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Abstract
Higher penetration of Renewable Energy (RE) is causing generation uncertainty and
reduction of system inertia for the modern power system. This phenomenon brings more
challenges on the power system dynamic behavior, especially the frequency oscillation and
excursion, voltage and transient stability problems.
This dissertation work extracts the most useful information from the power system
features and improves the system dynamic behavior by big data analysis through three
aspects: inertia distribution estimation, actuator placement, and operational studies.
First of all, a pioneer work for finding the physical location of COI in the system and
creating accurate and useful inertia distribution map is presented. Theoretical proof and
dynamic simulation validation have been provided to support the proposed method for inertia
distribution estimation based on measurement PMU data. Estimation results are obtained
for a radial system, a meshed system, IEEE 39 bus-test system, the Chilean system, and a
real utility system in the US.
Then, this work provided two control actuator placement strategy using measurement
data samples and machine learning algorithms. The first strategy is for the system with
single oscillation mode. Control actuators should be placed at the bus that are far away
from the COI bus. This rule increased damping ratio of eamples systems up to 14% and
hugely reduced the computational complexity from the simulation results of the Chilean
system. The second rule is created for system with multiple dynamic problems. General
and effective guidance for planners is obtained for IEEE 39-bus system and IEEE 118-bus
system using machine learning algorithms by finding the relationship between system most
significant features and system dynamic performance.

v

Lastly, it studied the real-time voltage security assessment and key link identification in
cascading failure analysis. A proposed deep-learning framework has Achieved the highest
accuracy and lower computational time for real-time security analysis. In addition, key
links are identified through distance matrix calculation and probability tree generation using
400,000 data samples from the Western Electricity Coordinating Council (WECC) system.
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Chapter 1
Introduction
1.1

Background and Motivation

Fossil energy sources, including coal, oil, and natural gas, has been the primary energy
supplier of the worldwide economy over a hundred years.

However, the irretrievable

environmental problems such as global warming and ocean pollution make humanity look
for alternative resources in power generation. Moreover, for some countries that are lacking
natural resources, it is no exaggeration to describe the unstable oil price as an impending
threat for politics and economy. The interest in clean and sustainable technologies yields an
increased development of power systems using renewable energy [1].
The increasing share of renewable energy has brought tremendous economic importance
to the power grid of China, the United States and some European countries, however,
it has also caused heightening concerns on grid stability and operational standards [2].
Furthermore, with an extensive integration of renewable energy, power systems are facing
more challenges in aspects such as electricity markets, transient, voltage, and small signal
control automation, unit commitment, distribution management system integration, microgrid and energy storage management, system restoration, and proactive fault identification
[3, 4]. These are making the modern system becoming increasingly complex and interconnected. Unlike traditional synchronous generators, wind turbines are usually decoupled
from the system synchronous speed and thus have no inherent inertial response to frequency
imbalance. This characteristic causes a reduction of system relative inertia which reflects
1

the stored kinetic energy by the grid, affecting the overall frequency regulation significantly
and contributing to reducing system robustness regarding disturbances.

Moreover, the

variance of renewable energy generation due to the weather or season makes it sometimes not
that reliable. Under such circumstances, when generation tripping or load increasing fault
occurs, more significant frequency excursion problems will happen more than ever [5, 6].
Besides, the inter-area frequency oscillation is also one of the most severe issues. Replacing
conventional wind farm generators with Doubly Fed Induction Wind Generators (DFIGs)
negatively influences the damping of inter-area oscillation modes of the interconnected
system [7, 8, 9, 10]. Also, the controllability of the grid has been limited due to the reduction
of the system relatively inertia constant. The power grid is more likely to lose their stabilities
[11, 12]. The existing model-based analysis methods are finding their difficulties to deal with
these new challenges. Therefore, the enhancement of power system is needed from both
planning and operational point of view to adapt to the changes in system dynamic behavior
due to the increasing levels of renewables.
Confronting high penetration of renewable energy in the modern system and utilizing
the characteristics of the power system data, data analytics is showing its importance in
improving power system dynamic performances. Previously, it is hard to obtain actionable
information within useful time frames because data collected from the power system are
challenging to handle with traditional data analysis methods, as limited by the nature of
power system operations [13]. Currently, the modern power system is seeing momentous
changes due to the development of advanced technologies and regulatory policies related to
sustainability. Power system data has significant growth in the volume, variety, and velocity.
To enhance system dynamics and also improve the efficiency and resilience of the grid, the use
of data analytics and novel technologies is relevant to all the steak-holders in power system
industry to resolve the newly raised system problems. Therefore, data analytic contributes in
making the grid more intelligent, efficient and productive. Big data analytics can be applied
to every aspect in power system studies [14]. Furthermore, with the rise and development of
machine learning algorithms and deep learning algorithms, these competitive data analytics
methods can be used to perform prediction and prescriptive analysis to provide more system
awareness for the system planners and operators.
2

1.2

Literature Review

1.2.1

Big Data Analytics in Power Systems

The primary goal of using Big Data analytics (BDA) is to extract the most important and
useful information from the collected data. System planners, operators, and consumers make
the best decisions based on the analysis results.
To perform BDA in power system, three major steps are usually taken into account:
• Step 1: Data collection.
Power system data can be collected or obtained from various devices, e.g., smart meters,
smart devices, Phasor Measurement Units (PMU), and third-party datasets.
Power system data is identified as big data according to the 5Vs model (Volume,
Velocity, Variety, Veracity and Value) [15]. Table 1.1 shows each feature of the Big
Data model and the corresponding power system model.
• Step 2: Data preparation.
Data accuracy and availability is essential to making timely, well-educated decisions in
both an engineering and business context. Data governance is crucial when working
towards improving processes and analytical analysis. Data preparation takes in place
Table 1.1:
Power system data compliance with the 5Vs Big Data model
Feature
Volume

Velocity

Variety

Veracity
Value

5Vs Model
Power system model
Number of records High volumes of data from various sources
and required storage
such as smart meters and Phasor Measurement Units (PMU)
Frequency of data The frequency data are collected is crucial
generation, transfer or for online monitoring and analysis
collection
Diversity of sources, Existence of well structured, semi-structured
formats, multidimen- and unstructured data
sional fields
Reliability and quality To ensure safe system operation and stability
of data
Extracting useful ben- Applications derive value from power system
efits and insights
data
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when the data comes from a variety of formats and contains missing or erroneous
values. Erroneous data samples should be removed, and missing values should be
estimated before using the data samples. Then the data is transformed into the target
repositorys format to be ready to use.
• Step 3: Data analysis.
Data analytics methods are applied to the pre-processed data to extract the most
critical information based upon which some informed actions or decisions can be made.
There are several types of analytics models, namely descriptive, diagnostic, predictive,
and prescriptive models [16, 17, 18, 19]. Table 1.2 shows these four typical BDA models
and their applications in power system analysis.
Statistical analysis often used to perform descriptive and diagnostic studies. It includes
the collection, analysis, interpretation, presentation, visualization, and organization
of data. Furthermore, it can also be interpreted as the mathematics of estimating
parameters of the model based on data samples. It has been widely applied in shortterm and long-term power output forecasting, energy storage charging, and wind speed
analysis [20, 21, 22].
Table 1.2:
Typical BDA models and their applications
Model
Description
type
Descriptive Describe what has
happened
Diagnostic Find root-cause for
a particular event
or system and explain why it has
happened
Predictive Make a prediction
of what might happen in the future
Prescriptive Determine the best
course of action to
take

Application
Describe customer behaviors for demand response programs
Analyze specific response behavior,
system fault management

Predict
system
dynamic
security/stability status, forecasting
load and wind generation
Lead planning of generation and transmission/distribution capacity
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Machine Learning (ML) algorithms are more applied to accomplish predictive and
prescriptive analysis. ML algorithms Learn from and make predictions on data. First,
a model is built first from the training set of input observations. Then, prediction
accuracy can be obtained using this training model and testing set. Data-driven
predictions or decisions as defined outputs can be made using ML algorithms rather
than following strictly static criteria. These machine learning techniques are solving a
variety of problems confronted in the real system such as load forecasting, transient,
and voltage stability assessment, cascading outage analysis and so on [23, 24, 25, 26, 27].
Further, ML can use power system data to understand the system characteristics
better, to gain meaningful insights, detect irregularities and generate propositions
related to a specific power system problem. Deep Learning (DL) algorithms belong
to a broader family of ML methods based on learning data representations. DL
includes supervised, semi-supervised or unsupervised learning methods. Representative
architectures such as deep Neural Networks (NN), Recurrent Neural Networks (RNN),
Convolutional Neural Networks (CNN) have been applied to fields including computer
vision, fault and event detection and also stability analysis [28, 29, 30].
The use of BDA can provide numerous benefits from both planning and operational
perspectives. System dynamic performance can be hugely enhanced when proper planning
decision or operating strategies are being taken.

1.2.2

Inertia Estimation Studies

Power system with synchronous generators has a great amount of kinetic energy stored in
its overall rotating masses. Therefore the grid can oppose to all different changes regarding
its frequency. This resistance is the inertia in the power system. After a disturbance occurs,
system inertia determines the behavior of system frequency in the first few cycles.
Most of the existing studies have focused on estimating the inertia constant of a single
synchronous machine or the overall inertia. Data from the PMU, specifically frequency
measurements after a disturbance are usually obtained [31, 32]. Firstly, the frequency signal
from each generator is used for the calculation and estimation. Then, the average frequency
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of all generators is employed and finally, an average of frequency signals from generators
from different areas was used. A novel method is presented in [33] for estimating the total
inertia of the Britain power system. Regional variations in the estimate of the inertia are
obtained from PMUs after an instantaneous transmission in-feed loss. The event is detected
first and then filtered for calculating the total inertia for the whole system. In [34], frequency,
load, and plant outage events data have been collected from Western Electricity Coordination
Council (WECC) system and permitted analysis to estimate the inertia of the system during
each event. Other studies have used the same system dynamic response for estimating the
overall inertia constant in the system [35, 36, 37].
Rate of Change of Frequency (RoCoF) is the most common index for estimating the
inertia distribution during a event. A model of continental Europe power grid has been
constructed in [38]. The frequency deviations as well as the RoCoF have been investigated
and visualized. Another PMU-based approach to identify the change of inertia distribution in
high renewable power systems is proposed in [39]. It used the footprints of electromechanical
wave propagation at the distribution grid.
However, there is no research focusing on finding the physical location of Center of
Inertia (COI) and there existing no research exploring the inertia distribution regarding each
bus/location in the system, taking into the inertia impact of each machine in the system.

1.2.3

Actuator Placement Studies

Although control techniques can provide system with satisfactory behavior, there existing
few examples of large interconnected systems that are balanced with high penetration of
renewable power. Control actuators can be enable with all converter/inverter-based machines
to enhance system dynamic performances. In this work, the control actuators are mainly
enabled with the Energy storage systems (ESS). The ESS absorbs power from the grid and
provide it when and where it is needed. When it is properly deployed and integrated, it can
not only balance the variable renewable generation but also play a critical role in influencing
and improving the power system dynamics. In large interconnected power systems, determine
the location of ESSs becomes a Non-deterministic Polynomial-time (NP) hard problem.
There are different ways from various aspects to solve this problem.
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A direct approach implemented by utility companies is to connect ESSs near the RE
sites or in heavy loading areas [40]. In Australia, possible locations for locating the ESSs
are defined as where wind speed is 6.0 m/s and solar radiation is 6.0 kW h/m2 /d [41].
In some utilities in the United States, the location determination of ESS is associated
with land availability. However, these criteria does not efficiently utilize the capabilities
of the ESS. Most of the existing researches on optimal location determination of ESSs
are based on load flow calculations: the problem is solved from an optimization point of
view with objective functions that minimize losses and generation costs [42]. Dynamic
programming, mixed-integer linear programming, evolutionary heuristic algorithms and some
stochastic algorithms have been proposed as more effective techniques for these purposes at
the transmission level and distribution level.
Dynamic programming, has been widely applied to solve the siting and sizing of ESSs.
An economic dispatch and optimal capacity of ESSs has been discussed in [43, 44]. MultiPass Dynamic Programming (MPDP) combined with a time-shift technique has been
developed to conduct economic dispatch and finding optimal power and energy capacities in
a power system. Evolutionary heuristic optimization algorithms, e.g., Genetic Algorithm
(GA), Particle Swarm Optimization (PSO), Tabu search, etc., are emerging as efficient
optimization techniques to solve allocation of ESSs.

To evaluate the economic impact

of ESS installations in distribution substations, a GA optimization technique based on a
multiple objective function is used in [45]. An other methodology using GA technique and a
Linear-Programming (LP) solver has been proposed to contribute to solving system deferral,
reducing system losses and having energy arbitrage benefit [46].
For ESS allocation in microgrid, several heuristic algorithms have been presented for
optimal ESS placement and economic operations. Matrix Real-Coded Genetic Algorithm
(MRCGA) techniques has been developed [47, 48].

Each bus in the system has been

considered as a potential candidate and then an optimization problem has been solved to
determine the possible usage of the storage system with renewable generation forecasting.
Taking optimal dispatch of controllable loads and generators into account as well as effectively
utilizing the storage of each micro-grid, PSO-based method is proposed in [49]. The cost
of the micro-grid is reduced by balancing the stored active power at various price range.
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Hybrid Multi-Objective Particle Swarm Optimization (HMOPSO) is an improved PSO-based
algorithm. It updates the position and speed for each particle to find the best location for
placing the ESS to achive the minimum wind-penetrated power system operation cost [50].
Mixed-Integer Linear Programming is also widely applied for optimizing the siting storage
units at the distribution level considering both economic and technical aspects. Besides, the
placement problem has been described as a three-stage decomposition in [51]. In [52], the
placement of ESS is designed to support the grid voltage control at the distributed system
level.
Considering the high penetration of RE in the modern power system, the uncertainty of
RE generation has been modeled in the optimization problems. To have a solution of these
problems, stochastic optimization algorithms have been used as the mainstream methods.
A two-stage stochastic optimal algorithm is applied to find the optimal location and sie of
the ESS in a system with only wind generation and diesel generators [53]. Wind penetration
level, diesel operations, and ESS efficiency have been evaluated to minimize the overall
energy cost. A stochastic dynamic programming problem is formulated aiming at obtaining
the minimum long-term energy cost of conventional generations [54]. Another stochastic
framework has been created to address siting and sizing and scheduls of ESS utilizing a a
GA-based Probabilistic Optimal Power Flow (POPF) method [55]. The reliability of the grid
containing RE and ESS has been assessed. The economical impact of ESS and conventional
generators are evaluated for various wind penetration levels. A improved market design is
proposed in [56], which allows for day ahead and intra-day bidding and considers a sequential
series of stochastic optimization formulations. Maximum of the joint profit can be obtained
for wind farm and ESSs in the market.
There are also some studies focus on the production price and cost. An integrated
power production cost analysis is presented in [57] based on RE penetration level and ESS
configurations. In [58], all the initial cost of fuel and installation have been taken into
consideration.
Nevertheless, these approaches have not considered dynamic performance as part of their
formulation, and therefore, they are unable to provide criteria and guidelines for system
planners for enhanced grid dynamic performance. Special efforts have also been able take
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control design into account to damp inter-area oscillations [59, 60]. To consider multi-mode
analysis and achieve some arbitrary system performance, optimization-based techniques
have been implemented to tune and design system controls [61]. This has brought the
idea of control allocation and coordination in power systems to distribute control effort
among multiple actuators [62]. However, these optimization-based techniques lack of physical
interpretation and unable to find the critical location of the energy storage systems.
In summary, there is no existing work in the literature that form the location
determination of energy storage system as a BDA problem and capture the hidden
information between the system characteristic with the dynamic performance. Therefore,
it is of great practical value and great potential to find the optimal placement for energy
storage systems as well as understand the impact of system topology structure, physical
characteristics and operational conditions on the overall system dynamic behavior.

1.2.4

Real-time Operational Studies

Power system monitoring, security assessment and real-time cascading failure analysis are of
great significance to the system operators with the development of Wide-Area Measurement
Systems (WAMS) [63, 64, 65, 66, 67, 68, 69]. WAMS leads to all advanced measurement
techniques, information tools, and operational frameworks that enhance the understanding
and dynamic behaviors of the modern power system integrated with high penetration of RE.
On-line system monitoring has been established very well by Power IT lab as on example
[70, 71, 72, 73, 74, 75].
Once the data has been collected and cleaned, the system real-time status can be
determined by analyzing those PMU data. The fundamental stability analysis is focusing
on transient and voltage issues. For Transient Stability Analysis, Time domain simulation,
direct methods (including the Lyapunov method and Transient Energy Function (TEF)) and
Extended Equal Area Criteria (EEAC) are mainstream methods for TSA [76, 77, 78, 79].
These methods can provide the quasi-realtime or real-time TSA but the calculation
accuracy, speed and capacity still have room for improvement. Traditional Voltage Stability
Analysis (VSA) includes static method based on power flow equations and dynamic method
based on differential equations [80]. Because static methods do not reflect the influence of
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the system dynamic behaviors and can not explain the evolution voltage instability, they
have been gradually replaced by dynamic methods [81]. While in the dynamic methods,
appropriate system models have been built and the behaviors of dynamic elements are being
considered, errors caused by inaccurate Parametrization can affect the accuracy of VSA.
Therefore, it is practical to obtain the stability information from the dynamic response so as
to establish an on-line method which gives instant and accurate security status and provides
effective control signals. With WAMS, managing and utilizing numerous synchrophasor
data have become a topic with big data features. First, the number of high resolution
synchrophasor datasets is tremendous since the adequate PMUs are deployed in a large power
system. Thus the quantity of PMU data reaches the big data level on the long time scale.
Meanwhile, the computation scale using synchrophasor data is the big data level since the
close to-real-time decision requires online security assessment based on PMU measurements
through data mining technologies. Theoretically, it becomes feasible to assess the stability
based on actual system response data and avoid the calculation burden in terms of system
models which cannot be updated continuously. In recent years, a lot of work utilizing different
BDA algorithms, e.g. Artificial Neural Network (ANN), Decision Tree (DT), Support Vector
Machine (SVM), Core Vector Machine (CVM) etc. have been accomplished to fulfill the
online study of security assessment [23, 26, 82, 83, 84, 85, 86, 87, 88, 89]. Although these
methods have shown good performance of the proposed algorithms, the computational time
and space complexities can still be improved for future online study.
Usually, transient, voltage or frequency problem will not occur alone, the security
problems interact with each other and may lead to cascading phenomena.
phenomena are very complicated phenomena.

Cascading

The failures that can cause cascading

failure have have diverse presence as well as difference interaction mechanisms. In large
blackouts, various types of failures and their interactions such as overloading, protection
relay failure, transient and voltage instability, line tripping/generator outages, operational
errors, communication losses can occur [90]. Research in cascading analysis has only studied
one of these aspects of cascading outages. With the integration of renewable energies such
as wind and solar, the uncertainty, intermittence bring bigger challenge to the operation of
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power system. Therefore, a random outage or local outage may propagate and thus cause
large-scale blackout eventually.
Methodologies including Network theory approaches, stochastic simulation approaches,
high-level statistical approaches, dynamic simulation approaches, interdependent approaches,
other approaches have been proposed aiming at modeling the cascading outages [24, 91, 92,
93, 94, 95]. These existing studies for cascading outages are mainly for off-line analysis.
Existing researches focusing on the creating the simulation model, analysis methods and
mitigation algorithms of cascading failure studies. Typical cascading simulation models
includes CASCADE model, branching process model, OPA model, hidden failure model,
and so on.

Some approaches also simulated cascading outages with system frequency

characteristics, generator and load characteristics. However, these models can only be
used in offline studies, which are hard to meet the real-time control and mitigation of
cascading failures. One commercial software–TRELSS program is able to perform detailed
simulations considering protection settings and system operator commends. Nevertheless, it
is unrealistic to perform online cascading outages due to the heavy computational burdens.
The alternative approach is to perform cascading outages offline and predict the system
status and take control actions online. A large number of samples can be obtained using
either historical outage events or detailed simulated data. One multi-layer interaction graph
on cascading outages of power systems has been proposed.

This proposed multi-layer

interaction graph provided an accurate framework for outage propagation prediction and
mitigation action decision making.
Therefore, offline simulation and online monitoring and mitigation for cascading outages
attracts wide concern. However, there are few systematic approaches for extracting useful
information from the samples of cascading outages simulated offline and use it for online
monitoring and mitigation. A framework for predicting the potential propagation path and
area of cascading outages will be valuable for online cascading analysis and cascading outage
mitigation for system operators.
In summary, BDA has been widely used in the system on-line monitoring, transient and
voltage stability assessment. There is still room to improve the proposed frameworks. No
existing work has emphasized the critical links from the bid data cascading outage analysis.
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It would be valuable for system operators to reduce the potential risk of cascading outages
by using BDA.

1.3
1.3.1

Dissertation Outline and Main Contribution
Outline

In this dissertation, additional chapters are presented:
Chapter 2 presented a pioneer work for finding the physical location of COI in the
system and create accurate and useful inertia distribution map. This chapter started with
the theoritical proof and proposed the inertia distribution estimation method based on
measurement PMU data. Estimation results are obtained for a radial system, a meshed
system, IEEE 39 bus-test system, the Chilean system, and a real utility system in the US.
Chapter 3 provided two control actuator placement strategy using measurement data
samples and machine learning algorithms. The first strategy is for the system with single
oscillation mode. Control actuators should be placed at the bus that are far away from the
COI bus. This rule increased damping ratio of eamples systems up to 14% and hugely reduced
the computational complexity from the simulation results of the Chilean system. The second
rule is created for system with multiple dynamic problems. General and effective guidance
for planners is obtained for IEEE 39-bus system and IEEE 118-bus system using machine
learning algorithms by finding the relationship between system most significant features and
system dynamic performance.
Chapter 4 studied the real-time voltage security assessment and key link identification
in cascading failure analysis. A proposed deep-learning framework has Achieved the highest
accuracy and lower computational time for real-time security analysis. In addition, key
links are identified through distance matrix calculation and probability tree generation using
400,000 data samples from the Western Electricity Coordinating Council (WECC) system.
Chapter 5 is the conclusion and future work.
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1.3.2

Main Contributions

Three main contributions have been achieved in this dissertation:
Contribution 1: Inertia distribution estimation
• This work is a pioneer to find the physical location of COI and create accurate inertia
distribution map.
Contribution 2: Actuator placement.
• Placed the actuators at the bus that are far away from the COI bus, increasing damping
ratio to 14% and reducing the computational complexity;
• Created general and effective guidance for planners, considering more system features
and more dynamic problems
Contribution 3: Operational studies.
• It achieved the highest accuracy and lower computational time for real-time security
analysis;
• The work identified the most critical links and generate probability tree model for
cascading failure analysis
Therefore the power system dynamics is improved through big data analysis.
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Chapter 2
Inertia Distribution Estimation in
Power Systems
2.1
2.1.1

Inertia Distribution Definition
Swing Equation and Center of Inertia

A. Swing Equation
In a power system, synchronous machines should operate synchronously under all operational
conditions. When the system is operating under the normal condition, the relative position of
the rotor axis and the resultant magnetic field axis is fixed. The power angle or torque angle is
the angle between these two axes. When a disturbance occurs, rotor accelerates or decelerates
regarding to the synchronously rotating air gap Magnetomotive Force (MMF), generating
relative motion. Swing equation describes the swing of the rotor of the synchronous machine.
It is also known as a non-linear second order differential equation that describes the relative
motion [96].
A prime mover drives a synchronous machine. The equation reflecting the rotor motion
is:

J

d2 θm
= Ta = Tm − Te
dt2
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[N-m]

(2.1)

Where:
• J is the total moment of inertia of the rotor mass in [kg-m2]
• θm is the angular position of the rotor with respect to a stationary axis in [rad]
• t is time in seconds [s]
• Tm is the mechanical torque supplied by the prime mover in [N-m]
• Te is the electrical torque output of the alternator in [N-m]
• Ta is the net accelerating torque, in [N-m]
Assuming all losses are neglected in the system, the system accelerating torque Ta is
calculated as the difference between the mechanical and electrical torque. In the steady
state, the overall accelerating power is 0 because Tm = Te . The rotor rotates at the
synchronous speed ωs in [rad/s] during this period. Te is related to the net air-gap power
in the synchronous machine and therefore reports the total generation output plus losses in
the armature winding.
θm is the angular position, which is measured with a stationary reference frame.
Representing it with respect to the synchronously rotating frame gives:

θm = ωs t + δm

(2.2)

where, δm is the angular position in [rad] with respect to the synchronously rotating reference
frame. The derivative of equation (2.2) with respect to time t is:
dθm
dδm
= ωs +
dt
dt

(2.3)

Equation (2.2) and (2.3) show that the rotor angular speed is equal to the synchronous
speed only when dθm /dt is equal to 0. Therefore, dθm /dt shows the deviation of the rotor
speed from synchronism in [rad/s].
Taking the second order derivative, Equation (2.3) becomes:
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d2 θm
d 2 δm
=
dt2
dt2

(2.4)

Substituting Equation (2.4) in Equation (2.1) gives:
d 2 δm
J 2 = Ta = Tm − Te
dt

[N-m]

(2.5)

Introducing the angular velocity m of the rotor for the notational purpose, ωm =

dθm
dt

and

multiplying both sides by ωm ,

Jωm

d 2 δm
= P a = Pm − Pe
dt2

[MW]

(2.6)

where, Pm , Pe , and Pa respectively are the mechanical, electrical and accelerating power in
[MW].
The coefficient Jωm –also denoted by M –is the angular momentum of the rotor: at
synchronous speed ωs . It is the inertia constant of the synchronous machine. Normalizing
it as inertia constant H gives:
H=

Stored kinetic energy in MJ at synchronous speed
Jωs2
=
Machine rating in MVA
2Srated

[MJ/MVA]

(2.7)

where Srated is the three phase rating of the machine in [MVA]. Substituting it in Equation
(2.6) gives:

2H

d 2 δm
Srated
ω
= P m − Pe = Pa
m
ωs2
dt2

(2.8)

In steady state, ωm = ωs . Transforming all the quantities in Per Unit (p.u.) gives the
swing equation describing the behavior of the rotor dynamics:
2H d2 δ
= Pm − P e = Pa
ωs dt2
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[p.u.]

(2.9)

B. Center of Inertia (COI) reference
A COI reference has been proposed initially for power system transient stability analysis [97].
For a system with Nm machines, the COI reference transformation defines the COI angle
and speeds as:
δCOI

Nm
1 X
Mi δi
=
MT i=1

(2.10)

ωCOI

Nm
1 X
=
Mi ωi
MT i=1

(2.11)

where
MT =

Nm
X

Mi

(2.12)

i=1

and
Mi =

2Hi
ωs

(2.13)

where
• i = 1, 2, ...Nm
• δi is the angular position of the rotor of machine i in [rad]
• ωi is the synchronous machine speed of machine i in [rad/s]
• δCOI is the COI reference angular position of the system in [rad]
• ωCOI is the COI reference speed of the system in [rad/s]
• MT is the total system inertia
• Mi is the inertia constant in machine i
This COI reference is originally designed for system transient stability analysis. It reduced
the system dynamic order by transforming the system state variables into COI-referenced
variables together with that MT is infinity. Therefore swing equations are complicated by
the COI reference since an inertia-weighted form of ”system” acceleration is subtracted from
each machine’s true acceleration.
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ωCOI

2.1.2

Pn
Hi ωi
= Pi=1
n
i=1 Hi

(2.14)

System Inertial Response

Balancing power supply and demand instantaneously and continuously is a primary goal
in power systems. Grid frequency moves from its nominal value because of the difference
between the total power generation and load. The nominal frequency is 60 Hz in United
States and 50 Hz in some other countries. The system frequency must remain as close as
this value. System frequency increases when the energy supplied is more than the demand;
system frequency decrease when demand momentarily exceeds generation. Fig. 2.1 depicts
the relationship.
Power systems are properly planned to have sufficient energy reserve over a period of
time using different resources. Fig. 2.2 shows the frequency excursion and regulation time
frame. Three frequency regulations are taken into place for a frequency excursion event:
• Primary regulation: Bring system frequency back by governor’s response;
Sales---Regional Interchange---Purchase
Power
Generated

Load
Losses

Frequency
DEMAND

Decrease

Increase

SUPPLY

60

Figure 2.1: Frequency and power balancing relationship.
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• Secondary regulation: Restore system frequency to its nominal value through Automatic Generation Control (AGC) and maintains the minute-to-minute balance
throughout the day;
• Tertiary frequency regulation: Take actions to clear the failure in the system and
handle current and future contingencies.
Inertial response is the instantaneous response of the system when sudden disturbances
occur in normal operating conditions. This fast-acting response is an inherent characteristic
of generators that produce energy by means of a rotating mass synchronized to the grid
frequency.

The rotational kinetic energy of such mass (the moving parts of all the

conventional power plants on the system) is immediately released if the system frequency
suddenly drops, for instance due to a sudden outage of a large generator. Generally, the
total amount of spinning reserve in the system reflects the frequency response. Systems with
higher inertia recovers more quickly from initial frequency changes. Then, governor sense the

System frequency [Hz]

change in the machine speed and adjust valve position and thus adjust the energy input to
Inertial

Governor's

AGC's

response

response

response

60
59.98
59.96
59.94
59.92
59.9
0

20

40

Seconds

60

10 20 30
Minutes

1

Hours

Primary frequency
regulation
Secondary frequency regulation
Tertiary frequency regulation

Figure 2.2: Frequency excursion and regulation time frame.
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the machine’s prime mover. In addition, Under Frequency Load Shedding (UFLS) programs
will be activated to stabilize the systems under severe disturbance scenarios.
When a frequency excursion event occurs, three evaluation indices can be obtained to
show the system condition.
• Rate of Change of Frequency (ROCOF): determined by the kinetic energy of the
rotating masses stored in the system;
• Frequency nadir: determined by the perturbations/disturbances, inertia/kinetic energy
of the rotating masses, the dynamic characteristics of the generators, loads and
controllers [98];
• Steady state frequency deviation determined by governors’ droop control characteristics.

2.2

Theoretical Center of Inertia Location Calculation

The characteristics of large scale systems are overwhelmingly many and their dynamics
complex due to the existence of multiple electromechanical oscillation modes, numerous
power flow paths, irregular distribution of inertia throughout the grid, among several other
aspects. By focusing on one particular inter-area mode, the dynamic complexity is reduced;
still, dynamic behavior dependency on parameters and operational conditions are hard to
estimate; explicit expressions for COI location and residue in terms of α are ruled out.
However, using the practical concepts described in the previous section, an index associated
with the system distribution of inertia is proposed to estimate the electrical distance of any
bus to the COI. As being employed to identify ideal locations for EIRs, this index must be
validated and statistically correlated with the residue; this is done in a real system, under
several operating conditions.
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2.2.1

Methodology

A. Mathematical formation
Consider the lossless system shown in Figure 2.3. A synchronous generator (SG) and a
synchronous motor (SM) are connected to buses 1 and 5, respectively. Assume that both
0

machines are represented by their classical model, i.e, internal transient voltage E i in series
0
with the d-axis transient reactance Xdi
. A generic bus 3 is defined at some point within the

line 2-4 to explore how voltage angle (θ) and frequency (ω) change along the line. Define the
location parameter α as the relative distance from bus 3 to the generator internal transient
voltage (node 1’). Thus,
0 ≤ αmin ≤ α ≤ αmax ≤ 1

(2.15)

0
0
0
0
where αmin = (Xd1
+XT 1 )/X, αmax = (X−Xd2
−XT 2 )/X and X = Xd1
+XT 1 +XL +XT 2 +Xd2

is the circuit total reactance. The system transient response is mathematically represented
by the following initial value problem:
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(2.16)

(2.17)

All variables and parameters are in per unit, except for ωs measured in radians per second,
H1 and H2 in seconds, δ1 and δ2 in radians. Note that both transient internal voltages and
the mechanical power are calculated based on the pre-disturbance condition (equilibrium
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Figure 2.3: 2-machine system: (a) one-line diagram, (b) equivalent circuit
point) and they are assumed to remain fixed during the transient response, i.e., no automatic
voltage regulator and governor are considered. The disturbance is applied through the initial
value defined in Equation (2.17). For now, bus 3 has no impact on the system dynamic and
it is only considered as a point to observe angle and frequency along the line. An explicit
analytical expression for θ in terms of the state variables is found as follows. Apply voltage
Kirchhoff’s law to obtain:
jθ

Ve =

E10 ejδ1


E10 ejδ1 − E20 ejδ2
− jαX
jX
|
{z
}


(2.18)

I


⇒ V = E10 ej(δ1 −θ) − α E10 ejδ1 − E20 ejδ2 e−jθ

(2.19)

= (1 − α)E10 ej(δ1 −θ) + αE20 ej(δ2 −θ)

(2.20)

Thus, by taking the imaginary part:
0 = (1 − α)E10 sin(δ1 − θ) + αE20 sin(δ2 − θ)
≈ (1 − α)E10 (δ1 − θ) + αE20 (δ2 − θ)

(2.21)
(2.22)

Here, the angle differences are assumed to be small enough such that sin(δ1 − θ) ≈ δ1 − θ and
sin(δ2 − θ) ≈ δ2 − θ. By solving for θ in Equation (2.22), the following explicit relationship
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is obtained:
θ=

αE20
(1 − α)E10
δ
+
δ2
1
(1 − α)E10 + αE20
(1 − α)E10 + αE20

(2.23)

and the angle time derivative becomes:
θ̇(α) =

(1 − α)E10 ωs (ω1 − 1)
αE20 ωs (ω2 − 1)
+
(1 − α)E10 + αE20
(1 − α)E10 + αE20

= ωs (ω − 1)

(2.24)
(2.25)

where
(1 − α)E10
αE20
ω=
ω1 +
ω2
(1 − α)E10 + αE20
(1 − α)E10 + αE20

(2.26)

corresponds to the frequency in per unit at bus 3.
B. Equivalent inertia expression
The voltage angle θ at bus m can be obtained as:
m1 E1 cos(δ1 − θ)ω1 + m2 E2 cos(δ2 − θ)ω2
dθ
=(
− 1)ωs
dt
m1 E1 cos(δ1 − θ) + m2 E2 cos(δ2 − θ)

(2.27)

The equivalent speed at bus m can be written as:
ωm = Aω1 + Bω2

(2.28)

Where,
A=

m1 E1 cos(δ1 − θ)
m1 E1 cos(δ1 − θ) + m2 E2 cos(δ2 − θ)

(2.29)

B=

m2 E2 cos(δ2 − θ)
m1 E1 cos(δ1 − θ) + m2 E2 cos(δ2 − θ)

(2.30)

We derive equation (13) with respect to t, assume A and B are constants,
dωm
dω1
dω2
=A
+B
dt
dt
dt
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(2.31)

Subtitute equation (1) and (2) in equation (16), we can get:
dωm
Pm − Pe
−(Pm − Pe )
=A
+B
dt
2H1
2H2
AH2 − BH1
=
(Pm − Pe )
2H1 H2

(2.32)

Two situations are discussed when a) AH2 = BH1 and b) AH2 6= BH1 .
a) AH2 = BH1 ;
By the definition from the literature we know that, the speed at the Center of Inertia
(COI) point of the system is:
ωCOI =

H1 ω1 + H2 ω2
H1
H2
=
ω1 +
ω2
H1 + H2
H1 + H2
H1 + H2

(2.33)

Therefore, at the COI point of the system, the A and B are known as:
A=

H1
H1 + H2

(2.34)

B=

H2
H1 + H2

(2.35)

AH2 = BH1

(2.36)

From equation (17), it is easy to find out that the speed deviation at the center of inertia
point is 0.
dωCOI
=
dt

H1
H
H1 +H2 2

−

H2
H
H1 +H2 1

2H1 H2

(Pm − Pe )

(2.37)

= 0 × (Pm − Pe )
b) AH2 6= BH1 ; For equation (17), we multiply
2

2H1 H2
AH2 −BH1

H1 H2
dω
= P m − Pe
AH2 − BH1 dt

from two sides:
(2.38)

Here we are defining that, although there is no machine directly connect to the bus m, the
inertia constants of two machines do have an impact on the particular location. And we can
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get an equivalent inertia constant at bus m through an expression of equivalent accelerating
power, which can be written as:
Heq =

H1 H2
AH2 − BH1

(2.39)

Four known points are calculated as follows:
• A = 1, B = 0, and Heq = H1 ;
• A = 0, B = 1, and Heq = −H2 ;
• A=

H1
,
H1 +H2

B=

H2
,
H1 +H2

and Heq = IN F ;

• A = 1, B = −1, and Heq =

H1 H2
H1 +H2

Figure 2.4, 2.5, 2.6 show the equivalent inertia value for bus 3 when the inertia constant
for machine 1 is 5s while the inertia constant for machine 2 is 1s, 5s and 25s. Figure 2.7
presents the results of H2 varing from 1s to 25s. The COI of this system moves from the left
side to the right side. It also idicates that at the COI location of the system, the euiqvalent
inertia constant is infinity which means the change occurs at the COI bus will be minimum
compared to all other buses in the system.

Figure 2.4: Equivalent inertia constants when H1 = 5s, H2 = 1s
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Figure 2.5: Equivalent inertia constants when H1 = 5s, H2 = 5s

Figure 2.6: Equivalent inertia constants when H1 = 5s, H2 = 10s
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Figure 2.7: Equivalent inertia constants when H1 = 5s, H2 = 1 − 25s
C. COI characteristics
By adjusting the location parameter, there exists an α∗ such that bus 3 is located exactly
at the system COI. A physical condition for the COI is that its changes in angle (θ) and
frequency (ω) are minimal when compared to the angle/frequency of any other bus in the
system. Thus, the COI location is formally given by:
α∗ = arg min θ̇(α)2

(2.40)

α∈[αmin ,αmax ]

By Karush-Kuhn-Tucker optimality condition:
n
o
d θ̇(α∗ )2
dα

= 0 = 2θ̇(α∗ )ωs

E10 E20 (ω2 − ω1 )
{(1 − α∗ )E10 + α∗ E20 }2

⇒ θ̇(α∗ ) = 0

(2.41)
(2.42)

Note that Equation (2.41) also vanishes when ω1 = ω2 , but this does not hold for all time in
[t0 , ∞). Assuming stability, the condition from Equation (2.42) can be alternatively enforced
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using θ̈(α∗ ) = 0 ∀ t ∈ [t0 , ∞). Thus,
θ̈(α∗ ) = 0 =

(1 − α∗ )E10 ωs dω1
(1 − α∗ )E10 + α∗ E20 dt
dω2
α∗ E20 ωs
+
0
0
(1 − α∗ )E1 + α∗ E2 dt

(2.43)

By using the equation of motion of both machines and as Pm1 = Pm2 , the optimality condition
becomes:


ωs
E10 E20
θ̈(α ) = 0 =
Pm1 −
sin(δ1 − δ2 )
2
X
{z
}
|
∗

=0 in steady-state only

"

E0

E0

(1 − α∗ ) H11 − α∗ H22

(1 − α∗ )E10 + α∗ E20

E10
E0
− α∗ 2
H1
H2
0
1
E1 H2
=
⇒ α∗ = 0
0
E0
E1 H2 + E2 H1
1 + 20 H1

⇒ 0 = (1 − α∗ )

#
(2.44)
(2.45)
(2.46)

E1 H2

A physical COI location is found, α∗ , which depends on both inertia and voltage of the
machines. Observe that E10 and E20 are around the machine voltage set-points; although
adjustable during operation, they are very similar to each other and are close to one per
unit. On the other hand, H1 and H2 are not subject to operational adjustments but
are fixed quantities related to machine physical characteristics; besides, depending on the
technology and size, their values may differ considerably from each other. In summary,
the COI location is found to depend strongly on the inertia ratio H1 /H2 and slightly on
the voltage ratio E20 /E10 . It is worth to emphasize that, in the literature, the well-known
COI frequency has been used for modeling and analysis of power systems, but its location
remained undetermined. For completeness, by replacing Equation (2.46) into Equation
(2.26), the COI frequency becomes:
ω∗ =

H1 ω1 + H2 ω2
H1 + H2
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(2.47)

2.2.2

Validation using Higher Order Model

The analytical expression presented in Equation (2.46) is tested against both the numerical
values for the COI location and the residue obtained through full order time-domain
simulations and modal analysis. To obtain the COI location numerically, the angle derivative
square at all given locations, as stated in Equation (2.40), is integrated over time after a 30
mHz initial deviation for ω1 and ω2 . The location with the minimal integral corresponds to
the COI location. For the machines, the classical model (2nd order) and a 6th order model
are considered for comparison purposes, as well as diverse exciters and governors. The system
data (Figure 2.3) is as follows: Pm1 = 20 MW, V1 = 1.05 p.u., V5 = 0.95 p.u., H1 = H2 = 4
0
0
s, Xd1
= Xd2
= 0.15 p.u., XT 1 = XT 2 = 0.06 p.u., XL = 3.85 p.u., all in base of 100 MVA.

With these parameters, the minimum and maximum values for α are αmin = 0.0492 and
αmax = 0.9508. The equilibrium point corresponds to ω1 = ω2 = 1 p.u. and δ1 = 52.7◦ and
δ2 = 0◦ . Note this is a high loading scenario and the linear assumptions made in sections
?? are hard to justify; still, as shown next, the derived expressions for the COI location
and residue are in good agreement with the exact values. DIgSILENT Power Factory and
its model library have been employed for simulations. The obtained numerical results are
shown in Table 2.1. Figure 2.8 shows the Bus 3 voltage angle in dynamic simulation in the
very basic case 1.
Note that the dynamics included by the machine 6th order model and the different
exciters have minimal impact and the numerical results are very similar to the one obtained
by Equation (2.46):
Table 2.1:
Numerical calculation of the COI location for the 2-machine test system
Case
1
2
3
4
5
6

∗
AVR
Machine α(numerical)
None
2nd
0.5275
None
6th
0.5298
SCRX
2th
0.5301
SCRX
6th
0.5306
IEEE T1
2nd
0.5297
IEEE T1
6th
0.5303
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5
,=0.019

Bus 3 voltage angle[deg]

,=0.115
,=0.212
,=0.308
,=0.404
,*=0.5

0

,=0.596
,=0.692
,=0.789
,=0.885
,=0.981

-5
0.5

1

1.5

2

2.5

3

3.5

4

Time[s]

Figure 2.8: Bus 3 voltage angle in dynamic simulation

α∗ =

2.3

1
1+

E20 H1
E10 H2

≈

1
1+

V5 H 1
V1 H 2

= 0.525

(2.48)

Measurement-based Inertia Distribution Estimation Method

This section proposes a novel and practical measurement-based method to calculate two
indices to estimate the inertia distribution in real power systems. These indices indicate the
inertia distribution over the whole grid and verifies their grid-based characteristic. As the
inertia distribution tends to be mainly affected by system parameters, the physical meaning
of the location can provide useful information, not only for planning purpose but also for
operation and control.
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2.3.1

Methodology

In classical physics, inertia is the resistance of any physical object to changes in its state of
motion which includes adjustments to its speed, direction or state of rest. In a power system,
inertia is the technical term for describing the ability of the system to resist changes when a
disturbance occurs. A machine with a higher inertia constant has more kinetic energy stored
in the rotating masses and experiences smaller variations in its speed. Although not every
bus is directly connected to a synchronous machine, bus frequency changes can be associated
with its distance to the COI bus. Two indices are therefore proposed and used for the inertia
distribution estimation.
A. Center of oscillation index S1
Center of oscillation index S1 defines the ability of each location to resist frequency oscillation.
Suppose there are q buses in the system. This index calculates the difference of all the
machine speeds in a pre-defined time interval tm when a power disturbance occurs at bus
k ∈ {1, 2, ..., q}. Thus, the summation of the difference is calculated:
tm

SD1 (k) =

n X
n Z
X
i=1 j=1 0

2

(ωi t − ωj t ) , i 6= j

(2.49)

where ωi t is the rotor speed of machine i at time t, the same goes with ωj t . By normalizing
SD1 (k) with respect to the maximum value, center of oscillation index S1 (k) is defined as:
S1 (k) =

SD1 (k)
max SD1 (k)

(2.50)

k∈{1,..,q}

B. Center of frequency index S2
The alternative index S2 reports how far away a particular bus is to the COI bus. Define
the Center of Frequency (COF) as:
fCOI

Pn
Hi fi
= Pi=1
n
i=1 Hi
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(2.51)

This index calculates the integral square frequency difference:
Ztm
IDI(k) =

2

(fk t − fCOI t )

(2.52)

0

where fk t is the measured frequency at bus k at time t. For normalization purpose, center
of frequency index S2 (k) is defined as:
S2 (k) =

SD2 (k)
max SD2 (k)

(2.53)

k∈{1,..,q}

C. Correlation between S1 and S2
Both of the indices are measuring the distance from the target bus to the COI bus in a
particular time interval, but each of them has its own characteristic. Index 1 is comparing
the results when the perturbation is performed in all the potential locations, it is more
accurate but time consuming. Index 2 can be easily obtained by performing one perturbation
in one location. In the practical application, index 1 can be used when accuracy is a
significant aspect, index 2 can be used when calculation speed is more important. To find
out whether S1 (k) matches with S2 (k), Mutual information (MI) is calculated to check the
mutual dependence between the two indices [99].
MI is intimately related to the Kullback-Leibler divergence, a very natural measure of
the distance DKL between two distributions. For two distributions P (z) and Q(z),

DKL (P (z)||Q(z)) =

X
z

P (z)log

P (z)
Q(z)

(2.54)

The MI is just the Kullback-Leibler distance between the joint distribution p(S1 , S2 ) and
the product of the independent ones, p(S1 )p(S2 ).

M I(S1 : S2 ) = DKL (p(S1 , S2 )||p(S1 )p(S2 ))

(2.55)

As a measure of the inherent dependence expressed in the joint distribution of S1 and
S2 relative to the joint distribution of S1 and S2 under the assumption of independence, MI
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therefore measures dependence in the following sense: M I(S1 : S2 ) = 0 if and only if S1 and
S2 are independent variables.
MI can be equivalently expressed as

M I(S1 : S2 ) = Y (S1 ) + Y (S2 ) − Y (S1 : S2 )

σ=

Y (S1 : S2 )
Y (S1 )

(2.56)

(2.57)

Where Y (S1 ) is marginal entropy of S1 , Y (S2 ) is marginal entropy of S2 , Y (S1 : S2 ) is the
joint entropy of S1 and S2 and σ is the information sharing percentage. More specifically, σ
quantifies the amount of information obtained about one observed variable S1 , through the
other observed variable S2 .
To interpret the MI, σ is compared with a constant γ = 0.9. When σ > γ, the two
variables are highly correlated.
D. Inertia distribution estimation
Assume that in a given system, each bus that is not directly connected with a synchronous
machine is considered as a location. For each location, indices S1 and S2 are calculated and
compared. Since both of the indices measure the inertia distribution over a pre-defined time
interval, as well as describe the system characteristics based on dynamic response, S1 and S2
should have the same or similar performance in each location. Since index S1 is comparing
the results when the perturbation is performed at all potential locations, it is more accurate
than S2 but more time consuming. Index S2 can be easily obtained by performing a single
perturbation at any given location. While index S1 can be used in applications when accuracy
is a significant aspect, index S2 can be used when calculation speed is more important. For
practical purposes, only one index S(k), either S1 (k) or S2 (k), is used to estimate inertia
distribution.
The inertia distribution of the system obtains: the closest location from the COI, the
furthest location from the COI and regions reflecting the distribution of the inertia.
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• The closest location from the COI is determined as:
αc = arg min S(k)

(2.58)

k ∈ {1,2,...,q}

• The furthest location from the COI is determined as:
αf = arg max S(k)

(2.59)

k ∈ {1,2,...,q}

• Regions reflecting the distribution of the inertia can be defined by sorting S(k) in
ascending order, and placing each location into b ranks. Each region represents the
group of locations with similar inertia performance.
This estimation method clearly identifies the most representative locations in a given
system with respect to frequency changes. In the following section, the connection between
the proposed indices and system characteristics is discussed and the potential application of
the proposed estimation is explored.

2.3.2

Simulation Results and Analysis

The simulation results from two simple systems, IEEE 39-bus test system and two real world
systems are obtained.
A. A radial system
Figure 2.9 shows the structure of the radial system.
1 2 3 4 5 6 7 8 9 10 11

G1
G2
T1
T2
1 p.u.
1 p.u.
PG1 = 1 p.u.
PG2 = 1 p.u.
1 p.u.
1 p.u.
VG1 = 1.05 p.u. 18/36 kV
36/18 kV VG2 = 1.05 p.u.
XT 1 = 0.06 p.u.
XT 2 = 0.06 p.u.
For each line, XL =0.385 p.u.

Figure 2.9: Radial system structure.
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At 1 s, a 20 MW load step is applied at bus i(i = 1, 2, ..., 11) and cleared at 1.01 s. Besides,
IEEET1 and IEESGO are considered as exciter and governor of the machines respectively.
Figure 2.10 and Figure 2.11 show the calculation result of indices S1 and S2 in this system
with different inertia constant. For the symmetric base case, bus 6 is the COI, the buses
that have the same distance to the center have the exact same dynamic performance.
When the inertia constant of G2 is doubled, the closest location from the COI is bus 11,
the furthest location from the COI is bus 1. The indices of each locations are in descending
order from the bus close to the smaller machine to the bus close to the bigger machine.
Doubling the inertia constant of G1 gives a similar pattern.
The changes of line parameters also affect the power transmission in the system. When
X1−6 = 2X6−11 , the inertia distribution is thus changed. Figure 2.12 and Figure 2.13 show
the calculation results of indices S1 and S2 .
From the obtained calculation results, the closest location from the COI changes from bus
6 to bus 5. Although the furthest locations from the COI are the same, buses 1 and 11, the
1
S 1 (k)
S 2 (k)

Index(k)

0.8
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Figure 2.10: Case 1: S1 and S2 in a radial system. H1 =H2 =4.25 s.
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S 2 (k)

Index(k)

0.8

0.6

0.4

0.2

0
1

2

3

4

5

6

7

8

9

10

11

Bus k

Figure 2.11: Case 2: S1 and S2 in a radial system. H1 =4.25 s, H2 =8.5 s.
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Figure 2.12: Case 3: S1 and S2 in a radial system, H1 =H2 =4.25 s, X1−6 = 2X6−11 .
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Figure 2.13: Case 4: S1 and S2 in a radial system, H1 =4.25 s, H2 =8.5 s, X1−6 = 2X6−11 .
inertia distribution is not symmetric anymore. In Figure 2.10, bus 5 and 7 have the exactly
same indices, but in Figure 2.12, bus 3 and 7 have the same absolute values. Meanwhile,
comparing Figure 2.11 and Figure 2.13, the furthest location from the COI stays in bus 1.
Assume that region 1, closer to the COI, includes all the buses that satisfy S(k) ≤ 0.2, in
Figure 2.11, region 1 is grouped by bus 7-11, in Figure 2.13, it is grouped by bus 4-11. By
increasing the line impedance in the lines near the machine with a smaller inertia constant,
the inertia distribution has been shifted towards to the same machine.
Based on the base case, if terminal voltage of G2 is changed to VG2 = 0.95 p.u., the
closest location from the COI moves from bus 6 to somewhere between bus 6 and 7. The
same performance is observed when VG1 is adjusted.
Table 2.2 states the calculated σ in all the cases. In the first four cases, index 1 and
index 2 are sharing 100% information with each other. In case 5, σ is not 100% but still a
very high value. In the other words, knowing either index 1 or index 2 can find out where
the COI is in the system.
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Table 2.2:
σ in all cases in the radial system
Case
1
2
3
4

Information sharing percentage σ
100%
100%
100%
94.74%

B. A meshed system
A meshed system with 400 MW total generation is represented by a 4-machine, 4-load system.
Figure 2.14 shows the meshed system topology.
In the base case, the type and parameters of all the elements are the same in case 1. At
1 s, a 50 MW load step is applied at bus XY (X = a, b, c, d, e, Y = 1, 2, ..., 5) and cleared
at 1.01 s. In all the tests conducted for case 2, S1 and S2 have exactly the same shape and
tendency, for visualization purpose, only the results of S1 are shown here. Figure 2.15 is the
result in the base case. The inertia constant is the same in four machines. The COI lies in
bus c3 which is also the geometric center of the grid.
Figure 2.16 shows S1 when the inertia constant of G3 is changed to 8.5 s while the other
three machines remain the same. The closest location from the COI is bus a1, which is
directly connected to the machine with the biggest inertia constant. From the topology
point of view, bus e5 is the furthest location from bus a1, and from the obtained indices, it
is also the furthest location from the COI.
Figure 2.17 shows the simulation results when H1 and H3 are increased from 4.25 s to 6 s
at the same time the line impedance is five times the original value in the lines between bus
X1 and bus X3. Similar to the performance in the radial system, although the closest and
furthest location from COI are kept the same, the distribution of inertia region is different.
Table 2.3 is the calculated σ in all the cases. In all the cases, index 1 and index 2 are
sharing more than 95% information with each other.
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Figure 2.14: Meshed system topology.
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Figure 2.15: Case 1: S1 in meshed system (H1 = H2 = H3 = H4 = 4.25s).

Table 2.3: σ in all cases in the meshed system
Case
1
2
3

Information sharing percentage σ
100%
97.49%
93.13%
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Figure 2.16: Case 3: S1 in meshed system. (H1 = H3 = 6s, H3 = H4 = 4.25s, length of
the lines between buses X1 and buses X3 is five times the value in the base case )
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Figure 2.17: Case 3: S1 in meshed system. (H1 = H3 = 6s, H3 = H4 = 4.25s, length of
the lines between buses X1 and buses X3 is five times the value in the base case )
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Besides, the change of the terminal voltage set point and type of exciters and governors
have impact on the inertia distribution. The closest location from the COI is moving toward
to the machine that has lower voltage set point and then, slower exciter. The impact of
these elements are not as huge as inertia constant or line impedance changes, the inertia
distribution regions are just slightly modified.
In summary, the inertia distribution estimation is illustrating system characteristics,
which provides knowledge that can be used to improve system dynamics. Inertia constant
of the machines, parameters of the lines and system topology have more impact than other
aspects.
C. IEEE 39-Bus Test System
Figure 2.18 represents the IEEE 39-bus test system in a 7 × 9 grid (X = A, B, ..., H, Y =
0, 1, 2, ...9) [100]. Note that, G1 is the aggregation of a large number of generators. At 1 s,
a 100 MW load step is applied and cleared at 1.01 s.
Figure 2.19 shows the result of S2 in the 39 bus system when the perturbation occurs
in bus 29. From the bar plot, it is observed that the COI index S2 is in ascending order
when moved along the grid from A to H. Figure 2.20 is a inertia distribution heat-map of
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Figure 2.18: IEEE 39-bus test system topology.
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H

the same system. The closest location from the COI αc is bus 1 which is directly connected
to the machine that has the largest inertia constant. Bus 20 is the furthest location from
the COI αf . Based on these results, the applications of these indices to practical problems
such as generators coherency detection, optimal PMU placement, or frequency oscillation
improvement can be studied.
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Figure 2.19: S2 in 39-bus test system.
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Figure 2.20: Inertia distribution heat-map of 39-bus test system.
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D. Real power systems
Figure 2.21 presents the inertia distribution map for the Chilean system. Dark area is the
area with heavier inertia. Light area is the area with lighter inertia. The reason for this radial
inertia distribution is that, the whole Chilean system is inter-connected with the Argentina
system. A very large machine is connected with the machines in the south part of Chilean
system, which helps to form this inertia distribution.
Figure 2.22 presents the inertia distribution map for a real power grid in the US.
This system contains over 1000 buses and over 100 machines. From the proposed inertia
distribution estimation method, the results are obtained for all the buses in the system. Red
dots are indicating the locations with heavier inertia. Blue dots are presenting the area with
lighter inertia. From this inertia distribution map, it can be told that the COI lies in the
northwest part of this grid while the Southeast part is far away from the COI.
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Figure 2.21: Inertia distribution map for Chilean system.
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Figure 2.22: Inertia distribution map for a real system in the US.

2.4
2.4.1

Applications of Inertia Distribution
Optimal PMU Placement

A strategic and optimal placement of PMUs is very necessary in the planning stage [101].
Based on measured transients, the proper installation of PMUs can enable capturing hidden
fast dynamic phenomena patterns excited when a perturbation occurs in the system, which
will further improve system dynamic performances.
PMU location is related to dynamic coherency of the synchronous machines, because
all the machines or buses in the same region are responding similarly to dynamic changes.
According to the inertia distribution and generators coherency detection results, the whole
system is separated in 4 fully connected regions which is also shown in Fig. 8. Region 1 is
the area with COI index less than 0.1. Region 2 is the one with COI index between 0.1 and
0.3. Region 3 is the area with COI index between 0.3 and 0.6. When the COI is more than
0.6, the connected generators, lines and buses belong to region 4. Then, in each region, one
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PMU can be implemented at the bus which has the closest value to the mean value of the
whole region.

2.4.2

Coherent Generator Detection

To prevent large scale blackouts, active splitting control is considered as a major emergency
control strategy. However, implementing a successful active splitting control relies on locating
the oscillation center through generator coherency detection.
Based on the COI index,the coherency generators can be detected by analyzing the
inertia distribution. If the generator bus indices are extremely close to each other, and the
corresponding buses are close in the heat-map, then the connected generators are coherency
ones. Based on the inertia distribution in Fig. 10, G2 and G3, G4 and G7, G5 and G6
are coherency generators. Trajectories of rotor speed of generators simulated with detailed
models in the IEEE 39-bus system are shown in Fig. 11. Three phase short circuit applied on
line 17-18 at 50% at the line length at 1 s and cleared at 1.1s. From the simulation results,
the rotor speed of generators have exactly the same behavior which verifies the effectiveness
of the proposed criterion.
Based on the inertia distribution estimation, the coherent generators can be detected in
two steps: (a) Using k-means clustering algorithm to divide all generator connected buses
into various clusters in which each generator connected bus belongs to the cluster with the
nearest mean; (b) observing the geometric connection of the generators and selecting the
ones that are close to each other in each cluster. Note that, although some generator buses
can have similar absolute value of the proposed index, they might not be coherent due to
the disconnection. For example, if G7 and G10 , which are not close to each other in the
39-bus system, have the same indices, then step (b) needs to be considered and emphasized.
After several tests, four clusters are obtained:(G1 ), (G2 , G3 ), (G4 , G5 , G6 , G7 , G9 ), (G8 ,
G10 ). Since all the generators in each cluster are strongly connected, those generators are
the detected coherent generators. To validate the results, three phase short circuit applied
on line 17-18 at 50% at the line length at 1 s and cleared at 1.1s. Note that, this system
has only one dominant mode, so the fault location doesn’t affect the results. From the
simulation results, the rotor speed of coherent generators have the nearly the same behavior.
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Figure 2.23 shows the selected trajectories of rotor speed of generators in cluster 2 and 3. A
more complete criterion can be further studied and validated in a larger system.

2.4.3

Control Actuator Placement

A damping regulating device should have a better performance in the weakest location which
is also the furthest location to the COI. To test this, a Flywheel Energy Storage (FES) plant
model derived in [102] is implemented and tested in time domain simulation after a 64 ms
short circuit in line 18-17. The generators speed is shown in Figure 2.24. When FES is
installed in bus 1, the damping ratio of the inter-area oscillation between G1 against the
rest of the system is 8.04%; when FES is installed in bus 20, the damping ratio increases
to 19.3%. As expected, the inter-area oscillation has the highest damping when the FES is
installed in the furthest location from the COI.
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Figure 2.23: Trajectories of rotor speed of generators simulated with detailed models in
the IEEE 39-bus system.
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Figure 2.24: Generators speed after a 64 ms short circuit in line 18-17 in the IEEE 39-bus
system.

47

2.5

Summary

This chapter proposes an analytical method to find the physical location of COI and verified
the characteristic of COI in the system. This physical characteristic is that the COI bus
will have the minimum changes of its voltage angle and frequency when a distrubance
happens. Utilizing this finding, a measurement-based inertia distribution estimation method
is proposed and its applications to analyze power system dynamics is proposed.
Simulations are performed in a radial and a meshed system to prove that changes in
system parameters are captured by the indices. Inertia maps of IEEE 39-bus test system,
Chilean system and a real system in the US are generated and match with the real world
system condition.

Additionally, results from the IEEE-39 bus system show promising

applications for the inertia distribution estimation. The understanding of the system inertia
distribution can improve power system dynamic performances in problems such as generators
coherency detection, PMU placement, and placement of control actuators.
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Chapter 3
Actuator Placement for Enhanced
System Dynamics
3.1

Actuator Placement Problem Formulation

3.1.1

Power Electronics-based Resources

Power electronics studies electronic circuits that control and convert the electrical power flow
in large scale power grid. Applications of power electronics-based resources mainly focused
on control and conversion of electric power. According to the input and output currents,
power conversion between various kinds of electric charge includes converters (DC-to-DC,
AC-to-AC), rectifiers (DC-to-AC) and inverters (AC-to-DC) [103]. Figure 3.1 shows the
control diagram of Power Electronics System.
Main power source

Command

Control
unit

Digital
circuit

Power electronic
circuit

AC Power system

Feedback signal

Figure 3.1: Control diagram of Power Electronics System.
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In Figure 3.1, the main power source can be either DC or AC depending on the detailed
application. The conversion system contains different electrical and electronic components.
The power electronic circuit outputs variable AC or DC; the output can also be the variable
voltage and frequency. The feedback signal is a measurement from the AC power system
and it is compared with the command signal. The difference between the command signal
and feedback signal is calculated through the control unit. Then the digital circuit sensed
the control command and controls the semiconductor device. Adjustment of the command
signal can support the control of load circuit. When considering controlling the load circuit,
a filter is usually added to eliminate the harmonics generated by the converters.
Power electronics-based resources can achieve high efficiency and reliability because the
loss in semiconductor devices is low. Compared to traditional electromechanical converter
system, the electronic system does not have any moving parts therefore has relatively longer
life cycles and less maintenance requirement. It can also achieve flexible operating and
fast dynamic response. Additional advantages are that the smaller size and less weight of
the device make it easier and cheaper to accomplish the installation. The disadvantage of
using power electronics system is that harmonics will be generated and power regeneration
is difficult.
Typical power electronics-based resources include PV panels, High Voltage DC transmission systems (HVDC systems), power conditioners, Energy storage systems, Flexible AC
Transmission System (FACTS) and so on.

3.1.2

Control Actuator Placement

Control actuator can be enabled with all different types of power electronics-based resources.
Specifically, for inverter based-machines, active power-frequency control and reactive powervoltage control can be enabled.
For active power-frequency control and reactive power-voltage control, steady-state and
dynamic performance characteristics will be considered. How an inverter-based resource
calculates and acts upon measured frequency and measured voltage is directly related to its
ability to support system reliability.
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However, different control logic will have different impact on system overall dynamic
performance. The placement of control actuators can result in totally opposite system
dynamic behavior. Figure 3.2 shows the actuator placement and control logic representation
in 3-D surface. Assume each control logic will generate a system dynamic performance
surface. Actuator enabled at one location will cause the best system performance in control
logic A but will cause the worst system performance in control logic B. Therefore, different
control logic and various combination of actuator placements change the system dynamic
behaviors significantly.
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Figure 3.2: Actuator placement and control logic representation in grid
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3.2

Actuator Placement for Dominant Oscillation Mode
using Inertia Distribution Information

3.2.1

Residue Calculation

An EIR is connected to the generic bus 3 (see Figure 3.3). The EIR reactive power is assumed
to be zero and its active power is modulated within a small range compared to the power
exchange between machines. With the inclusion of the EIR, the new relationships among
voltage at bus 3 (V , θ) and the state variables are found as follows:

V ejθ − E10 ejδ1 V ejθ − E20 ejδ2
+
S3 = V e conj
jαX
j(1 − α)X
{z
}
|


jθ

(3.1)

I3

E10 ej(θ−δ1 )

2

=

jV
jV
−
α(1 − α)X
αX

−

jV E20 ej(θ−δ2 )
(1 − α)X

(3.2)

where I 3 is the complex current injected to bus 3 and S3 = P is purely real. By taking real
and imaginary parts of Equation (3.2), two algebraic equations are obtained. As a result,
the open-loop system dynamics are represented by the following set of differential-algebraic
equations (DAEs):
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(3.3)

Once again, angles differences are assumed to be small enough. The system output is the
frequency at bus 3, which is used for controlling P . For simplification, and as P is smaller
than the power exchanged by the machines, the frequency at bus 3 can be fairly approximated
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Figure 3.3: 2-machine system with an EIR at bus 3
by Equation (2.26). At the equilibrium point, given Pm2 , SG and EIR power must be chosen
to satisfy Pm1 + P = Pm2 .
Consider the vectors x = [ω1 ω2 δ1 δ2 ]T , y = [V θ]T and Pm = [Pm1 Pm2 ]T . As P varies for
regulation purposes in a small range around the equilibrium point, the model is linearized
to obtain:



∆ẋ
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∆x






A3 A4
∆y




B1
B
 ∆Pm +  2  ∆P
+
B3
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h
i ∆x

∆ω = C1 0 
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(3.4)

(3.5)

Algebraic equations are eliminated using Kron’s reduction as:
−1
∆ẋ =(A1 − A2 A−1
4 A3 )∆x + (B1 − A2 A4 B3 )∆Pm

+ (B2 − A2 A−1
4 B4 )∆P

(3.6)

As B2 and B3 are null matrices, the linearized model becomes:
∆ẋ = Aα ∆x + B1 ∆Pm + Bα ∆P

(3.7)

∆ω = Cα ∆x

(3.8)
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where,
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(3.9)

(3.10)
(3.11)

m = (1 − α)E10 + αE20

(3.12)

n=

(3.13)

V0 E10 E20
2Xm

Here, V0 is the bus 3 voltage magnitude at the equilibrium.

Aα , Bα and Cα are the

system matrix, the input coefficient vector and the output coefficient vector, respectively;
the use of the subscript α is to emphasize on the location parameter dependency. To
obtain an analytical expression for the electromechanical eigenvalue, this fourth order system
must be first reduced to a second order representation. As shown in the Appendix, the
electromechanical eigenvalue is given by:
s
λα = j

ωs V0
2X
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(3.14)

Let vα = [a b c d]T be the right eigenvector of λα , thus:
0 = [A − λα I] vα

 
n
n
−λα
0
− H1 H1
a

 




 0
−λα Hn2 − Hn2   b 
 
=

 
 ωs
0
−λα
0  c 

 
0
ωs
0
λα
d
ωs
ωs
a
d=
b
⇒H1 a = −H2 b
c=
λα
λα

55

(3.15)

(3.16)

(3.17)

In a similar fashion, with wα = [e f g h]T being the left eigenvector of λα , it can be proved
that:
e = −f

g=

λα
e
ωs

h=

λα
f
ωs

(3.18)

Finally, by setting a = H2 and e = 1, the right and left eigenvectors become:
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(3.19)

For verification purposes, note that the mode shape of the speed of machines 1 and 2, by
inspection of Equation (3.19), corresponds exactly to 0◦ and 180◦ , respectively.

3.2.2

Eigenvalue Sensitivity and Residue

The effectiveness of the EIR to damp the electromechanical oscillation is explored for all
locations α ∈ [αmin , αmax ] by using eigenvalue sensitivity. If the EIR is represented in the
frequency domain by KF (s), with K being the EIR gain and F (s) a normalized transfer
function, the sensitivity of the electromechanical eigenvalue (λα ) with respect to the EIR
gain is given by:
∂λα
∂Aα
= wαT
vα = |Rα | |F (λα )|
∂K
∂K

(3.20)

where Rα = Cα vα wαT Bα is known as the system transfer function residue associated with
the mode eλα . Note that for a given EIR with a specific controller to add either damping
or inertia into the system, its transfer function does not change when a different location
α is selected, except for the phase compensation blocks required to displace the eigenvalue
towards the left half plane—note that a phase compensation would be needed when the
residue Rα has an angle different than 180◦ . Therefore, independent of the type of controller
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used in the EIR, |F (λα )| remains unchangeable with respect to α, and the residue becomes
the only index that provides a useful metric for selecting the EIR location: the larger the
residue, the greater the impact on the electromechanical mode. By replacing Equations
(3.10), (3.11), (3.14) and (3.19), the residue expression in terms of α becomes:
E0

E0

(1 − α) H11 − α H22

H1 H2
Rα =
2

!2

(1 − α)E10 + αE20

(3.21)

Thus, the residue is a nonnegative convex expression in terms of α. By simple inspection of
Equations (2.44) and (3.21), it is concluded that the minimum value of the residue is zero
and occurs exactly at the COI location α∗ . After some algebraic manipulations, the residue
can be conveniently written as:

H1 H2
Rα =
2

E10
H1

E20
H2

2

(α − α∗ )2
2
E10 + α(E20 − E10 )
+

(3.22)

By assuming further that |E10 |  α|E20 − E10 |, the residue expression is simplified to:
H1 H2
Rα ≈
2E102



E10
E0
+ 2
H1 H2

2

(α − α∗ )2

(3.23)

Note that the higher the distance α − α∗ , the larger the residue Rα . In other words, in
regards to inter-area oscillations, this explicit expression for the residue indicates that the
best locations to deploy an EIR are those that are electrically farther away from the system
COI. From this result, it turns out that a simple notion of the COI location of a system and
a proper metric for the distance α − α∗ would suffice as a criterion to identify ideal locations
for EIRs deployment. By this approach, computationally expensive calculations to obtain
Rα = Cα vα wαT Bα , which are sensitive to operational conditions, can be avoided.
It is worth emphasizing that, although several governor models have been considered such
as the IEEESGO and IEEEGOV1, they have no impact on the resulting value for α∗ . For
validation of the residue, modal analysis is performed to obtain eigenvectors and, afterwards,
residue is calculated as Rα = Cα vα wαT Bα for a given location α. The residue calculation is
also obtained for an even higher power transfer of 24 MW, with a corresponding equilibrium
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point for angles of δ1 = 72.6◦ and δ2 = 0◦ . The comparison of the residue against the
approximated expression given by Equation (3.23) is presented in Figure 3.4. For the sake
of clarity, this figure only shows the residue for the case of a 6th order machine model and a
SCRX exciter (the residue for other cases lies within a margin of 2% to the one shown here).
In regards to the loading, with 24 MW of power transfer, grid nonlinearities plays a more
important role in the system dynamics; still, the approximated and exact residues have a
very good agreement. These outstanding results validate the previous theoretical derivations
and supports the idea of correlating the residue at a given location for EIR deployment with
respect to the distance to the COI location, or in other terms, the distribution of inertia
throughout the system. In the next section, based on these analytical derivations, an index
of distribution of inertia is proposed which can be employed to identify ideal locations to
deploy EIRs in large scale systems.

3.2.3

Simulation Results and Analysis

To facilitate the application and interpretation in the test system, consider that the Inertia
Distribution Index IDIk (Introduced as S2 in Chapter 2) is sorted in ascending order and
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Figure 3.4: Comparison between the exact residue against the proposed approximated
expression for the 2-machine test system
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divided into layers; the width of each layer must be properly defined based on the system
characteristics—expert knowledge of the system is required. In this fashion, the first layer
will include the closest buses to the COI, and the last layer will include the furthest buses
from the COI—ideal places to deploy EIRs.
This mainly thermal system has 4,150 MW of installed capacity, 2,400 MW of maximum
demand and an approximated H-constant of 3.86 s based on its installed power. Although
the electric consumption remains practically constant—90% attributed to large mining
companies—renewable generating systems create power imbalances that will be intensified
in the near future due to the large solar energy potential in the area. The system has
currently a 90 MW wind farm and several solar power plants totaling 450 MW, none of
them equipped with damping or inertia emulation controllers; thus, the impact of renewable
generation on the system dynamics is merely through changes in the system operating point.
The particular characteristics of the system create favorable conditions for large frequency
excursions. To overcome these problems, two Battery Energy Storage (BES) systems of
12 MW and 20 MW were incorporated in 2009 and 2011, respectively. In addition, the
NCIS has been interconnected to the Argentinian Interconnected System (AIS) since 2015
to export the generation surplus. The AIS has a total H-constant of inertia of 6.77 s based
on an installed power of 31,000 MW, or alternatively, 87.5 s based on the NCIS installed
power. As a result, frequency quality and voltage profiles have been improved considerably.
However, low damped oscillations between the two systems emerge as a critical problem if no
proper action is taken. For a high demand scenario with a transfer of 90 MW from the NCIS
to the AIS, the inter-area mode exhibits a critical damping of 0.53%. The system is modeled
using a 6th order representation for generators, diverse exciters, governors and power system
stabilizers, among other realistic components. The power profile for loads and conventional
generation dispatch are defined in three scenarios named high, medium and low demand
scenarios. These scenarios and other system data are described in [102]. DIgSILENT Power
Factory is used for modeling and simulation with about 1,400 state variables and 2,700
algebraic variables.
High demand scenario without power production from the renewable generating systems
is defined as the base case. To have a first estimate of the index IDI, the system is perturbed
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by a 100 MW dummy load, step-wisely connected for a time of 0.1 s at Tocopilla bus; later,
other locations for this perturbation are also evaluated. Note that dynamic information is
needed to obtain IDI; in a real system, PMU measurements can be used to calculate and
keep the IDI values updated. Four layers are employed to identify potentially attractive
areas to deploy EIRs, i.e., βi ∀i ∈ {1, 2, 3, 4}. Note that, for the sake of simplicity, the
calculations are done only at 220 kV buses. The obtained results for Rk , IDIk and β layers
are shown in Figure 3.5.
The COI is located on the AIS side due to its high inertia in comparison to the NCIS.
Note that the distance to the COI gradually increases from south to north, from layer β1
to layer β4 which is the furthest area from the interconnection. Observe that the layers are
able to group properly the prospective locations for EIR deployment based on their residue,
e.g., while layers β1 and β2 group locations with a very small residue (light gray circles
in Figure 3.5), layers β3 and β4 capture locations with the highest residue (black circles).
Thus, rather than performing heavy calculations related to modal analysis and time-domain
simulations to identify prospective locations for EIRs, the proposed index IDIk can be
used, which is simple and effective, and it captures the inertia distribution throughout the
system. Although further testings and development are necessary to obtain an index not
just for radial but also for meshed systems, these results are the first steps towards that final
goal. For final verification, full order time-domain simulations and several other operating
conditions as well as perturbation locations used to estimate IDI are evaluated.
Consider the base case and assume a short circuit in Crucero busbar which is cleared after
64 ms. Two different locations for an EIR are considered: Andes busbar in layer β1 , and
Tarapaca busbar in layer β4 . A Flywheel Energy Storage System (FESS) with a damping
controller is employed as EIR—for modeling details see reference [102]. Figure 3.6 shows the
generator speeds after the disturbance. When the FESS is installed in layer β4 the oscillation
is successfully damped in less than 10 s. As a matter of fact the damping ratio is increased
to 13.1%. On the other hand, when the FESS is installed in layer β1 , the oscillation still
persists after 10 s exhibiting only a damping ratio of 6.0%.
As mentioned before, renewable generating systems in the NCIS operate in open-loop,
exhibiting no response against frequency disturbances; their only impact on the system
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Figure 3.5: IDIk , β layers and residue map
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dynamics is through changes in their power production, which in turn changes the system
operating point. As shown in a previous article [102], using the three load scenarios and
assuming that the generation from the solar plants and wind farm goes from 0 to 100% in
steps of 20% of their nominal power, a total of 108 operating scenarios are created which
should realistically represent possible operational points in the NCIS. The values for Rk,s
and IDIk,s are calculated for all prospective locations k, and for all operating scenarios
s. To evaluate the influence of the location of the 100 MW dummy load on the IDIk,s
calculation, all 220 kV busbars on the NCIS/AIS are considered to perturb the system. For
visualization purposes, scatter plots of the pairs (Rk,s ,IDIk,s ) for only two locations of the
dummy load, one at Tocopilla busbar and another at Salta busbar (on the AIS side), are
shown in Figure 3.7. The Pearson correlation coefficient between R and IDI has been used,
which is defined as:
ρR,IDI =

cov (R, IDI)
σR σIDI

(3.24)

Note that |ρR,IDI | ≤ 1. In practical terms, when ρR,IDI approaches +1, R and IDI exhibit a
positive linear correlation, which means that IDI increases in the same proportion as R. If
ρR,IDI tends to -1, then R and IDI have a negative linear correlation, which means that the
increment in IDI are in the same proportion as the decrement in R. If ρR,IDI tends to zero,
no correlation whatsoever exists between IDI and R. The Pearson correlation coefficient
is approximately equal to 0.919 and 0.927 when the perturbation occurs at Tocopilla and
Salta busbars, respectively. The correlation is between 0.9 to 0.95 for all other perturbation
locations. Having this coefficient very close to one reflects the highly linear correlation
between R and IDI, moreover, this correlation is not sensitive to perturbation location.
This validates the idea of using IDI to identify attractive locations for EIR deployment,
which is effective, simple, and does not involve heavy mathematical calculations as those in
modal analysis.
As a final remark, the decision of whether enabling or not the wind farm or solar plants
with damping or inertia emulation controllers should be based on: (a) the trade-off between
wind turbines wear and tear and a much higher damping of the inter-area mode, and (b)
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Figure 3.6: Generators speed after a 64 [ms] short circuit in Crucero busbar
the availability of energy storage in the solar plants and their capabilities to withstand the
transient response of adding either damping or inertia. These power sources are located in
layers β3 and β4 , thus, enabling them with these controllers seems to be an attractive choice.
Also, the two BES systems can be potentially enabled with these control actions; however,
this is not recommended because the damping ratio improvement would be marginal as
these BES are located in layers β1 and β2 . A simple index as the IDI can help to ease
the integration of EIRs and it can be an effective tool for system operators and planners to
strength power system dynamics for increased renewable energy.
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Figure 3.7: Scatter plot of the pair (Rk,s ,IDIk,s ) for all prospective locations k and
evaluated operating scenarios s: (a) IDIk,s calculated after a perturbation at Tocopilla
busbar, (b) IDIk,s calculated after a perturbation at Salta busbar
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3.3

Actuator Placement for Multiple Oscillation Mode
using a Machine Learning Framework

The relationship between system physical characteristics, such as inertia distribution and
their impact on the control of electromechanical oscillations has been studied in previous
work. Analytical expressions have shown that buses located far away from the Center
of Inertia (COI) bus perform better as candidates for placing damping control actuators
in systems with a dominating inter-area oscillation mode. However, the understating of
other system characteristics and related effects on the performance of other dynamic related
problems still need to be explored. This section continues this work by studying multi-mode
oscillation systems and by analyzing a large number of system characteristics and their effects
on oscillation damping, voltage, and transient stability in the presence of high penetration
of RE. Figure 3.8 shows the general goal of this section.
This section develops a machine learning based approach for placement of control
actuators considering system dynamic performance. Although data analytics methods have
been widely applied to various power system problems, including stability assessment, fault

System topological features
busi

Improving
dynamics

System characteristics features
System operational condition based features

bus3
bus2

[Busi, F1, F2, · · · , Fn] + [Busi, Good/Bad]
bus1
Features
Label
Frequency oscillation
Voltage stability bus4
Transient stability

Figure 3.8: General goal.
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detection, and system identification, this work is a pioneer to transform the placement of
actuators into a classification problem. For each potential bus, topological, physical and
operational features are defined, and dynamic performance related labels are given. The
relationship between features and labels are obtained through the derivation of an analytical
model.

3.3.1

Overall Framework

Power conversion system-based devices such as RE generating systems and all kinds of
ESS have various components targeting at different goals. The term of control actuator is
explicitly used as a control component for damping oscillations; the control input is assumed
to be proportional to local bus frequency deviations. When these converter-based devices are
enabled with control actuators, system dynamic behavior can be improved. Furthermore,
the specific location of the enabled actuator has an impact on the overall system dynamic
behavior. In the section, an actuator placement strategy is proposed for finding the locations
that can lead to enhanced dynamic performance. It extracts the significant features of a
potential location/bus that are associated with the system dynamic behavior. The proposed
framework is sketched in Fig. 3.9 and contains four stages:
A. Stage 1: Power system setup. Select a system model, set up parameters for control
actuators and RE generators.
B. Stage 2: Dataset creation. Randomly generate various simulation scenarios. For each
scenario, obtain both feature and label information for each bus in the system, when
Stage 1

Stage 2

Stage 3

Stage 4

Power
system setup

Dataset
creation
(K-means
for label
generation)

Feature
extraction
& analytical
model
generation
using LASSO

Creating
guidelines
for system
planners

Figure 3.9: Overall framework flowchart.
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a control actuator is connected at this bus. The dataset corresponds to the combined
information of all scenarios for all buses. The feature set contains system topological,
physical and operational features; the label set includes the labels calculated from
K-means clustering algorithm.
C. Stage 3: Feature extraction and analytical model generation. Discard the unstable
data samples using Density-Based Spatial Clustering and Application with Noise
(DBSCAN), extract most critical features, and generate regression models by applying
Least Absolute Shrinkage and Selection Operator (LASSO) for actuator placement as
a function of key system features. Analyze the prediction precision and visualize the
obtained result.
D. Stage 4: Guidelines for system planners. Obtain general guidelines from the obtained
model for placing control actuators to improve system dynamic performance.

3.3.2

Data Set Creation

After the system is set up, a dataset can be created by running different simulation scenarios.
Each scenario generates a feature set and a label set for all buses, and the total dataset
is created using all the feature sets and label sets for all scenarios. Assume that the total
simulation scenario number is M . The system consists of P buses and each bus has L features.
The process starts with creating a random scenario (i) (i ∈ [1, 2, · · · , M ]) by changing
system parameters such as inertia constants, generation outputs, voltage set points, RE
generation outputs, and active and reactive power loadings. Then, a power flow calculation
and a dynamic simulation are performed, and features are collected or calculated for each
bus. These features are related to the grid topology, physical characteristics, and operating
conditions. Dynamic simulations are performed with a control actuator connected at each
bus during a period. The dynamic performance improvement is assessed by three different
performance indices (frequency, voltage and angle oscillations) and then transformed into a
discrete label. As a result, scenario i generates a feature set Xi and a label set Yi . With total
M simulation scenarios, the overall input feature set X and output label set Y are created.
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Figure 3.10: Dataset creation process.
Fig. 3.10 shows the dataset creation process. Detailed procedures to obtain the feature set
and label set are described in following subsections.
A. Constructing the feature set
For each bus, L features [F1 , F2 , · · · , FL ] are proposed.

Ideally, the features must be

distinct characteristics; however, if there is some sort of cross-dependency or, in other terms,
redundancy in the defined features, the feature extraction algorithm implemented in Stage
3 should sort out this apparent lack of thoroughness. A detailed feature set is shown in the
Appendix. For each scenario i, all features of a system consisting of P buses can be directly
collected or calculated from three data sources through the matrix Xi ∈ RP ×(L+1) .


1 x11 x12 x13 . . . x1L




1 x21 x22 x23 . . . x2L 


Xi =  .

..
..
..
..
.
.
.

.
.
.


1 xP 1 xP 2 xP 3 . . . x P L
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(3.25)

where xjq , j ∈ [1, 2, · · · , P ], q ∈ [1, 2, · · · , L] is the value of q th feature Fq for bus j. The
constants are for calculating the intercept for the proposed analytical model.

System

topological, physical and operational features are introduced as follows:
Power system contains different kinds of information and data from both steady and
dynamic states. If consider every bus in the system as an object, system characteristics can
be interpreted as the features for each bus accordingly. A proper feature of a bus can be
obtained from three data sources. Figure 3.11 shows the transformation from original data
source to the different layers.
• System topological features correspond to grid connection, bus geographical spatial
information, and line length information. These characteristics are modeled through
weighted undirected graphs as described in the Appendix. The geographical centrality
is defined first, and the topological distribution is then obtained.

Figure 3.11: Power system integrated data.
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• System physical features include the parameters of generators (voltage set point and
inertia constant), transformers and line models. Moreover, two features to represent
inertia and impedance distribution in the system have been proposed.
• System operational features: System operational features represent different operating
conditions such as voltage magnitude, angle, injected active and reactive power,
loading conditions, line losses, and penetration level of RE. Furthermore, short circuits
parameters, including their respective location and duration, are also defined as
operational features.
The integrated data sources can be obtained from the system and calculated to be the
input feature sets. They are either obtained from the system model or calculated from
simulation results.
Table 3.1 shows the detailed feature set, all the values using for calculations have been
normalized within [0, 1].
Table 3.1:
Detailed feature set
No.
F1
F2
F3
F4
F5
F6
F7
F8
F9
F10
F11
F12
F13
F14
F15
F16
F17
F18

Description
Bus voltage magnitude
Bus voltage angle
Bus voltage deviation
Machine active power
Machine active power ratio
Machine reactive power
Machine reactive power ratio
Load active power
Load active power ratio
Load reactive power
Load reactive power ratio
Power flow active power
Power flow reactive power
Outgoing flow active power
Outgoing flow reactive power
Outgoing flow apparent power
Power factor of outgoing power
Generation type (T/W)

No.
F19
F20
F21
F22
F23
F24
F25
F26
F27
F28
F29
F30
F31
F32
F33
F34
F35
F36
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Description
Total penetration level
Single penetration level
G inertia constant
G total generation
G traditional generation output
G wind generation output
G traditional power percentage
G wind power percentage
Line thermal loading
Line total losses
Line total losses ratio
Line physical length
Line impedance
Distance to the fault location
Fault duration time
Impedance distribution index
Topological distribution index
Inertia distribution index

All the proposed features are either directly collected from the system model or calculated
using power flow and dynamic simulation results. “T/W” in F18 means traditional or
wind. The generator parameter related features are F21 -F26 , where “G” stands for generator
connected at the bus. The line parameter related features are F27 -F31 , which transform the
line data into the bus data.
B. Constructing the label set
In the same scenario i, the label information provides a discrete measure of the dynamic
performance improvement achieved by adding a control actuator at each bus at a time.
For a system with n synchronous generators and a control actuator connected at bus j,
a dynamic simulation is performed until time tf . Notice that j = 0 here means that
no control actuator is being considered. Then, the label is calculated from the following
three dynamic performance indices, that reflect frequency oscillation damping, voltage, and
transient stabilities respectively.
• Cumulative oscillation energy
tf

n Z
X
1
η1 (j) =
Hm ∆ωm (t)2 dt
2
m=1

(3.26)

0

where Hm is the inertia constant in s of machine m and ∆ωm (t) is the speed deviation
of machine m in p.u. at time t.
• Cumulative square voltage error
tf

η2 (j) =

n Z
X
m=1 0

(vm (t) − vm(set) )2 dt

(3.27)

where vm is the voltage magnitude of machine m at time t and vm(set) is the voltage
set point of the same machine.
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• Cumulative square angle error
tf

η3 (j) =

n Z
X
m=1 0

(θm (t) − θm (0))2 dt

(3.28)

where θm is the rotor angle of machine m at time t, θm (0) is the initial rotor angle at
the same machine.
Thus, for a given fault, the system overall dynamic behavior Bj of bus j is represented by
the vector:
Bj = [α1 η1 (j), α2 η2 (j), α3 η3 (j)]

(3.29)

where α1 , α2 and α3 are normalized weighting coefficients, such that α1 + α2 + α3 = 1. These
coefficients can be adjusted based on the expert knowledge of the system. For systems where
frequency oscillation is the primary concern, α1 should be set to 1, while α2 and α3 be set
to zero. In systems where voltage instability problems are appearing more often than the
other two issues, then α2 = 1 and α1 = α3 = 0. The coefficients can be pre-determined for
each system according to its condition. In addition, the relative dynamic improvement of
connecting a control actuator at bus j can be calculated as:

ξj = −

3
X
a=1

αa

ηa (j) − ηa (0)
× 100%
ηa (0)

(3.30)

Note that ξj is positive when the added control actuator at bus j causes a combined reduction
of the indices ηa (j), ∀ a ∈ {1, 2, 3}; this corresponds to an improvement on the system
dynamic performance, with oscillations that are quickly damped. On the other hand, if
ξj is negative, the addition of a control actuator at bus j worsens the system dynamic
performance.
Based on the calculation of the scalar variable ξj each bus can be classified into different
performance groups for each scenario. A discrete value or a label is given to each bus to
identify the overall dynamic performance when a damping control actuator is connected.
The reason for studying given labels instead of the original calculation results is because
ξj varies from scenario to scenario and it also varies from various disturbance level. When
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considering all data samples in all scenarios, corresponding labels are more representative
than the real calculation numbers to show the overall dynamic response. K-means is used to
determine the label yj ∈ {1, ..., K} associated with bus j for the data generated in scenario
i. Notice that K ∈ Z is an integer, which indicates the cluster number. By applying this
clustering algorithm, all data samples are judged through the same labeling system. This
labeling process can guarantee that in each scenario, there will be good candidates and also
bad candidates for the potential actuator placement. Here yj = 1 represents a bus with
the best dynamic performance, while yj = K represents a bus with the lowest dynamic
performance. The number of clusters K is apparent from prior knowledge. The impact of
the selection of K can be analyzed during the test.
For a system with P buses, scenario i generates an output vector Yi :
 
y
 1
 
y2 

Yi = 
 .. 
.
 
yp

(3.31)

Finally, for a system with M scenarios, the input matrix–feature set X, and output vector–
label set Y are:









Y
X
 1
 1
 


Y 
 X2 
,Y =  2 
X=
 .. 
 .. 
 . 
 . 

 

YM
XM

(3.32)

The dimensions of X are (P M ) × (L + 1), the dimensions of Y are (P M ) × 1, and the
dimensions of the obtained dataset combining feature and label information are (P M ) ×
(L + 2). Then, obtained features and the corresponding label information are analyzed using
a machine learning algorithm to predict the optimal locations for control actuators.
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3.3.3

Feature Extraction and Analytically Model Generation using LASSO

The relationship between bus features and the dynamic performance achieved by locating
a control actuator at different buses is studied as a classification problem using the dataset
obtained in the previous subsection.
Fig. 3.12 shows how the procedure is organized. The process includes four steps: data
preparation, feature extraction, and analytical model generation, analytical model validation
through a precision index ρ, and dataset improvement.
Step 1: Data preparation
A sample filter is used to preserve the data from stable scenarios. The filter uses the DBSCAN
algorithm, which identifies clusters of any shape in a dataset containing outliers [104]. The
goal is to determine dense regions, which can be measured by the number of objects close
to a given point. For each scenario i, the overall performance index vector, with no control
Data sets
Sample filter
Data division
Step 1
Training sets
Step 2

Testing sets
Step 4

LASSO
regression

Key features
extraction

Data sets
improvement

Analytical
Model
Model validation
ρ ≥ ρmin
Yes

No

Step 3

End

Figure 3.12: Flowchart of the machine learning approach.
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actuator added, Pi0 = [η1 (0), η2 (0), η3 (0)] is used as the input. The algorithm works as shown
in Algorithm 1.
Result: Assign M data points into a cluster or an outlier set
while i ≤ M do
Compute the Euclidean distance
end
between Pi0 and all the other points, count the numbers of points that are within 
radius of Pi0 as κ;
if κ ≥ ζ then
Mark Pi0 as core point and assign it to a cluster;
else if 0 < κ < ζ, Pi0 is in  radius of a core point then
Mark as a border point;
else
Mark as an outlier point
end
Algorithm 1: DBSCAN algorithm
Note that  is the radius of the neighborhood around a point  and ζ is the minimum
number of neighbors within the radius ζ. The outlier points obtained from DBSCAN are
found to match the unstable data scenarios. If one scenario is detected as unstable, the
entire dataset of this scenario including the features and labels are discarded. Compared to
the conventional clustering algorithm, this method can accurately identify outliers according
to the data samples distribution.
The processed dataset is divided into training and testing sets. Training sets are used
for key feature extraction and analytical model generation while testing sets for validation.
Step 2: Feature extraction and analytical model generation using LASSO
A linear regression model is utilized to find the relationship between the features and the
bus labels. The regression describes the relationship between the label set Y and the feature
set X. The linear model can be expressed as:

Y = Xβ

(3.33)

with the label set Y , the feature set X obtained from equation (8), and regression coefficients
β(L+1)×1 = [β0 β1 ... βL ]T . Each coefficient is corresponding to each feature, and the value of
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a coefficient shows the weight of the feature. Feature coefficients closer to 0 indicate that
the corresponding features are less important ones. This problem is solved by the LASSO
[105].
LASSO is a powerful method that performs two main tasks: regularization and feature
selection. The technique puts a constraint on the sum of the absolute values of the model
parameters, and the sum has to be less than an upper bound. The mathematical form is
defined by the solution to the l1 optimization problem:
kY − Xβk22
min(
) subject to
β
2N

kβk1 < c

where N = P M is the total number of the data samples, kβk1 =

(3.34)
PL

q=0

|βq |, and c is the

upper bound. This optimization problem is equivalent to the parameter estimation that
follows:
β̂(λ) = arg min
β

where kY − Xβk22 =

PN

ia =1 (Yia

kY − Xβk22
) + λ kβk1
2N

!
(3.35)

− (Xβ)ia )2 and λ ≥ 0 is the parameter that controls the

strength of the penalty. A larger value of λ means greater the amount of shrinkage. The
relationship between λ and the upper bound c is a reverse relationship. Indeed as c becomes
infinity, the problem becomes an ordinary least squares and λ becomes 0. As c becomes 0,
all coefficients shrink to 0 and λ goes to infinity. Therefore, this shrinking regularization
process penalizes the coefficients of the regression variables shrinking some of them to zero.
The key features are the ones, whose coefficients are last to vanish.
A regression model can be generated at the same time using the coefficients. Mean
Squared Error (MSE) measures the average of the squares of the errors. If Yˆp is a vector of
Np predictions, and Yp is the vector of observed values of the variable being predicted, then
the within-sample MSE of the predictor is computed as:
Np
1 X
MSE =
(Yp − Yˆp ib )2
Np i =1 ib

(3.36)

b

Equation (3.36) is used to determine the appropriate value of the control parameter λ
for the regression model. The λ that generates the Minimum MSE (MinMSE) provides the
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most accurate model. However, this model is not efficient because it still retains too many
features. By finding λ that finds the MinMSE plus one standard deviation σP D , a prediction
model is expressed as with the feature set for a single bus FP D and the prediction coefficients
βP D :
YP D = FP D βP D

(3.37)

YP D = β0 + F1 β1 + F2 β2 + · · · + FL βL

(3.38)

which can be also written as:

where Fq , q ∈ [1, 2, · · · , L] is the feature and βq is the corresponding coefficient. With the
prediction model, some of the βq become zero. In this way, high accuracy is still preserved,
and the most relevant features are extracted.
Step 3: Analytical model validation
Testing sets are used to evaluate the performance of the proposed model.

The exact

calculation regression results are not that of interest, because each regression model is
different in each system. The performance of each bus should draw more attention. If
prediction value Yˆp ib ≤ K/2, the corresponded bus belongs to the good locations. Otherwise,
it goes to the bad locations. To further test the performance of the model, the precision
index ρ is calculated as:
ρ=

γT P + γT N
γT

(3.39)

where γT is the total number of testing samples. γT P is the number of buses that are good
candidates in fact and also predicted as good candidates; while γT N is the number of buses
that are bad for placing the regulating resources in true condition and predicted as bad.
Step 4: Data improvement
Because this proposed method highly depends on how accurately the data samples describe
the overall system dynamic behavior, the dataset needs to be improved to explain the problem
better. If the precision index is below a specified minimum precision ρmin , the dataset needs
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to be modified by creating more simulation scenarios, improving the accuracy of the labeling
process and tuning the parameters for the filters. In the following section, ρmin is set to be
0.8 to obtain an appropriate M for each system.

3.3.4

Case Study and Guidelines for System Planners

Two systems are used for the case study in this section: the IEEE 39-bus test system and the
118-bus test system. Key features are extracted, models are generated, and prediction results
are calculated. Guidelines for system planners to place control actuators are also presented.
Lastly, the dataset size justification, computational complexity, and practical considerations
are discussed. The data analytic methods have been implemented in MATLAB, R, and
Python with the data samples acquired from DIgSILENT PowerFactory simulation.
A. IEEE 39-bus test system
For this system, generator 1 represents the aggregation of a large number of generators,
and therefore its generation and inertia constants remain the same during the dataset
creation. All the other parameters are changed randomly to create 700 scenarios of the system
without renewable energy penetration, and 600 scenarios of the system with 10%−60% wind
penetrations. The wind penetration is controlled by implementing the Doubly-Fed Induction
Generators (DFIGs) at the generator buses. The control actuator is enabled with a 100 MW
Battery Energy Storage system (BESS).
1) Data sample visualization
Fig. 3.13 shows examples of system topological, physical and operational features of the
system in geographical coordinates. Fig. 3.13 (a) and Fig. 3.13 (b) display the distance from
each bus to the system topological center and COI bus, respectively. Notice that they show
quite different distributions throughout the grid. Fig. 3.13 (c) presents the voltage magnitude
information, which increases from west to east. These features, together with those shown
in Table 3.1, are used as the feature set Xi for all scenarios.
Figure 3.14, 3.15, 3.16, and 3.17 compare each dynamic performance index and the
overall dynamic performance index for all buses in two randomly chosen scenarios. Fig. 3.14
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Figure 3.13: Selected feature maps in geographical coordinates: (a) topological, (b)
physical, and (c) operational features.
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Figure 3.14: η1 , η2 and η3 in scenario 1.
and Fig. 3.15 show the dynamic performance in the vector space of η1 , η2 and η3 , when the
actuator is placed in each bus at a time. Fig. 3.16 and Fig. 3.17 illustrate the relative dynamic
improvement index ξk with α1 = α2 = α3 = 1/3 shown in geographical coordinates of the
New England system for scenario 1 and 2. In scenario 1, buses 38, 29, and 28 are the best
three actuator locations, while buses 9, 1, and 39 represent the worst actuator placements.
In scenario 2, buses 35, 22, and 36 correspond to the places with most improvements, while
buses 9, 1, and 39 are the worst locations. Notice that, for scenarios with mainly oscillation
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Figure 3.15: η1 , η2 and η3 in scenario 2.

Figure 3.16: ξk in scenario 1.
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Figure 3.17: ξk in scenario 2.
problems, such as scenario 1, these three indices have a linear correlation, i.e., they share
the same information. However, other scenarios (scenario 2, e.g.) consist of more complex
dynamics and, therefore, the use of all three dynamic performance indices is needed to asses
the overall system performance (by calculating ξk ).
Fig. 3.18 shows the labeling information of a set of selected scenarios. Labels K ∈
{1, 2, 3, 4} are marked for all the buses. The x-axis is the bus ranking sorted by the relative
dynamic improvement.
Next, the unstable scenarios are filtered out with DBSCAN. The optimal  turns out to
be 0.3, and the ζ is 10. For the 700 scenarios without renewable penetration, 641 are stable
scenarios, and 59 are unstable scenarios. The accuracy of preserving stable data samples is
100%.
To further extract the most relevant data samples, only samples with dynamic improvement above 20% are considered, i.e., 133 scenarios out of 641 scenarios are kept for analysis.
With the proposed clustering based filter, the cleaned dataset can be trusted, and it can lead
to higher accuracies in the model performance.
2) Test results and analysis LASSO is applied to extract the most critical features and
generate the prediction model. For the system without renewable energy penetration, the
LASSO fit plots are shown in Fig. 3.19 and 3.20.
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Fig. 3.19 shows the trace plot of coefficients fit by LASSO. On the x-axis, λ is shown
on the logarithmic scale. Each line represents the trajectory of βb , and further shows the
importance of its corresponding feature Fb . This graph is used to identify important features.
By increasing λ (moving from right to left in the x-axis) most of the features shrank to zero,
leaving out the more relevant features. The most prominent feature turns out to be the
inertia distribution index F36 , because the trajectory β36 is the last one to reach zero. The
coefficient has a negative sign, which indicates that a bus with higher inertia distribution
value (far from the center of inertia) belongs to a lower label set, meaning a better actuator
location. The second most important feature is the distance to the fault location F32 . This
feature is the second
latest to reach zero with a positive sign in the coefficient, meaning that
5
short distance to4 the fault (near the fault) gives smaller label information and, therefore,
corresponds to a 3better actuator location. The third significant feature is the fault duration
time F33 , with a2negative influence
on the label information. A larger fault duration time
F
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Figure 3.20: Cross-validated MSE of LASSO fit (MSE with small error bars are obtained
by 10-fold cross-validation for the LASSO fit; blue line indicates the the prediction model
when λ = 0.01109).
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Fig. 3.20 shows the cross-validated MSE of LASSO fit. It visually examines the crossvalidated error of various levels of regularization. 10-fold cross-validation is created for the
LASSO fit. MSE with smaller error bar at each λ, indicates the better predictive performance
of a model. The green and blue circle indicate the value of λ at the minimum cross-validated
MSE and the point with minimum cross-validated MSE plus one standard deviation σP D .
The latter one, with λ = 0.01109 when MinMSE + σP D = 0.3909, is chosen to generate the
prediction model:

YP D = 0.0497F1 − 0.26958F2 + 0.024F3 − 0.2045F12
+ 0.028F13 − 0.0145F14 − 0.1057F17 + 0.544F21

(3.40)

+ 0.0695F28 + 3.393F32 + 2.261F33 − 0.494F34
+ 0.217F35 − 1.2095F36 + 0.5539
The overall accuracy obtained for the prediction result is 93.38% for the scenario without
RE penetration.
Table 3.2 compares the results of different RE penetration levels with the MinMSE and
precision. Five key features with the highest coefficients are presented.
From Table 3.2 inertia distribution index F36 is the dominant factor in placing the
actuator regardless of RE penetration level. Fault location and the duration time F32 and
F33 have impacts on the model when the RE penetration level is 0. However, when RE
penetration level increases, fault conditions are not as important as the others. Voltage
Table 3.2:
LASSO fit results for all the scenarios
RE level
0
10%
20%
30%
40%
50%
60%

5 Key features
F36 , F32 , F34 , F33 , F21
F32 , F36 , F20 , F32 , F21
F35 , F36 , F1 , F12 , F20
F36 , F35 , F23 , F2 , F3
F36 , F2 , F35 , F16 , F23
F36 , F2 , F35 , F12 , F34
F36 , F2 , F35 , F23 , F6
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MinMSE
0.365
0.427
0.585
0.463
0.455
0.618
0.603

Precision
93.38%
96.15%
94.12%
94.02%
94.04%
91.86%
93.49%

angle F2 and generation output F23 become the most critical operational conditions. A
key system topological feature is the topological distribution index F35 . The MinMSE is
promising in all cases and the overall prediction precision shows the excellent performance
of the proposed method.
Note that, in this test system, a generator is set to have the biggest inertia constant
while the rest have incomparable inertia constants. The proposed method finds that the
best locations to place the actuator are among the buses relatively further from the bus
with the biggest inertia constant. This result agrees with previous studies, proving the
effectiveness of this method. Additionally, it is observed that with higher RE penetration
level, the dynamic performance becomes more critical and the BESS can lead to significant
improvements: the highest one goes up to 70%, of relative dynamic improvement.
B. IEEE 118-bus test system
The IEEE 118-bus test system is a reduced model of the American Electric Power system.
The system contains 19 generators, 35 synchronous condensers, 177 lines, 9 transformers,
and 91 loads and 137 buses [106]. 19 DFIGs are implemented at the generator buses
and parameters are changed to randomly create 242 scenarios (topological features remain
constant to guarantee a power flow solution). A 200 MW BESS is implemented and the
control actuator is enabled.
After creating the datasets and implementing the sample filter, 86 scenarios are obtained,
i.e., 11782 data samples are pre-processed and labeled. When K = 4, the LASSO results
are calculated and the top 5 features are shown in Fig. 3.21. From Fig. 3.22, the minimum
MSE is 0.618 and MinMSE + σP D = 0.6 is used to find λP D = 0.00475 and the most
relevant features. These are the impedance distribution index F34 , fault location feature
F32 , voltage angle feature F2 , topological distribution index F35 and outgoing flow apparent
power F16 . The inertia distribution index F36 is ranked 7th , which also shows its importance
in the generated model. Furthermore, to test the impact of different combinations of the
coefficients α, LASSO fit results are calculated and shown in Table 3.3.
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Figure 3.22: Cross-validated MSE of LASSO fit (MSE with small error bars are obtained
by 10-fold cross-validation for the LASSO fit; blue line indicates the the prediction model
when λ = 0.00475).

Table 3.3:
LASSO fit results for different α
α1
1
0
0
1/3

α2
0
1
0
1/3

α3
0
0
1
1/3

5 Key features
F2 , F35 , F13 , F34 ,
F2 , F34 , F33 , F27 ,
F2 , F32 , F34 , F16 ,
F34 , F32 , F2 , F35 ,
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F10
F20
F20
F16

MinMSE
0.652
0.661
0.508
0.618

Table 3.3 shows the sensitivity of the results with the different combination of α1 , α2 and
α3 . The MinMSE is between 0.508 to 0.661, which means it is necessary to consider the
real system condition. The model has the smallest MinMSE when just considering the rotor
angle index η3 , and has the highest MinMSE when just considering the frequency oscillation
index η2 . The overall evaluating index combining these three dynamic indices, extracts the
most typical features and achieves satisfactory MinMSE. Additionally, different K values for
the label clustering are tested for calculating the precision. When K = 6, 8, 10, the MSE
increases proportionally to the original result when K = 4. The overall precision remains the
same at 85%. The pre-determined K value is not affecting the performance of the model.
In summary, the following rules can be followed to place the control actuators:
1) System physical features play a more important role than topological and operational
features.
2) Among all system topological and physical features, inertia distribution index, topological distribution index and impedance distribution index are the most critical ones.
The system has a better dynamic performance with control actuators implemented at
the bus that has larger inertia distribution index (further from the center of inertia
point) and smaller topological distribution index (closer to the topological center).
3) Among all operational features:
(a) bus voltage angle from the power flow calculation is the most significant one. The
bus that has a smaller angle difference to the reference machine can achieve a
better dynamic performance, especially when transient stability is more severe.
(b) fault location affects the performance of the buses when RE penetration level is
low. When RE penetration level is above 20%, the impact of fault location or
duration time is less relevant.
(c) the RE penetration levels and loading levels do not affect the bus performance as
much as active and reactive power output.
System planners can use the rules above as guidelines to determine the optimal locations
for actuators, achieving a better system dynamic performance.
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3.3.5

Discussions

A. The dataset size justification
The total number of data samples P × M is determined by both the bus number P and
the scenario number M . In the 39-bus system, M is 1300, and the total data sample
number is 50, 700; in the 118-bus system, M is 242, and the total data sample number is
33, 154. After filtering out unstable scenarios, nearly 70% data samples are retained. These
scenario numbers are determined because the specified minimum precision ρmin = 0.8 has
been reached in the prediction models in both systems and the five key features stay the
same as the simulation scenario number increases. Furthermore, an additional criterion (the
best dynamic performance needs to be above 20%) is applied to extract the most relevant
data samples. Note that the choice of the most relevant and representative data samples not
only can give higher prediction precision and lower MSE, but also report the most important
features. For any other systems, M needs to be determined separately and appropriately to
guarantee a satisfying performance in the prediction model.
B. Computational complexity
Although the proposed method is implemented offline for planning purposes, it is necessary
to consider the computational complexity for future practical applications. An Intel Xeon
2.1GHz with 32GB of RAM with 2 processors, is used for all the computations in this
section. The dataset creation from dynamic simulations in DigSILENT/PowerFactory is the
most time-consuming task. In total, 70 and 121 hours were required for running all the
simulations in the 39-bus system and the 118-bus system, respectively. Implementation of
the data filters takes approximately 313s, and generating the LASSO model for each scenario
takes 520s. Since the dynamic simulations can be performed in parallel, the computational
time can be greatly reduced by utilizing parallel computing.
C. Practical considerations
When system planners explore the best locations for converter-based components, some
practical issues such as land availability, constructing expenses and future expansions also
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need to be considered. By using the proposed guidelines, regions of interest instead of
single bus candidates can be determined before practical considerations. For future system
expansions, this region of interest concept can be a helpful and flexible reference for not only
one but multiple actuators placement. With beneficial dynamic improvement for the grid,
system planners can conduct engineering designs by combining both practical and technical
information.

3.4

Summary

Two control actuator placement strategies have been proposed in this Chapter for system
with dominant oscillation mode and multiple oscillation mode.
In the first section, an analytical approach and a machine learning approach have been
studied. First, the relationships between oscillations, distribution of inertia and placement
of EIRs have been studied. In the case of a 2-machine system, an analytical expression
for the physical location of the COI has been established—this expression depends on both
H-inertia constant and voltage set-point of the machines. Besides, considering an EIR that
may be located anywhere between the two machines, an approximated analytical expression
has been derived for the residue of the system transfer function related to the inter-area
mode—the larger the residue, the higher the EIR impact displacing the inter-area mode.
This expression for the residue is convex in terms of the location and has a minimum value
exactly at the COI location. Based on this result, the basic idea of locating EIRs further away
from the COI, or equivalently, locating EIRs in areas of low inertia, is founded. Supported
on these analytical derivations, for large scale systems, the index IDIk for each bus k is
proposed which measures the difference square of the bus k frequency with respect to the COI
frequency. This index is tested in the NCIS which exhibits very critical inter-area oscillations
while interconnected to the AIS. The results obtained by sensitivity analysis, time-domain
simulations, and modal analysis validate the application of IDIk for identifying the best
places to deploy EIRs. A total of 108 operating scenarios are evaluated, and a highly linear
correlation between IDI and the residue is found. Although more testings and the definition
of similar indices for meshed systems with several inter-area modes are needed, the proposed
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index seems promising to better plan the reinforcement of power systems through EIRs. In
these work, only single-mode analysis is performed. This is based on the assumption that
there is only one dominant mode, which is not guaranteed in scenarios with high penetration
of RE because of the reduction of the relative inertia in different areas of the system.
This second section proposes a machine learning based framework for placing control
actuators to strengthen power system dynamic performance in the presence of high renewable
energy penetration. This novel application transforms the location determination problem
into a classification problem, extracting the most significant system topological, physical,
and operational features for each bus. The overall dynamic performance improvement is
measured as a linear combination of three dynamic indices reflecting frequency oscillation
damping, voltage, and transient stability. Inertia distribution index, topological distribution
index and impedance distribution index turn out to be the most influential system
characteristics.

Voltage angle is the most important operational feature.

The section

provides rules that can guide system planners to determine the regions for potential actuator
placement that can achieve better dynamic performance. Future work includes automatically
generating the weighting parameters to reflect different system dynamic behaviors, creating
a more extensive reference library with more system models and applying deep learning
algorithms to improve the prediction accuracy.
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Chapter 4
Realtime Security Assessment and
Cascading Failure Study using Big
Data Analysis
4.1
4.1.1

Voltage Security Assessment in a Micro-grid
Overall Framework

Convolutional Neural Networks (CNN) is one of the most popular deep learning algorithms
[107, 108]. As biologically-inspired multilayer neural networks, they have wide applications
in image and video recognition, natural language processing and DNA prediction. The
structure of CNN is built using multiple layers including convolution operators and maxpooling operators. Each convolution layer has different feature maps; each feature map is
the result of convolution between the input and different kernels.
An online voltage security analysis method in a microgrid using CNN is thus proposed
in this chapte. Compared with traditional classifiers, the the proposed CNN has following
distinguishing advantages:
1) by having input data arranged in 2 dimensions and enforcing a local connectivity pattern
between neurons of adjacent layers, spatially local correlation is exploited and the calculation
accuracy is improved;
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2) by distributing weights in its structure across neurons, the computations require less
complexity.
Figure 4.1 shows the flowchart of the proposed algorithm. Three steps are considered as
follows: creating the data set, offline training and online testing and performance evaluation.
By running offline simulations in a variety of contingencies, data sets are obtained. From
the simulation results, two groups of information are considered for a single data sample. The
first group is the system operating condition based features, while the second one represents
the security status.

4.1.2

Realtime Operational Features

By analyzing typical voltage stability indices based on the literature, the following original
electrical features are selected: active power Pl , reactive power Ql and current Il at the
branch, active power Pb , reactive power Qb , voltage magnitude Vm , angle φ at the terminal
bus and reactive power Qg at the generator. Considering the dynamic response of the system,

Create offline simulations
considering various scenarios

Step 1:
creating
data sets

Dimensional reduction
Transform 1-D data to 2-D data
Data sets split

Training data set

Step 2:
offline
training

Testing data set

Obtain CNN
classifier
Online testing

Step 3:
online testing and
performance
Online testing and performance evaluation

evaluation

Figure 4.1: Flow chart of voltage security analysis.
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four time points are chosen for selecting the features. t0− is the steady state time point, t0 is
the disturbance occurrence time and t1 is the disturbance clear time. Therefore 33 original
features are generated, shown in Table 4.1.
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Table 4.1:
Summary of voltage stability analysis methods
Feature

Description

F1
F2
F3
F4
F5
F6
F7
F8
F9
F10
F11
F12
F13
F14
F15
F16
F17
F18
F19
F20
F21

at t0− , total reactive power in all the generators
at t0− , total active power in all the PQ buses
at t0− , total reactive power in all the PQ buses
at t0− , total active power in all the branches
at t0− , total active reactive power in all the branches
at t0− , maximum of the terminal bus voltage magnitude
at t0− , minimum of the terminal bus voltage magnitude
at t0− , mean value of the terminal bus voltage magnitude
at t0− , maximum of the branch current
at t0− , minimum of the branch current
at t0− , variance of the branch current
at t0 , maximum of the terminal current changing rate
at t0 , minimum of the terminal current changing rate
at t0 , variance of the terminal current changing rate
at t0 , maximum of the terminal voltage magnitude changing rate
at t0 , minimum of the terminal voltage magnitude changing rate
at t0 , variance of the terminal voltage magnitude changing rate
at t0 , maximum of the reactive power changing rate
at t0 , minimum of the reactive power changing rate
at t0 , variance of the reactive power changing rate
at t0 , maximum, minimum and variance of the terminal voltage
magnitude changing rate
at t0 , minimum of the terminal voltage magnitude changing rate
at t0 , variance of the terminal voltage magnitude changing rate
t0 to t1 , maximum of the reactive power change in each generator
t0 to t1 , mean value of the reactive power change in each generator
t0 to t1 , variance of the reactive power change in each generator
t0 to t1 , maximum of the voltage angle change in each terminal
t0 to t1 , mean value of the voltage angle change in each terminal
t0 to t1 , variance of the voltage angle change in each terminal
t0 to t1 , active power change in all the branches
t0 to t1 , reactive power change in all the branches
t0 to t1 , active and reactive power change in all the terminals
t0 to t1 , reactive power change in all the terminals

F22
F23
F24
F25
F26
F27
F28
F29
F30
F31
F32
F33
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4.1.3

Voltage Security Classification

Stability status information works as the label for each data sample. Two classes are taken
into consideration in this section. When the system is secure, the label is 1; when the system
is insecure, the label is 0.

4.1.4

Deep Learning Model Generation based on Convolution
Neural Network

To reduce calculation complexity, Principal Component Analysis (PCA) is applied to remove
less important features. This algorithm transforms the original features into a set of linearly
uncorrelated variables called principal components. Suppose from the feature selection
process, for each data sample a column vector F =[F1 , F2 , ..., F33 ]T is obtained with
covariance matrix var(F ). Consider the linear combinations:
Yi = ei F, i ∈ {1, 2, ..., 33}

(4.1)

where ei =[ei1 , ei2 , ..., ei33 ]T .
Yi is the ith principle component when the selected ei maximizes
var(Yi ) =

33 X
33
X

eik eil σkl = ei 0

X

ei

(4.2)

k=1 l=1

where σkl is klth element in var(F ). The first to the 25th components (Y1 , Y2 ,...,Y25 ) are
thereby calculated.
A convolutional neural network is a multilayer neural network. It has convolutional
layers, pooling layers and fully connected layers. In the voltage security analysis, CNN is
designed and developed to make use of the 2-D structure of the input data. Figure 4.2 shows
the structure of proposed CNN.
The input is a row vector with first 25th principle components of the original data sets.
To transform the 1-D data to 2-D data, each component is placed in a 5 × 5 matrix. Y1 is
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Figure 4.2: Structure of proposed CNN.
placed in the center of the matrix while the importance of the principle components reduced
in the radial direction.
The first layer in the proposed CNN is a convolutional layer. A filter can be used to scan
the input sequence with step size 1 and window size of 2 × 2. In total, k filters are applied.
The output of each neuron on a convolutional layer is the convolution of a 2×2 kernel matrix
(filter) and the part of the input within the neurons window size. As the window is moving,
the same weights are shared within the filter. For example, using the filter a, the output of
the first window is:
C1 = Y13 a1 + Y14 a2 + Y12 a3 + Y3 a4

(4.3)

The second layer is a max-pooling layer, one for each convolutional layer. Each of these
max-pooling layers only reports the maximum value of all of its respective convolutional
layer outputs. As shown in Figure 4.2,
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M3 = max(C9 , C10 , C13 , C14 )

(4.4)

The third layer is a fully connected layer. Because it is fully connected, each of its
k neurons is connected to all of the neurons in the max-pooling layer. In order to avoid
over-fitting, a drop out layer is also included in the third layer.
The final output layer is made up of two neurons related to the two classification results.
These two neurons are fully connected to the previous layer.

4.1.5

Online Testing and Performance Evaluation

Online testing is conducted using the testing data set and obtained training model. The
performance evaluation of a classifier is calculated by the probability of a correct decision:

Accuracy = (T P + T N )/N

(4.5)

where N is the total number of testing samples, T P is the number of data samples which
are secure in true condition and predicted secure, T N is the number of data samples which
are insecure in true condition and predicted insecure.

4.1.6

Case Study

The IEEE 14-bus test system is modified to represent a microgrid when operates with
transmission purpose. Stochastic wind model (Weibull distribution) is used for the wind
speed. Mean value of the wind speed is Sw m/s and β=2. The microgrid is not connected
to the main grid and depends exclusively on its distribution generation.

DIgSILENT

PowerFactory is used for modeling and simulation, MATLAB deep learning toolbox is used
for building the CNN.
Considering 5 wind speeds (Sw =5, 10, 15, 20, 25) and 3 kinds of disturbances in various
locations (load step, line outage and three phase short circuit), 540 data samples are
generated. The microgrid is insecure when the minimum bus voltage magnitude Vmin ≤ 0.8
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p.u. for at least 5s or more. Among all the data samples, 448 data samples are secure, 92
samples are insecure.
Then, 33 principle components are calculated. To test the influence of the numbers of
input principle components, BPNN is used. The accuracy is increasing when the number of
principle components increases. Figure 4.3 shows that when the number of features reaches
15, the accuracy stays the same (91.30%).
As the first 25 principle components carry 99% information of the input data, they
are therefore transformed into a 2-D data matrix. CNN is built based on the proposed
structure, 8 kernels are applied in the convolution layer. After 15 iterations, the accuracy
reaches 92.62%. Figure 4.4 shows the accuracy of CNN, when doubling the kernel numbers,
after 15 iterations, the accuracy reaches 97.59%.
The performance of CNN with just one convolution layer and one max-pooling layer is
better than the performance of BPNN. Furthermore, with more convolution kernels, the
classification performance increases. To draw a better conclusion, accuracy of DT and SVM
are calculated and compared. The input data of DT and SVM are the complete data set, the
original 33 features. As shown in Table III, SVM with radial basis function kernel obtains
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Figure 4.3: Accuracy of BPNN.
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Figure 4.4: Accuracy of CNN.
the best accuracy which, however, is still less than the accuracy of CNN; the performance
of a pruned DT has the lowest accuracy.
Table 4.2:
Performance of four algorithms
Algorithm

Accuracy

BPNN
DT
SVM
CNN

91.30%
90.37%
95.00%
97.59%
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4.2

Key Link identification in Cascading Failure Analysis

Power system is one of the most complex systems in the modern society. The modern power
system is approaching to the critical operating limits in the environment of market. With
the increasing of load demand, high capacity and long transmission networks are widely
used to meet the requirement. With the integration of renewable energies such as wind
and solar, the uncertainty, intermittence bring bigger challenge to the operation of power
system. Therefore, a random outage or local outage may propagate and thus cause large-scale
blackout eventually.
Large blackouts, although infrequent, are costly to society with estimates of direct costs
up to billions of dollars. For example, a blackout happened in Aug. 14, 2003 in areas of
Midwest and Northeast United States, and Ontario in Canada. 50 million people are affected
and the total cost of it is around 10 billion dollars. Some other indirect costs such as the
failures of communications, natural gas, transportation, water supply and social disruptions
are also caused. The influences of large blackouts in the Unites States with more than 50,000
customers or 300 MW load loss are analyzed based on the data sets obtained from North
American Electric Reliability Corporation (NERC).
Knowing the sequence of cascading failure procedure will help system operators to take
the best control decisions. This section proposed a key link identification method based on
distance matrix calculation and generate the probability tree model. Three major steps are:
1) Generate cascading failure data samples: apply disturbance and simulate the system
cascading failure in various system contingencies;
2) Calculate the distance matrix between each pair of lines at different cascading failure
stage;
3) Obtain a probability tree model for each line as a starting point with pre-determined
distance parameter.
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4.2.1

Data Sample Generation

A simulator shown by Figure 4.5 is used to simulate the samples of cascading outages. All
the N-2 contingencies for the WECC system are selected as the initial outages to trigger
cascading outages.
One cascading outage sample includes the cascading stage number and the line that is
tripped at this cascading outage stage. Each cascading outage sample can have different
stage number. And different lines can be tripped at the same stage.

4.2.2

Cascading Failure Prediction Model

Key links can be obtained by calculating the distance matrix. Distance can be determined
as the occurrence of a pair of lines at different stages. The WECC system contains 2346
lines.
15,000 cascading scenarioes have been created and 400,000 data samples are generated.
Figure 4.6 showed the distance matrix when the distance is D = 1. Key links are identified
as Line 1502, Line1564, Line1560, Line 1561, Line 1441, Line 2299, Line 2298, Line 2099,
Line 2097, Line 1905, Line 75, Line 94, Line 2326, Line 180, Line 2323, Line 1912, Line 1934,
Line 786, Line 248, Line 28, Line 732, Line 2110, Line 2145, Line 25, Line 387, Line 2318,
Line 2317, Line 229, Line 2129, and Line 2130.

Figure 4.5: Simulation procedure of cascading outages.
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Probability tree models for each line as a starting point with pre-determined distance
parameter and critical links number can be generated for each link. Figure 4.7, 4.8, and 4.9
showed the generated tree model for cascading outage starting from Line 1.
As a result, this proposed method is very much useful for predicting the cascading outage
procedure and can contribute to prevention of critical cascade failure. It is the foundation
of future real-time control decision support and multiple line tripping analysis.
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Figure 4.6: Distance matrix.

Figure 4.7: Prediction model example 1.
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Figure 4.8: Prediction model example 2.

Figure 4.9: Prediction model example 3.

104

4.3

Summary

This chapter proposed an online analysis of voltage security in a microgrid using convolutional neural networks. The proposed analysis method presented a 2-D input data concept
in power system voltage analysis for the first time. The main contribution of applying
CNN in voltage security analysis is the significant accuracy improvement by enforcing a
local connectivity pattern and sharing weights. With big data, this type of deep learning
algorithm has great potential in the modern power systems. As future work, more data
samples can be generated to test the proposed algorithm and more convulotional or maxpooling layers can be built to increase accuracy. This chapter also proposed a probability
tree model for cascading failure analysis. Simulation results in WECC system show that
the identified key links are critical and the tree model can help the system operator take
real-time control decisions in the future.
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Chapter 5
Conclusions and Future Work
5.1

Conclusions

In this dissertation work, big data analysis has been done to improve power system dynamics
with high penetration of renewable energy.

This work focused on inertia distribution

estimation, control actuator placement and voltage security assessment and key link
identification. The key findings are:

1) The understanding of the system inertia distribution can improve power system
dynamic performance.

2) Allocation of actuators can enhance system dynamic response. Furthermore, for
system with single-dominant oscillation mode, inertia distribution index can help to allocate
control actuators in the; the actuators should be placed at the bus further to the COI bus; for
system with multi oscillation mode and multi stability problems: system physical features
play a more important role than topological and operational features. Among all system
topological and physical features, inertia distribution index, topology distribution index and
impedance distribution index are the most critical ones.

3) Higher security assessment accuracy can be achieved using a deep learning method
and critical links can be identified using a tree model.
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5.2

Future Work

Future works includes studying active power control enabled with inverter-based machine and
evaluate the emulated inertia response and designing model-free and data-driven damping
controller.
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