Abstract: This paper investigates the appropriateness of the integration of flexible propensity score modeling (nonparametric or machine learning approaches) in semiparametric models for the estimation of a causal quantity, such as the mean outcome under treatment. We begin with an overview of some of the issues involved in knowledge-based and statistical variable selection in causal inference and the potential pitfalls of automated selection based on the fit of the propensity score. Using a simple example, we directly show the consequences of adjusting for pure causes of the exposure when using inverse probability of treatment weighting (IPTW). Such variables are likely to be selected when using a naive approach to model selection for the propensity score. We describe how the method of Collaborative Targeted minimum loss-based estimation (C-TMLE; van der Laan and Gruber, 2010 [27]) capitalizes on the collaborative double robustness property of semiparametric efficient estimators to select covariates for the propensity score based on the error in the conditional outcome model. Finally, we compare several approaches to automated variable selection in low-and high-dimensional settings through a simulation study. From this simulation study, we conclude that using IPTW with flexible prediction for the propensity score can result in inferior estimation, while Targeted minimum loss-based estimation and C-TMLE may benefit from flexible prediction and remain robust to the presence of variables that are highly correlated with treatment. However, in our study, standard influence function-based methods for the variance underestimated the standard errors, resulting in poor coverage under certain data-generating scenarios.
Introduction
In the causal inference and censored data literature, the propensity score [1] is defined as the conditional probability of treatment or of remaining uncensored given a set of measured covariates. Marginal treatment effects such as the average treatment effect (ATE) can be estimated by weighting outcomes by the inverse of the estimated propensity score [2, 3] . This estimation method is called Inverse Probability of Treatment Weighting (IPTW). While this and other propensity score estimation techniques have been gaining in usage in the medical and scientific literature [4, 5] confusion and lack of guidelines remain as to how variable selection for the propensity score model should and should not be carried out [6] .
In general, unbiased or consistent estimation of the parameter of interest requires full or partial knowledge of the underlying causal structure and time-ordering of the variables [7, 8] in order to preselect all potential confounders and avoid post-treatment variables. Some experts have claimed that controlling for the widest possible set of pre-treatment variables protects against unobserved confounding [9, 10] . However, VanderWeele and Shpitser [11] show that controlling for all pre-treatment variables may not lead to correct confounder control even if a sufficient confounder set has been observed. They show that even with partial ignorance of the causal structure of the pre-treatment variables, adjusting for all observed variables that cause treatment or outcome (including common causes) is sufficient to adjust for confounding bias (if any such sufficient set exists among the observed variables). Both of these selection schemes may potentially lead to an excessively large set of potential confounders, possibly resulting in inflated variance or an inability to fit the propensity score model using standard techniques due to the curse of dimensionality. In the applied literature, variable reduction methods are often used within the propensity score model [12, 13] . Many authors proposed machine learning methods to optimize the fit of the propensity score model (e.g. [14] [15] [16] [17] ). However, as we show theoretically and through simulation, flexible modeling methods for estimation of the propensity score can perform poorly as they will primarily adjust to variables that are strongly correlated with the treatment variable.
For the estimation of the marginal treatment-specific mean, double robust estimators [3, 18] are a class of methods that require fitting both the propensity score model and a model for the expectation of the outcome conditional on treatment and covariates. These models are called double robust because if either of these two models is correctly specified, the estimator will be consistent for the parameter of interest. One example of a double robust method (or category of methods) that is also semiparametric efficient is Targeted Minimum Loss-based Estimation (TMLE [19] ;. As with the other double-robust methods, TMLE requires estimation of both the conditional mean outcome and the propensity score. Many papers on TMLE encourage implementation with flexible methods for these models in order to avoid model misspecification [20, 19, 21] . Under model uncertainty, TMLE implemented with the ensemble-learning method known as Super Learner [22] has been shown to produce superior results over IPTW and TMLE implemented with generalized linear models [23, 24] . However, confounder uncertainty and selection has not been fully evaluated in the data-adaptive TMLE context.
Asymptotically, IPTW and TMLE are both unbiased when the propensity score model, conditional on a sufficient covariate set to control for confounding, is correctly specified. TMLE is also consistent when the model for the outcome conditional on a sufficient covariate set is correctly specified. TMLE is asymptotically efficient when both models are correctly specified. It is also known that the minimal variance bound will vary depending on the exclusion restrictions placed on the covariate space [25, 26] . For consistent inference using double-robust estimators, the propensity score and outcome models need to be specified in such a way that the combined models collaboratively adjust for a sufficient confounder set [27] . In particular, collaborative theory suggests that when these models jointly contain a sufficient confounder set, the double-robust estimator might be consistent (even if neither model contains a sufficient confounder set on its own). This collaborative property is exploited by the procedure described as Collaborative Targeted Minimum Loss-based Estimation (C-TMLE [28, 27] ;. C-TMLE is a stagewise variable selection procedure using TMLE updates to produce a list of candidate estimates. It then uses cross-validated estimates of a loss function to select the optimal estimate from the list.
Several authors have proposed new data-driven procedures to better target the causal quantity of interest. De Luna, Waernbaum, and Richardson [29] described the necessary assumptions for the existence and identification of minimal sufficient adjustment sets of confounders in the nonparametric setting. They proposed two generic variable selection algorithms to obtain such a minimal confounder set by iteratively testing the conditional independence of covariates (a version of which was implemented by Persson et al. [30] . Vansteelandt et al. [6] proposed a stochastic variable selection procedure that targets the minimization of the mean squared error (MSE), which is approximated through crossvalidation as in Brookhart and van der Laan [31] . Other confounder selection procedures for similar contexts have been recently proposed by Crainiceanu, Dominici, and Parmigiani [32] , Wang, Parmigiani, and Dominici [33] (also see critical commentary), and Cefalu, Dominici, and Parmigiani [34] . While the High-Dimensional Propensity Score methodology of Schneeweiss et al. [10] is primarily intended to reduce residual confounding bias by searching for additional potential confounders amongst medical codes in administrative databases, their approach could potentially be used as a covariate selection strategy when the number of adjusted-for binary covariates needs to be reduced. VanderWeele and Shpitser [11] propose to reduce a non-minimal but sufficient confounding set using backwards selection by sequentially discarding variables that are independent of the outcome conditional on the remaining set of covariates.
In this article, we evaluate the usage of data-adaptive estimation for the nuisance models of IPTW and TMLE in addition to the performance of C-TMLE. In Section 2 we describe the goals and framework of variable selection procedures in causal inference. In order to demonstrate the consequences of certain variable selection approaches, in Section 3 we illustrate the asymptotic variance inflation of IPTW under the inclusion of an "instrumental variable" (i.e. a pure cause of treatment). In Section 4, we provide descriptions of collaborative double robustness and the TMLE and C-TMLE procedures for the marginal treatmentspecific mean. In Section 5, we simulate several challenging scenarios and evaluate the empirical performance of C-TMLE versus other methods with an emphasis on the usage of data-adaptive methods. We review our results in the Discussion (Section 6).
2 Causal variable selection framework
Notation and assumptions
Suppose we have n independently and identically distributed observations O ¼ ðX; A; YÞ (with subscripts i added to denote an individual's particular value). Let A be an indicator of whether a subject received a treatment of interest. A is therefore binary and takes on realizations in f0; 1g. Let Y be the univariate outcome of interest. Let X be the possibly multidimensional set of variables that might confound an estimate of the effect of interest. In the Neyman-Rubin counterfactual framework [35] , for a given individual let Y a be defined as the outcome that would have been observed if the individual had been treated according to A ¼ a. For simplicity, the target of inference (or "target parameter") is the marginal population mean of the outcome under a given treatment, EðY a Þ, defined as the mean of Y in the population had every individual been treated according to A ¼ a. The ATE is defined as EðY 1 Þ À EðY 0 Þ, the difference in population mean had the entire population been treated with option 1 compared to 0. In order to consistently estimate the marginal population mean, a set of pre-treatment variables must be measured that is sufficient to control for confounding. As described in the Neyman-Rubin counterfactual framework, unbiased (or consistent, depending on the estimator) estimation requires the existence of a measured variable set X (or a summary of X) that satisfies the ignorability requirement, i.e. conditioning on X results in independence between the treatment-specific potential outcome and the treatment [1] , i.e. Y a ?? A j X.
In the directed acyclic graph (DAG) framework, identifiability of a causal quantity (i.e. ignorability) is satisfied when the set X blocks every path between A and Y that contains an arrow into A [36] , Def 3.3.1).). In this paper, we assume that ignorability holds on the full set of variables X but are interested in the situation in which a subset W & X also satisfies this requirement so that Y a ?? A j W as well. We will describe any set of variables that leads to ignorability of the treatment-outcome relationship as "sufficient", as in sufficient to adjust for confounding [37] . Throughout we assume that the Stable Unit Treatment Value Assumption [38] holds. In order to be able to coherently define the parameter of interest, we must also assume positivity, meaning that every subject in the population could have hypothetically been assigned either level of treatment [39] . This corresponds with the assumption that the probability of receiving treatment a must be strictly greater than zero for every level of the covariates in a sufficient adjustment set, i.e. PðA ¼ ajWÞ > 0. Even if positivity holds, practical positivity violations may occur if for some values of the covariates, no or very few units (relative to the sample size) treated with a have been observed. This leads to estimated propensity score values of approximately zero [40, 41] .
In this paper, we assume that the initial set X is sufficient. (If ignorability does not hold for X nor for any subset of X, then the estimation will inevitably be inconsistent.) We follow Crainiceanu et al. [32] in assuming that, for all subsets W & X, any superset of W is also sufficient to control for confounding bias. For instance, we assume that there are no colliders of two unmeasured variables exclusively causing the treatment and outcome, respectively (see Section 4.4 where we briefly discuss M-bias). However, we allow situations where non-supersets of a given variable subset may be sufficient to correct for bias, because controlling for different non-nested sets of covariates can be sufficient for confounding control [7] .
The motivation for variable reduction
When using a propensity score approach, the first step in causal variable selection must begin with an expert selection of all pre-treatment causes of the outcome and treatment [11] . The possibility of unbiased inference relies on the assumption that experts have identified a (possibly non-minimal) set that will sufficiently control for confounding bias. This set might be large and in particular, contain instruments and pure causes of the outcome. Attempting to control for a high-dimensional variable set can become problematic for three reasons: (1) Inability to fit the propensity score model due to the "curse of dimensionality", (2) Artificial positivity violations caused by strong predictors of the treatment that do not reduce confounding bias and (3) Variance inflation caused by the inclusion of instruments or weak confounders that strongly predict treatment. The first issue relates to the inability to fit a given parametric model when the size of the variable set is large relative to the sample size. The second issue relates to the positivity assumption. Suppose that positivity and practical positivity both hold conditional on the set W. Now consider an additional variable I that is strongly predictive of the treatment A. Suppose that I is so predictive of treatment that within some stratum of I the probability of receiving treatment is nearly zero. In finite samples, we might estimate that the probability of receiving treatment in that stratum is zero and therefore determine that we have a positivity violation and cannot proceed. We refer to this as an "artificial" positivity violation because it arises due to the unneeded additional variable I but does not occur with the sufficient set W. The third issue describes the inflation of the variance when instruments are included as covariates. Including instruments in the estimation of the propensity score can increase the variance in finite-sample analysis [42, 43] , asymptotically [44] , and even increase bias when there is residual unmeasured confounding [45, 46] . Conversely, including pure predictors of the outcome can improve both finitesample [42, 47] and asymptotic precision [44] of the IPTW estimator.
Inferential objectives and variable selection criteria
Given a variable set X, there may be different finite-sample objectives for a statistical variable selection algorithm. For example, one might favor targeting the smallest possible finite-sample MSE. Alternatively, some causal inference experts would rather target a minimization of finite-sample bias, achievable by including the largest possible adjustment set with the goal of fully controlling for confounding. If one or more sufficient sets W r & X; r ¼ 1; :::; R exist (so that no confounding bias remains after adjustment), most analysts would then want to select a sufficient subset that minimizes the finite-sample variance. Procedures that involve exclusively optimizing the fit of the propensity score would not be expected to fulfill these criteria because 1. Variable selection on the propensity score model may remove true confounders of the treatment and outcome if the confounders are relatively weak predictors of treatment and the sample size is too small, 2. They will be more likely to select instruments into the propensity score model, which might increase the variance without reducing bias, and 3. They will not select pure predictors of the outcome that might reduce the variance in the estimation of the parameter of interest.
Since one is primarily interested in selecting variables that are predictors of the outcome, one might propose a selection scheme based uniquely on the conditional outcome model EðY j A; XÞ (for instance, selecting variables by running a linear regression on Y). This is also suboptimal because such a method might remove confounders that are not strongly associated with the outcome whose inclusion might still reduce bias and not increase the variance [6] . We agree with the assertion that in the estimation of a causal quantity it is preferable to target the estimation of the parameter of interest rather than a specific model fit. One criterion for causal variable selection is the MSE of the quantity of interest [31, 6] . Brookhart and van der Laan [31] use a cross-validation procedure to estimate this quantity and use it to guide variable selection.
Using locally efficient semiparametric models may aid in the goal of minimizing finite-sample variance. By reducing the extent of parametric assumptions, we might also be able to limit the asymptotic and finitesample bias caused by model misspecification. Both TMLE and C-TMLE target the efficient influence function (see van der Laan and Rubin [19] , van der Laan and Gruber [27] and Section 4.1 of this article). This is done by choosing models for EðY j A; XÞ and the propensity score that converge to quantities that solve the efficient influence function equation. This leads to consistency of the estimator for the parameter of interest. C-TMLE sequentially adds variables to the propensity score model, and it is assumed that the complete set is sufficient to produce consistency of a TMLE. C-TMLE balances consistency, which is ensured with sufficient covariate additions, with low finite-sample variance. It does so using a loss function for EðY j A; XÞ, the relevant part of the likelihood for estimating EðY a Þ. The expectation of this loss function is minimized at the true EðY j A; XÞ. C-TMLE selects the (possibly lower-dimensional) propensity score model that minimizes the cross-validated loss function.
3 Characterizing asymptotic variance inflation from the inclusion of an instrumental variable
Large-sample variance calculations
Our goal is to demonstrate the large-sample variance inflation obtained from conditioning on an instrumental variable by characterizing the results using a simple case (full mathematical details available in the Supplementary Materials). In general, it is known that including a pure predictor of treatment in the modeling procedure increases the minimal variance bound [26] and the IPTW asymptotic variance [44] ) and therefore may result in less efficient estimation. For this section alone, suppose that we observe data ðL; A; YÞ where L is the only binary baseline covariate, A is binary treatment, and Y is the (unrestricted) outcome of interest. We are interested in estimating μ ¼ EðY 1 Þ where the superscript indicates the counterfactual under A ¼ 1. Suppose also that Y 1 ?? A without any conditioning. This means that μ can be estimated without adjusting for L. We are interested in comparing the asymptotic variance of causal estimators including and excluding L as a covariate under different independence assumptions.
the empirical average of a variable V over all observations. We writeμ as the estimate of the population mean under treatment. If L is not included in estimation, g can be estimated nonparametrically using g n ¼ P n A. The IPTW estimating equation without including L as a covariate is
Therefore,μ
where we define the function
Suppose we use IPTW without adjusting for L. We can use the Delta method with function h 1 to derive the asymptotic variance. Notice that because of the Central Limit Theorem,
so that the Delta method leads to
Taking the matrix inner product by the gradient h 0 1 ðgμ; gÞ, we get that the asymptotic variance of
Alternatively, consider the IPTW estimator when the baseline variable L is included as a covariate in the propensity score model. Define
nonparametric estimates of PðAjL ¼ 1Þ and PðAjL ¼ 0Þ, respectively. If L is included in estimation, IPTW is defined by the estimating equation
which can be rewritten to express the estimator aŝ
Define the function h 2 as
Note that this IPTW estimator can be expressed as a function whereμ L ¼ h 2 ðP n ALY; P n Að1 À LÞY; P n AL; P n A; P n LÞ. The resulting asymptotic inference will depend on the causal relationship between L and the variables A and Y 1 .
Characterizing the variance inflation
Now suppose that L is an instrument, so that it influences A, but not Y 1 . It is easy to see that if we know that the usual no unmeasured confounding assumption holds with L, that is,
we also have that Y 1 ?? A. Therefore, we do not need to include L in the inverse probability of treatment weights, but we could if we were not sure about the independence between Y 1 and A.
Including L as a covariate in the propensity score, leads to consistent and asymptotically normal inference, as long as positivity is not violated: that is, if gð1Þ Þ 0 and gð0Þ Þ 0. It leads to suboptimal inference by inflating the large-sample variance relative to the large-sample variance of the estimator that excludes L.
By Central Limit Theorem,
where T is the 5 Â 5 variance-covariate matrix for ðP n ALY; P n Að1 À LÞY; P n AL; P n A; P n LÞ. By taking the matrix inner product of T by the gradient h 0 2 ðgð1Þμq; gð0Þμð1 À qÞ; gð1Þq; g; qÞ, we get that the asymptotic variance of ffiffiffi n p ðμ L À μÞ is fgð1Þ þ gð0Þq À gð1Þqgσ 2 =fgð0Þgð1Þg.
The large-sample variance inflation obtained by including L (i.e. the asymptotic relative efficiency) is then 1 þ q gð0Þ À gð1Þ gð1Þ 1 þ q gð1Þ À gð0Þ gð0Þ :
This inflation is independent of the distribution of Y (beyond the initial independence assumptions). For q Þ 0, either term in the product is only equal to 1 if gð0Þ ¼ gð1Þ, i.e. in the case where A is equivalently distributed in both strata of L. For any fixed q, this expression is always greater than 1 (to see this, one can reparametrize by δ ¼ gð1Þ=gð0Þ and use basic calculus to check the minimum and second derivative). This indicates that including L in the propensity score will never decrease the variance. For example, setting q ¼ 0:5, the variance inflation in terms of gð0Þ and gð1Þ can be visualized as in Figure 1(a) . From this plot, we see that when gð0Þ and gð1Þ are close, the variance inflation is minimized, but when they are increasingly different, the inflation increases unboundedly. We reparametrized the variance inflation using δ ¼ gð1Þ=gð0Þ which is a measure of instrument strength (with corresponding results using the reciprocal 1=δ). In Figure 1 (b), we plot the inflation while allowing δ and q to vary. From this graph, one can observe that when δ is close to 1, corresponding to no effect (or correlation) of L on A, there is no inflation. These graphs show that the variance inflation escalates unboundedly as the ratio δ goes to zero. As the δ approaches infinity, the variance inflation again increases unboundedly. Note also that very small and very large values of δ > 0 correspond with a strong instrument. For a fixed δ, there are local maxima at q ¼ 1=2, meaning that an evenly distributed baseline instrument maximizes the variance inflation. For extremely low or high prevalence of L (i.e. q is close to 0 or 1), there is little to no variance inflation.
The above derivation uses asymptotic approximations of the variance. To see whether the results apply in finite samples, we undertook a simulation study to estimate the variance inflation at various sizes of n and instrumental variable strengths, δ. For each size of n and each value of δ, we generated 5,000 datasets with binary variables O ¼ ðL; A; YÞ. The instrument L was generated according to probability q ¼ PðL ¼ 1Þ ¼ 0:5. Treatment variable A was generated as conditional on L with PðA ¼ 1jLÞ ¼ expitðlogð0:5Þ þ logðβÞLÞ. Binary outcome Y was generated according to the probability PðY j AÞ ¼ 0:4 þ 0:2 Ã A. The values of β were chosen to correspond with the values of δ ¼ 0:1; 0:2; 0:3; 0:5, so that the instrumental variables were generated with decreasing strength. Figure 2 depicts the results of this simulation study. This graph shows that even for finite samples, the expected variance inflation is close to the asymptotic inflation. Therefore, the penalty from including an instrumental variable in this example may be adequately represented using these asymptotic results.
In the Supplementary Materials, we follow the same procedure while instead assuming that L is a pure cause of the outcome. We show that adjusting for L under these assumptions leads to increased largesample efficiency.
Collaborative adjustment and methods

Targeted minimum loss-based estimation
Targeted Minimum Loss-based Estimation (TMLE) is a general framework to produce semiparametric efficient and double robust plug-in estimators [19] . TMLE begins with the estimation of the relevant component of the underlying likelihood. This estimate is then updated in order to solve the empirical mean of the efficient influence function for the target parameters set equal to zero. When this occurs, the resulting estimator inherits the properties of semiparametric efficiency (in the class of regular, asymptotically linear estimators) and double robustness [48] .
TMLE requires that the target parameter of interest ψ can be expressed as a smooth function of a component of the underlying likelihood. For instance, the parameter of interest may be the marginal mean outcome under treatment a, so that ψ ¼ EðY a Þ. Let the true conditional mean outcome for Y given X and A ¼ a be denoted Q 0 ða; XÞ ¼ EðYjX; A ¼ aÞ. A plug-in estimator for the mean EðY a Þ ¼ Ef Q 0 ða; XÞg can be defined by specifying a model for Q 0 ða; XÞ, and then taking an empirical mean over the predicted values for all subjects (a simple case of G-Computation [49] ,. However, if the model for Q 0 ða; XÞ is misspecified, this method will be biased. TMLE begins with an estimate of Q 0 ða; XÞ and updates the fit to reduce bias in the estimation of EðY a Þ.
The TMLE algorithm is designed to solve the empirical mean of the efficient influence function [50, 51] [52] . If the outcome is unbounded, one might use values somewhat below the observed minimum and above the observed maximum (the default in the TMLE package being to widen the observed bounds by 10% [53] . At the end of the procedure, scale the final parameter estimate back to the original scale. A TMLE procedure for this setting is as follows. A model for the propensity score g 0 ða; XÞ is fit. From this model, a prediction g n ða; XÞ of the probability of receiving treatment a given covariates X is calculated for each subject. The estimate of Q 0 ða; XÞ is updated through the fluctuation function logitf Q n ða; XÞg þ "1= g n ða; XÞ. The fluctuation covariate is constructed to ensure that fitting " by maximum likelihood estimation solves the efficient influence curve estimating equation (Section 5.2 [20] . Thus, the estimated value of " is determined by fitting the logistic regression of Y on the single variable 1= g n ða; XÞ with no intercept and offset equal to logitf Q n ða; XÞg using all subjects with A ¼ a. The TMLE update step is carried out by setting logitf Q Ã n ða; XÞg ¼ logitf Q n ða; XÞg þ " n 1= g n ða; XÞ for all subjects. The targeted estimator for EðY a Þ is then f1=n P n i Q Ã n ða; X i Þg. TMLE is double robust, meaning that it is consistent if either of the models for g 0 ða; XÞ or Q 0 ða; XÞ is correctly specified. If the subset W & X is a sufficient confounding set, then correct specification of either marginal model for g 0 ða; WÞ ¼ PðA ¼ ajWÞ or for Q 0 ða; WÞ ¼ EðYjW; A ¼ aÞ will also yield consistent estimates for the TMLE. The TMLE algorithm does not impose a specific model specification on. g 0 ða; XÞ or Q 0 ða; XÞ and the general semiparametric TMLE philosophy is to data-adaptively estimate these quantities in order to avoid bias arising from model misspecification. Cross-validation may be needed to avoid overfitting [19, 21] .
Collaborative adjustment
The collaborative double robustness result [27] states that for double robust estimators, the propensity score model need only condition on the error of a misspecified outcome model in order to obtain unbiased estimation. Specifically, suppose Q n ða; XÞ is an estimate obtained using a correctly specified model for Q 0 ða; XÞ. Then, Q n ða; XÞ solves the efficient influence function equation EðDf Q n ða; XÞ; g y n ða; XÞ; ψgÞ ¼ 0 for any (possibly misspecified) g y n ða; XÞ > 0. Now consider estimatesQ n ða; XÞ from a misspecified model, consistent for some other quantityQ 0 ða; XÞÞ Q 0 ða; XÞ. It will not share the above property of solving the efficient influence function equation regardless of the form of the propensity score model. A double robust estimator (such as TMLE) using Q n ða; XÞ as the initial outcome estimate will be unbiased when also using propensity score estimates consistent forg 0 ða; XÞ ¼ PðA ¼ ajQ n ða; XÞ À Q 0 ða; XÞÞ. This has interesting consequences for variable selection. Suppose that X is a minimal sufficient confounding set that can be partitioned into subsets ðU; VÞ. X is minimal sufficient in the sense that removing any variable from the set will result in a set that would not adjust for confounding bias. Then suppose V is not empty and that the chosen initial outcome model with estimatesQ n ða; XÞ is a consistent estimator for EðYjU; A ¼ aÞ. Let propensity score estimatesg n ða; XÞ correspond to a correctly specified treatment model conditional onQ n ða; XÞ À Q 0 ða; XÞ so that they estimateg 0 ða; XÞ ¼ PðA ¼ ajQ n ða; XÞ À Q 0 ða; XÞÞ. Then a double robust estimator with initial model estimatesQ n ða; XÞ andg n ða; XÞ will produce consistent estimation of the target parameter. If the error Q n ða; XÞ À Q 0 ða; XÞ can be expressed as a function of V and a alone, then g 0 ða; XÞ ¼ PðA ¼ ajVÞ depends only on the "complementary" set V [27]. Therefore, the models for treatment and outcome can potentially adjust for complementary components of the full adjustment set. Whether this is possible will depend on the true structure of Q 0 ða; XÞ. As a simple example, suppose that the true conditional outcome expectation is equal to EðYjX; A ¼ aÞ
Suppose that the initial outcome model corresponds toQ n ða; UÞ ¼ γ 0;n þ γ 1;n a þ γ 2;n U which is correctly specified for EðYjU; A ¼ aÞ ¼ fβ 0 þ β 2 E expðVÞg þ fβ 1 þ β 4 EðV 2 Þga þ β 3 U. Then, becauseQ 0 ða; UÞ À Q 0 ða; XÞ ¼ β 2 fE expðVÞ À expðVÞg þ β 4 fEðV 2 Þ À V 2 ga a TMLE will be consistent if it uses a correctly specified treatment model conditional on only functions of V, i.e. correctly specified forg 0 ða; XÞ ¼ PðA ¼ ajVÞ.
Collaborative targeted maximum likelihood estimation (C-TMLE)
C-TMLE [27] is founded on two principles: (1) variable selection for g ¼ g 0 ða; ÁÞ can be performed conditional on the residual of the estimated conditional outcome model Q n ða; XÞ À Q 0 ða; XÞ and (2) cross-validation can be used to select an optimal estimator from a convergent sequence of estimators. The cross-validation selects the estimator with the minimal value for a given loss function for Q Ã n ða; XÞ, the TMLE-updated estimate of the conditional expectation of the outcome. Examples of loss functions include the negative loglikelihood for a binomial outcome or the residual sum of squares for a continuous outcome. A convergent sequence of estimators, indexed by k ¼ 1; 2; 3; :::; K, can be constructed in many ways, but we consider the sequence of estimators indexed by a forward-selection of covariates in the propensity score model. This particular procedure of C-TMLE was first described and used in [28] and explained in greater detail in the book chapter by Gruber and van der Laan [54] .
Below, we describe this C-TMLE procedure for ψ ¼ EðY a Þ. As an overview, this procedure starts with an estimate of the conditional expectation of the outcome, Q C n , the initial "current" estimate. Given an estimate of the propensity score, the TMLE step modifies Q C n to produce an updated estimate of the conditional expectation of the outcome. The goodness-of-fit of this updated estimate is assessed through a chosen loss function. The C-TMLE procedure starts with the intercept model for the propensity score, then chooses one variable to add, the choice of which is determined by the greatest improvement to the loss function. Covariates are added sequentially in such a manner. Once no new covariate additions can be found that improve the loss, a TMLE update step is carried out using the propensity score model with the current set of covariates, resulting in a new current estimate, Q C n . The procedure is then repeated; new variables are sequentially added to the propensity score model using the same loss function criterion but using the new current expected outcome estimate. Q C n is updated each time no additional covariates improve the loss function. This combination of updates creates a sequence of TMLE candidate estimators where both the fit of the propensity score model and the loss function are uniformly improving. Using cross-validation, the procedure then selects the number of variable selection steps (i.e. the number of covariates included) that minimizes the cross-validated loss.
First we describe some details of the steps and decision-making criteria used in the C-TMLE procedure. Following this, we explain the C-TMLE procedure. Note that in this section and the next, we often drop the notation used for the dependencies of the model estimates g n ða; XÞ and Q n ða; XÞ on the treatment and covariate set for simplicity and because the covariates fluctuate as part of the variable selection. However, they are all estimates of the counterfactual quantities under treatment a. A bracketed superscript ðkÞ is used as an index enumerating the sequence of estimators created by the C-TMLE procedure.
The TMLE update step: Given a current expected outcome estimate Q C n and an estimate of the propensity score model g ðkÞ n , the TMLE update step is defined as in Section 4.1 by setting logitf Q
n where " n is estimated by taking the subjects with A ¼ a and fitting an intercept-free logistic regression with sole covariate 1= g ðkÞ n . We will denote this step in the following procedure as performing a TMLE update with ð Q C ; g ðkÞ Þ.
The loss function criterion: The C-TMLE procedure uses a loss function to determine whether a variable selected into the propensity score improves estimation. For example, the loss function can be taken to be the negative log-likelihood of a logistic regression, i.e. lðY; Q n Þ ¼ P Ylog Q n þ ð1 À YÞlogf1 À Q n g, with sum taken over all n observations. Given two candidate estimates Q ðk 1 Þ n and Q ðk 2 Þ n of the conditional expectation of the outcome, their respective losses can be used to select which model is a better fit. The candidate indexed by k 1 will be selected when lðY; Q ðk1Þ n Þ < lðY; Q ðk2Þ n Þ. The forward variable selection step: Starting with a current estimate of the conditional expected outcome, Q C n ða; XÞ, and a propensity score model g n ða; UÞ that may already adjust for a set of covariates U & X. The procedure selects the next covariate to add to the propensity score model from candidate variables remaining in the set XnU. For each candidate w 2 XnU, w is tentatively added to the propensity score model, and the TMLE update step is performed on ð Q C n ða; XÞ; g n ða; fU; wgÞÞ where g n ða; fU; wgÞ is the propensity score model with the added candidate variable. The estimated loss is then calculated on this updated expected outcome estimate. The candidate variable resulting in the smallest loss is selected.
C-TMLE Procedure:
n ¼ Q n ða; XÞ of Q 0 ða; XÞ. Set the "current" TMLE, with the lowest cross-validated estimation of the loss. Once the optimal number k n is chosen, the C-TMLE estimate is 1=n P Q ðknÞ n .
Assumptions and convergence of C-TMLE
Here we provide a short discussion of the convergence of this estimator in the context of variable selection. Full technical details of C-TMLE convergence can be found in van der Laan and Gruber [27] . Let the initial Q ð0Þ n converge to some conditional expectationQ 0 ða; XÞ (not necessarily equal to the true Q 0 ða; XÞ). Then, in order for the C-TMLE procedure to produce a consistent estimate, there must exist a k in 0; :::; K such that g ðkÞ n converges to a limiting distributiong 0 ða; XÞ such that EðDfQ 0 ða; XÞ;g 0 ða; XÞ; ψgÞ ¼ 0.
To guarantee the consistency of C-TMLE, at any stage in the variable selection process, there must exist remaining variables in X to be sufficient to adjust for the residual confounding at that stage (if any exists). For an example of where this requirement is violated, suppose that the DAG in Figure 3 holds. We observe X ¼ M but we do not observe variables ðU 1 ; U 2 Þ. Suppose the initial Q ð0Þ n does not adjust for any variables (and might therefore be the mean of Y among subjects taking treatment a). For a large sample size, the C-TMLE algorithm might be likely to select the covariate M because it appears to improve the fit of the (biased) outcome model. However, once M is selected, there does not exist a measured superset of M that would adjust for confounding. This is the classic example of M-bias [37, 47] and as in other data-driven variable selection schemes that do not assume an apriori DAG, it must be assumed that this structure does not occur or that enough variables are measured so that there will exist a sufficient superset ðM; U 1 ; U 2 Þ ' M that can be selected. Alternatively, M-bias will not be an issue if sufficient information is known about the DAG to allow the investigator to limit X to only direct causes of both the treatment and the outcome (shown to be a sufficient selection criterion in [11] .
Since the propensity score model fit is always improved (or at worst maintained) from the addition of a covariate, the sequence of propensity score models produced by C-TMLE is monotonically decreasing in error. Due to the nature of the TMLE update step, the sequence is also monotonically decreasing in terms of the negative log-likelihood for the conditional outcome model. Therefore, there will exist a k at which point g ðkÞ n is rich enough to adjust for the residual confounding (by the assumption that X is sufficient) and the TMLE estimator will have minimal bias. The cross-validation in the final step will select the step k n at which the estimated loss function of the outcome model fit is minimized. However, for small sample sizes, this selection may choose an earlier step which does not adjust for a (technically) sufficient set if it comes at a gain in this particular loss function. Consider now the squared error loss function and the bias-variance tradeoff. In small sample size, a small improvement in bias may come at the cost of a great increase in variance. The C-TMLE procedure will preferentially select a slightly biased estimate with a lower squared error. The penalization for finite-sample variance or bias can be increased by choosing a different loss function for the conditional outcome model fit. Since the expectation of a valid loss function is minimized at the truth and converges to zero as the sample size increases, for large samples a sufficient confounding set (if it exists in X) will always be selected.
The semiparametric efficiency bound is conditional on a set of covariates X [25] . In van der Laan and Gruber [27], the authors explain how C-TMLE is an irregular estimator and can be superefficient (where the asymptotic variance of the estimator is smaller than the minimal variance suggested by the theoretical bound for regular asymptotically linear estimators). This is because conditional on an initial Q n fit, the cross-validation procedure will generally select that only depends on the confounding variables unadjusted for in Q
n . C-TMLE will generally not select an instrument, for instance, and can therefore attain the efficiency bound that excludes the instrument from the covariate space if it is also not included in the model for the initial Q ð0Þ n .
Recommendations for flexible implementation of C-TMLE
Due to the iterative nature of the procedure and the need to repeatedly fit the propensity score model, integrating data-adaptive estimation into the C-TMLE procedure is computationally challenging. It is suggested to fit the initial outcome model Q ð0Þ n fully adaptively. However, fitting each propensity score using computationally intensive methods can be impractical due to the iterative nature of the C-TMLE procedure.
In the simulation study of Section 5, we used a procedure that fits the propensity score using logistic regressions. It is also straight-forward to include non-linear functions of X (such as squared terms and interactions) separately as candidate covariates and allow these to be selected into the propensity score model. As an extension of this idea, it may also be beneficial to include data-adaptive estimates of g 0 ða; XÞ as covariates to be selected into the propensity score model. This approach is valid because if treatment assignment is ignorable given X then it is also ignorable given a correctly (nonparametrically) specified g n ða; XÞ [1] . Including data-adaptive estimates of g 0 ða; XÞ can adjust for nonlinearities present in the data generating function for treatment (regardless of whether corresponding nonlinearities are also present in the generation of the outcome variable and therefore confound the analysis). However, extreme predictions of g 0 ða; XÞ (close to 0 or 1) can cause overfitting of the propensity score model. Therefore, truncation of g n ða; XÞ when used as a candidate covariate is recommended. Since the optimal level of truncation is not predetermined, many different levels of truncation can be used. Each truncation level will result in a new candidate covariate, and all can be included in the C-TMLE variable selection procedure [23] .
Simulation study
In this section, we present two simulation studies that represent situations where post-knowledge variable selection is desirable or necessary. Both involve settings where the analyst has chosen a set X of potential confounders such that a sufficient proper subset W & X exists. For each simulation study, we divide the estimation into two categories: (1) where the analyst has access to the list of confounders in the minimal adjustment set (which one might consider the "gold standard") and (2) where the analyst is assumed to be a priori ignorant of the minimal adjustment set. Some of the methods described below use a powerful and flexible prediction method called Super Learner [22] . Super Learner is an ensemble-learning method that optimally combines the predictive power of a user-defined library of prediction methods.
For each simulation, we compare IPTW and TMLE where main-terms logistic regressions are used for the estimation of the propensity score and the conditional outcome model (for TMLE). When the true confounders are considered known, these logistic regressions are fit conditional on W (with the resulting estimators called "IPTW-W" and "TMLE-W", respectively). When the true confounders are not known, the logistic regressions are fit on the entire variable set X where possible ("IPTW-all" and "TMLE-all"). We also evaluate IPTW when the propensity score model is estimated with Super Learner (called "IPTW-SL") and TMLE when the the propensity score and outcome models are estimated with Super Learner ("TMLE-SL"). We apply C-TMLE in two different ways: (1) where we include no information about X in the outcome model so that Q 0 ða; XÞ is estimated as the mean of Y in group A ¼ a ("CTMLE-all-noQ"), and (2) where we use Super Learner to optimize the prediction of Q 0 ða; XÞ ("CTMLE-SL"). In both implementations, logistic regressions are used for the propensity score models and all variables in X are allowed to be selected as main terms. We also compare a one-step confounder-selection method that fits full conditional models for the treatment and the outcome and then fits IPTW with a main-terms logistic regression using just those variables that were α ¼ 0:05 significant in both models ("IPTW-select"). Finally, to verify the extent of confounding, we include the (unadjusted) difference in treatment-specific means, weighted by the prevalence of treatment ("No adjust").
Because of the challenging nature of the generated data, we present the median statistics which we believe better summarize the average performance of the estimators (i.e. are not affected by outlying estimates arising from instability). The mean statistics and other measures of performance are included in the Supplementary Materials. For larger n, the medians and means can be observed to converge as expected.
Estimation in the presence of strong instruments
In this situation, we generated datasets with five confounders, two instruments, and two variables that only influence the outcome. The instruments were generated to be strong predictors of the treatment. The outcome was Gaussian with mean generated nonlinearly in the confounder variables and linearly in the pure causes of the outcome. The treatment probabilities were generated linearly in the confounders and instruments (with logit link). See the Supplementary Materials for the data generation code.
Conditional on just the confounders, the minimal probability of treatment and no-treatment are 0.2 and 0.06, respectively. Conditioning on both confounders and instruments, the minimal probability of treatment and no-treatment are 0.004 and 0.001. Therefore, including the instruments in the estimation of the propensity score would be expected to create apparent practical positivity violations in smaller samples even though the data are generated without theoretical positivity violations. When the instruments are omitted, practical positivity violations are less likely to occur. All of the investigated methods utilize inverse probability of treatment weights and are therefore susceptible at varying degrees to instability caused by the large weights produced by near practical positivity violations. Therefore, statistical variable selection is very useful in this situation, both to obtain an estimate of the causal effect with low estimation bias and to reduce the estimation variance ( Table 1) .
The data were generated in such a way that the median squared error was about 6.3 across samples sizes in the unadjusted analysis. When W (the set of true confounders) was considered to be known, TMLE performed far better than IPTW with relative median squared error roughly proportional across sample sizes. When conditioning on all covariates, TMLE again substantially outperformed IPTW, although they were similarly unbiased for larger sample sizes. Without fitting models for the conditional mean of the outcome, C-TMLE can be roughly thought of as IPTW with a variable selection procedure for the propensity score model. It performed better than IPTW in terms of the median squared error, but worse in terms of bias for larger n. IPTW with regression-based covariate selection did better than IPTW in terms of median squared error but maintained a higher bias even for large values of n.
When IPTW was fit with Super Learner, its performance deteriorated across all measures. However, the performance of TMLE improved in terms of median squared error (and was comparable in terms of bias). The results of C-TMLE drastically improved with the addition of Super Learner to estimate the initial outcome model and it outperformed all other methods. IPTW is known to be sensitive to large weights, which infrequently occurred in this data generation. For n ¼ 200 (where large weights might be the most detrimental), the maximum weight observed in an individual data set had a mean of 21 when all covariates were included in the logistic regression, and a mean of 11 when only W was included. When Super Learner was used, the mean maximum weight in a given data set was 13. We also ran IPTW with weight truncation at the 95th percentile (i.e. the weights greater than the 95th percentile were imputed with the 95th percentile weight) but this reduced the performance across statistics when either logistic regression or Super Learner was used.
Estimation in a high-dimensional covariate space
To represent a high-dimensional potential-confounder space in an epidemiological study, we generated datasets with 90 baseline variables: 20 confounders, 10 highly correlated instruments, 10 pure causes of the outcome, 20 noise variables, and 30 proxies of the observed confounders (generated using means that were linear combinations of the realizations of the true confounders). Once again, the outcome means were generated non-linearly in the confounders (but not in the pure causes of the outcome) and the treatment probabilities were generated linearly with logit link. When conditioning on the true confounders alone, the true minimal probabilities of treatment and non-treatment were both approximately 0.13. When conditioning on both confounders and instruments, the true minimal probability of treatment and non-treatment were both 0.005. However, unlike in the previous scenario, the particularities of the data generation (see the Supplementary Materials) made practical positivity violations much less likely (for very large sample sizes, we estimated minimal probabilities of treatment and non-treatment at 0.07). Therefore, even with the inclusion of instruments in the analysis, practical positivity violations were not expected to occur for largeenough n. The challenge in this scenario is how to fit the propensity score models with a high-dimensional covariate space with no a priori knowledge of which set of variables should be included.
For small sample sizes, the propensity score could not be estimated using all-terms conditional logistic regressions due to the resulting data sparsity. In addition, fitting full conditional models for the outcome and treatment was not reasonable for smaller n, so the IPTW-select procedure was not implemented here. Therefore, we look at the abilities of each data-adaptive estimator to correctly estimate the ATE (the difference of the marginal treatment-specific means under both levels of treatment). Due to computational limitations of the data-adaptive methods in a high-dimensional covariate space, we chose to limit the investigation to n ¼ 200 and 1,000 (Table 2) . Without adjustment for covariates, the median squared error obtained was above nine for both sample sizes. When W was known, TMLE once again out-performed IPTW in terms of median squared error and bias. C-TMLE without an outcome model had poor median squared error but better bias than TMLE with Super Learner. It also had large outlying results for n ¼ 200 not reflected in the median statistics (see complete results in the Supplementary Materials). IPTW with Super Learner on the full set of covariates performed very poorly. TMLE with Super Learner on the full covariate set performed better in terms of median squared error than IPTW with the true confounders W but not as well as TMLE with known W. Finally, C-TMLE with Super Learner for the outcome model on the full covariate set performed better than TMLE on the reduced confounder set W in terms of median squared error. However, for n ¼ 200, it produced a much higher MSE (not shown) due to some extreme outlying estimates.
We varied the number of partitions of the data used in the cross-validation procedure for C-TMLE, but this did not change the results. We also tried using the penalized MSE for the loss function in C-TMLE and it did not improve the results either. We tried truncating the weights at the 95th percentile for IPTW, but this resulted in somewhat worse performance (and large weights were not a problem in this scenario).
Variance estimation and coverage
In both of the above scenarios, we used an estimate of the influence function to estimate the standard error of IPTW, TMLE and C-TMLE. This corresponded to taking the standard deviation of the empirical estimates of the influence function (calculated for each individual), divided by the square-root of the total number of subjects [20] . In order to summarize the validity of the standard error estimation in the simulation study, Table 3 contains the standard errors and 95% confidence interval coverage for TMLE (with and without Super Learner) and C-TMLE (using Super Learner for the outcome model) using the standard error calculation based on the influence function. In Simulation 1, the coverage for TMLE using logistic regression for the propensity score and outcome models conditional on W was close to nominal. When Super Learner was instead used, the coverage dropped substantially for n ¼ 200. C-TMLE with Super Learner also had lowcoverage for n ¼ 200 but was close to nominal for n ¼ 1; 000 and n ¼ 5; 000. In Simulation 2, TMLE with logistic regression again had close to nominal coverage. However, both TMLE and C-TMLE with Super Learner had much lower coverage despite having the lowest bias in the simulation study (see Table 2 for bias results). Preliminary simulations did not show improvement when correcting for the estimation of the conditional probability of treatment [20] . IPTW had similar patterns of liberally estimated standard errors, and these results are available in the Supplementary Materials. In the absence of full knowledge of the true underlying DAG, a sufficient causal variable selection approach advises the selection of all variables that are direct causes of either the treatment or the outcome (or both) [11] . This may result in a high-dimensional covariate space that can unknowingly include pure causes of the treatment, which are also called instruments. It is therefore often necessary or desirable to perform a secondary variable selection in order to reduce the set. In both low and high-dimensional covariate spaces, variable selection can be complicated by the presence of instruments and strong predictors of the treatment.
In the simple example of Section 3, we demonstrated that the large-sample variance of IPTW is consistently increased by the inclusion of a binary instrument in the propensity score model. This variance inflation is maximized by an instrument that has probability 0.5 and increases unboundedly with the strength of association with treatment. Intuitively, the variance increase makes sense as the inclusion of the instrument moves the probability of treatment closer to 0 or 1, while a randomized treatment assignment probability of 1/2 leads to optimal efficiency in estimating the average treatment effect.
We presented TMLE and C-TMLE as alternatives that may be more robust to the inclusion of strong predictors of the treatment. Both methods can incorporate flexible prediction (e.g. machine learning methods) to become more robust to model misspecification. In particular, parametric modeling assumptions, when incorrect, will bias the estimation of the target parameter. Flexible prediction methods can be seen as a generalization of data-adaptive variable selection procedures as they select the variables and structural components to be included in the model. C-TMLE also performs a forward selection of the variables in the propensity score model conditional on the fit of the outcome model. None of the methods presented is robust to the presence of colliders of unmeasured causes of the outcome and treatment. This is due to the fact that the colliders will appear to be related to both outcome and exposure and preferentially selected into the TMLE and C-TMLE models, causing M-bias. A high-dimensional potential confounder space may protect against this danger by increasing the likelihood that all relevant variables are included in the model [10] , or contrastingly increase the danger by allowing for more model uncertainty.
Through the simulation study of Section 5, we have seen that flexible modeling of the propensity score model in IPTW can lead to higher squared errors and estimation bias. This is because flexible modeling of the propensity score results in the selection of strong predictors of treatment which may or may not be true confounders. TMLE with flexible modeling was more robust to this problem. In this simulation, C-TMLE did not perform as well when the initial outcome model was poorly estimated. In practice, there is no reason not to use fully flexible methods for the initial outcome model, and we observed the improved performance of this method when implemented with Super Learner for the initial outcome model. In the simulation study, we occasionally saw outlying estimates for the high-dimensional setting with a small sample size, so caution may be necessary when using C-TMLE in this most challenging scenario.
Some problems associated with automated flexible learning of the propensity score model can be avoided by pre-screening strong instruments (that have no effect on the outcome) and using TMLE instead of IPTW. It is also true that overfitting the initial estimate of the outcome model in the TMLE procedure will prevent an appropriate update step (" will be estimated as zero). Cross-validation can be used to avoid overfitting the initial outcome model.
The simulation study also revealed that influence function-based estimators [53] for the standard error of TMLE and C-TMLE with Super Learner can be overly liberal for finite samples, resulting in less than 95% coverage (although they performed well for TMLE with logistic regression for the propensity score and outcome models). The full results of the simulation study are reported in the Supplementary Materials. In response to the need for improved asymptotic inference, van der Laan [55] recently developed the theoretical groundwork for modified TMLE and IPTW procedures that produce valid asymptotic inference when data-adaptive procedures are used for the outcome and propensity score models. At the time of writing, these procedures have yet to go through intensive empirical evaluation, and so future work will involve further investigation into these rapidly developing methods. 
