The purpose of this paper is to show how central extensions of (possibly infinite-dimensional) Lie algebras integrate to central extensions ofétale Lie 2-groups. In finite dimensions, central extensions of Lie algebras integrate to central extensions of Lie groups, a fact which is due to the vanishing of π2 for each finite-dimensional Lie group. This fact was used by Cartan (in a slightly other guise) to construct the simply connected Lie group associated to each finite-dimensional Lie algebra.
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Introduction
Central extensions of Lie algebras and their integrability are closely related to Lie's Third Theorem. In fact, one can use the integration theory of central extensions of Lie algebras [Nee02] to decide (under some mild requirements) whether a given Lie algebra is the Lie algebra of a Lie group. In finite dimensions, this is always the case due to the vanishing of π 2 for each finite-dimensional Lie group. In infinite dimensions, π 2 does not always vanish and leads to Lie algebras which do not integrate to Lie groups [EK64, DL66] . A similar phenomenon occurs when integrating finite-dimensional Lie algebroids to Lie groupoids [Pra68, CF03] . In this case it is π 2 of leaves that restricts the integrability of a Lie algebroid.
The integration problem for central extensions of Lie algebras may be solved from a Lie theoretic perspective using locally smooth Lie group cohomology, as it has been worked out in [Woc11a] . In a similar spirit, the obstruction for integrating finite-dimensional Lie algebroids to Lie groupoids may be overcome by allowing a certain kind ofétale Lie 2-groupoids as integrating objects [TZ06] . This article combines these two ideas and develops the differential geometric perspective for integrating central extensions of (infinite-dimensional) Lie algebras. As a consequence, we obtain a version of Lie's Third Theorem asserting that each locally exponential Lie algebra (see Def. A.4) with topologically split center integrates to anétale Lie 2-group. The difference to the setting from [Woc11a] is that the Lie 2-groups that we use in our paper are (weak) group objects in the category of smooth stacks, and not only 2-groups with a locally smooth group multiplication. This enhances the approach from [Woc11a] significantly.
We now go into some more detail. The basic idea behind the integration processes from [Nee02] (and also [CF03] ) is to integrate prescribed curvature 2-forms along certain triangles (respectively homotopies between paths). Suppose that g is the Lie algebra of a simply connected Lie group G and that ω : g × g → z is a continuous Lie algebra cocycle. If the period homomorphism π 2 (G) per ω − −− → z (see (1)) has discrete image, then ω has an integrating cocycle in the locally smooth Lie group cohomology H 2 loc (G, z/ per ω (π 2 (G))), i.e., the differentiation homomorphism
has the class of ω in its range [Nee02, Corollary 6.3] . This is shown by integrating ω along some carefully chosen triangles, an idea which dates back to van Est [Est58] . The procedure then reveals the obstruction against integration as a cocycle condition, which may also be viewed as an associativity constraint for enlarging a local group to a global one (cf. [Smi51a, Smi51b, Est62a, Est62b] ). So one is naturally pushed to non-associative structures when searching for a general solution of the integration problem. Lie 2-groups are such structures, which provide at the same time the next higher coherence that the problem naturally has (cf. the discussion in [Woc11a, Section 2]). In this paper, we deal with the case when per ω (π 2 (G)) is not discrete. In this case, z/ per ω (π 2 (G)) does not exist as a Lie group any more. One of the natural substitutes for it is the Lie 2-group [π 2 (G)
1 (see Example 2.10), which exists regardless of the discreteness of per ω (π 2 (G)). However, if per ω (π 2 (G)) is discrete, then [π 2 (G) per ω − −− → z] live in the category of Lie 2-groups and thus permit to incorporate the non-associativity that we mentioned above. In this sense our treatment is a natural extension of the validity of the procedure from [Nee02] . The price to pay for this freedom is that one has to work with group objects in smooth stacks (aka Lie 2-groups) instead of group objects in smooth manifolds (aka Lie groups). This is technically more challenging but has similar underlying ideas. Section 3 then presents the refinement of the aforementioned idea of integration along triangles. The problem that one has to overcome is that the cocycle condition that one has in z/ per ω (π 2 (G)) makes many Differentiable hypercohomology and its geometric correspondence 3 arguments implicitly work. One example for this is the smoothness of the multiplication of the central extension of Lie groups associated to an integrating cocycle for ω as discussed in Section 3.4. All these implications now have to be built into the choices of the triangles, and this is the key point of Section 3. In a certain sense, the essence of this construction is subsumed in Figures 1 and 2 .
Section 4 then provides the differentiation process which justifies naming the construction of the previous section "integration". We restrict in this treatment toétale Lie 2-groups, for which the differentiation leads to ordinary Lie algebras. The main result on this is the following Theorem. If G is a simply connected Lie group with Lie algebra g, z is a Mackey-complete locally convex space and ω : g × g → z is a continuous Lie algebra cocycle. Then the differentiation homomorphism D : Ext(G, [π 2 (G)
has [ω] in its image.
This then implies readily the following generalization of Lie's Third Theorem that our construction allows for.
Theorem. If g is a locally convex locally exponential Lie algebra such that z := z(g) ⊆ g is a complemented subspace, then there exists anétale Lie 2-group G with L(G) ∼ = g.
In the end, we provide some background on infinite-dimensional manifolds and their derived concepts of Lie groups, Lie groupoids and smooth stacks.
Conventions
Unless stated otherwise, G denotes throughout a 1-connected Lie group, modeled on a locally convex space, and g denotes its Lie algebra. Moreover, z stands for a Mackey-complete locally convex vector space 2 , Γ ⊆ z is a discrete subgroup so that Z := z/Γ is a Lie group with universal covering morphism q : z → Z. In addition, ω : g × g → z will always denote a continuous Lie algebra cocycle. Associated to this data is the period homomorphism
where ω l is the left-invariant 2-form on G with ω l (e) = ω (cf. [Nee02, Section 5]). We denote by ∆ (n) ⊆ R n the standard n-simplex, viewed as a manifold with corners. By C ∞ (∆ (n) , G) we mean the space of smooth n-simplices in G and by C ∞ * (∆ (n) , G) those smooth n-simplices that are base-point preserving maps. For a simplicial complex Σ we will denote by C ∞ pw (Σ, G) the piece-wise smooth maps (cf. Remark A.7). The simplicial manifold that shall play an important rôle in this paper is the classifying space BG • = (G i ) i∈N0 (with the product smooth structure and the convention G 0 := pt) and the standard simplicial maps p
(cf. Example 2.1). Moreover, µ : A → B is always a morphism between the abelian Lie groups A and B.
2 Differentiable hypercohomology and its geometric correspondence
Differentiable hypercohomology
Hypercohomology of complexes of sheaves on manifolds, action groupoids and complex stacks is explicitly studied for instance in [Bry93, Gom05] and [FHRZ08, §A.2]. Here we extend it to the category of simplicial manifolds and relate it to our construction using a suitable covering constructed in Section 3. We emphasize theČech approach to differentiable hypercohomology and we are mostly interested in the simplicial manifold BG • (i.e., the nerve of the Lie groupoid G → → * , see Example 2.1).
Recall that a simplicial manifold X • is a functor ∆ op → Man, where ∆ is the standard simplex category of finite ordinal numbers [n] and non-decreasing maps [n] → [m]. This has the alternative description as a a collection of manifolds X n and structure maps
that satisfy the usual coherence conditions (see for instance [GJ99, Chapter I.1]).
Example 2.1. Given a Lie groupoid 3 G := (G 1 → → G 0 ), we complete it to a simplicial manifold BG • , with
for n ≥ 1 and BG 0 = G 0 . The face maps are given by
and the degeneracy maps by
This construction is known as the nerve of the Lie groupoid G. We call it BG • because its geometric realization is the classifying space of
For a simplicial manifold X • , a sheaf F • on X • consists of sheaves F n on X n for all n and morphisms
Alternatively these morphisms can also be described by morphisms
satisfying the corresponding compatibility conditions. Likewise, we define morphisms of sheaves as in [Del74, §5.1.6]. This then leads to the notion of a (bounded below) complex of sheaves on
(see also [Gom05,
§3.2]).
A covering U of a simplicial manifold X • consists of a simplicial set I • and a covering (U
. One can demand less structure for a covering of a simplicial space, see [SP11] or [WW11] . We demand all this structure for making the normalization arguments later on work. In particular, a covering induces another simplicial space U • with U n := i∈I n U (n) i and the inclusions induce a simplicial map U • → X • . The following lemma shows that one can always extend coverings of X n to coverings of X • .
Lemma 2.2. If X • is a simplicial manifold and (U j ) j∈J is a covering of X m , then there exists a covering
) is a refinement of (U j ) j∈J . Proof. We denote ∆(m, n) := Hom ∆ ([m], [n]) (note that this is a finite set). We first observe that J determines a simplicial set I
• with I (n) := J ∆(m,n) and with α : [n] → [n ] getting mapped to
Now for each f ∈ ∆(m, n) we pull back the covering (U j ) j∈J of X m to a covering of X n and take as a covering of X n the coarsest common refinement (U
3 For a Lie groupoid we require source and target map to be surjective submersions in the sense of Appendix B 
The latter is true since for each f ∈ ∆(m, n ) we have that α•f = f i for some i. To complete the proof we observe that the canonical map
induces the corresponding refinement.
Let now U be a covering of X • . Then we seť
We have δ gp (:= d 1,0,0 ) :Č p,q,r →Č p+1,q,r defined by
andδ(: On the other hand, one can define sheaf hypercohomology H n sh (X • , F
• * ) to be the hyper derived functor of the functor F
where the section functor for a sheaf
). The hyper derived functor is then given by the usual construction using injective resolutions as in [Fri82,  Chapter 2], see also [Del74, Con03] . The following proposition generalizes the case of the relation betweenČech cohomology and sheaf cohomology. Recall that a covering
(n) and all n, r. The reasoning of [FHRZ08, §A.2] then carries over to show Proposition 2.4. In the above setup, there is a morphism of abelian groupš
In particular, if U is an F r -acyclic covering of X for each r, thenȞ
Thus theČech hypercohomology of F • * , defined as the direct limiť
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is isomorphic to the sheaf cohomology H n sh (X • , F
• * ) if each covering admits an F-acyclic refinement. When the existence of acyclic coverings is not guaranteed, one needs to take the limit over all hyper-coverings but not only coverings of X • as explained in [Fri82] . Then the same result holds. However, each covering is in particular a hyper-covering and all our constructions will yield cocycles on usual coverings. In addition, the equivalences of cocycles that we construct will also live on usual coverings. Thus our constructions will lead to well-defined classes inČech cohomology and thus also in sheaf cohomology.
There is one additional condition onČech cocycles, that simplifies computations a lot, which is the assumption that they are normalized. For this we consider
the standardČech degeneracy maps anď
) is a sub triple complex of (Č p,q,r , δ gp ,δ, d) and thus the cohomology of the associated total complexȞ
comes equipped with a natural morphism
from the normalized to the ordinaryČech cohomology. The normalizedČech cohomology is what we will work with in this article. For its conceptual interpretation we will first show that it actually agrees with the non-normalizedČech cohomology and thus with sheaf cohomology in many interesting cases.
is a bi-cosimplicial abelian group. Then the normalized cochains 
is an isomorphism.
In this article we will be interested in the simplicial manifold BG • the nerve of the infinite-dimensional Lie groupoid G → → * 4 with the 2-term complex of sheaves of germs of smooth functions with value in A and B, where A µ − → B is a morphism of abelian Lie groups. Then our triple complex iš
Then a 3-cocycle of the total differential in this triple complex is given by maps (we also write down the slightly more intuitive names of them that we will use in the geometric construction later on):
such that (when r = 0)
and (involving mixings of r = 0 and r = 1)
Two differentiable 3-cocycles (φ 1,1,1 , φ 1,2,0 , φ 2,0,1 , φ 2,1,0 , φ 3,0,0 ) and ( φ 1,1,1 , φ 1,2,0 , φ 2,0,1 , φ 2,1,0 , φ 3,0,0 ) are called equivalent if they differ by a coboundary, that is, there exists
If dim(G) < ∞, then π 2 (G) = 0 and the integration procedure we consider here is covered by [Nee02] .
From differentiable hypercohomology to Lie 2-groups
holds on a common refinement 5 U of the two simplicial covers (U
In this section we will describe how to construct Lie 2-groups form differentiable cocycles, similar to [SP11, Theorem 99].
We first introduce the concept of a group object in a bicategory and afterwards the corresponding notions of extensions and central extensions of Lie 2-groups. We will be brief on this, our main reference is [SP11] .
Definition 2.7. Let C be a bicategory with finite products. A group object in C (or C-group, for brevity) consists of the following data:
is an equivalence in C.
• a list of invertible 2-morphisms
subject to the requirement that certain coherence conditions hold. A C-group is strict if all the 2-morphisms above are identity 2-morphisms.
satisfying the corresponding coherence conditions. Likewise, a 2-morphism between 1-morphisms of C-groups consists of a 2-morphism between the underlying 1-morphisms in C satisfying a certain coherence condition.
We refer to [SP11, Definition 41, 42, 43], [Blo08, §4.3] and [BL04, p. 37] (the latter in the case that C is actually a strict 2-category) for the various coherence conditions mentioned above.
Definition 2.8. Let sSt (respectivelyéSt) be the bicategory of (respectivelyétale) Lie groupoids, i.e., objects are (respectivelyétale) Lie groupoids, 1-morphisms are generalized morphisms and 2-morphisms are morphisms between generalized morphisms (see Appendix B for details). Then a group object in sSt is also called a Lie 2-group. The corresponding bicategory is denoted Lie2-groups. A Lie 2-group isétale if it is further a group object inéSt.
5 To be precise, we need to take the common refinement to be a hyper-covering, that is (U )
(1) j needs to be replaced by a cover of it. However in our application in Section 3, we can obtain a coboundary in this stricter sense. Thus for the application in the case of geometric cocycles and to avoid clumsy notations, we avoid taking a further refinement here.
Notice that our notion of a Lie 2-group is equivalent to the notion of Lie 2-group from [Get09, Hen08] , defined by pointed simplicial manifolds satisfying Kan conditions Kan(n, j) for all 0 ≤ j ≤ n and Kan!(n, j) for all 0 ≤ j ≤ n ≥ 3. This has been proven in [Zhu09] .
Definition 2.9. An abelian C-group in a bicategory C with finite products is a group object (G, m, u, a, l, r), together with an invertible 2-morphism β : m ⇒ m•T , where T : G × G → G × G is the canonical flip automorphism, such that the corresponding coherence conditions [SP11, Definition 47] are fulfilled.
A 1-morphism of abelian 2-groups consists of a 1-morphism of the underlying C-groups making the diagram from [SP11, Definition 48] commute. A 2-homomorphism of abelian 2-groups consists of an arbitrary 2-morphism between 1-morphisms of abelian C-groups.
Example 2.10. a) If G is an arbitrary Lie group, then the Lie groupoid with objects and morphisms equal to G and structure maps equal to id G gets a strict group object in sSt if we take the multiplication to be induced my the multiplication morphism on G and the uni to be the inclusion of the unit element (and all 2-morphisms to be trivial). Since the inclusion Man → sSt preserves products this is just the image in sSt of the group object G in Man. We will denote this Lie 2-group by G.
. This inherits the structure of a strict group object in sSt from the group multiplication on A × B and B (thus m is a honest morphism of Lie groupoids), which is abelian (where we may choose β to be the identity). We will denote this abelian Lie 2-group by
In this case we also call (f, λ) an equivalence of central extensions.
Example 2.12. Suppose G is a 1-connected Lie group. The space
of continuous pointed paths in G is again a Lie group [GN12] with respect to the topology of uniform convergence and point-wise multiplication. Thus the evaluation map ev : P e G → G, γ → γ(1) is a smooth group homomorphism and has a smooth section σ : U → P e G on some identity neighborhood U ⊆ G. We extend this to a (in general non-continuous) section σ : G → P e G. It follows from the existence of a smooth local section that ev is a submersion [NSW11, Appendix B]. The kernel ker(ev) is the pointed (continuous) loop group ΩG, which has the universal covering
Since continuous group automorphisms of ΩG lift in a unique way to group automorphisms of ΩG, we have that P e G acts by a lift of the conjugation action (from the right) on ΩG, which is smooth since π 2 (G) is discrete. Thus this action, along with the canonical map τ : ΩG → P e G is a smooth crossed module and thus determines a Lie 2-group Π 2 (G) [NSW11, Example 4.3], [Woc11b, Remark 2.4], [Por08, FB02, BS76] . It is of a quite simple nature, since the multiplication and inversion morphisms are represented by smooth functors on the action groupoid Γ of the action of ΩG on P e G induced by τ . Now Π 2 (G) comes along with a homomorphism of Lie 2-groups, induced by ev. Moreover, [π 2 (G) → 0] embeds canonically into Π 2 (G) if we consider π 2 (G) as a subgroup of ΩG. We thus obtain a sequence of Lie 2-groups
That this is in particular an extension we have to check that Π 2 (G) → G is a principal 2-bundle. For this it suffices to observe that over U g := g · U we have the smooth section σ g (x) = σ(g) · σ(g −1 · x) of ev and that this induces a smooth functor
The latter can easily be shown to be an essential equivalence. Remark 2.15. If A is a Lie group and G a Lie group, then we define a Lie monoid extension of G by A to be a principal A-bundle G → G which is a Lie monoid such that G → G is a homomorphism of monoids, as well as the inclusion A → G, a → e G .a.
We will now see that G → G is already an extension of Lie groups, i.e., that pr 1 × m : G × G → G × G is a diffeomorphism. In fact, consider the factorization of pr ×m G = p • β through the canonical maps to and from the pull-back:
where p and q are the canonical maps and α and β are induced maps into the pull-back. Since pr ×m G is a diffeomorphism and the pull-back is functorial it follows that p is a diffeomorphism. Since pr ×m A is an isomorphism of Lie groups we also have that β is invertible.
The remainder of this section will be devoted to the proof of the following Theorem. 8 2-groups are understood as group objects in the 2-category of categories.
The proof of this theorem will be finished in the end of Section 2.3. We first warm up with the following construction which also gives a geometric interpretation of theČech cohomology of a constant simplicial manifold. Note that we will throughout assume that the occurringČech cocycles are normalized, which is justified by Corollary 2.6.
The principal bundle structure
For a morphism A µ − → B of abelian Lie groups and a manifold M , viewed as a constant simplicial manifold, let (η, γ) be a 2-cocycle representing an element in the hypercohomologyȞ
, that is, there is an open cover (U i ) i∈I on M with smooth maps
satisfying D 3 (η, γ) = 0, i.e., µ•η =δ(γ) andδ(η) = 0. Here, to simplify the notation, we refer for q ≥ 0 to U [q] as the disjoint union
It is presented by a Lie groupoid denoted by
The structure maps are given by
Then D 3 (η, γ) = 0 implies that (22) is compatible with the source and target maps and is associative. 
The Lie 2-group structure
Now starting from a cocycle φ ∈Ž
, we set off to construct the groupoid Γ which provides the base space for G in the central extension
First of all, we need to construct a A µ − → B principal bundle over G. There is a homomorphism
inducing on the level of cohomology classes the edge homomorphism
is by definition the cohomology of the double complexČ 1,q,r for p = 1 constant from (8)).
The 2-cocycle (φ 1,1,1 , φ 1,2,0 ) gives us the principal bundle in desire via the construction in Section 2.2.1. We call this Lie groupoid Γ[φ] and it will serve as the underlying Lie groupoid of our Lie 2-group. For this section we will switch back to the notation for cocycles that we used in Section 2.1. Then in this notation the groupoid multiplication on Γ[φ] is given by
where we have also identified the intersection U i0 ∩ U i1 with the pull-back
where (U
is the product open covering of G × G. Note that this is exactly the same as the coarsest common refinement of the pull-back covers d *
is an essential equivalence by [Woc11b, Corollary 2.23]. In the same manner, the product covering
i ) i∈I (3) and we obtain a principal (A
3 . We now define the multiplication morphism m :
(we will throughout define the Lie groupoid morphisms on the space of arrows since this determines the morphism on the objects uniquely). Since the embedding
. That (24) is indeed a Lie groupoid morphism follows from (14) and (10) as follows. Keep in mind that in Γ 2 [φ] we have
Then m•t = t•m holds by definition and we have
Thus m • s = s • m is equivalent to (14). Similarly, we have on one hand
and on the other hand
Thus m and · commute iff (10) 
where
.., 3 the morphisms from Example 2.1. As before, f 1 and f 2 are Lie groupoid morphisms by (14) and (10) and since
There is a smooth natural transformation α : f 1 ⇐f 2 , which is a map α :
To verify this, we only need to show that
for γ ∈ Γ 3 [φ] 1 (source-target matching is equivalent to (15)). Take γ = (w 0 , w 1 , b 0 , b 1 , b 2 , a 0 , a 1 , a 2 ), then
and t(γ) = (w 0 , b 0 , b 1 , b 2 ). Then
and
Thus (26) is equivalent to (11). In the end, the same argument as before shows that
is equivalent to the coherence condition that the associator α has to satisfy (see also [SP11, Theorem 99]).
For the unit we choose some i ∈ I (1) such that the identity e of G is in U i . Then the unit of G is given by the groupoid morphism, uniquely determined by
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Then the composition m • (id ×e) is defined as a smooth functor on the Lie groupoid s * 1 Γ 2 [φ], where
is the embedding into the first factor. This is precisely the restriction of Γ 2 [φ] to the first factor and since the
i )) i∈I (2) is in particular a refinement of (U (1)
is an essential equivalence. It thus suffices to check that
is also equal to the inclusion s * v 1 , b 0 , 0, a 0 , 0) , where v 0 = s 1 (u 0 ) and v 1 = s 1 (u 1 ). Thus the simplicial identities and our normalization conditions imply that
This shows that the 2-morphism m•(id ×u) ⇒ id can actually be taken to be represented by the identity natural transformation on the inclusion s *
. The same argument shows that u is also a strict right unit. A categorification of the argument in Remark 2.15 now shows that (21) holds for Γ[φ]. Thus Γ[φ], together with m, u and α is indeed a Lie 2-group, denoted G φ .
Having fixed the choice of i ∈ I (1) with e ∈ U i , there is a canonical morphism of Lie groupoids
(where we again have identified 
Cohomologous cocycles
Now suppose that we have two cohomologous 3-cocycles φ and φ satisfying Equations (19), (20), (16), (17) and (18) with a 2-cochain ψ. Since different covers lead to essential equivalences we may as well assume that φ and φ live on the same cover U . In this case the 1-morphism f : G φ → G φ is given by the smooth functor
and the smooth natural transformation F 0 : F •u ⇒ u , * → (e i , eĩ, 0, 0).
Indeed, (19) implies that F preserves source and target, and (16) implies that F preserves the groupoid multiplication. Thus F is a groupoid morphism. Moreover, (20) and (17) imply source-target matching for F 2 . That F 2 satisfies the coherence condition is then implied by (18). The equivalence between the central extensions is then completed by the smooth natural transformation eĩ, b, a) .
Geometric cocycle constructions
This section describes a geometric way for constructing differentiable cocycles on G from Lie algebra cocycles on g and is the heart of the paper.
Locally smooth cocycles
The continuous second Lie algebra cohomology H Now Θ is constructed as follows. For each g, h ∈ G, let α(g) : ∆ (1) → G be smooth with α(g)(0) = e and α(g)(1) = g and β(g, h) : ∆ (2) → G be smooth with
These maps exist since we assume G to be 1-connected. In addition, we may choose these maps so that
are smooth on an identity neighborhood U . In fact, if ϕ : P → P ⊆ g is a chart for G with ϕ(e) = 0 and P convex and if we set g := ϕ(g) and g h := gh, then we set
β(g, h)(s, t) := ϕ −1 (t( g s h) + s( g (1 − t) h)).
for g, h ∈ U and U ⊆ P open with U 2 ⊆ P and ϕ(U ) convex (cf. [Woc11a, Lemma 1.7]). Since the maps
(g, h, (s, t)) → β(g, h)(s, t) ∈ G are smooth, the maps g → α(g) and (g, h) → β(g, h) are smooth on U and U × U respectively [GN12] . In addition, we fix some V ⊆ U open with e ∈ V , V 2 ⊆ U and V = V −1 .
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Lemma 3.2. ([Woc11a, Lemmas 1.5,1.6 and 1.7]) For g, h, k ∈ G we have that
is a closed singular 2-chain on G and thus defines an element of H 2 (G) ∼ = π 2 (G). Moreover, the map (g, h, k) → Θ(g, h, k) is a (π 2 (G) → 0)-valued locally smooth group cocycle.
From the building blocks of Θ, we can also construct a (π 2 (G)
per ω − −− → z)-valued cocycle as follows. We set
Since (g, h) → β(g, h) is smooth on V and since integration along a fixed integrand defines a smooth map
, it follows that F is smooth on V × V . From the definition, it follows directly that
(where we used the fact that ω l is left-invariant) and thus ( F , Θ) is a (π 2 (G) Eventually, we now come to the point how the cocycle ( F , Θ) is related to the integration procedure from [Nee02] . 
is the differentiation homomorphism from [Nee02, Section 4].
Proof. Equation (32) shows that (d gp f )(g, h, k) vanishes in Z and since F is smooth an a neighborhood of (e, e), the same is true for f = q • F . Since f coincides with the cocycle constructed in [Nee02, Section 6] it integrates ω by [Nee02, Corollary 6.3].
Since (equivalence classes of) (0 → Z)-valued locally smooth group cocycles are the same thing as central extensions of G by Z [Nee02], the previous proposition answers the integrability question for ω in the case of discrete im(per ω ).
Differentiable cocycles
The locally smooth cocycle from the previous section was the correct integrating object from a Lie theoretic perspective. However, from the point of view of differential geometry, it lacked the global smoothness of the group structure which was a consequence of the local smoothness in the case of ordinary group cocycles.
In this section, we shall now enhance the construction form the previous section to a globally smooth object associated to the Lie algebra cocycle ω, namely a differentiable cocycle with respect to an equivariant cover of G.
We will now describe how to obtain theČech cocycle describing the underlying 2-bundle from ( F , Θ) (cf. [Woc11a, Remark V.2]) The cocycle ( F , Θ) has the property that F is smooth on U × U and Θ is smooth on U × U × U for some identity neighborhood U ⊆ G. Let V ⊆ U be open such that e ∈ V , V = V −1 and V 2 ⊆ U . From V we obtain the open cover (V i ) i∈G when setting
We associate to ( F , Θ) (see (28), (31) and (30)) the cocycle From this definition, one immediately checks that γ i,j and η i,j,l satisfy (9) and (13) (recall that F and Θ vanish whenever one of its arguments is e). That γ i,j depends smoothly on g follows from
Similarly, one sees that η i,j,l depends smoothly on g from
By Section 2.2.1, the cocycle c = (V i , γ i,j , η i,j,l ) i,j,k∈G determines a Lie groupoid, which we call G ω from now on (we will justify this notation later on when showing that G ω does up to equivalence not depend on all the choices that we made).
This Lie groupoid will be shown to be the right candidate for carrying a group structure that integrates ω in the general case, regardless of the question whether per ω (π 2 (G)) is discrete or not. In what follows, we stick to the notation introduced in Section 3.1. What we choose in addition is for each j ∈ G some open identity neighborhood W j ⊆ V with the property that j −1 W j j ⊆ V and that ϕ(W j ) ⊆ g is convex. In the case that G = C ∞ (M, K) (for M a compact manifold) or in the case that G = C(X, K) (for X a compact space) and K a Lie group with compact Lie algebra, we may w.l.o.g. assume that W j = V . In fact, in these cases there exists convex Ad-invariant zero neighborhoods in g on which the exponential map restricts to a diffeomorphism, yielding an equivariant chart ϕ (w.r.t. the the conjugation action on G adjoint action on g).
Having fixed these choices we set
Since (g, h) ∈ V g,h , we clearly have an open cover of G × G and because the indexing set is G × G, we have canonical
Lemma 3.4. Let C ∞ pw (Σ, G) denote the space of piece-wise smooth maps from the simplicial complex Σ in Figure 3 to G (cf. Remark A.7). On V i,j there exists a smooth map α i,j :
(see Figure 1) .
Proof. We first observe that
and thus a smooth map λ i,j :
is the piece-wise smooth path
(here, * means concatenation of paths and means orientation reversion). Choosing an appropriate triangulation of [0, 1] 2 then gives a map λ i,j :
Next, we consider the map
Since ϕ(W j ) ⊆ g is convex and since i −1 g ∈ W j ⊆ V it follows from the construction of
] and thus (38) defines a smooth function. This in turn restricts to a piecewise smooth function
(where c ij denotes the constant path at ij ∈ G). Choosing the same triangulation of [0, 1] 2 as above this yields a smooth map µ i,j :
is smooth, it follows that
is smooth with
All together, we have that α(i, j) := β(i, j) + λ i,j + µ i,j + ν i,j has the desired properties (where we interpret
is smooth and satisfies (37), then Figure 2) actually takes values in the singular 2-chains Z 2 (G) and determines a smooth (aka locally constant) map to H 2 (G) ∼ = π 2 (G). We denote this map
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Proof. The smoothness of Φ (i,j), (i ,j ) follows from the smoothness of α i,j , β| U ×U and from the fact that
Thus the claim follows from
The maps α i,j :
will yield multiplication morphisms on the groupoid G ω . What we need in addition in order to turn G ω into a Lie 2-group is a 2-morphism yielding the associator. This will be furnished by the next construction. For this, we note that we have an open cover
of G × G × G and the canonical maps p a :
is smooth and satisfies (37) then for each (i, j, l) ∈ G 3 , the map
takes values in the singular 2-chains Z 2 (G) and determines a smooth (aka constant) map to
Proof. The claim follows from
and the fact that α i,j is smooth on V i,j .
We now set
which is a smooth map from V i,j to z by the assumption on α i,j .
Lemma 3.7. There is a simplicial cover of BG • with (36) and (40) respectively. Moreover
as defined in (34), (35), (42), (39) and (41) constitutes a differentiable π 2 (G) Proof. A simplicial cover of BG • is induced as follows. As indexing simplicial set we take I
• with I (n) = G n with the standard simplicial maps from Example 2.1. Then U (1) , U (2) and U (3) are covers of BG 1 , BG 2 and 3.3 Dependency on choices 20 BG 3 respectively, which are by construction compatible with all simplicial maps. We now define the cover of BG n inductively from the one of BG n−1 by setting
..,gn) . Plugging in the definitions we obtain immediately (37), it follow from this and (34) that (39) and Figure 2 for the definition of Φ (i,j), (i ,j ) ). Finally, the maps
by their very definition (41) and
In order to obtain a differentiable cocycle, we have to check some further properties. In fact, we obtain
To check the compatibility of Φ (i,j),(i ,j ) with η i,j,l we observe that
where the first equality follows from the definition of Φ (i,j), (i ,j ) in (39) and of Θ in (30) (note that G acts trivially on π 2 (G)) and the second equality follows from (35) and the cocycle identity for Θ. The compatibility of Θ i,j,l and Φ (i,j),(i ,j ) in turn reads
which follows by plugging the definitions of Θ i,j,l from (41) and of Φ (i,j),(i ,j ) from (39). Finally, we have to check that Θ i,j,l is closed with respect to δ gp
which follows from the simple fact that Θ i,j,k is already the image of α i,j under δ gp .
Dependency on choices
In this section we shall briefly discuss the dependence of the construction from the previous section on the various choices that we made. If we first fix the Lie algebra 2-cocycle ω, then we are left with (1.a) the choice of α :
(1.c) the choice of the identity neighborhoods U, V
Those choices were made in a way such that they satisfy (2.a) α is smooth on U and β is smooth on
is smooth and satisfies (37), i.e.
Moreover, we constructed α and β on an identity neighborhood with the aid of a chart ϕ and V i,j with the aid of open identity neighborhoods W j ⊆ G for each j ∈ G.
Remark 3.8. All the remaining data of the differentiable cocycle (
, including the cover of BG • were constructed from these choices (cf. (34), (35), (42), (39), (41) and (40)). If we have another collection α , β , U , V , V i,j and α i,j of the data (1.a)-(1.e) satisfying the conditions (2.a)-(2.e), then we obtain another differentiable cocycle (γ i,j , η i,j,l , F i,j , Φ (i,j),(i ,j ) , Θ i,j,l ) by the aforementioned construction. We will argue now that these two differentiable cocycles differ by a coboundary. In particular, the choices of the chart ϕ : P → ϕ(P ) ⊆ g and of the W j are also inessential. The coboundary can be constructed from the given data as follows. Since G is assumed to be simply connected, there exists for each g ∈ G a map
Moreover, we may assume that g → A(g) is smooth on some identity neighborhood U ⊆ U ∩U . Let V ⊆ U be open with e ∈ V = V −1 ⊆ V ∩ V . With this, we set
3.4 A bundle-theoretic interpretation of the main construction 22 for (i, j) ∈ G × G. One readily checks with (28), (43) and (37) that ρ i,j (g) and σ i,j (g, h) are in fact closed singular 2-chains on G and thus define elements of π 2 (G). Moreover, it follows from the smoothness assumptions on β, β , A, α i,j and α i,j that ξ i , ρ i,j and σ i,j define smooth maps. Now, a lengthy but straight-forward calculation shows thatδ
holds on the refinement
where V i,j,l is constructed from V i,j as in (40).
Now let us fix all the data in (1.a)-(1.e), and take ω and ω representing the same class in H 2 (g, z), i.e., ω(x, y) − ω (x, y) = b([x, y]) for b : g → z continuous and linear. This then results in two different differentiable
. To see that they are equivalent we define
where b l is the left-invariant 1-from on G with b l (e) = b. Moreover, we set
and σ = 0. then a straight-forward computation shows that φ and φ differ by the coboundary D 3 (ρ, ξ, σ). In summary, we thus have the following 
from Lemma 3.7 does not depend on the choices that we made throughout Section 3.2.
A bundle-theoretic interpretation of the main construction
If f : G × G → Z is a locally smooth group cocycle, then we obtain a central extension of G by Z as follows. We endow the set Z × G with the group structure µ f ((x, g), (y, h)) = (x + y + f (g, h), gh) and denote the resulting group by Z × f G or shortly G f . This turns
with the canonical maps into a central extension of groups. Let f be smooth on U × U for U ⊆ G an open identity neighborhood and V ⊆ U be open such that e ∈ V , V = V −1 and V · V ⊆ U . Since V is open in G, Z × V generates G f and since Z × U carries a natural manifold structure, Theorem A.2 yields a Lie group structure on G f . Clearly, (44) is then an exact sequence of Lie groups an since we have the smooth section U x → (0, x) ∈ Z × U it is a locally trivial principal bundle. 
defines a smoothČech cocycle on the open cover (V i ) i∈G of G. The locally trivial principal bundle (44) has this cocycle as classifying cocycle.
It will be important for an understanding of the construction in this paper to have a coordinate representation of the multiplication map µ f : G f × G f → G f in terms of these bundle coordinates.
Remark 3.11. The multiplication map makes the diagram
Since the local trivializations of the bundle G f are given by
, one checks directly that the map
is the coordinate representation of the multiplication map µ f .
From this description it does not follow that f i,j actually is smooth, we only know it because we can put in a whole lot of bundle theory (yielding this expression of the coordinate representation) and group theory (yielding the smoothness of the group multiplication in Theorem A.2).
The crucial point of the construction in Section 3.2 was that there is an alternative expression for f i,j in the case that f = q • F is the locally smooth cocycle constructed in the case of discrete periods from a Lie algebra cocycle (cf. Proposition 3.3). Indeed, the expression αi,j ω l with
coincides on V i,j with αi,j since it follows immediately from (28) and (37) that the difference α i,j (g, h) − α i,j (g, h) is closed and thus
While the smoothness of f i,j = αi,j ω l is not immediate from its construction, the smoothness of αi,j ω l is so. This made the construction of the differentiable cocycle in Section 3.2 work.
4 Lie's Third Theorem
Deriving Lie algebras frométale Lie 2-groups
We now explain how to associate a Lie algebra to anétale Lie 2-group.
Definition 4.1. A Lie groupoid isétale if all its structure maps are local diffeomorphisms. We call a Lie 2-group for which the underlying Lie groupoid isétale is anétale Lie 2-group. We denote the full subcategory ofétale Lie 2-groups in Lie2-groups by Lie2-groupsé t .
The construction here is along the lines of [TZ06, Section 5]. Given a Lie 2-group structure on theétale Lie groupoid G = (G 1 → → G 0 ), the multiplication is a generalized morphism (see Appendix B). We suppose x, y) ) is smooth and represents the restriction of the multiplication in G, restricted to the full sub groupoid U := (s x, y, z) ) defines a smooth natural transformation between µ•(µ × id) and µ•(id ×µ). Now in general µ(e, e) = e, but we can re-define µ to achieve equality here. To this end consider the 2-morphism : m•(u×id) ⇒ id, which is represented by another Lie groupoid L, an essential equivalence G Ξ ← − L and a smooth natural transformation : L 0 → G 1 between the induced smooth functors m • (u × id) : L → G and id : L → G. After possibly shrinking U we may assume that there exists a section σ :
) defines a smooth smooth natural transformation between µ • (u × id) and id. With the same procedure we derive ρ from r : m • (id ×u) ⇒ id. Now there exists a neighborhood U of µ(e, e) and a section σ : U → G 1 of s G with σ(µ(e, e)) = λ(e). We may assume that µ(U × U ) ⊆ U and thus define a smooth natural transformation U × U → G 1 with source µ by (x, y) → σ(µ(x, y)). We now re-define µ as the target of this natural transformation. Since t G (σ(µ(e, e))) = e we thus have that µ(e, e) = e holds for the re-defined µ. If we also use this natural transformation to re-define the other structure morphisms of G, then this endows U with the structure of a "local Lie 2-group", where "local" means that all morphisms and 2-morphisms defining the group structure are only defined on the full subgroupoid of some neighborhood of e.
We next note thatétaleness of G implies that each element in G 1 is uniquely determined by its source and target. Since µ(e, e) = e holds we have that λ(e) = ρ(e) is the identity in e and then also α(e, e, e) due to the coherence of , r and α. Again by theétaleness of G implies that α(x, y, z) is the identity of µ(x, µ(y, z)) = µ(µ(x, y), z) on some neighborhood of (e, e, e), which we may still assume to be V . Thus (U, V, µ, e) is a local Lie group in the sense of [Nee06, Definition II.10] (the requirement on the existence of inverses follows from requiring pr 1 ×m to be invertible with a similar argument as above).
We now have to take care about the choices that we made above. Different choices will lead to a priori different local Lie groups (U, V, µ, e) and (U , V , µ , e ), and we now argue that they actually agree. We first observe that we can achieve e = e with the same method as above when ensuring µ(e, e) = e. If we construct µ with the aid of a different essential equivalence G × G ← H , then the functors µ and µ are smoothly equivalent when restricted to the full subgroupoid
Since µ(e, e) = µ (e, e) = e it follows from theétaleness of G that this smooth natural transformation is actually the identity on some neighborhood of e. We thus see that µ = µ on some neighborhood of (e, e). Thus the germ of the local group is uniquely determined by G, which in turn determines uniquely a Lie algebra L(G).
Now the same argumentation may also be applied to morphisms to show that the assignment G → L(G) actually defines a functor L : Lie2-groupsé t → LieAlgebras,
called the Lie functor. It obviously has the property that if we pre-compose it with the fully faithful embedding LieGroups → Lie2-groupsé t , given by G → G (see Example 2.10), then it coincides with the ordinary Lie functor L : LieGroups → LieAlgebras.
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We now observe that the Lie functor is compatible with extensions. .
is an equivalence of central extensions. 
Lie's Third Theorem for locally exponential Lie algebras
Central extensions of the Lie algebra g by the abelian Lie algebra z are classified by H 2 c (g, z). We now use this fact and the established integration procedure to give a criterion for a Lie algebra to come from anétale Lie and df is C n−1 and to be C ∞ or smooth if it is C n for all n ∈ N. We denote the corresponding spaces of maps by C n (U, Y ) and C ∞ (U, Y ). A (locally convex) Lie group is a group which is a smooth Hausdorff manifold modeled on a locally convex space such that the group operations are smooth. A locally convex Lie algebra is a Lie algebra, whose underlying vector space is locally convex and whose Lie bracket is continuous.
The proof of the following theorem is standard, see for instance [Bou98, Proposition III.1.9.18].
Theorem A.2. Let G be a group U ⊆ G be a subset containing e and let U be endowed with a manifold structure. Moreover, assume that there exists an open neighborhood V ⊆ U of e such that i) V −1 = V and V · V ⊆ U , ii) V × V (g, h) → gh ∈ U is smooth, iii) V g → g −1 ∈ V is smooth and iv) V generates G as a group.
Then there exists a manifold structure on G such that V is open in G and such that group multiplication and inversion is smooth. Moreover, for each other choice of V , satisfying the above conditions, the resulting smooth structures on G coincide. 
