On the dependence polynomial of a graph  by Qian, Jianguo et al.
European Journal of Combinatorics 28 (2007) 337–346
www.elsevier.com/locate/ejc
On the dependence polynomial of a graph✩
Jianguo Qiana,b, Andreas Dressb,c, Yan Wanga
a Department of Mathematics, Xiamen University, Xiamen, Fujian 361005, PR China
b Department of Mathematics, University of Bielefeld, D33501 Bielefeld, Germany
c Max Planck Institute for Mathematics in the Sciences, D-04103 Leipzig, Germany
Received 14 May 2004; accepted 5 July 2005
Available online 25 October 2005
Abstract
The dependence polynomial PG = PG (z) of a graph G is defined by PG (z) :=
∑n
i=0(−1)i ci zi where
ci = ci (G) is the number of complete subgraphs of G of cardinality i . It is clear that the complete
subgraphs of G form a poset relative to subset inclusion. Using Mo¨bius inversion, this yields various
identities involving dependence polynomials implying in particular that the dependence polynomial of the
line graph L(G) of G is determined uniquely by the (multiset of) vertex degrees of G and the number of
triangles in G. Furthermore, the dependence polynomial of the complement of the line graph of G is closely
related to the matching polynomial of G, one of the most ‘prominent’ polynomials studied in graph theory.
c© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
In this work, #X will always denote the cardinality of a set X and G = (V , E) will denote a
simple finite graph with vertex set V = VG and edge set E = EG ⊆
(
V
2
)
, and n = nG := #V
will denote its order.
For any i ∈ N, let ci = ci (G) denote the number of complete subgraphs of order (or
dependence of cardinality) i in G. The dependence polynomial PG = PG(z) of G is defined
by
PG (z) := 1 +
∑
i∈N
(−1)i ci (G)zi .
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Obviously, PG is a polynomial of degree at most n. The dependence polynomial is also called
the clique polynomial (see [2,5,6] for details). Some basic results on dependence polynomials
were established, for example, in [1–3,5,6]. Another definition of dependence polynomials was
proposed in [2] where the polynomial
P∗G(z) := PG(−z) = 1 +
n∑
k=1
ci (G)zi
was dubbed the dependence polynomial of G. In this paper, however, we will adopt the definition
presented above.
It is clear that the complete subgraphs of a graph form a poset (partially ordered set) relative to
subset inclusion ‘⊆’. This will be used in the next section to establish various identities involving
dependence polynomials and to show for instance that PG coincides with the polynomial∑
∅=W⊆Vmax
(−1)#W−1(1 − z)#∩W =
m∑
k=1
(−1)k−1
∑
1≤i1<···<ik≤m
(1 − z)#Vi1 ∩···∩Vik
where Vmax = {V1, V2, . . . , Vm} denotes the set of (distinct) maximal complete subgraphs of G.
In the third section, we study some elementary properties of the dependence polynomial of
the line graph L(G) of G = (V , E) whose vertex set VL(G) is, by definition, the set EG of edges
of G while its edge set EL(G) is defined by
EL(G) :=
{
{e, f } ∈
(
EG
2
)
: e ∩ f = ∅
}
.
We will show that the dependence polynomial of a line graph L(G) is determined uniquely
by the (multiset of) vertex degrees of G and the number of triangles in G. Further, since a
matching in G is a complete subgraph of the complement L(G) =
(
EG ,
(
EG
2
)
− EL(G)
)
of
its line graph, results regarding matching polynomials (see [6] for their definition) imply results
regarding (certain) dependence polynomials, and vice versa. For example, since all the roots of
a matching polynomial are real, all the roots of PL(G)(z) must also be real and positive.
2. A Mo¨bius-type inversion formula
Let (X ; 
) be a finite poset and let f : X → A be a map from X into an abelian group A.
For Y ⊆ X , put
f (Y) :=
∑
X∈Y
f (X),
Y := {X ∈ X : X 
 Y for some Y ∈ Y},
Y := {X ∈ X : X 
 Y for all Y ∈ Y},
and recall that, given any N subsets X1, . . . ,XN of X , the well-known exclusion–inclusion
principle implies
∑
I⊆{1,...,N}
(−1)#I f
(⋂
i∈I
Xi
)
= f
(
X −
⋃
i=1,...,N
Xi
)
(1)
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with
⋂
i∈I Xi := X in the case where I := ∅. In particular, one has∑
I⊆{1,...,N}
(−1)#I f
(⋂
i∈I
Xi
)
= 0 (2)
if and only if f (X−⋃i=1,...,N Xi ) vanishes and, hence, in particular, if X =⋃i=1,...,N Xi holds.
Probably less well known is the following variant of the Mo¨bius inversion formula:
Lemma 2.1. With the above notation, the identity∑
∅=Z⊆Y
(−1)#Z−1 f (Z) = f (Y) (3)
holds for every subset Y of X and every map f : X → A.
Proof. Clearly, we have∑
∅=Z⊆Y
(−1)#Z−1 f (Z) =
∑
∅=Z⊆Y
(−1)#Z−1
∑
X∈Z
f (X)
=
∑
X∈X
f (X) SY (X)
with
SY (X) :=
∑
∅=Z⊆Y,X∈Z
(−1)#Z−1.
Thus, all that remains to be shown is that the sum SY (X) coincides with 1 in case X ∈ Y , and
vanishes otherwise.
However, this follows easily by standard exclusion–inclusion arguments: For X in X ,Y ⊆ X ,
and Z ⊆ Y as above, put Y(X) := {Y ∈ Y : X 
 Y } and note that
X ∈ Y ⇔ Y(X) = ∅
as well as
X ∈ Z ⇔ Z ⊆ Y(X)
holds. Thus, we have∑
Z⊆Y,X∈Z
(−1)#Z =
∑
Z⊆Y(X)
(−1)#Z
=
{
1 if Y(X) = ∅,
0 else, =
{
1 if X ∈ Y,
0 else,
and therefore
SY (X) =
∑
∅=Z⊆Y,X∈Z
(−1)#Z−1
= 1 +
∑
Z⊆Y,X∈Z
(−1)#Z−1
= 1 −
{
1 if X ∈ Y,
0 else,
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=
{
1 if X ∈ Y,
0 else,
as claimed. 
Note that the right-hand side of (3) does not change if Y is replaced by any other subset Y ′ of
X with Y = Y ′. In particular, it does not change if Y is replaced by
Y ′ := Ymax,
the set of all maximal elements in Y . Thus, we also have∑
∅=Z⊆Y ′
(−1)#Z−1 f (Z) = f (Y) (4)
for every subset Y ′ of X with Y = Y ′ and, in particular,∑
∅=Z⊆Ymax
(−1)#Z−1 f (Z) = f (Y). (5)
Finally, specializing further to Y := X , we get
f (X ) =
∑
∅=Y⊆Xmax
(−1)#Y−1 f (Y). (6)
Now, assume that X is a lattice, i.e., that an element∧Y ∈ X exists for every subset Y ⊆ X
so that X 
∧Y holds for some X ∈ X if and only if X 
 Y holds for all Y ∈ Y . Furthermore,
assume that f is the Mo¨bius transform f = ĝ of a map g : X → A defined by
ĝ : X → A : X →
∑
Y
X
μ(Y, X)g(Y ),
with μ(Y, X) = μX (Y, X) denoting the Mo¨bius coefficient of Y and X relative to the partial
order “
” or, in other words, the entry at Y, X in the matrix
MX :=
∑
i≥0
(−1)i AiX ,
with AX denoting the matrix
AX := (aY,X )Y,X∈X
defined by
aY,X :=
{
1 if Y 
 X = Y,
0 else,
i.e., the inverse MX = (IX + AX )−1 of the matrix IX + AX (with IX denoting the unit matrix
(δY,X )Y,X∈X over X ). As is well known (cf. [8]), we must have
g(X) =
∑
Y
X
f (Y )
in this case for all X ∈ X and, therefore,
f (Y) =
∑
X
∧Y f (X) = g
(∧
Y
)
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for all Y ⊆ X which in turn implies that∑
∅=Z⊆Y ′
(−1)#Z−1g
(∧
Z
)
= f (Y) (7)
holds for all subsets Y ′ of X with Y = Y ′ and, hence, in particular for Y ′ := Ymax.
In particular, if X is a simplicial complex consisting of subsets of a finite set V of cardinality,
say, n (so that Y ⊆ X ∈ X implies Y ∈ X for all X, Y ⊆ V ) considered as a poset, in the
standard way, relative to subset inclusion (so that ∧Y = ⋂Y holds for all Y ⊆ X ), if A is
the additive group of the polynomial ring Z[z] of polynomials with integer coefficients in the
variable z, and if we put g(X) = gX (z) := (1 − z)#X and, hence, f (X) = fX (z) := (−z)#X , we
see that ∑
∅=Z⊆Y ′
(−1)#Z−1(1 − z)#
⋂Z = ∑
X∈Y
(−z)#X (8)
holds for all subsets Y,Y ′ of X with Y = Y ′.
Thus, if we define the polynomial PX = PX (z) by
PX (z) :=
∑
X∈X
(−z)#X ,
we must have
PX (z) =
∑
∅=Y⊆X
(−1)#Y−1(1 − z)#
⋂Y = ∑
∅=Y⊆Xmax
(−1)#Y−1(1 − z)#
⋂Y . (9)
Note that the dependence polynomial PG associated with G as defined above is just a
special case of the polynomial PX associated with a simplicial complex X : Indeed, we have
PG(z) = PC(G)(z) for the simplicial complex C(G) consisting of all complete subgraphs C ⊆ V
of G. That is,
PG (z) =
∑
∅=W⊆Vmax
(−1)#W−1(1 − z)#∩W
=
m∑
k=1
(−1)k−1
∑
1≤i1<···<ik≤m
(1 − z)#Vi1∩···∩Vik , (10)
where Vmax = {V1, V2, . . . , Vm} denotes the set of (distinct) maximal complete subgraphs of G.
Remark 2.2. The above considerations can also be applied to various other graph polynomials.
For example, we know that all matchings in G = (V , E) form a simplicial complex consisting
of subsets of E . Consider for instance the matching polynomial MG = MG (z) of G defined by
MG (z) :=
∑
i≥0
(−1)imi (G)zn−2i
where mi (G) denotes the number of matchings in G of cardinality i (cf. [7]). Using arguments
as above, it is easy to see that MG (z) coincides with the polynomial
zn
∑
∅=N⊆Mmax
(−1)#N−1
(
1 − 1
z2
)#∩N
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= zn
q∑
k=1
(−1)k−1
∑
1≤i1<i2<···<ik≤q
(
1 − 1
z2
)#Mi1 ∩···∩Mik
whereMmax = {M1, M2, . . . , Mq } is the set of distinct maximal matchings in G.
Finally, given a family X1, . . . ,XN of subcomplexes of X , we may denote the number of
subsets X of cardinality i inX that are not contained in any one of the subcomplexesX1, . . . ,XN
by ci (X : X1, . . . ,XN ), and define the polynomial P(X :X1,...,XN )(z) by
P(X :X1,...,XN )(z) :=
n∑
i=0
(−1)i ci (X : X1, . . . ,XN )zi
Then, (1) implies that the identity∑
I⊆{1,...,N}
(−1)#I P⋂
i∈I
Xi (z) = P(X :X1,...,XN )(z) (11)
holds for any given family X1, . . . ,XN of subcomplexes of X and, hence, one has∑
I⊆{1,...,N}
(−1)#I P⋂
i∈I
Xi (z) = 0 (12)
for such a family if and only if one has X =⋃i∈I Xi .
3. A generalization of a theorem of Fisher and Solow
For any family G = (Gi )i=1,...,N of subgraphs G1 = (V1, E1), . . . , GN = (VN , EN ) of G,
the union
⋃G and the intersection⋂G of G1, . . . , GN is, as usual, defined by⋃
G :=
( ⋃
i=1,...,N
Vi ,
⋃
i=1,...,N
Ei
)
and ⋂
G :=
( ⋂
i=1,...,N
Vi ,
⋂
i=1,...,N
Ei
)
,
respectively. Further, let ck(G) denote the number of complete subgraphs C ⊆ V of cardinality
k in G that are not a complete subgraph in any one of the subgraphs Gi (i = 1, . . . , N), and
denote by PG the corresponding dependence polynomial of G defined by
PG(z) :=
∑
i=0,...,n
(−1)i ci (G)zi .
In [3], Fisher and Solow showed that, if G1 and G2 are two disjoint subgraphs of G, then
PG1∪G2(z) = PG1(z) + PG2(z) − 1.
Here, we note that (11) implies the following generalization of this result:
Theorem 3.1. Given a family G = (Gi )i=1,...,N of subgraphs G1 = (V1, E1), . . . , GN =
(VN , EN ) of G, one has∑
I⊆{1,...,N}
(−1)#I P⋂
i∈I
Gi (z) = PG(z) (13)
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(here, for convenience and in accordance with the fact that the empty set is a complete subgraph
in any graph, even that with no vertex, we put P∅ := 1 for the empty graph, and we put⋂
i∈∅ Gi := G, in accordance with (1)). In particular, one has∑
I⊆{1,...,N}
(−1)#I P⋂
i∈I
Gi (z) = 0 (14)
if and only if every complete subgraph C ⊆ V of G is a subgraph of, at least, one of the graphs
Gi (i = 1, . . . , N).
Proof. All we need to observe is that, given any subset I of {1, . . . , N}, a subset C of V is a
complete subgraph in the graph
⋂
i∈I Gi if and only if C is a complete subgraph in each of the
graphs Gi (i ∈ I ) in the case where I = ∅, and that a complete subgraph C ⊆ V of G is either
contained in
⋃N
i=1 C(Gi ) or taken account of by the polynomial PG(z). 
Note that any complete subgraph C of G is a complete subgraph of at least one of the graphs
G1, . . . , GN in the case where the subgraphs G1 = (V1, E1), . . . , GN = (VN , EN ) are pairwise
disjoint and G =⋃G holds in which case the above identity specializes to the formula
PG (z) =
N∑
i=1
PGi (z) − N + 1, (15)
and that this holds also in the case where N := 2, E1 = E ∩
(
V1
2
)
, and E2 = E ∩
(
V2
2
)
.
4. The line graph and its complement
Theorem 4.1. Let n, e and t be the numbers of vertices, edges, and triangles in G, respectively,
and let L(G) denote the “line graph” associated with G, i.e. the graph with vertex VL(G) := EG
and edge set EL(G) := {{e, e′} ∈
(
E
2
)
: e ∩ e′ = ∅}. Then
PL(G)(z) =
∑
v∈VG
(1 − z)d(v) + t (1 − z)3 − 3t (1 − z)2
+ (3t − e)(1 − z) + 1 − n + e − t
=
∑
v∈VG
(1 − z)d(v) − tz3 + ez + 1 − n (16)
where d(v) is the degree of the vertex v.
Proof. We know that any maximal complete subgraph in L(G) corresponds to a star or a triangle
in G. On the other hand, any two or more maximal complete subgraphs in L(G) have at most
two vertices in common. So by (10), PL(G)(z) has the form
PL(G)(z) =
∑
v∈VG
(1 − z)d(v) + t (1 − z)3 + ψ(z),
where ψ(z) is a polynomial in z of degree at most 2. In other words, the coefficients of zk on both
sides of (16) are the same for k ∈ {3, 4, . . . , n}. So, it remains to show that both sides of (16)
have the same terms of degree k for k ∈ {0, 1, 2}.
Since a complete subgraph C in L(G) has order 2 if and only if C corresponds to two adjacent
edges in G, the coefficient of z2 in the left side of (16) is ∑v∈VG ( d(v)2 ). On the other hand, we
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notice that
t (1 − z)3 − 3t (1 − z)2 + (3t − e)(1 − z) + 1 − n + e − t
= −tz3 + ez + 1 − n
does not contain the term z2. This implies that the coefficient c2 of z2 on the right-hand side
of (16) is equal to that in∑v∈VG (1 − z)d(v), i.e. c2 =∑v∈VG ( d(v)2 ).
Finally, it is not difficult to see that the coefficients of the term z on both sides of (16) are
equal to −e, and the constants are equal to 1. This completes our proof. 
Remark 4.2. Since the number of edges of a graph is determined by its vertex degrees,
Theorem 4.1 implies that PL(G)(z) is determined uniquely by the vertex degrees and the number
of triangles of G.
Corollary 4.3. A polynomial
P(z) = ak(1 − z)k + ak−1(1 − z)k−1 + · · · + a1(1 − z) + a0, ak = 0, (17)
is the dependence polynomial of a line graph if and only if
(1) a0 = 1 − a1 − a2 − · · · − ak and
(2) there is a nonnegative integer t such that
k, . . . , k︸ ︷︷ ︸
ak
, . . . , 4, . . . , 4︸ ︷︷ ︸
a4
, 3, . . . , 3︸ ︷︷ ︸
a3−t
, 2, . . . , 2︸ ︷︷ ︸
a2+3t
, 1, . . . , 1︸ ︷︷ ︸
k∑
i=1
iai +a1−3t
,
is the degree sequence of a graph having t triangles.
Proof. Let G be a graph having degree sequence k, . . . , k︸ ︷︷ ︸
ak
, . . . , 4, . . . , 4︸ ︷︷ ︸
a4
, 3, . . . , 3︸ ︷︷ ︸
a3−t
, 2, . . . , 2︸ ︷︷ ︸
a2+3t
,
1, . . . , 1︸ ︷︷ ︸∑k
i=1 iai +a1−3t
and having t triangles. By Theorem 4.1, one can easily verify that the right-hand
side of (16) is equal to that of (17). This implies that P(z) is the dependence polynomial of the
line graph of G.
Conversely, let P(z) be the dependence polynomial of the line graph of a graph G. Then, by
Theorem 4.1, we have
ak(1 − z)k + ak−1(1 − z)k−1 + · · · + a1(1 − z) + a0
=
∑
v∈VG
(1 − z)d(v) + t (1 − z)3 − 3t (1 − z)2 + (3t − e)(1 − z) + 1 − n + e − t .
The corollary follows directly by comparing the two sides of the equation above. 
Next, note that a matching of cardinality i in G corresponds to a complete subgraph of order
i in L(G) (the complement of the line graph of G). So, the following result is immediate.
Proposition 4.4. For any graph G of order n,
MG (z) = zn PL(G)
(
1
z2
)
or equivalently PL(G)(z
2) = zn MG
(
1
z
)
. 
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The matching polynomial is one of the most thoroughly studied polynomials in graph
polynomials (for example, see [4,7]). By Proposition 4.4, the properties of MG (z) do certainly
lead to some results for PL(G)(z), and vice versa. Here we only give the following as an example.
Proposition 4.5. Let G be a graph of order n.
(1) If ξ0 is a root of PL(G)(z), then ξ0 is real and positive. Furthermore,
ξ0 >
1
4(Δ(G) − 1) .
(2)
d
dz
PL(G)(z
2) = n
z
PL(G)(z
2) − 1
z
∑
v∈VG
PL(G−v)(z
2).
(3) For any tree T ,
PL(T )(z
2) = znφT
(
1
z
)
,
where for a graph G, φG(z) is the characteristic polynomial [4] of (the adjacency matrix of)
G.
Proof. (1) If t is a root of MG (z) then t is real and, moreover, t < 2
√
Δ(G) − 1 (see [7]),
where Δ(G) is the maximum of the vertex degrees of G. The assertion follows directly from
Proposition 4.4.
(2) In [4], it is known that
d
dz
MG (z) =
∑
v∈VG
MG−v(z).
Thus, by Proposition 4.4 we have
d
dz
PL(G)(z
2) = nzn−1 MG
(
1
z
)
+ zn d
dz
MG
(
1
z
)
= nzn−1
(
1
z
)n
PL(G)(z
2) − 1
z
zn−1
∑
v∈VG
MG−v
(
1
z
)
= n
z
PL(G)(z
2) − 1
z
∑
v∈VG
zn−1 MG−v
(
1
z
)
= n
z
PL(G)(z
2) − 1
z
∑
v∈VG
PL(G−v)(z
2).
(3) It is known that, for any tree T , MT (z) = φT (z) (see [4]). So we have
PL(T )
(
z2
)
= zn MT
(
1
z
)
= znφT
(
1
z
)
. 
Remark. It is well known that PG(z) is closely related to the trace monoidM = M(G) defined
by G: the set of vertices of G is the set of generators of M and hence any k-tuple of generators
defines an element of M of size k. This implies that the number tk of elements of size k in M
satisfies the relation
tk ≤ nk . (18)
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It is also well known that PG (z)−1 is the generating function of {tk}k and, moreover, if ξ0 is
the root of smallest modulus of PG (z) then ξ0 is a positive real number which is easily seen to
imply that
tk = aξ−k0 kb−1(1 + o(1)), (19)
where a, b are positive constants (see [5,6] for details). Combining (18) with (19) we easily see
that
ξ0 ≥ 1
n
.
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