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1. Введение
Задача реконструкции динамических моделей (такой термин принят в нелинейной ди-
намике [1]), или идентификации систем (в терминах математической статистики [2]), проис-
ходит из желания исследователей по доступным в ходе наблюдения или активного экспери-
мента данным подобрать оператор эволюции для изучаемого объекта. Чаще всего данные
представляются в виде временных рядов — дискретных последовательностей значений од-
ной (скалярный ряд) или нескольких (векторный ряд) наблюдаемых величин от времени.
Если наблюдение представляет собой измерение, то обычно такие ряды снимаются с помо-
щью аналого-цифровых преобразователей через равные промежутки времени (эквидистант-
ный ряд); такие ряды получаются при работе некоторых радиофизических, медицинских
и многих других измерительных и диагностических приборов.
Задача реконструкции, как и всякая обратная задача, в общем случае некорректна и мо-
жет иметь множество различных решений, поскольку наблюдаемые ряды не несут полной
информации о породившей их системе, а кроме того искажены помехами и шумами. По-
этому часто задачу реконструкции классифицируют по степени сложности, или по объему
доступной об объекте моделирования дополнительной информации [3]. Можно условно вы-
делить следующие варианты: 1) задача о «черном ящике», когда кроме временного ряда
ничего более о системе не известно, 2) задача о «сером ящике», когда имеется дополни-
тельная информация, как правило, помогающая определить принадлежность исследуемой
системы к некоторому более или менее специальному классу, конкретизировать, сузить за-
дачу, 3) задача о «белом ящике», когда оператор эволюции известен из первых принципов,
так что остается только определить параметры и, возможно, измерить скрытые перемен-
ные. Следует отметить, что задача о черном ящике, как правило, не решаема, а задача
о белом ящике встречается на практике достаточно редко (один из успешных примеров
см. [4]), хотя оба типа задач и представляют большой практический интерес.
К настоящему времени накоплено достаточно большое число результатов по рекон-
струкции в различных специальных случаях, в частности: для коротких сигналов [5], для
защиты информации [6], для неавтономных систем, описываемых обыкновенными диффе-
ренциальными уравнениями, под периодическим [7] и квазипериодическим [8] воздействи-
ем, для стохастических систем на основе байесова подхода [9, 10], при наличии скрытых
переменных [11, 12].
В данной работе рассматривается задача реконструкции уравнений состояния в случае,
когда изучаемый объект может быть описан уравнениями с запаздывающей обратной свя-
зью. Системы, для которых уравнения с запаздыванием могут послужить подходящей мо-
делью, достаточно распространены в природе [13–15]. Например, реальные системы, описы-
ваемые уравнениями с запаздывающим аргументом, встречаются в биофизике (уравнение
Маккея –Гласса, описывающее регуляцию состава крови [16, 17], уравнение барорефлектор-
ной регуляции артериального давления [18]), в оптике (уравнение Икеды, используемое для
описания динамики пассивного оптического резонатора [19]), в радиофизике (радиотехни-
ческий генератор с запаздывающей обратной связью [20]).
Неавтономные модели могут включать в себя также некоторое внешнее воздействие,
в качестве которого может выступать дыхание (в задаче описания регуляции артериального
давления [18]), принимаемый сигнал (в радиофизических или оптических системах переда-
чи информации [21]) или сигнал управляющей системы (в задачах исследования синхрони-
зации внешним сигналом [22]).
Так как системы с запаздыванием обладают бесконечномерным фазовым простран-
ством, это затрудняет решение задачи реконструкции по временному ряду с помощью уни-
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версальных алгоритмов, обзор которых сделан в [1]. Действительно, при больших временах
задержки даже скалярные дифференциальные уравнения с запаздыванием могут демон-
стрировать хаотические движения очень высокой размерности. Поэтому для реконструк-
ции систем с запаздыванием разрабатываются специальные методы [23–36]. Однако задача
восстановления модельных уравнений систем с запаздыванием по временным рядам в слу-
чае, когда эти системы находятся под внешним воздействием, до сих пор остается мало-
исследованной. Вообще говоря, такая ситуация типична для многих практически важных
задач [37, 38]. Следует отметить, что специализированные подходы активно разрабаты-
ваются также для реконструкции систем, описываемых неавтономными обыкновенными
дифференциальными уравнениями [8].
В данной работе мы предлагаем метод восстановления систем с запаздывающей об-
ратной связью, находящихся под силовым внешним периодическим воздействием, по их
временным рядам. Метод основан на использовании априорной информации о виде модель-
ного уравнения системы, структура которого, в том числе наличие внешнего воздействия,
учитывается при построении модели.
2. Описание метода
2.1. Идея метода
Рассмотрим уравнение системы с запаздыванием порядка D в достаточно общем виде:
dDx(t)
dtD
= f
(
x(t), dx
dt
, d
2x
dt2
, . . . , x (t− τ0)
)
, (2.1)
где τ0 — время запаздывания, f — нелинейная функция. К уравнению вида (2.1) сводятся,
например, уравнение Маккея –Гласса [16] и уравнение Икеды [19], ставшие эталонными при
исследовании систем с запаздыванием.
Пусть на систему (2.1) действует внешний периодический сигнал z(t), а модельное
уравнение при этом принимает вид
dDx(t)
dtD
= f
(
x(t), dx
dt
, d
2x
dt2
, . . . , x (t− τ0) , z(t)
)
. (2.2)
Далее будем полагать, что порядок системы с запаздыванием D и способ введения
внешнего воздействия известны априорно, а параметры ε и τ , нелинейную функцию f
и форму внешнего воздействия z(t) — его амплитуду, частоту, спектральный состав —
требуется найти. Тогда для восстановления по временному ряду системы вида (2.2) мы
предлагаем следующий подход:
• вместо задачи о реконструкции дифференциальных уравнений будем решать задачу
о реконструкции их разностной схемы (то есть фактически отображения последова-
ния), построенной методом Эйлера;
• будем аппроксимировать нелинейную функцию f степенным полиномом;
• время запаздывания будем оценивать одним из методов, предложенных в работах [29,
33], прежде чем восстанавливать остальные параметры;
• внешнее воздействие будем аппроксимировать тригонометрическим полиномом по ана-
логии с [8].
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Далее опишем алгоритм подробнее на примере системы первого порядка (D = 1); для
систем более высоких порядков процедура аналогична с поправкою на большую сложность
соответствующих формул. Ограничимся случаем аддитивного воздействия, имея в виду,
что в целом аналогично [7] можно обобщить на случаи произвольного воздействия метод,
разработанный для аддитивного воздействия. Уравнение системы с запаздыванием первого
порядка может быть получено из (2.2) и традиционно записывается следующим образом:
ε
dx(t)
dt
= f
(
x(t), x (t− τ0)
)
+ z(t), (2.3)
где ε — параметр, характеризующий инерционные свойства системы, выделенный из функ-
ции f .
Перейдем от дифференциального уравнения (2.3) к разностному уравнению, для систем
первого порядка получится следующее выражение:
ε
x(t + Δt)− x(t)
Δt
= f
(
x(t), x (t− τ0)
)
+ z(t), (2.4)
где Δt — малое время, равное интервалу выборки. Уравнение (2.4) можно переписать в виде
x(t + Δt) = 1εx(t) +
Δt
ε f
(
x(t), x (t− τ0)
)
+ Δtε z(t). (2.5)
Запишем уравнение (2.5) в виде отображения, включив слагаемое 1εx(t) и коэффициент
Δt
ε
в состав нелинейной функции и функции внешнего воздействия:
x′n+1 = f
′(xn, xn−m)+ z′n, (2.6)
где n = t/Δt — дискретное время, m = τ0/Δt — дискретное время задержки, штрих у x′n+1
означает, что имеется в виду не наблюдаемое, а прогнозируемое по наблюдаемым значение
(в идеале они, конечно, должны совпасть). Функция f ′ представляется в виде полинома
степени N : если нет дополнительной информации о свойствах исходной системы — поли-
нома общего вида со всеми перекрестными членами, если такая информация имеется —
специализированного полинома или суммы полиномов более простого вида.
Периодическое внешнее воздействие представим в виде тригонометрического полинома:
z′n =
M∑
k=1
(ck cos(kωnΔt) + dk sin(kωnΔt)), (2.7)
где ck и dk — коэффициенты тригонометрического полинома степени M , аппроксимирую-
щего внешнее периодическое воздействие.
2.2. Оценка коэффициентов
Для нахождения коэффициентов модели (2.6) используется критерий наименьших квад-
ратов, минимизирующий средний квадрат одношаговой ошибки прогноза построенных мо-
делей:
S2 =
〈(
xn+1 − x′n+1(τ)
)2〉
, (2.8)
где угловые скобки обозначают усреднение по времени. Такая мера показывает, насколько
хорошо модель описывает наблюдаемую реализацию, если начальные условия для одноша-
гового прогноза выбираются из исходного временного ряда.
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Поскольку модельное уравнение (2.6) имеет нелинейную зависимость от частоты ω
внешнего воздействия, необходимо использовать нелинейный метод наименьших квадра-
тов, то есть прибегать к итерационным алгоритмам. Нами использован метод Ньютона,
заключающийся в следующем: задаются начальные догадки для искомых коэффициентов
модели, далее система в окрестности них линеаризуется и с помощью линейного метода
находятся поправки к начальным догадкам, эти поправки добавляются к значениям пара-
метров, после чего процедура повторяется до тех пор, пока значения поправок на очередном
шаге не станут пренебрежимо малы.
В нашем случае задача упрощается тем, что при использовании полиномиальной ап-
проксимации f только один коэффициент (частота ω) входит нелинейно, поэтому метод
был модифицирован таким образом, что начальное условие задавалось и поправки вычис-
лялись только для ω, остальные коэффициенты рассчитывались на каждом шаге линей-
ным методом. В качестве начального приближения для ω была использована оценка по
спектру мощности колебаний системы (2.3). Поскольку в спектре мощности неавтономной
системы с запаздыванием в общем случае сложно выделить пик, соответствующий перио-
дическому внешнему воздействию, особенно если амплитуда воздействия мала, начальное
приближение может быть недостаточно точным, что приведет итерационную процедуру
к нахождению локального минимума функции (2.8) вместо глобального. Эту проблему
можно частично решить, если перебирать начальные догадки из некоторого достаточно
широкого интервала с заданным шагом и проводить процедуру реконструкции для каждой
начальной догадки, после чего выбрать результат, соответствующий наименьшему значе-
нию функции (2.8).
Следует отметить, что в случае длинного временного ряда, содержащего большое число
периодов внешнего воздействия, даже малая погрешность в определении ω неизбежно ведет
к «набегу фазы» и плохому описанию внешнего воздействия соответствующими слагаемыми
в модели (2.6). При реконструкции это сказывается таким образом, что область сходимо-
сти глобального минимума функции (2.8) оказывается очень узка. Поэтому реконструкцию
следует проводить для достаточно коротких по сравнению с характерным периодом воздей-
ствия временных рядов (например, 5–10 периодов). При этом, однако, теряется преимуще-
ство, которое дает более длинный ряд с точки зрения точности и достоверности оценок. Эти
потери можно частично скомпенсировать, если разбить исходный длинный временной ряд
на короткие участки, провести реконструкцию для каждого из них, а затем усреднить полу-
ченные значения коэффициентов. Аналогичный подход был использован в работе [39] при
реконструкции неавтономных нелинейных осцилляторов без запаздывания по временным
рядам. Недостатком такого подхода можно считать довольно посредственные статистиче-
ские свойства оценок коэффициентов (по сравнению тем, как если бы они были получены
по всему ряду целиком).
Альтернативный подход состоит в том, чтобы сначала грубо оценить частоту внешнего
воздействия по коротким временным рядам длиною в 5–10 характерных периодов внешне-
го воздействия, перебирая начальные приближения для ω с больши´м шагом из широкого
интервала. Далее реконструкция проводится уже для всего имеющегося временного ряда,
причем полученное на предыдущем этапе значение ω используется в качестве начального
приближения.
С увеличением степени полиномов N и M средний квадрат одношаговой ошибки про-
гноза (2.8) моделей уменьшается. Мы ограничиваемся такими значениями N и M , при
которых величина (2.8) достигает насыщения и при дальнейшем их увеличении меняется
слабо.
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2.3. Использование априорной информации
Для многих практически важных систем [16, 19] уравнения вида (2.1) и даже (2.3) яв-
ляются слишком общими, так что на основе априорной информации можно конкретизиро-
вать вид функции f . Например, для большинства известных генераторов с запаздывающей
обратной связью можно функцию f представить в виде суперпозиции члена, ответствен-
ного за мгновенную динамику (как правило, это линейное слагаемое −x(t)), и нелинейной
функции φ
(
x (t− τ) ), отвечающей за задержанную динамику:
f(t) = −x(t) + φ(x (t− τ) ). (2.9)
Учет априорной информации о природе системы крайне желателен, поскольку, как неод-
нократно подчеркивалось [3], использование универсальных моделей (в том числе с поли-
номами общего вида в качестве аппроксимирующих функций) приводит к необходимости
оценки очень большого числа коэффициентов, что сложно реализовать на практике.
При аппроксимации внешнего воздействия тригонометрическим полиномом (2.7), урав-
нение (2.6) для систем с нелинейной функцией вида (2.9) может быть представлено следу-
ющим образом:
x′n+1 = axn +
N∑
k=0
bkx
k
n−m +
M∑
k=1
(
ck cos(kωnΔt) + dk sin(kωnΔt)
)
. (2.10)
Значение m, при котором наблюдается минимальное значение S2, принимается в ка-
честве оценки дискретного времени запаздывания, которое связано с истинным временем
запаздывания соотношением τ0 = mΔt. Определив коэффициенты модели (2.10), можно
восстановить параметр инерционности и нелинейную функцию системы с запаздывани-
ем (2.9), а также амплитуду внешнего воздействия z(t). В качестве оценки параметра ε
будем использовать величину ε̂ = Δt/(1− a). Нелинейную функцию f можно восстановить
по коэффициентам bk аппроксимирующего ее полинома, причем коэффициенты bk следует
умножить на ε̂/Δt. Амплитуду A внешнего воздействия можно оценить по коэффициен-
там ck и dk тригонометрического полинома: Â = ε̂Δt
√∑M
k=1
(
c2k + d
2
k
)
. Частота ω внешнего
воздействия находится с помощью метода Ньютона описанным выше способом.
3. Тестирование метода
3.1. Восстановление неавтономной системы с запаздыванием
с квадратичной нелинейностью
Рассмотрим сначала применение метода к временным рядам системы с запаздывани-
ем (2.3), функция f которой является квадратичной, а внешнее воздействие гармоническим:
εx˙(t) = −x(t) + λ− x2(t− τ0) + A sin(ωt), (3.1)
где λ — управляющий параметр. Параметры уравнения (3.1) выберем следующие: λ = 1.85,
τ0 = 100, ε = 20, A = 0.7, ω = 0.02π. При этих параметрах неавтономная система (3.1) де-
монстрирует хаотические колебания (рис. 1a). Для построения модели будем использовать
временной ряд длиной L = 20000 точек при интервале выборки Δt = 1. При построе-
нии модельного уравнения (2.6) ограничимся степенным полиномом второй степени N = 2
и тригонометрическим полиномом первой степени M = 1.
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Рис. 1. (a) Временной ряд системы с запаздыванием (3.1) в режиме хаотических колебаний. (b) За-
висимость среднего квадрата одношаговой ошибки прогноза модели от пробного времени запазды-
вания при N = 2 и M = 1. (c) Восстановленная нелинейная функция.
На рисунке 1b приведена зависимость погрешности (2.8) модели (2.6) от пробного вре-
мени задержки τ , перебираемого из интервала от 0 до 500 с шагом 1, при N = 2 и M = 1.
График демонстрирует отчетливый минимум при τ = τ0 = 100.
С помощью метода Ньютона найдем частоту воздействия f0 = ω/2π. Восстановленная
частота воздействия f̂0 совпадает с истинной частотой: f̂0 = f0 = 0.01. Коэффициенты
модели (2.6) принимают при этом следующие значения: a = 0.95, b0 = 0.0925, b1 ∼ 10−16,
b2 = −0.05, c1 ∼ 10−17, d1 = 0.035. По ним легко получить оценку значений ε, λ и A: ε̂ = 20,
λ̂ = b0/(1 − a1) = 1.85, Â = 0.7. Заметим, что все параметры системы (3.1) восстановлены
точно. Восстановленная нелинейная функция приведена на рисунке 1c. Она практически
совпадает с истинной квадратичной функцией системы (3.1).
Мы исследовали эффективность метода в присутствии динамического и измеритель-
ного шума. Было показано, что при добавлении в динамику системы нормального белого
шума (с нулевым средним и среднеквадратичным отклонением 20% от среднеквадратич-
ного отклонения сигнала системы без шума) положение минимума S2(τ) позволяет точно
восстановить τ0, а метод Ньютона — точно восстановить f0. Остальные параметры систе-
мы удается восстановить с очень хорошей точностью: ε̂ = 20.01, λ̂ = 1.851, Â = 0.701.
С увеличением уровня шума минимум S2(τ) становится все менее выраженным, а потом
исчезает.
Аналогично, метод оказывается работоспособен при добавлении измерительного шума
с уровнем порядка 5%–20%. Измерительный и динамический шумы одинаковой амплиту-
ды вносят примерно одинаковые искажения в оценки коэффициентов, что обусловлено тем,
что мы восстанавливали отображение последования (разностную схему), а не дифферен-
циальное уравнение, и, таким образом, избежали необходимости численно оценивать про-
изводную наблюдаемого временного ряда (именно измерительный шум вносит наибольшие
искажения в оценку производной).
Работоспособность метода исследована при различных частотах внешнего периодиче-
ского воздействия. Установлено, что метод остается эффективным в широком диапазоне
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значений ω. Нижняя граница допустимой частоты воздействия определяется длиной ряда,
который должен содержать несколько периодов внешнего воздействия. Верхняя граница
определяется для рассмотренных систем частотой дискретизации временного ряда: необхо-
димо иметь хотя бы несколько точек на период воздействия; при этом работоспособность
метода не зависит от соотношения собственной частоты колебаний, определяемой временем
запаздывания, и частоты воздействия.
Возьмем теперь в качестве внешнего воздействия периодический сигнала осциллятора
ван дерПоля, уравнение которого имеет вид
ν¨(t)− (δ − ν2(t)) ν(t) + Ω2ν(t) = 0, (3.2)
где δ — параметр нелинейности, а Ω — частота линейных колебаний. Пусть δ = 1, Ω = 0.02π.
При этих значениях параметров система (3.2) демонстрирует сильно несинусоидальные ав-
токолебания с частотой f0 ≈ 0.0022 и амплитудой V ≈ 2. Отметим, что разница между
частотой автоколебаний f0 и параметром Ω/2π = 0.01, определяющим частоту линейных
колебаний, обусловлена нелинейностью системы.
Уравнение неавтономной системы с запаздыванием принимает при этом вид
εx˙(t) = −x(t) + λ− x2(t− τ0) + Kν(t), (3.3)
где K — коэффициент связи, определяющий амплитуду внешнего воздействия A = KV .
Пусть K = 0.1, при этом A = 0.2.
Параметры уравнения (3.3) оставим такими же, как в уравнении (3.1): λ = 1.85, τ0 =
= 100, ε = 20. Поскольку сигнал осциллятора ван дерПоля является более сложным, чем
гармонический сигнал, для его аппроксимации требуется тригонометрический полином бо-
лее высокого порядка. При построении модельного уравнения (2.6) мы использовали N = 2
и M = 9.
Зависимость S2(τ), как и для случая гармонического воздействия, демонстрирует ми-
нимум при τ = 100. Восстановленная частота воздействия f0 = 0.002224. Остальные па-
раметры системы удается восстановить с высокой точностью: ε̂ = 19.985, λ̂ = 1.8499, Â =
= 0.230. Восстановленная нелинейная функция практически совпадает с функцией, приве-
денной на рисунке 1c.
Присутствие шума оказывает качественно такое же влияние на результаты реконструк-
ции системы (3.3), как и на результаты реконструкции системы (3.1), находящейся под
гармоническим внешним воздействием.
Большинство известных методов реконструкции систем с запаздыванием ориентирова-
но на использование хаотических временных рядов. Предложенный в данной работе метод
может быть применен для восстановления неавтономных систем с запаздыванием, совер-
шающих как хаотические, так и периодические колебания. При применении метода к систе-
мам (3.1) и (3.3), находящимся в режиме периодических колебаний, нами были получены
результаты, качественно подобные представленным выше для хаотических режимов.
3.2. Восстановление неавтономного уравнения Икеды
Далее метод применялся к хаотическим временным рядам уравнения Икеды
x˙(t) = −x(t) + μ sin (x(t− τ0)− x0), (3.4)
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находящегося под внешним периодическим воздействием в отсутствие и в присутствии ди-
намического и измерительного шума. Уравнение (3.4) относится к системам с запаздыва-
нием, описываемым уравнением (2.3) с ε = 1. Как и в разделе 3.1, в качестве внешнего
воздействия использовались гармонический сигнал и сигнал осциллятора ван дерПоля.
Поскольку число рассмотренных ситуаций достаточно велико, а полученные для них
результаты качественно похожи, ограничимся иллюстрацией лишь одного случая. Приме-
ним метод к хаотическому временному ряду уравнения Икеды, находящегося под внешним
гармоническим воздействием в присутствии динамического шума,
x˙(t) = −x(t) + μ sin (x(t− τ0)− x0) + A sin(ωt) + ξ(t) (3.5)
при μ = 20, τ0 = 2, x0 = π/3, A = 1, ω = 0.2π. На рисунке 2 a приведен фрагмент временного
ряда для случая, когда ξ(t) — это 20%-ный гауссовский белый шум с нулевым средним
значением. Весь ряд состоял из 20 000 точек при интервале выборки Δt = 0.01.
При построении модельного уравнения (2.10) мы использовали полиномы различной
степени. Ограничимся степенным полиномом с N = 15 и гармоническим полином первой
степени M = 1, поскольку при дальнейшем увеличении N и M величина S2(τ) меняется
слабо. Зависимость S2(τ), построенная при τ , изменяющемся от 0 до 400 с шагом 1, имеет
минимум при τ = m = 20 (рис. 2b), обеспечивая точное восстановление τ0 = mΔt = 2.
Рис. 2. (a) Хаотический зашумленный временной ряд неавтономного уравнения Икеды (3.5). (b) За-
висимость одношаговой ошибки прогноза модели от пробного времени запаздывания при N = 15
и M = 1. (c) Восстановленная нелинейная функция.
Восстановленная с помощью метода Ньютона частота воздействия f̂0 = 0.1003 близка
к истинной частоте f0 = ω/2π = 0.1. Коэффициент a = 0.9898 модели (2.10) дает оценку
параметра инерционности ε̂ = 0.98, а коэффициенты c1 = −0.0029 и d1 = 0.0094 дают
оценку амплитуды воздействия Â = 0.96.
Восстановленная нелинейная функция приведена на рисунке 2c. Ее амплитуда поз-
воляет получить оценку μ̂ = 20.059. Параметр x0 может быть найден по формуле x̂0 =
= − arcsin
(
1
μ̂
(εx˙(t) + x(t))
)
, где εx˙(t) + x(t) равно значению восстановленной функции f
при x(t− τ0) = 0. Получаем x̂0 = 1.063 (π/3 ≈ 1.047).
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3.3. Восстановление неавтономного уравнения Маккея – Гласса
В качестве последнего примера рассмотрим реконструкцию уравнения Маккея –Гласса
x˙ = −0.1x(t) + 0.2x(t− τ0)
1 + x10(t− τ0)
, (3.6)
которое делением на 0.1 может быть приведено к виду (2.3) с ε = 10. Как и в предыдущих
разделах, были исследованы случаи гармонического внешнего воздействия и воздействия
сигналом осциллятора ван дерПоля как в отсутствие, так и в присутствии шума.
Так как полученные результаты опять качественно похожи, ограничимся иллюстра-
цией лишь одного случая. Применим метод к хаотическому временному ряду уравнения
Маккея –Гласса, находящегося под воздействием сигнала осциллятора ван дерПоля (3.2)
в присутствии измерительного шума:
x˙ = −0.1x(t) + 0.2x(t − τ0)
1 + x10(t− τ0)
+ Kν(t). (3.7)
Пусть параметры осциллятора ван дерПоля (3.2) определены как δ = 1, Ω = 0.05π. При этих
значениях параметров система (3.2) демонстрирует сильно несинусоидальные автоколеба-
ния с частотой f0 ≈ 0.0115 и амплитудой V ≈ 2. Возьмем τ0 = 300, K = 1, при этом A = 2.
Добавим к временному ряду уравнения (3.7) 5%-ный гауссовский белый шум с нулевым
средним значением. На рисунке 3a приведен фрагмент полученного временного ряда. Весь
ряд состоял из 20 000 точек при интервале выборки Δt = 1.
Рис. 3. (а) Хаотический зашумленный временной ряд неавтономного уравнения Маккея – Гласса
(3.7). (b) Зависимость одношаговой ошибки прогноза модели от пробного времени запаздывания
при N = 5 и M = 9. (c) Восстановленная нелинейная функция.
При построении модельного уравнения (2.10) мы использовали N = 5 и M = 9. Зависи-
мость S2(τ), построенная при τ , изменяющемся от 0 до 500 с шагом 1, имеет минимум при
τ = τ0 = 300 (рис. 3 b). Восстановленная частота воздействия f̂0 = 0.0115. Остальные пара-
метры системы удается восстановить с хорошей точностью: ε̂ = 10.641 (истинное ε = 10),
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Â = 2.307. Восстановленная нелинейная функция (рис. 3c) хорошо совпадает с истинной
нелинейной функцией уравнения (3.7).
4. Заключение
Предложен подход к реконструкции неавтономных систем с запаздыванием, описывае-
мых дифференциальным уравнением с задержкой. Подход основывается на реконструкции
по экспериментальным данным отображения последования, представляющего собой раз-
ностную схему для исходных уравнений; при этом априорные знания о структуре системы
используются для определения ее порядка, способа введения внешнего воздействия и спо-
соба аппроксимации нелинейной функции. Оценка коэффициентов модели, в том числе
частоты воздействия ω, производится нелинейным методом Ньютона, для достижения гло-
бального минимума используется перебор начальных догадок для ω, а также варьирование
длины используемого ряда.
Метод позволяет восстановить управляющие параметры и нелинейную функцию систе-
мы с запаздыванием, а также частоту и амплитуду внешнего периодического воздействия.
Метод может быть применен для реконструкции неавтономных систем с запаздыванием,
совершающих как хаотические, так и периодические колебания, и остается эффективным
при высоких уровнях шума. Следует отметить, что возможность восстановления систем
в периодических режимах является существенным плюсом метода по сравнению с метода-
ми, разработанными для обыкновенных дифференциальных уравнений [8], где для успеха
реконструкции временной ряд обязательно должен быть хаотическим. Работоспособность
метода показана на различных модельных системах с запаздыванием при различных видах
периодического внешнего воздействия.
Несмотря на то, что в работе метод тестировался на системах первого порядка с адди-
тивным воздействием, он может быть использован и для систем с другим способом введения
воздействия (например, аналогичные результаты для систем в виде обыкновенных диффе-
ренциальных уравнений были получены в [7]) и для систем более высокого порядка. В этих
случаях также необходимо учитывать априорную информацию о структуре модельного
уравнения системы, вводя соответствующие члены в восстанавливаемую модель и старать-
ся максимально сократить сложность нелинейной функции. При реконструкции системы
предложенный подход опирается на уже известные методы восстановления времени запаз-
дывания [29, 33].
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A method is proposed for the reconstruction of ﬁrst-order time-delay systems under external
periodic driving from their time series. The method takes into account the structure of the model
equation of the system, while constructing the autoregressive model. The proposed method allows
one to reconstruct the delay time, the parameter characterizing the system inertial properties,
the nonlinear function, and the amplitude and frequency of the external periodic driving. The
method eﬃciency is demonstrated in a numerical experiment by reconstructing a number of
diﬀerent nonautonomous time-delay systems.
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