ABSTRACT The problem of network reconstruction under missing and spurious interactions has attracted widespread interests, for it currently appears in a myriad of contexts. However, the existing methods require assuming that prior knowledge is known, which is not always available in realistic situations. The approach of stochastic block models (SBMs) can overcome this limitation, but it is very time-consuming and liable to trap in a local optimum. Specifically, we have to passively wait for several days or longer when it is applied to relatively big networks. In this paper, we study the heuristic mechanism of SBM and reveal that its greedy strategy may lead to the drop of the solution speed and optimality. Accordingly, we propose a novel network reconstruction method, called enhanced SBM (ESBM), with the assistance of the simulated annealing mechanism. By comparing ESBM with SBM in both synthetic and real networks, the experimental results suggest that the reconstructed network's global properties of the ESBM can be closer to those of the true network than those of the SBM. Furthermore, the ESBM can flexibly adjust the convergence time according to the actual speed demands. We are surprised to find that, by slightly sacrificing the prediction accuracy, the calculation speed of ESBM can be more than ten times faster than that of SBM. Our results may also shed light on maximum-likelihood methods for large-scale networks' reconstruction.
I. INTRODUCTION
Complex networks provide an effective tool to describe a wide range of complex systems in nature and society, including electric power grids, social networks, molecular networks, ecological networks and financial networks [1] - [4] . In the last decade, complex networks have become a hot area of multidisciplinary research. Many works have been done about it, such as network controllability [5] - [7] , community detection [8] , [9] , node ranking [10] - [14] . However, researchers gradually notice that the incompleteness and inaccuracy of data sets is a serious barrier to the study of complex networks [15] - [20] . To address this issue, the link prediction methods to reconstruct network have become one
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Missing link prediction (MLP) is a microscopic prediction in the complex network. Instead of predicting the global properties such as modularity, degree and clustering coefficient, its goal is to assess the existence probability of each non-observed link, according to the known information from network structure and individuals' attributes [24] , [25] . MLP has already attracted growing concern from different research branches due to its wide applicability. For example, in antiterrorism domain, MLP methods could be employed to help identify terrorists [28] ; in e-commerce, MLP approaches could assist to recommend the commodities to the customers [29] ; in biological networks, instead of blindly checking every possible protein-protein interaction, MLP could dramatically cut down the experimental cost [21] , [30] ; in social networks, MLP could make it convenient for users to find new friends [31] . Due to the wide applications, many MLP methods have been proposed recently. The most widely used method is the similarity-based algorithms, such as Common Neighbors [32] , Adamic-Adar index [33] , Local Random Walk [34] . They only take the networks' local structure into consideration, and show the characteristics of low time consumption with relatively high accuracy. Another branch of the MLP approaches is statistical inference. In this field, we can predict the underlying network structure from the observation based on Bayes theorem. In general, the effect of such approaches is more robust and accurate, but they exhibit high computational complexity, which makes it invalid for large-scale networks.
Spurious link identification (SLI) is another type of microscopic prediction in the complex network. Instead of checking non-observed links, its goal is to assess the existence probability of each observed link, according to the known information from network structure and individuals' attributes [35] . The problem of SLI has attracted less concern in spite of its disparate potential applications, such as mining inactive relation in online social networks, detecting spam hyperlinks inside the World Wide Web (WWW) [36] , identifying redundant connections in biological networks (or citation networks, communication networks) [37] , judging spurious interactions in the military organizations [38] . Therefore, how to discover both of missing and spurious links to reconstruct network becomes a tricky and open problem. Xue Zhang et al. studied how to use similarity-based algorithms to identify spurious and missing interactions from the directed network [39] . Changjun Fan et al. designed a new similarity-based index to find missing and spurious links in the complex military organization [38] . Although similaritybased index can be useful for network reconstruction, prior knowledge of optimum prediction number is hard to obtain in real networks [40] . Even though the approach of stochastic block models (SBM) can overcome this limitation, it still has high computational complexity and falls into local optimum easily [22] . A more expected solution is to optimize the SBM to present an efficient network reconstruction method under missing and spurious noise with no prior knowledge.
In this paper, we study the heuristic network reconstruction mechanism of SBM, revealing that the greedy algorithm of it may lead to the drop of the convergence speed and weakening of optimality. Accordingly, we propose an enhanced SBM (ESBM) method with the assistance of the simulated annealing mechanism. Comparing ESBM with SBM in both synthetic and real networks, the experimental results suggest that the overall performance of ESBM outperforms that of SBM. Moreover, ESBM can flexibly control the convergence time according to the actual speed demands. We are surprised to find that, by slightly sacrificing the accuracy of network reconstruction, the calculation speed is increased more than ten times by ESBM.
The rest of the paper is organized as follows. In Sec.2, we introduce the stochastic block models and give the analysis of it. In Sec.3, we propose the ESBM based on simulated annealing. In Sec.4, we discuss the feasibility of the ESBM. In Sec.5, we provide experimental design and results analysis. Section 6 concludes this paper and points the further directions.
II. ANALYSIS OF STOCHASTIC BLOCK MODELS
The network reconstruction to recover both missing and spurious links is first proposed by Guimera and Sales-Pardo [22] . To deal with this problem, they present a network reconstruction method based on stochastic block models (SBM). The idea behind SBM is that nodes are divided into groups, and how possible any two nodes are linked only relies on the groups to which they belong. We give the explanation of SBM in Figure 1 . FIGURE 1. The illustration of stochastic block models. A stochastic block model is completely determined by two factors. One is the partition of nodes into groups. The other is the probability matrix Q of connection between groups. Each element of Q xy represents the probability that one node in the group x attaches to another node in the group y . (a) A simple probability matrix Q of connection between groups. All nodes are separated into two groups and are expressed as triangles and circles respectively. They contain 4 and 5 nodes, respectively. The higher the value of the element in Q, the darker the color; for instance, triangles connect to circles with high probability, but do not attach to other triangles. (b) One realization of the model for the left picture. In this instance, the maximum possible number of links between the triangles' and the circles' group is r • = 20, whereas the number of existent links between these groups is l • = 19.
The reliability of a single link is
. It represents the probability that this link 'truly' exists when the network observation and the family of stochastic block models we choose are known. Assuming no prior knowledge of the optimum block models, we can obtain individual link reliability as follows.
In the equation above, the summation formula represents enumerating all the partitions P in the space P. σ i and σ j represent the node i s and j s group, respectively (in the partition P). r αβ is the maximum possible number of links between groups α and β. l O αβ indicates the number of links between α and β in the observed network. H (P) represents the function of the partition as below and Z = P∈P exp [−H (P)].
45418 VOLUME 7, 2019 One main problem of network reconstruction is that we do not know, a priori, how many spurious and missing links there are. Therefore, SBM aims to find a division scheme to maximize the network reliability R N A = p BM A|A O , that is, the probability that A is the true network given our observation A O . The network reliability can be expressed as below.
Z and H (P) are the same function as in equation 1, and l αβ is the number of links in the network A between groups α and β. In practice, it is almost impossible to sum over all partitions even for a small network. Therefore, the Metropolis algorithm is used for estimating
The goal of SBM is to find A R = arg max A R N A , where
is impossible, Guimera and Sales-Pardo propose a heuristic network reconstruction method based on a greedy algorithm (up-hill search). We study the principle of SBM and give the pseudocode to explain their algorithm in Algorithm 1.
In general, the performance of SBM is robust and accurate, but it is very time-consuming and trap in a local optimum easily. Specifically, we have to passively wait for several days or longer when it is applied to relatively big networks, and unfortunately get a suboptimal solution. There are three primary reasons for this problem. Firstly, SBM is one of the maximum-likelihood methods in nature, which exhibit high computational complexity themselves. Secondly, the algorithm can hard converge within hours, as the terminal condition of the heuristic approach in SBM is too strict and inflexible (five consecutive refusals indicate the end of one internal loop). Finally, up-hill search in this algorithm is not a good option, as it always falls into local optimum easily. Among the three reasons above, the first point is hard to change as the essence of SBM is a maximum-likelihood algorithm. It is intuitive that we can modify and improve the SBM inspired by the last two reasons. This observation leads us to consider an efficient heuristics method for the SBM to enhance the optimality and flexibly control the convergence time according to the actual demands.
III. ENHANCED SBM METHOD BASED ON SIMULATED ANNEALING
Simulated annealing (SA) is a probabilistic heuristic method, which is inspired by metallurgy annealing process obeying the Maxwell-Boltzmann statistics [41] . It aims at obtaining an approximation to global optimum of a given objective function in large discrete or continuous search spaces.
Algorithm 1 Pseudocode for the Process of Heuristic Network Reconstruction in SBM
Input:
The reconstructed network Begin:
while someChanged == 1 do; % Judge the terminal condition of network reconstruction % 4: LinkScores = LinkScore (net) % Get the link scores % 5: someChanged ← 0, someRejected ← 0 6: while someRejected ≤ thresReject do % Judge the terminal condition of this net % 7: maxLink = maxsearch (LinkScores) minLink = minsearch (LinkScores) % Get the largest missing link score and the smallest one % 8: net = addlink (net, maxLink) net = removelink (net, minLink) % Add and remove links % 9:
if ScoreNew > ScoreOld then;
11:
ScoreOld = ScoreNew % Accept the change % 12: someRejected = 0, someChanged = 1 13: 
Unlike hill-climbing heuristic, SA accepts the inferior configurations with certain positive probability except abandoning them every time in the searching process. This probability is based on the cost function difference ( ) = | new − old | between the new and old configurations, and also relies on a parameter T called 'temperature'.
The temperature lowering schedule together with the probabilistic acceptance criterion are two fundamental mechanisms in the SA.
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We propose a new network reconstruction method, called enhanced SBM (ESBM), based on SBM algorithm and SA mechanism. The ESBM is working as follows:
(1) Consider observed network G O as the initial network net, and evaluate its network reliability.
(2) Evaluate the link reliabilities for all pairs of nodes in net.
(3) Sort observed non-links by decreasing reliability, and get the largest one, denoted by e L . Sort the observed links by increasing reliability, and get the smallest one, denoted by e S . (8) Otherwise, we reject this change and reverse the operation in step 4 to recover the net.
(9) Lower the temperature, if temperature T ≥ T min , then goes to step 3 (Here, If the number of consecutive is greater than or equal to thresInferior, go to step 2 first to reevaluate the link reliabilities for all pairs of nodes). Otherwise, stop the algorithm.
The detailed procedure of the proposed algorithm is summarized in Algorithm 2.
IV. PERFORMANCE GUARANTEE ANALYSIS
The calculation cost of the ESBM and the SBM is influenced by several factors. Among them, the number of nodes N is the most influential one. We display the computation time as a function of network size in Figure 2 . We compare the computation cost of the SBM and the ESBM in the synthetic network. Specifically, by using the proposed method in [42] , we can generate a random scale-free network with degree distribution p (k) = (λ − 1) m λ−1 k −λ . For ESBM, we employ three different cooling schedules.
Along with the continuing growth of network size, the computation cost of the SBM and the ESBM shift gradually to the top-right. Fig. 2 . shows that ESBM is unable to reduce the computation complexity of the SBM to O(N). However, failure to reduce the complexity to O(N) doesn't mean that ESBM is infeasible to speed up the calculation. Apparently, Fig. 2 . indicates that the ESBM can be many times faster than the SBM. From this point of view, using simulated annealing strategy is a feasible method to accelerate the converge time of the SBM. It is intuitive that we can adjust the cooling schedule to change the solution speed. This observation leads us to consider the performance of the ESBM and ask three questions as follows:
(1) Question1. Is it possible that the network reconstruction performance of the ESBM can always be faster than the SBM when the solution performance of the ESBM outperforms that of the SBM? If so, that's perfect. If not, to settle
Algorithm 2 Pseudocode for the Process of Heuristic Network Reconstruction in ESBM
The observed network T : The initial convergence parameter T min : The terminate criterion α : The decreasing ratio of T , α ∈ (0, 1) thresInferior : The consecutive number of inferior changes Output:
The reconstructed network Begin: (2) Question2. If we have plenty of time and getting the optimal solution is our purpose, is it possible that the reconstructed network's global properties of ESBM can be closer to those of the true network than those of the SBM?
(2) Question3. If time is limited and we want to get a solution of network reconstruction as soon as possible, is it feasible that ESBM can quickly generate a satisfactory solution (whose estimated network properties are better than those of the observed network)?
The answer to the first two questions is located in the analysis of solution performance (Part E in Section 5). For the last question, we discuss the influence of the cooling schedule on convergence speed and then give the answer (Part F in Section 5).
V. EXPERIMENT AND RESULT

A. DATA DESCRIPTION AND GENERATION OF NETWORK OBSERVATION
As scale-free networks with a power-law degree distribution p (k) ∼ k −λ are widespread in the real world, here we focus on ESBM in scale-free networks firstly.
The real networks studied in this paper are detailed as follows. (1) Jazz: the collaboration network between Jazz musicians [43] . (2) FWFW: the food web in Florida Bay during the wet season [44] . (2) C. elegans: the neural network of C. elegans [45] . (3) USAir: the network of the US air transportation system [46] .
For each network, we removed the link weight, self-loops, and direction of the link. Summary statistics of these networks are shown in Table 1 .
Before the implementation of network reconstruction, we always care about where is the network observation, which is the input of SBM and ESBM. Unfortunately, there are few ready-made data references and what we only have is the complete network. In this paper, we test our method by generating hypothetical observed networks A O from the true network (complete network) A T described above. Each observation has m randomly removed true links to indicate missing links, and has an identical number of randomly added non-observed links to generate spurious links. We define the ratio α = m/|E| as the noise level, namely observation error rate f .
B. METRICS FOR EVALUATION PERFORMANCE
When qualifying the link prediction accuracy of the algorithm in MLP and SLI, the most used standard metric is the area under the receiver operating characteristic curve (AUC). For MLP, given the score rank of all non-observed links in descending order, the AUC represents the probability that a non-observed but true randomly chosen link has a higher score than a truly non-existent randomly chosen link. For SLI, given the score rank of all observed links in ascending sequence, the AUC in this task can be interpreted as the probability that a randomly chosen spurious link has a lower score than a randomly chosen existent link. When two link prediction algorithms have the same score ranking, the AUC performances of them are also identical. As mentioned in Algorithm 1 and Algorithm 2 above, both of the ESBM and the SBM employ the same calculation method of link reliability. Same link reliability calculation method generates the same score ranking of links, which implies the same AUC performance. Based on this fact, the AUC performance of our method ESBM is identical with that of the SBM approach (refer to [22] about the performance), so we won't reiterate the AUC performance in our work. However, AUC is not suitable for measuring the performance of network reconstruction in the real world. There are three primary reasons for this problem. Firstly, the AUC requires assuming that prior knowledge is known, which is not always available in realistic situations. Secondly, when coming to the issue of network reconstruction, high AUC score is not definitely corresponding to high performance in recovering the network properties. Specifically, even when the link prediction accuracy is high, the estimated properties can seriously deviate from the network properties of the true network. Thirdly, the AUC only regard the network reconstruction problem from the perspective of local node-level features. However, the global network properties are more FIGURE 3. The dependence of the relative error rate Rela on the observation error rate f in a random scale-free network. We choose parameters as T = 6.0, T min = 0.15, α = 0.96. The X axis (abscissa axis) is the baseline representing the relative error rate of the true network, which is identically zero. The relative error rate Rela O , Rela SBM , Rela ESBM is represented by grey triangles, red circles, blue squares, respectively. relevant than the individual-level features from a systems perspective, as the ultimate goal of network reconstruction is to get more accurate estimated global properties (approach the true network as closely as possible) from the observations.
To quantitatively validate whether the proposed method ESBM accomplishes this aim, inspired by [22] and [27] , we define the relative error rate (the difference rate) of the observed network as:
and define the relative error rate of the reconstructed network as:
where Y denotes a certain network property of the network, and Y A T , Y A O , Y A R represents a certain network property of the true network, the observed network, the reconstructed network, respectively. For each network property, we can compute the relative error rate with respect to the true network, and compare Rela R with Rela O . It is obvious that the smaller of the result, the better of the performance. In this paper, inspired by [22] , we employ three network static properties (clustering coefficient, modularity, assortativity) and three network dynamic properties (transportation congestability, synchronizability, spreading threshold) to evaluate the performance of the proposed method.
C. EVALUATION OF ESBM IN SYNTHETIC NETWORK
Specifically, by using the proposed method in [42] , we can generate a random scale-free network with degree distribution p (k) = (λ − 1) m λ−1 k −λ , where N = 500, λ = 2.5,
As mentioned above, we use ESBM and SBM to reconstruct network, respectively. Since ESBM is based on the annealing simulated mechanism, it is vital to set the initial temperature together with the temperature decreasing schedule. In the experiments, we let T start from 6, and the decrease ratio α is set to 0.98 in each step of reduction, and T min is set to 0.1. The results are obtained by over 100 independent implementations and shown in Fig. 3 . Fig. 3 . shows the relative error rate Rela O , Rela SBM , Rela ESBM versus the observation error rate f in a random scale-free network. Along with the continuing growth of spurious links and missing ones, the estimates of the networkproperties by ESBM shift gradually to the top-right and deviate the network-properties of the true network, which is similar to SBM. Apparently, the relative error rate Rela ESBM is lower than Rela SBM . That is to say, compared with SBM, the reconstructed network's global properties of ESBM can be closer to those of the true network. Therefore, the performance of the ESBM is better than that of the SBM in random scale-free networks.
D. EVALUATION OF ESBM IN REAL-WORLD NETWORKS
We simulate the network reconstruction process by the approach of the ESBM and the SBM in real networks from table 1, and the performance is shown in Fig. 4 . Interestingly, the results of these real networks are similar to the synthetic networks. With the growth of observed error rate, the estimates of these network-properties gradually deviate the network-properties of the true network and rise to the top-right in fluctuations. Apparently, Rela ESBM is lower than Rela SBM . That is to say, the performance of the ESBM is better than that of the SBM in these real-world networks. Specifically, the area between the relative error rate curves of the FIGURE 4. The dependence of the relative error rate Rela on the observation error rate f in real-world networks. We choose parameters as T = 6.0, T min = 0.15, α = 0.96. The X axis (abscissa axis) is the baseline representing the relative error rate of the true network, which is identically zero. The relative error rate Rela O , Rela SBM , Rela ESBM is represented by grey triangles, red circles, blue squares, respectively.
ESBM and the SBM, intuitively demonstrates the improvement of performance by ESBM. In other words, the algorithm ESBM improves the solution optimality of the SBM.
E. ANALYSIS OF SOLUTION PERFORMANCE
Figs. 3 and 4 show that the reconstructed network's global properties of ESBM can be closer to those of the true network than those of SBM. Obviously, ESBM is up to the standard proposed in Question 2. However, when ESBM gets the better solution, the computation time of ESBM is one to two times of that of SBM in synthetic and real-world networks. Therefore, ESBM cannot achieve the standard set forth in Question 1. However, it doesn't mean that ESBM is very slow when obtaining a better solution. This is because condition we define better solution is too strict. We define that, only when all the six network-properties by ESBM are closer to the true VOLUME 7, 2019 value than those of SBM can this reconstructed network be a better solution. However, it is difficult to distinguish the good from bad in a large number of results between ESBM and SBM. For example, four properties are better but the other two properties are inferior. As a matter of fact, if this situation is taken into account, the computation cost of ESBM is lower than that of SBM. Overall, we prefer the strict definition of the better solution and settle for second best by achieving the standards set forth in Question 2 and Question 3.
F. INFLUENCE OF COOLING SCHEDULE ON CONVERGENCE SPEED
There are two main drawbacks of the SBM we have mentioned above. One is that the SBM is liable to trap in a local optimum. For this problem, we have improved the solution optimality by using SA mechanism. The other is that the SBM is very time-consuming. As the cooling schedule of SA in ESBM can be modified, it is intuitive that we can change the cooling process to tackle this problem. For ESBM, we must meticulously set the parameter T because the choice of the parameters' values may have a significant influence on the performance of the SA mechanism [47] . At the beginning of the SA, the value of T should be set large enough to make the initial probability of accepting a new solution be close to 1 [41] . The slower the cooling speed, the higher the reconstruction accuracy. This observation leads us to consider the relationship between the SBM and the ESBM in the different cooling schedule, which is shown in Fig. 5 . As shown in Fig. 5 , the area between the SBM's reconstruction and the true network, demonstrates the improvement space of prediction accuracy by slowing down the cooling speed. If the cooling process is long enough, the estimated network-properties of the ESBM will gradually shift to those of the true network. Therefore, more accurate prediction means more calculation time. On the other hand, the area between the SBM's reconstruction and the observed network, indicates that to what extent we can speed up the cooling schedule to accelerate the convergence time. Only when the estimated network-properties are better than those of the observed network, this acceleration makes sense. FIGURE 6. The dependence of the relative error rate Rela on the observation error rate f in the FWFW. We set the parameters to be T = 6.0, T min = 0.15, α = 0.5. The X axis (abscissa axis) is the baseline representing the relative error rate of the true network, which is identically zero. The relative error rate Rela O , Rela SBM , Rela ESBM is represented by grey triangles, red circles, blue squares, respectively.
To validate the feasibility and effectiveness of this speedup strategy, we take FWFW network as an example and modify the cooling schedule. The parameters setting is different in this experiment as we focus on the solution speed rather than the solution optimality in this part. The decreasing ratio is only set to 0.5. The solution performance is shown in Fig. 6 and the computation cost is given in Fig. 7 . In Fig. 6 , the solution performance of the ESBM is worse than that of the SBM but better than the observation. Fig. 7 shows the dependence of the average computation time of the SBM and the ESBM on the observation error rate in FWFW. Under this cooling schedule, the time consuming of ESBM in FWFW is only 9.87% of that of the SBM. If we only require a solution better than observation, the convergence speed can increase more. The experiment reveals that, by slightly sacrificing the prediction accuracy (worse than the SBM but better than the observation), the convergence speed can increase more than ten times in FWFW. That is to say, this acceleration approach of ESBM works, and ESBM achieves the standard outlined in Question3. Furthermore, as decreasing ratio is adjustable, we can change the cooling schedule to strike a balance between the solution optimality and the calculation speed. In other words, we can flexibly control the convergence time according to the actual speed demands by using the ESBM.
VI. CONCLUSION
The problem of network reconstruction under missing and spurious link information bears great significance in many fields. When considering the situation with no prior knowledge, the problem becomes more practical, complicated and challenging.
In this paper, we propose a novel network reconstruction method and make three main contributions. Firstly, we reveal that similarity-based link prediction algorithms are not suitable for the network reconstruction problem with no prior knowledge. We study the drawbacks of SBM algorithm to pave the way for the enhancement of effectiveness and efficiency. Secondly, focusing on the improvement of the solution optimality and calculation speed, we propose a novel network reconstruction method based on simulated annealing mechanism, called ESBM. Finally, we compare ESBM with SBM in both synthetic and real networks, and confirm that our algorithm is more effective, time-efficient and flexible.
Our method is flexible enough to permit generalizations towards several study directions. Firstly, simulated annealing is more suitable than hill climb search when using stochastic block models, but there is still room for improvement of the heuristics. Secondly, applying this ESBM method into weighted/directed networks is an open and challenging problem. Thirdly, as the Markov chain Monte Carlo (MCMC) method has been extensively applied to the statistical inference problems, it is worth trying in our future work [48] , [49] . Finally, though ESBM may speed up the process by scarifying accuracy, the low speed will be a problem if high accuracy needed. We intend to employ GPU to accelerate the reconstruction process in our future work [50] - [54] . The performance of our approach, together with its flexibility and generality, will make it applicable to many areas in which imperfect networks are the focus of concern.
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