The design of an interval observer for estimation of unmeasured state variables with application to drinking water distribution systems is described. In particular, the design process of such an observer is considered for estimation of the water quality described by the concentration of free chlorine. The interval observer is derived to produce the robust interval bounds on the estimated water quality state variables. The stability and robustness of the interval observer are investigated under uncertainty in system dynamics, inputs, initial conditions and measurement errors. The bounds on the estimated variables are generated by solving two systems of first-order ordinary differential equations. For that reason, despite a large scale of the systems, the numerical efficiency is sufficient for the on-line monitoring of the water quality. Finally, in order to validate the performance of the observer, it is applied to the model of a real water distribution network.
Introduction
Drinking water distribution systems (DWDSs) are part of critical infrastructure systems (EU Cost Action IC0806-IntelliCIS, 2008) , in which reliable, high performance and secure operation is very important, due to the need for ensuring safe and efficient functioning of the society.
The main objective for the DWDS is to meet demand on water of required quality for all domestic and industrial consumers (Brdys and Ulanicki, 1994) . As this goal is complex, suitable monitoring and control algorithms operating on-line need to be applied in order to achieve it. Moreover, two aspects must be taken into account during control and monitoring in the DWDS: quantity and water quality. It was shown by that a strong, unilateral relation between quantity and quality exists. Hydraulics of water has an impact on the water quality; therefore, the necessity of an integrated approach * Corresponding author to control the DWDS appears. A very important aspect of efficient operation of the DWDS is gathering on-line information. In the DWDS two types of monitoring systems can be distinguished: the water quantity and water quality. In this paper only the water quality monitoring system is considered. The water quality can be determined by several quality factors and a disinfectant concentration is one of the most popular ones. Several disinfectants are used in practice but the chlorine is the leading one. The water quality monitoring system exploits the water quality measurements in order to gather knowledge about the state of water quality. In typical DWDSs water quality sensors are located at the network nodes. The water quality may be measured in laboratories or by using on-line sensors. Bacteriology measurements (e.g., the number of coli bacteria) are typical laboratory measurements in the DWDS and obviously, they cannot be utilised on-line. At present, primarily the free chlorine concentration may be measured on-line. Hence in this paper the water quality is determined by its concentration.
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R. Łangowski and M.A. Brdys Unfortunately, the chlorine sensor placement at all of the DWDS nodes is impossible. It is due to, e.g., the high costs of hard sensors and the possibility of their their installation. Therefore, the missing information about the state needs to be recovered by employing their estimation based on other measurements and, e.g., the mathematical model of the process.
Typically, the DWDS is composed of pumps, valves, pipes, nodes, tanks and reservoirs. The pumps and valves are used to control hydraulic quantities that are the water flow rates and pressures. Since the chlorine reacts with organic and non-organic matter in water, the chlorine concentration decreases in time (Males et al., 1988; Rossman et al., 1994) . On the one hand, if the chlorine concentration is too low, pathogenic bacteria can grow in water and this can even lead to the bacteriological instability. On the other hand, a strong chlorination performed at the water treatment stations and within the network by booster stations can recover safe water, but can also lead to an increase in the concentration of harmful disinfection by-products (DBPs) (Boccelli et al., 2003; . Therefore, the proper values of the chlorine concentration should be guaranteed by a suitable activity of all the water treatment stations in the DWDS. In this paper, modelling of the DBPs is not considered. Hence, the DWDS water quality modelling takes into account changes in the chlorine concentration at the nodes, tanks and along the pipes. Moreover, it is assumed that reservoirs are the sources of treat water (the water quality from reservoirs is constant).
During formulation of the decay models of the chlorine concentration, it is commonly assumed that a hydraulic solution of the DWDS (the values of flow rates at the pipes, etc.) is known and it is constant over the specified time interval called the hydraulic step. The models of chlorine decay during water transfer through the pipes can be found in the works of Males et al. (1988) , Rossman et al. (1994) , Park and Kuo (1996) , Al-Omari and Chaudhry (2001) . During water transfer throughout the network, the water may be stored in tanks. The water retention time in a tank can be long and unfavourably influence the water quality in the DWDS. The long water retention time in the tanks may lead to a decrease in the chlorine concentration, regrowth of the pathogenic bacteria in water and the appearance of the DBPs. Therefore, modelling the chlorine decay in the tanks is necessary and it can be found in the work of Mau et al. (1995) or Clark et al. (1996) . In this paper it is assumed that the tank is a continuous stirred reactor (CSR) and the quality model has been shown by Clark et al. (1996) . In the DWDS there are controlled and uncontrolled quality nodes (Boulos et al., 2004) . When modelling water quality it is assumed that the instantaneous and complete mixing of chlorine at both types of nodes proceeds. Therefore, the chlorine concentration out of the node at all outflows is the same and it is equal to the chlorine concentration at the node. The quality controlled nodes are the nodes with chlorine booster stations. Chlorine is directly dosed into the controlled quality nodes in order to maintain the required chlorine concentration, which is prescribed by the quality controller (Propato et al., 2001) .
Hence the DWDS water quality model is composed of the system of algebraic equations that describe the changes of chlorine concentration at the nodes, the system of ordinary differential equations that describe the chlorine decay in the tanks and the system of partial differential equations that describe the distribution in the chlorine concentrations along the network pipes. There are several methods which can be used in order to solve this model (Rossman and Boulos, 1996) . One of them is the finite-difference method based on discretization of partial differential equations in the time and space domains (Mitchel and Griffiths, 1980) . Another option is discretization only in space. An outline of this methodology was given by Łangowski and Brdys (2007) . In turn, a comprehensive approach is described in this paper.
The process also includes modelling the uncertainty. There are several approaches to uncertainty modelling; however, a set-membership approach is an attractive option Amairi, 2016; Jauberthie et al., 2016) . In this approach the uncertainty is described by means of an additive bounded error where only the bounds are known. The bounded models of uncertainty need less a-priori information about the system and they are less demanding than the probabilistic models. The optimisation based on the set-membership algorithms for set bounded estimation of the quantity, integrated quantity and quality in the DWDS was presented by , Duzinkiewicz (2006) as well as Brdys and Chen (1996) , respectively. Unfortunately, due to the necessity of solving highly nonlinear and nonconvex optimisation problems, it is time-consuming and, thus, not always applicable to on-line estimation. Hence a new interval estimation method for quality monitoring in the DWDS is proposed in this paper. The method utilises an observer known as an interval observer.
In the literature various approaches to design interval observers can be found. For example, an interesting survey of the structures of interval observers was presented by Efimov and Raïssi (2016) . In this paper a structure which was applied to the wastewater treatment process (Gouzé et al., 2000; Hadj-Sadok and Gouzé, 2001; Alcaraz-González et al., 2005; Rapaport and Dochain, 2005 ) is used and further developed. The first approach to set bounded estimation with the interval observer for an example DWDS was presented by Łangowski and Brdys (2006) . Next, the structure of the observer was further developed and presented by Łangowski and Brdys (2007) . The structures of interval An interval estimator for chlorine monitoring in drinking water distribution systems. . .
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observer, utilising only the direct state measurements were shown in these papers. Further research was focused on deriving the proof of stability and robustness of the designed interval observer and it was generally outlined by Brdys and Łangowski (2008) . In this paper a comprehensive approach also containing a new structure of interval observer is presented. Moreover, the proposed observer is applied to water quality estimation in a real DWDS and its performance is validated by simulation. The detailed research on modelling and estimation with the interval observer can be found in the work of Łangowski (2015) .
DWDS water quality model
The model of advective chlorine transport with the first-order decay for the l-th pipe can be described by (Males et al., 1988; Rossman et al., 1994; Park and Kuo, 1996; Al-Omari and Chaudhry, 2001 )
with the initial and boundary conditions
where t is the time instant; z is the distance along the l-th pipe, z = 0 and z = L l denote the beginning and the end of the pipe, respectively; ∂ (·) denotes the partial derivative with respect to (·); c l (z, t) signifies the chlorine concentration within the l-th pipe at the distance z at the instant t; v l (z, t) denotes the linear water flow velocity in the l-th pipe; α l stands for the bulk reaction rate coefficient of the l-th pipe.
Remark 1. Notice that the linear water flow velocity and flow rate are the same at a given pipe, i.e., v l (z, t) = v l (t). This is because of the assumption of the water incompressibility and that pipes are of a pressure type.
The water quality model in the CSR can be described as (Clark et al., 1996) 
with the initial conditions
Moreover, the following condition must be taken into account for the storage tank with a separated water filling in and drawing cycles:
where Combining (3) and (2) the changes in the chlorine concentration in the tank can be described as
and for the storage tank with separated water filling in and drawing cycles during the drawing phase:
During the filling phase, the equation describing the chlorine concentration dynamics in the tank is the same as (5). From the constituent mass balance law, the model of the chlorine decay at the n-th quality controlled node is (Boulos et al., 2004) :
where
INn(t), EINn(t) are the sets of pipes supplying water and supplying water from the external sources to node n at instant t, respectively; OUTn(t), EOUTn(t) denote the sets of pipes draining water into the network and draining water from node n at instant t, respectively; c out,n (t) signifies the chlorine concentration at node n at instant t; c doz,n (t) is the mass of chlorine injected to node n at instant t.
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The chlorine concentration c out,n (t) can thus be written as c out,n (t) = c doz,n (t)
Denoting by c in,n (t) the first term on the right-hand side of (8) yields
Hence combining (9) and (8) gives
We have the mass balance law
Hence, from (11) and (10) the following holds (Propato et al., 2001; Boulos et al., 2004) :
By contrast, water quality at the uncontrolled nodes is only dependent on the chlorine concentrations at the pipes supplying water into these nodes. Clearly, if there is no chlorine injection at node n, the first term on the right-hand side of (12) disappears (Rossman and Boulos, 1996; Boulos et al., 2004) :
Note that the chlorine concentration in tank h and at uncontrolled node n at instant t directly depends on the chlorine concentrations c l (L l , t), where l is from the set INf, h(t), INn(t) and EINn(t), respectively. In other words, these chlorine concentrations depend on the chlorine concentrations at the ends of the pipes supplying water into the tank and the node at instant t. Notice that the magnitudes and directions of water flow rates determine the water quality model structure. Since the flow directions and their magnitudes can change over the time horizon considered, the water quality model structure can change as well. In this paper they are assumed constant over a specified time interval called the hydraulic step, T H (Brdys and Ulanicki, 1994) .
DWDS water quality model for estimation.
In order to solve the DWDS water quality model a method of Mitchel and Griffiths (1980) can be used to discretize (1) in time and space domains. Clearly, in order to approximate (1), time t and distance z are discretized. Assume that for the l-th pipe t = kΔt l , where Δt l stands for a time period and z = mΔl l , Δl l signifies the length of the pipe segment. Writing c l (m, k) = c l (mΔl l , kΔt l ), the particular components of (1) can be approximated as follows (Chen, 1997) :
By contrast, in the work of Łangowski and Brdys (2007) (1) was discretized only in the space domain. Clearly, if the time period Δt l approaches zero then the right-hand side of (14) approaches the derivative:
Moreover, (15) and (16) may be written as
Therefore, (1) can be approximated as
with the initial conditions c l (m, 0) = c l,0,t (m). Hence (20) describes the chlorine concentration over time at the pipe point located at the distance mΔl l from the pipe origin. Moreover, the discretized equation illustrates a virtual pipe partitioning into segments. The pipe partitioning method was described by Rossman et al. (1993) or Łangowski and Brdys (2007) . During the partitioning procedure the travelling time of the chlorine concentration within each pipe over a particular T H is calculated. The minimum value of this time is the so-called quality step and is denoted by T Q . Notice that two extreme cases can occur: (a) very short pipes with high linear water flow velocities and (b) very long pipes with slow linear water flow velocities (Rossman et al., 1993) . Hence T Q and N l can yield a very small value in case (a) and a large number in case (b). Both cases may lead to a significant increase in the computational time. Therefore, a minimum quality step T Q,min and a maximal number of segments N l,max are introduced. In consequence, a certain loss of solution accuracy appears, especially for the pipes with a short (case (a)) and a long (case (b)) travelling time.
Notice that the linear water flow velocity and flow rate at each segment within a given pipe are the same (see Remark 1). Moreover, the linear water flow velocity and flow rate at a given pipe can be assumed constant over T H . A value of T H depends on the demand rate of change and is typically between 0.5 and 2 [h] (Brdys and Ulanicki, 1994) . Clearly, the number of constant flow rate intervals over a time horizon T equals J = T /T H . The partitioning procedure is repeated for each T H . Hence the number of segments within a single pipe may differ in each T H . Therefore, the water quality model has a time varying structure. Hence, (5)- (6), (12)- (13) and (20) describe a time continuous lumped water quality model for estimation.
The chlorine concentrations at the network nodes and tanks are seen as most important and they are viewed as the DWDS quality outputs. The chlorine concentrations at the network nodes can be calculated by applying (12) and (13). Clearly, the forms of the equations depend on the node structures. Hence, the chlorine concentration at a given node requires the inflow rates as well as the chlorine concentrations at a given node. As was mentioned, the chlorine concentration at a given node depends on the chlorine concentrations at the ends of the pipes supplying water to the given node. Therefore, these chlorine concentrations can be determined by applying (20), whereas the chlorine concentrations in the tanks can be calculated by using (5) and (6). Moreover, the chlorine concentrations in the tanks as well as the chlorine concentrations at the pipe ends are the quality state variables and they are denoted by x(t).
Notice that the state variables representing the chlorine concentrations in the tanks are directly transferred to the system output. A similar situation occurs at a node supplied by only one pipe. Due to different travelling times through the pipes in the DWDS, pipe partitioning into segments is applied. The number of elementary segments within each pipe can be different and the chlorine concentration dynamics for each segment is defined by (20) . This introduces new state variables into the water quality model. Hence the quality state x(t) is composed of the chlorine concentrations at all the pipe segment ends as well as in the tanks. Notice that the structure of vector x(t) is constant but only over each T H . The state equations for the pipe segment ends are derived from (20). Let us denote by x r (t) the chlorine concentration at the end of the pipe segment r. Then from (20) it follows that (Łangowski and Brdys, 2007) 
where v r (t) denotes the linear water flow velocity along the segment r; Δl r is the length of segment r; c e,l,r (t) signifies the chlorine concentration at the beginning of the r-th segment.
Four cases for the segment quality input c e,l,r (t) can be distinguished:
where x r−1 (t), c sr (t), x h (t), c out,n (t) are the chlorine concentrations at instant t at the end of segment r − 1, the external water source, tank h and node n calculated from (12) or (13), respectively.
As the state equations for the tanks are derived from (5) and (6), we get
where c e,l,h (t) is the chlorine concentration in flow l to tank h at instant t. It is obvious that the water transport through the tank does not occur for the case of a storage tank with separated water filling and drawing cycles during the drawing phase. Clearly, the chlorine concentration during the drawing phase decreases with time in accordance with kinetics decay (cf. (23)). As opposed to the drawing phase, the chlorine concentration dynamics in the tank during the filling phase depends on the chlorine concentration at all inflows to the tank (cf. (22)). Moreover, c e,l,h (t) is at the same time the chlorine concentration at the end of the last segment of the l-th pipe supplying water into the tank. Hence (22) may be rewritten as
where x l (t) is the state variable representing the chlorine concentration at the end of the last segment of the l-th pipe supplying water into tank h at instant t.
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Finally, due to (21), (23)- (24) and taking (12) and (13) into account, the chlorine concentration dynamics throughout the entire DWDS can be written as
where A(t) is the time-varying state matrix whose elements are composed of the hydraulic quantities, lengths of pipe segments and reaction rate coefficients; b(t) denotes the vector of inputs whose elements are dependent on the hydraulic quantities, the lengths of pipes segments, quality quantities at reservoirs and injection of the chlorine at the quality controlled nodes. The water quality model described by (12)- (13) and (25) was implemented in MATLAB. The model performance was examined by comparing its results with those obtained by applying the well-known EPANET simulator which serves as the virtual benchmark plant. The EPANET accurately integrates the quality model (1)- (4), (12) and (13) and the hydraulic model equations that are omitted in this paper in order to determine the flow rates q(t) and linear water flow velocities v(t) (Brdys and Ulanicki, 1994) . The network quantity-quality model equations can be considered a faithful representation of reality. The model of water quality described by (2)- (4), (12)- (13) and (20) is viewed as the approximate model of reality. Comparative results for an example DWDS can be found in the work of Łangowski and Brdys (2007) .
Estimation of the chlorine concentration in the DWDS
The dynamics of the chlorine concentration in the DWDS is described by model (25) and some special properties can be distinguished: P1: The magnitudes and directions of the water flow rates determine the water quality model structure.
P2:
The hydraulic quantities as well as the quality quantities are non-negative and bounded. Therefore ∀t ≥ 0 :
where ≤ is understood element-wise; q max , v max , p max , c max denote the maximal values of flow rates, linear water flow velocities, pressures and chlorine concentrations in the DWDS, respectively.
P3:
The chlorine concentrations only at certain network nodes are simultaneously state variables (the state is directly transferred to the system output). In this case, each of the output measurement equations can be written as
where y cout (t) is the vector of measurements; x 2 (t) denotes the vector of measurable state variables.
P4:
The dynamics of the chlorine concentration in the DWDS described by (25) is cooperative. This is because the off-diagonal elements of the Jacobian matrix of the model (25) are non-negative. For example networks in the work of Łangowski and Brdys (2007) or Brdys and Łangowski (2008) this was shown by employing a cooperative system definition (Smith, 1995) . It is worth adding that this property has a crucial meaning for the further design of the interval observer.
Notice that in order to solve the water quality model (cf. Section 2.1) the values of hydraulic quantities have to be available. This information is delivered by the quantity monitoring system. The monitoring system gathers information from the hydraulic sensors which are used in the DWDS. Typically, only a limited number of hydraulic quantities are directly measured in the DWDS due to, e.g., the sensors and their maintenance costs. Therefore, in order to recover a lack of hydraulic information, the necessity of employing a hydraulics estimation based on available hydraulic hard measurements and, e.g., hydraulics mathematical models arises. The hydraulics estimator based on set-membership uncertainty modelling can be found in the works of , Duzinkiewicz (2006) . Hence the hydraulics estimator delivers estimates of hydraulic quantities in an interval form. Clearly, the upper and lower trajectories of hydraulic quantity estimates are constant over each T H . It is assumed that hydraulics information in this form is known for the DWDS considered but it is not obtained from the hydraulics estimator. In order to simulate the estimator, the EPANET is used. Assume that T H = 1 [h], T = 24 [h] and for a nominal demand pattern hydraulic simulation results are obtained from the EPANET. Next, the values of hydraulic quantities are disturbed by about ±Γ%. Hence, the interval form of the hydraulic quantities is
where ± is to distinguish between the upper and the lower hydraulic quantity bounds; q l (j) and v l (j) denote the flow rate and the linear water flow velocity gathered from the EPANET for the l-th pipe at the j-th T H , respectively; V f,h (j) stands for the h-th tank volume gathered from the EPANET at the j-th T H ; j = 1, 2, 3, . . . , J and
In accordance with (28)- (30) the upper and the lower trajectories for the hydraulic quantities are constant over each T H . Nevertheless, over the entire time horizon T , these trajectories can be treated as continuous and 315 time-varying. The upper and the lower trajectories of the hydraulic quantities obtained in this way might be more conservative than trajectories that could be delivered by the hydraulics estimator. However, for the water quality estimation purposes, the hydraulic information obtained as above is sufficient. Moreover, it is assumed that the chlorine concentrations at the water sources are constant, but their values are not exactly known. Clearly, only certain upper c + sr and lower c − sr bounds on these quantities are available, so that for each water source we have
Because the hydraulic quantities as well as the quality at reservoirs are not exactly known, but certain upper and lower bounds are available, we have
Remark 2. The trajectories of hydraulic quantities are constant over each T H . Therefore, for successive T H the inequality (33) can be rewritten as
U1: It is assumed that, although the state initial conditions are unknown, some bounds are available, so that
U2:
The chlorine concentration measurements at the nodes are contaminated by the measurement uncertainty. Hence (27) is rewritten as
where ε cout (t) is the measurement error.
It is assumed that ε cout (t) is bounded:
Hence the measured state can be bounded as Note that the uncertainty in the system dynamics, inputs, initial conditions and measurement errors is described by a deterministic model. In particular, the set-membership model of uncertainty is used. Hence, in order to estimate the chlorine concentration in the DWDS, set bounded estimation can be applied.
Interval observer for water quality in the DWDS
In this section the possibility of applying the interval observer proposed by Alcaraz-González et al. (2005) to water quality estimation will be investigated. As has been assumed, the hydraulic quantities are not exactly known. Thus, the state matrix A(t) is uncertain (cf. (33)). Hence, in order to use the above-mentioned structure of the interval observer during estimation of the chlorine concentrations in the DWDS, the uncertainty in the matrix A(t) should be eliminated. It is possible to decompose the matrix A(t) as (Łangowski and Brdys, 2006 )
whereĀ(t) is an exactly known part of the state matrix A(t); ΛA(t) is the resulting uncertainty in the matrix A(t).
In order to apply the interval observer proposed by Alcaraz-González et al. (2005) to the DWDS, (25) may be rewritten as
In order to determine the bounds onb(t) needed for the observer design, the bounds b − (t), b + (t) have to be modified in order to incorporate the uncertainty in ΛA(t)x(t). The latter can be bounded by using a-priori bounds on ΛA(t) and x(t). Assuming that the state measurements (cf. P3) are exactly known and taking the above remarks into account, the DWDS interval observer is (Łangowski and Brdys, 2006) 
T ∈ R n is the state vector and x 1 (t) ∈ R s , x 2 (t) ∈ R m are the vectors of unmeasured and measured state variables, respectively and s = n − m;x ± 1 (t) denote the upper and lower bounds on the estimated state variables; w(t) is an auxiliary variable, defined as w(t) = Nx(t); N = [N 1 0]; N 1 = ηI ∈ R s×s denotes an invertible matrix proportional to the identity matrix and η is an arbitrary, positive and constant parameter; 
meas.
Observe that the matrixĀ(t) and vectorb(t) are constructed analogously as A(t) and b(t).
The above interval observer may suffer from significant conservatism due to possibly excessive bounds on x(t). Also, the measurement uncertainty may not be negligible and, therefore, it is further developed. Starting from the DWDS dynamics described by (25), applying in the interval observer proposed by Alcaraz-González et al. (2005) bounds A + (t), A − (t) instead of the known matrix A(t) and bounds x + 2 (t), x − 2 (t) (cf. U2) instead of x 2 (t) that are based on the measurement error bounds, yields (Łangowski and Brdys, 2007; Brdys and Łangowski, 2008) :
t) denote the upper and lower bounds on the measured state variables given by (36).
Remark 3. It is clear due to (32) and (33) that
Theorem 1. (Brdys and Łangowski, 2008 Proof. The upper and the lower estimation errors can be written as e + (t) =x
for the systems S + and S − , respectively. Without any loss on generality, only S + will be further considered. Because of the directions of water flow the rates are constant only over each T H , and the water quality model is also constant only over these intervals. Moreover, the magnitudes of hydraulic quantities are also constant over each T H (cf. P1). Hence the state matrix A(t) is time-independent over each T H . Therefore, the upper estimation error dynamics associated with S + over each T H is as follows:
(44) First, the component R + (t) will be considered. It is easy to show that
Owing to (34), we have
. (46) Combining (46) with (45), we get
. (47) Combining (47) and (44), the dynamics of the upper estimation error become
Owing to P2, P4 and Remark 3 we have
Hence the system (48) has cooperative dynamics. Moreover, the system S + also has cooperative dynamics (Smith, 1995) . Additionally, using the definitions of the upper estimation error e + (t), the structure of S + and U1, it is easy to show that e + (0) =x
We shall now check the sign of H + (t). Due to (46), Remark 3 and P2 it is clear that I = ΔA + 2 (t) − A 12 (t)x 2 (t) ≥ 0 is ensured. The non-negative sign of IV is ensured by P2, Remark 3 and the choice of N 1 . As I, II, III and IV are non-negative, so is H + (t). Moreover, as P2 holds, H + (t) is bounded. Due to the properties of linear cooperative systems (Hadj-Sadok and Gouzé, 2001) , the upper estimation error satisfies
Hence the trajectories of the system S + dominate the trajectories of (25) from above. Clearly, S + generates the upper bounds on the estimated state variables.
Let us now examine the stability of the interval observer (41). If A + 11 is Hurwitz stable then the dynamics of the upper estimation error (42) is also stable. It was checked for the DWDS presented in Section 5 as well as for example DWDSs considered by Łangowski and Brdys (2007) or Brdys and Łangowski (2008) that A + 11 is truly Hurwitz stable over each T H . Moreover, they proved that the matrix A − 11 is also Hurwitz stable over each T H . Hence, the interval observer (41) is a robust and stable estimator for water quality estimation in the DWDS and it is guaranteed thatx
The interval observer (41) requires state measurements. Unfortunately, the chlorine concentration measurements are the state measurements only at certain network nodes (cf. P3). Hence the proposed interval observer is further developed in order to handle a case where the chlorine concentration sensor is located at the node with several connected pipes. Additionally, it is assumed that the measuring node is the quality controlled one. Just for the sake of simplicity, with no loss of generality, a quality controlled node n with two supplying pipes is considered. According to (12) the chlorine concentration at this node is
where y q1 (t), y q2 (t) are the measurements of water flow rates in pipes 1 and 2, respectively.
In this case the output measurement (27) is
and x 2 (t) denotes the vector of indirectly measured state variables and is called the vector of pseudo-measurements. The measurements of y cout,n (t) cannot be directly utilised by the observer (41) as they are not measurements of the state variable. However, from (51) the state variable x 2 (t) can be expressed as
and used to define pseudo-measurements as
Hence, in order to define the pseudo-measurements, the estimates of state variablex 1 (t) are used instead of the state variable x 1 (t). Assuming that the chlorine concentration c in,n (t) added to node n is exactly known, the needed upper and the lower bounds on x 2 (t) are calculated from (55):
If the vector of chlorine concentration measurements are defined as (52), then taking (56) into account, the following new structure of the interval observer is proposed:
Note that if an uncontrolled node with more than one supplying pipe is considered, the term c in,n (t) in the right-hand side of (56) disappears.
In order to estimate the unmeasured state variables by using the interval observer (57), the necessity of calculating the pseudo-measurements appears. Hence, the following procedure is proposed: S1: The estimation of unmeasured state variables is performed by using the interval observer (41). During this estimation process only direct state measurements are used.
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S2:
The pseudo-measurements of indirectly measured state variables are calculated by employing (56). Next, the state variables that refer to pseudo-measurements are removed from the estimated states and the vector of measurements x 2 (t) is augmented by adding the vector of pseudo-measurements x 2 (t) to produce the interval observer (57).
Notice that the pseudo-measurements are the new, important source of information. Hence, the two-step estimation algorithm has a better performance than the estimation process without the indirect state measurements. (57) Proof. It is obvious that the upper and the lower estimation errors are still described by (42) and (43). Therefore, the upper estimation error dynamics is still defined by (48), where I = ΔA
Theorem 2. The interval observer
1 Nb(t). Since the upper estimation error dynamics are still determined by the matrix A + 11 , the system (48) has cooperative dynamics. Hence the dynamics of the interval observer (57) remains also cooperative.
We shall now check the sign of H + (t). Observe that the structure of H + (t) has one difference. Clearly, the vector of measurements is composed of the state measurements and pseudo-measurements. Hence, the inequality x − 2 (t) ≤ x 2 (t) ≤ x + 2 (t) is ensured by U2 and due to P2 it is obvious that x − 2 (t), x 2 (t), x + 2 (t) ≥ 0, ∀t ≥ 0. However, it is necessary to show that the following holds:
We shall now prove that the inequality (58) is really fulfilled. First, sincex 1 (t) ∈ [x − 1 (t),x + 1 (t)] is in fact unknown, the Chebyshev centrex * 1 (t) of the enveloped estimates is to be used. Hence, (55) can be rewritten as
Due to P2, (33), U2 and since the interval observer (41) is robust and stable, we get
Hence, due to (60) and taking into account the mutual relations between y − cout,n (t), y cout,n (t), y + cout,n (t) and x − 1 (t),x * 1 (t),x + 1 (t), this can be written as
(61) Unfortunately, it is possible that x 2 (t) and x − 2 (t) will be negative. However, because P2 holds, these cases are eliminated. Clearly, it is assumed that if x 2 (t) and x − 2 (t) are negative, then during the estimation process the zero values for x 2 (t) and x − 2 (t) are used. Therefore
Moreover, due to the above it is easy to show that x − 2 (t) ≤ x 2 (t) ≤ x + 2 (t). Furthermore, (58) implies that the initial conditions e + (0) are non-negative and the sign of H + (t) is also non-negative. Hence, the upper estimation error associated with the interval observer (57) satisfies (50). Therefore, the trajectories of the system (57) dominate the trajectories of the system (25) from above. Moreover, the interval observer (57) remains stable. Hence, the interval observer (57) is a robust and stable estimator for water quality estimation in the DWDS and it is guaranteed thatx
Remark 4. Notice that the interval observers (41) and (57) are stable and robust over each hydraulic step T H .
Because the water flow directions and their magnitudes can change over a given time horizon, the water quality model structure can change as well (cf. Section 2). As a consequence, the interval observers have to be modified. In other words, for each T H a different structure of the interval observer, determined by the hydraulic quantities and their values, needs to be used. Therefore, the overall observer can be viewed as a mechanism with switched dynamics. Due to the stability of the observer dynamics, the switching time instants should be chosen carefully. In this paper the switches take place together with the successive T H , which are inherited from the known hydraulic solution. Such an approach gives a structural consistency of the observer dynamics and the dynamics of the estimated process. Hence the switching is basically driven by the changes in the hydraulics and they can have impact on every nodes in the DWDS. Moreover, despite the knowledge of when the switching will follow, the structure of the next observer will be known from the time instant when a hydraulic solution for the next T H will be available. Therefore, the switching sequence can be hard to determine, as it depends on the operating states and conditions of the DWDS. Indeed, in order to ensure the observer stability over the entire time horizon, certain conditions constraining the switching time instants have to be added. In this paper the stability of the switching process has been investigated only by simulation.
The structures of the interval observers (41) and (57) require determination of the matrices A − and A + over each T H . Notice that the majority of elements in these matrices are directly composed of the pipe segment lengths, reaction rate coefficients and hydraulic quantities. However, certain matrices elements are evaluated by solving suitable optimisation problems. This situation occurs for the state variables representing the chlorine concentrations at the ends of pipe segments where the segments quality input equals the chlorine concentration at the DWDS node (cf. (iv)). This issue and formulation of suitable optimisation problems were described in detail by Łangowski and Brdys (2007) . Moreover, by the definition of the state variables, the observers (41) and (57) return the quality estimates only at the DWDS nodes that are supplied by one pipe. By contrast, the chlorine concentrations at the nodes with several connected pipes are linear combinations of the appropriate state variables. Therefore, the chlorine concentrations at these nodes are calculated based on the estimates of these state variables by solving suitable optimisation problems. The formulation of these optimisation problems was described in detail by Łangowski and Brdys (2007) .
Remark 5. It is obvious that for on-line estimation the efficiency of the estimation algorithm should be high. Notice that the interval estimation algorithm does not require solving on-line highly nonlinear and nonconvex optimisation problems during the estimation process. The estimates of unmeasured state variables result from solving systems of ordinary differential equations. Hence the efficiency of the interval estimation algorithm is high. This was examined for example DWDSs and corroborating results were discussed by Łangowski and Brdys (2007) .
The proposed methodology for the model of free chlorine and DBPs concentrations has been further developed by .
Case study
The interval observers (41) and (57) were applied to the model of a real DWDS. The DWDS considered (cf. Fig. 1 ) is located in Chojnice in Poland. This DWDS delivers water to about 40,000 inhabitants (Nowicki et al., 2012) . The numbers of particular elements in the DWDS are 177 nodes, 271 pipes, 2 reservoirs, 1 tank and 3 pumps. The water is provided to the network from two sources, which are modelled as reservoirs of treated water. There are not water quality controlled nodes. During modelling the DWDS was divided into seven parts and one cumulated consumer was assigned to each part. Consequently, there are seven water demand nodes. These water demand nodes are clearly marked in Fig.  1 . The demand values as well as the demand patterns at these nodes are based on real data and two types of the demand pattern are distinguished: 1 and 2 (cf. Fig. 2 ). The demand pattern 1 is used at nodes 31, 39, 67, 83 and 88, whereas the demand pattern 2 is used at nodes 60 and 70.
The demand patterns (cf. Fig. 2 ) are used in order to obtain the nominal values of hydraulic quantities from the EPANET and then they are distorted by about ±2%. The chlorine concentration measurements and the chlorine concentration at reservoirs are provided also by the EPANET; however, reaction rate coefficients α and β were changed. The chlorine concentration measurements are contaminated by the measurement error (cf. (27) The presented simulation results show that the chlorine concentration trajectories are always inside the estimated bounds. However, the abrupt changes in the trajectories during transients can be observed. This is the effect of initial and boundary conditions on the chlorine concentration being equal to zero at the beginning of the observation. The overall robust estimation results yield a satisfying performance.
Conclusions
In this paper a water quality model for estimation has been derived and implemented in MATLAB. Set bounded satisfying performance of the estimated bounds. Some directions for future research are, i.a., deriving sufficient conditions for the stability and robustness of the interval observer during the switching time instants and developing additional mechanisms giving tighter estimation bounds.
