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Abstract
The idea of computing with DNA was given by Tom Head in 1987, however in 1994 in a seminal paper, the actual successful
experiment for DNA computing was performed by Adleman. The heart of the DNA computing is the DNA hybridization, however,
it is also the source of errors. Thus the success of the DNA computing depends on the error control techniques. The classical
coding theory techniques have provided foundation for the current information and communication technology (ICT). Thus it
is natural to expect that coding theory will be the foundational subject for the DNA computing paradigm. For the successful
experiments with DNA computing usually we design DNA strings which are sufficiently dissimilar. This leads to the construction
of a large set of DNA strings which satisfy certain combinatorial and thermodynamic constraints. Over the last 16 years, many
approaches such as combinatorial, algebraic, computational have been used to construct such DNA strings. In this work, we survey
this interesting area of DNA coding theory by providing key ideas of the area and current known results.
I. INTRODUCTION
Figure 1: DNA structure with
its four nucleotides A-Adenine,
G-Guanine, C-Cytosine and T -
Thymine. These are the basic build-
ing blocks of DNA which are held
by Hydrogen bonds in a double
helical manner. Each DNA base
is paired with the complementary
bases such that the yellow band is
A which is connected to its comple-
mentary base T (green band) while
C (blue band) is paired with red G
(red band)
Information and Communication Technology (ICT) has come a long way in the last 60
years. We have now connected world of devices talking to each other or performing the
computation. This is possible due to the advancement of coding and information theory. In
1994, two new directions in ICT emerged viz. quantum computing and DNA computing.
The heart of any computing or communications is coding theory. Thus two new directions
in coding theory also emerged such as quantum coding theory and DNA coding theory. This
paper focuses on the later area giving a comprehensive overview of techniques and challenges
of DNA coding theory from last 16 years. In 1994, L.Adleman performed the computation
using DNA strands to solve an instance of the Hamiltonian path problem giving birth to
DNA computing [1]–[4]. DNA is a double strand built by the pairing the four basic building
units A-(Adenine), C-(Cytosine), G-(Guanine), T-(Thymine) which are called nucleotides.
The DNA strand is held by the important feature called complementary base pairing which
connects the Watson Crick complementary bases with each other denoted by AC = T and
GC = C. The backbone of DNA is an alternating chains of sugar and phosphate. DNA is
an ideal source of computing due to its stable, dense and its self replicating property [5].
After the successful experiment by Adleman, area of DNA computing [6] flourished into
different directions like DNA tile assembly [7] [8], building of DNA nano-structures [9]
[10], studying error correcting properties in DNA sequences [11] [12] and DNA based data
storage system [13]. But it was only with the identification of mathematical properties in
DNA sequences [14] [15], it inspired many researchers to explore this new amalgamation of
biology and coding theory [16]. DNA computing [17] promises to solve many NP-complete
problems like Hamilton path problem, satisfiability problem (SAT) [18] and many others with massive parallelization [19]. To
perform computation using DNA strands, a specific set of DNA sequences are required with particular properties. Such set of
DNA strands satisfying various constraints [20], [21] play an important role in biomolecular computation [22] [23].
The aim of this manuscript is to elucidate the current state of art of DNA codes as shown in Figure 2, DNA codes constraints
and especially the new methods contributing to construct DNA codes from algebraic coding. It summarizes the research on
DNA codes which may help the researcher to get a broad picture of the area. Also, it gives brief overview on the applications
of DNA codes.
The Paper is organized as follows. Section II and III discusses the DNA code design problem and constraints on DNA codes.
Section IV describes various approaches for the construction of DNA codes. Section V gives a brief description on software
tools for DNA sequence design. Section VI includes description on bounds of DNA codes. Section VII gives a brief note on
applications of DNA codes. Section VIII shows results on DNA codes for 0 ≤ n ≤ 36 and 0 ≤ d ≤ 20. Section IX concludes
the paper with general remarks.
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II. DNA CODE DESIGN PROBLEM
To perform the DNA computation, DNA strands react with each other by Watson Crick base pairing and form perfect
match. But in some situation, DNA strands may not form perfect base pairing and react in undesirable manner. One situation
is formation of secondary structure in which first half strand of the DNA strand forms complementary with its own other
half forming the hair pin like structure. This kind of structure interrupt the desired computation. Such secondary structures
have to be avoided by designing the DNA strands carefully. Also DNA strands may bind to another DNA strands forming the
complementary base pairing with few base pairs creating an error. One way to avoid this is to ensure that every two DNA
strands differ in more than d locations where d depends on the application of DNA computation. This property can be obtained
by defining different distance like the Hamming distance, Lee distance, Edit distance, Deletion distance etc. between two DNA
strands.
DNA codes design problem [24]–[26] is to develop a set of the DNA codewords of length n over DNA alphabets ΣDNA =
{A, T,G,C} with predefined distance d [27] [28] and satisfying maximum set of constraints [29]. The main objective is to
find the largest possible set of codewords M of length n over alphabet ΣDNA = {A,C,G, T} feasible with respect to set of
constraints [30] with distance d that enable the construction of better error correcting codes [31]–[33].
Figure 2: DNA codes Time line: The state of art of DNA codes is showcased from 1994 to 2016. Different work mentioned
with authors in chronological order.
Definition (DNA code). A DNA code CDNA(n,M, d) ⊂ ΣDNA = {A, T,G,C} with each DNA codeword of length n and
size M and minimum distance d. Here A denotes Adenine, T denotes Thymine, G denotes Guanine and C denotes Cytosine
as the nucleotides in DNA.
III. CONSTRAINTS ON DNA CODES
There are different types of constraints that DNA codes must satisfy. Three categories in which these constraints can be
classified are as follows:
1) Combinatorial constraints
2) Thermodynamic constraints
3) Application Oriented constraints
The constraints which should be followed by DNA codes are listed below :
1) Hamming distance constraint (n, d, w) -
The Hamming distance constraint can be defined as dH(xDNA, yDNA) ≥ d ∀ xDNA, yDNA ∈ CDNA for some Hamming
distance d [14]. A set of codewords with length n, size M and minimum Hamming distance d satisfying Hamming
constraint is denoted by CDNA(n,M, d). Hamming distance is calculated by the total number of places at which two
DNA codewords differ. For CDNA(n,M, d), the minimum of the distances is considered as the Hamming distance.
Aq(n, d) denotes the maximum size of a code with codewords of length n and distance d over alphabet size q, in case
of DNA codewords q = 4.
Example 1. Let xDNA = ATGACT and yDNA = ACTAGC, then dH(xDNA, yDNA) = 4 where xDNA, yDNA ∈ CDNA
following the Hamming distance constraint with dH(xDNA, yDNA) ≥ 3.
2) Reverse constraint(n, d) - The reverse constraint is HDNA(xRDNA, yDNA) ≥ d ∀ xDNA, yDNA ∈ CDNA. A code satisfying
reverse constraint is called reverse code. ARq (n, d) denotes the maximum size of a reverse code with length n and
minimum Hamming distance d.
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Figure 3: DNA codes constraints classified as three categories combinatorial, thermodynamics and application oriented
constraints.
Example 2. Let xDNA = ATGACT , xRDNA = TCAGTA and yDNA = ATACAT . For n = 6 and d = 3, HDNA(xRDNA, yDNA) ≥
3. xDNA, yDNA are reverse code.
3) Reverse Complement constraint (n, d) - This RC-constraint is HDNA(xRDNA, yCDNA) ≥ d ∀ xDNA, yDNA ∈ CDNA. DNA
code satisfying RC-constraint is called a reverse complement code. ARCq (n, d) denotes the maximum size of a reverse
complement code with length n and minimum Hamming distance d [14].
Example 3. Let xDNA = ATGACT , xRDNA = TCAGTA and yDNA = GTACAC, yCDNA = CATGTG. For n = 6 and
d = 3, HDNA(xRDNA, yCDNA) = 4 ≥ 3. xDNA, yDNA are reverse complement code.
4) GC-content constraint (n, d, w) - The set of codewords with length n, distance d and GC weight w ,where w is total
number of Gs and Cs present in the DNA strand viz. wxDNA = |{xi : xDNA = (xi) , xi ∈ {C,G}}| [34]–[36]. Generally
w = bn/2c.
Example 4. Let xDNA = ATTGCT then xDNA /∈ CDNA for n = 6 and w = 3.
5) Melting temperature constraint (n, d, w)- Melting temperature Tm is a temperature at which half of the DNA strands are
hybridized and half are not. Melting is opposite of hybridization in which two strands get separated. It is advantageous
to have the codewords with the similar melting temperatures as it will enable the hybridization of multiple DNA strands
simultaneously. Hence we select the codewords with similar melting temperature calculated by Nussinov’s algorithm
[25]. For each xDNA ∈ CDNA have identical melting temperature [29] .
6) Thermodynamic constraint (n, d, w) - For the DNA stability, it is necessary for all the DNA codes should have comparable
free energy ∆G◦ [37]–[39] above some threshold [40], [41]. As DNA with minimum free energy is more stable and hence
we consider only those DNA codewords in a DNA code that have approximately comparable free energy in the set of
DNA codewords. Free Energy ∆G◦ for the given DNA codewords xDNA, yDNA ∈ CDNA can be obtained by the equation,
|∆G◦(xDNA)−∆G◦(yDNA)| ≤ δ
where δ > 0 is a constant.
7) Uncorrelated-correlated constraint (n, d, w) - A codeword ∈ CDNA if shifted by x units where x ≤ n should not match
with any of the other codeword ∈ CDNA [42].
Example 5. Let XDNA = CATCATC and YDNA = ATCATCGG. X ◦ Y = 0100100, as depicted below.
X = C A T C A T C
Y = A T C A T C G G 0
Y = A T C A T C G G 1
Y = A T C A T C G G 0
Y = A T C A T C G G 0
Y = A T C A T C G G 1
Y = A T C A T C G G 0
Y = A T C A T C G G 0
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The constraints (1) to (3) are used to avoid undesirable hybridization between different DNA strands and (4) to (6) are
the DNA constraints which ensures that all the codewords have similar thermodynamic characteristics to perform uniform
computation.
IV. VARIOUS APPROACHES FOR THE DNA CODES CONSTRUCTIONS
There are different approaches [43] for the construction of the DNA codes with finite length n, defined distance d and set of
constraints with respect to application. The set of constraints essential for the DNA codes is subject to the application. There
exist algorithmic, theoretic and software simulation method [44] [45] [46] approaches to design the DNA codes. Optimality of
the DNA code can be obtained by construction of the DNA codes in a way that every codeword in the set follows maximum
number of constraints for a large value of n and large minimum distance d with minimum errors in DNA computation [47].
Figure 4: DNA codes construction Methods are classified as Search algorithms, Algebraic Coding methods and Software
simulations. Search algorithms include Variable neighborhood search, Simulated Annealing, Stochastic Local Search. Template
Based method uses a template to design a DNA codeword. Algebraic coding method is construction of DNA codes by using
Algebraic structures like Fields and Rings. Altruistic Approach is construction of DNA codewords in altruistic way in this
work.
1) Variable Neighborhood Search Approach: This approach employs different local search algorithms to search the DNA
codes [48]–[51]. Some of the search algorithms are described here.
a) Seed Building(SB) : Seed Building (SB) algorithm examines all the possible codewords randomly with respect to
seed codeword where seed codewords are the initial set of codewords with the required constraint. For more details
on the algorithm, [52] can be referred. The drawback of the approach is that it is inefficient for larger values of n
because of the computational and time complexity invested for the development of feasible set of codewords.
Example 6. Consider the n = 3, d = 1 and GC-content w = 2 and initial seed be codewords with d = 1 and
w = 2 are AGG and AGC then the resulting codewords at first iteration with HD and GC-content constraints are
GGC,GCA,GTC,CCG,CGC,CTC, TGG. Note that ACC,GCT,CAG are also codewords with GC-content
2 but at distance d = 3 so will be added in the next iteration for seed d = 3.
b) Clique Search : In this method a random subset of the codewords of a given code is removed, leaving a partial
code. All the codewords are generated and those compatible with the ones left in the code are identified and a
graph is built where the identified codewords are nodes, and an edge exists between compatible codewords.
Example 7. Let n = 4, d = 3 and w = 2 then the partial code be CTTC,CGAA, TGGT,GTGA with HD, RC
and GC constraints. The clique search will result in codewords CACT,GCTT,AGTG and AAGC.
c) Hybrid Search: This method combines two approaches of seed building and clique search. It uses seed building to
generate the partial code and clique search to search for the best codewords [53].
d) Greedy Approach: These types of algorithms removes the worst DNA code at each iteration from a set of codes
every time the algorithm is iterated. But the problem with this approach is that it doesn’t always produce the best
results. In the process of removing the worst code at each stage it may remove a potentially good code at earlier
stages and may not remove bad code at the later stages. So it doesn’t always produce the best optimal result [54].
Example 8. Let n = 3, d = 2 and w = 2 then codewords from greedy search AGG,ACC,GGC,GCA,
CCG,CTC.
e) Lexicographic Approach: These types of algorithms take into consideration a particular arrangement of the DNA
codewords. It may be an alphabetical order or ascending order or any such kind of ordered arrangement of codes
such that the arrangement of the DNA codewords satisfying the DNA constraints are ordered in a specific manner
[55].
2) Simulated Annealing Approach: Simulated Annealing is a meta heuristic algorithm derived from thermodynamic
principles [52]. These types of algorithms work on the set of codewords in which not all the codewords in the given set
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satisfies the constraints specified. These algorithms attempts to change the codewords with the objective of reducing the
constraint violations to the constraints and try to make them feasible. The set with a feasible solution is derived when
there is no violation of constraints.
3) Stochastic Local Search Approach: We search for the codewords with parameters (n, d, w = n/2) such that the length
of the codewords is n and the GC-content is bn/2c and the minimum Hamming distance is atleast d. These types of
algorithms work on random set of codewords while solving the problem. It generally considers an initial set of random k
codewords and then removes the one which doesn’t satisfy the constraints. For more details on the the algorithm, reader
can refer to [56].
Example 9. Let random codewords k = 16 then set is AA,AT,AG,AC,GA,GT,GC,GG,CT,CA,CC,
CG, TA, TC, TG, TT . Codewords with n = 2, d = 2 and w = 1 are GC,AG,CA, TC.
4) Genetic Algorithm: In this work, genetic algorithm is used to search efficient and reliable codes by minimizing the
mis-hybridization error. This codewords generated were unique in terms of Hamming distance that satisfy the Hamming
bound [57].
5) Template Based Method: This method was introduced in [58]–[60] that involves two step process. Initially a template
is designed which is mapped to binary error correcting codes and combination of template and codeword results into
DNA codewords. This method is not optimal because the code size is limited depending of the size of error correcting
code used and selection of template. Mapping of the template to the codewords is subjected to specific application.
Example 10. Let template t = 1001101 and a codeword c = 0010111. Suppose the map define 11 → A, 10 → T ,
01 → G and 00 → C for position of 1 and 0 in t is 1 = [AT ] and 0 = [GC] followed by position in codewords then
the DNA codes will be TCGTAGA.
6) Algebraic Coding Approach: By using the algebraic coding, DNA codes are constructed from fields and rings by
mapping the elements of the field and rings to the DNA nucleotides [61].
a) Codes over Fields:
i) Linear codes over GF (4) : In this approach, DNA codewords are constructed from GF (4) by using different
one-to-one mapping the elements of GF (4) to DNA nucleotides [62]. The mapping is preferred from {0,1,
ω, ω2} to {A,C,G,T} with respect to the codes used. There linear code [35] and additive codes.The method
used have improved the lower bounds on GC constraints and extended the result on the length of DNA code to
n ≤ 30. Researchers extended this construction for non linear codes and cyclic codes [63]. Also DNA codes over
GF (4) were constructed using BCH codes in [64] in which the protein and targeting sequences are identified
as codewords of error-correcting BCH codes.
ii) Linear and Additive codes over GF (4): In this paper, DNA codes are constructed considering linear codes
and additive codes over GF (4) pf odd length following Hamming distance constraint and reverse complement
constraint. In [65], DNA codes of length 7, 9, 11 and 13 have been considered. DNA nucleotides {A,C,G, T}
have been mapped to 0, ω, ω and 1 respectively with ω = ω2 and ω2 + ω + 1 = 0. Each codeword has been
mapped to a polynomial and the Trace map Tr : GF (4)→ GF (2) is stated as :
Tr(x) = x+ x2
iii) Extended, Additive, Additive Extended Cyclic codes over GF (4): In referred work, DNA codes satisfying GC-
content constraint and a minimum Hamming distance constraint were constructed using computer algebra systems
Magma [66] and Maple [67]. Longer codes of higher length 4 ≤ n ≤ 30 were derived from GF (4), additive
codes over GF (4) and Z4 (see Figure 5). Moreover it was claimed that by using different mapping from fields or
rings to DNA codewords can result into different lower bounds. Further the bounds on the DNA codes satisfying
set of constraints were ameliorated by shortening and puncturing of obtained codes [68].
b) Codes over Rings : Algebraic construction of DNA codes was further extended to codes over rings. Different rings
are used to construct DNA codes by mapping rings elements to DNA nucleotides.
i) DNA sequences generated by Z4 linear codes: In [69], a biological coding system which modeled the existence
of error correcting codes in the DNA structure. Model consists of an encoder and modulator. The encoder consist
of a mapper that converts the DNA nucleotides to elements of and BCH codes over Z4) and a modulator consist
of a genetic code, tRNA (transfer RNA that serves as the connecting link between the mRNA (messenger RNA)
to the amino acid sequence of proteins) and ribosome (protein synthesizer of the cell) which is associated with
signals that convert the genetic codons to protein. The DNA and protein coding sequences from different species
have been identified as the codewords over linear codes over Z4. A class of error correcting-code BCH codes
with parameters (n, k, 3) have been used in the encoder to construct the DNA codes over Z4.
In [70] [71], the self dual codes over Z4 are used for construction for DNA codes. Additionally, GC weight
enumerator of the DNA codes that determines the number of Gs and Cs in the codeword. GC wright enumerator
helps in the construction of DNA codes satisfying GC- content constraint. Self dual DNA codes over Z4 are
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Cyclic DNA codes over GF (4) have been computed for 4 ≤ n ≤ 30.
Extended cyclic DNA codes over GF (4) have been computed for 4 ≤ n ≤ 30.
Additive cyclic DNA codes over GF (4) have been computed for 4 ≤ n ≤ 19.
Additive extended cyclic DNA codes over GF (4) have been computed for 4 ≤ n ≤ 20.
Cyclic DNA codes over Z4 have been computed for 4 ≤ n ≤ 24.
Extended cyclic DNA codes over Z4 have been computed for 4 ≤ n ≤ 24.
Cosets of cyclic DNA codes over GF (4) have been computed for 4 ≤ n ≤ 20.
Cosets of extended cyclic DNA codes over GF (4) have been computed for 4 ≤ n ≤ 20.
Cosets of additive cyclic DNA codes over GF (4) have been computed for 4 ≤ n ≤ 14.
Cosets of additive extended cyclic DNA codes over GF (4) have been computed for 4 ≤ n ≤ 15.
Cosets of cyclic DNA codes over Z4 have been computed for 4 ≤ n ≤ 20.
Cosets of extended cyclic DNA codes over Z4 have been computed for 4 ≤ n ≤ 30.
Figure 5: DNA codes construction methods using Computer Algebra Systems such as Maple and Magma [68] .
developed by using mapping as A → 0 , C → 1, T → 2 and G → 3. The following generator matrix G over
Z4 is considered and let K4 denote the codeword over Z4 formed from G. There are 16 codewords and wa(c)
where a ∈ Z4 and k ∈ K4 as shown in Table I.
G =
1 1 1 10 2 0 2
0 0 2 2

K4 w0 w1 w2 w3 K4 w0 w1 w2 w3
(0000) 4 0 0 0 (1111) 0 4 0 0
(2222) 0 0 4 0 (3333) 0 0 0 4
(0202) 2 0 2 0 (1313) 0 2 0 2
(2020) 2 0 2 0 (3131) 0 2 0 2
(0022) 2 0 2 0 (1133) 0 2 0 2
(2200) 2 0 2 0 (3311) 0 2 0 2
(0220) 2 0 2 0 (1331) 0 2 0 2
(2002) 2 0 2 0 (3113) 0 2 0 2
Table I: (4, 16, 3) code is generated by G where wa(c) where a ∈ Z4 and k ∈ K4 [70].
ii) Lifted Polynomials over F16: In [72], reversible codes by using special family of polynomials denoted as lifted
polynomials over F4 which generates the reversible codes of odd length over F16 are constructed. 4-lifted
polynomial is used to generate the DNA code of even length by using the correspondence between pair of
DNA nucleotides to elements of the ring F16. Table II preserves the property that if DNA pair is mapped to an
element of F16 then reverse of that DNA pair is mapped to fourth power of the element of F16. For example,
α2 → GC then (α2)4 → CG.
iii) DNA codes over F2[u]/u4 − 1: In [73], cyclic DNA codes of odd length are obtained from F2[u]/(u4 − 1) =
{a + bu + cu2 + du3 | a, b, c, d ∈ F2} where u4 = 1 commutative ring is considered. All its ideals are listed
here 〈0〉 = 〈(1 + u)4〉 ⊂ 〈(1 + u)3〉 ⊂ 〈(1 + u)2〉 ⊂ 〈(1 + u)〉 ⊂ R. The 16 elements of ring R are mapped to
2-length nucleotides. The following mapping shown in Table III was considered in the paper [73]. This mapping
preserved the complementary and reverse property by adding 1 + u+ u2 + u3 and multiplying u2 respectively.
To find complement of AA, we add 1 + u+ u2 + u3 to 0, it will give 1 + u+ u2 + u3 = TT . To find reverse
AA, multiply 0 to u2 will result in 0 =AA.
In [74] DNA cyclic codes of arbitrary length satisfying the reverse complement constraint are constructed by
using additive stem distance. The correspondence between the ring elements and DNA is established by following
mapping mentioned in Table IV. this preserves the reverse complement property of the DNA codewords by the
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Sr.No DNA Pair a Multiplicative(F16) Additive
1. AA 0 -
2. TT α0 1
3. AT α1 α
4. GC α2 α2
5. AG α3 α3
6. TA α4 1 + α
7. CC α5 α+ α2
8. AC α6 α2 + α3
9. GT α7 1 + α+ α3
10. CG α8 1 + α2
11. CA α9 α+ α3
12. GG α10 1 + α+ α2
13. CT α11 α+ α2 + α3
14. GA α12 1 + α+ α2 + α3
15. TG α13 1 + α2 + α3
16. TC α14 1 + α3
Table II: Mapping from DNA nucleotide Pair to element of F16. [72]
Element Map Element Map Element Map Element Map
AA 0 AT 1 + u GT 1 CT 1+ u + u2
TT 1 + u + u2 + u3 TA u2 + u3 TG u2 TC 1 + u2 + u3
GG 1 + u2 GC u+ u2 AC 1 + u+ u3 AG u
CC u+ u3 CG 1 + u3 CA u+ u2 + u3 GA u3
Table III: Mapping from DNA Nucleotide Pair to elements of the Ring F2 + uF2 + u2F2 + u3F2 where u4 = 1 [73].
x+ xc = u3 + u2 + u+ 1. The reverse of the DNA code is obtained by multiplying u2 to any element x of the
ring R.
Element Map Element Map Element Map Element Map
GG 0 AT 1 + u GT 1 CT 1+ u + u2
CC 1 + u + u2 + u3 TA u2 + u3 TG u2 TC 1 + u2 + u3
GC 1 + u2 AA u+ u2 AC 1 + u+ u3 AG u
CG u+ u3 TT 1 + u3 CA u+ u2 + u3 GA u3
Table IV: Mapping from DNA Nucleotide Pair to elements of the Ring F2 + uF2 + u2F2 + u3F2 where u4 = 1 [73].
iv) DNA cyclic codes over F2 + uF2 where u2 = 0: DNA codes of even length following reverse and reverse
complement constraints have been studied in [75]. The field F2 is a subring of R. A linear code C of length
n over R is defined to be an additive submodule of the R-module Rn. A cyclic code of length n over R
is a linear code with the property that if (c0, c1, . . . , cn−1) ∈ C then (cn−1, c0, . . . , cn−2) ∈ C. An n-tuple
c = (c0, c1, . . . , cn−1) ∈ Rn is identified with the polynomial c0 + c1x + . . . + cn−1xn−1 in the ring Rn =
R[x]/ (xn − 1), which is called the polynomial representation of c = (c0, c1, ..., cn−1). Here R = F2 +uF2 with
{0, u, 1, 1 + u} elements are in one to one correspondence with nucleotides A, T,G and C such that 0 → A,
u → T , u+ 1 → C and 1 → G. The DNA codes of length 8 and 10 are obtained from C = g6 + u (x5 + x)
and C = g1g22 + ug2, ug1g2. Necessary and sufficient conditions for cyclic codes to follow the reverse and
reverse-complement properties have also have been studied. To preserve the reverse complement constraint o
find complement of A, we add u to 0, it will give u = T.
v) DNA codes over Z4+uZ4: DNA cyclic codes of odd lengths following reverse and reverse complement constraint
are constructed in [76]. Here ring Z4+uZ4 = a+ ub | a, b ∈ Z4 with u2 = 0 is considered. Reversible and cyclic
reversible complement codes are discovered in this paper. In this work defined a Gray map that allows them to
translate the properties of DNA codes to binary codewords i.e. φ : Z4+uZ4 → Z24 such that φ(a+ub) = (b, a+b)
where a, b ∈ Z4. In this paper, 16 pairs of nucleotides which are mapped as shown in Table V.
Element Map Element Map Element Map Element Map
AA 0 TT 1+u GG 1 CC u
AT 2 TA 3+u GC 3 CG 2+u
GT 2u CA 1+3u AC 3u TG 1+2u
CT 2+3u GA 3+2u AG 2+2u TC 3+3u
Table V: Mapping from DNA nucleotide pair to element of the Ring Z4 + uZ4 where u2 = 0 [76].
vi) F4[u]/ < u2 + 1 > where u2 = 1: In [77] self-reciprocal complement cyclic codes from R with F4 =
{0, 1, α, α+ 1} where α is the root of primitive polynomial x2 + x+ 1 over F2 are studied. The DNA code of
specific length 6 over the ring is considered. One to one correspondence is establish between pairs of nucleotides
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and 16 elements of the ring. DNA cyclic codes constructed followed reverse complement, GC content and
Hamming distance constraints. The basis is {1, u+ 1} and then every element of R is expressed in the form of
a+ b(u+ 1) where a,b ∈ F4. The mapping is done as in Table VI
Element Map Element Map Element Map Element Map
AA 0 TT α+ 1(α+ 1)u GT 1 CA α+ (α+ 1)u
AG α TC 1 + (α+ 1)u AT α+ 1 TA (α+ 1)u
TG u AC α+ 1 + αu GA αu CT 1 + α+ u
GC 1 + αu CG α+ u CC 1 + u GG α+ αu
Table VI: Mapping between the pair of DNA nucleotides and Ring F4 [77].
vii) DNA codes from F2 + uF2 + vF2 + uvF2 with u2 = 0 and v2 = v: The structure of cyclic DNA codes of an
arbitrary length over R2 = F2+uF2 +vF2+uvF2 was studied and the relation to codes over R1 = F2+uF2 by
defining Gray map between R2 and R21 was established [78]. DNA codes following reverse, reverse complement
constraints are studied. The Gray map from R2 to R1 is defined as φ(a+ bv) = (a, a+ b). GC weight over the
ring was also introduced by using image of Gray map. One type of nontrivial automorphisms can be defined
over R2 as follows : σ : F2 + uF2 + vF2 + uvF2 → F2 + uF2 + vF2 + uvF2,
a+ bv → a+ (1 + v)b such that a, b ∈ F2 + uF2. Table is defined using : Φ (c) : C → S2nD4,
(a0 + b0v, a1 + b1v, . . . , an−1 + bn−1v) 7→ (a0, a1, . . . , an−1, a0 + b0, a1 + b1, . . . , an−1 + bn−1). Below is the
Table VII for mapping elements of the ring to DNA described in the paper. For instance, (c0, c1, c2, c3) =
(u+ v, u, v, 1) is mapped to TCTTAGTCGG.
Elements a Gray Images
Double
DNA Pairs
ζ(a)
Elements a Gray Images Double DNAPairs ζ(a)
0 (0,0) AA v (0,1) AG
uv (0,u) AT v+uv (0,1+u) AC
1 (1,1) GG 1+v (1,0) GA
1+uv (1,1+u) GC 1+v+uv (1,u) GT
u (u,u) TT u+v (u,1+u) TC
u+uv (u,0) TA u+v+uv (u,1) TG
1+u (1+u,1+u) CC 1+u+v (1+u,u) CT
1+u+uv (1+u,1) CG 1+u+v+uv (1+u,0) CA
Table VII: Mapping between DNA pair and elements of the Ring F2 + uF2 + vF2 + uvF2 with u2 = 0 and v2 = v [78].
viii) codes over F4 + vF4: In linear, constacyclic and cyclic codes over the ring R = F4[v]/(v2− v) are constructed
in [79]. The ring R = {a + vb|a, b ∈ F4} is non-chain finite semi-local Frobenius ring with 16 elements. The
4 elements are F4 = {0, 1, ω, ω + 1} where ω2 = ω + 1. The Gray map from R to F4 × F4 is given by :
φ(c) = (a+ b, a).
If a = (a1, a2, . . . , an) ∈ Rn, then the Hamming weight of a is the sum of the Hamming weights of its
components, i.e.w(a) =
∑n
i=1 w(ai). The Hamming distance between a and b in R is d(a, b) = w(a− b). The
Lee weight of any element of R is the Gray image of its Hamming weight, i.e. wL(c) = wH(φ(c)). Below is
the Table VIII for mapping used in [80].
Elements Gray Images Double DNAPairs ξ(a) Elements Gray Images
Double DNA
Pairs ξ(a)
0 (0, 0) AA 1 (1, 1) TT
ω (ω, ω) CC 1 + ω (1 + ω, 1 + ω) GG
v (1, 0) TA 1 + v (0, 1) AT
v + ω (1 + ω, ω) GC 1 + v + ω (ω, 1 + ω) CG
vω (ω, 0) CA 1 + vω (1 + ω, 1) GT
ω + vω (0, ω) AC 1 + ω + vω (1, 1 + ω) TG
v + vω (1 + ω, 0) GA 1 + v + vω (ω, 1) CT
ω + v + vω (1, ω) TC 1 + v + ω + vω (0, 1 + ω) AG
Table VIII: Mapping between DNA Pair and elements of the Ring F4 + vF4 [79].
ix) R = F2[u]/(u6): In [81], DNA cyclic codes over a family R1 = F2[u]/(u6) and ring R2 = F2 + uF2 where
v2 = v satisfying reverse complement constraint have been constructed. In this a new family of DNA skew
cyclic codes is introduced over ring R = F2 + vF2 = 0, 1, v, v + 1 where v2 = v. The ring R1 = F2[u]/(u6) =
{a0 + a1u + a2u2 + a3u3 + a4u4 + a5u5; ai ∈ F2, u6 = 0}. There is direct map between 64 elements of the
ring to 64 codons (three nucleotides) used in nature as a substrate for aminoacid synthesis shown in Table IX.
x) DNA codes over ring F2[u]/u2 − 1 : Ring R = F2[u]/u2 − 1 = {0, 1, u, 1 + u} where u2 = 1 was described
[82] [83] . Elements of the ring were directly mapped to DNA nucleotides such that reverse complement
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DNA
Codons Ring Element
DNA
Codons Ring Element
DNA
Codons Ring Element
DNA
Codons Ring Element
CCC u5+u4+u3+u2+u+1 GGG 0 ACT u3 + u2 + u+ 1 GTC u4 + u2 + u+ 1
GGA u5 + u4 + u3 + u2 + u CCT 1 ACG u3 + u2 + u ACA u3 + u2 + u+ 1
GGC u5 + u4 + u3 + u2 +1 CCG u TTT u4 + u2 + 1 GAC u5 + u3 + u2 + 1
GGT u5 + u4 + u3 + u2 CCA u+ 1 TTG u4 + u2 + u AGG u5 + u3 + u+ 1
AGG u5 + u4 + u3 + u+ 1 TCC u2 CTA u4 + u+ 1 GAT u5 + u3 + u2
CGG u5 + u4 + u2 + u+ 1 GCC u3 GTT u4 + u3 + 1 GTA u4 + u3 + u+ 1
GAG u5 + u3 + u2 + u+ 1 CTC u4 GTG u4 + u3 + u ATT u4 + u3 + u2 + 1
AGA u5 + u4 + u3 + u2 + u TCT u2 + 1 TCA u2 + u+ 1 ATA u4 + u3 + u2 + u
AGC u5 + u4 + u3 + 1 TCG u2 + u CAA u5 + u2 + u ATC u4 + u3 + u2
ATG u4 + u3 + u2 + u+ 1 TAC u5 CAC u5 + u2 + 1 TGA u5 + u4 + u
AGT u5 + u4 + u3 TAT u5 + 1 GCA u3 + u+ 1 AAT u5 + u2 + u+ 1
CGA u5 + u4 + u2 + u GCT u3 + 1 TTA u4 + u3 AAA u5 + u3 + u
CGC u5 + u4 + u2 + 1 GCG u3 + u ACC u3 + u2 TGC u5 + u4 + 1
CGT u5 + u4 + u2 TAA u5 + u CAT u5 + u2 AAC u5 + u3 + 1
TGG u5 + u4 + u+ 1 CTG u4 + u TGT u5 + u4 TCC u4 + u2
GAA u5 + u4 + u3 + u2 + u CTT u4 + 1 CAG u5 + u3 TAG u5 + u+ 1
Table IX: Mapping between 64 elements of the Ring F2 + uF2 + u2F2 + u3F2 + u4F2 + u5F2 and 64 codons [81].
constraint is conserved. By adding 1 + u to elements of rings, complement can be obtained. For example
0→ A, u→ C, 1→ G, 1 + u→ T preserves the complement property: 0 = 1 + u and u = 1.
The elements of the ring R can be mapped to the elements of F2 = {0, 1} via the map θ where θ(0) =
θ(u + 1) = 0 and θ(1) = θ(u) = 1. Let C be a cyclic code in Rn. It can be extended to the map θ to a map
ϕ : C → Z2[x]/(xn−1) defined by ϕ(a0+a1x+a2x2+. . .+an−1xn−1) = θ(a0)+θ(a1)x+. . .+θ(an−1xn−1).
xi) DNA cyclic codes over F2 + uF2 : In [84] odd length codes over rings satisfying reverse complement, GC-
Content and thermodynamic constraints are studied. They are obtained from the cyclic complement reversible
code. Infinite family of BCH DNA codes are constructed. The mapping Φ called Gray Map has been used to
map linear codes over R to binary linear codes. The Gray map Φ is the distance-preserving map (Rn, Lee
distance) → (F 2n2 ,Hamming distance).
xii) Cyclic DNA codes over Z4 + wZ4 : Recently, cyclic DNA codes over R = Z4 + wZ4 where w2 = 2 and
S = Z4 + wZ4 + vZ4 + wvZ4 where v2 = vw have been discovered [85]. In this work, odd length DNA
cyclic codes over R satisfying reverse and reverse complement constraint is studied . Also, a family of DNA
skew cyclic codes with reverse complement property over R is constructed. Binary images of the cyclic DNA
codes over R and S is determined. The correspondence between elements of ring R and double DNA pairs are
establish as described in the Table X.
Elements Gray Images Double DNAPairs ξ(a) Elements Gray Images
Double DNA
Pairs ξ(a)
0 (0, 0) AA 1 (1, 0) CA
2 (2, 0) GA 3 (3, 0) TA
ω (0, 1) AC 2ω (0, 2) AG
3ω (0, 3) AT 1 + ω (1, 1) CC
1 + 2ω (1, 2) CG 1 + 3ω (1, 3) CT
2 + ω (2, 1) GC 2 + 2ω (2, 2) GG
2 + 3ω (2, 3) GT 3 + ω (3, 1) TC
3 + 2ω (3, 2) TG 3 + 3ω (3, 3) TT
Table X: Mapping between DNA Pair and elements of the Ring.
7) Algebraic Number Theory codes: Aforementioned all the methods include construction of DNA codes from classical
coding theory and heuristic approaches works well for small length n. In this author constructed the DNA codes using
algebraic number theory [86], making the first attempt, by using irreducible cyclic codes to built DNA codes with large
n (< 1000) and number of codewords (M < 7000) satisfying the GC content constraint.
V. SOFTWARE TOOLS FOR DNA CODES GENERATION
There are different tools developed for designing the DNA codewords namely DNA sequence Generator [44] and evolutionary
algorithm based program-PUNCH (Princeton University Nucleotide Computing Heuristic) [87] were used to find set of
dissimilar sequences. DNA sequence generator and compiler use graph based approach based on the overlapping sub-sequences.
The GUI of the software allows the user to import the the DNA sequence to the sequence wizard with different parameters. It
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also calculate the melting temperature of the DNA sequences. It check for the reverse complement constraints and forbidden
DNA strands. However this software do not take care of secondary structure formation of the DNA strands. PUNCH is used
for performing various DNA computing by bit set selection. It works on randomization by selecting three basic parameters N,
B and V where N is number of bits in the problem, B is the number of nucleotides in each bit, and V is number of variation
on each bit set.
Here the author has created a web application in which the user has to first select the mode which is either specific based
or range. For both modes, the user has to select the specific constraints he wants DNA codes to follow but for specific the
input has parameters n and d where n is the length of the codewords and d is the Hamming distance. For range, the input
parameters are n1 and n2 where n1 is the starting length and n2 is the ending length and also are d1 and d2 where d1 is the
starting Hamming distance and d2 is the ending Hamming distance. The web portal will display the number of codewords and
also those codewords that satisfy the constraint.
VI. BOUNDS ON DNA CODES
There are several bounds studied for DNA codes. This section comprehend the types of bounds obtained on set of constraints.
In the Table XI, columns are ticked for which respective bounds on constraints are obtained. Note that n is the length, d is
minimum Hamming distance and w is GC content of the DNA code. One can observe that almost all the methods have
obtained lower bounds on reverse constraint. But most important part is to investigate that there is no bounds on DNA codes
satisfying the set of HD, GC, R and RC constraints altogether. Also there are very few attempts made to explore the bounds
on thermodynamic constraints. One can explore the methods which allows the formulation of bounds on the thermodynamic
constraints. More details on the bounds are described in Appendix A.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
AHD4 (n, d, w) X
AR4 (n, d, w) X X X X X X X X X X
ARC4 (n, d, w) X X
AGC4 (n, d, w) X X X X X
AR,RC4 (n, d, w)
ARC,GC4 (n, d, w) X X X X X X
AR,GC4 (n, d, w) X X
AR,RC,GC4 (n, d, w)
Table XI: Bounds on DNA codes: 1-Johnson type Bound [88] [55], 2-Halving Bounds [88] [55], 3-Gilbert-Type Bounds [55],
4- Relation between AGC,RC4 and A
GC,R
4 [55], 5- A
GC
4 bound, 6- A
GC,RC
4 bound, 7- A
GC
4 (n, d, w) bound, 8- Product Bounds
[88] [55], 9- Relation between ARC4 and A
R
4 [88], 10 to 16 - Relation between A
GC
4 , A
RC
4 and A
R
4 [14], 17-V. Phan bound
[89] satisfying Hamming distance constraint.
VII. APPLICATIONS OF DNA CODES
DNA codes are used in various technologies like DNA computing [1], surface based DNA computation [90]–[93], DNA
Microarray technology [94], Molecular barcodes for chemical libraries [95], DNA nanostructures [96], [97], DNA origami
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[10], data encrytption [98], [99] [100]–[102], data storage [13], [103]–[106], signal processing [107] and DNA nanodevices
and circuits [108]. Recently, it has reported potential of DNA codes in phylogenetic studies [109]. Also it has contribution
in understanding gene regulatory networks [110], protein coding genes [111], [112] and studying the structure of genes via
circular codes [113].
In DNA computing, DNA codes with specific properties are required to perform various parallel and logical operations [114].
Molecular barcodes [115] generated from DNA codes are used as biomarkers for authentication of the products. DNA codes
are used in creating DNA nanostructures that are used in potential applications like targeted drug delivery systems. DNA codes
with specific properties with high stability and robustness are required for nano structures which can be achieved by using
efficient encoding procedures for DNA codes. Recently, DNA is used in data hiding techniques for encryption of data more
effectively. DNA codes used in this are designed as encryption or decryption keys. In last few years DNA based data storage
systems have [42] received attention by many researchers. DNA codes used for data storage must have feasible property that
achieve dense data storage capacity and better error correction capacity.
To use DNA codes for any application, fundamental constraints mentioned for DNA codes are unavoidable. DNA code
design must follow the constraint for stability and robustness but to design the DNA codes for specific application, required
constraints must be added to DNA codes to make it more functional and practical. For instance, correlated and uncorrelated
constraint was added to DNA codes for development random and re-writable DNA based data storage system. Looking at
the potential of DNA codes and advancement in the biotechnology methods, DNA codes promises application in emerging
technologies.
VIII. DNA CODES TABLE
Many tables on lower bounds of DNA codes satisfying set of constraints are obtained. In Table VIII and XIII lower bounds
on DNA codes satisfying GC and reverse complement (RC) constraints are mentioned. In Table XIV lower bounds on DNA
codes satisfying Hamming distance and reverse complement constraint. These bounds are compiled from [68] [36] [52] [62]
[71] [86].
IX. FUTURE WORK AND CHALLENGES
DNA codes designing have received a great deal of attention by researchers in the last decade. In spite of different approaches
proposed in the literature for the construction of DNA codes and constraints, it is still a challenge to design the optimal DNA
codes. Classifying the DNA codes for specific application has opportunities to use it for real applications. Though researchers
have worked on improvement of the bounds of DNA codes satisfying the set of constraints, designing DNA codes satisfying
maximum number of constraints achieving bound is still a huge challenge. Better codes with higher length and distance can be
designed by using other algebraic methods or computational methods improving the bounds and obtaining the bounds for the
missing n and d can be achieved. Defining DNA code as mathematical structure with the possible operation is interesting area
to explore in which different operation can be defined on DNA nucleotides that satisfies the desired properties for computation.
There are attempts to develop DNA codes satisfying the thermodynamic constraints though it is a challenge to develop the
DNA codes that fits perfectly for the practical application of DNA strands. One of the important research problem is to work
on the optimality condition of the DNA codes. To simulate the process of the DNA code designing and practical protocols
involved in the DNA computation, it can be automated by developing a platform where DNA codes can be designed and
simulated to check with the performance and accuracy. With emerging area of algebraic coding and biological coding theory,
these challenges can be investigated and resolved.
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APPENDIX A
BOUNDS ON DNA CODES
1) Johnson type Bound- This bound is derived by shortening the code to length n− 1. The code is modified by choosing
the codewords with a fix character b ∈ Zq at the ith position where i ∈ {1 . . . n} and deleting ith position from the
codewords.
For 0 ≤ d ≤ n and 0 < w < n,
a) AGC4 (n, d, w) ≤ b 2nw AGC4 (n− 1, d, w − 1)c [55].
b) AGC4 (n, d, w) ≤ b 2nn−wAGC4 (n− 1, d, w)c [55].
c) AR4 (n, d) ≤ b 14AR4 (n− 1, d)c [88].
2) Halving Bounds-
a) This is motivated by the fact DNA code CDNA and reverse DNA code C RDNA are disjoint. Let n ≥ 1 be an integer.
For each integer d with 0 < d ≤ n, AR4 (n, d) ≤
1
2
A4(n, d) [88].
b) For 0 < d ≤ n and 0 ≤ w ≤ n, AGC,RC4 (n, d, w) ≤ 12AGC4 (n, d, w) [88].
c) For 0 < d ≤ n and 0 ≤ w ≤ n,AGC,R4 (n, d, w) ≤ 12AGC4 (n, d, w) [88].
3) Gilbert-Type Bounds-AGC4 (n, d, w) is derived by dividing the total number of DNA strings of length n with GC-content
w by the number of DNA string with distance d− 1 from the fixed codeword.
a) For 0 ≤ d ≤ n and 0 ≤ w ≤ n,
AGC4 (n, d, w) ≥
(
n
w
)
2w2n−w∑d−1
r=0
∑minbr/2c,w,n−w
i=0
(
w
i
)(
n−w
i
)(
n−2i
r−2i
)
22i
[88].
b) For 0 ≤ d ≤ n and 0 ≤ w ≤ n,
AGC4 (n, d, w) ≥
(
n
w
)
2n∑d−1
r=0
∑minbr/2c,w,n−w
i=0
(
w
i
)(
n−w
i
)(
n−2i
r−2i
)
22i
[55].
4) This bound is based on the aspect of GC-content of given DNA codeword is equal to reverse of DNA codeword [55].
For 0 ≤ d ≤ n and 0 ≤ w ≤ n,
a) AGC,RC4 (n, d, w) = A
GC,R
4 (n, d, w) if n is even.
b) AGC,RC4 (n, d, w) ≤ AGC,R4 (n+ 1, d+ 1, w) if n is odd.
c) AGC,R4 (n, d+ 1, w) ≤ AGC,R4 (n, d, w) ≤ AGC,R4 (n, d− 1, w) if n is odd.
5) By using AGC4 (n, d, w) ≥ A2(n, d, w) ·A2(n, d) inequality, following bound is derived [55].
For 0 ≤ w ≤ n, AGC4 (n, 2, w) =
(
n
w
)
2n−1.
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6) By using Halving bound AGC,RC4 (n, d, w) ≤ 12AGC4 (n, d, w) for d = 2 one can calculate the bound [55].
For 0 ≤ w ≤ n and n is even,
AGC,RC4 (n, 2, w) =
(
n
w
)
2n−2.
7) Bound AGC4 (n, d, w) is computed by dividing the total number of words with GC-content w that are at distance at least
d from their reverse-complements by the number of these codewords that are at distance at most d− 1 from any fixed
codeword [55].
For 0 ≤ d ≤ n and 0 ≤ w ≤ n,
AGC4 (n, d, w) ≥
∑n
r=d V (n, d, r)
2
∑d−1
r=0
∑minbr/2c,w,n−w
i=0
(
w
i
)(
n−w
i
)(
n−2i
r−2i
)
22i
8) Product Bounds - This is based on the construction of the DNA code AGC4 (n, d, w) with length n, minimum Ham-
ming distance d and GC-content w from binary constant-weight codes A2(n, d, w) and ternary constant-weight codes
A3(n, d, w) with length n, Hamming weight w and minimum Hamming distance d [55] [88].
For 0 ≤ d ≤ n and 0 ≤ w ≤ n,
a) AGC4 (n, d, w) ≥ A2(n, d, w) ·A2(n, d)
b) AGC,R4 (n, d, w) ≥ AR2 (n, d, w) ·A2(n, d)
c) AGC,R4 (n, d, w) ≥ A2(n, d, w) ·AR2 (n, d)
d) AGC4 (n, d, w) ≥ A3(n, d, w) ·A2(n− w, d)
e) AGC,R4 (n, d, w) ≥ AR3 (n, d, w) ·A2(n− w, d)
f) AGC,R4 (n, d, w) ≥ A3(n, d, w) ·AR2 (n− w, d)
g) AR4 (n, d) ≥ AR2 (n, d) ·A2(n, d).
9) Reverse and Reverse complement codes bounds - This can be simple observed by the reverse and reverse complement
property of the DNA codeword [88] [14].
Let n ≥ 1 be an integer,
a) If n is even, then ARC4 (n, d) = A
R
4 (n, d) and
b) If n is odd, then ARC4 (n, d) ≤ AR4 (n+ 1, d+ 1)
10) Special cases - Bounds are observed by considering different combination of length n and GC-content w [14].
For n > 0, with 0 ≤ d ≤ n and 0 ≤ w ≤ n,
a) AGC4 (n, d, 0) = A2(n, d)
b) AGC4 (n, d, w) = A
GC
4 (n, d, n− w)
c) AGC4 (n, n,w) =  4 if w = n/23 if n ≤ w < n/2 or n/2 < w ≤ 2n/3
2 if w < n/3 or w > 2n/3

d) AGC,RC4 (n, n,w) = {
2 if w = n/2
1 if w 6= n/2
}
e) AGC4 (n, 1, w) =
(
n
w
)
2n
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11) Bounds on reverse code for d = 3 - This bound is computed from the concept of sphere-packing bound for codes [14].
ARq (n, 3) ≤
qdn/2e
∑
i = 2bn/2c(bn/2ci )(q − 1)i
2(1 + 4(q − 2) + (n− 4)(q − 1)) .
12) Bounds on reverse code of size S - By using Greedy approach to calculate size of the code, bound is derived [14].
Let V (s, d) be the number of words of S such that they have distance d from s where sεS.
a) ARq (n, d) ≤
|S|
2V −(b(d− 1)/2c) where V
−(d) = min{V (s, d)|sεS}.
b) ARq (n, d) ≥
|S|
2V +d− 1 where, V
+(d) = max{V (s, d)|sεS}.
13) Bounds on reverse code for d = 2 - Bounds on reverse code for d = 2 is obtained by claims
• Any two words from the same subset differ in at least two positions ie. dH(xDNA, yDNA) ≥ 2 ∀ xDNA, yDNA ∈ CDNA.
• If a word belongs to a subset, its reversal is also in the same subset ie. if xDNA ∈ CDNA then xRDNA ∈ CDNA
• All the qn/2 palindromes are in the same subset.
a) ARq (n, 2) =
qn−1
2
, for even n and qε{2, 4}, and
b) ARq (n, 2) =
qn−1 − qbn/2c
2
, for odd n and qε{2, 4}
14) Doubling Construction - This is motivated by the minimum Hamming distance between the DNA codeword, its
reverse codeword and revere complement. It is observed from the property of DNA code with dH(xDNA, yDNA) ≥ d,
HDNA(xRDNA, yDNA) ≥ d, HDNA(xDNA, yCDNA) ≥ d and HDNA(xDNA, yRCDNA) ≥ d
For n ≥ 2, AR2 (2n, 2n−1) = 2n [14].
15) a) Bounds on even and odd length n reverse code - In this bounds, maximum size of reverse code of even and odd
length n and relationship between reverse code of even and odd length n− 1 is demonstrated [14].
ARq (n− 1, d) ≤ ARq (n, d) ≤ ARq (n, d− 1) and
b) ARq (n− 1, d) ≥ ARq (n, d)/q, for odd n.
16) Bounds on Hamming distance constraint- V.Phan provided lower and upper bounds of DNA codeword sets which satisfy
the h-distance constraint [89].
4n−d+1
d
(
n
d−1
) ≤ |S| ≤ 4n
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