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РАЗДЕЛ I. ИСКУССТВЕННЫЙ ИНТЕЛЛЕКТ И НЕЙРОННЫЕ СЕТИ 
 
ИСКУССТВЕННЫЕ ИММУННЫЕ СИСТЕМЫ: ПРИНЦИПЫ ПОСТРОЕНИЯ 
 
Безобразов С. В., БГТУ, Брест 
Современные компьютерные системы нуждаются в надежной системе защиты ин-
формации. Число компьютерных преступлений растет и по оценке специалистов, ущерб 
от них увеличивается на 35 процентов в год [1]. Современные антивирусные программы 
не обеспечивают должный уровень защиты компьютерных систем от вирусов и сетевых 
атак. Все это привело к поиску нетрадиционных методов в построении антивирусных 
программ. Изучая биологическую иммунную систему человека, мы приходим к выводу, 
что это совершенный механизм по защите человеческого организма от опасных бакте-
рий и инфекций. Мы полагаем, что система, построенная на принципах биологической 
иммунной системы, значительно повысит уровень защиты компьютерных систем. 
Основными элементами иммунной системы являются лимфоциты – белые клетки [2]. 
Существуют две разновидности лимфоцитов, которые образуются из стволовых клеток в 
костном мозге. После синтеза лимфоциты попадают в кровяное русло. Некоторые из них 
направляются к тимусу (вилочковой железе), где происходит их созревание (Т-
лимфоциты). Другие же попадают в лимфатические узлы, и их созревание происходит 
там (В-лимфоциты). Процесс созревания незрелых лимфоцитов играет большую роль в 
иммунной системе и называется селекцией антител. В результате селекции уничтожают-
ся нежелательные для организма лимфоциты. Зрелые лимфоциты имеют на своей по-
верхности детекторы, которые способны обнаруживать специфический антиген (вредные 
бактерии, вирусы). Контакт В-клеточных рецепторов со специфическим антигеном и связы-
вание определенного его количества стимулируют рост этих клеток и последующее много-
кратное деление. В результате образуются многочисленные клетки двух разновидностей: 
плазматические и «клетки памяти». Плазматические клетки синтезируют антитела, тем са-
мым увеличивая количество клеток, способных обнаруживать вирус. Клетки памяти явля-
ются копиями В-клеток, однако имеют гораздо больший период жизни, что обеспечивает 
защиту организма от повторного заражения вирусом. При связывании определенного 
количества вируса, Т-клетки секретируют особую группу веществ, называемую лимфо-
кинами. Некоторые лимфокины способны сами разрушать антиген и зараженные клетки. 
Другие лимфокины способствуют делению Т-клеток, в результате чего появляется 
большое количество антител, способные реагировать на обнаруженный антиген. 
Биологическая иммунная система обладает качествами, которые необходимы для за-
щиты компьютерных систем: способность защищать как организм, так и саму себя; распре-
деленность, т.е. отсутствие центрального органа управления; динамичность; способность к 
адаптации, т.е. обнаружение и уничтожение новых, неизвестных вирусов; наличие иммун-
ной памяти, в которой хранится информация о встречвшихся ранее вирусах. 
Анализируя структуры различных вирусов, мы пришли к следующему выводу, что 
они разительно отличаются от «чистых» файлов, так как их действия направлены на на-
рушение нормального функционирования системы.  
Основную роль в искусственной иммунной системе (ИИС) по обнаружению вирусов 
играют антитела, которые способны распознавать вредоносные программы. 
Механизм генерации антител представляет собой случайный процесс. Суть его за-
ключается в том, чтобы сгенерировать такую последовательность бит, которая была бы 
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максимально схожа со структурой возможного вируса. Каждый детектор наделяется 
жизненным циклом – промежутком времени, в течение которого антитело находится 
(“живет”) в компьютерной системе. Если, по истечении данного промежутка времени, ан-
титело не обнаружило вирусов, оно должно быть уничтожено, и его место занимает дру-
гое антитело. Если же обнаружение произошло, то жизненный цикл данного антитела 
увеличивается. Этот механизм не только предотвращает систему от переполнения ан-
тителами, но и обеспечивает ИИС разнообразными по структуре детекторами. 
Так как процесс создания антител по своей сути случайный процесс, то имеется ве-
роятность создания таких антител, которые вместо вируса будут обнаруживать «чис-
тый», незараженный файл. Механизм селекции предотвращает распространение таких 
антител по всей системе. Наиболее распространенным методом селекции антител яв-
ляется метод негативной селекции. Целью данного метода является отбор тех антител, 
которые по своей структуре не похожи на структуру «чистых» файлов. Таким образом, 
искусственная иммунная система получает способность реагировать на вредоносные 
программы, но не на «чистые» файлы. 
После селекции, «зрелые» антитела попадают в систему и, на протяжении жизненного 
цикла, выполняют функцию по обнаружению вирусов, проверяя различные файлы. Основ-
ным методом обнаружения является строковое сравнение антитела и файла по соответст-
вующим правилам. Правила сравнения могут быть различными, например: вычисление 
Евклидова расстояния, или расстояние Хэмминга, или правило r–смежных бит [3]. 
При обнаружении вируса в системе происходит мобилизация ИИС. Для успешной 
борьбы с найденным вирусом и зараженными им файлами необходимо иметь большое 
количество детекторов, одинаковых по своей структуре. Это обеспечивается путем соз-
дания большого количество копий детектора, который первый обнаружил вирус. Меха-
низм создания большого количество копий называется клонированием [3]. Антитело, кото-
рое первым обнаружило вирус, и копии которого появляются в результате клонирования, 
называется «родителем». Сами же клоны называются «потомками». Существует много-
уровневая система клонирования, т.е. «потомки», в свою очередь также могут стать «роди-
телями» и иметь своих «потомков». Чем больше клоны структурно будут походить на вирус, 
тем быстрее и надежнее будет происходить обнаружение всех проявлений вируса. Для 
реализации этого процесса используется механизм внесения незначительных изменений в 
структуру клонов, который позволяет улучшить их характеристики. Этот механизм называ-
ется мутацией. С помощью механизмов клонирования и мутации ИИС адаптируется к обна-
руженному вирусу, вырабатывает большое количество антител, что помогает ей успешно 
бороться с обнаруженным вирусом. После уничтожения всех следов вируса активность 
ИИС приходит в норму, общее количество всех антител восстанавливается, так как ан-
титела имеют срок жизни, по истечении которого они уничтожаются. 
Иммунная память ИИС является механизмом быстрого реагирования на повторные 
заражения вирусами, т.е. вирусами, которые когда-либо обнаруживались в компьютер-
ной системе [3]. Иммунная память способна длительное время хранить информацию о 
встречавшихся ранее вирусах. Детектор, обнаруживший вирус, кроме того, что является 
объектом клонирования, еще делает полную копию самого себя. Эта копия детектора 
называется клеткой памяти и наделяется дополнительными свойствами. Совокупность 
клеток памяти образует иммунную память ИИС. 
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Описанная нами искусственная иммунная система обладает рядом особенностей, 
которые в выгодную сторону отличают ее от традиционных систем защиты информации. 
Мы полагаем, что искусственная иммунная система, построенная по принципу биологиче-
ской иммунной системы, позволит поднять уровень безопасности компьютерных систем. 
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ПРОГНОЗИРОВАНИЕ ПРИСТУПОВ ЭПИЛЕПСИИ 
 
Безобразова С. В., БГТУ, Брест 
 
Эпилепсия является распространенным нервно-психическим заболеванием. Соглас-
но статистике лечебно-профилактических учреждений в последнее время наблюдается 
рост заболеваемости эпилепсией.  
Основные исследования данного заболевания проводятся по средствам электроэн-
цефалографии. Электроэнцефалограмма (ЭЭГ) представляет собой суммарную запись 
электрической активности мозга, по которой можно судить не только о наличии эпилеп-
сии, но и о причинах ее возникновения, очагах заболевания. Также по данным ЭЭГ про-
изводятся попытки предсказать появление приступов, что может значительно облегчить 
жизнь больным. Фактор «непредсказуемости» болезни затрудняет ее лечение, а также 
вызывает социально-психологические комплексы у больных эпилепсией, что усугубляет 
их психическое состояние.  
Многие считают, что предсказание наступления припадков эпилепсии невозможно, 
так как между ними нет временных закономерностей, и они могут быть спровоцированы 
различными раздражающими факторами окружающей среды. Однако на сегодняшний день 
существует ряд подходов, направленных на предсказания эпилептических приступов и ори-
ентированных на предиктальное состояние больного (состояние перед приступом): 
- Сбор информации о жизни больного, развитии болезни, очень подробное описание 
приступов, а также состояний, им предшествующих, по возникновению которых в даль-
нейшем можно определить наступление новых приступов [5]. Важное значение играет 
способность больного описать свои ощущения, отметить повторяющиеся проявления 
(например: головные боли или слабость). 
- Анализ ЭЭГ, который показывает, что при приближении приступа происходит син-
хронизация работы некоторых нейронов на уровне значений старшего показателя Ляпу-
нова, что позволяет предсказать появление приступа, используя хаотическую природу 
сигналов ЭЭГ [2]. Требует тщательной обработки данных (разделение сигналов, устра-
нение шумов и помех).   
Однако этими методами нельзя точно определить момент наступления приступа и 
тем более его продолжительность; также нельзя утверждать будет приступ один или их 
будет несколько (существуют случаи с часто повторяющимися приступами, которые 
следуют один за другим с малыми временными перерывами).  
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На базе вышеперечисленных подходов можно предложить другой, основанный на 
анализе ЭЭГ и направленный на прогнозирование времени начала приступа эпилепсии 
и его длительности. При рассмотрении данной проблемы важной является особенность 
возникновения приступов, то есть нарушения активности мозга, которые отражаются на 
ЭЭГ. Хотя изменения визуально могут быть различимы только при наступлении присту-
па (характерные пики, резкие скачки сигнала), появляются они раньше [1]. 
При нормальном состоянии активность мозга человека является хаотической, то есть 
характеризуется положительным старшим показателем Ляпунова. Было исследовано, что 
при нарушении работы мозга в случае эпилептического приступа происходит переход от 
хаоса к порядку, то есть значение показателя становится меньше нуля.  
На основе вышеописанной зависимости была разработана программа, позволяющая по 
сигналам ЭЭГ (на основе рассчитываемых значений старшего показателя Ляпунова в каж-
дый момент времени), определять момент наступления приступа эпилепсии, а также его 
длительность с высокой точностью (погрешность составила 0,05 секунды, где отсчеты дан-
ных взяты через 0,005 секунды) [3]. Однако никаких характерных изменений в значении 
старшего показателя Ляпунова во время предиктальной стадии обнаружено не было. 
Для решения проблемы предсказания приступов было предложено использовать про-
гнозирующую нейронную сеть - многослойный персептрон с одним обрабатывающим сло-
ем. Нейронная сеть обучается на данных ЭЭГ, после обучения производится прогнозиро-
вание этих данных. Обучающая выборка формируется следующим образом: выбираются 
набор данных ЭЭГ из временного интервала, который предшествует появлению эпилепти-
ческого приступа. Результаты прогнозирования исследуются при помощи описанной ранее 
программы на наличие приступов, далее производится сравнение результатов с эталонны-
ми значениями. 
Программно реализованная нейронная сеть была протестирована на реальных дан-
ных ЭЭГ [4]. Обучающая выборка составила 100 значений, взятых на протяжении 1 се-
кунды, прогнозирование осуществлялось на последующие 3 секунды времени (300 зна-
чений).  В результате были получены прогнозы сигнала ЭЭГ, которые не имели высокой 
точности, однако мы решили исследовать данные на хаотичность. Определить наличие 
эпилептического приступа на спрогнозированных данных удалось с той же точностью, 
что и на эталонных, также  был точно зафиксирован временной интервал, в течение ко-
торого происходит приступ. Таким образом, нам удалось спрогнозировать появление 
приступа, это дает возможность заранее знать о его появлении.  
Используя данные, которые были в нашем распоряжении, получилось осуществить 
прогноз появления эпилептического припадка всего на несколько секунд. Конечно, это не 
является полным решением проблемы, однако этот результат позволяет утверждать о 
возможности такого прогнозирования и определения времени наступления приступа. В 
данном примере мы оперировали секундами, но известно, что изменения в динамике 
мозга появляются за несколько часов до приступа [1]. Спрогнозировать данные на не-
сколько часов вперед достаточно сложно (при длительном прогнозировании погреш-
ность возрастает), но мы убедились, что точность не требуется, а динамика работы моз-
га отражается без изменений даже на данных, спрогнозированных с большими отклоне-
ниями от эталонных сигналов. Исходя из этого, мы планируем продолжить исследова-
ние в данном направлении и добиться более высоких результатов.    
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Мы доказали, что при использовании старшего показателя Ляпунова можно зафик-
сировать изменения мозговой активности человека еще до наступления самой аномалии 
(приступа). Кроме того, нам удалось получить точное время наступления приступа и его 
длительность. 
 
Литература 
1. Litt B, Echauz J. Prediction of epileptic seizures: review. - http://www.ncbi.nlm.nih.gov/entrez, 2002. 
2. Sackellares J.Ch, Iasemidis L.D, Shiau D.-Sh, Gilmore R.L, Roper S.N. Epilepsy when 
chaos fails. - http://www.ncbi.nlm.nih.gov/entrez, 2000 
3. Безобразова С.В. Диагностика эпилепсии на основе анализа энцефалограмм // 
Сборник конкурсных работ студентов и аспирантов – 2005 / БГТУ. – Брест, 2005. – с. 91-
94 (в соавторстве с Головко В.А.). 
4. Данные электроэнцефалограмм. - http://republica.pl, 2002. 
5. Диагностика эпилепсии. - http://www.neuro.net.ru/epilepsy, 2003. 
 
РЕШЕНИЕ ЗАДАЧИ О РЮКЗАКЕ С ИСПОЛЬЗОВАНИЕМ ГЕНЕТИЧЕСКОГО 
АЛГОРИТМА 
 
Бочков Л.Н., БГТУ, Брест 
 
Необходимо сложить в рюкзак предметы, имеющие вес iw  и полезность ip , таким 
образом, чтобы общая полезность была максимальной. При этом необходимо учитывать 
ограничение W рюкзака по весу. Математически данная проблема записывается в виде: 
1
max
n
i i
i
Z p X
=
= ⋅ →∑ ; 
1
n
i i
i
w X W
=
≤∑ , { }0,1iX ∈ . 
В данном случае бинарный хромосом является удобным способом кодирования. Его 
можно рассматривать как вектор набранных в рюкзак вещей ( )1 2 ... nX X X X= , 
где iX  принимает значения 1 (i-ая вещь взята в рюкзак) и 0 (i-ая вещь не взята в рюк-
зак). Для преобразования хромосом будем использовать генетические операторы: мута-
цию, изменяющую значение бита с вероятностью mp , и одноточечное скрещивание. 
Ограничение рюкзака введем в целевую функцию, используя функцию штрафа. То-
гда функция приспособленности особи Х будет иметь вид: 
( )
1 1
max ,0
n n
i i i i
i i
X p X K w X W
= =
 Φ = ⋅ − ⋅ ⋅ − 
 
∑ ∑ , 
где К  является весовым коэффициентом, подбираемым таким образом, чтобы силь-
но штрафовать недопустимые разрешения и тем самым уменьшать их шансы на репро-
дукцию. Примем в качестве К значение 
1,...,1,...,
max mini ii ni nK p w=== . 
Будем использовать пропорциональную репродукцию. Но при этом требуется, чтобы 
значения функции приспособленности были положительными, что, вообще говоря, не 
является истинным для принятого вида функции. Для преодоления этого, применим ме-
тод масштабирования приспособленности (fitness scaling), при котором вероятность ре-
продукции описывается соотношением 
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( ) ( )( )
min
min
t
r
Y P
X
p X
Y
∈
Φ − Φ
=
Φ − Φ∑
, 
где minΦ  является значением функции приспособленности наихудшей особи в попу-
ляции tP  
( )min mintY P Y∈Φ = Φ . 
Благодаря этому мы избегаем опасности получения «отрицательной вероятности». 
Условия эксперимента. Будем паковать рюкзак 50n =  предметами. Значения ip  и 
iw  генерируем случайным образом, независимо друг от друга, из предела [ ]0.0001,1 . 
Ограничение рюкзака по весу примем равным 13W = . 
Генетический алгоритм содержит 100µ =  особей в базовой популяции tP . В мо-
мент времени 0t =  базовая популяция создана случайно сгенерированными особями. 
Хромосома каждой из них создается 50-кратным случайным выбором с вероятностью 
выпадения единицы, равной 0.2 (т.е. содержит около 20% единиц, а остальные нули). 
Установим вероятности генетических операторов равными 0.02mp =  (для мутации) и 
0.7Cp =  (для скрещивания). Остановка алгоритма происходит, если в течение 100 по-
следовательных генераций не наступило улучшение результата. 
 
Литература 
1. Jarosław Arabas. Wykłady z algorytmów ewolucyjnych – Warszawa: Wydawnictwa Nau-
kowo-Techniczne, 2001. – 304 s.  
2. David E. Goldberg. Algorytmy genetyczne i ich zastosowania – Warszawa: Wydawnictwa 
Naukowo-Techniczne, 2003. – 408 s.  
3. Zbigniew Michalewicz. Algorytmy genetyczne + struktury danych = programy ewolucyjne. – 
Warszawa: Wydawnictwa Naukowo-Techniczne, 2003. – 430 s. 
 
АНАЛИЗ ЭЛЕКТРОЭНЦЕФАЛОГРАММ ДЛЯ ОПРЕДЕЛЕНИЯ БОЛЕЗНИ 
АЛЬЦГЕЙМЕРА С ПОМОЩЬЮ НЕЙРОННЫХ СЕТЕЙ 
 
Кирьянов Д. П., БГТУ,  Брест 
 
Как и в целом в психофизиологии, большинство традиционных методов анализа элек-
троэнцефалограмм (ЭЭГ) в явной или неявной форме основано на линейном подходе. Рас-
смотрение же деятельности мозга с позиций теории сложных систем побудило ряд иссле-
дователей пересмотреть свои взгляды на природу ЭЭГ. Так, если в случайном процессе 
непредсказуемость является результатом вклада в него большого числа независимых ве-
личин, то в хаотическом процессе непредсказуемость, нерегулярность является результа-
том чрезвычайной чувствительности системы к начальным условиям, то есть критической 
зависимости траекторий системы от минимального изменения начальных условий. 
 
1. ТЕОРЕТИЧЕСКИЙ ПОДХОД 
Основной задачей рассматриваемого в данной работе метода является определе-
ние уровня хаотичности исходного сигнала электроэнцефалограммы, как индикатора 
степени обострения диагностируемого заболевания нервной системы. В качестве коли-
чественной меры хаотичности будет использован старший показатель Ляпунова (экспо-
нента Ляпунова).  
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Оценка размерности аттрактора исходной хаотической системы и вычисления пока-
зателя Ляпунова основана на использовании для  этих целей аттрактора, полученного 
при помощи так называемой псевдофазовой реконструкции, т.е. отображения, в  кото-
ром точке x(t) временного ряда ставит в соответствие точку (x(t), x(t–τ),…, x(t – (m –
 1)⋅τ )) ∈ Rm, где t – дискретное время, τ – временная задержка (в дискретах времени) и 
m – размерность пространства вложения. Реконструированный таким образом аттрактор 
сохраняет важнейшие топологические свойства и динамику оригинального аттрактора. 
Для выбора временной задержки τ будем использовать метод взаимной информации. 
Пусть (a, b)∈R1 – минимальный интервал, содержащий все значения временного ряда. 
Разобьем данный интервал на L равных частей. Обозначим событие «значение x(t) при-
надлежит i-му интервалу» через Ai, а событие «значение x(t+τ) принадлежит j-му интерва-
лу» через Bj. Тогда функция взаимной информации определяется соотношением: 
,)()(
)(
log)()(
1 1
2∑∑
= =
⋅=τ
L
i
L
j ji
ji
ji BPAP
BAP
BAPI
 
 
(1) 
 
где P(⋅) – вероятность соответствующего события. 
В данном методе оптимальная задержка выбирается в соответствии с первым ми-
нимумом функции I(τ). 
Выбираем исходную точку X(0) в области притяжения аттрактора и находим бли-
жайшую к ней точку X΄(0) таким образом, чтобы расстояние между ними было достаточ-
но малым: d(0) = |X(0) – X΄(0)| ≈ 10–8. Затем отслеживаем эволюцию этих двух точек на 
фазовой траектории до тех пор, пока  d(n) < 1. Строим график зависимости lnd(n) от n и 
прямую регрессии, наклон которой соответствует наибольшему показателю Ляпунова.  
Описанный выше метод характеризуется большой вычислительной сложностью и не-
возможностью применения для малого объёма исходных данных. Это связано с тем, что 
трудно найти две точки ряда, отстоящие друг от друга на расстояния меньше чем 10–8. 
Рассматриваемым в данной работе путём преодоления этого недостатка является при-
менение нейронных сетей для вычисления старшего показателя Ляпунова. Эта проце-
дура может быть представлена следующим алгоритмом: 
1. Обучаем нейронную сеть на прогнозирование по методу скользящего окна 
и выбираем любую точку x(t) из обучающей выборки и формируем следующий 
набор данных: {x(t), x(t–τ),…, x(t–(k–1)τ)}, где k – размер окна. 
2. Вычисляем {x(t+τ), x(t+2τ),…, x(t+nτ)} используя многошаговый прогноз. 
3. x(t+iτ)=F(x(t+(i–1)τ), x(t+(i–2)τ),…, x(t+(i–k)τ)), где ni ,1= , F – нелинейная 
функция. 
4. Вычисляем x'(t)=x(t)+d0, где d0≈10-8 и, подавая на сеть {x'(t),  
x(t–τ),…, x(t–(k–1)τ)} повторяем шаг 2 для получения x'(t+iτ). 
5. Оцениваем ln(di)=ln|x'(t+iτ)-x(t+iτ)| и выбираем только точки, где ln(d)<0. 
Строим график ln(dn) от n. Строим прямую регрессии для выбранных точек и вы-
числяем её наклон, который равен наибольшему показателю Ляпунова. 
 
2. РЕЗУЛЬТАТЫ И ОБСУЖДЕНИЕ 
Из открытых источников сети Интернет были взяты данные ЭЭГ-сигналов следую-
щих двух человек: молодой здоровый индивидуум (с закрытыми и открытыми глазами); 
пациент, страдающий болезнью Альцгеймера (с закрытыми и открытыми глазами). Сиг-
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налы были записаны с частотой дискретизации 128 Гц и 256 уровнями квантования в те-
чение 8 секунд. Таким образом, объём выборки составил 1024 значений на канал.  
В процессе экспериментов для вычисления старшего показателя Ляпунова для ис-
следуемых сигналов использовалась компьютерная программа, реализованная мной по 
описанному выше алгоритму. Для прогнозирования был использован многослойный 
персептрон с одним скрытым слоем и одним выходным нейроном, в процессе экспери-
ментов предполагалась возможность варьировать количество входных нейронов (n) и 
количество нейронов в скрытом слое (m). В основном эксперименты проводились с n=14 
и m=9. При работе с упомянутыми сигналами размер выборки обучения варьировался от 
400 до 1000 значений. 
Результаты проведённых экспериментов прежде всего показали, что описанный ал-
горитм и программное обеспечение на его основе с успехом могут применяться для оп-
ределения степени хаотичности электроэнцефалографических сигналов (см. рис. 1). В 
целом усреднённый старший показатель Ляпунова для пациента, страдающего болез-
нью Альцгеймера оказался на 2.4% ниже здорового человека (см. рис.2), однако следует 
учитывать  индивидуальные психологические и биологические особенности обследуемо-
го, так как характеристики сигнала ЭЭГ изменяются со временем в результате умствен-
ной или физической деятельности человека, а также характер этой деятельности (ру-
тинный, спонтанный и т.д.). 
 
Рис.1. Временная зависимость уровня хаотичности сигнала ЭЭГ 
 
Рис.2. Хаотичность сигнала ЭЭГ здорового человека (сплошные отрезки)  выше чем сигнала  
больного (пунктирные отрезки) 
Применение описанного алгоритма с целью выделения интервалов разной хаотич-
ности, а также с целью выявления тенденций роста или падения уровня хаотичности 
сигнала в совокупности с накопленными персональными статистическими данными па-
циента позволит диагностировать заболевания ЦНС, а также определять моменты на-
ступления приступов (эпилепсии). 
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АНАЛИЗ ВХОДНЫХ ДАННЫХ ДЛЯ НЕЙРОСЕТЕВОЙ СИСТЕМЫ ОБНАРУЖЕНИЯ 
АТАК В РАЗЛИЧНЫХ СЕТЕВЫХ ОКРУЖЕНИЯХ 
 
Кочурко П. А., БГТУ, Брест 
 
Системы обнаружения атак (СОА) используются для обнаружения различных типов 
атак. Они объединяются с межсетевыми экранами и другими средствами обеспечения 
безопасности для того, чтобы своевременно оповещать персонал в случае обнаружения 
подозрительной активности. На текущий момент в обнаружении атак используются раз-
личные технологии [1], в том числе и искусственные нейронные сети (ИНС), которые мо-
гут применяться на разных этапах обнаружения атак: в качестве детектора аномалий [2],  
в качестве детектора злоупотреблений или распознавания типа атаки [3], на этапе пре-
добработки данных для уменьшения размерности входных данных и др.; для различных 
целей применяются и различные архитектуры ИНС.  
В качестве входных данных для анализа сетевой активности наиболее часто берутся 
журналы регистрации [1] или непосредственно данные сетевого трафика [1-3]. В любом 
случае, вопрос выделения признаков для анализа решается в итоге чаще всего одина-
ково: и записи журналов регистрации, и данные трафика конвертируются в записи о со-
единениях, анализ которых значительно эффективнее, чем анализ пакетов. Параметры, 
которые могут подаваться на вход СОА, варьируются в зависимости от целей и техноло-
гии работы детектора и делятся на следующие группы:  
• внутренние параметры соединения – такие как длительность работы, коли-
чество переданных байт, порты, флаг результата и т. д.; 
• параметры данных – количество попыток и отказов регистрации в системе, 
shell-запросов и т. п.; 
• статистические параметры – количество соединений с данным сервисом, ко-
личество запросов от данного хоста в течение последних n секунд и т. п. 
ИНС в качестве детекторов атак [2-3] применялись следующим образом: на неболь-
шой выборке из базы данных KDD нормальных соединений и/или соединений-атак обу-
чались соответствующие ИНС, после чего, благодаря способности к обобщению и функ-
ционированию в окружении с большим количеством шумов, они становятся способны 
обнаруживать атаки во всех соединениях в данной базе, причём процент ошибок зачас-
тую значительно меньше, чем при применении других методов обнаружения атак. Одна-
ко при анализе реального сетевого трафика таким обученным детектором процент лож-
ных срабатываний неожиданно многократно возрастает.   
Для выяснения причины данного явления проанализируем параметры, подающиеся 
на вход сетей в [3]: длительность работы соединения, количество переданных байт в 
обе стороны, флаг результата соединения, тип протокола, сервис, флаг регистрации в 
системе (logged in).  Шесть из семи параметров относятся к внутренним параметрам со-
единений, последний – параметр данных. Могут ли различаться данные параметры для 
сходных по природе нормальных соединений в различных сетевых окружениях настоль-
ко, чтобы быть принятыми за атаку? 
Рассмотрим два одинаковых TCP соединения, которые установлены с одним и тем 
же удаленным сокетом с хостов в разных сетевых окружениях. Из перечисленных выше 
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у них точно не должны различаться типы протокола, сервис, флаг регистрации. При 
одинаково успешном (или не успешном) результате работы соединений флаг результата 
тоже должен быть одинаковым. Разниться же могут количества переданных байт (но не 
сильно), и, главным образом, длительность работы соединения, например, вследствие 
различий в скорости и технологии подключения к сети Интернет или в скорости переда-
чи данных внутри сети. Статистический анализ  данных входных параметров и резуль-
татов показывает, что данные параметры наиболее существенно влияют на качество 
обнаружения атак. 
Как можно избежать проблем, связанных с различными значениями параметров 
сходных по природе соединений в различных сетевых окружениях? Поставлен следую-
щий эксперимент: на трёх хостах в различных сетях с разной скоростью доступа в Ин-
тернет (dial-up, Ethernet, dial-up) запрашивались из веб-браузера подряд шесть URL 
(протокол – tcp, сервис – http): http://ibrest.net; http://dynamo.brest.by; http://santa-
bremor.com; http://mail.tut.by; http://santa-bremor.com/products/surimi/,ru,; http://www.bstu.by; 
http://iit.bstu.by. Естественно, что результат, который был получен в браузере, ничем 
друг от друга не отличался. Сниффер (разработанный на технологии WinPCap) же вы-
дал следующие параметры (таблица 1).  
Как видно из таблицы, 
идентичные действия в раз-
личных сетевых окружениях 
приводят к различной сетевой 
активности, вплоть до различ-
ных количеств соединений и 
пакетов. Сравним длительно-
сти работы соединений в раз-
ных сетях (Рис. 1). 
 
Таблица 1 – Результаты работы 
 Пакетов TCP UDP ICMP Соед. 
Dial-up 1 (2) 2866 2787 78 1 177 
Dial-up 1 (3) 2728 2650 77 1 179 
Ethernet (4) 2757 2757 0 0 144 
Ethernet (5) 2721 2721 0 0 149 
Ethernet (6) 2783 2779 4 0 156 
Dial-up 2 (7) 2249 2197 52 0 87 
Dial-up 2 (8) 2278 2234 28 0 92 
Как видно из рисунка 1, длительности работы нормальных соединений одинакового 
характера в разных сетевых окружениях серьёзно варьируются. Кроме того, даже оди-
наковые соединения в одной сети работают с разной продолжительностью, хотя и более 
сходно, чем в разных сетях. 
Для того, чтобы получить сходные значения параметров соединений одинаковой 
природы перед подачей на вход СОА их необходимо статистически нормировать: 
xi1 = (xi0 – Mi) / σi .      (1) 
 
Таким образом, учитывая среднее значение длительности работы соединения, мы в 
какой-то мере учитываем среднюю скорость передачи данных в данной сети и от рас-
смотрения параметра «длительность работы соединения» переходим к параметру 
«нормированное отклонение от средней длительности». Рисунок 2 показывает, что зна-
чения в различных средах становятся намного более сходными. 
Аналогичный анализ для количества переданных и полученных байт показывает, что 
нормирование данных параметров не влияет на степень подобия в различных средах – 
ненормированные и нормированные значения дают примерно одинаковую картину. 
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Рисунок 1 – Длительности                                        Рисунок 2 – Нормированные  
                    работы соединений                                                    длительности 
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НЕЛИНЕЙНАЯ МНОГОСЛОЙНАЯ НЕЙРОННАЯ СЕТЬ В ЗАДАЧЕ 
ПРОГНОЗИРОВАНИЯ ПОТРЕБЛЕНИЯ ЭЛЕКТРОЭНЕРГИИ. 
 
Кочурко Ю.В., БГТУ, Брест 
 
Введение 
 
Предсказание потребления электроэнергии является актуальной задачей и играет 
ключевую роль в технико-экономическом функционировании объектов энергосистемы. 
Так, владение предварительными данными о нагрузке, с экономической стороны, позво-
ляет значительно усовершенствовать тарифную политику для объектов энергопотреб-
ления и, тем самым, снизить коммерческие потери, а с технической – обеспечивает эко-
номный и безопасный режим работы энергосистемы.  
Начиная с 1990 года, активно рассматриваются возможности применения нейронных 
сетей для решения задачи предсказания нагрузки путем прогнозирования. В настоящее 
время имеется множество научных публикации, в которых рассматривается возможность 
прогнозирования нагрузок с помощью нейрокомпьютеров [1-3]. Также рассматривается за-
дача построения краткосрочных предсказаний нагрузок с повышенной точностью. Исследо-
вана релевантность нескольких известных моделей. Предложен новый метод прогнозиро-
вания, основанный на использовании трехслойных искусственных нейронных сетей с ком-
бинированной структурой, объединяющих линейные и нелинейные схемы. 
 
1. Описание нейронной сети для решения задачи прогнозирования 
Для решения задачи прогнозирования потребления электроэнергии использовалась 
нелинейная многослойная нейронная сеть (многослойный персептрон), поскольку ее 
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способность к аппроксимации любой непрерывной нелинейной функции обеспечивает 
хороший результат прогнозирования. Обобщенная структура данной сети представлена 
на рисунке 1. 
 
1
2
n
1
2
l
1
2
m
Xk Wki Wij Xj
 
Рис. 1. Трехслойная нейронная сеть 
 
В качестве исходных использовались реальные данные, полученные путем измере-
ний на электростанциях за период времени с 1.01.2004 по 1.10.2004 года. 
С помощью программного пакета Tisean 2.1 была исследована обучающая выборка 
и определены такие параметры временных рядов, как размерность пространства вло-
жения и временная задержка, т.к. наличие этих показателей позволяет значительно сни-
зить затраты времени на формирование модели прогнозирования. Исследовались вход-
ные данные за июль и сентябрь. Поскольку временная задержка временного ряда для 
этих периодов получилась различной, то целесообразно тестировать систему не на всей 
выборке, а именно на выборках за различный период. 
Значение параметра пространства вложения говорит о том, что для хорошего про-
гноза необходимо, чтобы количество нейронных элементов входного и скрытого слоя 
было больше чем значение данного параметра. 
Учитывая вышеупомянутые параметры, была выбрана архитектура нейронной сети, 
состоящая из трех слоев: входного, скрытого и выходного, а количество нейронных эле-
ментов в каждом слое составляло 6–5–2 соответственно. В качестве алгоритма обуче-
ния использовался алгоритм обратного распространения ошибки, а в качестве функции 
активации нейронных элементов – сигмоидная функция. 
Для оценки качества прогнозирования воспользуемся показателем процентной по-
грешности MAPE (англ.: Mean Absolute Percentage Error), определяемой в виде  
 
1
| ' |1
*100%
n
t t
i t
P PMAPE
n P
=
−
= ∑ , (1) 
 
где P’ – прямое спрогнозированное значение, Р – фактическая нагрузка системы, а n 
число часов, на которые составляется прогноз. 
Рассмотрим результаты 96-часового прогноза нагрузки и температуры, полученные с 
помощью разработанной сети. На вход сети последовательно подавались нагрузка и 
температура W(t), T(t), W(t-1), T(t-1), W(t-2), T(t-2), …, W(t-n), T(t-n), а на выходе получали 
нагрузку и температуру в следующий момент времени W(t+1), T(t+1).  
Результаты прогноза нейронной сети с описанной выше архитектурой имели доста-
точно высокую погрешность, поэтому для ее снижения было увеличено количество ней-
ронных элементов во входном и скрытом слоях, количество которых было подобрано 
экспериментально и составило: 22 – 22 – 2 нейронных элемента соответственно. 
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Сеть обучалась с использованием данных за июль и сентябрь 2004 года и показала 
достаточно хороший результат. Минимальная погрешность MAPE для этих периодов со-
ставила 3 – 4%.  
На рисунке 2 представлен результат прогнозирования нагрузки и температуры за 
сентябрь.  
 
 
Рис. 2. Результаты прогноза (1 – эталонные значения,   
2 – спрогнозированные значения) 
 
Заключение 
 
В работе рассмотрена возможность применения многослойного персептрона для 
прогнозирования потребления электроэнергии. Как показали эксперименты, использова-
ние нейронной сети с такой архитектурой и алгоритма обратного распространения 
ошибки, как алгоритма обучения, позволяет эффективно прогнозировать нагрузку. 
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АЛГОРИТМ ОБУЧЕНИЯ НЕЙРОННОЙ СЕТИ С ИСПОЛЬЗОВАНИЕМ  
МЕТОДА СОПРЯЖЕННЫХ ГРАДИЕНТОВ 
 
Лахмицкий А.А., БГТУ, Брест 
 
Рассмотрим нейронную сеть, состоящую из n нейронных элементов распределительно-
го слоя и m - выходного слоя (рис. 1). 
 
 
 
 
 
 
 
 
 
 
 
Рис. 1. Схема функционирования нейронной сети 
Для данной сети каждый нейрон распределительного слоя имеет синаптические свя-
зи ( )mjniwij ,1,,1, ==  со всеми нейронами обрабатывающего слоя. В качестве нейро-
нов выходного слоя используются элементы с некоторой функцией активации F [1, 2]. На 
вход сети подаются входные образы − векторы ( ) ( )Lkxxx knkk ,1,,1 == K . 
Выходное значение j-ого нейрона сети для k-ого образа определяется выражением: 
( )kjkj SFy = , где LkmjTxwS n
i
j
k
iij
k
j ,1,,1,
1
==−=∑
=
.                   (1) 
Задача обучения нейронной сети с фиксированной функцией активации F состоит в 
нахождении весовых коэффициентов ( )mjniwij ,1,,1 ==  и порогов нейронных элемен-
тов ( )mjT j ,1= , которые минимизируют некоторую ошибку сети SE , как отклонение вы-
ходных значений kjy  от эталонных значений 
k
jt  − j-ого нейрона сети для k-ого образа. В 
качестве ошибки сети можно рассмотреть “квадратичное отклонение” 
( )∑∑
= =
−=
L
k
m
j
k
j
k
jS tyE
1 1
2
2
1 , которое будем называть квадратичной ошибкой сети. 
Столбец ( )Tmnmmmnn TwwwTwwwTwwwW ,,...,,,...,,,...,,,,,...,, 21222212112111=  будем называть 
приближенным решением или просто решением системы (по методу наименьших квадратов):  
LkmjtTxwF kj
n
i
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k
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1
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iijS tTxwFE
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12
1  достигает своего 
наименьшего значения.  
Рассмотрим дважды непрерывно дифференцируемую функцию ( )tES  − ошибку сети, 
как функцию нескольких переменных:  
( )mnmmmnnS TwwwTwwwTwwwE ,,...,,,...,,,...,,,,,...,, 21222212112111 . 
   
kx1                      w11                      S1                        
ky1  
              1                 ∑                 F      
                  w21 
   
kx2                                                     S2                        
ky2  
              2                 ∑                 F      
                   
  …      wn1                        …                … 
 
   
k
nx                                   Sm                         
k
my  
              n                 ∑                F      
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Разложим функцию в ряд Тейлора, ограничиваясь частными производными второго 
порядка включительно: 
 
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )( )tWtWtWtWtEtWtWtEtEtE SSSS −+−+⋅∇+−+∇+=+ 1,1211,1 2 , 
где 
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вектор градиента функции ( )tES , ( )tES2∇  − матрица Гессе вторых производных функ-
ции ( )tES  в момент времени t. 
Учитывая, что в соответствии с идеей метода сопряженных градиентов 
( ) ( ) ( ) ( ) ( ) ( )( )1)(1 −−⋅+∇⋅−=+ tWtWttEttWtW S βα ,                          (2) 
и введя обозначение ( ) ( ) ( )1−−=∆ tWtWtW , получим 
( ) ( ) ( ) ( ) ( ) ( )( )+∆⋅+∇⋅−∇+=+ tWttEttEtEtE SSSS βα )(,1  
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )=∆⋅+∇⋅−∆⋅+∇⋅−⋅∇+ tWttEttWttEttE SSS βαβα ,21 2  
( ) ( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) ( )( )−∇∇⋅∇+∆∇⋅+∇∇⋅−= tEtEtEttWtEttEtEttE SSSSSSS ),(21,, 22αβα
 
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ).,
2
1),( 222 tWtWtEttWtEtEtt SSS ∆∆⋅∇⋅+∆∇⋅∇⋅− ββα  
Найдем критические точки функции ( ) ( )βα;1 SS EtE =+ , как функции двух переменных. 
Для этого найдем частные производные функции ( )βα;SE  и решим систему уравнений: 
( ) ( ) ( )
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Тогда  
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(3) 
Вычислим частные производные второго порядка функции ( )βα;SE : 
( )SSSS EEEE ∇∇⋅∇=∂
∂
,
2
2
2
α
, ( )WEEEE SSSS ∆∇⋅∇−=∂∂∂=∂∂∂ ,2
22
αββα  и  
( )( )WWtEE SS ∆∆⋅∇=∂∂ ,22
2
β .  
Тогда гессиан ( )βα;2 SE∇  функции ( )βα;SE  равен 
( ) ( ) ( )( ) ( )
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,,
,,
;
2222
22
22
2
WEEWWEEEE
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WEEEEEE
SSSSSS
SSS
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∆∇⋅∇−∇∇⋅∇
=∇ βα  
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В случае если ( ) 0;2 >∇ βαSE  и ( ) 0,2 >∇∇⋅∇ SSS EEE , то функция ( )βα;SE  достига-
ет минимального значения при ( )tα  и ( )tβ , определяемыми соотношениями (3). 
Таким образом, доказано следующее утверждение. 
Теорема. Величины квазиоптимальных параметров )(tα и ( )tβ  шага обучения ней-
ронной сети с использованием метода сопряженных градиентов в момент времени t оп-
ределяется соотношениями (3): 
Приведем алгоритм обучения нейронной сети с использованием метода сопряжен-
ных градиентов, использующий соотношения (3): 
1. Задается минимальная квадратичная ошибка сети mε , которой необходимо дос-
тичь в процессе обучения. 
2. Записывается число t=0 в счетчик числа итераций алгоритма. 
3. Случайным образом инициализируются весовые коэффициенты сети 
( ) ( )mjnitwij ,1,,1 == , и пороговые значения нейронных элементов ( ) ( )mjtT j ,1= . 
4. Подаются входные образы ( ) ( )Lkxxx knkk ,1,,1 == K  на нейронную сеть и вычис-
ляются векторы ( ) ( ) ( )( ) ( )Lktytyty kmkk ,1,,1 == K  выходной активности сети, определяе-
мые соотношениями (1). 
5. Если t≠0, то величины квазиоптимальных параметров )(tα , )(tβ  шага обучения с 
использованием метода сопряженных градиентов вычисляются в соответствии с соот-
ношениями (3), в противном случае параметр )(tα  определяется выражением 
( ) ( )( )( )( ))(),(
)(,
2 tEtEtE
tEtE
t
SSS
SS
∇∇⋅∇
∇∇
=α  [2], а )(tβ  полагается равным нулю. 
6. Производится изменение весовых коэффициентов ( ) ( )mjnitwij ,1,,11 ==+  и по-
рогов нейронной сети ( ) ( )mjtT j ,11 =+  согласно выражению (2). 
7. Полагается t=t+1. 
8. Алгоритм завершает свою работу, если суммарная квадратичная ошибка сети  
( ) ( )( )∑∑
= =
−=
m
j
L
k
k
j
k
jS ttytE
1 1
2
2
1  или норма вектора ( ) ( ) ( )1−−=∆ tWtWtW  не превосходят задан-
ной величины mε , т. е. ( ) mS tE ε≤  или ( ) mtW ε<∆ , в противном случае выполняется п. 4. 
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ПРИМЕНЕНИЕ НЕЙРОПОДОБНЫХ СЕТЕЙ 
В РЕШЕНИИ ЗАДАЧ РЕКУРСИВНОГО ФОРМООБРАЗОВАНИЯ 
 
Полозков Ю. В., ВГТУ, Витебск 
 
Искусственные нейронные сети позволяют эффективно решать широкий круг анали-
тических информационных задач. В компьютерной технологии изготовления простран-
ственно сложных (нерегулярных) объектов [1] - рекурсивном формообразовании – к та-
ким задачам относятся обработка изображений; организация баз данных, содержащих 
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цифровые модели поверхностей; оценка эффективности создания геометрических мо-
делей по сравнению с использованием трансформационного преобразования имеющих-
ся цифровых моделей поверхностей. 
Особенность технологии рекурсивного формообразования состоит в сокращении степе-
ни человеческого участия на этапе проектирования изделий за счет автоматизированного 
геометрического описания (оцифровки) поверхностей физических объектов-аналогов, 
имеющих пространственно-сложную (нерегулярную) форму и последующего избирательно-
го редактирования полученных данных. Для оцифровки нерегулярных объектов был разра-
ботан программно-технический комплекс цифровой фотограмметрии. С его помощью реа-
лизуется специальный фотограмметрический метод, основанный на съемке наклонно уста-
новленной регистрирующей камерой объекта, поверхность которого освещается структури-
рованным светом посредством горизонтально установленного проектора [2]. На снимках, 
получаемых в процессе оцифровки, отображаются проекции точек поверхности, освещен-
ных с помощью слайда (рис.1). Изменение кривизны последовательно расположенных про-
екций (световых линий) изображения обусловливается изменением формы поверхности. 
Вследствие имеющихся на объекте углублений, отверстий и других “неприятных” особенно-
стей формы при обработке изображений в процессе сегментации могут изменяться количе-
ство и последовательность расположения сегментированных компонент (рис.1), что суще-
ственно снижает точность математической трансформации координат. 
 
 
Рис. 1. Характерные неопределенности связности компонент изображения 
 
Возникает задача структуризации и связности сегментированных компонент растро-
вого изображения, решение которой может быть получено посредством нейросетевого 
анализа, позволяющего восстановить истинный их порядок. Для проведения анализа и 
интерпретации скелетизированного изображения были определены и формализованы 
следующие терминальные элементы (ТЕ): элементарная компонента (ЭК), непрерывная 
компонента (НК), базовая компонента (БК), фрагмент компоненты (Ф). Тип ТЕ определя-
ется по расположению особых точек, в качестве которых выступают начальные, конеч-
ные точки ТЕ, а также их текущие точки, с координатами (по оси X или Y), равными ко-
ординатам начальных и конечных точек смежных ТЕ. Комбинации указанных ТЕ описы-
вают искомые синтезированные компоненты (СК). 
На этапе предобработки данных осуществляется кластеризация ТЕ. По координатам 
особых точек выполняется проверка логических условий сравнения, определяющих про-
странственные отношения между всеми парами ТЕ. Это позволяет сформировать мат-
рицы булевых функций. В данных матрицах, описывающих шесть возможных вариантов 
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отношений, индексы строк и столбцов соответствуют номерам ТЕ. Затем в результате 
выполнения семантических правил, описывающих сочетания пространственных отношений 
с элементами матриц, осуществляется построение новых (производных) матриц ТЕ, пара-
метры (метрические, аналитические и пр.) которых будут анализироваться в дальнейшем 
для образования СК. Двоичные значения элементов матриц, полученных на этапе пре-
добработки, задают внешнее возбуждение нейрона, синапсические входы которого со-
ответствуют конкурирующим ТЕ. Отклик активированного нейрона устанавливает при-
надлежность ТЕ текущей цепочке или воспринимается следующими нейронами, прове-
ряющими пространственно-логические отношения между анализируемыми ТЕ. 
Сложность анализа рассматриваемых в данном случае скелетизированных изобра-
жений состоит в невозможности создания шаблонов ввиду непредсказуемости характе-
ра развития компонент изображения. Кроме того, непрерывная компонента и части дис-
кретной компоненты могут иметь одинаковое признаковое описание. Поэтому для выра-
ботки решения о связности компонент построен трехслойный когнитрон, позволяющий 
реализовать конкурентный метод обучения без учителя (рис. 2) [3]. Эта самоорганизую-
щаяся сеть включает три слоя нейронов. Нулевой слой сети является рецепторным. Ко-
личество нейронов в слое зависит от количества конкурирующих ТЕ изображения. 
На первом и втором слоях сети происходит построение цепочки из БК и Ф, принадлежа-
щих различным (последовательно расположенным) группам смежных ТЕ, ограниченных НК. 
При активации второго слоя на возбуждающие нейроны первого слоя, помимо латерального 
торможения, воздействуют тормозящие нейроны, имеющие синаптические соединения с на-
бором выходов нейронов второго слоя. Третий слой сети построен аналогично предыдущим. 
Он обеспечивает выполнение принципа целостности восприятия, позволяя выбирать наибо-
лее подходящие варианты синтеза компонент в обоих направлениях плоскости всего изо-
бражения. На этом слое по определенным критериям принимаются или отбрасываются ре-
шения, полученные на предыдущих слоях. Таким образом, реализуется способность сети к 
обучению, что позволяет решать вопрос неопределенности связности дискретных компонент, 
которая носит случайный характер и обеспечивать корректность и целостность машинной 
интерпретации изображения при цифровой фотограмметрии. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 2. Организация нейросетевой структуры первого и второго слоя 
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USING ARTIFICIAL NEURAL NETWORK AND STATISTICAL APPROACH FOR TIME 
SERIES FORECASTING  
(BY USING CLUSTERING AND CLASSIFICATION ALGORITHMS) 
 
I. Rubanau 
 
1. INTRODUCTION 
The main aim of this paper is to create a mathematical model to forecast electricity load 
and to find correlation between electricity load and parameters (temperature, brightness and 
so on), by using clustering and classification algorithms. 
From the expert knowledge are known that demand of the electricity load is highly corre-
lated to the set of parameters, like day of the week, seasons, outside temperature, brightness 
and so on. Also are known that this correlation are non linear, that produce additional difficul-
ties (obstacle) to make reasonable forecasting model. 
 
2. THE MODEL 
 Let us split up the forecasting model (see figure 1) in to three major steps: 
1) Clustering 
2) Classification 
3) Creating correlation function (mathematical model) between input and output 
 
 
 
Figure 1. Mathematical model to forecast electricity load 
 
At the first step we do clustering of the historical load data by using one of the clustering 
algorithm (k-means, hierarchical tree, SOM) [1,2,3], as result we have N clusters with different 
electricity load shapes, example of the clustering result is present in figure 2. 
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Figure 2. Clustering result  
 
At the second step we create “parameters” table which contain description of each load curve in 
the cluster (i.e. days, month, season, temperature, and so on) and apply Probabilistic Neural Net-
work algorithm to classification task [1]. The flow chart of this process you can see on figure 3. At this 
step we used only parameters of the day without any information about load shape at this day. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Flow chart of classification procedure 
 
3. TESTING 
The proposed model was tested with sets of historical data containing electricity load, daily 
temperature, brightness, wind, kind of the day from year 2000-2004 (years 2000-2003 was 
used as a historical data, year 2004 as a test year). The results of the simulation are presented 
in table 1. The error curves is presented in figure 4. 
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Table 1 
Parameters: MAPE  N° clusters 
Week days, Saturday, Sunday, Holliday, Bridge days  8.19 % 10 
Week days, Saturday, Sunday x Seasons, Holliday, Bridge days 7.30 % 15 
Week days, Saturday, Sunday x Seasons, Holliday, Bridge days 7.03 % 30 
Week days, Saturday, Sunday x Avg. Temp x Seasons, Holliday, 
Bridge days 6.85% 35 
Just by taking average of year 2000-2003 9.92% 1 
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Figure 4. Error curves 
CONCLUSION 
The obtained error for one-year forecast is MAPE ≈ 7%, that could be read out as good result. 
However, as you can see in figure 4 some days have relative big error that means some of the im-
portant parameters were missed (or in other word taking as parameters: Week days, Saturday, Sun-
day, Avg. Temp, Seasons, Holliday, and Bridge days was not enough to correctly classify some of 
the days). One of the solutions for this problem could be applying statistical methods (i.e. linear re-
gression) to find additional parameters (i.e. hours, night temperature) for classification step. 
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СИСТЕМА АНАЛИЗА ХАОТИЧЕСКИХ СИГНАЛОВ НА БАЗЕ 
РЕКУРРЕНТНЫХ НЕЙРОННЫХ СЕТЕЙ 
 
Савицкий Ю. В., Дунец А. П., Игнатюк О. Н., БГТУ, Брест 
 
Нейросетевые методы анализа хаотических сигналов находят все большее применение 
в различных областях благодаря ряду преимуществ по сравнению с традиционными мето-
дами: возможностью исследования систем, математическая модель которых неизвестна 
(неизвестны математические соотношения, характеризующие поведение динамической 
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системы); использованием для исследований выборки данных ограниченного объёма и со-
ответственно относительно малой вычислительной сложностью алгоритмов [1]. При этом 
данные методы базируются, как правило, на модели многослойного персептрона с сигмои-
дальными функциями активации скрытых нейронных элементов.   
В то же время использование рекуррентных синаптических связей с задержкой сигнала 
между выходными нейронами сети и нейронами скрытого слоя (модель Джордана), либо 
нейронами распределительного слоя (модель Элмана), либо связями обоих типов (мульти-
рекуррентная модель Джордана-Элмана) предоставляет дополнительные возможности по 
улучшению характеристик рассматриваемых методов. Это обусловлено тем, что наличие 
рекуррентных связей с задержкой сигнала позволяет при обучении и функционировании 
сети учитывать не только текущие данные, подаваемые на сеть, но и все предыдущие дан-
ные и состояния нейронной сети. Это создает предпосылки к тому, что рекуррентная ней-
росетевая модель в процессе обучения глубже учитывает и обобщает динамические свой-
ства исследуемого процесса и, следовательно, позволит решать задачи анализа и прогно-
зирования на более высоком уровне качества [2].  
В рамках данной работы авторами исследованы нейросетевые методы расчета стар-
шего показателя Ляпунова на базе рекуррентных нейронных сетей вышеуказанных конфи-
гураций. В качестве базовой архитектуры использована трехслойная нейронная сеть с сиг-
моидной функцией активации нейронов скрытого слоя и линейной функцией активации вы-
ходного нейронного элемента. За основу был взят алгоритм расчета старшего показателя 
Ляпунова для одного измерения хаотического сигнала, описанный в работе [1]. Суть алго-
ритма заключается в следующем. После того, как нейронная сеть была обучена на данных 
выборки до требуемой ошибки, начиная с некоторого измерения сигнала, осуществляется 
многошаговое прогнозирование по методу скользящего окна; результаты прогнозирования 
фиксируются. Следующим этапом является внесение в это измерение смещения достаточ-
но малого размера, после чего при помощи нейронной сети заново выполняется многоша-
говый прогноз. Затем, на основании разницы между нейросетевым прогнозом, полученным 
на основе оригинальных данных выборки, и прогнозом, рассчитанным с учетом внесенного 
смещения, рассчитывается старший показатель Ляпунова.  
Однако, поскольку вместо многослойного персептрона, который при вычислении теку-
щей выходной активности никак не учитывает свои предыдущие состояния, используется 
рекуррентная нейронная сеть, то на данном этапе алгоритма внесены следующие измене-
ния: при осуществлении прогнозов на вход нейронной сети должны быть предварительно 
поданы элементы выборки данных, начиная с первого. Это позволяет к моменту расчета 
старшего показателя Ляпунова сформировать соответствующее состояние рекуррентной 
нейронной сети. (Необходимость этого обусловлена тем, что текущее состояние нейронов 
рекуррентной сети формируется на основе предыдущего их состояния, которое, в свою 
очередь, было сформировано на основе всех предыдущих состояний.) 
Для тестирования моделей были использованы данные хаотических процессов Энона и 
Лоренца с известными параметрами вложения и  задержки, а также данные измерений EEG 
(http://kdd.ics.uci.edu/databases/eeg/), для которых соответствующие параметры вложения и 
задержки найдены с использованием пакета Tisean. С целью анализа чувствительности 
моделей к фрагментам детерминированных сигналов дополнительно были проведены экс-
перименты по расчету старшего показателя Ляпунова для смешанных сигналов (процессов 
Энона, Лоренца и данных EEG, в состав которых включены участки детерминированных 
сигналов). Результаты применения нейронных сетей Джордана и Джордана-Элмана проде-
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монстрировали как достаточно высокую скорость сходимости алгоритма обучения к тре-
буемой ошибке, так и удовлетворительные оценки старшего показателя Ляпунова. Так, для 
достижения среднеквадратичной ошибки обучения для процесса Энона (объем выборки - 
500), равной Е= 410*2 − , потребовалось 194 итерации для сети Джордана, 265 – для сети 
Джордана-Элмана (192 – для многослойного персептрона). Аналогично, для процесса Ло-
ренца (объем выборки - 800) для достижения ошибки Е= 410*9 −  выполнено 386 итерации 
для сети Джордана, 442 – для сети Джордана-Элмана (329 – для многослойного персептро-
на).  С целью расчета старшего показателя Ляпунова для данных EEG (объем выборки - 
900) было выполнено 5000 итерации обучения для сети Джордана и рассчитан показатель 
Ляпунова, равный 0.0315. При этом на всех выборках смешанных данных модели показали 
высокую чувствительность при переходе от хаотического сигнала к детерминированному.  
Авторы благодарят за поддержку исследований Белорусский республиканский фонд 
фундаментальных исследований при НАН Беларуси. 
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ИСПОЛЬЗОВАНИЕ СИСТЕМ НЕЧЕТКОЙ ЛОГИКИ ПРИ ПРОГНОЗИРОВАНИИ 
 ХАОТИЧЕСКИХ ПРОЦЕССОВ 
 
Теленкевич Р.C., БГТУ,  Брест 
 
В докладе представлено использование нечеткого контроллера Мамдани-Заде для 
прогнозирования ряда Энона как на уровне единичных отсчетов, так и на уровне дина-
мики системы в фазовом пространстве.  
Система Энона описывается разностными уравнениями: 
2
1
1
1n n n
n n
x x y
y x
α
β
+
+
 = − ⋅ +

= ⋅
, 
которая является хаотической (имеет высокую чувствительность к заданиям началь-
ных условий) при  1.4α =  и 0.3β = . В работе рассматривается прогнозирование ряда 
изменений переменной х. В соответствии с теоремой Такенса заключаем, что для про-
гнозирования данного временного процесса достаточно построить отображение 
( )1 1,n n nF x x x− +→ . При этом размерность пространства вложения (равная 3) выбира-
лась с использование метода «ложных соседей».  
При построении нечеткой системы на основе обучающей выборки строилась база 
правил, где использовались треугольные функции принадлежности. Дефаззификация 
производилась с использованием центроидного (center of area) метода. 
Результаты прогнозирования в области фазового пространства показали сходимость 
к аттрактору, идентичному с реальным, что говорит об адекватной настройке нечеткой 
системы на динамику процесса. Прогнозирование на уровне единичных отсчетов также 
дало удовлетворительный результат в пределах горизонта прогнозирования. 
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РАЗДЕЛ II. РАСПОЗНАВАНИЕ ОБРАЗОВ И АНАЛИЗ ИЗОБРАЖЕНИЙ 
 
THE COLOR IMAGES OF INFECTED CROP FIELD PROCESSING ALGORITHM 
 
Doudkin A.A., Inyutin A.V., Vatkin M.E., United Institute of Informatics Problem, 
National Academy of Science of Belarus, Minsk, Belarus, 
 
Introduction 
In this work we consider the problem of segmenting agricultural landed-fields in remote 
sensing data [1-3]. 
Our approach of agricultural images analysis contain following steps: 
1. Blurring the image to avoid influence of noise and JPEG coding artifacts. 
2. Color segmentation to detect area of field with different infection levels. 
3. Improving segmented images. 
4. Calculation of infection map of field. 
 
1. Color Image Segmentation Algorithm 
Lets consider two-stage method of image segmentation. 
At the first stage we find sets of pixels which color have small deviation inside of each set 
and the number of pixels in each set is significant regarding to amount of all pixels. For that 
purpose we use a clusterization algorithm of pixels in image color space. 
At the second stage we use some heuristics to make threshold separation of obtained set 
of clusters into two groups. To the first group belong clusters that include pixels of sought ob-
jects and to the second clusters that include pixels of background. 
Algorithm of image color space clusterization. 
1. Let source set of clusters С = ∅. 
2. Chose pixel xj from pixels set of X.  X = X \ {xj}. 
3. If C is equal ∅ 
Then: 
3.1. C = C ∪ {xj}. 
Else: 
3.2. Chose cluster ci such as || ci – xj || → min. 
3.3. If || ci – xj ||<ε 
Then 
3.3.1. Find new value of cluster center  
( ) ( )1++⋅= ijiii nxncc  where ni is the number of pixels added to the cluster ci. 
3.3.2. Find new number added pixels to the cluster ci  ni = ni +1. 
Else 
3.3.3. Add new cluster C = C ∪ {xj} 
4. If set X is not equal to ∅ then repeat from 2. 
 
Algorithm for finding the sought cluster center for segmentation. 
1. Chose cluster сi such as || ci – h || → min where h is color of objects set by user. Set 
new index i = 1 for сi. 
2. Sorting the set С according to rule  
∀ сj , j < N –1, || cj – ci || takes minimal value if i = j +1where j< i ≤ N. 
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3. Find dmax = || c1 – cN || 
4. Find allowed deviation radius of objects color 100/
max
PdR ⋅=  where P is allowed devia-
tion percent from chosen object color. User sets value of P. 
5. Join сi such as || c1 –ci || < R according to equation 
i i i
i i
h c n n = ⋅ 
 
∑ ∑  
After applying of mentioned above algorithms we perform threshold segmentation of im-
age. If || h –xi || < R, then xi is object pixel else xi is background pixel. 
 
2. Algorithm for improving the image after segmentation on the basis of soft mor-
phology operations 
The task of noise removal from the raster image in mathematical morphology usually is 
solved with the help of open and close operations, or their sequences. The open destroys nar-
row necks and smoothes ledges on the binary image, and the close swallows small hollows 
and closes gaps. Both open and close have property of idempotency. Hence, repeated using 
of function with same structuring element will not change the image. If it is required to improve 
filter outcome the set of structuring elements with a growing size is used. However increasing 
of a structuring element size reduces a resolving power of the filter. Thus, a shortage of classi-
cal morphological filters is low ability of the filter solving that leads to significant distortion of the 
initial image during filtering.  
For noise removal on the image the modification of the soft morphological filter is offered 
[4]. For which the subset of a structuring element kernel is equal to an empty subset. Define 
operations of soft erosion and a dilatation in the following way: 
 



>+=
≤+=
=
bo
bo
ntna
ntna
BASoftErode
,1
,0),( ,     (3) 
 



>+=
≤+=
=
bo
bo
ntna
ntna
BASoftDilate
,0
,1),( ,     (4) 
 
where no is a number of segment pixels that are same to appropriate pixel of the structuring 
element in current position of the structuring element window, nb is a number of background 
pixels that are same to appropriate pixel, t is a filter threshold. 
Thus, the soft open and close operations we can define as: 
 SotfOpen (A, B) = SoftDilate (SoftErode (A, B), B),     (5) 
 SotfClose (A, B) = SoftErode (SoftDilate (A, B), B),     (6) 
 
Use of a threshold in the soft morphological filter allows operating the filter outputs. For exam-
ple, in open and close operation it is possible to use different thresholds for erosion and dilatations. 
The soft morphological filter works as follows - makes scanning the image by the structur-
ing element. In a window of the structuring element the amount pixel the object (background), 
concurrent with nonzero pixel of structuring element is calculated. Depending on a function, 
according to formulas (3) - (4) the pixel value is appropriated. 
 
3. Algorithms of segments description 
The algorithms of segments description are used to find segments geometrical features. 
After finding geometrical features of segments we can apply mechanical treatment of field 
automatically. It is necessary to mention that description of field can be applied to all segments 
together (statistical approach) or to each segment separately.  
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Statistically map of field infection distribution can be evaluate as  
 
∑
∑ ⋅
=
i
i
i
ii
C
KC
f ,       (7) 
where Ki is coefficient of infection for i-th level of infection, Ci is a number of pixels that belong 
to i-th level of infection in window of given size. 
Thus finding value of f in different position of scanning window we can obtain a map of in-
fection distribution. 
To find features of segments individually we apply following algorithms. 
Algorithm of segment description using it raster edge pixels. 
All pixels of image are checked. If pixel p(x,y) is the object pixel and one of neighbor pixels 
is the background pixel then the pixel is edge pixel. All the edge pixels are sorted correspond-
ing to their segments. Corresponding array of edge pixels is chosen by criterion if in the array 
is the pixel with coordinates that differ from verifiable pixel by 1. If such pixels are found in 
several edge pixels arrays, that arrays are joint in one array. The image is increased three 
times to exclude the special processing of exclusive pixels that are members of two different 
edge pixels arrays. 
After sorting all edge pixels the coordinates of pixels are set to the original image scale.  
Chord segment description algorithm and segments feature calculation.  
Chord segment description is represented by two-dimension array of horizontal chords of 
segment. Chords are ordered by coordinates y and x. Chord segment description can be ob-
tained from edge segment description using the following algorithm. 
1. Arrange edge pixels by coordinates y and x into two-dimension array. 
2. Define to left or right chord end the each pixel belongs. 
3. Pick out pare of left and right edge pixels in the increasing order of coordinates x and y. 
If edge pixel is left and right at the same time then that pixel is repeated two times. Selected 
pares are stored in new array of segment chords. 
It is easy to the find following segment features using segments chord description. 
1. Segment area 
( )∑
=
−=
N
1i
ii xrxlS , 
where xli , xri are left and right x coordinates of left and right ends of i-th chord, N is number of 
chords. 
2. Geometric center of the segment  
M
x
x
M
1i
i
c
∑
=
= , 
M
y
y
M
1i
i
c
∑
=
= , 
where (xi , yi) are coordinates of i-th edge pixel, M is the number of segment edge pixels. 
 
4. Tests 
Test was performed using airplane-photo of potato field (fig. 1). Test shows good image 
segmentation results that allow high quality further processing. 
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a) b) 
c) d)  
Fig.1 a) source image of field, b) the areas of field that are strongly infected, c) the areas of field that have 
average infection, d) the areas of field that are healthy 
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АЛГОРИТМ УСТРАНЕНИЯ ЭФФЕКТА ПЕРЕСЕГМЕНТАЦИИ С ИСПОЛЬЗОВАНИЕМ 
ОПЕРАЦИИ ПОЛУТОНОВОГО ПСЕВДОСКЕЛЕТА 
 
Инютин А.В., Объединенный институт проблем информатики НАН Беларуси, Минск 
 
Операция сегментации проводится для нахождения границ однородных областей на 
изображении. В разных задачах требуется проводить сегментацию по различным призна-
кам - по яркости, по текстуре, по цвету. Для сегментации полутонового изображения по яр-
кости можно использовать морфологической операции трансформации водораздела [1-4]. 
Отличительной особенностью данной операции является высокая точность сегментации, 
относительно невысокая вычислительная сложность и отказ от использования порогов. 
На вход операции трансформации водораздела подается градиент изображения. 
Результатом будет являться граница однородных по яркости областей. Толщина грани-
цы равна одному пикселю. Связность элементов границы будет зависеть от выбора 
структурирующего элемента для операции трансформации водораздела. 
Однако недостаток данного метода - это пересегментация изображения. Под пере-
сегментацией понимается наличие большое количество сегментов малого размера на 
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изображении, что приводит к значительному усложнению этапа проверки и слияния по-
лученных сегментов. Пересегментация вызывается наличием на исходном изображении 
шума и незаметных для глаза ошибок квантования. 
Меньшее количество областей сегментации дает метод масштабируемого градиента 
[5]. Но при использовании данного метода для сегментации изображения с большим ко-
личеством объектов (изображения земной поверхности на аэрофотоснимках) была вы-
явлена недостаточная точность при выполнении сегментации. 
Для устранения эффекта пересегментации предлагается использовать морфологи-
ческую операцию полутонового псевдоскелета. 
 
1. Полутоновой псевдоскелет 
Для сокращения избыточных неинформативных частей градиента будем использо-
вать операцию полутонового псевдоскелета, которая эффективно утоньшает градиент 
изображения. 
Алгоритм сегментации полутоновых изображений с использованием операции полу-
тонового псевдоскелета имеет следующий вид: 
1. Фильтрация изображения 
2. Вычисление градиента 
3. Нахождение полутонового псевдоскелета 
4. Операция трансформации водораздела 
5. Анализ и объединение областей 
Полутоновой псевдоскелет вычисляется по формуле 
 
Skel(S) = Un {Erode(Sn-1, B) – Open(Erode(Sn-1, B), B}, n=1,2...,     (1) 
 
где Erode(Sn-1, B) - эрозия изображения Sn-1 по структурирующему элементу В, 
Open(Erode(Sn-1, B), B - отмыкание по В результата эрозии. 
Вычисляя разность между эрозией и ее отмыканием на каждом шаге последовательно-
го сокращения изображения, и просуммировав полученные в итоге разности, получим полу-
тоновой псевдоскелет изображения. Операция отмыкания имеет свойство сглаживать мел-
кие выступы и неровности на изображении. Другими словами, полутоновой псевдоскелет - 
это сумма мелких деталей изображения, отфильтрованных на каждом шаге алгоритма. 
Термин «полутоновой псевдоскелет» используется для того, чтобы подчеркнуть от-
личие данной операции от классической операции скелета для черно-белого изображе-
ния. Полутоновой псевдоскелет не удовлетворяет условиям связности и непрерывности, 
которые обязательны для классического определения скелета изображения. 
В качестве структурирующего элемента используется квадрат размером 3х3 пиксе-
ля. На каждом шаге нахождения полутонового псевдоскелета вычисляется разница ме-
жду результатом очередной эрозии и отмыканием результата эрозии по тому же струк-
турирующему элементу. В конце результаты всех шагов суммируются. Последователь-
ные эрозии проводятся до полного сокращения изображения, т.е. до момента, когда яр-
кость всех точек изображения станет равной 0. 
 
2. Экспериментальные результаты 
Алгоритм сегментации на основе полутонового псевдоскелета является универсаль-
ным и может быть использован для различных видов изображений. Разработанный ал-
горитм применялся для сегментации аэрофографий земной поверхности. 
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На рис.1 приведен пример сегментации с использованием предложенного алгорит-
ма. На рис.1.а присутствует крупный однородный по яркости объект- река. Размер изо-
бражения - 300х300 пикселей, 256 градаций серого. Результат работы операции водо-
раздела для морфологического градиента приведен на рис.1.б. Результат сегментации - 
3173 области. Результат сегментации с помощью полутонового псевдоскелета - 222 об-
ласти (рис.1.в). 
 
Заключение. 
В докладе вводится понятие полутонового псевдоскелета изображения и предлага-
ется новый алгоритм сегментации полутоновых изображений на его основе. 
Преимущество алгоритма заключается в отказе от использования пороговой опера-
ции, что позволяет значительно повысить качество сегментации. Операция полутоново-
го псевдоскелета позволяет значительно снизить влияние ошибок квантования и шумов 
на изображении на результат сегментации. Что значительно сокращает время сегмента-
ции на этапе анализа и объединения областей. 
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а) б) в) 
Рис.1. Исходное изображение (а), результат трансформации водораздела для морфологического 
градиента (б) и полутонового псевдоскелета (в) 
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СРАВНИТЕЛЬНАЯ ХАРАКТЕРИСТИКА НЕКОТОРЫХ НЕЙРОСЕТЕВЫХ 
АЛГОРИТМОВ РАСПОЗНАВАНИЯ ПЕЧАТНЫХ СИМВОЛОВ. 
 
Калюхович Д. О., БГТУ,  Брест 
 
Исходные данные. Имеется K  различных распознаваемых символов. Каждый 
распознаваемый символ представлен черно-белым изображением (матрицей) A  разме-
ра nm× , где m  – высота изображения, n  – ширина изображения. Полагаем, что точка 
1a ji =  принадлежит распознаваемому символу, 0a ji =  – точка фона, где m,1i = , n,1j = . 
 
Алгоритм распознавания №1. Используется многослойный персептрон: 
 
 
Рис. 1. Архитектура многослойного персептрона 
 
где размерность входного вектора nm× , количество нейронов скрытого слоя равно L , а 
выходного слоя – K . В качестве функции активации )S(F  нейронов скрытого и выходно-
го слоя используется линейная, сигмоидная функции. Для обучения сети на ее входы 
последовательно подаются матрицы A  распознаваемых символов, представленные в 
виде вектора in  размерности nm× . На выходе сети значение нейрона, соответствующе-
го распознаваемому символу, равно 1, остальных – 0 (вектор out ). Сеть обучается до 
достижения требуемой среднеквадратической ошибки E  согласно алгоритму обратного 
распространения ошибки:  
( ) ( )( ) minioutiout
2
1
E
K
1n
K
1i
)n()n( →−= ∑∑
= =
,                                (1) 
 
( ) ( ) ( ) ( )( ) ( ) jkkjkj ySFioutiouttw1tw ⋅′⋅−⋅−=+ α ,                         (2) 
 
( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )∑
=
⋅′⋅−⋅⋅′⋅−=+
K
1k
kjkjjiji twSFkoutkoutiinSFtw1tw α ,      (3) 
 
где out  – выходной вектор, полученный многослойным персептроном, α  – шаг обуче-
ния, kS  – взвешенная сумма k -ого выходного нейрона, jy  – выходное значение j -ого 
нейрона скрытого слоя, jS  – взвешенная сумма j -ого нейрона скрытого слоя. Распо-
знанным считается символ с номером *k , удовлетворяющий условию: 
 
( )( )ioutmaxk
K,1i
*
=
= .                                                               (4) 
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Алгоритм распознавания №2. Используется нейронная сеть Кохонена: 
 
Рис. 2. Архитектура сети Кохонена 
 
Структура входных и выходных данных аналогична при применении многослойного 
персептрона. Для обучения сети используется контролируемое конкурентное обучение с 
одним нейроном-победителем: 
( ) ( ) ( )( )
( ) ( ) ( )( )

−⋅−=+
−⋅+=+
,случаепротивномв,tWintW1tW
,ниираспознавакорректномпри,tWintW1tW
kkk
kkk
α
α
          (5) 
где kW  – весовые коэффициенты k -ого нейрона конкурентного слоя, t
1
=α  – шаг обу-
чения, уменьшающийся с течением времени. Распознанным считается символ, соответ-
ствующий номеру нейрона-победителя. 
Алгоритм распознавания №3. К матрице изображения A  применяется разложение 
в ряд Фурье: 
( ) ( )∑−×
=






⋅
×
⋅⋅
⋅−⋅==
1nm
0i
k inm
k2
jexpninkFF
pi
,                            (6) 
где 1,0 −×= nmk . В результате получаем частотное описание распознаваемого сим-
вола: 
[ ]1nm10 F...,,F,FF −×= .                                                     (7) 
Для инвариантности полученного описания символа относительно системы коорди-
нат выполняется следующее преобразование: 




⋅
×
−⋅
×
−⋅
×
−=
−× 01nm0100
* F
nm
1
F...,,F
nm
1
F,F
nm
1
FF .              (8) 
Для инвариантности относительно масштаба образа осуществляется нормирование 
всех компонент разложения Фурье: 
*
1nm
0i
2*
i
** F
F
1
F
∑
−×
=
= .                                                      (9) 
Для обеспечения неизменности частотного описания символа относительно угла по-
ворота осуществляем следующее преобразование: 
[ ] **1nm
0i
**
i
*** FFArg
nm
1
jexpF ⋅





⋅
×
⋅−= ∑
−×
=
.                               (10) 
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Для понижения размерности частотного описания символа применяется метод глав-
ных компонент. В результате имеется частотное описание всех распознаваемых симво-
лов, не зависящее от масштаба и угла поворота изображения символа. На полученных 
данных согласно формулам (1)-(3) обучается многослойный персептрон, согласно фор-
муле (5) – сеть Кохонена. 
В докладе представлено сравнение рассматриваемых методов. 
 
Литература 
1. Станислав Осовский. Нейронные сети для обработки информации. Финансы и стати-
стика. Москва, 2002. – 343 c.  
 
РАСПОЗНАВАНИЕ ОБРАЗОВ И АНАЛИЗ ИЗОБРАЖЕНИЙ 
В ОБЛАСТИ БЕЗОПАСНОСТИ 
 
Проходцов И. В., Брестский филиал "Государственного института  
переподготовки кадров "Газ-институт", Брест 
 
В настоящее время всё большую актуальность приобретают методы обработки ин-
формации в области обеспечения общественной безопасности, борьбы с терроризмом. 
События последних лет (разрушение всемирного торгового центра в Нью-Йорке, взрывы 
домов в Москве, взрывы станций метро в Лондоне) демонстрируют серьёзные пробле-
мы в обеспечении безопасности общества, в значительной степени связанные с неэф-
фективностью используемых методов анализа и распознавания изображений. 
Первый метод заключается в сравнении двух изображений. Первое изображение 
(назовём его контрольным) должно быть предварительно внесено в базу данных, второе 
получается при прохождении контроля. Оба изображения "раскладываются" на пиксели 
и соответствующие пиксели сравниваются. Такой метод широко использовался для пе-
реноса фотографий на холст. На фотографию и на холст наносилась сетка с одинако-
вым количеством клеток (чем больше клеток, тем точнее изображение после переноса 
на холст). Однако для распознавания человеческого лица при контроле этот метод име-
ет ряд серьёзных недостатков. Во-первых, для стопроцентного совпадения условия при 
проверке (освещение, положение лица, макияж, причёска, очки и т.п.) должны в точности 
соответствовать условиям, при которых было сделано контрольное изображение, во-
вторых, системы, использующие данный метод распознавания должны иметь огромные 
вычислительные ресурсы для хранения информации о каждом пикселе контрольного 
изображения и для процесса сравнения. 
Второй метод заключается в анализе и сравнении геометрических параметров лица. 
Этот метод издавна используется в криминалистике при составлении фотороботов. При 
распознавании используется информация о наборе расстояний между контрольными 
точками (уголками рта, центрами глазных яблок, кончиками ушей и носа и т.п.) и их со-
отношениями. В отличие от первого метода не требуется огромных вычислительных 
мощностей, однако условия проверки должны быть такими же, т.к. даже смена настрое-
ния может привести к отрицательному результату сравнения. 
Третий метод использует сравнение контуров лица (контуры носа, бровей, глаз и 
т.д.). В каждом контуре определяются контрольные точки, а сам контур вычисляется ин-
терполированием. Но и данному методу присущи недостатки первого. 
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Общим недостатком приведённых выше методов является статичность. То есть для 
получения изображения, наиболее подходящего для сравнения, лицо человека должно 
быть зафиксировано в определенном положении, что невозможно сделать, не привле-
кая внимания и не затрачивая времени. Исходя из вышесказанного, можно сделать вы-
вод, что эффективность систем контроля, использующих статичные методы, несравни-
мо низка относительно затрат. 
Динамический метод сравнения (наиболее эффективный) использует несколько по-
следовательных кадров изображения для расчёта двумерного векторного поля, наилуч-
шим образом преобразующего один кадр — в другой. Алгоритм находит наиболее соот-
ветствующие друг другу блоки, начиная с больших, которые затем разбиваются на бо-
лее мелкие. В результате получаем таблицу соответствия изображений. Переход про-
веряемого кадра в контрольный можно представить тем же деревом соответствия, что и 
переход одного контрольного кадра в другой. 
Для использования самых эффективных методов необходимы новые технологии, 
необходимы системы, которые будут способны анализировать информационные потоки 
так, как это делает сам человек. 
 
Литература 
1. Фу К. Структурные методы в распознавании образов. - М.: Мир, 1977. - 320 с.  
2. Фор А. Восприятие и распознавание образов / Пер.с фр. А.В.Серединского; под ред. 
Г.П.Катыса. – М.: Машиностроение, 1989. – 272 с. 
3. Вапник В.Н., Червоненскис А.Я. Теория распознавания образов. – М.: Наука, 1974. - 178 с. 
4. Башкиров О.А., Бовырин А.В., Губанов А.В., Родюшкин К.В., Курякин В.Ф. "Real-time 
search and recognition of objects in the image by the structural template" // Распознавание 
образов анализ изображений. -т.11. -2001. - c.138-140. 
5. Горелик А.Л.,Скрипкин В.А. Методы распознавания. Учебное пособие для вузов. - М.: 
ВШ, 1989. - 231с. 
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РАЗДЕЛ III. АНАЛИЗ И МОДЕЛИРОВАНИЕ НЕЛИНЕЙНЫХ  
ДИНАМИЧЕСКИХ ПРОЦЕССОВ 
 
ВЫНУЖДЕННЫЕ КОЛЕБАНИЯ КОЛЬЦЕВОЙ  
ТРЕХСЛОЙНОЙ ПЛАСТИНКИ  
 
Громыко Ю.В., БелГУТ, Гомель   
Рассматриваются осесимметричные вынужденные колебания несимметричной по 
толщине упругой трехслойной пластинки круглой формы с отверстием. Постановка за-
дачи и ее решение проводится в цилиндрической системе координат r, φ, z. Срединная 
плоскость заполнителя принимается за координатную, ось  z  направлена ей перпенди-
кулярно вверх. Для внешних несущих слоев толщиной  h1 ≠  h2 принимаются  гипотезы  
Кирхгофа, для легкого заполнителя (h3 = 2c) – гипотеза о прямолинейности  и  несжи-
маемости  деформированной нормали. Работой заполнителя в тангенциальном направ-
лении и инерцией вращения его нормали пренебрегаем. Внешняя вертикальная нагруз-
ка не зависит от координаты φ:  q = q(r, t).  На контуре пластинки предполагается нали-
чие жесткой диафрагмы, препятствующей относительному сдвигу слоев. В силу симмет-
рии задачи тангенциальные перемещения в слоях отсутствуют  uφk = 0,  а прогиб пла-
стинки  w,  относительный сдвиг в заполнителе  ψ  и радиальное перемещение коорди-
натной поверхности  u  не зависят от координаты φ (k – номер слоя), т. е. 
( , ), ( , ), ( , )w w r t r t u u r t= ψ = ψ = . В дальнейшем эти функции считаем искомыми. Все 
перемещения и линейные размеры пластинки отнесены к ее радиусу а; силовые харак-
теристики – к 1 Па; через  hk  обозначена толщина  k-го слоя. 
В работе [1] для подобной круглой сплошной пластинки на основе вариационного 
принципа Лагранжа получена система дифференциальных уравнений в частных произ-
водных, описывающая вынужденные поперечные колебания, которая будет справедли-
ва и в рассматриваемом случае: 
 
            2 1 2 3( , ) 0rL a u a a w+ ψ − = ;  2 2 4 5( , ) 0rL a u a a w+ ψ − = ; 
3 3 5 6 0( , )rL a u a a w M w q+ ψ − − = −&& ,                                                                     (1) 
где М0 – коэффициент, зависящий от физических и геометрических параметров слоев;  
Li – дифференциальные операторы; запятая в нижнем индексе обозначает  
      операцию дифференцирования по следующей за ней координате;  
аi – коэффициенты, зависящие от жесткостных и геометрических параметров пла-
стины. 
Задача определения функций u(r, t), ψ(r, t), u(r, t) замыкается присоединением к (1) 
граничных и начальных условий 
 
( , 0) ( ); ( , 0) ( )w r f r w r g r≡ ≡& .                                                                     (2) 
 
В работе [2] для подобной круглой рассмотрена однородная система дифференци-
альных уравнений, описывающая свободные колебания пластинки с отверстием. Она 
следует из (1) при q = 0. С помощью первых двух уравнений и двукратного интегрирова-
ния эта система преобразуется к виду: 
 
              1 1 2, /ru b w C r C r= + + ;   2 3 4, /rb w C r C rψ = + + ;     
4
3( , ) 0rL w M w+ =&& .                                                                                             (3) 
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В конечном виде решение для u(r, t), ψ(r, t), u(r, t)  представляется с помощью разложения 
в ряд по полученной фундаментальной системе собственных ортонормированных функций: 
 
   [ ])()()()(1 0302010 rKkrYkrIkrJdv nnnnnnnnn β+β+β+β≡ ;                                 
[ ]∫ β+β+β+β=
1
2
0302010
2
0
)()()()(
r
nnnnn rdrrKkrYkrIkrJd .                               (4) 
 
Для описания вынужденных колебаний рассматриваемой пластинки внешняя нагруз-
ка q(r, t) и искомое решение u(r, t), ψ(r, t) и w(r, t) представляются в виде следующих раз-
ложений в ряд по построенным системам собственных функций (4): 
 
     
0
( , ) ( )n n
n
q r t M v q t
∞
=
= ∑ ;   
0
( , ) ( )n n
n
w r t v T t
∞
=
=∑ ;  
2
0
( , ) ( )n n
n
r t b T t
∞
=
ψ = ϕ∑ ;   1
0
( , ) ( )n n
n
u r t b T t
∞
=
= ϕ∑ .                                                    (5) 
 
Выражения для функций qn(t) получим, помножив первое из соотношений в (5) на vn и 
проинтегрировав по радиусу пластинки. В силу ортонормированности функций vn имеем: 
 
0
1 1,
0,m n
r
m n
v v rdr
m n
=
= 
≠
∫ ,   
0
11( ) ( , )
n n
r
q t q r t v rdr
M
= ∫ . 
 
Уравнение для определения неизвестной функции Tn(t) в этом случае можно полу-
чить из третьего уравнения системы (3), после подстановки в него выражений (5): 
 
2
n n nT T q+ ω =&& .                                                                                                     (6) 
 
Общее решение уравнения (6) можно принять в виде: 
 
0
1( ) cos sin sin ( ) ( )
t
n n n n n n n
n
T t A t B t t q d= ω + ω + ω − τ τ τ
ω ∫
.                                   (7) 
 
Таким образом, прогиб, относительный сдвиг и радиальное перемещение в круглой 
трехслойной пластинке с отверстием, находящейся под воздействием осесимметричной 
динамической нагрузки, определяются соотношениями (5) с учетом (7). 
Численные результаты получены для случая пластинки, заделанной по внутреннему 
и внешнему контурам, и пластинки, внешний контур которой заделан, а на внутреннем – 
шарнирная опора. Трансцендентные уравнения для определения собственных чисел, 
исследованы на интервале 0 … 500. Первые 10 корней, вычисленные с точностью до 
0,001 при радиусе отверстия r0 = 0,2  (h1 = h2 = 0,005, c = 0,1), приведены в таблице. 
Таблица.  
Заделка-заделка Заделка-шарнир 
n βn n βn n βn n βn 
0 5.883 5 25.507 0 5.877 5 25.505 
1 9.785 6 29.436 1 9.785 6 29.435 
2 13.717 7 33.364 2 13.717 7 33.364 
3 17.647 8 37.293 3 17.647 8 37.293 
4 21.577 9 41.220 4 21.577 9 41.220 
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Частоты исследовались для кольцевой пластинки типа:  металл – полимер – металл. В 
качестве металла принимался дюралюминий, заполнитель – фторопласт. Соответствую-
щие механические характеристики материалов приведены в [3]. 
Полученное в работе решение задачи о поперечных колебаниях кольцевой трех-
слойной пластинки, а также проведенное исследование частот собственных колебаний 
может быть использовано, например, при расчете панелей с иллюминаторами.  
 
Литература 
1. Старовойтов Э. И. Осесимметричные колебания круглой трехслойной пластинки, возбуж-
денные тепловым ударом. // Изв. АН БССР. Сер. физ.-техн. наук - 1988, № 3, С. 3–10. 
2. Громыко Ю. В. Собственные колебания пластины с отверстием. // Материалы молодеж-
ной научно-технической конференции вузов приграничных регионов славянских государств, 
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Работа выполнена при финансовой поддержке Фонда фундаментальных исследова-
ний РБ (проект Т04М–002) .  
 
ПРОГНОЗИРОВАНИЯ ВЕКТОРНЫХ АВТОРЕГРЕССИОННЫХ ВРЕМЕННЫХ 
РЯДОВ ПРИ НАЛИЧИИ ПРОПУЩЕННЫХ ЗНАЧЕНИЙ 
 
Гурин А.С., БГУ,  Минск 
 
Введение 
При анализе и моделировании динамических процессов, временных рядов в эконо-
мике, медицине, защите окружающей среды, а также при создании систем искусственно-
го интеллекта задача прогнозирования является одной из часто встречающихся. Можно 
предложить ряд ее решений в том случае, если данные наблюдаются без "пропусков". 
Наличие же пропущенных наблюдений значительно усложняет поиск и реализацию оп-
тимальных алгоритмов прогнозирования и исследование их свойств. Результаты реше-
ния этой проблемы представлены в настоящей статье для модели векторной авторег-
рессии наблюдаемых временных рядов на основе методов робастного статистического 
анализа данных [1, 2]. 
 
Математическая модель 
Пусть наблюдаемый d -векторный ( )1d ≥  временной ряд ( ) dtdtt YYY R∈′= ,...,1 описы-
вается моделью VAR(1) векторной авторегрессии первого порядка [3]: 
 1tt1t UBYY ++ += , Ζ∈t , (1) 
где Z  – множество целых чисел, ddB ×∈ R  – матрица коэффициентов авторегрессии, 
спектральный радиус которой ( ) 1B00 <= λλ , { }Zt:RU dt ∈∈  – независимые в совокупно-
сти случайные векторы с нормальным распределением: { } ( )Σ,0U dt dNL = , Z∈t . В на-
блюдениях { }tY  имеются “пропуски”. Шаблоном “пропусков” назовем последователь-
ность двоичных векторов ( )tit OO = , Z∈t , где 1=tiO , если tiY  наблюдается, 0=tiO , если 
tiY  не наблюдается. Обозначим минимальный и максимальный моменты времени с на-
блюдаемыми компонентами: { }0O:tmint d
1i ti
>= ∑
=−
, { }0O:tmaxt d
1i ti
>= ∑
=+ ; без ограниче-
Ре
по
зи
то
ри
й Б
рГ
ТУ
                         Раздел III. Анализ и моделирование нелинейных динамических процессов         39 
ния общности 1=
−
t , Tt =+ . Отметим, что авторегрессионные модели AR( p ), VAR( p ) 
порядка p  сводятся к VAR(1) изменением пространства наблюдений [3]. Задача состоит 
в построении статистических оценок модельных параметров Σ,B  по наблюдаемому 
временному ряду { } TttY ,...,1=  с шаблоном “пропусков” { } T,...,1ttO = , построении прогнозов 
временного ряда (1) и исследовании их асимптотического поведения. 
Оценки параметров, основанные на выборочных ковариациях 
Сформулируем дополнительные предположения о шаблоне { }tO . 
П1. При ∞→T  число наблюдаемых пар компонент векторов в один и тот же и со-
седние моменты времени бесконечно увеличивается: ∞→∑ −
= +
kT
1t tji,kt OO , { }d,...,1j,i ∈ , 
{ }1,0k∈ . 
П2. При ∞→T  имеет место асимптотическое поведение шаблона { }tO : 
 ( ) ]1,0(kTOO j,i,kkT 1t tji,kt ∈→−∑ −= + ϑ , 
 ( ) ]1,0[~1TOOOO j,i,j,i,k,k,1T 1t,t ,ttjti,kttji,kt ∈→−− ′′′−=′ ′−′′′′+′+∑ ττ ϑτδ , 
jik ,,ϑ  – предельная частота наблюдения пары компонент ( )ji,  в моменты времени, 
сдвинутые на k , j,i,j,i,k,k,
~
′′′τϑ  – предельная частота наблюдения пары ( )ji,  совместно с 
парой ( )ji ′′,  в моменты времени, сдвинутые на kk ′−+τ  и τ  единиц времени от первой 
пары, где Z∈τ , { }d,...,1j,i,j,i ∈′′ , { }1,0k,k ∈′ , ba ,δ  – символ Кронеккера. 
Обозначим ковариации: { }jti,kttji,ktj,i,j,i,k,k,tt YY,YYCovg ′′′′+′+′′′′− = , { } dd11kk RY,YCovG ×+ ∈= , 
Zt,t ∈′ , { }d,...,1j,i,j,i ∈′′ , { }1,0k,k ∈′ . Назовем 
 { } { }{ }0OOmin:NTinfT kT 1t tji,kt1,0k,d,...,1j,i0 >∈′= ∑ −′= +∈∈  
критическим временем наблюдения для заданного шаблона { }tO . Для 0TT ≥  определим 
предельные характеристики шаблона ( Z∈τ , { }d,...,1j,i,j,i ∈′′ , { }1,0k,k ∈′ ): 
 ( )j,i,kj,i,kj,i,j,i,k,k,j,i,j,i,k,k, ~C ′′′′′′′′′ = ϑϑϑττ , 
выборочные ковариации ( )( )ijkk GˆGˆ = : 
 ( ) ∑∑ −
= +
−
= ++=
kT
1t tji,kt
kT
1t tji,kttji,ktijk OOOOYYGˆ , (2) 
и при 0ˆ ≠G статистики, основанные на выборочных ковариациях (2): 
 101GˆGˆBˆ
−
= , 1
1
010 GˆGˆGˆGˆˆ ′−=
−Σ . (3) 
Состоятельность и асимптотическая нормальность оценок Σˆ,Bˆ  
Теорема 1. Для модели (1) статистики (2) являются несмещенными оценками мат-
риц kG , { }1,0k∈ : { } kk GGˆE = . Если к тому же выполнено П1, то при ∞→T  оценки (2) со-
стоятельны в среднем квадратическом: k
L
k GGˆ
2
→ , а статистики (3) являются состоя-
тельными (по вероятности) оценками параметров Σ,B : BBˆ P→ , ΣΣ →Pˆ . 
Пусть последовательность случайных векторов ( ) dtit R∈= ξξ  при ∞→t  сходится по 
распределению к случайному вектору dR∈ξ , имеющему ковариационную матрицу 
( ) { }ξξΣΣ ,Covij == . Тогда асимптотическими ковариациями случайного вектора tξ  бу-
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дем называть ковариации случайного вектора ξ  и обозначать: { } ijtjti ,aCov Σξξ = ; анало-
гично определим асимптотические дисперсию и математическое ожидание: { } iiti Σ=ξaD , 
{ } { }ξ=ξ EaE t , { }dji ,...,1, ∈ . 
Теорема 2. Если для модели (1) выполнено П2, то при ∞→T  вектор, составленный 
из элементов матрицы ( )BBT −ˆ , распределен асимптотически нормально с нулевыми 
математическими ожиданиями и ковариациями { }( )d,...,1j,i,j,i ∈′′ : 
 ( ) ( ){ } ( ) ( ) ( )∑ ∑ ∑
=′ =′′
∞
−∞=
′′
′−−′+
′′
×−=−−
1
0k,k
d
1m,n,m,n
ni
k1
in
k1kk
jiij BB1BBˆT,BBˆTaCov
τ
 
 ( ) ( ) jm10mj10m,n,m,n,k,k,m,n,m,n,k,k, GGCg ′′−−′′′′′′ ττ . 
Прогнозирование при известных параметрах и его риск 
Определим конечное множество =M  ( ) { }{ }1:,...,1,,, =∈∈ tiOditit Z ; элементы этого 
множества лексикографически упорядочены в возрастающем порядке; MK =  – общее 
число регистрируемых компонент. Определим биекцию { } ( )itkKM ,:,...,1 χ=↔  и обрат-
ную функцию ( ) ( )kit χ=, . Составим K -вектор всех наблюдаемых компонент: =X  
( ) KKXX R∈′,...,1 , ( )kK YX χ= , Kk ,...,1= . 
Пусть dT RY ∈+τ  – “будущий вектор”, который необходимо предсказать для глубины 
прогнозирования 1≥τ . Определим ( )dd× -матричный риск R  и (скалярный) риск r  про-
гнозирования: ( )( )





 ′
−−= ++++ ττττ TTTT YYˆYYˆER , ( ) 0Rr ≥= tr . Обозначим ковариации: 
{ } KKRX,XcovF ×∈= , { } dKT RY,XcovH ×+ ∈= τ , ( ) Kd100 RFH,BAA ×− ∈′== Σ . 
Теорема 3. Если для модели (1) 0≠F , то МП-прогноз и его риск имеют вид: 
 { } XAX|YEYˆ 0TT == ++ ττ , 0HFHGR 10 ≥′−= − , ( ) ( )HHFGr 10 ′−= −trtr . 
 
Литература 
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ИЗГИБ ТРЕХСЛОЙНОЙ ПРЯМОУГОЛЬНОЙ ПЛАСТИНЫ НА УПРУГОМ ОСНОВАНИИ  
 
Доровская Е.П., БелГУТ, Гомель 
 
Значительное распространение трехслойных конструкций во многих отраслях про-
мышленности привело к необходимости разработки методов их расчета. В условиях 
деформации изгиба они оказываются наиболее рациональными.  
Рассмотрена постановка задачи об изгибе несимметричной по толщине трехслойной 
пластины с жестким заполнителем, лежащей на упругом основании. Для описания кинема-
тики пакета приняты гипотезы ломаной нормали: в несущих слоях справедливы гипотезы 
Кирхгофа, в несжимаемом по толщине заполнителе  нормаль остается прямолинейной, не 
изменяет своей длины, но поворачивается на некоторый дополнительный угол. Воздейст-
вие основания описывается моделью Винклера. Деформации считаем малыми.  
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Система координат x, y, z  связывается со срединной плоскостью заполнителя. На 
внешний слой пластины действует распределенная силовая нагрузка p(x),  q(x), а на 
нижний - реакция основания kwqr −=  (рис. 1). 
q( )x
h 1
2h
3h
c
c
z
x
0
                                                       Рисa
 
Рис. 1. Трехслойная пластина с жестким заполнителем 
Здесь k - коэффициент жесткости упругого основания (коэффициент постели); знак 
минус указывает на то, что реакция направлена в сторону, противоположную прогибу, 
w - прогиб пластины. 
Граничные условия соответствуют свободному опиранию пластины по кромкам на 
неподвижные в пространстве жесткие опоры. 
Система из пяти уравнений равновесия и силовые граничные условия  получены ва-
риационным методом: 
 
+++−−+++ )ии(a,wа,wa,a,auaua ху,ууу,х11ууx10ххx3уxу9xxх2ух,у8хх,х1 ψψ
ххуу,13ху,ууух12 рwа),(a −=−+ψψ , 
+++−−+++ )ии(a,wа,wa,a,auaua хх,уух,х11ууу3хху10ууу2xух9уу,у1ху,х8 ψψ
ухух,13хх,уухх12 рwа),(a −=−+ψψ , 
+++−−+++ )ии(a,wа,wa,a,auaua ху,ууу,х12уух14ххх5уху18xхх4ух,у9хх,х2 ψψ     
0cG2wа),(a х
)3(
хуу,16ху,ууух19 =−−+ ψψψ ,                                         
+++−−+++ )ии(a,wа,wa,a,auaua хх,уух,х12ууу5хху14ууу4ухх18уу,у2ху,х9 ψψ
0cG2wа),(a у
)3(
хух,16хх,уухх19 =−−+ ψψψ , 
++−−+++ хуу,х10уухх15хххх6ухху14хххх5ухх,у10ххх,х3 иa,wа,wa,a,auaиa ψψ
+−−++ уууу,6ххуу,15ууу,у5хуух4ууу,у3 wаwаа,аиa ψψ  
)qq(wа2)(а)ии(а rхуху,17хху,ууху,х16хху,ууху,х13 +−=−+++ ψψ ,                (1) 
 
 Здесь в качестве искомых функций выступают тангенциальные перемещения средин-
ной плоскости заполнителя ух ии , , прогиб пластины w  и сдвиги в заполнителе ух ψψ , . 
Решение системы дифференциальных уравнений (1) предполагаем в виде разложе-
ния в двойные тригонометрические ряды: 
 
  b
my
a
nx
1m.n
mn sinsinW
pipiω ∑
∞
=
= ;      b
my
a
nx
1m.n
mn1х sincosUи
pipi∑
∞
=
= ;        b
my
a
nx
1m.n
mn2у cossinUи
pipi∑
∞
=
= ; 
b
my
a
nx
1m.n
mn2у cossin
pipiΨψ ∑
∞
=
= ;     b
my
a
nx
1m.n
mn1х sincos
pipiΨψ ∑
∞
=
= ;                                             (2)   
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Нагрузку q  также разложим в ряд синусов: 
 
b
my
a
nx
1m.n
mn sinsinqq
pipi∑
∞
=
= ,    ∫∫=
b
0
b
my
a
nx
a
0
ab
4
mn dxdysinsin)y,x(qq
pipi . 
 
После подстановки перемещений и нагрузки в систему (1) получим систему алгеб-
раических уравнений для определения амплитуд перемещений mn2mn1mn2mn1mn ,,U,U,W ΨΨ : 
 
0WbbbUbUb mn10mn29mn18mn27mn16 =++++ ΨΨ ; 
0WbbbUbUb mn13mn212mn19mn211mn17 =++++ ΨΨ ; 
                               0WbbbUbUb mn16mn215mn114mn29mn18 =++++ ΨΨ ;                            (3)               
0WbbbUbUb mn18mn217mn115mn212mn19 =++++ ΨΨ ; 
mnmn5mn24mn13mn22mn11 qWbbbUbUb =++++ ΨΨ . 
 
 
Решение системы (3) можно выписать в определителях  
       
∆
∆
=
1
1mтU ;  ∆
∆
=
2
2mтU ; ∆
∆
=Ψ 31mт ;  ∆
∆
=Ψ 42mт ; ∆
∆
=
5
mтW ,                          (4) 
 
где 
 
∆
b6
b7
b8
b9
b1
b7
b11
b9
b12
b2
b8
b9
b14
b15
b3
b9
b12
b15
b17
b4
b10
b13
b16
b18
b5














:=
   , 
∆1
0
0
0
0
q mn
b7
b11
b9
b12
b2
b8
b9
b14
b15
b3
b9
b12
b15
b17
b4
b10
b13
b16
b18
b5














:=
,    
∆2
b6
b7
b8
b9
b1
0
0
0
0
q mn
b8
b9
b14
b15
b3
b9
b12
b15
b17
b4
b10
b13
b16
b18
b5














:=
, 
 
∆3
b6
b7
b8
b9
b1
b7
b11
b9
b12
b2
0
0
0
0
q mn
b9
b12
b15
b17
b4
b10
b13
b16
b18
b5














:=
  ,
∆4
b6
b7
b8
b9
b1
b7
b11
b9
b12
b2
b8
b9
b14
b15
b3
0
0
0
0
q mn
b10
b13
b16
b18
b5














:=
  ,   
∆5
b6
b7
b8
b9
b1
b7
b11
b9
b12
b2
b8
b9
b14
b15
b3
b9
b12
b15
b17
b4
0
0
0
0
q mn














:=
. 
 
Вычисляя определители в (4) любым из стандартных методов, получим амплитуды 
U1mn, U2mn, mnmn 21 , ΨΨ ,Wmn. Далее по формулам (2) вычисляются искомые функции.  
Численный счёт производился для трехслойной пластины, пакет которой состав-
лен из материалов Д16Т-фторопласт-Д16Т. 
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РАЗРАБОТКА ПРОГРАММНЫХ СРЕДСТВ АНАЛИЗА УПРАВЛЯЕМОСТИ 
СИНГУЛЯРНО ВОЗМУЩЕННЫХ СИСТЕМ 
 
Карпенко Ю. В., ГрГУ им. Я. Купалы, Гродно 
 
Задачи, описываемые реальные физические процессы и протекающие различным 
образом в зависимости от конкретного воздействия на них управляющей стороны, рас-
сматриваются в теории управления. Желанием выяснить, можно ли управлять конкрет-
ной системой  для достижения заданных целей, если да, то какие усилия для этого по-
требуются,  является проблема управляемости.   
Пусть имеем  стационарную систему вида 
 
)()()( tButAxtx +=& ,                                                     (1) 
 
где 
 
rnnnrn RBRARuRx ** ,,, ∈∈∈∈  
 
Определение. Система (1) называется управляемой на отрезке T= [t0, t1],  t1 > t0, если 
для любых векторов x0, x1 ∈ Rn  найдется такое управление u(t), при котором существует 
решение системы (1). [1] 
Хорошо известны ранговые критерии управляемости Калмана, Хаутуса для управ-
ляемости линейных стационарных систем. В нашей работе мы будем пользоваться кри-
терием Калмана [1]: 
Для управляемости системы необходимо и достаточно, чтобы  
rank K = n, где  K = (B, AB,…, An-1 B) .                                             
   
В работе рассматривается проблема управляемости сингулярно возмущенной ста-
ционарной системы  
 
                                                                                       (2) 
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Характерной особенностью сингулярно возмущенных систем (СВС) является то, что 
они описывают процессы, в которых присутствует так называемое явление «жесткости». 
Это явление состоит в том, что для описания процесса на интервале наблюдения надо 
использовать функции двух типов: на некоторых малых отрезках – быстро меняющиеся 
функции с большими производными (быстрые движения на участке погранслоя), а на 
остальной части – функции с малыми производными (медленные движения на области 
регулярного решения) [1]. 
Приведем систему (2) к виду 
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или 
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Тогда критерий управляемости (2) примет вид 
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                                              (3) 
Элементы матрицы А могут различаться порядком, этой же особенностью могут об-
ладать и элементы матрицы В. При составлении матрицы управляемости (3) в процессе 
умножения элементов будет накапливаться погрешность. И при вычислении ранга мо-
жет возникнуть ошибка. Тогда непосредственно применять критерий Калмана для ана-
лиза управляемости может быть затруднительно.  
Целью работы  является разработка программных средств анализа управляемости 
сингулярно возмущенных систем.  
Пусть у нас есть невырожденные матрицы, имеющие структуру  






= 21
1
nn EEdiaglev µ
 и ( )mnmm EEEdiagprav µµµ ,...,, 2=  причем 
nrnrnn RpravRlev ×× ∈∈ , , Ek – единичная матрица размерности k*k. Умножим матрицу управ-
ляемости на матрицу lev слева и на матрицу prav справа. В результате получим матрицу  
 
К' = К0+µК1+…+µn-1Кn-1,            (4) 
 
где К0, К1,…, Кn-1 матрицы, полученные из матриц А и В и не содержащие параметра µ. 
Из теории матриц известно, что если матрицы mmmnnn RCRBRA *** ,, ∈∈∈  невырож-
денные, то rank AB = rank B = rank BC = rank ABC. В силу этого rank K = rank K`. Поэтому 
справедливо утверждение. 
Для управляемости системы (2) необходимо и достаточно, чтобы  
rank К0+µК1+…+µn-1Кn-1 = n. 
Если система (1) управляема, то при незначительных изменениях элементов систе-
мы она останется полностью управляемой. С другой стороны, если сиcтема (1) не явля-
ется полностью управляемой, то всегда можно незначительно изменить ее элементы  
так, чтобы она стала управляемой [2].  
Из предыдущего утверждения следует достаточное условие управляемости: 
Если rank К0 = n, то при достаточно малых µ∈(0, µ0) система будет управляемой. 
В последнем утверждении фраза при достаточно малых µ∈(0, µ0) имеет скорее ка-
чественный, чем количественный характер, поскольку словосочетание «достаточно ма-
лый» не имеет численного выражения. А нам важно знать, каким же малым  должно 
быть возмущение, чтобы возмущенная система оставалась управляемой.  
Определение. Мерой управляемости µ(А, В) системы (1) назовем наименьшее сингу-
лярное число матрицы К. 
Такой выбор меры обусловлен тем, что минимальное сингулярное число -  это наи-
меньшее возмущение сингулярных чисел (что непосредственно связано с возмущением 
матрицы), которое превращает невырожденную матрицу в вырожденную. В нашем случае 
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для матрицы управляемости К это минимальное возмущение, которое может превратить 
ранг в неполный. Значит, можно говорить о том, что чем больше значение µ(А, В), тем 
более система управляема. 
Если система (1) управляема, то при незначительных изменениях элементов систе-
мы она останется полностью управляемой. С другой стороны, если сиcтема (1) не явля-
ется полностью управляемой, то всегда можно незначительно изменить ее элементы  
так, чтобы она стала управляемой [2].  
В работе реализованы алгоритмы нахождения максимального значения µ0, доста-
точного для  управляемости системы (2), в среде MATLAB, т. к. именно в этой среде 
лучше работать с матрицами. 
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ЧИСЛЕННОЕ РЕШЕНИЕ УРАВНЕНИЙ ПЛЯСКИ ПРОВОДОВ ВОЗДУШНЫХ ЛЭП 
 
Климкович П. И., Дерюгина Е. А., БНТУ, Минск 
 
Пляска – низкочастотный вид колебаний проводов, характеризующихся значитель-
ными амплитудами. Наиболее опасными являются однополуволновые пляски проводов, 
при которых амплитуды их колебаний и тяжения максимальны. Расчетной моделью про-
вода является абсолютно гибкая, упругая, сопротивляющаяся кручению нить. Для про-
водов ЛЭП, имеющих относительную стрелу провеса менее 5 %, изменением тяжения 
вдоль пролета можно пренебречь [1]. Фактором, обусловливающим возбуждение и под-
держание пляски проводов, является асимметричный гололедный осадок на них. Ос-
новные уравнения движения и кручения проводов с асимметричным гололедным осад-
ком, могут быть получены с использованием принципа Даламбера [2]: 
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где cy , cz  – проекции радиуса-вектора положения оси жесткости провода; θ  – угол круче-
ния провода; δ  – коэффициент демпфирования колебаний; ρ  – масса единицы длины 
провода после растяжения; ],[ zy hhh  – эксцентриситет провода; θ+θ=θ 0G  ( 0θ  – на-
чальный угол оледенения провода); P  – интенсивность внешней нагрузки на единицу дли-
ны провода; aM  – аэродинамический момент (АДМ) на единицу длины провода; T  – мо-
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дуль тяжения провода; cI  – момент инерции кручения провода, покрытого гололедом; cf  – 
коэффициент трения кручения провода; GJ  – крутильная жесткость провода. 
Система дифференциальных уравнений (ДУ) (1) пригодна для расчета поперечных и 
крутильных колебаний проводов при их произвольном пространственном расположении. 
Она описывает динамику гибкого провода с неравномерным крыловидным осадком при 
воздействии внешних распределенных сил и моментов. При пляске проводов изменения 
аэродинамических сил (АДС) и АДМ обусловлены изменением угла атаки. АДС и АДМ 
определяются в функции скорости rV  [2]. При построении математической модели ис-
пользуются аэродинамические характеристики (АДХ), полученные опытным путем для 
различных сечений проводов и характерных форм гололедного осадка [3, 4]. 
Математическая модель пляски проводов включает уравнения динамики проводов, 
поддерживающих гирлянд изоляторов в промежуточном и натяжных (анкерном) проле-
тах. При совместном решении уравнений математической модели краевые условия для 
проводов определяются из уравнения движения установленных по концам пролета гир-
лянд. Для нахождения начального положения провода используются уравнения статики, 
полученные из уравнений их динамики исключением производных по времени. Для чис-
ленного решения системы ДУ второго порядка в частных производных гиперболического 
типа с переменными коэффициентами (1) используются разности. При этом система ДУ 
заменяется системой конечно-разностных уравнений: 
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где 
iyi sinhk θ= ; izi coshk θ= ; 
 ( ) *xiitiSSiSiS2iSiSiSiS2iSiS2iS2i2ixi FxdzzxbyyxbxxbD +⋅−+++= &&&&&&λ ; 
 ( ) 2*22222 ityiyiitSiSiSiiSiSiSiSiSiSiSiSiyi kFydzzbyzybxyxbD &&&&&&& θ++⋅−+λ++= ; 
 ( ) 2itzi*ziitSiS2iS2i2iSiSiSiS2iSiSiSiS2izi kFzdzzbyzybxzxbD &&&&&&& θλ ++⋅−+++= ; 
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*
iF  – вектор суммарного усилия на единицу массы провода в i-ом узле. 
Схема (2) явная и позволяет выразить iR
∧
 и i
∧
θ  через iR  и iR
∨
, iθ  и i
∨
θ  с двух пре-
дыдущих слоев. Поэтому, начиная со второго слоя, разностное решение вычисляется по 
указанной схеме. Решение на первом слое определяется по начальным данным с ис-
пользованием разложения iR  и iθ  в ряд Тейлора [1]. 
Вычислительный эксперимент проводился по разработанной компьютерной про-
грамме (КП), в которой реализован численный метод расчета пляски проводов на осно-
ве уравнений (1). Она позволяет найти амплитуды колебаний проводов при пляске, мак-
симальные и минимальные тяжения, а также определить характер процесса: развитие ав-
токолебаний или их затухание. Достоверность расчетов по КП подтверждена сравнением 
их с опытными данными [5]. Таким образом, математическая модель и КП могут быть 
применены для оценки динамических характеристик пляски проводов воздушных ЛЭП. 
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ВОЗДЕЙСТВИЕ СОСРЕДОТОЧЕННОЙ НАГРУЗКИ НА ВЯЗКОУПРУГОЕ 
ПОЛУПРОСТРАНСТВО ПРИ ДВИЖЕНИИ ПО ЕГО ПОВЕРХНОСТИ 
 
Кузнецова А.А., БНТУ, Минск 
 
Рассматривается движение с постоянной скоростью нормальной нагрузки по вязко-
упругой балке, лежащей на вязкоупругом полупространстве. По балке, лежащей на вяз-
коупругом полупространстве, движется сосредоточенная нагрузка интенсивности P с по-
стоянной скоростью c. 
Дифференциальное уравнение изгиба балки, лежащей на упругом основании, запи-
сывается, как известно, следующим образом: 
4 2
4 2 ( , )w wB p x tx t
∂ ∂+ ρ =
∂ ∂
,  (1) 
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где w(x,t) - нормальное перемещение оси балки, B=EI - ее изгибная жесткость, p(x,t) - интен-
сивность нагрузки, приложенной к балке, ρ  плотность материала балки. 
В неподвижной системе координат вектор перемещения в упругом полупроcтранстве 
удовлетворяет уравнению ([3]) 
2
2( ) uu div u t
∂µ∆ + λ + µ ∇ = ρ
∂
rr ur
,  (2) 
где ( , , )x y zu u u u
r
 - вектор перемещения, , ,λ µ ρ  - константы материала основания. При-
нято, что между балкой и поверхностью полупространства силы трения не возникают, то 
есть 
0, 0yxz z
uuu u
x z y z
∂∂∂ ∂
+ = + =∂ ∂ ∂ ∂  при 0z = . (3) 
Кроме того, нормальные оси перемещения оси балки и вязкоупругого полупростран-
ства под ней совпадают, то есть  
( , ) ( ,0,0, )zw x t u x t=   (4) 
Далее, как и предыдущие исследователи, будем считать, что нагрузка передается на 
основание равномерно по ширине опорной полосы.  
Введем подвижную систему координат, связанную с нагрузкой, так как в подвижной 
системе (вместо x  рассматриваем x ct− ), в которой нагрузка приложена в начале ко-
ординат, задачу можно считать стационарной. При этом уравнения (1) и (2) примут вид: 
4 22
4 2 ( )d w d wB c P xdx dx+ ρ = ,  (5) 
22
2( ) UU divU c x
∂µ∆ + λ + µ ∇ = ρ
∂
urur ur
,  (6) 
где ( , , )x y zU U U U
ur
 - вектор перемещения в полупространстве в подвижной системе ко-
ординат.  
Предположим, что как материал балки, так и основание наделены вязкоупругими 
свойствами. Добавление вязкости приводит к необходимости учитывать воздействие 
почти периодического возмущения в течение достаточно долгого времени. В задачах, не 
связанных с интегро-дифференциальными уравнениями, указанная периодичность учи-
тывается добавлением сомножителей вида exp( )i xω , а также введению так называе-
мого комплексного модуля упругости E E iE′ ′′= + . Однако представление комплексно-
значных функций действительного переменного в показательной форме не совсем удоб-
но с точки зрения дифференцирования и разделения действительной и мнимой частей. 
Поэтому для учета вязкости представим , , Uλ µ
ur
 в виде комплексных чисел и функций 
соответственно в алгебраической форме. 
Таким образом, мы введем следующие обозначения 1 2 ,iλ = λ + λ  1 2 ,iµ = µ + µ  
1 2U U iU= +
ur uur uur
 и подставим в уравнение (6). Исходя из свойств аддитивности операторов 
Лапласа и Гамильтона, мы получим уравнение: 
1 2 1 2 1 1 2 2 1 2( )( ) (( ) ( ))( )i U i U i divU i divUµ + µ ∆ + ∆ + λ + µ + λ + µ ∇ + ∇ =
uur uur uur uuur
 
2 2
2 1 2
2 2
U U
c i
x x
 ∂ ∂
= ρ + ∂ ∂ 
uur uur
  (7) 
Ре
по
з
то
ри
й Б
рГ
ТУ
                         Раздел III. Анализ и моделирование нелинейных динамических процессов         49 
Разделив в уравнении (7) действительную и мнимую части, получим систему  
2
2 1
1 1 2 2 1 1 2 2 1 1 2 2 2
2
2 2
2 1 1 2 2 1 1 2 1 1 1 2 2
( ) ( ) ( )
( ) ( ) ( )
UU U div U U div U U c
x
UU U div U U div U U c
x
 ∂∆ µ − µ + ∇ µ − µ + ∇ λ − λ = ρ ∂ ∂∆ µ + µ + ∇ µ + µ + ∇ λ + λ = ρ
 ∂
uur
uur uur uur uur uur uur
uur
uur uur uur uur uur uur  (8) 
Разложив, следуя [1], поле перемещений на потенциальную и соленоидальную со-
ставляющие (U Ф U ′= ∇ +
ur uur
), можно получить следующие системы уравнений:  
 
2 22 2
1 1 2 22 2
2 22 2
2 1 1 22 2
0
0
h Ф h Ф
x x
h Ф h Ф
x x
   ∂ ∂∆ − − ∆ − =      ∂ ∂

   ∂ ∂ ∆ − + ∆ − =   
    ∂ ∂
,  (9) 
2 22 2
1 1 2 22 2
2 22 2
2 1 1 22 2
0
0
k U k U
x x
k U k U
x x
   ∂ ∂
′ ′∆ − − ∆ − =      ∂ ∂

   ∂ ∂
′ ′ ∆ − + ∆ − =   
    ∂ ∂
uur uur
uur uur , (10) 
1
2
0
0
divU
divU
 ′ =

′ =
uur
uur , (11) 
где 
( 2)
,j j
j j
c ch k
c c +
= = , 1
2
,
j j
jc
µ + λ
= ρ  ( 2) ,
j
jc +
µ
= ρ  ( 1, 2j = ). 
Для решения систем (9) - (11) можно применить методы (преобразований Фурье), 
аналогичные методам решения задачи в упругой постановке [1]. С учетом симметрии 
относительно оси Oy, воспользуемся представлением неизвестных функций в виде дву-
мерных интегралов Фурье ( 1, 2k = ): 
(2 )
0
[ ( , )cos ( , )sin ]exp[ ]coskx kx kx kU A x C x z y d d
∞
′ = α β α + α β α −γ β α β∫ ∫ , 
(2 )
0
[ ( , )cos ( , )sin ]exp[ ]sinky ky ky kU A x C x z y d d
∞
′ = α β α + α β α −γ β α β∫ ∫ , 
(2 )
0
[ ( , )cos ( , )sin ]exp[ ]coskz kz kz kU A x C x z y d d
∞
′ = α β α + α β α −γ β α β∫ ∫ , 
(2 1)
0
[ ( , )cos ( , )sin ]exp[ ]cosk k k kA x C x z y d d
∞
ϕ ϕ −Φ = α β α + α β α −γ β α β∫ ∫ . 
Подставим выражения для потенциальных составляющих в систему (9):  
2 2 2 2 2 2 2 2
1 1 1 2 3 2
2 2 2 2 2 2 2 2
2 3 1 1 1 2
((1 ) ) ((1 ) ) 0
((1 ) ) ((1 ) ) 0
h h
h h
 − α + β − γ Φ − − α + β − γ Φ =

− α + β − γ Φ − − α + β − γ Φ =
. 
Последняя система имеет нетривиальное решение, когда ее определитель равен 
нулю: 2 2 2 2 2 2 2 2 2 21 1 2 3((1 ) ) ((1 ) ) 0h h− α + β − γ + − α + β − γ = . Отсюда следует, что 
2 2 2 2 2 2 2 2
1 1 2 3(1 ) 0, (1 ) 0h h− α + β − γ = − α + β − γ = . Другими словами, система (9) рас-
падается на два независимых уравнения: 
22
2 0,k kh Фx
 ∂∆ − = 
 ∂
( 1, 2k = ). 
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Аналогично, система (10) распадается на два независимых (векторных) уравнения 
22
2 0,k kk Ux
 ∂
′∆ − = 
 ∂
uur
 ( 1, 2k = ). Что касается системы (точнее, пары уравнений) (11), то 
она ничем не отличается от случая упругой постановки. 
Используя формулы [2], запишем выражения для действительной и мнимой части нор-
мального перемещения поверхности упругого подпространства под движущейся нагрузкой 
1
1 2 2 2 2
1 10
4 (1 ) ( )
( ) ( )z
P S u duU
b E u u u S u
∞
− ν
=
′pi + ε − δ∫
, где 
2 1
1 2 4
2 1 2 00
sin( )( ) 1 4 ( )
D u dkS u
D D D D k
∞ τ τ
=
− ν  τ − − 
∫ , 
2
0 1D = + τ , 2 21 11D h= + τ − , 2 22 11D k= + τ − , 
2
1 4
32(1 )B
b
− ν
ε =
pi
, 
2
bbc
B
ρδ = . 
Таким образом, задача в наследственно-упругой постановке распалась на пару незави-
симых задач, по виду совпадающих с задачей в упругой постановке. Поэтому формулы для 
перемещений, деформаций и напряжений, полученные в монографии [1], с некоторыми 
уточнениями применимы в нашем случае.  
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ВЫНУЖДЕННЫЕ КОЛЕБАНИЯ ТРЕХСЛОЙНОГО СТЕРЖНЯ 
НА БЕЗЫНЕРЦИОННОМ ОСНОВАНИИ 
 
Леоненко Д. В., БелГУТ, Гомель 
 
В монографии [1] исследованы нагружения трехслойных стержней, пластин и оболо-
чек при локальных воздействиях. Здесь рассматриваются поперечные колебания не-
симметричного по толщине трехслойного стержня со сжимаемым заполнителем, распо-
ложенного на упругом основании. 
Для изотропных несущих слоёв приняты гипотезы Бернулли, в жёстком заполнителе 
справедливы точные соотношения теории упругости с линейной аппроксимацией пере-
мещений его точек от поперечной координаты z. На границах контакта используются ус-
ловия непрерывности перемещений. Материалы несущих слоев несжимаемы в попе-
речном направлении, в заполнителе учитывается его обжатие, деформации малые. 
Система координат x, y, z связывается со срединной плоскостью заполнителя. К внеш-
ней поверхности первого несущего слоя приложена динамическая поверхностная на-
грузка q(x, t). На нижнюю поверхность второго несущего слоя действует реакция основа-
ния qr(x,t) (рисунок 1). Через wk(x, t) и uk(x, t) обозначены прогибы и продольные пере-
мещения срединных линий несущих слоёв. Все перемещения и линейные размеры 
стержня отнесены к его длине l.  
Перемещения в слоях u(k)(x, z) и w(k) (x, z) выражаются через четыре искомые функ-
ции w1(x), u1(x), w2(x) и u2(x):  
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xw
h
czuu ,
2 1
1
1
)1(






−−−= ;  1
)1( ww =     (c ≤  z ≤  c + h1); 
 
xw
h
czuu ,
2 2
2
2
)2(





 ++−= ;   2
)2( ww =    (– c – h2 ≤  z ≤  – c); 
 






−





−+




 +




 += xx w
h
u
c
z
w
h
u
c
z
u ,
42
11,
42
11 222111
)3( ; 
 
21
)3( 1
2
11
2
1
w
c
z
w
c
z
w 





−+




 +=    (– c ≤  z ≤  c). 
 
Здесь z – расстояние от рассматриваемого волокна до срединной плоскости запол-
нителя; запятая в нижнем индексе обозначает операцию дифференцирования по сле-
дующей за ней координате. 
q x,t( )
h 1
2h
3h
c
c
z
x
0
l
 
Рисунок 1. Трехслойный стержень со сжимаемым заполнителем 
Уравнения движения рассматриваемого трехслойного стержня получим, используя 
вариационный  принцип Лагранжа c учетом работы сил инерции  
 
δА – δW = δАI                                                       (1) 
 
где δА – вариация работы внешних сил; δW – вариация работы внутренних сил упруго-
сти; δАI – вариация работы сил инерции. 
После подстановки значений вариаций работ в (1) получим систему дифференци-
альных уравнений движения в частных производных:  
 
+−++−−− xxxxxxxxx wawawauauauaua ,2,,,, 16231225142111 0, 1127 =+ umwa xxx && ; 
 
+−−−−−+− xxxxxxxxx wawawauauauaua ,,,,, 1621711029152111
0,2 2227 =+ umwa xxx && ; 
 
+−++++− xxxxxxxxxxxx wawauauauaua ,,,,2,, 212111261621012  
 
qwmwmwawawawa xxxxxxxxxx =−+−+−+ ,,, 13112818216115 &&&& ; 
 
−+−−−+− xxxxxxxxxxxx wawauauauaua ,,,2,,, 214112271721713  
 
rxxxxxxxxxx qwmwmwawawawa −=−++−+− ,,, 24222818213116 &&&& .               (2) 
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В качестве основания примем модель Винклера (Winkler E.) [2]. Учитывая, что стержень 
прикреплен к основанию, величина давления со стороны основания будет иметь вид 
 
20wqr κ= . 
 
Решение начально-краевой задачи (5) проводится методом Бубнова – Галеркина. 
Для этого искомые перемещения  u1(x, t),  u2(x, t), w1(x, t), w2(x, t)  и нагрузка q(x, t) пред-
ставляются в виде разложения в ряды по системам базисных функций: 
 
( ) )(πcos, 1
0
1 tTl
mx
txu m
m
∑
∞
=
= ;   ( ) )(πcos, 2
0
2 tTl
mx
txu m
m
∑
∞
=
= ;  
 
 ( ) )(πsin, 3
1
1 tTl
mx
txw m
m
∑
∞
=
= ;   ( ) )(πsin, 4
1
2 tTl
mx
txw m
m
∑
∞
=
= ;  
 
)(πsin),(
1
tq
l
mx
txq m
m
∑
∞
=
= ,  ∫=
l
m xdl
mx
txq
l
tq
0
π
sin),(2)( . 
 
В этом случае выполняются условия свободного опирания стержня по торцам на не-
подвижные жесткие опоры. 
Функции Tmk(t) представляются в виде разложения по собственным формам: 
 
∑
=
=
4
1
ζδ
i
mimkimkT     





=∑
=
1δ
4
1
2
i
mik , 
 
где δmki – амплитуды нормированных собственных форм колебаний. 
Выражение для функций ζmi(t)  принимаются в виде 
 
+ω+ω=ζ )sin()cos()( tBtAt mimimimimi ∫ τττ−ωω
t
mimi
mi
dqt
0
)(~))(sin(1 , 
 
где ωmi – частоты собственных колебаний стержня, Ami, Bmi – константы интегрирования, 
определяемые из начальных условий. 
Таким образом, построена математическая модель и решена задача о колебании 
трехслойного стержня на упругом безынерционном винклеровском основании. 
 
Литература 
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трехслойных элементов конструкций.– Гомель: БелГУТ, 2003. – 367 с. 
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ДЕФОРМИРОВАНИЕ ПРЯМОУГОЛЬНОЙ ТРЁХСЛОЙНОЙ ОРТОТРОПНОЙ ПЛАСТИНЫ 
 
Лигоцкий А. Л., БелГУТ, Гомель 
 
В работе [1] исследован изгиб круглой изотропной трёхслойной пластины, деформи-
рование прямоугольной изотропной пластины при различных граничных условиях. В [2] 
рассмотрено деформирование трёхслойного стержня с несжимаемым заполнителем при 
локальных нагрузках. 
В данной работе рассмотрена несимметричная по толщине упругая трехслойная ор-
тотропная прямоугольная пластина с жестким заполнителем. Систему координат x, у, z 
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свяжем со срединной плоскостью заполнителя. Для описания кинематики пакета будем 
использовать гипотезу «ломаной» нормали: в тонких несущих слоях 1, 2 справедливы 
гипотезы Кирхгофа, в несжимаемом по толщине сравнительно толстом заполнителе 3 
нормаль остается прямолинейной, не изменяет своей длины, но поворачивается на не-
который дополнительный угол ψ, ψx(x,y), ψy(x,y) – проекции этого угла на плоскости YOZ 
и XOZ соответственно. Деформации считаем малыми. 
На внешний слой стержня действует распределенная силовая нагрузка px(x,y), 
py(x,y), q(x,y). Через w(x,y) и ux(x,y), uy(x,y) обозначим прогиб и продольное перемещение 
средней плоскости заполнителя. Так как материалы всех слоев несжимаемы в попереч-
ном направлении, то прогиб в остальных точках стержня совпадает с w(x,y). По контуру 
предполагаем наличие жестких диафрагм, препятствующих относительному сдвигу сло-
ев, но не мешающих деформированию из своей плоскости.  
Используя геометрические гипотезы, продольные перемещения в слоях выразим 
через пять искомых функций w(x,y) и ux(x,y), uy(x,y) ψ x(x,y), ψ y(x,y). 
Уравнения равновесия трёхслойной пластины в усилиях получим, используя прин-
цип возможных перемещений Лагранжа: 
 
AW δδ = ,                                                                     (1) 
 
где AW δδ ,  – вариации работ внутренних напряжений и внешних сил. 
При определении работы внешних сил считаем, что к серединной поверхности за-
полнителя приложены произвольные распределённые нагрузки, а по контуру пластины – 
распределённые по длинам сторон силы и моменты. Вариация работы внешней поверх-
ностной нагрузки представима в виде (dS=dx dy): 
 
dSwqupupA
S
yyxx∫∫ δ+δ+δ=δ )(1  
 
Вариация работы внешних сил и моментов по контуру: 
 
,),,(
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),,(
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∫
 
 
где lij
l
ij
l
iijiji MQNMQN ,,,,, 000  (i, j = x, y) – заданные силы и моменты, действующие по 
контуру пластины (x = 0, x = l, y = 0, y = l). 
Таким образом, вариация работы суммарной приложенной нагрузки 
 
21 AAA δ+δ=δ . 
 
Вариация сил упругости будет следующей: 
 
dSdzdzdz
dzdzdVW
h
yzyz
h
xzxz
h
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xy
k
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S k h
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Система дифференциальных уравнений равновесия трёхслойной пластины в усили-
ях имеет вид: 
 









=−+
=−+
=+++
=++
=++
0Q,H,H
;0Q,H,H
;0q,M2,M,M
;0p,Q,N
;0p,Q,N
yyxxyyyy
xxyxyxxx
xyxyyyyyxxxx
yxxyyy
xyxyxx
                                              (1) 
 
И силовые граничные условия: 
 
.0H;0HMM
MMQQQQ;NN:ly
;0H;0HMM
MMQQQQ;NN:0y
;0H;0HMM
MMQQQQ;NN:lx
;0H;0HMM
MMQQQQ;NN:0x
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xyxy
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l
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l
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l
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l
xxy
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0
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0
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0
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0
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0
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l
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l
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;
l
yyyy
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l
xyxy
l
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xyyy;
0
xyxy
;
0
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;
0
yyyy
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0
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0
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===
=====
===
=====
===
=====
===
=====
 
 
Система дифференциальных уравнений равновесия трехслойной ортотропной пря-
моугольной пластины в перемещениях получается путём использования закона Гука и 
уравнений (1): 
 
0p,wa,wa,a,a,a,ua,ua,uа xxyy8xxx7xxx6xyy5yyx4xxx3xyy2yyx1 =+−−+++++ ψψψ , 
0p,wa,wa,a,a,a,ua,ua,uа yxyy14yyy13yyy12xyx11xxy4yyy10xyx9xxy1 =+−−+++++ ψψψ , 
++++ xxyy16xyyx15yyyy13xxxx7 ,ua,ua,ua,uа −++++ xxyy20xyyx19yyyy18xxxx17 ,a,a,a,a ψψψψ
0q,wa,wa,wa xxyy23yyyy22xxxx21 =+−−− , 
+++++ xy,y25xx,x24yy,x4xy,y5xx,x6 aauauaua ψψ
 + 0cGwawaa x
)3(
xzxxx,27xyy,26yy,x30 =−−− ψψ , 
++++ yyy28xxy4xyx11yyy12 ,a,ua,ua,ua ψ
 0cG,wa,wa,a,a y
)3(
yzyyy32yxx31xxy30xyx29 =−−−++ ψψψ , 
 
где коэффициенты ka определяются геометрическими параметрами пластины и упругими 
параметрами материалов несущих слоёв. Таким образом, добавив к уравнениям (5) гранич-
ные условия в перемещения, замкнём задачу об изгибе трёхслойной ортотропной пластины. 
 
Литература 
1. Старовойтов Э.И. Основы теории упругости, пластичности и вязкоупругости. –Гомель: 
БелГУТ, 2001. – 344 с. 
2. Старовойтов Э. И., Яровая А. В., Леоненко Д. В. Локальные и импульсные нагружения 
трёхслойных элементов конструкций. – Гомель: БелГУТ, 2003. – 367 с. 
Ре
по
зи
то
ри
й Б
рГ
ТУ
                         Раздел III. Анализ и моделирование нелинейных динамических процессов         55 
СИНТЕЗ ЗАКОНА УПРАВЛЕНИЯ ДЛЯ МАТЕМАТИЧЕСКОЙ МОДЕЛИ 
СМЕСИТЕЛЬНОГО БАКА 
 
Марфин А. В., Калашников А. П., БГТУ, Минск 
 
Рассмотрим смесительный бак с площадью поперечного сечения cA . Горячий вход-
ной поток характеризуется температурой HT  и регулируемым расходом HF ; холодный 
входной поток - сT  и cF ; возмущением является поток, поступающий из другого аппара-
та и характеризуемый переменными температурой dT  и расходом dF . В баке происхо-
дит полное перемешивание; выход зависит от высоты жидкости в баке: hKhF =)( .  
Зададимся следующими численными значениями: 
250mcA = , KHT 363= ,
c
m
HF
3
4.0= , KcT 283= ,
c
m
cF
3
4.0= , KdT 293= ,
c
m
dF
3
2.0= , 2=K  
Модель процесса получается из уравнений материального и энергетического балан-
сов в дифференциальной форме[1]:  
 
( ))(1 hFFFF
Acdt
dh
dCH −++⋅= , 
( )ThFTFTFTF
Acdt
hTd
ddCCHH ⋅−⋅+⋅+⋅⋅= )(1)(              (1) 
 
Эта модель нелинейная, но её можно линеаризовать в окрестности желаемого ре-
жима [1] и линеаризованная модель будет иметь вид: 
 ( )




⋅⋅−++⋅= )()(21)()()(
1
1121
1 tx
h
hF
tdtutu
Adt
tdx
s
s
c
, 
[ ])()()()()()()()()(1)( 221212 txhFtdFtdTTtuTTtuTThAdt
tdx
sdssdssCsH
sc
−+−+−+−⋅= .           (2) 
 
Если ввести теперь векторы: 





=
2
1
x
x
x , 





=
2
1
u
u
u , 





=
2
1
d
d
d  
и матрицы: 





−
−
=
013.00
000667.0
A ,   





=
002889.0181.0
02.002.0
B ,   





−
=
0003.004.0
002.0
Г  
систему (2) можно записать в векторно-матричной форме 
 
2220 )(,)(,)(,),()()()( RtdRtuRtxtttГdtButAxtx ∈∈∈≥++=& , 00 )( xtx =
2)(),()( RtytCxty ∈= , 
 
Компенсация возмущающих воздействий 
Введем компенсирующее устройство.  
 
)()()`( tdKtutu ⋅−= ,  
 
где K  матрица компенсатора, тогда уравнение 
 
)()`()()( tdГtuBtxAtx ⋅+⋅+⋅=& , примет следующий вид: 
)()()()()( tdГtdKBtuBtxAtx ⋅+⋅⋅−⋅+⋅=&  
 
Для того, чтобы исключить влияние d(t), нужно чтобы 






−
−
=
001668.0241.1
001688.0241.0
K                                                                                                   (3) 
получаем:  
 
)()()( tuBtxAtx ⋅+⋅=& .                                                                                                        (4) 
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Нахождение закона управления 
Линейная система называется управляемой в момент времени 1t ,если каждое со-
бытие )x,t( 00 , где 0t  фиксировано, может быть переведено с помощью управления )(tu  
в любое наперед заданное состояние  Xx ∈1 .  
Проверим условие полной управляемости системы (4), для чего найдем  матрицу 
управляемости [2]  P : 






−−
−−
=
00003852.00002409.0002889.0181.0
0001333.00001333.002.002.0
P  
 
Ранг матрицы P  равен 2, значит система является управляемой. 
Найдём для нашей системы закон управления, который переводит систему из состояния  
0x  при 0tt =  в состояние 1x , при 01 ttt ≥= .Где 





=
0
0
0 T
h
x , 





=
1
1
1 T
h
x , 





=
283
0
0x , 





=
323
9
1x , 
0h - начальная высота жидкости в баке, 0T - начальная температура жидкости в баке (окру-
жающей среды), 1h - конечная (желаемая) высота жидкости в баке, 1T - конечная температура 
жидкости в баке. 
Управление будем искать по формуле: [2]  
 
∗
⋅⋅−= xttФtBtU ),(')(')( 0 ,       (5) 
 
где 
∗
x  удовлетворяет равенству:  
 
110010 ),(),( xttФxxttW ⋅−=∗⋅  ;       (6) 
 
откуда  
 
)),((),( 1100110 xttФxttWx ⋅−⋅=∗
−               (7) 
 
)(tB - матрица управления; ),( 0 ttФ - фундаментальная матрица системы,  
∫=
1
0
0010 ),()(')(),(),(
t
dtttФtBtBttФttW  - область значений линейного преобразования, 
которой принадлежит вектор 1100 ),( xttФx −  [2]. 
В конечном виде закон управления примет вид [2]: 
 
]),([),(),()( 11001010 xttФxttWttФBtU ⋅−⋅⋅′⋅′−= −                                                               (8) 
 
Используя вычисление фундаментальной матрицы и ее обращение в среде  Matlab, 
была составлена программа расчета программного управления. В частности, было по-
лучено управление по двум каналам  
 
tt eetU ⋅⋅ ⋅+⋅−= 0133.000667.01 4644.131.3)( , 
tt eetU ⋅⋅ ⋅+⋅−= 0133.000667.02 0234.031.3)(      соответственно.  
Проверка показала, что система попадает в заданное конечное состояние. 
 
Литература 
1. Рей У., Методы управления технологическими процессами: Пер. с англ. - М.: Мир, 
1983.-386 с., ил. 
2. Андреев Ю.Н., Управление конечномерными линейными объектами. - М.: Наука, 1976, 424 стр. 
3. Дьяконов В.П., MATLAB 6/6.1/6.5+SIMULINK4/5 в математике и моделировании. Пол-
ное руководство пользователя. - М.: СОЛОН-Пресс. – 2003. 
4. Бесекерский В.А., Попов Е.П. Теория систем автоматического регулирования. -М.: 
«Наука», 1972. 
5. Филипс Ч., Харбор Р. Системы управления с обратной связью. – М.: Лаборатория Ба-
зовых знаний, 2001 – 616 с.: ил. 
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МАТЕМАТИЧЕСКОЕ МОДЕЛИРОВАНИЕ ОДИНОЧНОГО ТРАНСФОРМАТОРА ТОКА 
 
Недабой М. А., БНТУ, г. Минск 
 
Электромагнитные трансформаторы тока (ТТ) обычного исполнения широко исполь-
зуются в энергосистемах в качестве преобразователей тока для питания измерительных 
цепей устройств релейной защиты (РЗ). В зависимости от режима работы ТТ и необхо-
димой точности результата исследования процессов в ТТ и токовых цепях устройств РЗ 
могут быть выполнены расчетными методами и методами моделирования. К первым от-
носятся: аналитические, графические и графоаналитические методы. Ко вторым – фи-
зическое и математическое моделирование. Достоинство метода математического мо-
делирования состоит в том, что он позволяет описать реально существующие физиче-
ские процессы в ТТ и токовых цепях устройств РЗ. 
 
lв
w1 w2
i1
S l
Rоб
Rн
Lн
i2
iоб
LS
 
 
Исходными данными для математической модели являются конструктивные пара-
метры ТТ: сечение стали сердечника (S) и его длина (l), марка стали сердечника, нали-
чие в сердечнике немагнитного зазора (lВ), количество витков и сопротивления первич-
ной (w1) и вторичной (w2, Rоб) обмоток, параметры вторичной нагрузки (RН, LН) и закон 
изменения первичного тока.  
Математическое описание ТТ [1] включает зависимость первичного тока i1 от времени t 
(1), дифференциальное уравнение равновесия между э.д.с. вторичной обмотки и падениями 
напряжения в замкнутом контуре вторичной обмотки (2), уравнение м.д.с. в магнитопроводе 
ТТ (3) и уравнение, аппроксимирующее характеристику намагничивания сердечника (4). 
Приведенную модель одиночного ТТ можно использовать в процессе наладки, про-
филактического контроля и восстановления устройств РЗ посредством испытательной 
установки реле-томограф;  для получения моделей трехфазных групп ТТ, соединенных 
по различным схемам; оценки погрешности работы ТТ в переходных режимах КЗ; как 
составную часть комплекса программных средств для выявления короткозамкнутых вит-
ков ТТ, посредством снятия его вольтамперной характеристики [2].  
 
(1) 
(2) 
(3) 
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(4) 
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Одним из недостатков рассмотренной модели является наличие в ней индуктивности 
рассеяния (LS), учитывающей неравномерность намотки обмотки на магнитопровод [3]. 
Лишь в случае тороидального сердечника эту величину можно считать близкой к нулю. В 
остальных случаях величину этого параметра определить достаточно трудоемко. Акту-
альным является вопрос построения математической модели ТТ без использования ин-
дуктивности рассеяния. 
 
Результаты расчетов (1 – приведенный первичный ток; 2 – вычисленный вторичный 
ток: активная нагрузка, сталь Э-310, кусочно-параболическая аппроксимация) в значи-
тельной степени зависят от качества аппроксимации характеристики намагничивания 
стали магнитопровода [4]. Желательно применять приближение, учитывающее гистере-
зис характеристики намагничивания. 
 
Литература 
1. Сопьяник В. Х. Расчет и анализ переходных и установившихся процессов в трансформа-
торах тока и токовых цепях устройств релейной защиты. –Мн.: БГУ, 2000. –143 с.: ил.  
2. Власов А. И., Глушонок Е. А., Радюк В. Л., Сопьяник В. Х. Методика снятия и расчета 
вольт-амперных характеристик намагничивания трансформаторов тока на основе циф-
ровых технологий // Энергетика... (Изв. ВУЗов). – 2003. – №5. – С. 5–10. 
3. Зихерман М. Х. Об электромагнитном рассеянии обмоток трансформатора // Электри-
чество. – 1983. – №9. – С. 60–63. 
4. Жук Е. М., Сопьяник В. Х. Расчет и анализ на ПЭВМ процессов в трансформаторах 
тока с учетом их характеристик намагничивания и вторичных нагрузок // Энергетика... 
(Изв. ВУЗов). – 2001. – №5. – С. 23–29. 
 
ПРОБЛЕМЫ РЕШЕТОЧНОГО ПРЕДСТАВЛЕНИЯ  
ВНЕРЕШЕТОЧНОЙ МОДЕЛИ ПОЛИДИСПЕРСНОЙ СИСТЕМЫ 
 
Разумейчик В.С., Дереченник А.С., БГТУ, Брест      
Одной из важных задач вычислительного материаловедения является адекватное 
модельное представление структуры многокомпонентных материалов (композитных, 
дисперсных, поликристаллических и т.п.). Так, например, исследование процессов гид-
ратации цементной смеси (растворения дисперсных компонентов, диффузии вещества в 
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дисперсной среде, химических реакций с образованием новых веществ и пор) и эволю-
ции ее микроструктуры, а также оценка разнообразных структурно-топологических ха-
рактеристик такой полидисперсной системы требуют создания соответствующих про-
граммных средств генерации ее сложной трехмерной структуры. Для этой цели наибо-
лее выгодным является применение внерешеточного метода моделирования, т.е. раз-
мещения составляющих систему элементов без использования какой-либо пространст-
венной сетки. Такая модель оказалась вполне эффективной, с точки зрения достигаемой 
плотности упаковки и времени моделирования, для генерации размещения сферических 
частиц дисперсной фазы  в дисперсионной среде [1].  
Для моделирования реальных физических и физико-химических процессов, проис-
ходящих в таких системах, представляется целесообразным использование метода ко-
нечных разностей. Метод конечных элементов в данном случае потребует для каждого 
из процессов независимого (самостоятельного) разбиения на ячейки, а большое количе-
ство расчетных параметров в ходе моделирования процессов в многофазной трехмер-
ной системе приведет к резкому увеличению вычислительной сложности модели.  
Таким образом, возникает задача перехода от внерешеточной модели полидисперс-
ной системы к решеточному ее представлению. Так как полидисперсная система – это 
сложная гетерогенная система, состоящая из различных по химическому составу и раз-
меру частиц, поставленная задача не является тривиальной. Немаловажным здесь яв-
ляется выбор расчетной сетки для представления трехмерной полидисперсной системы 
в процессе ее эволюции, а также метода преобразования из внерешеточной модели 
системы в решеточную. 
Для простоты и удобства область моделирования была разбита на равные кубиче-
ские ячейки (одинаковый шаг сетки по каждой из трех осей координат). Далее, необхо-
димо  определить объемы всех фаз, попавших в каждую ячейку. В частности, возникает 
задача определения объема части сферы, решение которой с применением интегриро-
вания приводит к росту вычислительной сложности модели из-за появления нелинейных 
вычислительных операций. Тем не менее, к настоящему времени разработаны методы 
приближенного численного интегрирования (простейшими из них являются формулы 
трапеций и Симпсона). Но и они в случае достаточного (для обеспечения требуемой 
точности) количества узлов интегрирования и кратного интеграла весьма трудоемки да-
же для современных ЭВМ.  
Для вычисления объема фигуры (части сферы), заключенной в куб, можно также ис-
пользовать сеточное приближение, заключающееся в разбиении куба на ячейки мень-
шего размера и определении принадлежности  сферы каждой из ячеек куба. Но и дан-
ный алгоритм либо является неточным (вследствие большого шага сетки), либо требует 
значительного  процессорного времени (уменьшение шага сетки в n раз приводит к уве-
личению числа ячеек в n3 раз). 
Наиболее оптимальным оказалось применение приближенного вычисления объема 
фигуры методом Монте-Карло (метод статистических испытаний). С помощью генерато-
ра случайных чисел получали набор точек, равномерно распределенных внутри куба. 
Каждую точку проверяли на принадлежность какой-либо фазе. Если принять сфериче-
ское приближение  зерен дисперсной фазы, то процедура такой проверки заключается 
лишь в нахождении расстояния от данной точки до центра зерна и сравнения его с ра-
диусом зерна. Таким образом, легко определить концентрацию любой фазы  в каждой 
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ячейке моделируемой системы - как отношение количества точек, принадлежащих дис-
персной фазе, к общему количеству пробных точек, а, следовательно, и ее общий объем. 
Для получения статистически значимых результатов выполнялись серии вычислитель-
ных экспериментов при различном количестве пробных точек, при этом задавались сле-
дующие параметры: шаг сетки – 1 мкм, область моделирования - 100×100×10 мкм 3. В каж-
дом эксперименте вычислялся общий объем дисперсной фазы, сравнивался с действи-
тельным ее объемом, и определялась ошибка. Полученные ошибки усреднялись по всем 
экспериментам серии, вычислялся также размах ошибки как разница между наибольшим и 
наименьшим ее значением. Полученные результаты были сведены в таблицу. 
 
Таблица. Зависимость ошибки определения общего объема по методу 
Монте-Карло от количества пробных точек 
Количество 
пробных точек 
Средняя 
ошибка 
Наибольшая 
ошибка 
Наименьшая 
ошибка 
Размах 
ошибки 
10 0,001547 0,00264 0,00009 0,00255 
50 0,001508 0,00215 0,00116 0,00099 
100 0,001474 0,00190 0,00129 0,00061 
500 0,001497 0,00159 0,00141 0,00018 
1000 0,001497 0,00159 0,00141 0,00018 
2000 0,001497 0,00156 0,00144 0,00012 
3000 0,001473 0,00153 0,00144 0,00009 
Из таблицы видно, что средняя ошибка определения общего объема дисперсной 
фазы во всей системе при увеличении числа пробных точек в десятки раз меняется не-
значительно и всегда остается менее 0.2%  даже в случае, когда количество пробных 
точек менее 10. Поэтому для выбора количества точек воспользовались другой характе-
ристикой – размахом ошибки. Тестирование программного модуля решеточного пред-
ставления, при числе пробных точек равном 2000, дало отличный результат в оценке не 
только общего объема, но и объема части зерна дисперсной фазы, попавшей в одну 
клетку объемом 1 мкм 3. 
Полученные оценки точности метода согласуются с теоретическими выкладками от-
носительно достигаемой по методу Монте-Карло точности вычисления объема произ-
вольной формы [2]. Это, в числе прочего, подтверждает корректность реализованных 
алгоритмов. Представляет интерес также и предполагаемая взаимосвязь ошибки мо-
дельного представления в отдельных ячейках с коэффициентом их заполнения. 
Таким образом, успешно решена задача решеточного (сеточного) представления внере-
шеточных моделей полидисперсных систем, что позволяет применять для дальнейшего мо-
делирования эволюции их структуры подходы, основанные на методе конечных разностей. 
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TO A QUESTION ON STATEMENT OF A PROBLEM ON MODELLING PROCESSES OF 
STRUCTURIZATION OF FOAM CONCRETES  
 
Sidorenko J.V. 
Samara State Univercity of Architecture & Civil Engineering, Samara, Russia 
 
Economic conditions in our country define the new approach to a choice of effective build-
ing materials for housing construction. One of perspective directions is work on perfection of 
manufacturing of such materials as porous concretes (and foam concretes, in particular), 
which differ by durability, rather simple technology of manufacturing, etc. The modelling of po-
rous systems allows to consider influence of technology factors on synthesis of their structure 
and building-technical characteristics. Also this direction of researches is one of the most ur-
gent questions of modern building materiology. Processes of structurization are important by 
way of creation of strong and easy compositions. However it is necessary to note, that oppor-
tunities of mathematical modelling and engineering calculation are rather limited, that is con-
nected with thermodynamic instability of investigated systems.  
The analysis of scientific papers on structurization of foam concretes shows, that the ma-
jority of the developed methods have experimental character and are connected with stabiliza-
tion of foam due to introduction of polymeric stabilizers, thickeners, the additives promoting 
formation of insoluble deposits on border between liquid and gaseous phases, etc. 
It is meanwhile obvious, that formation of porous system is defined not only the superficial 
phenomena, but also hydrodynamical factors on different technological repartitions. According 
to existing technologies it is possible to allocate following hydrodynamical conditions which es-
sentially differ both structure of cooperating phases, and processes of formation of a gas 
phase, such as:  
- a mode of preparation of foam in the high-speed hashing amalgamator;  
- a mode of preparation of a foam-concrete mix, which is realized by various methods (i.e. 
injection, cavitas process, etc.);  
- a mode of transportation of a mix;  
- a mode of casting of a mix in the form.  
 For example, in conditions of high-speed hashing we consider a biphase environment (i.e. 
gas and liquid), and in conditions of mixture of a cement-sandy composition with foam - the 
three-phase environment in which under action of inertial forces there are complex phenom-
ena. Wrong selection of technological parameters in practice leads to loss of stability of a mul-
ticomponent mix in the form of stratifications of phases.  
On stability of foams it is necessary to carry to fundamental scientific works first of all V.V. Kro-
tov, K.B. Kann, V.K. Tikhomirov's researches. 
The lead analysis of works has shown, that available methods of modelling can be applied 
only to special cases of biphase systems. 
The processes occuring in three-phase systems, essentially differ such parameters, as: 
- interaction of firm and gas phases results both in crushing a gas phase, and its minerali-
zation and hardening;  
- constraint of phases;  
- influence of superficial factors;  
- essential influence of hydrodynamical fields on formation of structure of a porous com-
posite. 
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There are no precise approaches and principles of formation of mathematical models for 
different technological repartitions. It speaks difficulty of the description of processes of coop-
erating phases as it is necessary to consider structure of streams of mixing up phases and an 
interphase exchange of impulses. Proceeding from the above-stated, we undertake attempt to 
plan approaches to modelling of porous mixes on the basis of mechanics of interpenetrating 
environments.  
In a basis of the description of investigated system there are equations of indissolubility, an 
impulse, energy, and the conditions which have been written down for elementary volume, for 
each of phases. 
The equations of indissolubility of phases have a following appearance:   
 
3
, 1
( )i i ij
i j
div Jϕ ϕ
τ
=
∂
+ ⋅ =
∂ ∑i
V ,    i = 1…3                                                 (1) 
So,  ϕi is the volumetric maintenance of phases. As a continuous phase it is considered 
liquid phase (i=1), and as disperse - firm (i=2) and gaseous phases (i=3). 
The right part of the equation (1) characterizes transitions of one phase in to another.  
The equations of preservation of an impulse for each of phases have a following appearance: 
( ) ( )i i i i i i i j ij i i
d
g f P
d
ρ ϕ ρ ϕ ϕ ϕ σ
τ
⋅ = ⋅ ⋅ ± + ⋅ − ⋅ + ⋅∇ + ∇iV V V                       (2) 
 
In the left part of i i ii
k
dV V VV
d xτ τ
∂ ∂
= + ⋅
∂ ∂
- is a full derivative of phase’s speed.  
In the right part of the equation (2) there are following data:  
- the first composed is an impulse of mass forces;  
- the second composed characterizes an interphase exchange of impulses;  
- the third composed is an impulse from a gradient of pressure in the continuous environ-
ment;  
- the fourth composed is an internal pressure in the disperse phases, caused by superficial 
pressure. 
The model should be added by the equations of indissolubility in space of the sizes on 
available disperse phases. So, for a gas phase (according to V.V. Kafarov), the equation has a 
following appearance: 
 
3 3 3 3 3 3( ) ( ( ) ) ( ) ( , ) ( ) ( )i i if r div f r V f r K r f r f d
r
η µ µ µ
τ
∂ ∂
+ ⋅ + ⋅ = ⋅ ⋅
∂ ∂ ∑
                   (3) 
 
In above resulted equation (3) there are following data:  
- f3 (r)  is a density of distribution of gas bubbles in the sizes, that is dispersiveness of a 
gas phase, and f (µ)  is for a µ-phase;  
- η3 is a growth rate of gas inclusions, for example, due to chemical processes or diffusion; 
- K (r,µ) is a probability of a meeting of gas inclusions, particles with the r and µ. sizes. 
The first member of the left part characterizes change of number of particles due to the 
non-stationary processes, the second member - due to convection processes, and the third - 
due to phase carry. The right part characterizes speeds of formation and disappearance of 
particles of a gas phase.  
Let's note, that complexity of the given work consists that the process of aggregation oc-
curing between the same and heteronymic phases is studied.  
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The result of interaction of a firm particle with a gas bubble depends both on kinetic energy of 
interaction, and from a condition of a surface of a bubble.  Questions of probability of collision of 
particles were considered in N.B. Urev, V.V. Kafarov, J.B. Rubinshtejn's scientific works, etc.  
A number of difficulties at realization of the above-stated model (namely: multiphasal nature 
and complexity of dynamics of interaction of phases, complex of hydrodynamical conditions in vol-
ume with presence of a turbulent mode, nonlinearity of process, etc.) lead to necessity of simplifi-
cation of model and consideration of special cases. In researches often replace a three-phase 
continuum on biphase, that allows to exclude, for example, interaction of firm and gas phases.  
Thus, we accept a number of the assumptions simplifying formation of mathematical 
model, in particular: we exclude a pulsation of phases, i.e. average characteristics of phases 
are considered; we consider an isothermal mode; we exclude inertial forces as they are insig-
nificant in comparison with mass forces in processes of formation of a product (but in a case of 
intensive hashing of phases this factor cannot be neglected); we accept a stationary mode, be-
lieving, that time of the induction period is much more than time of interaction between phases; 
we assume, that the grain of a firm phase is inert during the induction period, i.e. we neglect 
interphase effects of the physical and chemical nature (such as adsorption, wettability, elec-
trokinetic phenomena, etc.); we  consider an one-dimensional problem, etc.  
After the entered simplifications of the equation of impulses for each of phases will accept 
such kind as: 
 
∑
=
=
∂
∂
⋅−−⋅−⋅⋅
3
2
1111 0)(
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ii
z
PVVg ϕγρϕ ,                                              (4) 
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0)( 333133 =∂
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−
∂
∂
⋅−−⋅+⋅⋅−
zz
PVVg σϕγρϕ ,                                         (6) 
 
In formulas (4 - 6) there are following parameters: the first composed are the mass forces 
acting on phases, the second composed are the forces arising from interaction of interphase 
borders, the third composed are the forces acting on a phase due to a gradient of pressure in 
the bearing phase, the fourth composed are pressure in firm and gas phases. 
From the resulted equations of indissolubility and impulses a number of special cases after 
carrying out of the further simplifications can be received. In particular, it is possible to receive 
model of infiltration of a liquid phase on capillary-porous system. On the mechanism offered by 
us, process of water-branch of a liquid can be explained within the limits of the theory of self-
organizing. In this case under action of gravitational forces there is a formation of infinite clas-
ter on a liquid component. 
Thus, some approaches to statement of a problem of mathematical modelling process of 
structurization of foam concretes are considered.  
The received results of work will allow to predict behaviour of  foam concretes on techno-
logical repartitions and will serve for adjustment of a parametrical mode of preparation mixes in 
industrial conditions. 
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МОДЕЛИРОВАНИЕ НАПРЯЖЕННО-ДЕФОРМИРОВАННОГО СОСТОЯНИЯ 
ТРЕХСЛОЙНОГО СТЕРЖНЯ НА УПРУГОМ ОСНОВАНИИ ПРИ ЛОКАЛЬНЫХ 
СИЛОВЫХ ВОЗДЕЙСТВИЯХ 
 
Старовойтов С. А., БелГУТ, Гомель 
 
В современных отраслях промышленности и строительстве широкое применение 
находят трехслойные элементы конструкций, что вызывает необходимость разработки 
методов их расчета. Изгиб трехслойных стержней на упругом основании под действием 
равномерно распределенной по всей длине стержня нагрузки исследовался в работах 
[1–3]. Здесь рассматривается деформирование подобного стержня при действии ло-
кальных нагрузок. 
Постановка задачи и ее решение проводится в декартовой системе координат, свя-
занной со срединной плоскостью заполнителя. Для описания кинематики пакета принята 
гипотеза «ломаной нормали»: в тонких внешних несущих слоях 1, 2 справедливы гипо-
тезы Бернулли, в более толстом заполнителе 3 нормаль остается прямолинейной, не 
изменяет своей длины, но поворачивается на некоторый дополнительный угол ψ(x). На 
границах склейки слоев используются условия непрерывности перемещений. Материа-
лы слоев несжимаемы в поперечных направлениях. На торцах стержня предполагается 
наличие жестких диафрагм, препятствующих относительному сдвигу слоев, но не ме-
шающих деформированию из своей плоскости. Все перемещения и линейные размеры 
отнесены к длине стержня l. Деформации малые.  
Действие упругого основания на стержень описывается моделью Винклера: реакция 
основания qr(x) пропорциональна прогибу стержня w(x).  
На внешние слои стержня действует внешняя вертикальная распределенная нагруз-
ка q(x) и реакция упругого основания qr(x). В качестве искомых величин приняты: прогиб 
w(x), дополнительный угол поворота ψ(x) и продольное перемещение срединной плос-
кости заполнителя u(x). 
Уравнения равновесия трехслойного стержня на упругом основании получены из ва-
риационного принципа Лагранжа. В перемещениях они имеют вид: 
 
0,,, 321 =−ψ+ xxxxxxx waaua ;   0,,, 5642 =ψ−−ψ+ awaaua xxxxxxx ;    
qwwaaua xxxxxxxxxx =κ+−ψ+ ,,, 763 ,                                (1) 
 
где a1, …, a7 – параметры, зависящие от механических свойств материалов и геометри-
ческих характеристик слоев стержня; запятая в нижнем индексе обозначает операцию 
дифференцирования по следующей за ней координате. 
Система (1) сведена к неоднородному дифференциальному уравнению шестого по-
рядка относительно прогиба стержня: 
 
xxxxxxxxxxxxxx qqwwww ,,,, 54321 α+α=α+α+α+ ,                          (2) 
 
где α1, …, α5 – коэффициенты, определяемые через параметры a1, …, a7. 
Решение уравнения (2) можно представить в виде суммы общего решения соответ-
ствующего однородного уравнения w0(x) и частного решения неоднородного уравнения 
wp(x). Для реальных физико-механических параметров материалов слоев, геометриче-
ских размеров стержня, жесткости упругого основания, при которых остаются справед-
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ливыми принятые гипотезы, необходимо рассматривать три решения уравнения (2): для 
оснований малой (I), средней (II) и высокой жесткости (III): 
 
+β+β++= ββλ−λ )sin()cos()( 242321IIII, 1111 xeCxeCeCeCxw xxxx  
)()sin()cos( 2625 11 xwxeCxeC pxx +β−β+ β−β− ; 
)()( 553311 654321II xweCeCeCeCeCeCxw pxxxxxx ++++++= λ−λλ−λλ−λ .     (3) 
 
Частные решения wp(x) строятся при помощи ядра Коши ),( sxK  для каждого типа 
основания и вида внешней нагрузки: 
 
( )∫ α+α= x xxp dssqsqsxKxw
0
54 )(,)(),()( .                                 (4) 
 
1. Пусть на стержень действует поверхностная нагрузка, равномерно распределен-
ная внутри отрезка [b; a]. Тогда внешняя нагрузка q(x) представима в виде  
 
q(x) = q0(H0(a – x) – H0(b – x)),                                              (5) 
 
где Н0(x) –функция Хевисайда нулевого порядка: Н0(x) = 



<
≥
.0,0
;0,1
x
x
 
Функции прогибов стержня для каждого типа основания получим, подставив (5) в (4), 
а результат в (3). 
2. Действие сосредоточенной силы. Пусть распределенная поверхностная нагрузка 
q(x) действует в некоторой малой окрестности точки с координатой  
x = а. Обозначив радиус этой окрестности через ξ, распределенную нагрузку q(x) можно 
записать следующим образом:  
 
q(x) = ξ2
Q
 (H0(a + ξ – x) – H0(a – ξ – x));                                     (6) 
 
где Q = 2q0ξ. 
Подставив (6) в (4) и устремив величину ξ к нулю, оставляя величину Q постоянной, по-
лучим частное решение wp(x) уравнения (2). Прогиб стержня найдем, подставив wp(x) в (3).  
Искомые перемещения ψ(x) и u(x) выражаются через функции прогиба w(x) из урав-
нений (1). Константы интегрирования определяются из условий закрепления стержня:  
– при шарнирном опирании обоих концов стержня:  
при x = 0, 1   w(x) = ψ(x) = u(x) = M(x) = 0; 
– для стержня, свободно лежащего на упругом основании 
при x = 0, 1   Q(x) = H(x) = u(x) = M(x) = 0, 
где M(x), H(x), Q(x) – суммарные внутренние моменты и сила в поперечном сечении 
стержня. 
Численная реализация полученных аналитических решений проведена для трех-
слойного стержня с материалами слоев Д16Т – фторопласт – Д16Т. Построены кривые 
изменения перемещений и напряжений при действии указанных видов внешних нагрузок 
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в зависимости от жесткости упругого основания, геометрических и механических пара-
метров слоев стержня.  
Таким образом, полученные решения позволяют описывать напряженно-деформи-
рованное состояние упругого трехслойного стержня с жестким заполнителем, покоя-
щимся на упругом основании, при действии локальных поверхностных нагрузок и сосре-
доточенных сил.  
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О ПРИНЦИПАХ ВЫПОЛНЕНИЯ ДИФФЕРЕНЦИАЛЬНОЙ ЗАЩИТЫ 
ТРАНСФОРМАТОРА 
 
Томкевич А. П., БНТУ, Минск 
 
Существующие дифференциальные защиты трансформаторов анализируют разность 
приведенных токов со стороны высшего и низшего напряжений и в случае превышения ве-
личины уставки, обусловленной различного рода небалансами, выдают сигнал на отключе-
ние трансформатора. Традиционно выполняется общая защита для всех обмоток, требую-
щая учета схем соединения обмоток, отстройки от анормальных режимов и работы устрой-
ства РПН, что приводит к увеличению тока срабатывания. Такой подход позволяет незави-
симо решать вопросы проектирования трансформатора и его релейной защиты. 
Теоретически возможна реализация дифференциальной защиты индивидуально для 
каждой из обмоток. Это техническое решение требует изменений в конструкции транс-
форматора – установку дополнительных трансформаторов тока (ТТ), а также большего 
числа измерительных органов, что приводит к его экономической неэффективности. 
Основным анормальным режимом, обуславливающим значительный коэффициент 
отстройки при расчете тока срабатывания, является бросок тока намагничивания (БТН), 
возникающий при включении трансформатора или при устранении внешнего короткого 
замыкания и превышающий номинальный ток трансформатора ( номI ) в 6 – 8 раз [1]. 
Разработанные способы отстройки от БТН и сверхтоков внешних КЗ [1, 2] с исполь-
зованием быстронасыщающихся трансформаторов (реле РНТ-56х) и торможением от 
токов плеч (реле ДЗТ-11) обеспечивают ток срабатывания защиты порядка (1 – 1.2) номI . 
В случае применения реле, дополнительно реализующих принципы распознавания сиг-
налов (ДЗТ-21 или устройства ЯРЭ-2201 на микроэлектронной базе), удается достичь 
тока срабатывания в пределах (0.3 – 0.7) номI . 
В современных цифровых защитах трансформаторов получило развитие второе на-
правление. Фактически переход на новую элементную базу позволил адаптивно выби-
рать плечо торможения, улучшить характеристики фильтрации сигнала и осуществлять 
контроль по следующим критериям: процентное содержание второй гармоники в пер-
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вичном токе и характерной форме кривой тока при БТН, что привело к снижению тока 
срабатывания защиты до (0.15 – 0.4) номI . Как и предшественники, цифровые защиты не 
всегда реагируют на витковые замыкания обмоток – для ликвидации таких режимов 
предусмотрена газовая защита. Нечувствительность к таким повреждениям обусловле-
на использованием дифференциальной защиты с торможением токами плеч (87Т). 
Цифровая защита (например, Т60, RET-316, P631), выполненная на этом принципе, спо-
собна уверенно защищать лишь (70 – 75)% обмотки, соединенной в звезду, считая от 
ввода [3]. Вопрос защиты оставшейся части обмотки ведущие фирмы-производители 
решают по-разному. В частности, компания GE предлагает использовать специальную 
дифференциальную защиту от замыканий на землю, включаемую на токи нулевой по-
следовательности. Добиться удовлетворительной чувствительности к витковым замыка-
ниям удалось лишь для определенного вида повышающих трансформаторов [2]. 
В настоящее время основными задачами исследований в области совершенствования 
дифференциальных защит трансформатора являются уменьшение тока срабатывания за-
щиты до величин (0.03 – 0.1) номI  и обеспечение 100%-ной защитоспособности объекта. 
Цифровая элементная база открывает перед разработчиками новые возможности – 
использование математических моделей не только для исследований режимов работы 
оборудования, но и для построения на их базе непосредственно устройств релейной 
защиты. Это преимущество уже используется для реализации тепловых защит двигате-
лей, генераторов, трансформаторов и др. оборудования. Решение тепловой модели 
объекта позволяет отказаться от применения тепловых датчиков, контролировать тем-
пературу в труднодоступных местах. Используемые математические модели характери-
зуются относительной простотой, а существенная инертность процессов позволяет не 
учитывать влияние импульсных помех и не требует значительных вычислений. 
Разрабатываемый алгоритм функционирования устройства релейной защиты транс-
форматора от внутренних повреждений, выполненного на основе математической модели, 
сохраняет дифференциальный принцип. Основополагающим отличием от существующих 
защит является сравнение (вычитание) трансформированных реальных первичных токов и 
вычисленных «модельных» токов трансформатора. Такой подход не требует отстройки от 
анормальных режимов, т. к. они воспроизводятся математической моделью. 
Ключевые задачи, возникающие при реализации описанной защиты, состоят в сле-
дующем: модель трансформатора должна гарантированно решаться в реальном време-
ни (за (0.2 – 0.5) мс) и содержать в себе наименьшую погрешность; необходимость ис-
пользования моделей ТТ, позволяющих уточнить вторичные токи ТТ при их насыщении; 
необходимость использования цепей напряжения для получения сведений о текущем 
режиме энергосистемы (исходные данные для модели трансформатора); наличие адек-
ватных и простых аппроксимаций кривых намагничивания, а также конструктивных па-
раметров силового трансформатора и трансформаторов тока. 
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РАЗДЕЛ IV. СОВРЕМЕННЫЕ ИНФОРМАЦИОННЫЕ ТЕХНОЛОГИИ В 
НАУЧНЫХ И ПРИКЛАДНЫХ ИССЛЕДОВАНИЯХ 
 
РАЗРАБОТКА И ИССЛЕДОВАНИЕ МОДЕЛИ ТРАНСФОРМАТОРНОЙ ПОДСТАНЦИИ В 
СИСТЕМЕ ДИНАМИЧЕСКОГО МОДЕЛИРОВАНИЯ SIMULINK MATLAB 
 
Артюх А.Е., Дунешенко Я.И., Шумра А.П., Новаш И.В., БНТУ, Минск 
 
Вычислительная система MATLAB [1] предназначена для выполнения сложных ин-
женерных, научно-технических расчетов практически в любой области науки и техники, 
особенно для расчетов в области электротехники, радиотехники, автоматики. Наиболь-
ший интерес представляет использование системы MATLAB в режиме динамического 
моделирования. Для этого используется пакет моделирования динамических систем 
SIMULINK [2]. При исследовании электрических режимов не требуется разработки мате-
матического описания исследуемой системы. Модель системы составляется на основе 
структурной схемы из функциональных блоков, имеющихся в соответствующих библио-
теках системы SIMULINK-MATLAB. 
Для исследования рабочих и аварийных режимов трансформаторной подстанции, 
схема которой приведена на рисунке 
1 [3], была составлена в системе 
SIMULINK динамическая модель (ри-
сунок 2), состоящая из библиотечных 
блоков трехфазной питающей систе-
мы, линии электропередачи, системы 
шин 10,5 кВ с присоединенной трех-
фазной нагрузкой, трехфазного силово-
го трансформатора, системы шин 0,4 
кВ с присоединенными потребителями. 
На стороне 0,4 кВ были сформированы 
модели трех нагрузочных трехфазных 
линий: линии с нагрузкой, в которой 
возникает КЗ, линии с нагрузкой, в ко-
торой производится оценка влияния 
КЗ, возникшего на соседней линии, и 
линии с суммарной нагрузкой остав-
шихся нагрузок трансформаторной 
подстанции. Режимы различных замы-
каний имитировались однофазными 
выключателями в структурной схеме 
модели, у которых можно задавать 
момент замыкания или размыкания 
контактов. 
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Рисунок 3. 
 
Результаты расчетов исследуемых режимов для соответствующих участков цепи 
выводятся на монитор ПЭВМ в виде осциллограмм токов и напряжений, получаемых с 
помощью виртуальных осциллографов системы SIMULINK.  
На рисунке 3 приведены результаты расчета при замыкании фаз A и B на землю в 
момент времени t=0,04 с. 
Исследования показали, что расчеты переходных процессов при КЗ получаются в 
среде MatLab только при достаточно больших значениях индуктивностей элементов 
электрической цепи. При малых значениях индуктивностей возникают проблемы полу-
чения устойчивого процесса решения, из-за проявления «жесткости» в дифференциаль-
ных уравнениях модели. 
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РАЗРАБОТКА И ИССЛЕДОВАНИЕ МОДЕЛИ ТРЕХФАЗНОГО ТИРИСТОРНОГО 
ПРЕОБРАЗОВАТЕЛЯ В СИСТЕМЕ ДИНАМИЧЕСКОГО МОДЕЛИРОВАНИЯ  
SIMULINK MATLAB 
 
Барбук Е.А., Ефремов П.В., Сазонов И.Е., Сурус И.А., Новаш И.В., 
БНТУ, Минск 
 
Для исследования режимов работы электронных устройств, в том числе и преобра-
зовательной техники, хорошо зарекомендовали себя прикладные пакеты, в основе ко-
торых используется пакет Pspice. На кафедре «Электротехника и электроника» в учеб-
ном процессе используется достаточно эффективный для анализа электронных схем 
пакет Workbench, который по существу представляет собой виртуальную лабораторию 
с достаточно широкими возможностями. Однако представление трехфазных объектов 
в пакете Workbench требует моделирование каждой фазы в отдельности. 
Наиболее удобным и эффективным инструментом для исследования нормальных и 
аварийных режимов трехфазных систем является система Matlab, в состав которой 
входит пакет моделирования динамических систем SIMULINK [1]. Задачи исследования 
работы трехфазных полупроводниковых преобразователей с достаточной точностью 
могут быть решены в режиме динамического моделирования с помощью пакета Simu-
link-4 Matlab-6.0 [2]. Полная комплектация пакета SIMULINK содержит около 30 различ-
ных библиотек, в том числе и библиотеку моделей трехфазных компонентов (электри-
ческих машин и трансформаторов, полупроводниковых преобразователей, линий элек-
тропередачи, нагрузок и др.). Очень важным достоинством пакета Simulink-4 Matlab-6.0 
является возможность его дополнения моделями пользователя. Пользователь может 
самостоятельно разработать модель исследуемого объекта и записать ее в библиоте-
ку пакета в виде пользовательского файла. 
В данной работе была разработана модель трехфазного мостового тиристорного 
преобразователя с системой импульсно-фазового управления работой тиристоров и 
автоматическим ПИД-регулятором тока нагрузки. Модель системы в виде структурной 
схемы из функциональных блоков, имеющихся в соответствующих библиотеках пакета 
SIMULINK-MATLAB, представлена на рисунке 1. Результаты расчета режима работы 
преобразователя на активно-индуктивную нагрузку с начальным значением тока на-
грузки 800 А и переходом на нагрузочный режим с током 400 А представлены на ри-
сунке 2. В библиотеках пакета SIMULINK-MATLAB имеются блоки для моделирования 
нагрузок с нелинейными вольт-амперными характеристиками. Определенный интерес 
представляет исследование режимов работы тиристорного преобразователя на элек-
тродуговую нагрузку с падающей вольт-амперной характеристикой. С помощью разра-
ботанной модели можно в процессе вычислительного эксперимента подобрать мини-
мальную индуктивность сглаживающего дросселя в цепи дуги для обеспечения устой-
чивости режима работы электродуговой установки, а также выбрать закон управления 
и параметры регулятора. 
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Проведенные исследования для различных законов управления автоматического регу-
лятора и полученные результаты свидетельствуют о том, что пакет SIMULINK-MATLAB 
может  успешно  применяться  в  учебном процессе и для научных исследований, про-
водимых методом вычислительного эксперимента, применительно к задачам электро-
техники, электроники и теории автоматического управления. 
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КЛАСТЕРНЫЙ АЛГОРИТМ  РЕШЕНИЯ БИКВАДРАТНОЙ ЗАДАЧИ О РАЗМЕЩЕНИИ 
ПРОИЗВОДСТВЕННЫХ ПРЕДПРИЯТИЙ 
 
Вельгас С. В., БГТУ, Брест. 
Биквадратная задача о размещении производственных предприятий является одной 
из классических задач комбинаторной оптимизации и является одной из наиболее слож-
ных задач этого класса. Она относится к неполиномиально сложным задачам, то есть 
при получении решения точными методами,  незначительное увеличение входных дан-
ных задачи ведет к возрастанию количества повторяющихся действий в степенной зави-
симости. 
Пусть дано множество N = {1, 2,..., n} (множество  городов), и матрицы nxn F = {fij} 
(матрица предприятий) и D = {dij} (матрица расстояний). Тогда задача будет формулиро-
ваться так: найти такую перестановку P, чтобы минимизировать 
 
 
)j(P)i(P
n
1i
n
1j
ij dfz ∑∑
= =
⋅= , (1) 
 
где F – матрица потоков груза между предприятиями, 
D – матрица расстояний между городами, 
z – стоимость перестановки. 
То есть задача состоит в том, чтобы минимизировать стоимость перевозок продукции 
между предприятиями, если в каждом городе можно разместить по одному предприятию. 
Для нахождения приближенного решения квадратичной задачи размещения предла-
гается кластерный алгоритм с запретами. 
Кластерный алгоритм с применением запретов использует список запретов Tabu(ik). 
Он позволяет алгоритму не останавливаться в точке локального оптимума, как это пред-
писано в стандартном алгоритме локального спуска, а путешествовать от одного ло-
кального оптимума к другому, в надежде найти среди них глобальный оптимум. Список 
запретов строится по предыстории поиска, то есть по нескольким предшествующим ре-
шениям ik, ik–1,…, ik–l+1, и запрещает часть окрестности текущего решения N(ik). Список 
запретов Tabul(ik) ⊂ N (ik) запрещает использование тех "фрагментов" решения (ребер 
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графа), которые менялись на последних l шагах алгоритма. Константа l≥0 задает длину 
списка запретов. При l=0 получаем стандартный локальный спуск.  
Общая схема кластерного алгоритма с запретами может быть представлена сле-
дующим образом:  
1. Множества заводов и городов представляются в виде графов, вершины которых – 
заводы и города соответственно, а ребра – потоки грузов и пути между ними. 
2. Осуществляется параллельная пошаговая резка полученных графов на сильно 
связанные области (кластеры). Резка производится до получения кластеров размера 1, 
2, или 3 вершины. 
2.1. Граф городов разрезается на 2 кластера по итерационному методу. Па-
раллельно на 2 кластера разрезается граф заводов.  
2.2. Вершины большего кластера заводов ассоциируются с большим класте-
ром городов, вершины меньшего кластера заводов – с меньшим кластером горо-
дов. Таким образом, получаем две новые пары графов для дальнейшей резки. 
2.3. Если  кластер заводов больше кластера городов, то производится даль-
нейшая резка кластера заводов с передачей отрезанных 1 – областей другому 
кластеру, пока кластер заводов не сравняется в размерах с кластером городов. 
2.4. Резка производится до получения кластеров размера 2, или 3 вершины. При 
получении 2-3-кластера осуществляется оптимизация расположения ассоциирован-
ных с ним заводов. Заводы в кластере располагаются таким образом, чтобы сумма 
стоимостей транспортировок была минимальна. Полученный 2-3 кластер городов и 
связанный с ним кластер заводов исключаются из дальнейшей резки. 
2.5. Когда нет более кластеров, доступных для резки, алгоритм завершает 
работу. 
3. Производится оптимизация полученного решения методом 3-оптимизации. 
4. Последние l шагов решения заносятся в список запретов Tabu. 
5. Если полученное решение является оптимальным на текущий момент, то оно 
сохраняется как текущий оптимум. 
6. Если не израсходовано время, отведенное на решение, то переходим на шаг 2, 
иначе принимаем за конечное решение текущий оптимум и завершаем работу алгоритма. 
7. Полученный план размещения и является приближенным решением квадратич-
ной задачи о назначении кластерным методом с запретами. 
Кластерный алгоритм с запретами получил точное решение 107 из 135 задач биб-
лиотеки “QAPLIB - A Quadratic Assignment Problem Library” [4], и дал погрешность менее 
чем в 1% на остальных 28 задачах. 
Достоинствами алгоритма являются точность, невысокая сложность (стремится к ло-
гарифмической), легкая приспосабливаемость для работы в параллельных системах.  
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АЛГОРИТМЫ ВЫЧИСЛЕНИЯ ХАРАКТЕРИСТИК ФОРМ  
ДВУХ- И ТРЕХМЕРНЫХ ОБЪЕКТОВ 
 
Волков Е.Г., Раткевич А.В., БГТУ, г. Брест 
 
Введение 
В цифровой обработке изображений применяется достаточно много алгоритмов, 
анализирующих метрические и/или топологические свойства двумерных изображений 
объектов. На основании этого анализа можно вычислять любые метрические и тополо-
гические характеристики изображенного объекта. Развитие компьютерного моделирова-
ния разнообразных физических объектов и процессов обуславливает необходимость 
анализировать не только двухмерные, но и трехмерные объекты. Одной из таких задач 
является моделирование роста кластеров, образующихся по механизму ограниченной 
диффузией агрегации (ОДА) [1]. Образующиеся кластеры структурно достаточно слож-
ны, а при попытке приведения их к двумерному виду с последующим двумерным анали-
зом теряется часть информации о закономерностях их роста. Использование алгорит-
мов, полученных из стандартных (двуxмерных), путем добавления новой плоскости, в 
ряде случаев оказывается неэффективным и дающим ошибочные результаты. Объяс-
няется это резко возрастающим количеством конфигураций получаемых структур, неко-
торые из которых приводят к сбою работы алгоритмов.  Так, например, даже минималь-
ную задачу нахождения площади поверхности объекта и важнейшей топологической харак-
теристики – числа Эйлера нецелесообразно решать путем модификации алгоритмов, пред-
назначенных для обработки двумерных изображений. Поэтому возникла необходимость 
создания алгоритмов нахождения площади и числа Эйлера, которые, во-первых, были бы 
универсальными, то есть применимыми как к  двумерным, так и к трехмерным объектам 
произвольной связности, и, во-вторых, давали бы максимальную точность вычислений. 
 
Нахождение площади поверхности трехмерных объектов 
Нам известны два способа нахождения периметра двухмерных объектов, описанные 
в [2]. Они основаны на вычислении количества встречающихся в массиве, описываю-
щем объект, всех возможных масок 2х2 или 2х1 и 1х2 элемента, с последующим сложе-
нием этих значений, умноженных на коэффициенты. При попытке модифицировать эти 
алгоритмы для трехмерных массивов, возникли сразу несколько проблем: 
-  значительно большее количество возможных масок 2х2х2 элемента, 
- определение эффективных коэффициентов в формуле, которая будет рассчиты-
вать площадь, 
- чем более сложен объект, тем большая будет неточность вычислений. 
Поэтому предлагается оригинальный алгоритм, который обладает универсально-
стью и дает абсолютную точность вычисления периметра для двумерного или площади 
поверхности для трехмерного объекта. 
Алгоритм основан на анализе каждого элемента массива (двух- или трехмерной 
матрицы), описывающего объект. Если элемент пуст (имеет значение “нуль”), а хотя бы 
один из его соседей имеет значение “единица”, то к переменной, хранящей значение пе-
риметра для двумерного или площади поверхности для трехмерного объекта, добавля-
ется единица. Универсальность алгоритма достигается путем изменения числа прове-
ряемых соседних элементов: для двумерного объекта (4 или 8 соседей), для трехмерно-
го (6 или 26 соседей). 
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Точность вычислений достигается за счет того, что каждый элемент массива прове-
ряется только один раз и при этом однозначно определяется его причастность к границе 
(периметру или поверхности) объекта. 
 
Нахождение числа Эйлера 
Для нахождения числа Эйлера, нам необходимо определить, сколько в массиве хра-
нится объектов, а также количество дырок в этих объектах. Эти две задачи можно све-
сти к подсчету количества несвязных между собой дырок, т.е. областей, заполненных 
элементами с одним значением и окруженных элементами с другим значением. 
Предложенный оригинальный алгоритм (основанный на волновом алгоритме [2]), 
является универсальным и точным и также заключается в последовательном анализе 
каждого элемента массива, описывающего объект.  
Алгоритм основан на определении главного свойства дырок – того, что группа эле-
ментов с одним значением окружена (в смысле заданной связности) элементами с дру-
гим значением. 
Как только мы будем находить элемент со значением нуль, мы присвоим ему некоторое 
значение Х, равное двум, запомнив координаты всех его соседей со значением нуль. На сле-
дующем шаге мы присвоим значение Х всем этим соседям, запомнив координаты их соседей 
и т.д. до тех пор, пока не останется ни одного соседа со значением нуль. Затем, прибавив к Х 
единицу, будем искать следующую область элементов, имеющих значение нуль. 
Таким образом, каждую из дырок заполним своим значением, а в Х будем хранить 
количество дырок, увеличенное на три (так как начальное значение переменной Х равно 
двум, так как внешнее пространство вокруг объектов не является дыркой). 
Количество объектов находим тем же алгоритмом, только лишь будем искать облас-
ти, заполненные значениями единицы. На основании полученных двух значений вычис-
лим число Эйлера, вычтя из количества объектов количество дырок. 
Достоинства алгоритма: 
- универсальность; в зависимости от мерности пространства и от задаваемой связ-
ности, изменяется лишь количество проверяемых соседей; 
- точность; каждый из элементов, имеющих значение нуль, будет принадлежать 
только одной из дырок; 
- возможность последующего определения метрических свойств форм дырок, рас-
сматривая каждую из них как объект, описанный элементами со значением от 1 до n, где 
n-количество дырок. 
 
Заключение 
Предложены алгоритмы по нахождению периметра двумерных объектов, площади 
трехмерных объектов и расчета числа Эйлера для двух- и трехмерных объектов. Алго-
ритмы опробованы на сгенерированных моделях тонкопленочных кластеров поликри-
сталлического материала ([1]), а также на тестовых конфигурациях. В ходе анализа вы-
яснено, что разработанные алгоритмы отличаются точностью расчета и универсально-
стью в сравнении с существующими стандартными методами.  
 
Литература  
1.  Дереченник С.С., Раткевич А.В. Применение фрактальных методов в эксперименталь-
ных и теоретических исследованиях тонкопленочных структур. –  Вестник БГТУ. Серия: 
Машиностроение, автоматизация, ЭВМ. – Брест, БГТУ. – 2003, №4 (22). – С. 39-43. 
2. Прэтт У. Цифровая обработка изображений. – М.: Мир, 1982. – Кн.2. – 480с. 
Ре
по
зи
т
ри
й Б
ГТ
У
                 Раздел IV. Современные информационные технологии в научных и прикладных 
                                                                             исследованиях  
78
ПРИМЕНЕНИЕ ПРИКЛАДНЫХ БИБЛИОТЕК В САПР 
 
Горелик С.Г.,  Михнюк В.Н., БАТУ, Минск 
Семенченко А. В.,  БГУ, Минск 
 
Введение 
Автоматизация проектных работ является необходимым условием повышения эффек-
тивности производства в условиях рыночной экономики. Практически любые современные 
конструкторские разработки осуществляются в среде систем автоматизированного проек-
тирования (САПР). 
Структурирование проектных данных, создание баз типовых графических объектов, ав-
томатизация рутинных операций реализуются встроенными инструментами адаптации 
САПР. Для повышения производительности труда проектировщика наиболее серьезным и 
эффективным инструментарием, на наш взгляд, являются средства, позволяющие форми-
ровать прикладные библиотеки. 
В качестве учебной задачи нами была реализована библиотека, организующая трех-
мерные сборочные единицы (по Боголюбову) в падающее меню с наименованиями и слай-
дами и подгружающая выбранную сборку или разнесенную сборку в среду КОМПАС-
ГРАФИК. Это позволит наглядно продемонстрировать формы изображаемых сборочных 
единиц и существенно поможет студенту в создании деталировок. 
 
Инструменты создания прикладных библиотек 
Одной из динамично развивающихся отечественных САПР является система 
КОМПАС-ГРАФИК. 
Первоначально КОМПАС-ГРАФИК был ориентирован на автоматизацию подготовки 
двумерных чертежей и создание трехмерных моделей в машиностроении, но многооб-
разие задач привело к необходимости расширения направлений использования пакета. 
С этой проблемой можно было бы справиться введением новых модулей и добавлением 
функций, но это значительно увеличило бы объем продукта. Поэтому были разработаны 
инструменты создания дополнительных модулей, которые можно подключать к основ-
ному интерфейсу программы. Прикладной программист получил возможность создавать 
дополнительные модули на своем любимом языке программирования, что обеспечило 
гибкость использования САПР. 
В КОМПАС-ГРАФИК реализован программный интерфейс (API) КОМПАС-МАСТЕР. 
Этот комплекс инструментальных средств разработки дополнительных модулей (при-
кладных библиотек и приложений). КОМПАС-МАСТЕР предназначен для организации 
вызова функции КОМПАС-ГРАФИК из программ на языках C++, Pascal, Delphi и др. 
Удобно оформлять прикладные библиотеки в виде динамических библиотек (dll), кото-
рые пользователи могут без труда подключать из основного интерфейса САПР 
КОМПАС-ГРАФИК и применять для создания проектов. В динамических библиотеках 
имеется около 300 функций, которые доступны пользователю при подключении *.dll. 
Усложнение программных продуктов выявило недостатки использования динамиче-
ских библиотек. Одной из сложностей стало обновление библиотек. В КОМПАС-
МАСТЕР были добавлены средства поддержки технологии COM (Component Object 
Model-модель компонентных объектов).  
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Технология COM описывает, каким образом программные продукты в среде OC Win-
dows могут предоставлять доступ к своим функциям из внешних программ, написанных на 
различных языках программирования. Эти функции группируются в «объекты COM», дос-
тупные из любых языков программирования, поддерживающих технологию COM. Общие 
стандарты привели к улучшению взаимодействия различных программных продуктов. 
 
Разработка прикладной библиотеки 
Создание библиотеки мы проводили на языке программирования С++ 
VisualStudio 6.0. 
Работа проходила по следующим этапам: 
1. Установка КОМПАС-Мастер и SDK, создание рабочего каталога  
2. Создание динамической RTW-библиотеки с помощью стандартных средств VC++ 
6.0 для сборки  
3. Задание списка команд RTW-библиотеки 
Первый этап включал в себя: 
• Установку КОМПАС-Мастер, SDK устанавливается по умолчанию 
• Создание в корневом каталоге жесткого диска папки RTWExamples для хранения 
файлов. 
• Подключение  к справочной системе VC++6.0 файлов справки КОМПАС-Мастер. 
Второй этап включал в себя: 
• Вызов в VC++6.0 из меню File команды New - MFC AppWizard (dll) на вкладке Projects 
и задание имени проекта. Значения остальных опций выбиралось  по умолчанию. Таким 
образом, был создан  новый проект для построения   пользовательской библиотеки. 
• Изменение ряда параметров проекта командой Project=>Settings. 
• Создание проекта RTW-библиотеки. 
• Отладка проекта. 
• Реализацию нескольких функций с заранее оговоренным интерфейсом и созда-
ние точки входа в библиотеку, а так же функции, возвращающей имя библиотеки, для 
отображения в меню Сервис КОМПАС-График. 
 char * WINAPI LIBRARYNAME() 
{ 
return "Библиотека форматок Боголюбова"; 
} 
Создание содержания в точке входа. 
Создание ряда функций для работы со слайдами 
void TestShowSlide () { 
 AFX_MANAGE_STATE(AfxGetStaticModuleState()); 
 kompas.ksEnableTaskAccess( 0 ); // закрыть доступ к компасу 
    WriteSlide( ksDocument3D& doc ); 
 Kompas.ksEnableTaskAccess( 1 ); // открыть доступ к компасу 
…. 
Третий этап включал в себя: 
• Расширение каркаса RTW-библиотеки  так, чтобы эта библиотека имитировала под-
держку шести команд рисования различных деталей. 
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РАЗРАБОТКА РАСЧЕТНЫХ ПРОГРАММ ДЛЯ ИССЛЕДОВАНИЯ ПЕРЕХОДНЫХ И 
УСТАНОВИВШИХСЯ РЕЖИМОВ ЭЛЕКТРИЧЕСКИХ ЦЕПЕЙ В СРЕДЕ 
ПРОГРАММИРОВАНИЯ MATLAB 
 
Григореня А.А., Ковалев В.В., Филипенко К.М., Новаш И.В., БНТУ, Минск 
 
Система MatLab является одним из эффективнейших средств выполнения научно-
технических расчетов, визуализации их результатов, обработки экспериментальных 
данных и математического моделирования [1]. 
Среда программирования MatLab имеет свой, относительно простой язык, напоми-
нающий BASIC, отличающийся малым количеством операторов. Незначительное коли-
чество операторов упрощает процесс программирования и одновременно позволяет 
создавать полноценные программы воспроизведения процессов в сложных системах 
благодаря большому количеству стандартных процедур и функций. Работа в программ-
ном режиме используется для сложных расчетов, позволяет реализовать предвари-
тельно разработанные алгоритмы, повторять вычисления при других исходных данных. 
Программа, составленная на языке MatLab, содержит все команды и операторы, обес-
печивающие ввод исходных данных, организацию и выполнение вычислений, вывод ре-
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зультатов на экран и, при необходимости, во внешний файл. В программном режиме 
пользователю также доступны все вычислительные возможности системы, все виды гра-
фической информации для наглядного представления результатов. Использование биб-
лиотек стандартных графических процедур для визуализации результатов расчета, мате-
матических выражений, связывающих векторные или матричные объекты, позволяет ре-
шать вычислительные задачи «разового» пользования значительно эффективнее, чем с 
помощью программ, написанных на «скалярных» языках типа FORTRAN или BASIC. 
Для практического освоения программной среды MatLab и демонстрации возможно-
стей визуализации результатов расчета была составлена расчетная программа для за-
дания курсовой работы по информатике, которую студенты энергетического факультета 
выполняют при изучении алгоритмического языка FORTRAN. Разработанная расчетная 
программа выгодно отличается от программы на Фортране компактностью, использова-
нием расчетных операторов, близких по виду к традиционным формулам, построением 
осциллограмм расчетных токов и напряжений с помощью стандартных команд построе-
ния двухмерных графиков. 
Полученный опыт работы с системой MatLab показывает необходимость использо-
вания студентами данной программной среды для решения вычислительных задач 
электротехнического характера. Кроме режимов программирования и научного кальку-
лятора, система MatLab может использоваться для проведения исследований сложных 
электрических систем методом вычислительного эксперимента в режиме динамического 
моделирования [2,4]. Исходным материалом для подобных исследований является схе-
ма системы, составленная из функциональных блоков, имеющихся в соответствующих 
библиотеках системы Simulink-4 MatLab -6.0 [3]. 
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РАЗРАБОТКА ПРОГРАММНОГО ОБЕСПЕЧЕНИЯ ДЛЯ ОЦЕНКИ И ВЫЧИСЛЕНИЯ  
СПЕКТРА МАТРИЦЫ 
 
Добранова Т. В., ГрГУ им. Янки Купалы, Гродно 
 
Проблема нахождения собственных значений находит широкое применение в раз-
личных прикладных исследованиях. Она используется в теории систем управления (на-
пример, изучение устойчивости линейных стационарных систем сводится к изучению 
расположения собственных значений); связана с различного  рода колебаниями (напри-
мер, с помощью собственных значений можно определять по спектру компоненты газа 
или других веществ, собственные частоты здания должны лежать вне полосы частот, 
возбуждаемых землетрясением). Различия в таких задачах исчезают, когда дается дос-
таточно абстрактная формулировка, и все проблемы сводятся к одной и той же задаче 
вычисления собственных чисел квадратной матрицы с действительными или комплекс-
ными элементами. 
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Вычисление спектра матрицы можно производить с использованием алгоритмов  
QR (QL), алгоритмов Якоби, Данилевского, Леверье и других. QR (QL) алгоритмы при-
меняются для вычисления собственных значений квадратной симметричной трехдиаго-
нальной матрицы. Алгоритм Якоби – самый неэффективный, но самый простой и осно-
ван на применении техники определения матриц вращения для случая матрицы 
nxnCA∈  посредством плоских вращений. Алгоритмы Данилевского и Леверье – это ме-
тоды нахождения коэффициентов характеристического полинома матрицы nxnCA∈ , с 
помощью которого можно вычислить сами собственные значения, решив  алгебраиче-
ское уравнение степени n .  
В данной работе реализуется метод вычисления собственных значений симметрич-
ной квадратной матрицы, основанный на преобразовании заданной матрицы к трехдиа-
гональному виду (преобразование Хаусхолдера) и QR(QL) алгоритмах со сдвигами.  Ал-
горитмы реализованы в среде DELPHI 7.  
Необходимо отметить, что, вычисляя спектр матрицы с помощью вышеперечислен-
ных методов, мы получаем приближенное значение. Отсюда следует возможность замены 
в некоторых случаях задачи вычисления спектра матрицы задачей оценки собственных 
значений, т.е. нахождения области локализации собственных значений матрицы. 
 Для этого можно использовать различные теоремы об областях локализации соб-
ственных значений: теоремы Гершгорина, Островского, Бенедиксона, Гирша, Брауна, 
Брауэра, Бруалди [2].  
Теорема Гершгорина (строчная). [2] Все собственные значения матрицы A  заклю-
чены в объединении n кругов 
 
{ ∈
=
z
n
i 1
U C } )()(: AGARaz iii ≡≤− .                                           (1) 
 
Кроме того, если объединение k  из этих кругов есть связная область, не пересе-
кающаяся с остальными kn −  кругами, то в ней находится ровно k  собственных значе-
ний матрицы A . 
Ранее [1] автором в рамках электронного учебного пособия по курсу «матричный анализ» 
в среде DELPHI 7 было реализовано применение теоремы Гершгорина и Островского для 
построения и визуализации областей локализации. Программа строит области локализации 
собственных значений (круги Гершгорина и Островского) для произвольной матрицы. Она 
позволяет обучаемому, во-первых, самостоятельно проанализировать результат примене-
ния данных теорем, во-вторых, проверить правильность построения областей локализации 
собственных значений, выполняемые вручную. Ниже (рис.1) приведен пример отображения 
матрицы в программе и пример построения для нее областей локализации Гершгорина. 
 
 
 
 
 
 
 
 
 
 
                                                                     Рис. 1 
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В работе для уточнения оценок собственных значений (уменьшения области локали-
зации) используется подход, основанный на следующих соображениях. Во-первых, 
спектр матрицы не меняется при преобразовании подобия, т.е. для любой обратимой 
матрицы S  матрица ASS 1−  имеет те же собственные значения, что и A . Выбирая под-
ходящим образом S  и применяя теорему Гершгорина к ASS 1− , будем получать различ-
ные области локализации. Так как собственные значения матрицы A  принадлежат всем  
полученным областям локализации одновременно, то они принадлежат их пересечению. 
В данной работе реализуется следующий алгоритм оценки собственных значений 
матрицы на основе невырожденных преобразований. 
Схема алгоритма: 
Введем следующую систему обозначений:  
iL  -  область локализации, полученная на i-том шаге алгоритма;  
)(Aσ  –  спектр матрицы;  
)(Aρ  –  спектральный радиус. 
На входе подается матрица nxnCA∈ , и одно из условий, подлежащих проверке, на-
пример принадлежность нуля спектру матрицы ( )(0 Aσ∉ ). 
Шаг 1. Строится 0L  -  область локализации )(Aσ , построенная с помощью теоремы 
Гершгорина. 
Шаг 2. Генерируется случайная матрица iS  и вычисляется число обусловленности 
матрицы iS  по формуле: 
 




=∞
≠
=
−
0)(det,
0)(det,1
i
iii
i
S
SSS
Scond  
 
Если 10>>iScond , то работаем дальше, иначе – выход.  
Шаг 3. Находим 1−iS , вычисляем iii BASS =
−1  и строим круги Гершгорина для iB . 
Область локализации iG  будет равна )()( Tiii BGBGG I= . 
Шаг 4. Находим пересечение I iii GLL 1−=  и оцениваем для iL  выполнение вход-
ного условия. Если оно выполняется, то выход, если нет – то продолжаем выполнение 
алгоритма до предельного числа итераций. 
Отметим, что современные  компьютерные технологии также позволяют вычислять 
спектр матрицы, однако все результаты, полученные таким способом, приближенные. 
Например, в пакете Mathematica для вычисления собственных значений используется 
функция Eigenvalues[m], где m – квадратная матрица.  
Целью данной работы является сравнение эффективности различных методов на-
хождения и оценки спектра матрицы.  
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О ЗАДАЧЕ ИССЛЕДОВАНИЯ ВЛИЯНИЯ ОКРУГЛЕНИЙ ЧИСЕЛ С ПЛАВАЮЩЕЙ 
ТОЧКОЙ НА РЕЗУЛЬТАТЫ ИТЕРАЦИОННЫХ РАСЧЕТОВ 
 
Комар А. В., БНТУ, г. Минск 
 
Режим электроэнергетической системы (ЭЭС) описывается нелинейной системой 
уравнений с комплексными коэффициентами, решение которой до настоящего времени 
возможно лишь итерационными методами, требующими значительных вычислительных 
затрат. Метод простой итерации и метод Гаусса-Зейделя не создают проблем с хране-
нием и обработкой промежуточной информации, но плохо сходятся в тяжелых режимах. 
Еще один недостаток – невозможность получения решения для схем, содержащих 
большие емкостные проводимости, устройства продольной емкостной компенсации и 
сильно отличающиеся по величине последовательные сопротивления [1]. 
Решение нелинейной системы уравнений итерационным методом влечет накопле-
ние ошибки округления. Естественно, величина ошибки связана с количеством опера-
ций, производимых над числами, то есть зависит от размерности системы. Числа с пла-
вающей точкой тем точнее, чем больше значащих цифр (Digits) используется при их за-
писи. Современные языки программирования используют конечное число значащих 
цифр. Можно предположить, что при определенной размерности задачи числа значащих 
цифр не будет хватать для ее решения с заданной точностью. Поэтому актуально опре-
делить условия, налагаемые на задачу расчета установившегося режима, при которых 
итерационный процесс решения системы нелинейных уравнений не будет сходиться 
именно из-за накопления ошибки округления.  
Метод Ньютона–Рафсона и его модификации обладают лучшей сходимостью, одна-
ко требуют большего объема вычислений для решения систем линейных уравнений на 
каждом шаге [1, 2]. С целью преодоления этих трудностей были разработаны алгоритмы 
и программы решения линейных уравнений с учетом слабой заполненности матрицы 
Якоби [2]. К сожалению, вычисления на ЭВМ выполняются с погрешностью, обусловлен-
ной округлением чисел с плавающей точкой до конечного числа разрядов. При расчете 
тяжелых режимов, требующих большого числа итераций, алгоритм Ньютона может рас-
ходиться, в том числе из-за накопления погрешности вычислений. 
Таким образом, можно определить задачу исследования влияния погрешности ок-
руглений чисел с плавающей точкой на погрешность решения численным методом, на-
пример, задачи расчета установившегося режима ЭЭС. 
Для решения поставленной задачи можно использовать следующие определения: 
Объект исследования – система нелинейных алгебраических уравнений, описывающая 
установившийся режим ЭЭС (исследуются конкретные схемы с 13, 26, 52 104 узлами). 
Предмет исследования – вычислительная погрешность результата расчета устано-
вившегося режима ЭЭС в зависимости от заданной точности расчета (ε), представления 
чисел в ЭВМ: разрядности (Digits) и числа уравнений системы n. 
Метод исследования – вычислительный эксперимент со следующими условиями (ог-
раничениями):  
1) исследуемая система уравнений решается итерационным методом Ньютона-
Рафсона без дополнительных алгоритмов улучшения сходимости (без учета разрежен-
ности матрицы проводимостей); 
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2) ввиду получения стохастических результатов принимаем, что если за 10 расчетов 
заведомо сходящийся режим не сошелся ни разу – то при данных ε, недостаточно Digits 
для решения задачи размера n; 
3) если сходящийся режим не сходится за 100 итераций, то считаем, что решение с 
заданным ε никогда не достижимо при данном Digits для системы размерности n. 
Целью исследования является получение эмпирической зависимости – Digits = f(ε, n); 
оценка методической погрешности с помощью двух критериев: метрологической оценки 
(εметр) и вычислительной оценки (εвыч). 
Предполагаемые результаты исследования сводятся к следующим условиям: если 
εметр > εвыч, то получена уточненная оценка методической погрешности сверху; если 
εметр < εвыч, то получен алгоритм оценки методической погрешности вычислений.  
Округления чисел в ЭВМ можно избежать, используя аппарат целочисленной арифме-
тики, в основе которого лежат обыкновенные дроби. Однако использование обыкновенных 
дробей требует значительных вычислительных ресурсов [3] и должно быть обосновано. 
Нами произведена серия расчетов установившегося режима энергосистемы, со-
стоящий из трех узлов методом Ньютона–Рафсона. В одном случае вычисления произ-
водились с плавающей точкой, в другом – с применением  обыкновенных дробей [4]. Ре-
зультаты расчетов различались в восьмой значащей цифре. Итерационный процесс 
сходился практически одинаково даже в тяжелых (предельных) режимах. Для систем 
большей размерности предлагаемый метод исключения погрешности округления пока 
не исследовался. Тем не менее, анализ полученных результатов показывает, что при 
расчете установившегося режима энергосистемы с числом узлов больше десяти накап-
ливаемая погрешность при вычислениях с плавающей точкой будет уже значительно 
влиять на сходимость итерационного процесса. 
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гетики» тезисы 60-ой НТК БНТУ. Минск, БНТУ, 2004. С. 26–27.  
 
АВТОМАТИЗАЦИЯ ОБРАБОТКИ ЭКСПЕРИМЕНТАЛЬНЫХ ДАННЫХ ПРИ 
АКУСТИЧЕСКИХ СПЕКТРАЛЬНЫХ ИССЛЕДОВАНИЯХ 
 
Костюк Д.А., Николаюк Л.Н., БГТУ, Брест 
 
Автоматизация проведения экспериментальных измерений, накопления, первичной 
обработки, визуализации и систематизации полученных результатов позволяет значи-
тельно сократить временные и трудовые затраты исследователя, приближая тем самым 
практическое внедрение новых технических решений. Использование программного 
обеспечения в качестве виртуальных средств измерений в сочетании с дополнительной 
платой-адаптером или внешним модулем позволяет быстро превратить серийный ком-
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пьютер в полноценный измерительный комплекс с большим цветным дисплеем, нагляд-
ным пользовательским интерфейсом, широкими возможностями измерений, обработки и 
хранения полученной информации. 
Метод акустического спектрального анализа (АСА) позволяет осуществлять диагностику 
и контроль массивного полупространства, тонкого слоя либо покрытия из материалов с 
сильной поглощающей способностью акустических колебаний. Отраженные импульсы не-
сут информацию о таких свойствах среды, как поглощение звука, вязкость, а также произ-
водных, включая качество сцепления с поверхностью, липкость, влажность и др [1]. 
 
 
 
 
 
 
 
 
 
 
 
Рис. 1.  Экспериментальная установка и акустическая измерительная ячейка  
 
Измерительная установка АСА [1, 2] включает в себя генератор прямоугольных 
электрических импульсов, осциллограф, способный передавать данные в ПК и собст-
венно персональный компьютер. В состав акустической измерительной ячейки входят  
ультразвуковой пьезопреобразователь (УЗП), работающий в совмещенном режиме из-
лучения-приема. Используемый импульс имеет частоту основной гармоники 3.5 МГц, 
длительности не более 2 мкс по уровню 40 дБ. Сигнал вводится в отвердевающую среду 
нормально к поверхности с помощью алюминиевого волновода диаметром 25 мм. 
Кроме регистрации на экране осциллографа установкой предусмотрена передача 
отраженного акустического сигнала в ПК, на котором для этого должно быть установле-
но специальное программное обеспечение, поставляемое в комплекте с прибором. Од-
нако оно работает лишь с отдельными осциллограммами, не имеет развитых средств их 
анализа и не годится для отслеживания динамически изменяющихся сигналов. В ре-
зультате для преодоления указанных ограничений была разработана программная сис-
тема (ПС), выполняющая функции обработки, первичной интерпретации данных, а также 
регистрации динамики диагностируемого процесса.  
Из-за совмещенного режима излучения-приема УЗП [3] каждая осциллограмма, кро-
ме отраженного импульса, содержит также излученный сигнал, который должен быть 
исключен из рассмотрения (рис. 2). Вертикальными линиями на осциллограмме отмече-
на область информативного сигнала в соответствии с указанными через интерфейс ПС 
границами времени. 
Для решения задачи обработки осциллограмм и интерпретации динамики контроли-
руемого процесса в процессе разработки ПС были выделены  следующие функциональ-
ные части: 
- Блок меню для управления модулями системы, в т.ч. для выделения инфор-
мационного сигнала путем ввода ограничения временной характеристики, добав-
ления в программу для анализа файлов данных. 
L 
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- Блок построения осциллограммы по данным, полученным из загруженного 
файла. Может быть вызван двумя способами: автоматически при выборе файла 
данных из списка загруженных файлов или при обновлении графика. 
- Блок динамики для реализации главной задачи программной системы. При 
переходе к этому модулю программы происходит вычисление всех необходимых 
характеристик и построение соответствующих графиков. 
- Блок сохранения в буфер обмена графика, находящегося на активной форме.  
- Блок справки и информации о программе. 
 
Рис. 2. Построение осциллограммы 
 
В качестве интегральных оценок, использовавшихся для отслеживания динамики 
изменения осциллограмм, были выбраны размах импульса, смещение импульса по 
временной оси, длительность импульса. Пример полученной зависимости размаха им-
пульса показан на рис. 3 а), а зависимости смещения максимума амплитуды – рис.3 б). 
 
a)                                                                     b) 
Рис. 3. Кривые, построенные на основе анализа осциллограмм 
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Для интеграции в документы при разработке ПО предусмотрена возможность копи-
рования построенных графиков в буфер обмена и встраивание их в документ.  
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СОВРЕМЕННАЯ АВТОМАТИЗАЦИЯ УПРАВЛЕНИЯ В СТРОИТЕЛЬНОЙ КОМПАНИИ 
 
Куган С.Ф., БГТУ,  Брест 
 
В условиях современной экономики требования к автоматизированной системе 
управленческого учета меняются достаточно стремительно. Предприятия быстро разви-
ваются, в рамках одной компании появляются несколько видов деятельности, и сущест-
вующая система автоматизации уже не соответствует требованиям руководителей. В 
таких условиях необходимо обладать информацией о перспективных направлениях в 
области управленческого учета. 
Управленческий учёт представляет собой отрасль знаний, необходимых для пра-
вильного планирования, корректного руководства, контроля и учёта отдельных видов 
деятельности предприятия. Полноценная информационно-аналитическая поддержка 
управленческих систем невозможна без применения комплексных информационных 
систем, дающих возможность правильного видения целостной картины состояния дел на 
предприятии. Построение системы управленческого учета в организации заключается в 
формировании набора формализованных процедур, обеспечивающих менеджеров всех 
уровней информацией, полученной как из внутренних, так из внешних источников, для 
принятия своевременных и эффективных решений в рамках своей компетенции. Управ-
ленческий учет базируется на методиках, тесно связанных с функциональными процес-
сами на предприятии. В отличие от системы подготовки информации для бухгалтерской 
(финансовой) и налоговой отчетности, ориентированной на внешних пользователей, 
система управленческого учета и анализа ориентирована на внутренних пользователей 
в лице высшего руководства организации, а также руководителей и ответственных ис-
полнителей ее подразделений. 
В жизни каждой компании наступает момент, когда она перестает справляться с по-
током внутренней информации. Тогда появляется необходимость усовершенствовать 
существующие программные мощности и переходить на тиражное решение, позволяю-
щее объединить проектное управление, бухгалтерский и управленческий учет, а также 
минимизировать двойной ввод данных. Другие причины интереса к информационным 
системам управления со стороны строительных компаний - стремление к снижению се-
бестоимости строительства и повышение управляемости. При этом первыми автомати-
зируются обычно те участки, которые являются инициаторами всех организационных 
перемен, или же наиболее проблемные области управления. Для крупных компаний и 
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холдингов, располагающих собственными строительными мощностями, оборудованием, 
складами материалов и вспомогательными производствами, в какой-то момент встает 
задача управления ресурсами вообще. Управленческий учет в небольших и средних 
строительных компаниях часто ведется в программе собственной разработки на основе 
Excel или Access.  
Специфика бизнеса проектных организаций заставляет их внедрять системы про-
ектного планирования, включающие как построение будущих денежных потоков строи-
тельных проектов и план-графиков работ, так и функциональный контроль их реализа-
ции. Часто эти программы разрабатываются самостоятельно, для чего строительная 
фирма содержит штат программистов, или же заказываются на стороне - проверенной 
компьютерной компании. Стоимость таких разработок зачастую превышает стоимость 
внедрения аналогичных по функциям и нередко более рациональных серийных про-
грамм, но внедрять их строители не спешат: перспектива раскрыть тайны своего бизне-
са воспринимается отрицательно. При этом связь проектного управления с бухгалтер-
ской системой или не налаживается вовсе, или существует лишь частично. Поэтому 
большую часть информации приходится вносить дважды. Контроль исполнения проек-
тов в подобных случаях часто затруднен, так как проверить реальное завершение работ 
при помощи сверки данных проектной системы и бухучета достаточно сложно. Сегодня 
большинство белорусских строителей используют автоматизированные системы управ-
ления в тех областях своей деятельности, где без этого невозможно обойтись: в бухгал-
терском учете, сметных расчетах, проектировании. Это можно объяснить желанием ка-
чественно и быстро обеспечить безопасность функционирования предприятия: вовремя 
сдавать налоговую отчетность, вести учет затрат и доходов. Автоматизация касается не 
только бухгалтерии, но и производственных подразделений, занимающихся подготовкой 
сметной документации, выпуском ежемесячных отчетных документов: процентовок, на-
копительных ведомостей и других документов строительных организаций.  Часто при 
этом используется принцип "частичной" автоматизации, когда различные задачи реша-
ются разными системами, нередко никак не связанными между собой. Большинство не-
больших фирм используют программу "1C: Бухгалтерия" и, как дополнение, сметную 
программу. В интеграции систем пока нет необходимости, так как компания невелика и 
объем информации, которую приходится вносить в программу, также небольшой. Но при 
увеличении объёмов возникает необходимость в том, чтобы перевести бухгалтерию на 
специализированную систему для строителей.  
Наиболее популярен среди строителей учетный продукт "1C: Бухгалтерия" ведущего 
российского разработчика компании "1C" или его модификации, предназначенные спе-
циально для строительных организаций,-"1C: Подрядчик строительства" (разработчик 
"ИМПУЛЬС ИВЦ"), "ИКС: Строительство" (разработчик "ИКС Технологии"). Эти програм-
мы автоматизируют не только учет и отчетность, но и позволяют проводить плановый и 
финансовый анализ. Сметное планирование ведется в специализированных програм-
мах "Смета", WINABeRC, "Смета Плюс" (всего около 30 систем), большая часть которых 
разработана также фирмами-фран-чайзи "1C" и совместима с бухгалтерскими модулями 
этой системы. Есть отраслевые решения и в модуле управления капитальным строи-
тельством в известном и широко распространённом программном продукте "Галактика". 
Можно не говорить о целом ряде систем управления проектами, автоматизации проект-
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ных работ или о геоинформационных системах, предназначенных для решения терри-
ториально-распределенных задач. Так что все необходимые строительным компаниям 
программные продукты уже разработаны, и количество программ в целом соответствует 
спросу рынка. Бухгалтерская программа параллельно автоматизирует бухгалтерский и 
управленческий учет, и ее данные используются для контроля реализации проектов в 
системе проектного управления. Происходит параллельный ввод данных во все систе-
мы. Выбор того или иного варианта зависит от масштаба текущей или планируемой дея-
тельности фирмы и, разумеется, объема инвестиций, которые она готова вложить в ав-
томатизацию. Стоимость проекта автоматизации управления слагается из ряда состав-
ляющих, в том числе стоимости консалтинга на предварительных стадиях (обследова-
ние компании, реинжиниринг бизнес-процессов, постановка управленческого учета, 
бюджетирования, проектного управления), стоимости программного продукта, доработки 
и внедрения системы, а также ее последующего сопровождения.  Внедрение решения 
на базе Microsoft Business-Solution Axapta в крупном инвестиционно-строительном хол-
динге может обойтись в сумму от $200 тыс.  
Автоматизация на базе отечественных разработок, таких как "Галактика" или "1C: Пред-
приятия 8.0", стоит на порядок дешевле. Хотя многие строительные компании нельзя запо-
дозрить в нехватке средств, вкладывать их в автоматизацию они не торопятся. Это можно 
объяснить менталитетом многих руководителей. Распространено ошибочное мнение, что 
если компания приносит деньги при существующей системе учета и управления, то и в бу-
дущем такая ситуация сохранится. Другая распространенная ошибка, напротив, связана с 
желанием купить дорогую систему, которая "решит все проблемы". Первый этап автомати-
зации строительной компании должен включать именно оперативное управление и учет. И 
лишь когда выстроена система информационного обеспечения оперативной деятельности, 
стоит задумываться об автоматизации процессов решения стратегических задач: опреде-
ления стратегии инвестирования, управления маркетингом, инновационного развития и 
других сфер управления, требующих уже применения более интеллектуальных продуктов.  
 
ОПТИМИЗАЦИЯ МОДЕЛЕЙ КОМПЬЮТЕРНЫХ СЕТЕЙ 
С ПОМОЩЬЮ СЕТЕЙ МАССОВОГО ОБСЛУЖИВАНИЯ 
 
Кущ Д.Д., ГрГУ им. Я. Купалы, Гродно 
 
Компьютерные сети (КС), представляющие собой совокупность территориально рас-
средоточенных ЭВМ, терминалов и средств передачи данных, представляют ряд воз-
можностей как при сборе, хранении и распределении информации, так и при коллектив-
ном (распределенном) использовании ЭВМ. Объединение ряда мощных ЭВМ и уст-
ройств ввода-вывода в единую сеть позволяет осуществлять обмен информацией и про-
граммами между ЭВМ и пользователями сети, создавать доступные многим пользова-
телям распределенные банки данных, перераспределять (в случае необходимости) вы-
числительные мощности и т.д. [1]. 
Стохастический характер поступления данных и недетерминированная обработка их 
в каналах связи и узлах коммутации предопределяют использование моделей теории 
МО для анализа и проектирования КС. Однако следует отметить, что исследование КС в 
целом или отдельных протоколов (например, сквозных) с помощью простейших одно-
фазных или двухфазных моделей МО (концепция «черного ящика») позволяет дать 
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лишь некоторое качественное представление о характере протекания информационных 
процессов  в КС, так как не учитывает сложного взаимодействия устройств и процессов 
в КС. В то же время указанные процессы естественно отображаются в моделях сетей 
МО, которые нашли широкое применение для анализа КС. 
При применении теории сетей МО для анализа характеристик КС различные устрой-
ства и процессы обычно моделируются четырьмя типами центров обслуживания. В ча-
стности, процессоры узлов коммутации и хостов моделируются центрами типа FIFO или 
PS, а каналы передачи данных – однолинейными или многолинейными центрами FIFO. 
Для моделирования терминалов и учета задержек, обусловленных временем подтвер-
ждения об успешной доставке пакета или временем ожидания time-out, обычно исполь-
зуются центры типа IS. Это позволяет применить для расчета характеристик хорошо 
разработанные алгоритмы теории сетей МО. Сети МО являются инструментами, позво-
ляющими изучать и анализировать взаимодействие между компонентами сети. Под за-
явками при этом понимаются, например, команды или запросы, передаваемые в реаль-
ной КС от одной ЭВМ другой. Результаты этого анализа могут быть использованы для 
прогнозирования таких показателей эффективности как: уровень применения ресурсов, 
производительность, средняя длина очереди заявок, ожидающих обслуживание, сред-
нее время обслуживания и т.д. 
Введем некоторые понятия, допущения и условные обозначения для приближения 
реально существующих КС к их теоретическим моделям в виде СМО и сетей МО. 
1. Под СМО сети будем понимать некоторый узел КС, будь то некоторый компьютер 
(хост), маршрутизатор или простой терминал. 
2. В случае разнотипных заявок будем считать, что каждый узел строго «специали-
зирован» на определенной операции. Другими словами, некоторый тип заявки обслужи-
вается заданным образом, т.е. для него задан тип обслуживания с определенными па-
раметрами. Способ обслуживания характеризует сложность «обработки» данного типа 
заявки для некоторого узла сети. 
3. Мощность некоторого узла КС (без учета типа обслуживания) будем условно вы-
ражать в виде количества линий обслуживания nimi ,1, =  соответствующей СМО. Од-
нако заметим, что если в некоторой СМО количество линий после агрегирования мощ-
ности, например, в 2 раза больше числа линий обслуживания другой СМО, то реально 
это не означает, что 1-ая СМО в 2 раза производительнее 2-ой. 
4. Вероятности переходов заявок между СМО сети получаются путем анализа и на-
блюдения за реально функционирующей КС. Заметим, что матрица маршрутов 
icjspP = , где icjsp  - вероятность того, что заявка типа c после обслуживания в i-ой 
СМО перейдет на обслуживание в j-ую СМО как заявка типа s, учитывает топологию се-
ти и выбранный способ маршрутизации. 
5. Под типом заявки будем понимать некоторую спецификацию заявки. Другими сло-
вами каждая заявка в КС представляет некоторый запрос (в простейшем случае чтение-
запись), который отправляется одним узлом КС другому для ее дальнейшей обработки. 
6. Ограничения на память (буфер процессора), используемую узлами КС (длина 
очереди  в узлах сети МО) не учитываем и полагаем память бесконечной. 
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Опираясь на модели, можно прогнозировать поведение КС в разных ситуациях, ана-
лизировать ее поведение в критических ситуациях. Этот анализ дает возможность отве-
тить на вопрос: не является ли существующая система сдерживающим фактором произ-
водства, а также, каким образом можно изменить систему, чтобы она могла удовлетво-
рить предъявляемые к ней требования и на её функционирование уходило минималь-
ное количество ресурсо-часов. 
Рассмотрим сеть МО с разнотипными заявками. Введем некоторые обозначения. Пусть n 
- число систем обслуживания в сети, r – количество типов заявок, обслуживаемых в рассмат-
риваемой сети МО, icN  - среднее число заявок типа c в i-ой СМО, r,1c,n,1i == . Для вычис-
ления этих величин можно использовать рекуррентные по числу заявок или по моментам 
времени методы. Пусть ic  - затраты на содержание одной линии обслуживания в i-ой СМО, 
n,1i = . Обозначим icq  - потери при простое заявки типа c в очереди i-ой СМО, r,1c,n,1i == . 
Тогда целевую функцию для задачи оптимизации запишем следующим образом: 
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где icρ  - среднее число занятых линий заявками типа c в i-ой СМО.  
В качестве ограничений для задачи оптимизации (1) могут быть взяты прямые огра-
ничения вида  
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Последнее неравенство означает, что в i-ой СМО не может быть более ia  линий обслужи-
вания, ni ,1= . Тогда с учетом прямых ограничений (2) задача оптимизации запишется в виде: 
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При этом величины ),...,,( 21 nicic mmmNN =  имеют довольно громоздкий вид. Зада-
ча (3) являются задачей условной целочисленной оптимизации. Учитывая этот факт, а так-
же сложность целевой функции, для решения задачи применим метод полного перебора.  
 
Литература  
1. О. И. Авен, Н. Н. Гурин, Я. А. Коган. Оценка качества и оптимизации вычислительных 
систем. - Москва: Наука, 1982. – 464 с. 
 
ИСПОЛЬЗОВАНИЕ ГЕНЕТИЧЕСКОГО АЛГОРИТМА  
В МОДЕЛИРОВАНИИ УЧЕБНОГО ПЛАНА 
 
Левицкий А.А., ГрГУ, Гродно 
 
В настоящее время процесс составления учебных планов, основанный на опыте и 
интуиции работников высшей школы, нуждается в серьезном совершенствовании и на-
учном обосновании принимаемых решений. Это особенно актуально в условиях все воз-
растающих требований к подготовке специалистов, необходимости частого обновления 
учебных планов. 
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По сравнению со средней школой, где номенклатура предметов относительно стабиль-
на, в высшей школе вместе с появлением новых отраслей знаний возникают и новые спе-
циальные предметы. При составлении учебных планов ВУЗов довольно трудно располо-
жить дисциплины с результирующим максимальным эффектом. Так как время на непо-
средственную их апробацию в вузах весьма ограничено, то многие специалисты предлага-
ют изучать различные аспекты содержания образования, пользуясь методами моделиро-
вания. Попытки моделировать учебный процесс помогают учесть те широкие возможно-
сти, которые открывает применение технических средств переработки информации.  
При составлении учебного плана возможны ситуации, когда дисциплина А, сведении 
из которой нужны для изучения некоторой другой дисциплины В, к началу изучения дис-
циплины В еще не прочитана. Такая ситуация (назовем ее обратной связью между дис-
циплинами) затрудняет освоение программы студентами. Поставим задачу: располо-
жить дисциплины по семестрам таким образом, чтобы минимизировать число ситуаций 
непоследовательного расположения дисциплин (число обратных связей). При этом надо 
учитывать ограничения на бюджет времени в семестре, на количество дисциплин, изу-
чаемых в одном семестре, и другие ограничения. 
В работах [1,2,3] предложены некоторые модели, формализующие задачи оптимизации 
учебных планов в виде задач математического программирования (точнее, булевого). Для 
решения таких задач часто применяют методы полного или частичного перебора.  
В некоторых случаях при решении задач оптимизации, когда точный оптимум не 
требуется или поиск его сопряжен со слишком большими затратами, решением может 
считаться любое значение, которое лучше некоторой заданной величины. В этом случае 
генетические алгоритмы [4] - часто наиболее приемлемый метод для поиска "хороших" 
значений. 
Для решения задачи оптимизации задачи учебного плана в данной работе разрабо-
тан генетический алгоритм, который реализован с учетом специфики задачи на языке 
программирования C#.  
При разработке программного модуля данный метод адаптируется к условиям зада-
чи для уменьшения времени, затрачиваемого на вычисление оценок некорректных пла-
нов: фильтрующие ограничения проверяются уже на этапе генерации особи.   
Опишем реализованный алгоритм. 
Пусть план является особью, семестры - хромосомами, в каждой хромосоме есть 
набор генов, при этом каждый из генов соответствует отдельной дисциплине. Ген при-
нимает значение 0 или 1: если ген равен 0, то в данном семестре дисциплина не при-
сутствует, если 1 – присутствует. При этом учитывается, что одна и та же дисциплина 
может появиться только в одном семестре (модули дисциплин, читающиеся в несколь-
ких семестрах, считаются разными дисциплинами). 
В начале каждой эпохи случайным образом генерируется особь. Затем проводится 
оценка каждой особи по количеству обратных связей. Оценивать довольно просто с ис-
пользованием заданного в качестве начальной информации списка прямых связей. Ес-
ли при сравнении хромосом обратная связь появилась в соседних хромосомах, то пре-
дыдущее значение оценки увеличиваем на 1, если обратная связь тянется через одну 
хромосому - то на 2 т.д. Затем особь, которая имеет наименьшую оценку, переходит в 
следующую эпоху, худшая половина особей отсеивается, а оставшаяся мутирует – то 
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есть с некоторой вероятностью p  инвертирует гены в хромосоме. И так до тех пор, пока 
не останется лучшая особь. Эта особь будет являться планом с наименьшим числом 
обратных связей. 
Входными данными являются: список предметов и их длительность, количество се-
местров, количество часов в семестрах, список прямых связей между предметами. Вы-
ходные данные - план с наименьшей оценкой. 
Разработанный программный модуль позволяет ускорить процесс составления 
учебных планов вузов с оптимальной структурой и может применяться для составления 
учебных планов любых специальностей. 
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КОМПЬЮТЕРНЫЕ ПАКЕТЫ АНИМАЦИОННОЙ ГРАФИКИ ДЛЯ ВИЗУАЛИЗАЦИИ 
ЭЛЕКТРОМАГНИТНЫХ ПРОЦЕССОВ 
 
Лысюк С.С., Трофимович И.В., Новаш И.В., БНТУ, Минск 
 
Многие электротехнические дисциплины требуют от студентов мысленного пред-
ставления различных электромагнитных процессов. Такие понятия, как электрический 
ток, магнитный поток, вращающееся магнитное поле невозможно увидеть непосредст-
венно глазами или пощупать руками. Электромагнитные процессы описываются мате-
матическими формулами на основе физических законов. Представить эти процессы или 
визуализировать с помощью расчетных результатов, получаемых на основе их матема-
тических моделей, - это значит дать возможность студенту более глубоко и правильно 
понять физический смысл этих достаточно сложных физических явлений и процессов. 
Первые успешные попытки представления электромагнитных процессов были сде-
ланы в «докомпьютерную» эпоху создателями учебных фильмов по разделам электро-
техники. С помощью классической анимации (мультипликации) объяснялись принципы 
действия электрических машин, представлялись в динамике процессы в электрических и 
магнитных полях, на экране создавалась пространственная картина вращающегося маг-
нитного поля из совокупности пульсирующих магнитных полей трех отдельных обмоток. 
В настоящее время учебные фильмы того времени стали практически недоступны для 
учебного процесса в силу старения пленочных носителей и отсутствия соответствующей 
кинопроекционной аппаратуры. 
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Сегодня решить задачи визуализации сложных электромагнитных процессов можно на 
основе мультимедийных компьютерных технологий. Современный персональный компью-
тер с мультимедийным оборудованием и соответствующим программным обеспечением 
позволяет решать подобные задачи практически любой сложности. В данной работе прове-
дена первая попытка привлечь внимание студентов и преподавателей к этой проблеме, и 
выполнить компьютерную визуализацию вращающегося магнитного поля. 
Для решения задачи был проведен анализ компьютерных пакетов, с помощью кото-
рых принципиально возможно осуществлять анимацию результатов математических 
расчетов. Для реализации таких задач можно выделить следующие системы анимаци-
онной графики: 
- система динамического моделирования Simulink MathLab; 
- графический пакет Model Vision; 
- пакет пространственной графики 3D-Grapher; 
- математический пакет Visual Mathlab; 
- пакет для расчетов и визуализации физических процессов ELCUT. 
Из перечисленных программных средств хотелось бы особо выделить два послед-
них пакета, как наиболее простых в освоении, наименее ресурсоемких и, что немало-
важно, бесплатно распространяемых. 
В пакете 3D-Grapher вращающееся магнитное поле было представлено в упрощен-
ной структуре неподвижного цилиндра – статора и равномерно вращающегося цилиндра 
– ротора. Электромагнитное поле представлялось изменяющимися по длине векторами 
магнитной индукции неподвижных обмоток и суммарным вектором магнитной индукции, 
вращающимся в плоскости сечения статора. 
Задача визуализации также была решена с помощью расчетной программы на языке  
C++Builder. Разработанная программа представляет вращающееся магнитное поле в 
виде векторов индукции совместно с синхронизированными с ними графиками фазных 
токов. Значение амплитуд, частот и начальных фаз трехфазной системы токов можно 
изменять в выводимом на экран диалоговом окне.  
 
ПРИМЕНЕНИЕ ПРОСТРАНСТВЕННЫХ КОРРЕЛЯЦИОННЫХ ФУНКЦИЙ ПРИ 
РАЙОНИРОВАНИИ ТЕРРИТОРИИ БЕЛАРУСИ ПО ХАРАКТЕРУ КОЛЕБАНИЯ 
ГОДОВОГО СТОКА РЕК 
 
Парфомук С.И., БГТУ, Брест 
 
При нынешней густоте гидрометрической сети определение основных гидрологиче-
ских характеристик, как правило, осуществляется при отсутствии данных наблюдений. 
Поэтому выделение районов с генетически однородными условиями формирования сто-
ка представляет значительный интерес. Задача заключается в установлении районов с 
одинаковыми колебаниями во времени той или иной гидрологической величины. 
Поля гидрометрических характеристик являются изменчивыми, как в пространстве, так 
и во времени. Для описания связи между значениями поля в различных точках наиболее 
употребляемыми являются такие характеристики статистической структуры, как корреляци-
онные, ковариационные и спектральные функции. В настоящей работе предпочтение отда-
но корреляционным функциям как более точным и универсальным, отличающимся мень-
шей зависимостью от изменений географического и сезонного характера. 
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Любую гидрологическую характеристику, образующую поле, можно описать функцией 
пространственных координат и времени [1]. Если исходная точка M0(x0; y0; h0; t0), а любая 
текущая точка Mj(xj; yj; hj; tj),  то коэффициент корреляции для этих точек будет иметь вид: 
 ( ) ( ).;;;;;;;;0 0000 jjjj thyxthyxfjr =     (1) 
 
Для стационарных полей введем переменную 0tt j −=τ  и, считая начало координат 
в полюсе, введем новые координаты 0xxX j −= , 0yyY j −= , 0hhH j −= . Разно-
стью отметок точек для условий Беларуси, вследствие ее малой величины, можно пре-
небречь. Введя полярные координаты 22 YX +=ρ  и 





=
X
Y
arctgα , полученную 
пространственную корреляционную функцию (ПКФ) стационарного поля можно предста-
вить следующим образом: 
 ( ).;;;; 00 ταρyxfr =       (2) 
 
Для однородных стационарных полей ПКФ не зависит от координат полюса и не ме-
няется при параллельных его перемещениях, а зависит только от расстояния между 
точками, т. е. 
 ( ).; τρfr =         (3) 
 
Зафиксировав τ  и получив ПКФ как функцию ( )ρfr = , в поле координат ( )ρ,r  
строится зависимость парных коэффициентов корреляции годовых расходов воды от 
расстояний между центрами тяжести водосборов. Проверка нуль-гипотезы H0 об одно-
родности ПКФ осуществляется с помощью преобразования Фишера [2]: 
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rZ       (4) 
 
где r – парный коэффициент корреляции, n – количество лет наблюдений. 
Далее рассчитывается количество точек, попавших в диапазон Zσ± , Zσ2± , 
Zσ3± , где 3
1
−
=
n
Zσ , которое сопоставляется с теоретическими вероятностями для 
нормального закона распределения. Нуль-гипотеза не опровергается и ПКФ считается 
однородной, если эмпирические и теоретические вероятности оказываются близкими. В 
противном случае нулевая гипотеза опровергается, а исходное поле стока уменьшается. 
Исходными данными послужили годовые расходы воды по 82 речным створам за 
период инструментальных наблюдений. В первую очередь ПКФ была рассчитана по 
3321 парному коэффициенту корреляции, полученным по всем 82 градациям наблюде-
ний. Среднее число совместных лет наблюдений при расчете парных коэффициентов 
корреляции составляло не менее 20 лет. Оценка однородности ПКФ годового стока рек 
Беларуси показала, что рассматриваемая функция неоднородна. Далее исходное поле 
было разделено на более мелкие районы. Для территории Беларуси выделено четыре 
однородных района, как показано на рис. 1. 
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район № I 
 
район № II
 
район № III 
 
район № IV
 
Рис. 1. ПКФ годового стока однородных районов Беларуси (1 – эмпирические коэффициенты пар-
ной корреляции в диапазоне Zσ± ; 2 – эмпирические коэффициенты парной корреляции в диапазоне 
Zσ2± ; 3 – линия регрессии ( )ρfr = ) 
 
Районирование территории Беларуси в зависимости от характера многолетних коле-
баний годового речного стока приведено на рис. 2. 
 
Рис. 2. Однородные районы по многолетним колебаниям годового стока рек Беларуси 
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Выполнено районирование территории Беларуси по характеру годового колебания 
стока рек с применением аппарата пространственных корреляционных функций. Уста-
новленные различия в структуре многолетних колебаний годового стока рек Беларуси, а 
также в их пространственной скоррелированности целесообразно учитывать при совер-
шенствовании методов расчета и прогноза речного стока неизученных и слабо изучен-
ных рек Беларуси. 
 
Литература 
1. Казакевич Д.И. Основы теории случайных функций и ее применение в гидрометео-
рологии. – Л.: Гидрометеоиздат, 1977. – 320 с. 
2. Рождественский А.В., Чеботарев А.И. Статистические методы в гидрологии. – Л.: 
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ИЗМЕРЕНИЕ КОЭФФИЦИЕНТОВ УСИЛЕНИЯ 
 
Пивень М.В., Бладыко Ю.В., БНТУ, Минск 
 
В расчете электронных устройств необходимо определять коэффициенты усиления 
по току, напряжению и мощности. При исследовании усилителей это приходится выпол-
нять многократно. Наиболее простой и легко осваиваемой программой моделирования 
электронных схем является Electronics Workbench [1]. На рис. 1 показан усилительный 
каскад переменного тока на биполярном транзисторе с измерителем device2, разрабо-
танным с целью ускорения анализа. 
 
Рис. 1 
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На вход подцепи измерителя подаются входные и выходные напряжения и токи (рис. 2).  
 
 
Рис. 2 
 
При синусоидальном законе изменения  
 
uвх=Uвхm·sin(ωt+ψu1);  uвых=Uвыхm·sin(ωt+ψu2); 
iвх=Iвхm·sin(ωt+ψi1);   iвых=Iвыхm·sin(ωt+ψi2). 
 
(1) 
 
Благодаря имеющемуся в Electronics Workbench множительному устройству опреде-
ляются входная и выходная мощности. Мгновенные мощности равны  
 
pвх=uвх·iвх=Uвхm·Iвхm·[cos(ψu1-ψi1)-cos(2ωt+ψu1+ψi1)]/2; 
pвых=uвых·iвых=Uвыхm·Iвыхm·[cos(ψu2-ψi2)-cos(2ωt+ψu2+ψi2)]/2. 
 
(2) 
 
Результаты индицируются на табло подключаемых к выходам вольтметров. Причем 
последние должны работать в режиме постоянного тока, т.к. активные мощности опре-
деляются средними значениями  
 
Pвх=Uвхm·Iвхm·cos(ψu1-ψi1)/2; 
Pвых=Uвыхm·Iвыхm·cos(ψu2-ψi2)/2. 
 
(3) 
 
Делительные устройства позволяют определить коэффициенты усиления по току, 
напряжению и мощности 
вх
вых
i
i
k i = ; 
вх
вых
u
u
ku = ; 
вх
вых
p
p
kp = ,                (4) 
дающие при условиях  
 
ψu2-ψu1=±π·k,   ψi2-ψi1=±π·k,   k=0,1…n, (5) 
 
корректный результат 
 
вхm
выхm
I
I
k i = ; 
вхm
выхm
U
U
ku = ; 
вх
вых
P
P
kp = .             (6) 
 
Это возможно при синусоидальном законе изменения и активной нагрузке. 
В результате исследования получены результаты, совпадающие с расчетными. 
 
Литература  
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зе Electronics Workbench и MATLAB. – М.: СОЛОН-Пресс, 2004.- 800 с. 
Р
по
зи
т
ри
й Б
рГ
ТУ
                 Раздел IV. Современные информационные технологии в научных и прикладных 
                                                                             исследованиях  
100
РЕШЕНИЕ ЗАДАЧИ О НАЗНАЧЕНИИ МЕТОДОМ РЫЧАГА 
 
Прожерин И.Г., БГТУ, Брест 
 
Задача о назначении и транспортная задача относятся к разделу математического 
программирования исследования операций. Они получили в настоящее время широкое 
распространение в теоретических обработках и практическом применении на транспорте 
и в промышленности. 
Пусть задан двудольный граф G  с двумя долями A  и B , каждое ребро которого 
имеет какой-то вес. Тогда задача состоит в том, чтобы выбрать в нем максимальное па-
росочетание с минимальным суммарным весом входящих в него ребер. 
 
Рис.1. Граф для задачи о назначении 
 
Идея «венгерского метода» была высказана венгерским математиком Эгервари и со-
стоит в следующем. Достоинством венгерского метода является возможность оценивать 
близость результата каждой из итераций к оптимальному плану перевозок. Это позволяет 
контролировать процесс вычислений и прекратить его при достижении определенных точ-
ностных показателей. Данное свойство существенно для задач большой размерности.[1-3] 
При составлении плана перевозок с помощью решения транспортной задачи линейного 
программирования большое значение имеет время, затраченное на её реализацию. При-
менение метода двойного предпочтения и метода потенциалов для решения транспортной 
задачи с 10-15 поставщиками и 15-20 потребителями требует 4-5 часов непрерывных вы-
числений. Это происходит потому, что существующие методы составления первоначально-
го опорного плана позволяют получить план, далёкий от оптимального. Как показала прак-
тика, использование дельта-метода даёт возможность найти оптимальный план в 3-4 раза 
быстрее, причем, чем больше размеры таблицы, тем ощутимее разница во времени.[2-4] 
Рассмотрим алгоритм рычага для решения задачи о назначении. Пусть дана матри-
ца стоимостей работ. 
Таблица 1. Матрица стоимостей 
Cij 1 2 3 4 5 
1 5 3 7 2 1 
2 4 2 1 8 7 
3 1 1 4 1 4 
4 7 7 5 8 4 
5 4 2 4 6 1 
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Для построения начального базисного плана воспользуемся методом минимального 
элемента. Этот метод дает более близкое к оптимальному значению распределение на-
значений, поэтому число итераций решения можно существенно сократить. 
Расставим значения начального базисного плана по значениям стоимостей указан-
ных в табл.1., используя метод минимального элемента. 
Таблица 2. Начальный базисный план 
Xij 1 2 3 4 5 
1         1 
2     2     
3   3       
4       5   
5 4         
Примечание: в табл.2 каждая заполненная клетка, содержащая число большее нуля, 
показывает порядок расстановки элементов по методу минимального элемента, но на 
самом деле необходимо подразумевать распределение одной работы, т.е. что 



=
пустозначениетаблицевесли,0
0большезначениетаблицевесли,1
X ij . 
После построения начального базисного плана видно, что в каждой строке и в каж-
дом столбце будет находиться только лишь одна заполненная клетка. 
Алгоритм рычага имеет следующий вид: 
1. находим заполненную клетку с максимальным значением коэффициента стоимо-
сти ijc , как правило, это последний поставленный элемент; 
2. начинаем перемещать найденную заполненную клетку с координатами ),( ji  вниз 
или вверх по столбцу j  на строку, отличную от i , где значение коэффициента стоимо-
сти jic 1  меньше, чем первоначальное; 
3. соответственно значение заполненной клетки в строке 1i  со стоимостью 11 jic  пе-
ремещаем на строку i  с коэффициентом 1ijc , как показано в табл.3 
Таблица 3. 
Xij 1 2 3 4 5 
1       5   
2     2     
3   3       
4        1  
5 4         
4. Пересчитываем значение целевой функции с учетом изменения базисного плана, 
если значение целевой функции уменьшилось, то переходим к следующему столбцу, 
иначе перемещаем на другую строку, пока не пройдем с текущим элементом ),( ji  все 
строки в столбце j . 
5. Решение задачи заканчивается, если нет лучших вариантов для перемещения, 
иначе переходим к п.2. 
Легко заметить, что алгоритм можно выполнять не только сначала по столбцам, а 
потом по строкам, но и наоборот. 
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В общем случае при полном переборе всех возможных вариантов может быть 2)!(n . 
Доказательство. Имеется n  элементов плана, конкретный элемент может занять 
2
n  возможных положений. Воспользуемся известным правилом комбинаторики – прави-
лом произведения. Поэтому  
 
2
множителейn
2222 )!n()1)...3n)(2n)(1n(n)(1)...3n)(2n)(1n(n(1...)3n()2n()1n(n =−−−−−−=−−−
4444 34444 21
.   (1) 
 
Для оценки алгоритмов используем такие критерии: трудоемкость и объем памяти, 
характеристики которых представлены в табл.4. 
 
Таблица 4 Сравнительный анализ алгоритмов решения задачи о назначении 
Наименование алгоритма Трудоёмкость Память 
Венгерский алгоритм 3)2/(~ n  2~ n  
Дельта-метод )4/(~ 2n  2~ n  
Метод потенциалов )2(~ 2 nn +  2~ n  
Алгоритм рычага )4/)((~ 2 nn −  2~ n  
 
При оценке алгоритмов по взаимоисключающим критериям очевидным является то, 
что проигрывая в одном, можно выиграть в другом и наоборот. 
 
Литература  
1. Новиков Ф. А., Дискретная математика для программистов. - СПб.: Питер, 2000.–304 с.:ил. 
2. Кристофидес Н., "Теория графов. Алгоритмический подход". - М.: Мир, 1978. 
3. Пападимитриу Х., Стайглиц К. Комбинаторная оптимизация. Алгоритмы и сложность. - 
М.: Мир, 1985. 
4. Гэри М., Джонсон Д., "Вычислительные машины и труднорешаемые задачи" :пер. с 
англ. – М.:Мир, 1982. – 416 с; ил.  
 
НОВЫЙ МЕТОД ОПТИМИЗАЦИИ РАСХОДОВ НА УСЛУГИ МОБИЛЬНОЙ СВЯЗИ 
 
Родич М. Б., БГЭУ,  Минск 
 
На данный момент три оператора сотовой связи, работающие в стандартах GSM и 
cdma2000, предлагают в общей сложности 22 тарифных плана (ТП). Разобраться в том, 
какой из них (или их комбинация) самый выгодный, нелегко. Поэтому предпринимаются 
попытки помочь потребителю определиться с оптимальным для него тарифным планом. 
Однако всем им присущ анализ только частного случая: просчитываются расходы по ка-
ждому тарифному плану и выбирается тот, на котором расходы минимальны.  
Впервые предлагается решение данной задачи в общем случае. Графическая модель 
дает представление об изменении оптимального плана при изменении исходных парамет-
ров. При этом самих исходных параметров вводить не нужно, так как модель наглядно ото-
бражает все возможные их комбинации. В качестве таких исходных параметров берутся: 1) 
ежемесячная сумма расходов; 2) доля разговоров внутри сети в общей длительности раз-
говоров. В качестве дополнительных параметров учитывается соотношение между направ-
лениями трафика – на фиксированную сеть и на других сотовых операторов, а также доля 
звонков на «Любимый номер» в общей длительности разговоров внутри сети. Количество 
дополнительных параметров в модели, в принципе, не ограничено. 
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Суть предлагаемого подхода заключается в том, чтобы найти такие сочетания ис-
ходных параметров, при которых абонент платит одинаковую сумму в месяц, будучи 
подключенным на любом из двух конкурирующих тарифных планов. Например, для ТП 
«Оптима+10» и «Джинс-Классик» эти точки находятся по следующим условиям: 
 
10 10
10 ,
( ) % /100%.
Дж Дж
МТС др Дж МТС дрА Т МТС Т Др A Т МТС Т Др
МТС МТС Др МТС
+ +
+
 + ⋅ + ⋅ = + ⋅ + ⋅

= + ⋅
 
 
Откуда после равносильных преобразований находим: 
10 10
10 ( ) ( ),
%
.
100% %
Дж Дж
Дж МТС МТС ДР ДРА A МТС Т Т Др Т Т
МТС
МТС Др
МТС
+ +
+ − = ⋅ − + ⋅ −

= ⋅
−
 
Здесь: 
+10 – ТП «Оптима+10»; Дж – ТП «Джинс-Классик», А – абонентская плата; 
Тмтс – средневзвешенный тариф на исходящие внутрисетевые звонки; 
Тдр – средневзвешенный тариф на исходящие звонки за пределы сети; 
МТС – количество исходящих минут внутри сети; 
Др - количество исходящих минут за пределы сети. 
 
Данная простая система линейных уравнений с двумя неизвестными имеет беско-
нечное множество решений. Это множество можно представить в виде линии на графи-
ке. В экономике такие линии известны как кривые безразличия. Построив кривые без-
различия для каждой пары конкурирующих тарифов данного оператора, мы получим 
карту оптимальности. Вся карта разделится на зоны, в каждой из которых оптимален 
только один тарифный план из предлагаемых оператором. Для каждого оператора 
(МТС, VELCOM и Diallog) составляется отдельная карта оптимальности (рис. 1 – рис. 3). 
 
 
Рис. 1 Карта оптимальности тарифных планов МТС 
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Рис.2 Карта оптимальности тарифных планов VELCOM 
 
Рис. 3 Карта оптимальности тарифных планов Diallog 
 
Актуальной задачей является сравнение операторов GSM между собой. Точки на по-
граничной кривой (рис. 4) означают одинаковую стоимость услуг МТС и VELCOM.  Дан-
ный график предусматривает, что объем звонков на фиксированную сеть равен 0, но 
модель позволяет учесть и это направление при условии, что количество минут для него 
будет указываться отдельно как константа. 
Наконец, представляет интерес проблема оптимальности двойственного подключе-
ния, когда абонент одновременно обслуживается в двух сетях. Наиболее востребован 
случай для операторов МТС и VELCOM. Задача решается построением модели промежу-
точных выигрышей (проигрышей) в стоимости исходящего трафика на сеть каждого опе-
ратора. Сравнив промежуточные выигрыши получим итоговый выигрыш. Вывод заключа-
ется в том, что при трафике на VELCOM до 213 мин. выигрыш от подключения к сети 
VELCOM незначителен, отсутствует или даже наблюдается проигрыш. Так что двойствен-
ное подключение (МТС и VELCOM) имеет смысл только при трафике на VELCOM свыше 
213 мин. в месяц. 
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Рис. 4 Выбор между МТС и VELCOM 
 
Несколько слов о недостатках модели. Учитывается распределение звонков по на-
правлениям, но не учитываются различия в интервалах тарификации (частично компен-
сируется за счет различной продолжительности разговоров) и времени совершения 
звонков. Исправление этих недостатков потребует введения двух дополнительных ис-
ходных параметров: распределение количества исходящих звонков по длительности со-
единения (или средняя длительность исходящего соединения) и распределение дли-
тельности исходящих звонков по времени их совершения (рабочее время, нерабочее 
время, ночь).  
Сегодня аналогов подобной модели не существует. Визуализация процесса оптими-
зации для общего случая выгодно отличает модель от имеющихся калькуляторов тари-
фов, не дающих наглядного представления о влиянии исходных параметров на резуль-
тат оптимизации. 
 
К ВОПРОСУ ОБ АВТОМАТИЗАЦИИ РАСЧЕТОВ МАТЕРИАЛЬНО-ЭНЕРГЕТИЧЕСКИХ 
ПОТОКОВ СИСТЕМ ПРОИЗВОДСТВА ШТУЧНЫХ СТРОИТЕЛЬНЫХ МАТЕРИАЛОВ В 
КУРСОВОМ  И ДИПЛОМНОМ ПРОЕКТИРОВАНИИ 
 
Сидоренко Ю.В., Самарский государственный архитектурно-строительный  
университет, Самара, Россия 
 
В системном плане строительно-технологическая производственная  система (СТПС): 
 может быть разделена на подсистемы, которые, в свою очередь, подразделяются  
на  подсистемы  более  низкого уровня иерархии; 
 взаимодействует с внешней средой через входные, выходные, управляющие па-
раметры; 
 имеет совокупность целевых функций (как для всей системы в целом, так и для 
отдельных ее подсистем). 
Сложность изучения СТПС связана с многообразием параметров и сложностью их 
взаимодействия, работой отдельных агрегатов в различных режимах, наличием в сис-
теме обратных связей; материальные потоки в системе являются многокомпонентными 
и представляют собой сложные гетерогенные процессы, в которых происходят химиче-
ские реакции, фазовые переходы и т.п.  Кроме того,  сказывается  влияние  возмущений,  
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как  на входные  параметры (например, изменение параметров сырья (массовый расход, 
концентрация, влажность, дисперсный состав) и энергоносителей (давление и темпера-
тура пара, напряжение и частота тока и т.д.)), так и  внутренние (отказ оборудования от 
эксплуатации и др.). Функционирование подобных СТПС осуществляется в узком диапа-
зоне изменения ряда технологических параметров по химическому составу, влажности, 
температуре, соотношению компонентов. 
В условиях рыночной экономики переход от планирования изготовления партии из-
делий к их производству под определенный заказ требует гибкости производства, быст-
рой переналадки под разнообразный ассортимент продукции, что еще больше усложня-
ет структуру СТПС. 
В структурном плане в СТПС можно выделить: 
 основное производство, которому соответствуют материальные и энергетические 
потоки по выпуску  продукции строительного назначения; 
 вспомогательное производство (т.е. инженерные сети), которому соответствуют 
материальные и энергетические потоки, способствующие решению основной задачи 
(например, гидравлические, тепловые и др. схемы). Потокораспределение описывается 
совокупностью нелинейных алгебраических уравнений на основе первого и второго за-
конов Кирхгоффа и реализуется итерационными методами; 
 металлообрабатывающее производство, где движение полуфабрикатов по операциям 
осуществляется в соответствии с маршрутными технологиями на основе комплектовочных 
ведомостей, удельных расходов сырья, материалов, комплектующих, энергоносителей, тру-
довых ресурсов, оборудования. Описание подобных процессов возможно с помощью  внут-
ризаводского оперативного планирования в виде таблиц и циклограмм, матричных методов, 
методов сетевого планирования и управления (СПУ) и имитационных моделей. Информаци-
онная поддержка осуществляется пакетами TimeLine, Microsoft Projekt и др. 
Материальным и энергетическим потокам СТПС соответствуют информационные пото-
ки. В соответствии с регламентированностью стадий разработки первоначальный синтез 
схемы СТПС производится на стадии эскизного проектирования в следующем порядке: 
 выбор схемы производства, режима работы предприятия; 
 подбор состава смеси (на 1м3) и его экспериментальная проверка; 
 расчет потребности предприятия в сырьевых ресурсах для выполнения програм-
мы выпуска (с учетом потерь на технологических переделах); 
 выбор основного технологического оборудования и его количества, руководству-
ясь каталогами оборудования, соображениями надежности; технико-экономическая про-
работка альтернативных вариантов; 
 формирование структурной схемы технологического процесса; 
 расчет потребных энергетических ресурсов (электроэнергия, пар, сжатый воздух и т.д.)  
Создание СТПС осуществляется последовательно, на основе анализа и синтеза. Пове-
рочный расчет предполагает выполнение материальных и энергетических расчетов на ос-
нове балансовых уравнений, основываясь на определенной схеме и конструктивных пара-
метрах. Если в проектировочном расчете осуществляется выбор одного из решений из 
множества допустимых, то при поверочном расчете система уравнений замкнута, получа-
ется одно решение. Вышеприведенные расчеты выполняются в предположении, что СТПС 
работает в квазинепрерывном режиме. В действительности СТПС функционирует в дис-
кретно-непрерывном режиме. Так, например, гасильный реактор, прессовое оборудование 
работают в непрерывном режиме, а  автоклав - в периодическом.  
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Расчет материальных и энергетических потоков для стационарного режима является 
ключевым элементом в проектировании предприятий по выпуску штучных строительных 
изделий и производится после синтеза технологической схемы. Особенностью синтеза  
СТПС является тот факт, что большинство операторов в схеме действуют в периодиче-
ском режиме, причем один из блоков является лимитирующим. Увязка работы всех бло-
ков, т.е. их работа в квазинепрерывном режиме, производится за счет введения в схему 
промежуточных бункеров, параллельных ветвей и т.д. Особенностью схемы также явля-
ется наличие замкнутых обратных контуров, введение которых обычно связано с повы-
шением КПД системы  и экологической безопасности проекта (однако подобные  конту-
ры приводят к возникновению замкнутых подсистем алгебраических уравнений, которые 
приходится решать итерационными способами).  
При проектировании СТПС студенты часто испытывают затруднения в разработке 
алгоритма расчета. Причинами здесь могут быть: 
 неправильная постановка задачи для установления подмножества  свободных, 
расчетных, регламентированных параметров, в результате этого получается несовмес-
тимая система уравнений; 
 наличие в схеме расчета замкнутых подсистем, для решения которых необходи-
мо применение численных методов; 
 неправильный выбор для расчета типов материальных балансовых соотношений. 
Каждый вид СТПС требует задания подмножества ограничений на материальные и 
энергетические потоки и, следовательно, своего индивидуального расчета. Автоматиза-
ция расчета материально-энергетических потоков является важным компонентом проек-
тирования, однако при этом необходимо не только  формализовать схему, но и предло-
жить типовые подходы к ее реализации. Так, в основе математического описания по-
добных систем используются  матрично-топологические  методы. Матричные методы  
расчета  предлагают  лишь “работоспособное” решение, но не оптимальное. Однако они 
имеют и ряд преимуществ: 
 такие модели позволяют, формализуя процесс расчета материальных и тепло-
вых потоков,  внедрить средства автоматизации вычислений;  
 позволяют быстро проанализировать систему при различных граничных услови-
ях и получить ответ на вопрос: “А что, если…”; особенно это важно для производств с 
изменяющейся загрузкой;  
 возможно построить систему ежедневного контроля и корректировки технологи-
ческих потоков, учета продукции, сырьевых и др. потерь; 
 являются необходимым элементом к формированию оптимизационных моделей; 
 в совокупности с информационными и финансовыми потоками позволяют разра-
ботать модель управления СТПС. 
В промышленности для расчета технологических потоков используются такие паке-
ты, как Trace Mode, Sigmafile, DATACON, Production Balance и др. Однако их  адаптация  
для решения задач в области строительных технологий и связанные с этим большие 
временные затраты, значительная стоимость затрудняют широкое внедрение этих паке-
тов в разделы курсового и дипломного проектирования для студентов строительных ву-
зов. Наш опыт показывает, что в учебном процессе для этих целей могут быть исполь-
зованы общие пакеты типа электронной таблицы  Microsoft Excel и математического па-
кета MathCAD, тем более, что эти пакеты студенты осваивают при изучении курса ком-
пьютерных и информационных технологий.  
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ЦИФРОВОЙ АДАПТИВНЫЙ ФАЗОВЫЙ КОРРЕКТОР ДИНАМИЧЕСКИХ 
ХАРАКТЕРИСТИК СИСТЕМ АВТОМАТИЧЕСКОГО РЕГУЛИРОВАНИЯ 
 
Скороспешкин М.В., Томский политехнический университет, Томск, Россия 
 
В настоящее время реализация систем автоматического регулирования в большин-
стве случаев осуществляется на базе промышленных микропроцессорных контролле-
ров, что, несомненно, позволяет осуществлять регулирование не только по П, ПИ, ПИД-
законам, но и по более сложным в том числе и адаптивным. Адаптивные системы 
управления, построенные на базе П, ПИ, ПИД-регуляторов [1,2], обеспечивают устойчи-
вую работу систем регулирования и заданное качество в условиях нестационарности, в 
определенных пределах изменения свойств объекта управления. 
В настоящей работе предлагается реализация адаптивной системы на базе цифро-
вого ПИД-регулятора и последовательного фазового корректора динамических характе-
ристик. Используемый корректор представляет собой псевдолинейное корректирующее 
устройство, осуществляющее изменение фазового сдвига канала формирования управ-
ляющего воздействия при возникновении колебаний.  
Структура системы автоматического регулирования с цифровым адаптивным кор-
ректором представлена на рисунке 1. 
 
G Y
АК ПИД ОУ
E E3 U
 
Рисунок 1. - Структурная схема системы автоматического регулирования с 
адаптивным корректором 
На рисунке 1 использованы следующие обозначения: АК-цифровой адаптивный коррек-
тор, ПИД-пропорционально-интегро-дифференциальный регулятор, ОУ-объект управления.  
На рисунке 2 представлена структурная схема адаптивного корректора. 
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                Рисунок 2. -  Структурная схема адаптивного корректора 
На рисунке 2 использованы следующие обозначения: Sign - блок определения знака, 
W(z)-дискретная передаточная функция динамического звена, Mод-блок выделения модуля, 
БУ-блок умножения, БАА-блок анализа амплитуды ошибки САР, БКФ-блок коррекции фазы.  
Адаптивный корректор  выполнен на базе интегро-дифференцирующего звена с дис-
кретной передаточной функцией: 
 
                                           
1-
1-
zcd
zbaW(z)
⋅+
⋅+
= ,                                                      (1) 
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где  а - параметр настройки корректора, b,c,d – коэффициенты, определяемые постоян-
ной времени интегрирования и тактом управления по формулам: 
 
       
a1
a11b
+
−
+= ,           d1
d11c
+
−
+= ,     
0T
T22d ⋅= ,                             (2) 
 
где   0T  - Такт управления. 
Дискретная передаточная функция (1) соответствует интегро-дифференцирующему  зве-
ну первого порядка, передаточная функция которого в непрерывном варианте имеет вид: 
 
 
                                             1pT2
1pT1W(p)
+⋅
+⋅
= .                                                             (3) 
 Параметр настройки определяется по формуле: 
                       
                                                     
T2
T12
a
⋅
= .                                                               (4) 
 
Данный корректор осуществляет фазовый сдвиг, величина которого зависит от зна-
чения  постоянной времени Т1.  Входной сигнал, разветвляясь проходит по трем кана-
лам. По верхнему каналу проходит абсолютное значение ошибки, средний канал состоит 
из интегро-дифференцирующего звена, блока определения знака (блока сигнатуры), и 
блока выделения модуля. Нижний канал обеспечивает подстройку постоянной времени 
дифференцирования в интегро-дифференцирующем звене. Сигнал на выходе корректо-
ра равен произведению выходных сигналов верхнего  и среднего каналов. 
При возникновении в САР колебаний регулируемой величины, а следовательно и 
ошибки, автоматически в корректоре происходит увеличение постоянной времени диф-
ференцирования. Другими словами, происходит подавление колебаний регулируемой 
величины путем изменения фазы. 
На рисунке 3 представлены кривые, характеризующие реакцию САР объектом вто-
рого порядка на ступенчатое задающее воздействие. Передаточная функция объекта 
управления имеет вид: 
                                     
10p2.52p10
10W(p)
+⋅+⋅
=  .                                             (5) 
Данные кривые соответствуют следующим настройкам ПИД-регулятора: 
Кп = 5,  Ти = 0,1 с.,  Тд = 0,01 с., верхняя кривая соответствует САР с ПИД-регулятором, 
а нижняя – САР с ПИД-регулятором и описанным выше корректором с подстройкой по-
стоянной времени дифференцирования. 
Результаты исследования САР с фазовым корректором, проведенные в среде 
MATLAB показали, что существенное  улучшение качества переходных процессов в САР 
нестационарными объектами возможно путем изменения фазы, в зависимости от ам-
плитуды колебаний ошибки. 
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Рисунок 3. -  Реакция САР на ступенчатое задающее воздействие 
 
Такие системы целесообразно применять как при регулировании параметров неста-
ционарных объектов, так и  при регулировании параметров объектов, на которые посту-
пают возмущения, приводящие к возникновению в САР колебаний регулируемой вели-
чины с амплитудой, превышающей допустимую.  
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УСЛОВНЫЕ РАСПРЕДЕЛЕНИЯ БИГРАММ ВЫХОДНЫХ ПОСЛЕДОВАТЕЛЬНОСТЕЙ 
ОДНОГО КЛАССА АВТОМАТОВ МУРА 
 
Храмова Е.В., БГУ, Минск 
 
Рассмотрим класс автоматов Мура, определяемый каноническими уравнениями: 
)),(()1(
ntxtStS +=+ ϕ , )),(()( tSfty =  K,2,1,0=t , где ))(,),(),(()( 110 tStStStS n−= K  
 состояние автомата, 
ntx +   элемент входной последовательности автомата, 
{ } { } { }nn 1,01,01,0: →×ϕ   функция переходов, { } { }1,01,0: →nf   функция выходов, 
)(ty   элемент выходной последовательности автомата.  
Функция переходов состояний )),((
ntxtS +ϕ , 0≥t , имеет вид: 
),),(,),(()),(())1(,),1(()1( 1110 ntnntn xtStSxtStStStS +−+− ==++=+ KK ϕ  где ),,()0( 10 −= nxxS K . 
Функция выходов ))(( tSf , 0≥t , имеет вид: 
).,,())(,),(())(()( 110 −+− === nttn xxftStSftSfty KK  
В работах [1] и [2] в предположении, что входы tx   независимые случайные вели-
чины с распределением вероятностей { } pxP t ==1 , { } pxP t −== 10 , 0≥t , а выходы 
)(ty  имеют распределение { }ytxftyPp ty === ))(()( , { }1,0∈y , были рассмотрены 
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задачи нахождения условных вероятностей { }ktxytxftyPkp ty ==== ))((|))(()()( ω , 
{ }ktxyytytyPkp tt
yy
==+=+ ))('(|),())1(),(()( 101, 1
,
0 ω , где ))(( txω , ))('( txω   число 
единиц в векторах ),,()( 1−+= ntt xxtx K  и ),,()(' ntt xxtx += K , соответственно. 
Отметим, что данные задачи были решены для вектора )(tx  произвольной длины. 
В данной статье найдены условные распределения биграмм выходной последова-
тельности рассматриваемого автомата в предположении, что входы tx , 0≥t , незави-
симые в совокупности случайные величины со следующими распределениями вероят-
ностей: { } tt pxP ==1 , { } tt pxP −== 10 , 10 << tp . 
Полученные соотношения для условных распределений биграмм имеют экспонен-
циальную вычислительную сложность относительно длины n  вектора )(tx  и примени-
мы на практике для небольших значений n . 
Найдем значения условных вероятностей )(1, 1
,
0 kp
tt
yy
+ : 
 { }
.1,0),,,()(),,,()('
,))('(|),())1(),(()(
1
101,
1
,
0
==+=
==+=
−++++
+
jxxfjtyxxtx
ktxyytytyPkp
jntjtntt
tt
yy
KK
ω
                (1) 
 
Вычислим сначала значения вспомогательных условных вероятностей )(1,1,1 kp tt + , 
)(1 kp t , )(11 kp t+ .  
Пусть функция )(xf  задана таблично, т.е. для ),,()( 1−+=∀ ntt xxtx K  
∑
−
=
+
−−
−++++
−+−−+
== 1
0
121
02122121
),,(
n
j
jtxjnnt
xtx
n
tx
nntt ssxxf KK , { }1,0∈ls , 12,0 −= nl .  
Тогда условная вероятность )(1,1,1 kp tt +  имеет вид: 
 
{ }
{ }
{ }
.
)(
)(
))('(|1),,(),,()(
1,0,,
1,0,,
1
0
1
12
1
0
12
11
1,
1,1
∑ ∏
∑ ∏
=
+
=
∈+
+
=
=
+
=
∈+
+
=
−
=
++
−−
−
=
+
−−
++−+
+
∑
∑
∑∑ 









=
====
k
nt
tj
li
ntiti
nt
tl
ll
k
nt
tl
li
ntiti
nt
tl
lln
l
ltx
ln
n
l
ltx
ln
nttntt
tt
ip
ipss
ktxxxfxxfPkp
K
K
KK ω
                 (2) 
Формулы для условных вероятностей )(1 kp t , )(11 kp t+  можно получить из формулы (2),  
заменяя произведение   на   и       , соответ-
ственно.  
Чтобы найти значения условных вероятностей )(1, 1
,
0 kp
tt
yy
+ , при условии, что 
)1,1(),( 10 ≠yy , воспользуемся следующими равенствами: 
)()()( 1, 1,11, 0,11 kpkpkp ttttt ++ +=
, 
)()()( 1,1,11, 1,011 kpkpkp ttttt +++ += . 
Таким образом, мы доказали следующую теорему. 
∑∑
−
=
++
−−
−
=
+
−−
1n
0l
1lt
1ln
1n
0l
lt
1ln x2x2
ss
∑
−
=
+
−−
1n
0l
lt
1ln x2
s
∑
−
=
++
−−
1n
0l
1lt
1ln x2
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Теорема. Пусть входная последовательность { }tx  удовлетворяет условиям 1), 2), 
тогда условные вероятности биграмм )(1, 1
,
0 kp
tt
yy
+  (1) определяются следующим образом: 
 
),()()(1)(
),()()(),()()(
1,
1,1
1
11
1,
0,0
1,
1,1
1
1
1,
1,0
1,
1,11
1,
0,1
kpkpkpkp
kpkpkpkpkpkp
tttttt
tttttttttt
+++
+++++
+−−=
−=−=
                    (3) 
 
где )(1,1,1 kp tt + , )(1 kp t , )(11 kp t+  определяются с помощью формулы (2). 
В случае, когда ppt = , 1≥t , из (3) следуют результаты, полученные в работе [2]. 
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РАЗРЕЗАНИЕ ГРАФА ФОРМИРОВАНИЕМ ЛОКАЛЬНЫХ МАКСИМУМОВ 
 
Шандриков А.С., Витебский государственный политехнический техникум, Витебск 
 
 
На этапе конструкторского проектирования радиоэлектронных средств (РЭС) реша-
ются вопросы, связанные с компоновкой элементов логической схемы в модули, моду-
лей  в ячейки, ячеек в панели и т. д. Эти задачи в общем случае тесно связаны между 
собой, и их правильное решение позволяет значительно сократить трудоемкость данно-
го этапа в системах автоматизированного проектирования (САПР). 
Компоновка принципиальной электрической схемы РЭС на конструктивно закончен-
ные части представляет собой распределение элементов низшего конструктивного 
уровня в  высший в соответствии с выбранным критерием. Основным для компоновки 
является критерий электромагнитотепловой совместимости элементов низшего уровня, 
что накладывает определённые технологические ограничения на процесс компоновки [1]. 
На обозначенную таким образом область допустимых разбиений схемы формулируются 
другие критерии, основным из которых является минимум соединений между устройствами, 
так как внешние соединения между частями схем являются одним из важнейших факторов, 
определяющих надежность РЭС. Выполнение этого критерия обеспечивает минимиза-
цию взаимных наводок, упрощение конструкции, повышение надежности и т. д. 
Для построения формальной математической модели c целью решения задач ком-
поновки используют граф вида G = (X, U). Множество вершин X графа G интерпретирует 
радиоэлектронные компоненты (РЭК), а множество рёбер U – связи между ними в соот-
ветствии с принципиальной электрической схемой. Это позволяет свести процесс ком-
поновки к разрезанию графа G на требуемое количество кусков с заданным количеством 
вершин в каждом из них.  
Известные алгоритмы разрезания графов можно условно разбить на пять групп [2]: 
1) алгоритмы, использующие методы целочисленного программирования; 
2) последовательные алгоритмы; 
3) итерационные алгоритмы; 
4) смешанные алгоритмы. 
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Алгоритмы первой группы позволяют получить точное решение задачи, однако для 
современных РЭС реальной сложности фактически не могут быть реализованы на ЭВМ. 
В последнее время наибольшее распространение получили приближенные алгоритмы 
компоновки – последовательные, итерационные, смешанные, позволяющие получить 
приемлемые с практической точки зрения результаты. Среди них наименьшей трудоём-
костью и минимальными затратами  характеризуются последовательные алгоритмы. 
Основным недостатком последовательных алгоритмов является неспособность нахо-
дить глобальный минимум количества внешних связей (за исключением алгоритма [3]). 
Объясняется это тем, что для автоматизации компоновки граф представляют матрицей 
смежности и формирование кусков осуществляется жёстко в заданном порядке. Из-за это-
го результат разрезания графа находится в прямой зависимости от начального чередова-
ния строк и столбцов матрицы смежности, выбора начальной вершины  формируемого 
куска и выбора последующих вершин с равными оценочными характеристиками и др.  
В данной работе рассматривается последователь-
ный метод разрезания графа, основанный на формиро-
вании локальных максимумов. Практическую реализа-
цию данного метода рассмотрим на примере. На рис. 1 
представлен граф G = (X, U), который требуется разре-
зать на три куска G1, G2 и  G3, содержащих 3, 4 и 5 вер-
шин соответственно. 
Решение данной задачи осуществляется в следую-
щей последовательности. 
1. Построить матрицу смежности и определить локальную степень каждой вершины. 
Значения локальных степеней вершин графа приведены в дополнительном столбце ρ(xi) 
матрицы смежности 
 
 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 ρ(xi) 
x1 0 0 0 0 0 0 2 0 2 0 1 0 5 
x2 0 0 0 0 0 0 0 0 0 1 0 1 2 
x3 0 0 0 1 2 0 0 1 1 0 0 0 5 
x4 0 0 1 0 0 1 0 2 1 0 0 0 5 
x5 0 0 2 0 0 0 2 1 0 0 1 0 6 
  R = x6 0 0 0 1 0 0 0 1 0 0 0 0 2   (1)
x7 2 0 0 0 2 0 0 0 1 1 0 0 6 
x8 0 0 1 2 1 1 0 0 0 0 0 1 6 
x9 2 0 1 1 0 0 1 0 0 0 0 0 5 
x10 0 1 0 0 0 0 1 0 0 0 0 1 3 
x11 1 0 0 0 1 0 0 0 0 0 0 3 5 
x12 0 1 0 0 0 0 0 1 0 1 3 0 6 
 
2. Выбрать вершину xi с максимальной локальной степенью и построить множество Гxi, 
содержащее вершину xi и все смежные ей вершины. Если вершин, удовлетворяющих ука-
занному критерию несколько, то множества Гxi, Гxj, …, Гxk строятся для каждой из них. В 
матрице смежности (1) максимальное значение ρ(xi) = 6 имеют вершины x5, x7, x8, и x12. 
 
 
Рис. 1 
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3. Построить множества Гx5, Гx7, Гx8, и Гx12: 
 
Гx5 = {x5, x3, x7, x8, x11}; Гx7 = {x7, x1, x5, x9, x10}; Гx8 = {x8, x3, x4, x5, x6, x12}; 
Гx12 = {x12, x2, x8, x10, x11}. 
 
4. Определить мощность каждого полученного множества и проверить условие | Гxi| = nk, 
где nk – количество вершин, заданное для одного из формируемых кусков. Данному ус-
ловию соответствуют множества Гx5, Гx7 и Гx12, содержащие по пять вершин, что соот-
ветствует количеству, заданному для куска G3. Для выявления локального максимума в 
кусок G3 следует назначить множество с максимальным количеством внутренних связей. 
Этому условию удовлетворяет множество Гx7 и, следовательно, кусок G3 = (X3, U3) счи-
тается сформированным: X3 = {x1, x5, x7, x9, x10}. 
5. Удалить из матрицы смежности (1) строки и столбцы, соответствующие вершинам, 
вошедшим в сформированный кусок G3. Получим: 
 
 x2 x3 x4 x6 x8 x11 x12 ρ(xi) 
x2 0 0 0 0 0 0 1 1 
x3 0 0 1 0 1 0 0 2 
x4 0 1 0 1 2 0 0 4 
  
R1  =  
x6 0 0 1 0 1 0 0 2   (2) 
x8 0 1 2 1 0 0 1 5 
x11 0 0 0 0 0 0 3 3 
x12 1 0 0 0 1 3 0 5 
 
6. Две вершины – x8 и x12 – имеют максимальную локальную степень. Построить 
множества Гx8 и Гx12: 
 
Гx8 = {x8, x3, x4, x6, x12};     Гx12 = {x12, x2, x8, x11}. 
 
 
7. Множества Гx8 и Гx12 оказались пересекающимися: C = Гx8 ∩ Гx12 = {x8, x12}. В сложив-
шейся ситуации применительно к рассматриваемому примеру следует из множества Гx8 уда-
лить вершину x8, а из множества Гx12 – вершину x12, либо наоборот, из множества Гx8 удалить 
вершину x12, а из множества Гx12 – вершину x8. При удалении из множества Гx8 вершины x8 
количество внутренних связей будет равно 1, 
а при удалении вершины x12 – 5. При удале-
нии из множества Гx12 вершины x8 количество 
внутренних связей будет равно 4, а при уда-
лении вершины x12 – 1. Проведённый анализ 
показал, что для формирования локальных 
максимумов необходимо удалить из множе-
ства Гx12 вершину x8. В результате получим: 
X2 = {x3, x4, x6, x8}, X3 = {x2, x11, x12}. Графи-
ческая иллюстрация полученного разреза-
ния представлена на рис. 2.  
Количество внешних связей равно 9. Для 
сравнения: при разрезании данного графа 
традиционным последовательным методом количество внешних связей составило 13.  
 
Рис. 2 
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Формирование локальных максимумов в сочетании с промежуточными анализами хорошо 
поддаётся алгоритмизации, что обеспечивает автоматизацию процесса компоновки РЭС за 
счёт использования электронно-вычислительных средств. 
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СТАТИСТИЧЕСКОЕ ОЦЕНИВАНИЕ ПАРАМЕТРОВ MTD-МОДЕЛИ  
ВРЕМЕННЫХ РЯДОВ 
 
Ярмола А.Н., БГУ, Минск 
 
1. Введение. В математической статистике часто приходится иметь дело с дискретны-
ми данными, поэтому актуальной является проблема разработки и исследования вероятно-
стных моделей, которые позволяют адекватно описывать дискретные наблюдения, в част-
ности, моделей дискретных временных рядов (ДВР). Модели дискретных временных рядов 
используются в генетике [1], экономике [2], защите информации [3] и других приложениях. 
Одной из удобных моделей является модель цепи Маркова с дискретным временем. Одна-
ко, поскольку число параметров цепи Маркова с ростом ее порядка растет экспоненциаль-
но, то использование на практике цепей Маркова высокого порядка становится малоэффек-
тивным. Для преодоления этого недостатка был разработан и исследован ряд “малопара-
метрических” моделей дискретных временных рядов с “длинной памятью” [4-8]. Большинст-
во работ, в которых рассматриваются “малопараметрические” модели ДВР, посвящены в 
основном практическому применению этих моделей. В данном докладе для одной из таких 
широко применяемых моделей – MTD-модели [2,4,8] – исследуются вероятностные свойст-
ва, а также предлагается метод статистического оценивания параметров. 
2. Вероятностные свойства MTD-модели. Пусть {xt ∈ A: t ∈ N} – однородная цепь Мар-
кова (ОЦМ) s-ого порядка, 1≤ s<+∞, c пространством состояний A={0,…,N-1}. Предложенная 
А. Рафтери [4] MTD-модель, задает специальный вид матрицы вероятностей переходов P: 
P= P(λ,Q), ∑
−
=
λ=
1
0
0
s
j
iij,i,i sjs qp K ,                            (1) 
 
где i0,…,is ∈ A, Q=(qik) – некоторая стохастическая (N×N)-матрица; λ=(λ0,…,λs-1) – неко-
торый s-вектор вероятностей, λ0>0, λj≥0, j=1,…,s-1, λ0+…+λs-1=1. Важным обобщением 
MTD-модели является MTDg-модель, в которой для каждого из s прошлых моментов 
времени используется “своя” матрица вероятностей переходов [8]: 
∑
−
=
λ=
1
0
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0
s
j
j
j,i,i
sijis
qp K ,                      (2) 
 
где )( )()( jikj qQ =  – стохастическая (N×N)-матрица, соответствующая лагу j.  
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Лемма 1. Если (N×N)-матрица Q(0) – эргодическая, то ОЦМ MTDg-модели эргодическая. 
Теорема 1. Если {xt} – временной ряд, соответствующий MTDg-модели, то его 
одномерные распределения {pi(t)} связаны линейным соотношением: 
 
,)Q( )jst(
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0j
)j(
j
)t( +−
−
=
∑ ′= piλpi  t≥s.                                       (3) 
 
Теорема 2. В условиях Леммы 1 s-мерное стационарное распределение Π* имеет вид: 
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В дальнейшем для оценивания параметров нам понадобится следующее 
утверждение. 
Следствие 1. В условиях Леммы 1 для стационарных двумерных маргинальных рас-
пределений Π*(m)= ( ))(* mkipi  векторов ),( ′− tmt xx , 1≤m≤s, справедливо соотношение: 
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в частности, в случае MTD-модели: 
 ( )*ikims*k*i*k*ki q)m( piλpipipipi −+= − , k,i∈A.                                         (6) 
 
3. Оценки параметров MTD-модели. Пусть наблюдается реализация X=(x1,…,xT) 
длительности T ДВР, соответствующего MTD-модели (1). Построим оценки параметров, 
основанные на свойстве стационарных распределений (6). Определим статистики: 
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которые являются состоятельными и асимптотически несмещенными оценками для 
*
kipi (j) и 
*
ipi , соответственно [10]. Подставляя данные статистики в (6) и решая получаю-
щиеся уравнения относительно {qki: i, k ∈ A}, находим оценки: 
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Оценку вектора )( j
∧∧
λ=λ  построим по методу наименьших квадратов: 
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где ikkiki /)j()j(z
∧∧∧
−= pipipi , ikiki qd
∧∧
−= pi , i, k ∈ A, j=1,…,s. 
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К сожалению, использование аналогичного метода построения оценок в случае 
MTDg-модели не возможно, справедлива следующая теорема. 
Теорема 3. Для MTDg-модели (2) при m<s либо не существует набора параметров 
}{ )1()0( −λ s,Q,,Q K  такого, что для любых фиксированных 1≤j1<…<jm≤s стационарное 
распределение вероятностей случайного вектора )  ,(
1
′
−− mjtjtt x,,xx K совпадает с за-
данным распределением Π*(j1,…,jm), либо такой набор параметров не единственный. 
Теорема 4. Если имеет место MTD-модель (1), матрица Q – эргодическая, то 
при T→∞ статистики (9), (10) являются асимптотически несмещенными и состоя-
тельными оценками для Q , λ, соответственно. 
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ПРИМЕНЕНИЕ ЭКОНОМЕТРИЧЕСКИХ МЕТОДОВ ДЛЯ АНАЛИЗА ПОТОКА 
АБИТУРИЕНТОВ 
 
Ярош Л.С., ГрГУ, Гродно 
 
Актуальность проблемы управления вузом и образовательным процессом объясня-
ется тем, что за последнее десятилетие высшее образование приобрело широкомас-
штабный характер и стало такой же сферой рыночных отношений, как промышленность, 
строительство, финансово-кредитная и иные системы.  
Целью данной работы является изучение и анализ  факторов, влияющих на поток 
абитуриентов, а также построение и оценка качества моделей линейной и нелинейной 
регрессии потока абитуриентов на различные факультеты ГрГУ. 
Методы, использующееся в данном подходе, относятся к статистико-матема-
тическим: 
1) определение факторов, влияющих на численность абитуриентов;   
2) определение существенности выявленных взаимосвязей между изу-
чаемыми факторами; 
3) получение конкретных уравнений регрессии, которые в последствии 
можно будет использовать при прогнозировании тенденций развития показа-
телей численности абитуриентного потока; 
4) оценка качества моделей. 
Для построения моделей регрессионного анализа  в первую очередь были выде-
лены следующие факторы, влияющие на поток абитуриентов того и или иного  фа-
культета, их индикаторы и источники информации. 
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1. Количество населения (в основном, семнадцатилетнего) в Гродненской об-
ласти (данные из статсборников [Население Республики Беларусь: Стат. Сб./ М-
во стат-ки и анализа РБ. - Мн., 2004. – 93 с.]). 
2. Количество учащихся Гродненской области, заканчивающих средние учеб-
ные заведения (в основном, по профилю), в текущем году году (данные из облис-
полкома о количестве учащихся в школах области, а также изучающих математи-
ку, физику, информатику на повышенном уровне). 
3. Престижность и качество обучения на факультете (экспертные оценки сту-
дентов и преподавателей факультета, а также данные  о количестве желающих 
поступать на ФМИ из РЦТиПОМ) 
a.  Разнообразие специальностей 
b. Глубина специализации 
c. Конкурс (сложность экзамена) 
d. Возможность устроиться после окончания обучения на рынке труда 
4. Условия приема на специальности нужного факультета  
a. Какие экзамены сдаются и сложность их сдачи 
b. Возможность зачисления определенных категорий абитуриентов без 
экзаменов 
c. Стоимость обучения на факультете  
d.  Продолжительность образования  
e.  Конкурс (количество человек на место) 
f.  Расходы на поступление  (для иногородних абитуриентов) 
5. Условия приема у конкурентов того или иного факультета. 
6. Результаты централизованного тестирования по профильным предметам 
На основании этих факторов были построены модели численности абитуриентов для 
математического, экономического и физико-технического факультетов. Однако для эко-
номического и физико-технического факультетов эти модели оказались некачественны-
ми. Это можно объяснить недостатком необходимых данных. 
Опишем результаты по лучшим построенным моделям прогноза численности абиту-
риентов для математического факультета. 
 
Выводы по лучшим построенным моделям прогноза численности абитуриентов ФМИ ГрГУ 
1. Прогнозное значение количества абитуриентов ФМИ в 2005г. 
•  по мягкой (экспертной модели) - 250-300 чел. 
• По модели парной линейной регрессии в зависимости от численности семнадца-
тилетнего населения Гродненской области на период поступления – 213 человек (дове-
рительный интервал 200,46  ≤≤
5x
y  226,77) 
• По модели нелинейной регрессии в зависимости от численности семнадцатилет-
него населения Гродненской области на период поступления - 125 человек. 
2. Модели линейной  и нелинейной регрессии не могут быть признаны достаточно 
верными из-за малого количества исходных данных, что будет дорабатываться. 
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СОЗДАНИЕ МУЛЬТИМЕДИЙНОГО СОПРОВОЖДЕНИЯ ВЫПОЛНЕНИЯ  
РАСЧЕТНО-ГРАФИЧЕСКИХ ЗАДАНИЙ ПО НАЧЕРТАТЕЛЬНОЙ ГЕОМЕТРИИ  
В СРЕДЕ POWER POINT 
 
Ярошевич О.В., Казак А.Н., Гришан К.Ю., 
Белорусский государственный аграрный технический университет, Минск 
 
Обучение с использованием современных информационных технологий позволяет 
экономить силы и время при осуществлении инженерных расчетов, создании докумен-
тов, рисунков, чертежей, обладает большими возможностями обработки и представле-
ния информации. Для этого на основе имеющихся программных продуктов можно по-
строить электронные учебные пособия, которые будут решать различные задачи в об-
разовательном процессе. Традиционные средства обучения на бумажных носителях ог-
раничивают развитие образовательного процесса из-за длительной подготовки рукопи-
сей к печати, ограниченных тиражей, отставания учебных материалов от  современного  
уровня, особенно в области информационных технологий. В этой связи возникает во-
прос о совершенствовании учебно-методического обеспечения дисциплин.  
Фундаментом инженерной подготовки по общему признанию педагогической обще-
ственности являются графические дисциплины, к числу которых в первую очередь отно-
сится начертательная геометрия.  
Начертательная геометрия - раздел геометрии, научные основы которого были раз-
работаны французским математиком и физиком Г. Монжем для решения задач, связан-
ных с определением размеров, форм и положения в пространстве линий, поверхностей, 
тел и их пересечений, при помощи построения их изображений на плоскости. Свойства гео-
метрических фигур исследуются по их ортогональным проекциям, как правило, на три 
взаимно перпендикулярные плоскости, а геометрические построения в пространстве за-
меняются более доступными геометрическими построениями на соответствующих про-
екциях. Начертательная геометрия является одной из сложных дисциплин, изучаемых в 
техническом вузе. Причины - недостаточный уровень развития пространственных пред-
ставлений студентов, неумение оперировать пространственными образами, сложность 
восприятия учебного материала в силу его абстрактности и своеобразных способов 
представления.  
Преподавание и изучение данной дисциплины традиционными методами является 
трудоемким и малоэффективным, тем более что в настоящее время использование 
персональных компьютеров позволяет значительно облегчить и упростить этот процесс. 
Компьютерные технологии дают возможность перехода на качественно новый уровень 
передачи информации. Этот традиционно трудный предмет мы предлагаем осваивать с 
помощью электронных пособий, основанных на мультимедиа [1, 2. 3]. Кроме того, муль-
тимедиа позволяют создавать средства обучения с широкими интерактивными возмож-
ностями, легко монтировать видеоизображение, звук и текст в единое  методическое це-
лое. Мультимедийные учебники, отличаются от обычных электронных учебников содер-
жанием озвученных анимационных фильмов и видеофрагментов, особенно важно это 
при создании пособий по инженерным дисциплинам. В этих видеофрагментах демонст-
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рируются сложнейшие процессы, такие как проецирование, преобразование проекций, 
образование поверхностей и т.п.  
Результатом нашей исследовательской работы стали фрагменты мультимедийного 
учебно-методического комплекса по начертательной геометрии с применением анима-
ции и звукового сопровождения.  
С одним из таких фрагментов мы хотим познакомить. Перед нами была поставлена 
задача разработки слайд-фильмов, позволяющих показать пошаговое выполнение ин-
дивидуальных заданий и обеспечивающих  демонстрацию решения задач. Для каждой 
отдельно взятой задачи задания в текстовом формате подготовлены алгоритмы реше-
ния. В соответствии с алгоритмами решения были созданы на бумаге кадры – эпюры. 
Параллельно с накоплением данных осуществлялся второй этап работы - создание 
электронных презентаций в среде PowerPoint. Подтверждением использования назван-
ной программы является широкое ее применение. Не маловажным фактором является 
также простота освоения программного продукта, сравнительно высокое качество полу-
чаемых презентаций. 
Установлено, что графика, предъявленная в динамике, понимается и запоминается 
на 30-40% лучше, чем предъявленная в статике, и компьютер позволяет использовать 
это преимущество динамической графики в интерактивном режиме. Этап материального 
действия должен постоянно сопровождаться ознакомлением с действием. В связи с 
этим пошаговая демонстрация геометрических построений была снабжена коммента-
риями в виде всплывающих текстов и звука.  
На слайдах все построения выполняются аналогично построениям на доске с помо-
щью мела или на бумаге чертежными инструментами. Каждый шаг соответствует этапу 
построения в алгоритме решения. Постепенно вводятся новые графические элементы. 
Созданный  визуальный ряд в дальнейшем был объединен в единое электронное учеб-
ное пособие.  
Создание слайдов осуществлялось в следующей последовательности:  
1. Визуализация исходной задачи. При этом осуществляется прорисовка осей коор-
динат и вывод соответствующих исходных данных в виде эпюра (фронтальная и гори-
зонтальная проекция геометрических фигур).  
2. Пользователю предлагается распечатать исходный слайд и решить задачу само-
стоятельно. Затем просмотреть и понять решение на экране. 
3. Возможность пошаговой демонстрации геометрических построений для решения 
поставленной задачи, в ходе которой пользователь самостоятельно изучает ход по-
строений. Демонстрация осуществляется по этапам с паузами и комментариями, выво-
димыми при построениях.  
За каждым шагом закреплен свой слайд. Это сделано с тех позиций, чтобы можно 
было каждый слайд скопировать и представить отдельно. В докладе планируется про-
демонстрировать графические и анимационные возможности электронных презентаций 
в среде PowerPoint, и их использование при моделировании процесса решения задач.  
Опыт разработки и использования в учебном процессе кафедрой разработанных 
слайдов показал, что данное направление является перспективным, позволяет повы-
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сить эффективность обучения. Разработанные фрагменты получили одобрение препо-
давателей и студентов. Они могут быть использованы как специальное средство дис-
танционного обучения начертательной геометрии. В комплексе с электронным учебни-
ком по начертательной геометрии студент сможет получить и теоретические основы, и 
практические навыки. Этот продукт может быть использован и в качестве лекционной 
демонстрации, консультациях. Планируется продолжать работать в этом направлении, 
переводить иллюстративный материал в формат Flash. 
 
Литература 
1. Базенков Т.Н. Мультимедийные технологии в инженерном образовании (на примере 
преподавания графических дисциплин // Современные проблемы обеспечении качества 
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зовича. – Мн.: УП «Технопринт», 2003.   
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дарственный авиационный технический университет. users.kpi.kharkov.ua/lre/orekhov.html  
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РАЗДЕЛ V. АНАЛИТИЧЕСКИЕ И ЧИСЛЕННЫЕ МЕТОДЫ ИССЛЕДОВАНИЙ В 
МАТЕМАТИКЕ И ИХ ПРИЛОЖЕНИЯ 
 
ВЫЧИСЛЕНИЕ КОЭФФИЦИЕНТОВ РАЗЛОЖЕНИЯ ФУНКЦИЙ В 
НЕОРТОГОНАЛЬНЫЕ РЯДЫ 
 
Баринова Ю. А., Ковалева О. С., БНТУ, Минск 
 
Для нахождения коэффициентов разложения, в общем случае по системе неортого-
нальных собственных функций, будем использовать операторный подход, который с 
единых позиций осуществляет требуемое разложение как в ортогональный, так и в не-
ортогональные ряды.  
Пусть F(amx) - собственная функция оператора dx
2 , т.е. 
 
[ ]d F a x a F a xx m m m2 2( ) ( )=   или   ( ) ( )1 0
2
2− =
d
a
F a xx
m
m
. 
Тогда 
 
( ) ( ) ( ) ( )1 1
0
2
2
2
2
− =
−





d
a
F a x
a
a
F a x
x
K
m
m
K
m  
если m≠n 
 
если m=n 
Применим к ряду  
 
[ ]F x A A F a x A A F a x A F a xK
K
K K
r
r K K
y
н Kx
K
( ) ( ) ( ( )µ = + = + +
=
∞
=
∞
∑ ∑0
0
0
1
 
 
последовательно операции  
 
D d
a
d
dm
x
K
x
x
0 1
2
21= − =
=
∞
Π( ) ( )ϕ , D d
a
d
d am
m k
x
m
x
x K
1 1
2
2 2 21 1
= − =
−
=
≠
∞
Π ( ) ( )ϕ , 
 
и D2=dxD1. 
Причем здесь введены обозначения: 
 
F a x F a x F a x
r K
K K( ) ( ) ( )= + −
2
 - четная часть функции 
 
F a x
F a x F a x
н K
K K( ) ( ) ( )= − −
2
 - нечетная часть функции 
 
ϕ µ µ µ( ) ( )= −
=
∞
Π
m
Ka
1
2
21 . 
При x=0, получим: 
 
ϕ µ
µ
µ ϕ µ
µ
( ) ( ) ( ) ( )F x A A F
x =
= ⇒ =0 0 0
0
. 
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С учетом 
 
[ ] ),()(
2
1)()
2
()()()1()()1( 2
2
12
2
1
xaFaxaF
a
d
d
xaF
a
a
xaF
a
d
KKK
K
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K
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x
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m K
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µ µ
′−=−⋅



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
⋅=−Π=−Π
=
∞
≠
=
∞
≠
=
 
устанавливаем 
D A F a x A
a
a F a xK
н
K
н K K
н K
K r K1
1 2=
∞
∑



= − ′( ) ( ) ( )ϕ  
 
[ ]D F x
a
F x
K
r1 2 21
( ) ( ) ( )µ ϕ µ
µ
µ=
−
. 
 
Приравнивая эти выражения при x=0 и замечая, что 
 
D A F a xK
r
r K
K
x1
1
0 0( )
=
∞
=∑










= , 
 
находим 
ϕ µ
µ
ϕ( ) ( )
1 22 2−
= − ′
a
A a a
K
K
н K
K  ,  откуда следует 
 
A
a a a
K
н
K K K
= −
′
⋅
−
2
1 2 2ϕ
ϕ µ
µ( )
( )
. 
 
Аналогично, при помощи оператора D2 мы определим 
 
A
a a a
K
r
K K K
= −
′
⋅
−
2
12 2 2
µ
ϕ
ϕ µ
µ( )
( )
 
и в результате получим: 
 
[ ]F x F
a a
F a x a F a x
K K
r K K н K
K
( ) ( ) ( ) ( )
( ) ( ) ( )µ ϕ µµ ϕ
ϕ µ
µ µ= + ′ − ⋅ +=
∞
∑0 2
1
2 2
1
 (1) 
Полученный результат можно легко проверить. Для этого применим к интегралу 
I
i
F xz dz
z zn Cn
=
−
∫
1
2pi µ ϕ
( )
( ) ( )  обычные правила теории вычетов в комплексной плоскости и 
соединяя вместе вычеты, относящиеся к ±ак. Здесь µ - некоторое комплексное число, 
отличное от всех ак, а x - некий вещественный параметр. Сn - описанный с начала коор-
динат плоскости комплексного переменного круг радиуса Rn, причем Rn>µи 
аn<Rn<аn+1. В результате находим: 
 
[ ]I F x
a a
F a x a F a x
F
n
K K
r K K н K
K
K n
= −
′ −
+ −
=
=
∑
( )
( ) ( )( ) ( ) ( )
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ϕ µ ϕ µ µ µ2
1 0
2 2
1
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Если при некотором x имеем в пределе независимо от взятого частного значения 
µ≤α, lim
n
n
I
→∞
= 0 , что будет, например, всегда тогда, когда отношение F xz
z
( )
( )ϕ  при 
z→∞ стремится к нулю равномерно во всех точках Сn, то при этом значении x имеет 
место равномерно сходящееся (по отношению µ) разложение в ряд (1). 
Разложение имеет место и тогда, когда отношение 
F xz
z
( )
( )ϕ  стремится в конечном 
числе точек круга Сn не к нулю, а к конечному пределу. 
Полученный ряд (1) можно дифференцировать произвольное число раз по µ. Диф-
ференцируя m раз и полагая µ=0, в результате получим: 
 
F x F
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d
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µ
µ
ϕ µ
µ
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µ
     (2) 
 
Полагая F(m)(0)≠0, получим разложение xm в ряд требуемого вида.  
Пользуясь очевидным соотношением  
 
1 1
12 2 0
1
1 2 2 0m
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d
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K
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и тем, что все четные производные от 
ϕ µ
µ
( )
2 2
− а
К
 равны нулю при µ=0, найдем из (2): 
 
x
U F a x
a a
r r
r r
r K
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2 1
2 2
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1
12
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α α ϕ γ
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н K
K KK
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+ =
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α ϕ γ
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Причем введено обозначение  
 
γ µ
ϕ µ
µ µ
K
r
r
r
Kr
d
d a
( )
( )!
( )
=
+ −


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
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+
+
=
1
2 1 1
2 1
2 1 2 2
0
. 
 
Нетрудно убедиться в том, что заменив разлагаемую в ряд функцию F(µx) на функ-
цию xm и используя введенные выше операторы D0, D1 и D2, можно непосредственно по-
лучить формулы (3) и (4) операторным методом. Отметим также, что ряды для четных 
степеней x2r содержат только четные функции Fr, а для нечетных - только нечетные Fн.  
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Приведем конкретный числовой пример разложения функции ℮ax в неортогональный 
ряд вида ( )∑
−
−
+
−
=
n
1k
22
1n
ax
na
n1
l  (график 1). Для сравнения на графике приведем разложение 
этой функции в ортогональный ряд Фурье вида 
( )
( )∑
−
−
−
−
=
n
1k
22
1n
ax
an1n
x
n
sin1
l  (график 2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
В результате проведенных исследований можно сделать следующий вывод: для ма-
лых значений х приближение “2-го графика ” является «грубым» по сравнению с «графи-
ком 1», а для больших значений х наоборот. 
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О НЕПРИВОДИМОСТИ ПОЛИНОМОВ СПЕЦИАЛЬНОГО ВИДА  
НАД КОНЕЧНЫМИ ПОЛЯМИ 
 
Валуева Т.А., БГУ, Минск 
 
Рассмотрим f(x) — неприводимый полином степени n над полем Fp, 
s
1p)x(ordf
n
−
= , 
где s — некоторый делитель числа pn -1. Будем исследовать неприводимость полинома 
f(xT), T > 1. В работе [ 
1] доказано, что если все простые делители числа T делят порядок f(x) и выполняют-
ся некоторые дополнительные условия, то полином f(xT) является неприводимым. В ста-
тье [4] получены необходимые и достаточные условия неприводимости полиномов вида 
baxx np ++  над полем pF . В данной статье получен критерий неприводимости полино-
мов вида f(xT) над полем pF . 
Отметим, что в поле GF(pn) полином f(x) имеет n корней: 
1npp
,...,αα,α
−
. Все корни по-
линома f(xT) являются корнями полиномов 
ipT αx − , 1n,0i −= . Полином f(xT) неприво-
дим над полем Fp тогда и только тогда, когда полиномы 
ipT αx − , 1n,0i −=  неприво-
димы над полем GF(pn). 
Лемма 1. Если полином 
ipT
αx −  для некоторого 1n0,i −=  имеет корень в поле 
GF(pn), то все полиномы 
ipT
αx − , 1n0,i −=  имеют корень в поле GF(pn) порядка 
s
1p n −
. 
Лемма 2. Для всех 1n0,i −=  полиномы ipT αx −  имеют корень в поле GF(pn) то-
гда и только тогда, когда НОД(
s
1p
,
d
T n −
)=1, где d=НОД( sT, ). 
Доказательства лемм 1, 2 аналогичны доказательствам лемм 1,2 в [2]. 
Лемма 3. Полиномы 
ipT αx − , 1n0,i −=  неприводимы над полем GF(pn) тогда и 
только тогда, когда все простые делители числа T делят число 
s
1p n −
, не делят s, 
и )1(mod4p n ≡ , если T кратно 4. 
Доказательство. Докажем достаточность условий леммы. В силу леммы 1 доста-
точно рассмотреть полином αxT − . Из теоремы 16[3] следует, что данный полином не-
приводим над полем GF(pn) если для всех простых pi, делящих T, ipn)GF(pα∉  и 
4n)GF(p4α −∉  в случае, когда T кратно 4. ipn)GF(p — множество, состоящее из эле-
ментов поля GF(pn) в pi-й степени. Докажем, что ipn)GF(pα∈  тогда и только тогда, ко-
гда. pi не делит 
s
1pn −
 или pi делит s.  
Пусть γ  — образующий мультипликативной группы поля GF(pn), тогда msγα ⋅= , причем 
НОД(m,pn-1)=1. Предположим, что ipn)GF(pα∈ . Следовательно, существует такое k, что 
mspk γ)(γ i ⋅= , что равносильно тому, что относительно k разрешимо следующее сравнение: 
)1p(modmskp ni −⋅≡⋅ .                                                      (1) 
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Согласно лемме 2 сравнение ((1)) разрешимо тогда и только тогда, когда 
НОД(
s
1p
,
d
p ni − )=1, где d=НОД(pi,s). Учитывая, что pi — простое, рассмотрим следующие 
случаи. 
1) pi не делит s, тогда сравнение ((1)) разрешимо тогда и только тогда, когда pi не 
делит 
s
1pn −
. 
2) pi делит s, тогда НОД(
s
1p
,
d
p ni − )= 1, т.е. сравнение ((1)) всегда разрешимо. 
Рассмотрим случай, когда T кратно 4. В случае, когда p=2, полином 
)x(f)x(f)x(f t4t4T == — приводим над полем F2. Поэтому будем рассматривать p>2. Условие 
4n)GF(p4α −∉ равносильно условию 4n)GF(p)4p(α −∉ . Пусть, как и ранее, γ -образую-
щий мультипликативной группы поля GF(pn), тогда msγα ⋅= и 11pn =γ − . Так как НОД(p-4, p) =1, 
то (p-4)d =1, где d — показатель, которому принадлежит (p-4) по модулю p. Тогда 4pd
1pn
−=γ
−
. 
Предположим, что 4n)GF(p)4p(α −∈ . Следовательно, существует такое k, что 
msk4d
1p
γγ
n
⋅
−
=γ , что равносильно тому, что относительно k разрешимо следующее сравнение: 
)1p(mod
d
1pk4ms n
n
−
−
+≡⋅                                              (2) 
 
Рассуждая аналогично, как при решении сравнения ((1)); получим, что сравнение 
((2)) разрешимо тогда и только тогда, когда )4(mod3pn ≡ . 
Таким образом, если все простые делители числа T делят 
s
1pn −
, не делят s, и 
)4(mod1pn ≡ , в случае, когда T кратно 4, то полином αxT −  является неприводимым 
полиномом над полем GF(pn), а полином f(xT) — неприводим над полем Fp. 
Покажем необходимость условий леммы.  
Докажем, что если существует простой делитель pi числа T, который является вза-
имно простым с 
s
1pn −
 либо делит s, то полином f(xT) приводим над полем Fp.  
Вычислим d = НОД(T,s). Пусть m21
m21 p...ppT
γγγ
⋅⋅⋅=  — каноническое разложение чис-
ла T. Положим ki
k
2i
2
1i
1 iii1
p...ppr γγγ ⋅⋅⋅= , где k,1j,p
ji
=  делят s. Тогда d = НОД(T,s) = 
НОД(r1,s). Положим nj
n
2j
2
1j
1 jjj2 p...ppr
γγγ
⋅⋅⋅= , где n,1i,p
ij =  делят числа s
1pn −
 и 
1r
T
. Пусть 
d
rr
r 21
⋅
= , d
rr
T
r
T
t
21
⋅
⋅
== . Отметим, что НОД(T,s) = НОД(t,s), в число t входят d и все 
простые pi в соответствующих степенях, которые не делят 
s
1pn −
. 
Полином msTx ⋅−γ  представим следующим образом: =− ⋅msTx γ  =− ⋅⋅ mstr γx  msty ⋅−γ . 
Ре
по
зи
ор
ий
 Б
рГ
ТУ
                 Раздел V. Аналитические и численные методы исследований в математике и их  
                                                                              приложения                         
128
Т.к. НОД(t,s) = d и НОД(
s
1p
,
d
t n −
)= 1, из лемм 1, 2 получим, что полином msty ⋅−γ  имеет 
корень в поле GF(pn) порядка 
s
1pn −
, т.е. mst γy ⋅− = )y(g)y( ⋅−ι = )x(g)x( rr ⋅−ι . Тогда 
)α(xΠ)f(x ipT
1n
0i
T
−=
−
=
= ⋅ι−Π
−
=
)x( ipr
1n
0i
 )x(g ri  = )x(g)x(h rr ⋅ , где h(x) — неприводимый 
полином степени n. 
Рассмотрим случай, когда 4n)GF(p4α −∈  и T кратно 4. Пусть 44β−=α , T=4t, тогда 
=α−Tx ===α− ]xy[x tt4  44 4y β+ = ⋅β+β+ )2y2y( 22  +2y(  )2)2p( 2β+β⋅−+ — 
приводим над GF(pn), и следовательно, полином f(xT) — приводим над Fp. 
 
Из лемм 1,2,3 следует справедливость следующей теоремы: 
Теорема 1. Пусть f(x) — неприводимый полином над полем Fp степени n, 
s
1p
ordf(x)
n
−
= . Полином f(xT) является неприводимым над полем Fp тогда и только 
тогда, когда все простые делители числа T делят число 
s
1p n −
, не делят число s, и 
)1(mod4p n ≡ , если T кратно 4. 
 
Литература  
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ЧИСЛЕННОЕ РЕШЕНИЕ ИНТЕГРАЛЬНЫХ УРАВНЕНИЙ В МУЛЬТИВЕЙВЛЕТНОМ И 
ТРИГОНОМЕТРИЧЕСКОМ БАЗИСАХ 
 
Герасимчик И.В., Дейцева А.Г., ГрГУ, Гродно 
 
 
В данной работе рассмотрено интегральное уравнение Фредгольма второго рода 
               ( ) ( ) ( ) ( )xfdssysxKxy =− ∫
1
0
, ,                                          (1) 
где [ ]22 1;0),( LsxK ∈ , [ ]1;0)( 2Lxf ∈ , [ ]1;0∈x  –известные функции, )(xy , [ ]1;0∈x  – 
неизвестная функция.  
 
Пусть { }K),(),( 21 xbxb  – ортонормированный базис в [ ]1;02L . Тогда для функций из 
уравнения (1) справедливы следующие разложения  
 
( ) ( ) ( )∑∑
∞
=
∞
=
=
1 1
,
i
ji
j
ij sbxbKsxK ,                                  (2) 
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где  
( ) ( ) ( )dxdsxbxbsxKK jiij ∫ ∫=
1
0
1
0
, ; 
( ) ( )∑
∞
=
=
1i
ii xbyxy ,                                                   (3) 
где  
( ) ( )∫=
1
0
dxxbxyy ii ; 
( ) ( )∑
∞
=
=
1i
ii xbfxf  ,                                             (4) 
где  
( ) ( )∫=
1
0
dxxbxff ii ,  
K,2,1, =ji . 
Рассмотрим конечное число базисных функций { })(,),(),( 21 xbxbxb nK , тогда, ис-
пользуя разложения (2)–(4), получим следующую систему алгебраических уравнений, 
аппроксимирующую уравнение (1) 
ij
n
j
iji fyKy =−∑
=1
, 
ni ,,1K= . 
В качестве ортонормированного базиса { }K),(),( 21 xbxb  пространства [ ]1;02L  в ра-
боте использовались тригонометрическая система [1] и мульти-вейвлеты порядка 2=k . 
В [2] приведен алгоритм построения мультивейвлетов, и доказано, что мульти-
вейвлетный базис является ортонормированным. 
Таким образом, решение уравнения (1) осуществляется путем разложения входящих в 
него функций по тригонометрическому и мультивейвлетному базисам. Предложенные ме-
тоды реализованы с помощью пакета Maple при 16=n  на примере решения некоторых ин-
тегральных уравнений Фредгольма второго рода. 
Установлено, что решение, полученное с помощью мультивейвлетного базиса является 
более точным, чем в случае использования тригонометрического. Кроме того, решение 
уравнения (1), ядро ),( sxK , [ ]1;0, ∈sx  которого обладает логарифмической особенно-
стью, в мультивейвлетном базисе осуществляется в 2 раза быстрее по сравнению с триго-
нометрическим базисом. 
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АССОЦИИРОВАННЫЕ РЕШЕНИЯ СИСТЕМ СТОХАСТИЧЕСКИХ НЕОДНОРОДНЫХ 
УРАВНЕНИЙ В θ -ИНТЕГРАЛАХ 
 
Каримова Т.И., БГТУ, Брест 
 
При исследовании аппроксимаций случайного процесса броуновского движения воз-
никают трудности, связанные с тем, что соответствующие «приближенные» интегралы 
не сходятся к стохастическому интегралу Ито, если даже предел существует. Аналогич-
ная ситуация возникает и при рассмотрении стохастических дифференциальных урав-
нений. Предел решений аппроксимирующих уравнений, если он существует, как прави-
ло, является решением некоторого другого уравнения. Учитывая неустойчивость реше-
ний уравнений Ито, которая впервые была отмечена Вонгом и Закаем [1], можно понять, 
почему в задачах подобного типа уравнения обычно рассматриваются в симметризо-
ванной форме. Важной оказывается «согласованность» симметризованных стохастиче-
ских и обыкновенных уравнений. В работе [2] было предложено избавиться от вышеука-
занных сложностей введением запаздывания. 
В сообщении [3] анонсирована конструкция алгебры обобщенных случайных процес-
сов, которая позволила с единых позиций исследовать решения стохастических уравне-
ний различных классов (см. напр.[4, 5]) с помощью решений соответствующих уравнений 
в дифференциалах в этой алгебре.  
Напомним некоторые понятия из работы [6], которые нам понадобятся в дальнейшем. 
Пусть ( , , )A PΩ  – полное вероятностное пространство.  
Определение 1. Расширенной прямой R%  называется следующее фактор-множество 
/R R M=% , где {( ) : }n nR x n x= ∀ ∈ ∈N R и 0 0{( ) : 0}n nM x R n n n x= ∈ ∃ ∈ ∀ > =N 0 0{( ) : }n nx n n n x . 
Аналогичным образом определяется /T T M=% , где [0, ]t T a∈ = ⊂ R, a∈R, 
{( ) : }n nT x n x T= ∀ ∈ ∈N :n n . 
Рассмотрим множество последовательностей функций ( ), :  nf t Tω × Ω → R со сле-
дующими свойствами: 
1. ( , )nf t ⋅ является случайной величиной на ( , , )A PΩ  для всех t T∈  и n∈N; 
2. ( , ) ( )nf Tω⋅ ∈C ∞ для всех n∈N и почти всех ω ∈Ω . 
Будем говорить, что элементы ( ( , ))nF f t ω=  и ( ( , ))nG g t ω=  эквивалентны, если сущест-
вует такой номер 0n , что для любых t T∈ и почти всех ω∈Ω ( , )nf t ω = ( , )ng t ω  при 0n n> . 
Через G(T, Ω) обозначим множество классов эквивалентности исходного множества. 
Очевидно, что G(T, Ω) образует алгебру с покоординатным сложением и умножением. 
Определение 2. Класс эквивалентности вида [ ]( , ) ( ( , ))n nF t f tω ω=% % , [( )]nt t T= ∈ %% , 
[ ]( ( , )) ( , )n nf t G Tω ∈ Ω  называется обобщенным случайным процессом. 
Множество обобщенных случайных процессов обозначим через ( , )G T Ω% ; оно явля-
ется алгеброй с покоординатными операциями сложения и умножения. 
Будем говорить, что обобщенный случайный процесс [ ]( , ) ( ( , )) ( , )n nF t f t G Tω ω= ∈ Ω% %%  ас-
социирует классический случайный процесс с непрерывными, интегрируемыми и т.д. траек-
ториями, если ( , )nf t ω  при n→∞ для почти всех ω∈Ω или в 2( , , )L A PΩ  сходится к данно-
му процессу в соответствующем пространстве непрерывных, интегрируемых и т.д. функций. 
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Пусть {Фt}t∈T –стандартный поток σ-алгебр, ; ( ),a A B t t TΦ ⊂ ∈  – одномерный стан-
дартный процесс Фt- броуновского движения. 
Определение 3. Обобщенным случайным процессом броуновского движения назы-
вается элемент алгебры G(T% , Ω), ассоциирующий ( )B t . 
На полном вероятностном пространстве ( , , )A PΩ  рассматривается система диф-
ференциальных уравнений, которая в алгебре обобщенных случайных процессов G(T , 
Ω) на уровне представителей будет записана в виде задачи Коши с опережением 
1
0
[0, )
( ) ( ) ( , ( ))[ ( ) ( )] ( , ( )),
( ) ( ), 1, , [0, ]
n
m
i i ij j j i
n n n n n n n n n n n
j
i i
n h n
X t h X t f t X t h B t h B t g t X t
X t X t i r t T
=

+ − = + + − +


= = ∈
∑
      (1) 
где 
1
0
( ) ( * )( ) ( ) ( )
n
j j j j j
n n nB t B t B t s s dsρ ρ= = +∫ , ( ) ( )jn tρ ∈C( ) ( )∞ R , ( ) 0jn tρ ≥ , 
( ) [0,1 ]jnsupp t nρ ⊂ , 
1
0
( ) 1
n
j
n s dsρ =∫ , 1,j m= , 1 2( ) ( ( ), ( ),..., ( ))mB t B t B t B t=  –  
m -мерный стандартный процесс броуновского движения, 
( * )ij ij nnf f ρ= , ( * )i i nng g ρ= , ij rf ∈C 2 1( )ij rB R + , i rg ∈C 1 1( )i B R2ij + , 
а nρ  – неотрицательная бесконечно дифференцируемая функция, носитель которой 
содержится в 1[0,1 ]rn +  и 
1 1
1 2 1 2
0 0
... ( , , ,..., ) ... 1
n n
n r rs s s s dsds ds dsρ =∫ ∫ . 
Система уравнений, ассоциированных системе (1) имеет вид: 
( )
1 0 0
( ) ( , ( )) ( ) ( , ( )) ,
t tm
ij j i
i i j
j
X t x f s X s dB s g s X s dsθ
=
= + +∑ ∫ ∫  1,i r= .     (2) 
где t T∈ , ix ∈R , [1/ 2, 1]θ ∈  и интеграл в правой части – стохастический θ -интеграл. 
Пусть поток σ -алгебр [0, ]{ }t t T∈Φ  порожден процессом ( )B t . 
Рассмотрим числовые последовательности [7] 
1
0 , 1
| |
( , ) (1 | | ) ( ) ( )
n
j j
j n n n n
s n
s h
K n h s h s dsd
τ
τ
τ ρ ρ τ τ−
< ≤
− ≤
= − −∫∫ , 1,j m= . 
С помощью принципа сжимающих отображений можно показать, что задача (1) име-
ет решение, однако в общем случае оно будет не единственным. Однако и в этом слу-
чае справедлива следующая терема, которая является необходим и достаточным усло-
вием сходимости решений систем конечно-разностных уравнений с опережением к ре-
шениям систем стохастических уравнений в θ -интегралах. 
Теорема. Пусть [1/ 2, 1]θ ∈ , ij rf ∈C 2 1( )ij rB R + , i rg ∈C 1 1( )i B R2ij + , 1,i r= , 1,j m= . Если 
n → ∞ , 0nh →  так что 
3/ 21/ ( )nn o h=  причем «начальное условие» задачи Коши (1) 
0 ( )inX t  является 1/t n+Φ -измеримым и 0 2
[0, )
sup [ ( ) ] 0
n
i
n i
t h
E X t x
∈
− →  для любого 1,i r= , то 
для сходимости последовательности ( )nX t  решений задачи Коши (1) к решениям (2) в 
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2( , , )L A PΩ  и равномерно по t T∈  необходимо и достаточно, чтобы сходились число-
вые последовательности ( , )i nK n h . 
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РОБАСТНАЯ ПОСЛЕДОВАТЕЛЬНАЯ ПРОВЕРКА ПРОСТЫХ ГИПОТЕЗ  
О ПАРАМЕТРАХ ПРОЦЕССА AR(1) 
 
Кишилов Д.В., БГУ, Минск 
 
1. Математическая модель. Построение теста 
В данной работе предложен устойчивый к искажениям вида Тьюки-Хьюбера после-
довательный тест для проверки простых гипотез о параметрах авторегрессии первого 
порядка. С помощью компьютерного моделирования проведен сравнительный анализ 
построенного теста с тестом Вальда. 
Пусть наблюдается последовательность случайных величин K,, 21 xx , удовлетво-
ряющая уравнению авторегрессии первого порядка: 
 
,1,,0 10 ≥+== − naxxx nnn ω      (1) 
 
где 
n
ω  - последовательность независимых одинаково распределенных случайных вели-
чин с функцией распределения )(xP , 0}{ =
n
E ω , 22}{ σω =
n
E . 
Пусть проверяются две простые гипотезы о параметрах (1): )()(,: 000 ⋅=⋅= PPaaH , 
)()(,: 111 ⋅=⋅= PPaaH , где )(),( 10 ⋅⋅ PP  - некоторые функции распределения с плотностями 
)(0 ⋅p  и )(1 ⋅p  соответственно, 1, 10 <aa , 0)( =∫ ωω kdP , ∞<=< ∫ 22 )(0 kkdP σωω , 1,0=k . 
Обозначим логарифм отношения правдоподобия ∑
=
−
=Λ=Λ
n
t
ttnn xxxx
1
11 ),(),,( λK , 
)(
)(log),(
00
11
xayp
xayp
yx
−
−
=λ . Согласно тесту Вальда [1], по n наблюдениям (n=1,2,…) при-
нимается решение 
)(12)(1 ),(),[ nCCnCnd Λ⋅+Λ= +−+ +∞ ,    (2) 
 
где )(1 ⋅A  - индикаторная функция множества A. Решения 0=nd  и 1=nd  означают ос-
тановку процесса наблюдения и принятие соответствующей гипотезы. Решение 2=
n
d  
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означает, что нужно взять (n+1)-ое наблюдение. Пороги RCC ∈+− , , +− << CC 0 , яв-
ляются параметрами теста. 
Пусть гипотетическая модель подвержена искажениям Тьюки-Хьюбера [2]: фактиче-
ская функция распределения 
n
ω  при верной гипотезе kH  имеет вид: 
 
)(~)()1()( ωεωεω kkkkk PPP +−= , 1,0, =∈ kRω ,    (3) 
 
где kε  - неизвестные вероятности появления выброса, )(~ ⋅kP  - произвольное засоряю-
щее распределение, удовлетворяющее условиям )()(~ ⋅≠⋅ kk PP , 0)(~ =∫ ωω kPd , 
∞<=∫
22 ~)(~ kkPd σωω . 
Для того чтобы сделать тест (2) более устойчивым к искажениям вида (3), восполь-
зуемся подходом, предложенным в [2]. Решение 
n
d  заменим на решение 
 
)(12)(1 ),(),[ gnCCgnCgnd Λ⋅+Λ= +−+ +∞ ,     (4) 
 
где ∑
=
−
=Λ
n
t
tt
g
n
xxg
1
1 )),((λ , ),(),[],( 11)(1)( +−+− ⋅+⋅+⋅= +∞+−∞− gggg zgzgzg , и Rgg ∈+− , , 
+− < gg , - параметры теста. 
Оценки характеристик теста (4) (вероятностей ошибок и условных средних длин последо-
вательности) могут быть получены с использованием подхода, предложенного в работе [3]. 
Мы предлагаем выбирать параметры +− gg ,  следующим образом: 
 
),(3][),( 12]1[01]1[0][ nnnn xxExxEg −−+− +−= λλ ,    (5) 
где kE , }1,0{∈k , обозначает математическое ожидание, вычисленное на стационарном 
распределении 
n
x  при верной гипотезе kH . Выбирая параметры в соответствии с (5), 
мы снижаем чувствительность теста (4) к большим по модулю значениям ),( 1 nn xx −λ , 
которые могут появиться из-за присутствия выбросов. В то же время средняя длина по-
следовательности до принятия решения (4) в условиях гипотетической модели увели-
чится незначительно по сравнению с тестом (2), так как только небольшой процент сла-
гаемых в g
n
Λ  будет «усечен» функцией )(zg . 
 
2. Результаты численных экспериментов  
С помощью имитационного моделирования был проведен сравнительный анализ тес-
тов (2) и (4). Рассматривался следующий частный случай: 2.00 =a , 2.01 −=a , 
),0(10 σNPP == , )~,0(~~ 10 σNPP == , 1=σ , 10~ =σ , εεε == 10 . Пороги +− CC ,  вы-
числялись по формулам 00 /)1log( αβ−=+C , )1/(log 00 αβ −=−C , где 0α , 0β  - “желае-
мые” вероятности ошибок первого и второго рода. Для пяти различных пар значений 0α , 
0β  методом Монте-Карло были вычислены оценки вероятностей ошибок αˆ , βˆ  и условных 
средних длин последовательности )0(tˆ , )1(tˆ  теста (2), а также оценки gαˆ , gβˆ , )0(ˆgt , )1(ˆgt  со-
ответствующих характеристик теста (4). Количество экспериментов для каждого набора па-
раметров составило 20000=N . Пороги теста (4) +− gg ,  вычислялись по формулам (5). 
Результаты численных экспериментов приведены в таблицах 1 и 2 для двух случаев: гипо-
тетическая модель не искажена ( 0=ε ); модель искажена, вероятность появления выброса 
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составляет 1.0=ε . Результаты компьютерного моделирования позволяют сделать вывод, 
что «робастифицированный» тест (4) обеспечивает необходимые вероятности ошибок при 
наличии искажений в модели (отметим, что они практически не превосходят 0α , 0β ) за счет 
приемлемого увеличения средней длины последовательности. 
 
Таблица 1. Сравнение вероятностей ошибок 
0α  0β  αˆ  gαˆ  βˆ  gβˆ  
0=ε  
0.01 0.01 0.0069 0.006 0.0071 0.0052 
0.01 0.05 0.0069 0.0049 0.0357 0.032 
0.01 0.1 0.0067 0.006 0.0652 0.0654 
0.05 0.05 0.0368 0.0330 0.0368 0.0348 
0.1 0.1 0.0741 0.072 0.0734 0.0678 
1.0=ε  
0.01 0.01 0.0491 0.0127 0.0456 0.0126 
0.01 0.05 0.0437 0.0119 0.1085 0.0524 
0.01 0.1 0.0427 0.0138 0.1584 0.1034 
0.05 0.05 0.1027 0.0565 0.1038 0.0534 
0.1 0.1 0.1423 0.0922 0.1466 0.0973 
Таблица 2. Сравнение средней длины последовательности 
0α  0β  )0(tˆ  )0(ˆgt  )1(tˆ  )1(ˆgt  
0=ε  
0.01 0.01 62.45 65.23 61.89 65.22 
0.01 0.05 43.57 44.66 59.20 61.76 
0.01 0.1 34.69 35.88 55.43 58.64 
0.05 0.05 40.64 42.25 40.34 42.00 
0.1 0.1 29.68 30.65 29.63 30.89 
1.0=ε  
0.01 0.01 37.64 48.26 37.13 48.73 
0.01 0.05 27.15 33.05 34.05 45.34 
0.01 0.1 22.74 26.94 31.43 41.44 
0.05 0.05 24.71 30.61 24.59 30.58 
0.1 0.1 18.63 22.35 18.66 22.21 
 
Литература  
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для проверки простых гипотез о параметрах процесса авторегрессии // Теория вероят-
ностей, случ. процессы, мат. статистика и приложения. Сб. статей межд. конф. - Минск: 
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РАЗНОСТНАЯ СХЕМА ПРЕСТАВЛЕНИЯ СОСТОЯНИЙ 
РЕШЕНИЯ ЗАДАЧИ КОММИВОЯЖЕРА  
 
Кишкевич A.П., Ревотюк М.П., БГУИР, Минск 
 
Предмет рассмотрения – реализация алгоритма решения задачи коммивояжера [1] с 
минимальными изменениями исходной матрицы при переходе от шага к шагу. Потреб-
ность учета изменения представления задачи возникает в случае ее распараллелива-
ния и синхронизации агентов распределенных вычислений [2].  Цель исследования – 
сокращение расхода памяти и, как следствие,  объема передаваемых данных между уз-
лами вычислительной сети. 
Задача коммивояжера в классической постановке формулируется следующим обра-
зом: задана матрица расстояний (стоимости переезда) njicC ij ,1,, ==  между лю-
бым из n городов, необходимо найти цикл минимальной длины однократного посещения 
каждого города.  
Если решение задачи коммивояжера представить матрицей булевых переменных  
njixX ij ,1,, == , где единица означает включение в оптимальный цикл дуги ji → ,  
то формальная модель оптимизации имеет вид: 
  
.,,2,,2,1
;,1,,0
;1
;1
min;
1
1
1 1
jinjninnxuu
njix
x
x
xcZ
ijji
ij
n
j
ij
n
i
ij
n
i
n
j
ijij
≠==−≤+−
=≥
=
=
⇒⋅=
∑
∑
∑ ∑
=
=
= =
   (1) 
Модель (1) не является конструктивной для построения эффективной вычислитель-
ной схемы решения задачи коммивояжера. Среди точных методов ее решения  одним 
из эффективных считается метод ветвей и границ.  Схема алгоритма метода ветвей и 
границ может быть реализована разными способами, различающимися правилами по-
рождения ветвей дерева вариантов. Наиболее успешным считается подход, базирую-
щийся на решении задач о назначении, анализе получающихся замкнутых циклов и, ес-
ли таких циклов более одного, последующем переборе вариантов разрыва циклов. Ре-
курсия обхода дерева строится на матрице расстояний, где разрывы циклов задаются 
назначением бесконечных значений длин запрещаемых дуг. 
Однако далее, для простоты оценок предлагаемых решений, остановимся на клас-
сическом варианте алгоритма Литтла [1], основанного на порождении бинарного дерева. 
В некоторых случаях он не теряет привлекательности [3].    
Изменение матрицы расстояний в алгоритме Литтла при рекурсивном переходе от 
текущего узла дерева вариантов к другим узлам включает [1]: 
приведение матрицы – вычитание наименьшего элемента из каждой строки и столбца; 
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вычеркивание строки и столбца для выбранного на данном этапе перехода и запрет 
преждевременных замыканий частичного пути. 
Чтобы избежать переписывания матрицы (передачи между агентами) в случае ее приве-
дения, предлагается хранить текущие наименьшие элементы по строкам и столбцам. Анало-
гично, чтобы избежать переписывания матрицы в случае вычеркивания строк и столбцов, 
будем обращаться к соответствующей строке и столбцу через списки активных строк и 
столбцов. Измененные элементы этих списков, а также запреты на раннее замыкание и на 
переход в случае правого ветвления будем помещать в стек обхода дерева вариантов.  
На этапе возврата к рассмотрению какой-либо правой ветки дерева, необходимо 
восстановить из стека только измененные элементы матрицы и списков номеров строк и 
столбцов.  Оценка трудоемкости восстановления – )(nO . 
Достаточно просто оценить объем памяти для рассмотренной схемы. При размерно-
сти задачи n максимально возможная глубина стека не превосходит значения n. Необ-
ходимое количество элементов памяти составит: 
  ( )322 +∗+=∆ nnnM C ,       (2) 
где первое слагаемое представляет исходную матрицу C, а второе – изменения в векто-
рах текущих минимумов, решении и матрице расстояний на каждом шаге, соответствен-
но (множитель 2 появляется из-за необходимости  хранения адреса измененного эле-
мента).  Отметим, что выражение (2) представляет оценку сверху, а в реальных случаях 
объем памяти будет практически ниже.  
 Несложно показать, что объем памяти, необходимой для прямолинейной реали-
зации классического алгоритма Литтла [1]: 
            ( )nnnM C 22 +∗= .       (3)  
Сравнивая (2) и (3), легко видеть, что объем памяти в предложенном  варианте на 
один порядок меньше зависит размерности задачи.  
Очевидно, что объем памяти для хранения описания изменений матрицы сущест-
венно меньше ее  размера,  что следует использовать для выбора алгоритма синхрони-
зации данных, кэшируемых  отдельными агентами.  
Результаты эксперимента по оценке эффективности реализации алгоритма Литтла 
рекурсивной процедурой обхода узлов дерева на основе копирования матриц и их мо-
дификации с откатом подтверждают преимущество разностных схем. Потери времени 
на восстановление состояния узла дерева решений оказались незначительными. Таким 
образом, при выборе структур данных представления задачи для распределенных вы-
числений в случае взаимозависимых вариантов [2] следует отдать предпочтение разно-
стным схемам с целью минимизации трафика на определение задач агентам.      
 
Литература   
1. Кормен Т., Лейзерсон Ч., Ривест Р. Алгоритмы: построение и анализ/Пер. с англ. – М.: 
МЦМНО, 2002. – 960 с.  
2. Ревотюк М.П., Кузнецова Н.В. Агентная система кооперации ресурсов вычислитель-
ной среды для решения задач выбора//Известия Белорусской инженерной академии, № 
1(15)/1, 2003. –  C. 265-268.  
3. Gutin G., Yeo A. Assignment problem based algorithms are impractical for the generalized 
TSP. Australasian J. Combinatorics, vol. 27, 2003. – pp. 149-154. 
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ПОСТРОЕНИЕ ОДНОЭТАПНОЙ ПРОЦЕДУРЫ МНОЖЕСТВЕННОЙ ПРОВЕРКИ 
ГИПОТЕЗ СО «СВИДЕТЕЛЕМ» 
 
Костевич А. Л., Милованова И. С., БГУ,  Минск 
 
Введение 
В различных практических задачах требуется одновременное применение набора 
статистических критериев для проверки нулевых гипотез, например, в криптографии, 
медицине [1] и др. Для этого используются процедуры множественной проверки гипотез, 
среди которых можно выделить одноэтапные процедуры, для которых показатель 
FWER  (вероятность ошибки хотя бы одного критерия при истинной нулевой гипотезе) 
не превосходит заданного значения. Общепринятым способом [2] контроля FWER  яв-
ляется выбор малых уровней значимости для каждого критерия, так как большие значе-
ния приводят к увеличению числа ложных тревог. Однако при большом числе критериев 
такой подход приводит к снижению мощности процедур [2]. В данной статье предлагает-
ся процедура, основанная на другом принципе контроля FWER  — использовании части 
критериев набора в качестве «свидетелей» для отсева ложных тревог. 
Математическая модель 
Пусть имеется m  пар критериев ),...,,( )2(1)1(1 CC  ),( )2()1( mm CC  для проверки нулевой 
гипотезы  0H  против альтернатив m,11,1 ,...,HH  соответственно. Будем полагать, что 
решения критериев )1(iC , 
)2(
iC , mi ,1=  на большей части выборочного пространства 
совпадают, но они не являются эквивалентными в том смысле, что на некоторых выбор-
ках они принимают различные решения.  
Предложим процедуру проверки 0H , состоящую из двух этапов. 
Этап 1 состоит в проверке 0H  с помощью критериев }{ )1(iC , mi ,1=  на уровне зна-
чимости 1α . Обозначим 
)1(J  — множество индексов критериев, отвергнувших гипотезу 
0H  на данном этапе. 
Этап 2 состоит в уточнении множества принятых альтернатив )1(J  с целью отсева 
ложных тревог критериев первого этапа с помощью проверки 0H  критериями-
«свидетелями» }{ )2(iC , )1(Ji ∈  на уровне значимости 2α . Пусть )2(J  — множество ин-
дексов критериев, отвергнувших 0H  на втором этапе. 
Определим итоговое решение процедуры: 
 
 принимается гипотеза 

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Задача данной работы состоит в исследовании вероятности ошибки первого рода 
(показателя FWER ) { }истинна | принять 01* HHP=α  процедуры (1) в зависимости 
от уровней значимости 21,αα  критериев следующего вида: 
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где статистики }{ )( jis  критериев }{ )( jiC  при истинной гипотезе 0H  имеют нормальное 
распределение с параметрами 2)()( , ji
j
i σµ , а совместное распределение статистик ( ))2()1( , ii ss  является двумерным нормальным распределением, ( ) iii sscorr ρ=)2()1( , , 
mi ,1= , 2,1=j . 
Исследование вероятности ошибки первого рода 
Оценим вероятность ошибки первого рода *α  процедуры (1). 
Теорема. Для вероятности ошибки первого рода (показателя FWER ) *α  проце-
дуры (1) с критериями (2) справедливо следующее утверждение: 
 
 [ ]∑ ∫ ∫
=
∆
∆−
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∆−+
+−+=≤
m
i
i dxdyyxp
1
2121
* 1
1
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2
)|,(1),( ραααααα , (3) 
 
где )|,( ip ρ⋅⋅  — совместная плотность распределения статистик  ( ))2()1( , ii ss && . 
Для верхней границы справедливо также следующее разложение в ряд: 
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где )()( ∆kp  — k -я производная плотности стандартного нормального распределе-
ния в точке ∆ . 
Доказательство основано на использовании неравенства Бонферрони. ■ 
Свойство. Функция ),( 21 ααα+  при фиксированном значении одного аргумента 
убывает по второму аргументу. 
Разложение (4) удобно использовать для вычисления +α  на практике. Найденная 
верхняя граница (3) может быть использована для нахождения уровней 1α  и 2α  по за-
данному уровню значимости α  всей процедуры. Свойство монотонности позволяет на-
ходить методом половинного деления уровень значимости одного этапа процедуры при 
фиксированных значениях уровней значимости другого этапа и всей процедуры. 
 
Вычислительный эксперимент 
Для исследования эффективности построенной процедуры проводились численные 
эксперименты для проверки гипотезы  }{:0 tXΗ — независимые, одинаково распреде-
ленные с.в., 5.0}0{}1{ ==== tt XX PP  по выборке X  объема n . На первом этапе 
применялось 8 критериев шаблонов )(3
)(
2
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1
iii hhh  длины 3 по непересекающимся интерва-
лам со статистиками { }∑
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i
ji hXhXs 1 , mi ,1= . В качестве кри-
териев–«свидетелей» использовались критерии шаблонов по пересекающимся интер-
валам, { }∑ −
= +
===
2
1
)(
32
)(
1
)2(
,...,
n
j
i
j
i
ji hXhXs 1 . Пары критериев 
)1(
iC , 
)2(
iC , относящиеся к 
одинаковым шаблонам, не являются эквивалентными, т.к. 1|| ≠iρ , 8,1=i . Для значений 
01.01 =α , 02.02 =α  согласно (3) было найдено теоретическое значение 
019428.0=+α . На рис. 1 приведены экспериментальные значения *α  процедуры (1) 
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(сплошная тонкая линия) в зависимости от длины выборки n . Как видно, значение +α , 
попадает в 95%-й доверительный интервал (пунктир). 
Вторая серия экспериментов (рис. 2) проводилась для сравнения мощности проце-
дуры (1) (сплошная линия) с процедурой Бонферрони (длинный пунктир), построенной 
по критериям шаблонов длины 3 по непересекающимся интервалам. Индивидуальный 
уровень значимости процедуры Бонферрони выбирался согласно [1] равным 
0024285.0019428/8.0 ==cα . Как видно, процедура Бонферрони проигрывает по 
мощности построенной двухэтапной процедуре на альтернативе 53.0}1{:1 ==tXPH . 
0
0,01
0,02
0,03
0,04
300 1800 3300 4800 6300 7800 9300
n
α
0
0,2
0,4
0,6
0,8
1
300 1800 3300 4800 6300 7800 9300
n
w
Рис. 1. Оценка вероятности ошибки первого рода 
построенной процедуры 
Рис. 2. Сравнение мощности построенной проце-
дуры и процедуры Бонферрони 
 
Литература 
1. Aickin M., Gensler H. Adjusting for Multiple Testing When Reporting Research Results: The 
Bonferroni vs Holm Methods // Public Health Briefs, 1996, v.86, №5. 
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ПОСТРОЕНИЕ КРИТЕРИЯ СОГЛАСИЯ ДЛЯ ЦЕПЕЙ МАРКОВА  
БОЛЬШОЙ СВЯЗНОСТИ 
 
Костевич А. Л., Шилкин А.В., БГУ,  Минск 
 
Введение 
Многие задачи криптографии, например генерация ключей, предварительный анализ 
стойкости криптографических примитивов, требуют применения статистических крите-
риев для обнаружения отклонений от модели независимых симметричных испытаний 
Бернулли. Одной из важных моделей отклонений является наличие марковской зависи-
мости большого порядка связности L=32, 64, 128 и алфавитом мощности N. Применение 
классических методов выявления марковской зависимости [1] является невозможным 
ввиду большого числа параметров )1( −NN L . 
В данной статье предлагается подход к построению критерия согласия о значении 
матрицы вероятностей одношаговых переходов цепи Маркова большой связности, ос-
нованный на замене задачи проверки гипотезы согласия задачей прогнозирования реа-
лизации цепи Маркова. Работоспособность предлагаемого подхода иллюстрируется на 
примере MTD–модели цепи Маркова большой связности [2]. 
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Построение критерия согласия 
Пусть ),,,,( 0 nm XXX KK−=Χ  реализация L-связной цепи Маркова с алфавитом 
1,…,N и неизвестной матрицей вероятностей одношаговых переходов )( 0
,,,,
0
21 jiii LpP K= , 
о которой выдвинута простая гипотеза PPH ˆ: 00 = , где )ˆ(ˆ ,,,, 21 jiii LpP K=  — оценка 
матрицы 0P , построенная каким-либо способом по первому фрагменту выборки 
),,( 0XX m K− . Для проверки гипотезы 0H  по второму фрагменту выборки ),,( 1 nXX K  
для каждого наблюдения будем строить его прогноз по предыдущим L наблюдениям с 
использованием принципа максимального правдоподобия и индикатор успеха прогноза: 
 
 jXXNjt tLt
PX
,,,},...,1{ 1
ˆmaxargˆ
−−∈
= K ; }ˆ{ ttt XXIY ==  (1) 
 
В результате формируется выборка Υ . Исходя из (1), имеет место следующее свой-
ство случайных величин tY : 
 
 .,,2,1},,,|{},,,,,|{ 1111 ntXXyYPXXYYyYP LttttnLttt KKKK ==== −−+−−  
 
Теорема 1. Логарифмическая функция правдоподобия для выборки Υ  равна: 
 
∑∑ −+==ΧΥ
L
P
L
P
L
L
P
L
P
L ii
jiijii
ii
jiijii PnPnPl
,,
,,,
)0(
,,,
,,
,,,
)1(
,,,
1
max1max1
1
max1max1
)1ln(ln},|{
K
KK
K
KK
, 
jiiNj
P
L
Pj
,,,}1,...,1,0{max 1
maxarg K
−∈
= , 
∑
=
−−
=×====
n
t
t
P
ttLLtjii YIjXiXiXIn PL 1 max11
)1(
,,,
}1{},,,{
max1
K
K
, 
∑
=
−−
=×≠===
n
t
t
P
ttLLtjii YIjXiXiXIn PL 1 max11
)0(
,,,
}0{},,,{
max1
K
K
. 
 
Рассмотрим, как изменится функция правдоподобия при внесении искажений в матрицу 0P . 
Теорема 2. Пусть )1(
,,,
0
,,,
1
,,, 111 jiijiijii LLL PP KKK ε+= . Тогда  
 
)])1(ln())1()1(
ln([},|{},|{
0
,,,
0,
)(
,,,,,,
0
,,,
0,
)(
,,,
1
0 ,,
01
0
max1
0,
0
max1
1
max1
1
max1
0,
1
max11
P
L
i
P
L
P
L
P
L
i
P
LL
jiii
i
jiijiijii
i
i
jiii ii
PnP
nPlPl
KKKK
KK
δδ δε
δ
−+−+−+
+=ΧΥ−ΧΥ ∑ ∑
=  
где }{
,
jiIji ==δ  — символ Кронекера. 
Рассмотрим проверку гипотезы 0H  о чистой случайности исходной бинарной выбор-
ки Χ  против альтернативной гипотезы 1H  о наличии в ней марковской зависимости по-
рядка L. В случае верной 0H  последовательность прогнозов будет являться последова-
тельностью независимых испытаний Бернулли с 5.0)1( === tYPp . В случае верной 
1H  будет выполняться ε+= 5.0p , 0>ε . Тогда проверку исходных гипотез можно за-
менить на проверку гипотезы о значении вероятности успеха прогноза )1( == tYPp : 
5.0:0 =pH  против альтернативы 5.0:1 >pH . Для проверки такой гипотезы будем ис-
пользовать критерий хи–квадрат: 
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принимается ,}{,
2/
)2/(
иначе,,
,,
1
1
0
2
2
1
2
0 ∑∑
==
==
−
=


 ∆< n
t
ti
i
i iYI
n
n
H
H
ν
νχχ   
 
где ∆  — квантиль уровня α  хи-квадрат распределения с 1 степенью свободы. 
Вычислительный эксперимент 
Для проведения вычислительного эксперимента в качестве цепи Маркова большого 
порядка связности использовалась бинарная MTD–модель [2] связности 32: 
∑ ∈= }32,,1{,,,1 KK u jiujii uL qp λ , где )( uλλ =  — вектор весовых коэффициентов 
( ∑ =<≤ u uu 1,10 λλ ), )( ijqQ =  — матрица вероятностей одношаговых переходов. В 
экспериментах использовались следующие значения:  
 






=
4.06.0
6.04.0Q , 454)0.0039,0.1 0039,0,,0.0039,0.,0.0039,0.1,0.0039( K=λ  
 
В качестве алгоритма, оценивающего параметры MTD-цепи Маркова, был использован 
EM-алгоритм [3], который применялся к первому фрагменту выборки объема m=4000. По 
второму фрагменту выборки, объем которого изменялся от 100 до 10000, по методу Монте–
Карло были построены оценки вероятности ошибки первого рода (см. рис. 1) и мощности 
(см. рис. 2). Из рис. 1, 2 можно видеть, что значения оценки вероятности ошибки первого 
рода колеблются возле уровня значимости критерия 05.0=α , а мощность стремится к 
единице с ростом объема второго фрагмента. Отметим, что на результаты эксперимен-
та влияет выбор начального приближения EM-алгоритма.  
0
0,05
0,1
0,15
0,2
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0
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0 2000 4000 6000 8000 10000
 
Рис. 1 Рис. 2 
Эксперимент иллюстрирует, что критерий обладает заданным уровнем значимости и 
является состоятельным. Отметим, что предложенный метод был успешно применен к 
выборке объема порядка 142 , в то время как использование классических методов про-
верки гипотезы согласия потребовало бы выборку объема порядка 342 . 
 
Литература 
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О ДИАМЕТРЕ ГРАФА РАЗНОСТНЫХ ПЕРЕХОДОВ СЛУЧАЙНОЙ ПОДСТАНОВКИ 
 
Маслов А.С., БГУ, Минск 
 
Пусть G  — конечная группа в мультипликативной записи, e  — единица G , 
}{\* eGG =  и )(GS  — множество всех подстановок, действующих на G . Пусть )(GSs ∈ , 
0x , 0x′  — различные элементы G , 1a , 2a , K  — независимые случайные величины с 
равномерным на G  распределением вероятностей и  
 
 K,2,1,),(),( 111 =′=′=′= −−− txxaxsxaxsx ttttttttt β  
 
Введённая последовательность )( tβ  является траекторией однородной цепи Марко-
ва с матрицей переходных вероятностей 
 
 { } *,,)()(1),( Gxsxs
G
ppP
Gx
s ∈=== ∑
∈
βαβααβαβ I , (1) 
 
где { }EI  — индикатор наступления события E . Последовательность )( tβ  принято назы-
вать последовательностью разностей подстановки s , поскольку в первоначальных работах 
[1, 2] рассматривались абелевы группы, и αβp  в этом случае характеризует вероятность пе-
рехода от входной разности α=−′ xx  к выходной разности β=+−+′ )()( axsaxs . Обобще-
ние понятия разности на случай произвольных групп было сделано в работе [3]. 
Графом разностных переходов подстановки )(GSs ∈  назовём граф переходов цепи 
Маркова (1). 
Теорема 1. Почти для всех подстановок из множества )(GS  диаметр графа разност-
ных переходов равен 2. 
Теорема означает, что для произвольных *, G∈βα  найдётся *G∈γ  такое, что 
0>αγp  и 0>γβp , т.е. переход от состояния α  к состоянию β  можно осуществит за два шага. 
Свойства цепи Маркова (1) связаны со свойствами группы )(GSFs ⊆ , порождённой 
подстановками )(: xasxf a a , Gax ∈, .  
Теорема 2. Если граф разностных переходов является сильно связным, то группа sF  
дважды транзитивна, т.е. для произвольных различных Gx,x 21 ∈  и произвольных раз-
личных Gy,y 21 ∈  найдётся sF∈σ  такая, что  ii y)x( =σ , i = 1,2. При этом σ может быть 
представлена в следующем виде 
,f...ff
11kk aaa −
=σ    1dk +≤ , 
Где d – диаметр графа разностных переходов. 
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К ВОПРОСУ О СХОДИМОСТИ МЕТОДА ИТЕРАЦИИ РЕШЕНИЯ ОПЕРАТОРНЫХ 
УРАВНЕНИЙ В СЛУЧАЕ НЕ ЕДИНСТВЕННОГО РЕШЕНИЯ. 
 
Матысик О.В., Голубцов И.А., БpГУ им. А.С. Пушкина, Брест 
 
1.Введение   
Среди математических задач выделяется большой  класс задач, решения которых 
неустойчивы к малым изменениям исходных данных. Они принадлежат к классу некор-
ректно поставленных задач. Для их решения находят применение итеративные методы, 
которые легко программируются на ЭВМ. В данной работе предлагается новый итера-
тивный метод для решения некорректных задач. 
2.Постановка задачи  
Решается операторное уравнение  
yAx =        (1) 
 
с положительным ограниченным и самосопряженным оператором HHA →: , в пред-
положении, что нуль не является собственным значением оператора A . Причем AS∈0 , 
то есть задача некорректна. Если решение уравнения (1) существует, то для его отыска-
ния предлагается  явный итеративный метод 
 
AyxAEx nn α+α−=+ )( 21 , 00 =x . (2) 
 
 
3.Случай не единственного решения в методе (2) решения операторных уравнений 
 Покажем, что метод (2) пригоден и тогда, когда 0=λ  является собственным значе-
нием оператора A  (в этом случае уравнение (1) имеет не единственное решение). Обо-
значим через { },0/)( =∈= AxHxAN  )(AM – ортогональное дополнение ядра )(AN  
до H . Пусть xAP )( – проекция Hx∈ на )(AN , а xA)(Π – проекция Hx∈ на )(AM . 
Справедлива 
Теорема. Пусть 220,,0 −<α<∈≥ AHyA , тогда для итеративного процесса (2) 
верны следующие утверждения 
а) ,)( yAAxn Π→  ,inf),( yAxyAJyAx
Hx
n −=→−
∈
 
б) (2) сходится тогда и только тогда, когда уравнение yAAx )(Π=  разрешимо. В по-
следнем случае xxAPxn ˆ)( 0 +→ , где xˆ – минимальное решение уравнения. 
 
Доказательство 
Применив оператор A  к (2), получим 
[ ]121 )()( −− −Π+α+= nnn AxyAyAPAAxAx , где yAyAPy )()( Π+= . Так как 
0)( =yAAP , то [ ]121 )( −− −Πα+= nnn AxyAAAxAx . 
Последнее равенство запишется в виде 1
2
1 −− να−ν=ν nnn A , где 
yAAxnn )(Π−=ν  и )(AMn ∈ν . Отсюда .)( 02 να−=ν nn AE  Имеем 02 ≥A  и 2A – 
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положителен в )(AM , то есть 0),( >xAx  )(AMx∈∀ . Так как 220 −<α< A , то 
12 <α− AE , поэтому справедлива цепочка  неравенств  
+ναλ−≤ναλ−=να−=ν ∫∫
δ
λλ
0
0
0
2
0
0
2
0
2 )1()1()( dEdEAE n
M
nn
n
=νδ+ν≤ναλ−+ ∫∫∫
δ
λ
δ
λ
δ
λ
M
n
M
n dEqdEdE
0
00
0
0
0
0
0
2 )()1(
ε<ν−νδ+ν= δδ 000000 )( EqE
n   при 00 →δ  и ∞→n . 
 
Следовательно, 0→νn , откуда yAAxn )(Π→  и )()( HAyA ∈Π .   
 
),()()( yAJyAPyyAyAxn ==−Π→− .  
 
Итак, утверждение а) доказано. Докажем утверждение б). 
Пусть процесс (2) сходится, покажем, что уравнение yAAx )(Π=  разрешимо. Из 
сходимости { } Hxn ∈  к Hz ∈  и из а) следует yAAzAxn )(Π=→ , следовательно,  
)()( HAyA ∈Π  и уравнение AxyA =Π )(  разрешимо. 
Пусть теперь )()( HAyA ∈Π  (уравнение yAAx )(Π=  разрешимо), следовательно, 
xAyA ˆ)( =Π , где xˆ – минимальное решение уравнения yAx =  (оно единственно в 
)(AM ). Тогда (2) примет вид 
 [ ] =−α+=−Πα+=
−−−−
)ˆ()( 1111 nnnnn AxxAAxAxyAAxx  
).ˆ( 121 −− −α+= nn xxAx  
 
Разобьем последнее равенство на два: 
 
−α+=−α+=
−−−
xAAPAxAPxxAAPxAPxAP nnnn ˆ)(([)()ˆ()()()( 1121  
011 )()()] xAPxAPx nn ==− −− , так как .0)ˆ)(( 1 =− −nxxAAP  
−Π=−Πα−Π=Π
−−− 11
2
1 )()ˆ()()()( nnnn xAxxAAxAxA  
[ ] [ ]xxAAxAxAxAA nnn ˆ)()(ˆ)()( 12112 −Πα−Π=Π−Πα− −−− , 
 
так как )(ˆ AMx∈ . Обозначим xxA nn ˆ)( −Π=ω , тогда 121 −− ωα−ω=ω nnn A  и, анало-
гично nν , можно показать 0→ωn , ∞→n .  Следовательно, .ˆ)( xxA n →Π  Отсюда  
+Π= nn xAx )( ,ˆ)()( 0 xxAPxAP n +→+  ч.т.д. 
 
Замечание. Так как у нас 00 =x , то xxn ˆ→ , то есть процесс (2) обеспечивает схо-
димость к нормальному решению, то есть к решению с минимальной нормой. 
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СУЩЕСТВОВАНИЕ  И  ЕДИНСТВЕННОСТЬ  РЕШЕНИЙ  ОДНОГО  КЛАССА  
ДИФФЕРЕНЦИАЛЬНЫХ  ВКЛЮЧЕНИЙ 
 
Новохрост В.Г., БГУ, Минск 
 
Рассмотрим следующую задачу Коши на отрезке T = [0, a] ⊂ R : 
( ) ( )( ) ( )
( ) 0
,
0 .
X t f X t L t
X x
 =

=
& &
 (1) 
Здесь функция f: R → R ограничена и имеет конечное число точек разрыва; L: R → R – 
непрерывная функция ограниченной вариации, а L&  – ее обобщенная производная. 
Данная задача, вообще говоря, не является корректной с точки зрения классической 
теории дифференциальных уравнений в силу разрывности функции f.  
Подобного рода некорректные задачи исследовались и ранее. Один из подходов 
связан с рассмотрением уравнений в алгебре мнемофункций. Так в [1] описаны решения 
уравнения (1) с непрерывной функцией f, но разрывной функцией L.  
Второй подход основан на теории дифференциальных включений, детально разра-
ботанной в [2]. 
В данной работе под решением уравнения (1) мы будем понимать решение следую-
щего дифференциального включения с соответствующими начальными условиями: 
( ) ( )( ) ( )
( ) 0
,
0 ,
X t F X t L t
X x
 ∈

=
& &
 (2) 
где F – многозначная функция, которая получается путем некоторого доопределения 
функции f. Вообще говоря, существует несколько способов доопределения функции f до 
многозначной функции F. Мы будем рассматривать так называемый метод простейше-
го выпуклого доопределения, в котором F(x) есть наименьшее выпуклое замкнутое 
множество, содержащее все предельные точки f(x*), x* → x, x* ≠ x. Таким образом, для 
ограниченной функции f получаем F: R → E(R), где E(R) – множество ограниченных 
замкнутых выпуклых подмножеств из R. 
Определение 1. Под решением дифференциального включения (2) будем пони-
мать такую непрерывную функцию X(t), для которой существует следующее инте-
гральное представление 
( ) ( ) ( )
0
t
X t u s dL s= ∫ , 
где u(t) ∈ F(X(t)) для всех t ∈ T. Функция u(·) называется селектором многозначного 
отображения F. 
Условия существования решений задачи (2) представлены в следующей теореме. 
Теорема 1. Пусть функция f ограничена и имеет конечное число точек разрыва. 
Многозначная функция F получена из функции f методом простейшего выпуклого до-
определения, функция L – непрерывная функция ограниченной вариации. Тогда реше-
ние задачи (2) существует. 
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Пусть функция f ограничена и имеет конечное число точек разрыва, тогда ее можно 
представить в виде  
( ) ( ) ( )c df t f t f t= + , 
где функции cf  и df  – соответственно непрерывная и разрывная составляющие функ-
ции f , причем, разрывная составляющая df  также будет иметь конечное число точек 
разрыва. 
В следующих теоремах представлены достаточные условия единственности реше-
ний задачи (2). 
Теорема 2. Пусть функция f ограничена, имеет конечное число точек разрыва, в 
окрестностях которых она сохраняет знак, и функция cf  – непрерывная состав-
ляющая функции f является липшицевой функцией на отрезке Т. Многозначная функ-
ция F получена из функции f методом простейшего выпуклого доопределения, функ-
ция L является непрерывной функцией ограниченной вариации. Тогда решение диф-
ференциального включения (2) единственно. 
Теорема 3. Пусть функция f ограничена, имеет конечное число точек разрыва и 
функция cf  – непрерывная составляющая функции f является липшицевой функцией 
на отрезке Т. Многозначная функция F получена из функции f методом простейшего 
выпуклого доопределения. Функция L является монотонной и непрерывной, и x0 не яв-
ляется точкой разрыва функции f. Тогда решение дифференциального включения (2) 
единственно. 
Замечание 1. Условие того, что x0 не является точкой разрыва функции f в услови-
ях теоремы 3 существенно для единственности решений задачи (2). 
 
Литература 
 
1. Ковальчук А.Н., Новохрост В.Г., Яблонский О.Л., Об аппроксимации дифференциаль-
ных уравнений с обобщенными коэффициентами конечно-разностными уравнениями с 
осреднением // Известия ВУЗов. Математика. – 2005. – №3 – с.23-31. 
2. Филиппов А.Ф. Дифференциальные уравнения с разрывной правой частью. – М.: Нау-
ка, 1985. – 223 с. 
 
О РЕГУЛЯРИЗАЦИИ ОПЕРАТОРНЫХ УРАВНЕНИЙ ПРИ ПОМОЩИ  
ИТЕРАТИВНОГО МЕТОДА 
 
Савчук В.Ф., Голубцов И.А., БрГУ им. А.С.Пушкина, Брест 
 
1.Постановка задачи 
Решается операторное уравнение  
yAx =        (1) 
 
с положительным ограниченным и самосопряженным оператором HHA →: , в пред-
положении, что нуль не является собственным значением оператора A . Причем 
AS∈0 , то есть задача некорректна. Если решение уравнения (1) существует, то для его 
отыскания предлагается  явный итеративный метод 
 Ayx)AE(x n
2
1n αα +−=+ , 00 =x . (2) 
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Обычно правая часть уравнения известна с некоторой точностью δ , то есть δy , для 
которой δδ ≤− yy , поэтому вместо (2) приходится рассматривать приближения 
 
δδδ αα Ayx)AE(x ,n
2
,1n +−=+ , 0,0 =δx .  (3) 
 
2. Сходимость метода при точной правой части уравнения 
Изучим сходимость метода (3) в энергетической норме гильбертова пространства 
.,),( HxxAxx A ∈=  При этом, как обычно, число итераций n  нужно выбирать в за-
висимости от уровня погрешности δ . Полагаем, что  0x ,0 =δ  и рассмотрим разность  
 
).xx()xx(xx ,nnn,n δδ −+−=−  (4) 
 
По индукции нетрудно показать, что =−=− − y)AE(Axx n21n α  .x)AE(
n2α−=  В исходной 
норме гильбертова пространства nxx −  оказывается бесконечно малым при ∞→n , но 
скорость сходимости при этом может быть сколь угодно малой, и для ее оценки нужно допол-
нительное требование на гладкость точного решения x , то есть 0s,zAx s >= . При исполь-
зовании энергетической нормы, нам это дополнительное предположение не потребуется. 
Действительно, с помощью интегрального представления само-сопряженного опера-
тора получим: 
=−−=−−=− )x)AE(,x)AE(A())xx(),xx(A(xx n2n2nn
2
An
αα ∫ −=
M
0
n22 ),x,xE(d)1( λαλλ  где 
AM = , λE  – соответствующая спектральная функция, E  – единичный оператор. 
Для оценки интересующей нас функции найдем максимум подынтегральной функции 
n22 )1()(f αλλλ −=  при [ ]M,0∈λ . Функция )(λf  – частный случай при 1=s функции, 
оцененной в [ ]2,1 . Поэтому при условии 
2M4
5
0 ≤< α         (5) 
 
справедлива следующая оценка .)en4()(f 2/1
]M,0[
max
−
∈
≤ αλ
λ
 Следовательно, 
x)en4(xx 4/1
A,n
−≤− αδ . Таким образом, переход к энергетической норме как бы заменяет 
предположение об истокопредставимости порядка 4/1=s  для точного решения. 
 
3.Сходимость метода при приближенной правой части уравнения 
Оценим второе слагаемое в (4). Справедливо равенство 
( ) ).yy(AEEAxx n21,n δδ α − −−=− −  
Отсюда  ( )[ ] .)yy),yy(E(d11xx M
0
n212
A,n ∫ −−−−=−
−
δδλδ αλλ  
Обозначим через )(λng  подынтегральную функцию и оценим ее сверху. По индук-
ции можно доказать, что при выполнении (5)  
,1n,n4
4
5
)(g 22
1
2
1
2
3
n ≥




≤ δαα   .2n,n4)(g 22
1
2
1
n ≥≤ δαα  
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Нетрудно доказать, что )(max
],0[
α
∈λ
n
M
g  имеет при ∞→n  порядок 2/1n , поэтому 
найденная оценка для )(λng  верна по порядку. Значит, при условии (5) 
,1n,n2
4
5
xx 4
1
4
1
4
3
A,nn
≥




≤− δαδ   .2n,n2xx 4
1
4
1
A,nn
≥≤− δαδ  
Так как 2n,n2xxxxxxxx 4
1
4
1
AnA,nnAnA,n
≥+−≤−+−≤− δαδδ  и ,0n,0xx An →→−  
то для сходимости ,,0
,
∞→→− δ nxx An  достаточно, чтобы .0,,0
4/1 →δ∞→→δ nn  
В этом случае метод (3) обеспечивает сходимость последовательности приближений к 
точному решению в энергетической норме гильбертова пространства H . Итак, доказана 
Теорема 1. Итерационный процесс (3) при условии (5) сходится в энергетической 
норме гильбертова пространства, если число итераций n  выбирать так, чтобы 
.0,n,0n 4/1 →∞→→ δδ  
Запишем теперь общую оценку погрешности для метода (3)  
  ,1n,x)en4(n2
4
5
xx 4
1
4
1
4
1
4
3
A,n
≥+




≤−
−
αδαδ    (6) 
  .2n,x)en4(n2xx 4
1
4
1
4
1
A,n
≥+≤−
−
αδαδ             (7) 
 
Оптимизируем полученную оценку (7) по n , то есть при заданном δ  найдем такое 
значение числа итераций n , при котором оценка погрешности становится минимальной. 
Приравняв нулю производную по n от правой части неравенства (7), получим  
 
.xe2n 12/113опт
−−−−
= δα                                                        (8) 
 
В результате подстановки оптn   в (7) имеем 
 
.2n,xe2xx
2/12/18/18/1опт
A,n
≥≤− − δδ              (9) 
 
Оптимальная оценка погрешности не зависит от α , но оптn  зависит от α , поэтому 
для уменьшения оптn , то есть числа итераций, необходимых для достижения опти-
мальной точности, следует брать α  возможно большим, удовлетворяющим условию (5), 
и так, чтобы оптn  было целым. Таким образом, доказана  
Теорема 2. При условии (5) оптимальная оценка погрешности для итерационного 
процесса (3) в энергетической норме гильбертова пространства имеет вид (9) и получа-
ется при оптn  из (8). 
 
Литература 
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ПОСТРОЕНИЕ ОЦЕНКИ СПЕКТРАЛЬНОЙ ПЛОТНОСТИ С ПОМОЩЬЮ ВЕЙВЛЕТОВ 
 
Семенчук Н.В., ГрГУ, Гродно 
 
Начало восьмидесятых годов прошлого столетия ознаменовано появлением нового 
направления в области обработки данных – вейвлет - анализа. В отличие от традицион-
но применяемого при анализе данных преобразования Фурье, результаты, полученные с 
помощью вейвлет - анализа, зачастую обладают большей информативностью и способ-
ны непосредственно обрабатывать такие особенности данных, которые при традицион-
ном подходе анализировать затруднительно. 
В спектральном анализе временных рядов главной проблемой является построение 
оценок спектральных плотностей второго порядка стационарных случайных плотностей, 
так как они дают важную информацию о структуре процесса. Главная задача состоит в 
том, чтобы по конечной реализации временного ряда отыскать такой алгоритм  для 
оценки спектральной плотности, чтобы оценки были  «хорошими» в статистическом 
смысле. Данное исследование посвящено применению вейвлетов для построения со-
стоятельных оценок спектральных плотностей второго порядка. 
Из [1] известно, что система функций ( ){ } ( ){ }ZR,ZR, ∈∈≥∪∈∈ kxjjxkxx kjkj ,,, 0,,0 ψϕ , 
образует  ортонормированный базис в ( )R2L , где  
( ) ( )kxx jjkj −= 020,0 22 ϕϕ ,                                                    (1) 
( ) ( )kxx jjkj −= 22 2, ψψ  ;                                                     (2) 
0j - некоторое целое число. 
Функция ( )xϕ  из (1) называется масштабирующей, а функция ( )xψ  из (2) – вейвле-
том [1], R∈x .  
Далее, с учетом (1) и (2) определим [1,2] 
( ) )2()2()(~ 1
,0
2/1
,0 nkj
Zn
kj +=
−
∈
−∑ λpiϕpiλϕ ,                                 (3) 
 0N∈0j , 02,1 jk = , П∈λ . 
( ) )2()2()(~ 1
,
2/1
,
nkj
Zn
kj +=
−
∈
−∑ λpiψpiλψ ,                                  (4)  
0N∈j jk 2,1= , Ï∈λ . 
 
Определение. [1, 2], )(~
,0 λϕ kj , )(~ , λψ kj   , определенные формулами (3) и (4) называ-
ются −pi2  периодическими масштабирующей функцией и вейвлетом соответственно.   
В [1] получена цепочка кратномасштабных пространств jV
~
, 0N∈j , из )(2 ÏL с по-
следовательными ортогональными дополнениями jW
~
, 0N∈j  и ортонормированные 
базисы ( ){ }П,2...1,~
,
∈= λλϕ jkj k  для jV
~
, 0N∈j  и ( ){ }П,2...1,~ , ∈= λλψ jkj k для jW~ , 
0N∈j . Таким  образом, имеет место следующее соотношение: 
 
( ) ( ) ( )fff jjj QPP ~~~ 1 +=+                                                   (5) 
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где 
( ) ( )∑
=
=
j
k
kjkjj f
2
1
,,
~
~ λϕαP ,                                             (6) 
( ) ( )∫=
П
dxxfxkjkj ,, ~ϕα ; 
( )∑
=
=
j
k
kjj,kj f
2
1
,
~
~ λψβQ , 
( ) ( )∫=
П
dxxfxkjkj ,, ~ψβ , 
где jk 2...1=  0N∈j , jP~  есть ортогональная проекция функции )(λf , П∈λ  на пространство jV~ , 
а jQ
~
 есть ортогональная проекция функции )(λf , П∈λ  на пространство jW~ ,. 0N∈j . 
В [1] показано, что система функций ( ){ } ( ){ }П,2...1,,~П,2...1,~ 0,0,0 ∈=≥∪∈= λλψλλϕ jkjjkj kjjk  
образует  ортонормированный базис в ( )Ï2L . 
Рассмотрим стационарный случайный процесс )(tX , { },...2 1, 0,t ±±=∈ Z  с 
ZM ∈=  t,0)(tX и спектральной плотностью )(λf , [ ]pipiλ ;П −=∈ . Возникает задача 
оценки спектральной плотности по T  последовательным, через равные промежутки 
времени наблюдениям )1(),...1(),0( −TXXX  за стационарным случайным процессом.   
С учетом проведенных в работе [3] исследований, в качестве оценки спектральной 
плотности ( )∈λf ( )ПL2  рассмотрим: 
( ) ( ) ( )∑ ∑∑
−
= ==
+=
1
0
2
1
,,
02
1
,0,0
~ˆ~
ˆ
ˆ
J
jj
j
k
kjkj
j
k
kjkjf λψβλϕαλ ,                               (7) 
 
,log , 120
ρ−≤≤ CT JJj  где 10 << ρ , ∞<< C0 , произвольные, но фиксированные 
константы, )(~
,0 λϕ kj , )(~ , λψ kj  определяются соотношениями (3) – (4),  
,)()(ˆ
,0
)(
,0 ∫
−
=
pi
pi
ααϕαα dI kjhTkj                                          (8) 
,)()(ˆ
,
)(
, ∫
−
=
pi
pi
ααψαβ dI kjhTkj  
где )()( αhTI   –  расширенная периодограмма, определяемая соотношением: 
( ) ( ) ( )λλpiλ −= TTT
h
T ddH
I
02
1)( )(
2
)(  
( ) ∑
−
=
−
=
1
0
)()(
T
t
ti
TT etXthd
λλ  
( ) tiT
t
k
T
T
k ethH
λλ −
−
=
∑=
1
0
)( )( , 
а функция →]1,0[:Th R  - окно просмотра данных, свойства которой описаны в  [3]. 
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Возникает вопрос об исследовании свойств оценки (7). Учитывая представление (5), 
путем элементарных преобразований оценку (7) можно переписать в виде:  [1] 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )(
( ) ( ) ( ) ( )).~~~~(...
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Используя представление (6), окончательно получим: 
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где kJ ,αˆ  задается соотношением (8), )(~ , λψ kJ  соотношением (4), ,log 12 ρ−≤ CT J  где 
10 << ρ , ∞<< C0 , произвольные, но фиксированные константы, Jk 2,1= . Таким об-
разом, в качестве оценки спектральной плотности )(λf , П∈λ   рассматривается ее 
проекция на пространство JV
~
. 
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МАТРИЧНЫЙ МЕТОД РЕАЛИЗАЦИИ АЛГОРИТМА КРИСТАЛЛИЗАЦИИ  
РЕШЕНИЯ ЗАДАЧИ КОММИВОЯЖЕРА 
 
Смачек С.Н., БГТУ, Брест 
 
Задача коммивояжера (Traveling salesman problem) относится к ряду сложнейших задач 
комбинаторной оптимизации и имеет на сегодняшний день множество приложений. Реше-
ние этой задачи сложно, что не дает возможности даже при современном развитии 
средств вычислительной техники находить решения при большой размерности исходных 
данных за приемлемое время. Поэтому для решения этой задачи создано множество при-
ближенных методов, которые для своего исполнения используют приемлемое количество 
ресурсов (времени, оперативной памяти и других). Одним из таких методов является ме-
тод кристаллизации. Имея сложность О(n2), этот алгоритм показал средние результаты 
для качества находимых решений при довольно высокой скорости работы, что делает его 
применимым для задач большой размерности (десятки тысяч узлов). 
Предлагаемая матричная реализация алгоритма кристаллизации служит для более 
эффективного решения задачи коммивояжера на ЭВМ. Первоначально составляется 
матрица, элементы которой состоят из двух полей: расстояние (dij) и флаг (fij) при-
надлежности к маршруту (1 - дуга принадлежит маршруту, 0 - не принадлежит, * -
запрет на включение данной дуги). По этой матрице строится начальный маршрут 
коммивояжера, например, методом ближайшего соседа. Для этого в строке выбирается 
элемент (i, j) с наименьшим расстоянием, отмечается принадлежность этой дуги маршруту, 
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а для элемента (j, i) ставится запрет на включение в маршрут (это делается для того, чтобы 
избежать замыканий контура на двух узлах). В столбце j на все элементы ставится флаг 
запрета, чтобы j-узел был инцидентен только двум дугам. Далее действие повторяется для 
j-той строки матрицы. Таким образом, в маршрут включаются все узлы (рис. 1). 
На втором этапе подобно методу потенциалов в транспортной задаче перво-
начальный контур разбивается на несколько «оптимальных в себе» контуров. Для это-
го высчитывается оценка уменьшения общей длины контуров и проводится изменение 
маршрута, если она положительна. 
Введем обозначения: 
R(i) - номер строки, в которой i-тый столбец имеет флаг включения дуги в 
маршрут (fR(i)i=1), C(i) - номер столбца, в котором i-тая строка имеет флаг включе-
ния дуги в маршрут (f iС(i) =1). 
Тогда, если dR(i) i - dki> dR(i) C(k) – d k C(k) , проводим перемещение флага в i-том столб-
це на строку k, а в С(к) столбце на строку R(i) (рис. 2). Проведя такие действия над всей 
матрице, мы получим множество отдельных замкнутых контуров, которые в матрице пу-
тем пересортировки вершин всегда можно представить квадратными областями, рас-
положенными по главной диагонали (рис. 3). 
Теперь мы располагаем множеством отдельных маршрутов, которые предстоит 
склеить в наиболее оптимальный. Для этого необходимо предварительно вычислить 
расстояния между контурами. 
Расстоянием между двумя контурами будем называть минимальное увеличение суммы 
длин контуров, которое достигается при самом экономном объединении этих двух контуров. 
Высчитав по исходной матрице расстояния между контурами, можно составить но-
вую матрицу расстояний уже для контуров и повторить все шаги алгоритма уже над 
этой матрицей, что в конечном итоге приведет к решению задачи коммивояжера 
небольшой размерности, где можно применить трудоемкие точные алгоритмы. 
Полученный на конечном этапе маршрут разрывается по самому длинному ребру, 
«разворачивается» до размерности исходной задачи - все контуры имплементируются со-
ставляющими их вершинами - получается маршрут, приближенный к оптимальному. 
После получения на первом этапе первичных контуров альтернативным путем яв-
ляется построение минимального остовного дерева, узлами которого будут являться 
найденные контуры, и дальнейшее склеивание производить по ребрам этого дерева. Еще од-
ним более трудоемким вариантом может быть склеивание наиболее близкораспо-
ложенных контуров с последующим пересчетом расстояний между контурами (последо-
вательность шагов приведена на рис. 4-7). 
Результат можно улучшить, если над итоговым маршрутом провести процедуры эвристи-
ческой оптимизации (рис. 8).  
 
Рис. 1. Исходная матрица расстояний и флагов Рис. 2. Процедура «кристаллизации» 
Ре
п
зи
то
ри
й
Бр
ГТ
У
                 Раздел V. Аналитические и численные методы исследований в математике и их  
                                                                              приложения                         
153 
 
Рис. 3. Независимые контуры в матричном представлении 
 
Рис. 4. Минимальное остовное дерево для первичных контуров  
 
Рис. 5. Слияние двух ближайших контуров в один 
 
Рис. 6. Конечный этап образования единого маршрута - объединение двух контуров 
 
Рис. 7. Маршрут коммивояжера 
 
Рис. 8. Эвристическое улучшение маршрута 
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СПОСОБ УСТАНОВЛЕНИЯ ИЗОМОРФИЗМА ГРАФОВ 
 
Теленкевич Р. С., БГТУ, Брест 
 
Многие практические задачи приводят к необходимости распознавания изоморфиз-
ма и изоморфного вложения сложных структур, которые могут быть заданы в форме 
матриц или графов. С содержательной точки зрения изоморфизм структур означает то-
ждественность их функционирования, что приводит в ряде случаев к возможности заме-
ны одной структуры другой, ей изоморфной. 
Пусть G=(X, F) и H=(Y, P) – два произвольных графа. Два графа называются изо-
морфными, если множества X и Y эквивалентны и для любых x∈X и y∈Y, которые по-
ставлены во взаимно однозначное соответствие, выполняется Fx эквивалентно Py. 
Легко видеть, что для распознавания изоморфизма графов G и H, которые имеют n 
вершин, требуется в общем случае совершить n! попарных сравнений, а для распозна-
вания  изоморфного вложения графа G, имеющего m вершин, в граф H, который содер-
жит  n вершин (m<n), необходимо произвести C mn m! сравнений. Из приведенных оценок 
видно, что уже при относительно небольшом количестве элементов в графах (около 
100) решение задачи об изоморфизме методом полного перебора весьма сложно даже с 
современными вычислительными машинами.  
В настоящей работе приводится алгоритм нахождения изоморфизма графов, осно-
ванный на выделении класса графов, имеющих различные мощности (степени полуза-
хода) вершин, для которого оценка n! завышена. Заметим, что указанный алгоритм рас-
познавания изоморфизма графов удобен для реализации на ЭВМ.  
Алгоритм распознавания изоморфизма двух графов G и H: 
1. Подсчитываем количество вершин каждого графа. При равенстве переходим к  п. 
2, а при неравенстве - к п. 5. 
2. Подсчитываем количество дуг каждого графа. При равенстве переходим к 3., а 
при неравенстве - к п. 5. 
3. Записываем графы в матричной форме. Сравниваем матрицы (метод сравнения графов 
приведен ниже). Если матрицы равны, то переходим к п. 4, если не равны, то  переходим к п. 5. 
4. Графы изоморфны. 
5. Графы не изоморфны. 
Рассмотрим работу алгоритма на примере. 
Пусть даны два неориентированных графа G (рис 1) и H (рис 2). Докажем, что они 
изоморфны. Составим матрицы инциденций: 
Табл. 1 
 
Рис. 1 
 
 x1 X2 x3 x4 x5 
u1 1 1 0 0 0 
u2 0 1 1 0 0 
u3 0 1 0 1 0 
u4 0 1 0 0 1 
u5 0 0 1 1 0 
u6 0 0 0 1 1 
u7 1 0 0 0 1 
u8 1 0 1 0 0 
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Табл. 2 
 
 
 
Рис. 2 
Преобразуем матрицы так, чтобы можно было сказать, равны ли они (заметим, что стро-
ки и столбцы матрицы можно переставлять, матрицы от этого не изменят своего смысла). 
Отсортируем слева направо столбцы по убыванию мощности вершин. Если мощность вер-
шин совпадает, поступим следующим образом: будем сравнивать столбцы сверху вниз по 
строкам. Если элементы равны, опускаемся на одну строку вниз, если не равны, левее ста-
вится тот столбец, элемент в котором больше (например в табл. 1 из двух конкурирующих 
столбцов x1 и x2 левее станет x2). После этого аналогично преобразуем строки матриц. В 
таблицах 3 и 4 представлены матрицы после преобразования, их эквивалентность очевидна. 
 
 y5 y1 y4 y2 y3 
u6 1 1 0 0 0 
u5 1 0 1 0 0 
u3 1 0 0 1 0 
u8 1 0 0 0 1 
u1 0 1 1 0 0 
u4 0 1 0 0 1 
u7 0 0 1 1 0 
u2 0 0 0 1 1 
 
Табл.4           Табл. 5 
Преобразованные матрицы дают также возможность найти однозначные соответст-
вия множества вершин X и множества вершин Y. 
Таким образом, данный алгоритм позволяет за 2(M+N) операций установить изо-
морфизм графов, где M - число вершин, N – число дуг. 
Литература  
1. А. Н. Мелихов Ориентированные графы и конечные автоматы. - М., «Наука», 1971.  
   
ОПЕРАТОРНЫЙ МЕТОД ИССЛЕДОВАНИЯ СВОБОДНЫХ КОЛЕБАНИЙ СТРУНЫ ПРИ 
ПОМОЩИ СТЕПЕННЫХ РЯДОВ 
 
Филиппович  М. М., Густова Г. В., БНТУ, Минск 
 
Рассмотрим  задачу о колебании струны, которому удовлетворяет   дифференци-
альное уравнение в частных производных 
 
u tt - C
2 u xx  = 0                                                                 (1) 
 y1 y2 y3 y4 y5 
u1 1 0 0 1 0 
u2 0 1 1 0 0 
u3 0 1 0 0 1 
u4 1 0 1 0 0 
u5 0 0 0 1 1 
u6 1 0 0 0 1 
u7 0 1 0 1 0 
u8 0 0 1 0 1 
 x2 x1 x3 x4 x5 
u1 1 1 0 0 0 
u2 1 0 1 0 0 
u3 1 0 0 1 0 
u4 1 0 0 0 1 
u8 0 1 1 0 0 
u7 0 1 0 0 1 
u5 0 0 1 1 0 
u6 0 0 0 1 1 
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с начальными и граничными условиями двух видов: 
 
u(x,0) = φ(x),                                                                                           (2) 
u t (x,0) = ψ(x)  
0 < x < ∞ , 
u(0,t) = 0, t > 0; 
u(x,0) = φ(x),                               (3)  
u t (x,0) = ψ(x)  
0 ≤  x ≤  l, 
u(0,t) =µ
1
(t), 
u(l,t) =µ 2 (t) 
t ≥  0. 
 
Здесь C=
ρ
0T , где T 0 - натяжение струны, ρ -  плотность. 
Решение уравнения (1) запишем в виде: 
 
U= ( ) ( )[ ]*1 xx tCdshdA f 1 (x)+ ( ) ( )[ ]*2 xx tCdсhdA f 2 ,                            (4) 
где d x = dx
d , t – время.  
Построенное таким образом решение тождественно удовлетворяет уравнению (1) 
при произвольных бесконечно дифференцируемых функциях f 1 (x) и f 2 (х). Звёздочкой 
обозначено операторное дифференцирование.  
Если в (4) положить А1  и А 2 = const, то с учетом  
 
ехр(± tCd x )*f(x) = f (х ± tС), 
 
получим известное решение Даламбера [l.c.52] для бесконечной струны: 
u(х, t) = ( ) ( ) ( ) .
2
1
2
ααψϕϕ d
C
CtxCtx Ctx
Ctx
∫
+
−
+
−++  
Если в (4) положить А1  (d x ) = ,x
n d
n
lА
pi
 А 2 (d x ) = B n , то получим решение Фурье 
[l.c.86] для закреплённой (0 ≤ х ≤ l; u(0,t) = u(l,t) = 0) струны: 
 
u[x,t)= ,sinsincos
1
x
l
nCt
l
nBCt
l
nA
n
nn
pipipi
∑
∞
=






+  
 
где                               А n = ( ) ,sin2
0
ξξpiξϕ d
l
n
l
l
∫  B n = ( ) .sin2
0
ξξpiξψ
pi
d
l
n
nC
l
∫  
 
Проведём исследование нового решения, когда  
 
f 1 (x) = 
k
k
k xa∑
∞
−∞=
 и f
2
(x) = k
k
k xb∑
∞
−∞=
 
 
в нашем случае оно имеет следующий вид: 
 
U=(tCd 2x + !3
1 t 3 C 3 d 4x )(a 3 x
3+a 5 x
5 )+(1+
!2
1 t 222 xdС )(b1 x+b 3 x 3 ). 
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Данное решение  
 
U(x,t)=6a 3 tCx+20a 3 tCx
3+20a 5 t
3 C 3 x+ b1 x + b 3 x
3  + 3 b 3  t
22С x  
 
тождественно удовлетворяет уравнению (1). 
Для первого случая получим: 
 
U(x,0) = b1 x + b 3 x
3 , 
 
U 't (x,0) = 6Ca 3 x. 
 
Для второго случая получим: 
 
U(0,t) = 1µ (t) = 0, 
 
U(l,t)=µ 2 (t)= b1 l+ b 3 l
3 +2(3a 3 l+10a 5 l
3)tC+3b 3 C
2 lt 2 +20a 5 C
3 l t 3 . 
 
Итак, получим новое решение известной задачи, удобное для проведения численно-
го анализа. 
 
Литература  
1. Тихонов А.Н., Самарский А.А. Уравнения математической физики. Изд. 5-е, -М.: Наука, 
1977. -736 с. 
 
СРАВНИТЕЛЬНЫЙ АНАЛИЗ РОБАСТНОСТИ ДВУХ АЛГОРИТМОВ  
МНОГОМЕРНОГО БАЙЕСОВСКОГО ПРОГНОЗИРОВАНИЯ 
 
Шлык П. А., БГУ, Минск 
 
В данной работе приводятся результаты сравнительного численного анализа робастно-
сти двух алгоритмов байесовского прогнозирования [1] при искажениях априорной плотно-
сти распределения вектора параметров, введённых в рассмотрение П.Густафсоном (1994). 
Компоненты прогнозируемого вектора могут быть стохастически зависимыми. 
 
Математическая модель байесовского прогнозирования. 
Характеристики робастности прогнозирования 
Пусть на вероятностном пространстве ( )PF ,,Ω  заданы три случайных элемента: 
I. Наблюдаемый вектор параметров θ , истинное значение которого неизвестно и яв-
ляется случайным с априорной гипотетической плотностью распределения вероятно-
стей (п.р.в.) ( ) mR⊆Θ∈θθpi ,0 ; 
II. Стохастически зависящий от θ  вектор наблюдений ( ) TnTtt RXxx ×= ⊆∈= 1  с гипо-
тетической условной п.р.в. ( )θxp0 ; 
III. Неизвестный, подлежащий прогнозированию, вектор nRYy ⊆∈ , стохастически 
зависящий от x  и от θ , с гипотетической п.р.в. ( )θ,0 xyg . 
Рассмотрим модель искажений, предложенную П.Густафсоном [2]. Пусть п.р.в. век-
тора параметров θ  равна ( )θpi~  из множества ( )0piεpΓ : 
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( ) ( ) ( ) [ ){ } 0,,0:,0 >∞→⋅≤=Γ εεθυpiε mLup Ruu p    (1) 
( ) ( ) ( ) ( )
( )( ) ( )( )
( ) ( )



∞=
∞<≤+
==
∫
Θ .,
,1,
ˆ,
ˆ
ˆ
0
110
pe
pu
d u
p
p
p
u
u
u
u
θθpi
θθpiθυθθυ
θυθυ  
 
Пусть ( ) +→×⋅⋅ RRRd nn:,  задаёт расстояние в nR . Для произвольной прогнози-
рующей статистики ( ) YXxfy →= :ˆ  введём функционал риска ( )⋅⋅,r : 
( ) ( )( ) ( )( ){ } ( ) ( )( ) ,,,~,~, 22 ∫∫==⋅⋅
XY
dydxyxfdyxsyxfdEfr pi
( ) ( ) ( ) ( )∫
Θ
= θθpiθθ dxpxygyxs ~,,~ 00 . 
Функционал верхнего риска ( )⋅+r  определяется как верхняя граница множества зна-
чений функционала риска: ( ) ( )( ) ( )( ) ( )0~,~, pipipi εpfrfr Γ∈∀⋅≤⋅⋅ + . Прогнозирующая стати-
стика ( )⋅*f  называется +r -робастной, если она минимизирует функционал верхнего 
риска ( )⋅+r . Байесовской прогнозирующей статистикой будем называть статистику 
( ) { },ˆ 00 xyExfy ==  где через {}⋅0E  обозначено математическое ожидание, вычислен-
ное по гипотетическому распределению вероятностей. Гипотетическим среднеквадрати-
ческим риском называется функционал ( )( ) ( )( ){ }yxfdEfr ,200 =⋅ . 
 
Анализ робастности 
Введём следующие обозначения: 
( )
( )



∞=−
∞<≤








−





+
=
pe
p
ppb
p
,1
,1,11
,
ε
ε
ε  
( ) ( ) ( ) ( ) ( ) ( ) ( ).,sup,;, 00000 θθθθpiθθ
θ
xpxygyxdydxpxygxW
Y Θ∈Θ
=Ψ= ∫∫  
В условиях модели (I)-(III) при искажениях (1) имеют место следующие утверждения [3]: 
1. Пусть ( )⋅⋅,d  - Евклидово расстояние в nR . Тогда функционал 
( )( ) ( )( ) ( ) ( )∫∫Ψ⋅+⋅=⋅+
XY
dxdyyxpbfrfr ,,0 ε     (2) 
 
является функционалом верхнего риска. 
2. Прогнозирующая статистика  
 
( ) ( ) ( ) ( ) ( )( ) ( ) ( )∫
∫
Ψ⋅+
⋅Ψ⋅+⋅
=
Y
Y
dyyxpbxW
dyyyxpbxfxW
xf
,,
,,
0
*
ε
ε
  (3) 
 
является +r -робастной по отношению к функционалу верхнего риска (2). 
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Приведём результаты численного анализа робастности байесовской прогнозирую-
щей статистики ( )⋅0f  и +r -робастной статистики (3). Вычислительные эксперименты 
проводились при следующих значениях параметров: 2,2 == pn ; 
( ) ( ) ( ) ( ),,,
10
01
,,
10
01
,
0
0 00
2
0
2
0 θθθθθθpi ypxygxnxpn =



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



=



















=  
( ) ( )
( )



∉
∈
=
uu
uu
u
RCB
RCB
Ru
,,0
,,
2
2
θ
θ
pi
ε
θ , где ( )uu RCB ,2  - круг с центром в 





=
3
3
uC  и радиусом 4=uR . 
Через ( )⋅rˆ  обозначим эмпирический среднеквадратический риск, полученный в резуль-
тате имитационного моделирования для соответствующей статистики. При проведении экс-
периментов вычислялся выигрыш от использования прогнозирующей статистики (3): 
Profit ( ) ( )( ) ( )( ) ( )( )( )( ) %100ˆ
ˆˆ
,
*
*0
*0
⋅
⋅
⋅−⋅
=⋅⋅ fr
frfrff . 
Количество итераций в имитационном моделировании при каждом наборе параметров 
составляло N=1000. Результаты вычислительных экспериментов представлены на рисунке. 
 
Рис. Результаты вычислительных экспериментов 
 
При проведении экспериментов использование +r -робастной прогнозирующей стати-
стики (3) позволило строить более точные прогнозы, чем при использовании байесовской 
прогнозирующей статистики ( )⋅0f . Преимущества статистики (3) наиболее заметны при 
малом количестве наблюдений Т и при «значимых» искажениях гипотетической модели. 
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О РЕДУКТИВНОСТИ НЕКОТОРЫХ ОДНОРОДНЫХ ПРОСТРАНСТВ 
 
Юдов А. А., Шумак Т. А., БрГУ, Брест 
 
Рассматриваются однородные пространства G
H , где H – группа Ли вращений че-
тырехмерного псевдоевклидова пространства нулевой сигнатуры, a G – некоторая под-
группа Ли группы Ли – H. Такие однородные пространства исследуются на редуктив-
ность. Этими вопросами занимались многие видные математики: Лумисте Ю., Номидзу 
К., Кобаяси Ш., Белько И. В., Феденко А. С. и др. Ими построена общая теория связно-
стей в редуктивных однородных пространствах, исследованы свойства связностей в та-
ких пространствах, проведена классификация ряда редуктивных пространств.  
Определение. Однородное пространство G
H  называется редуктивным, если алгеб-
ра Ли H  группы Ли H распадается в прямую сумму подпространств: GmH += , причем 
подпространство m инвариантно относительно Gad , где Gad  - присоединенное пред-
ставление алгебры Ли G . 
Рассмотрим однородное пространство 
31G
H , где { }108759631 ,, iiiiiiG +−−=  
Будем искать трехмерные редуктивные дополнения для алгебры Ли 31G . Для этого 
найдем трехмерные подпространства алгебры Ли H  инвариантные относительно 6adi . 
Достаточно рассмотреть следующие случаи: 
01 . Инвариантные пространства ищем в виде 
{ }691086910769105 ,, iqipiitisiiiiiii ωσνµλ +++++++++ . 
Система инвариантности имеет вид: 
 
0=+ ωλt , 0=+ qsλ , 0=+ pσλ , 0=σt , 0=σs , 12 =σ , 0=+ tpν , 0=+ spσ , 0=+ pσλ . 
 
Решая систему, получим инвариантные пространства в виде: 
 
{ }108107105 ,, piiiipii ++− ,{ }108107105 ,, piiiipii +−+ ,{ }81075 ,, iiii σ+ . 
 
02 . Инвариантные пространства ищем в виде 
{ }691086978695 ,, tisiiqiiiipiiii ++++++++ νσµλ .Система инвариантности имеет вид: 
 
0=µp , 12 =p , 0=λp , 0=+ tqµ , 0=qp , 0=+ sqλ , 0=ν , 0=q , 0=σ . 
 
Решая систему, получим инвариантные пространства в виде:{ }10785 ,, iiii ± . 
03 . Инвариантные пространства ищем в виде:  
{ }696108761085 ,, siiqipiiiiiii +++++++ σνµλ .Система инвариантности имеет вид: 
 
0=+ qµλν , 12 =+ µσλ , 0=+ pµλµ , 0=+ pqσν , 0=+ σσλ p , 12 =+ σµp . 
 
Решая систему, получим инвариантные пространства в виде: 
 
{ }6910785 ,, siiiiii +±± ,{ }6987105 ,, siiiiii +++ σµ ,{ }6910871085 ,1,1 siiiiiiii +−++−± µσσµµσ m  
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04 . Инвариантные пространства ищем в виде: 
{ }69108791085 ,, itisiiiiiii ++++++ σνµλ .Система инвариантности имеет вид: 
 
12 =+ µσλ , 0=+ tµλν , 0=+ sµλµ , 0=+ sσσλ , 0=+ stσν , 12 =+ µσs . 
 
Решая систему, получим инвариантные пространства в виде: 
 
{ }610871085 ,, isiiiisii +++− σµ ,{ }610785 ,, iiiii ±± . 
 
05 . Инвариантные пространства ищем в виде: 
{ }69106986975 ,, qipiitisiiiiii +++++++ µνλ  Система инвариантности противоречива. 
Рассматривая аналогично случаи 06  - 020 , получим следующую теорему. 
Теорема. Относительно 6adi  инвариантны только следующие трехмерные подпро-
странства алгебры Ли H  
1. { }108107105 ,, piiiipii ++− . 
2. { }108107105 ,, piiiipii +−+ . 
3. { }81075 ,, iiii σ+ . 
4. { }10785 ,, iiii ± . 
5. { }6910785 ,, siiiiii +±± . 
6. { }6910871085 ,1,1 siiiiiiii +−++−± µσσµµσ m . 
7. { }6987105 ,, siiiiii +++ σµ . 
8. { }610785 ,, iiiii ±± . 
9. { }6910875 ,, piiiiii +++ λλ .  
10. { }610875 ,, iiiii λλ ++ . 
11. { }6910875 ,, iiiiii µµ +±± . 
12. { }69107 ,, siiii + . 
13. { }6107 ,, iii . 
14. { }69107 ,, iiii ± . 
Найденные инвариантные пространства применяются для нахождения редуктивных про-
странств среди однородных пространств с фундаментальной группой – группой движений 
четырехмерного псевдоевклидова пространства нулевой сигнатуры. Полученные редуктив-
ные структуры позволяют решать различные дифференциально-геометрические задачи в 
таких однородных пространствах, проводить исследования  подмногообразий таких про-
странств, изучать свойства инвариантных аффинных связностей в соответствующих главных 
расслоениях. Дифференциально-геометрические исследования в псевдоевклидовых про-
странствах находят применение в теоретической физике и в теории относительности. 
 
АНАЛИЗ КРАЕВОЙ ЗАДАЧИ О СКАЧКЕ ДЛЯ МНОГОСВЯЗНЫХ 
 И БЕСКОНЕЧНО СВЯЗНЫХ ОБЛАСТЕЙ 
 
Юхимук М.М., БГТУ, Брест 
Краевая задача для бесконечно связных областей впервые была рассмотрена в ра-
боте Н.И.Архиезера [1]. В дальнейшем к этой тематике обращались неоднократно (см., 
например, [2, § 49] и [6 – 9]). Исследование краевых задач для бесконечно связных об-
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ластей близко по своему содержанию к исследованию краевых задач с бесконечным ин-
дексом, основы теории которых были созданы Н.В.Говоровым [3]. Он установил опреде-
лённую связь между разрешимостью таких задач, распределением нулей и асимптоти-
ческим поведением специальных классов целых функций (см., например, [4]). Анализ 
такого сорта задач является важным в силу их практической направленности (например, 
они хорошо моделируют композиционные материалы с богатой микроструктурой). Здесь 
мы ограничимся рассмотрением модельной краевой задачи – задачи о скачке. 
Пусть заданы простые замкнутые гладкие попарно непересекающиеся контуры 
( 1, , 2)kL k N N= ≥ , ограничивающие непересекающиеся области kD+ . Положим 
1
\
N
k
k
D C D− +
=
 
=   
 
U  
и рассмотрим задачу нахождения исчезающей на бесконечности кусочно-аналитической в 
(N+1)-связной области 
1
N
k
k
D D− +
=
 
 
 
U U  функции ( )1( ) ( ),..., ( ), ( )Nz z z z−Φ ≡ Φ Φ Φ , предель-
ные значения которой непрерывны вплоть до кривых kL  и удовлетворяют условиям: 
( ) ( ) ( ), , 1, ,k k kt t R t t L k N+ −Φ − Φ = ∈ =      (1) 
где ( )kR z  – заданные рациональные функции («скачки»), непрерывные на соответст-
вующих им контурах ( 1, )kL k N= . 
Каждый из «скачков» kR  может быть представлен в виде: 
( ) ( ) ( ) ( )k k k kR z p z r z r z= + + % ,        (2) 
где kp  – многочлен, kr  – правильная рациональная дробь, все полюсы которой лежат в 
kD
+ , kr% – правильная рациональная дробь, не имеющая полюсов в kD
+ . Доказано, что 
решение поставленной задачи даёт функция  
1
1,
( ), ,
( )
( ) ( ) ( ), .
N
j
j
k k j k
j N
j k
r z z D
z
p z r z r z z D
−
=
+
=
≠

− ∈
Φ = 
 + − ∈


∑
∑%
        (3) 
Обобщим задачу, полагая, что число контуров – бесконечно, а «скачки» ( )kR z  – меро-
морфные функции. Так же, как и в случае задачи с конечным числом контуров, запишем: 
( ) ( ) ( ) ( )k k k kR z p z r z r z= + + % , где слагаемые в правой части, при тех же обозначениях, что 
и в (2), имеют иной смысл: kp  – целая функция, kr  – сумма главных частей kR  в полюсах из 
kD
+ , kr% – сумма (быть может, бесконечная) главных частей kR  в полюсах, не лежащих в kD
+ . 
Формально решение этой задачи можно получить из (3), учитывая бесконечность 
числа контуров: 
1
1,
( ), ,
( )
( ) ( ) ( ), .
j
j
k k j k
j
j k
r z z D
z
p z r z r z z D
∞
−
=
+
= ∞
≠

− ∈
Φ = 
 + − ∈


∑
∑%
        (4) 
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Формула (3) безусловно даёт решение задачи (1) для любых рациональных функций 
kR , стоящих в правых частях краевых условий. В случае же последней задачи на «скач-
ки» следует наложить дополнительные условия, чтобы функция ( )zΦ  из (4) являлась 
решением задачи рассматриваемого класса. Во-первых, ряды, фигурирующие в форму-
ле (4), должны сходиться в соответствующих областях. Во-вторых, из постановки задачи 
следует, что искомое решение ( )zΦ  необходимо удовлетворяет асимптотическим соот-
ношениям: 
{ }, | | ,| |
lim sup sup ( ) 0, lim sup ( ) 0,
kk
kR Rz Dk D z z R z D z R
z z
−
−
→∞ →∞∈∈ ⊆ < ∈ =
 Φ = Φ = 
 N
    (5) 
откуда следует, что условие  { }lim max ( ) 0
k
kk t L
R t
→∞ ∈
=   является необходимым для суще-
ствования решения. Подтверждение или опровержение того факта, что построенная 
функция действительно является решением задачи связано в общем случае с исследо-
ванием поведения мероморфных функций на бесконечности. 
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