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We study the spherically symmetric collapse of a scalar field in anti-de Sitter spacetime using a
newly constructed, open-source code which parallelizes over heterogeneous architectures using the
open standard OpenCL. An open question for this scenario concerns how to tell, a priori, whether
some form of initial data will be stable or will instead develop under the turbulent instability into
a black hole in the limit of vanishing amplitude. Previous work suggested the existence of islands
of stability around quasi-periodic solutions, and we use this new code to examine the stability
properties of approximately quasi-periodic solutions which balance energy transfer to higher modes
with energy transfer to lower modes. The evolutions provide some evidence, though not conclusively,
for stability of initial data sufficiently close to quasiperiodic solutions.
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I. INTRODUCTION
Numerical studies of the collapse of a scalar field in
spherically symmetric spacetimes that approach anti-de
Sitter spacetime at infinity have attracted much inter-
est and have spawned a number of interesting ques-
tions [1, 2]. In particular, those studies showed that,
beginning with some small initial pulse of scalar field,
generically the scalar field will reflect off the boundary
at infinity within finite time because of the unique causal
structure of asymptotically anti-de Sitter (aADS) space-
times. Importantly, these reflections will continue after
the pulse implodes through the center and makes its way
to the boundary again. This process of reflection repeats
until the pulse is sufficiently sharpened to form a black
hole. Indeed, their work suggests that for any initial am-
plitude, , a weakly turbulent instability results in sharp-
ening sufficient to produce gravitational collapse within
a time ttoc that scales as 1/
2.
The suggestion of Refs. [1, 2] was that the eventual
collapse of even the smallest amplitude  indicated that
AdS was itself unstable to the introduction of any scalar
energy, consistent with previous mathematical expecta-
tions [3, 4]. However, numerical evolutions face, at the
very least, two significant limitations in this regard. The
first is that any such evolution must consider a finite am-
plitude , and so even if that amplitude collapses, the
result does not indicate what happens for smaller ampli-
tude. The second, just as important as the first, is that
any evolution extends to only finite time, and so even if
an evolution does not collapse for some time, it does not
indicate whether collapse occurs for a time after one has
stopped the evolution.
In light of these difficulties in numerical simulation,
one can instead consider the problem as a perturbation
problem about pure AdS. Refs. [1, 2] carried out such a
perturbation study and found a resonant instability in
which the normal modes couple to excite other, higher
modes of the system. These excitations of higher modes
involve the transfer of energy to shorter wavelengths and
the instability is therefore called weakly turbulent.
Given the evidence of an instability from perturbation
theory for infinitesimal  and the numerical evidence for
collapse at finite , it made sense to assume that the
two are connected and that black hole formation ensues
for any value of . However, further numerical studies
found that not all configurations of scalar pulses appear
to collapse [5]. In particular, widely distributed data, for
sufficiently small initial amplitude, demonstrated times
of collapse that become very large quickly, and that were
therefore suspected to avoid collapse.
Recent work suggests that at least some of the config-
urations that avoid collapse on long time scales are lo-
cated in a type of phase space within islands of stability
anchored by quasi-periodic (QP) solutions [6]. Such QP
solutions balance transfer to higher modes with transfer
to lower modes so that their energy spectrum is static.
Perturbation analysis suggests that these solutions are
stable.
Here, we use a newly constructed open source code to
study the numerical evolution of such solutions, and these
evolutions appear consistent with stability [7]. This code
serves as a testbed for using OpenCL, a recently devel-
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2oped open standard to allow for the use of heterogeneous
computing.
II. NUMERICAL SYSTEM
Consider a spherically symmetric spacetime that is
asymptotically AdS adopting the metric
ds2 =
1
cos2 x
(−Ae−2δdt2 +A−1dx2 + sin2 x dΩ2) , (1)
where δ(x, t) and A(x, t) are metric functions depend-
ing on time t ∈ (−∞,∞) and the radial coordinate
x ∈ [0, pi/2]. We introduce a scalar field, φ(x, t), and
adopt auxiliary variables to cast its evolution in first or-
der form with Π ≡ eδφ˙/A and Φ ≡ φ′ where a dot and
prime denote partial derivatives with respect to t and x,
respectively. The equations of motion then include the
following evolution equations
Φ˙ =
(
Ae−δΠ
)′
(2)
Π˙ =
1
tan2 x
(
tan2 xAe−δΦ
)′
(3)
A˙ = −2 sinx cosxA2e−δΦΠ. (4)
The system also includes two constraint equations
A′ =
1 + 2 sin2 x
sinx cosx
(1−A)− sinx cosxA (Φ2 + Π2)(5)
δ′ = − sinx cosx (Φ2 + Π2) . (6)
More detail about the system can be found in Ref. [8].
The code uses a Runge-Kutta method of lines to evolve
Eqs. (2-4) using fourth order accurate finite differences to
approximate the spatial derivatives. The code includes
second, third, and fourth order accurate Runge-Kutta
and the results presented here use the third-order accu-
rate option.
These fields are subject to boundary conditions at the
extremes of the computational domain. At x = 0, the
conditions enforce regularity and local flatness
Φ(0, t) = 0 (7)
A(0, t) = 1. (8)
At the outer boundary, x = pi/2, we enforce that no
energy is incoming via
Φ(pi/2, t) = 0 (9)
Π(pi/2, t) = 0 (10)
A(pi/2, t) = 1. (11)
The metric field δ(x, t) determines the time coordinate
and allows for some freedom. We make the choice that t
measures proper time at the outer boundary by enforcing
δ(pi/2, t) = 0. (12)
This choice is called the “boundary time” gauge as dis-
cussed in Ref. [9].
These operations (computing spatial derivatives and
stepping in time) can be spread across the many threads
of a GPU device necessary to achieve good parallel
performance. However, solving the spatial constraint
Eqs. (5) and (6) generally involves stepping from one
boundary to the other, integrating along. Because this
process is order dependent, it cannot naively be dis-
tributed among many threads.
We therefore evolve the metric function A(x, t) at every
step instead of integrating Eq. (5). However, we find that
periodically integrating A(x, t) over space helps improve
stability and accuracy. For δ(x, t) there is no choice other
than integrating Eq. (6) in space at every time step. We
therefore transfer information for the current time-step to
the CPU host, integrate the equation there, and transfer
the solution for δ back to the GPU device (see Section §B
for more details about the details of the implementation).
To test the fidelity of our numerical results to con-
tinuum solutions of the system, we monitor and test a
number of aspects. We check that solutions converge
to a unique solution as the resolution is increased. We
check that the solutions are consistent with the system by
monitoring the total mass of the spacetime and the resid-
uals of the constraint equations. In particular the mass
is found by integrating M =
∫ pi/2
0
tan2 xA
(
Φ2 + Π2
)
dx.
We demonstrate both convergence and consistency of the
code for one example in Fig. 1. We have also compared
results of this code with another code as used in Ref. [5].
Black hole formation is signalled by the decrease of
A(r, t) to zero. Because these coordinates become sin-
gular in the presence of a horizon, the code stops when
the minimum value of A becomes sufficiently small. A
reasonable value for the time of collapse is achieved
by recording the coordinate time when this minimum
reaches the arbitrary, but small, value of 0.01.
At any given time, the current numerical solution can
be decomposed into a spectrum of normal modes. This
decomposition makes contact with perturbation theory,
and, in particular, provides the three quantities that are
conserved within the TTF formalism [10, 11].
We can use these normal modes to define initial data.
To begin an evolution, one must define Φ(x, 0) and
Π(x, 0) and solve Eq. (5) for A(x, 0) and Eq. (6) for
δ(x, 0). Given some spectrum, E(k), we can then define
the initial scalar field with that decomposition. Because
our intent is to study approximate QP solutions, these
are the only initial data we consider here.
In what follows, we consider the evolution of one par-
ticular QP explicitly constructed in [6] as well as approx-
imate QPs described with mode amplitudes, Ak, which
fall-off exponentially from a dominant mode kd. We pa-
rameterize these approximate solutions in terms of ap-
proximately quasiperiodic solutions as
Ak = e
−µ|k−kd|, (13)
where k varies over the various modes, µ is the rate of
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FIG. 1: Demonstration of high order convergence.
(Top:) The order of convergence for a series of increasing
resolutions obtained for the field Π. The code converges to
third order in the grid spacing. (Bottom:) The numerical
mass loss as a function of time for each resolution is shown.
That the mass loss is small and converges to zero indicates
consistency with the continuum equations.
fall-off about the dominant mode, kd. The parameter
 represents an overall amplitude. We show both the
amplitude spectrum and initial scalar profile for some of
these initial data in Fig. 2.
The temperature is independent of  and characterizes
the distribution of energy among the modes [6]. The
temperature of the explicit solution for kd = 5 is T =
13.1 whereas the approximate QP solutions for the same
kd = 5 have temperatures of 13.0 and 13.1 for µ = 1.75
and µ = 1, respectively. The value µ = 1.75 is chosen
because its spectrum for kd = 5 roughly matches the
explicit solution. The approximate QP solutions for the
kd = 3 have temperatures of 9.03 and 9.16 for µ = 1.75
and µ = 1, respectively.
III. RESULTS
In this work, we are primarily concerned with estab-
lishing whether given families of initial data given by
Eq. (13) and parameterized by µ and kd follow the typi-
cal behavior in which the time of collapse, tc, scales with
1/2 as predicted by the turbulent instability. Because
of the computational challenges in determining whether
a given family is indeed immune to the instability (for a
discussion of some of these difficulties, see Ref. [12]), we
instead compute tc for a series of decreasing amplitudes,
, and look for deviations from this tc ∝ 1/2 scaling.
If significant deviations appear, we take this behavior as
suggestive, but not conclusive, evidence for stability. For
an example of this, one can look at Figs. 5-9 of Ref. [5].
Regardless of whether indeed such a deviation indicates
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FIG. 2: Initial data: (Top:) The mode amplitude spectrum
for the initial data studied here. A solution which explic-
itly solves the conditions of quasi-periodicity (QP) is shown
along with approximate QP solutions defined by Eq. 13.
(Bottom:) The spatial profile of the initial data (in which
Φ(x, 0) = 0).
stability, the deviation represents a qualitative change
and thus may help guide analytic treatments of this in-
stability.
In particular, we evolve for a maximum time, tmax =
500, monitoring the evolution for collapse. This choice is
mostly arbitrary, balancing computational cost with the
desire to be sufficiently long as to capture the behavior
of the instability. We likewise monitor the mass loss en-
suring that it remains small. In Fig. 3 we plot both the
time of collapse and the mass loss for the same families
presented in Fig. 2. These quantities are plotted versus
1/2 rescaled by the minimum  value for that family in
order to display all families on the same two plots. The
inset of the plot shows the families without this rescaling.
The top panel of Fig. 3 shows two contrasting phenom-
ena. For some families, tc is indeed linearly related to
1/2 whereas the other families deviate from such linear-
ity. More particularly, families with µ = 1 demonstrate
collapse times characteristic of the instability, whereas
the explicit QP solution along with families with µ = 1.75
demonstrate different behavior.
Note that the kd = 5, µ = 1.75 family appears quite
similar to the explicit QP solution in Fig. 2. We take
this similarity to indicate that the µ = 1.75 families are
generally closer to their respective QP solutions. These
numerical results therefore suggest that the deviations
seen for such families is consistent with the QP solutions
having some radius of stability and that the µ = 1 fami-
lies are outside this radius of the QP solutions.
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FIG. 3: Time of collapse of the QP families studied here. To
accommodate all the families on the same plot, the horizontal
axis is rescaled in terms of the smallest amplitude plotted for
that family, min. (Top:) The times of collapse for the fam-
ilies studied here. The inset shows these same times without
the rescaling on a log-log plot. Families with µ = 1 demon-
strate a time of collapse that scales with 1/2 consistent with
instability. In contrast, the explicit solution and those with
µ = 1.75 deviate significantly from such a scaling. (Bot-
tom:) The mass loss associated with each run. These runs
generally use 215 points which helps keep the mass loss to less
than a percent.
IV. COMPUTATIONAL ASPECTS
A. What is OpenCL?
Accelerator devices (such as GPUs, FPGAs, DSPs,
and the Xeon Phi, etc.) are gaining tremendous momen-
tum in the HPC world today. In fact, accelerators are
ubiquitous in the very top supercomputers today1, and
their use is largely what has allowed the performance
of these machines to enter into the peta-scale regime and
beyond. However, different accelerators traditionally em-
ployed a rather unfamiliar and specialized programming
model that often required advanced knowledge of their
hardware design. In addition, they historically have had
their own vendor- and design- specific software develop-
ment kits (SDK) with little in common amongst them.
However, in 2010, an open standard was proposed by
Apple Inc. to “unify” the software development for all
these different computer architectures under a single par-
allel programming standard – the Open Computing Lan-
guage (OpenCL)2. OpenCL is a free, open standard that
is vendor and platform neutral. It allows one to write
1 http://top500.org
2 https://www.khronos.org/opencl/
high-performing, yet, portable parallel code that executes
on a wide variety of processor architectures including
CPUs and all accelerator devices. The major proces-
sor vendors (Nvidia, AMD/ATI, IBM, Intel, Altera, etc.)
have adopted the OpenCL standard and have released
support for it on their hardware.
In brief, OpenCL incorporates the changes necessary to
the programming language C that allow for parallel com-
puting on all these different architectures. In addition, it
establishes numerical precision requirements to provide
mathematical consistency across the different hardware
and vendors. In OpenCL, the accelerator (called device)
is accessible to the CPU (called host) as a co-processor
with its own memory. The device executes a function
(usually referred to as a kernel) in a data-parallel model,
which means that a number of threads run the same pro-
gram on different data. Computational scientists must
rewrite the performance intensive routines in their codes
as OpenCL kernels that would be executed on the com-
pute hardware.
The OpenCL API provides the programmer various
functions from locating the OpenCL enabled hardware
on a system to compiling, submitting, queuing, synchro-
nizing the compute kernels and performing memory man-
agement on the hardware. Finally, it is the OpenCL run-
time that actually executes the kernels and manages the
needed data transfers in an efficient manner. Computa-
tion is performed within groups of threads that are as-
sembled into a workgroup. If the accelerator has a large
number of compute-units, it can process them in parallel.
That architecture allows one to farm out a large number
of calculations into a series of groups and execute them
in parallel. The threads then scatter, doing all of their
farmed computations on the different compute-units, and
synchronize at the completion of their assigned tasks.
B. OpenCL Implementation
A data-parallel model is relatively straightforward to
implement in a standard finite-difference code like ours.
We simply perform a domain decomposition of our com-
putational grid and allocate the different parts of the grid
to different compute-cores. More specifically, on a many-
core GPU accelerator device, each thread computes the
entire evolution of the system for a single grid-point (i.e.
value of x). To access data from neighboring grid-points,
we make extensive use of the “shared” nature of the
GPU device’s global memory thus highly simplifying the
communication between the GPU compute-cores. We
make this simplification for the stated goal of keeping the
code’s portability intact, even if it impacts performance
to some extent.
The entire numerical scheme is split across 15 sepa-
rate kernels that are queued to execute in succession at
each time-step. As mentioned in the previous section, the
primary scheme in use by the code is a relatively straight-
forward method-of-lines scheme with fourth-order finite
5differencing and Runge-Kutta time-stepping. The code is
freely available under an open source license via a public
bitbucket repository [7].
It is worthwhile to make two remarks regarding our
data-parallel OpenCL implementation. We choose to ex-
ecute nearly all portions of the numerical scheme, even
the ones that have a relatively low arithmetic intensity
on the GPU device, to help minimize data movement
back to the CPU host system’s main memory. This data
movement occurs over the slow PCI bus, and therefore
must be minimized for good performance. A significant
challenge is posed by the constraints Eqs. 5 and 6 on
the physical variables δ and metric A. In our numerical
scheme, these are to be solved via a simple integration
or sum over the entire computational grid. Due to the
inherently serial nature of those types of computations,
it is difficult to execute them on a many-core GPU device
efficiently. Different approaches were tested, from using a
single GPU device core as essentially a serial processor to
perform the integrals, to solving those equations using a
relaxation method. Interestingly, we found that the most
effective approach was simply to copy the δ and A data
arrays back to main memory, and process them there us-
ing the system’s CPU cores instead (and copy them back
to the GPU device). However, we suspect more effort at
a parallel computation would likely perform better.
C. Performance Results
In this section, the overall computational performance
on recent hardware is documented in detail. The host
system is an Ubuntu 14.04 Linux server with an 8-core,
4.7 GHz AMD FX-9590 (liquid-cooled) processor. The
system main memory is 24 GB and has a fast 120 GB
SSD disk. The accelerator devices we tested are the
recent generation Nvidia Tesla series CUDA GPU K40
and the AMD Radeon HD R9-295x2 GPU. Details on
the specifications of these devices are provided below in
Tables I & II.
The performance gains derived from GPU-acceleration
are presented in the Tables I & II in the form of an overall
speedup over the CPU-only case. For the cases in which
the physical variables A and δ are not dynamical i.e. Ta-
ble II, we obtain order-of-magnitude gains in the overall
performance of AdSCL. This is a fairly typical outcome
that has been appreciated by the computational science
community for several years now. For the cases in which
A and δ are evolved i.e. Table I, the speedup is substan-
tially less due to the extensive communication needed
between the GPU and CPU cores (as remarked in the
previous section). However, there is still a solid benefit
from the GPU-acceleration even in that case, and allows
one to explore regimes that may not have been practical
before.
Clearly, the key to obtaining higher performance in
the dynamical A and δ cases is to find a way to mini-
mize data movement between the CPU and GPU cores.
Name Type GHz Cores Speedup
AMD FX-9590 CPU 4.7 8 1x
Nvidia Tesla K40 GPU 0.8 2880 3.6x
AMD Radeon R9 GPU 1.0 2816 3.0x
TABLE I: This table depicts the relative values for overall perfor-
mance for several variants of recent generation GPUs. The baseline
system here is an AMD FX 8-core, 4.7 GHz CPU running our Ad-
SCL OpenCL Code with N = 32K. Full double-precision floating
point accuracy was used for these tests.
Name Type GHz Cores Speedup
AMD FX-9590 CPU 4.7 8 1x
Nvidia Tesla K40 GPU 0.8 2880 36x
AMD Radeon R9 GPU 1.0 2816 29x
TABLE II: This table depicts the same quantities as in Table I,
but for the case wherein both A and δ are not dynamical i.e. held
fixed at 1 and 0 respectively, and N = 64K.
One way to do this is to use very recent processor ar-
chitectures such as fused processors that contain both
CPU and GPU cores on the same silicon chip. Examples
of such architectures are AMD’s “Accelerator Processing
Units” (APUs) and other “System On a Chip” (SoCs)
such as those found in mobile devices. In such archi-
tectures, since both types of cores may access the same
memory banks, one simply has to pass a pointer between
the CPU and GPU cores and no data copying back-and-
forth is necessary. This functionality very recently be-
came available in OpenCL 2.0 and will be explored in
detail in the future.
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