Abstract-The aim of this paper is to study the achievable rates for a -user Gaussian interference channel (G-IFC) for any signal-to-noise ratio using a combination of lattice and algebraic codes. Lattice codes are first used to transform the G-IFC into a discrete input--output noiseless channel, and subsequently algebraic codes are developed to achieve good rates over this new alphabet. In this context, a quantity called efficiency is introduced which reflects the effectiveness of the algebraic coding strategy. This paper first addresses the problem of finding high-efficiency algebraic codes. A combination of these codes with Construction-A lattices is then used to achieve nontrivial rates for the original G-IFC.
noise ratio (SNR). In this case, the receiver decodes the interference first, eliminates it, and then decodes its own message [29] . "Strong interference" for two-user G-IFCs corresponds to the case where the INR is greater than the SNR at each receiver. In [25] , it is established that in the strong interference regime, decoding both transmitters' messages simultaneously is the right thing to do at each receiver. However, for G-IFCs with more than two users, such a characterization is not directly applicable. Indeed, there is significant work needed to generalize the results that are considered well established for two-user G-IFCs to -user G-IFCs. As the exact capacity results are few and far between, there is a large and growing body of literature on the degrees of freedom (DoF) of more than two-user G-IFCs using alignment [21] , [6] , [4] . Our interest in this paper is to move away from high SNR DoF analysis and focus on developing the finite SNR achievability results for these channels. By doing so, we desire to take this body of literature toward obtaining the achievable rate regions that utilize alignment at any SNR, and thus a step closer toward better understanding its capacity limits. To this end, we combine structured coding strategies (lattices) with algebraic alignment techniques. As an example, we use such a methodology to characterize the capacity of -user Gaussian channels [29] . The main idea in [29] is that each receiver first decodes the sum of all the interferers, eliminates it from the received signal, and then decodes its own signal. We further generalize notion in [30] , where a layered lattice scheme is used to achieve rates that correspond to a DoF greater than 1. However, the scheme in [30] is not necessarily optimal even in terms of the DoF achieved and thus may not be "good" at finite SNR as well. This paper aims at presenting improved achievable rates for -user G-IFCs over those in [30] .
There is limited literature on effective and computable outer bounds for multiuser G-IFCs. Fortunately, outer bounds are now better understood for the case of the DoF of this channel [15] , [6] . In this context, it has been shown that for a general -user IFC, is an upper bound on the total DoF [15] . Multiple results have been presented in recent years showing that this upper bound is achievable. For time/frequency varying channels, [6] shows that is also achievable and therefore is the total DoF of such channels. For constant channels, [7] presents an achievable scheme that has a nontrivial gap from the upper limit of . Recently, [12] and [21] show the existence of schemes that achieve total DoF for IFCs where the IFC gains are irrational. [12] also shows that the total DoF is bounded away from when the channel gains are assumed rational. In [21] and [22] , a coding scheme based on layering is presented that achieves the upper limit on DoF for certain classes of IFCs. Given that we understand DoF limits better than outer bounds on the finite-SNR rate region, we resort to showing that the achievable schemes developed in this paper are "good" in terms of the DoF it achieves. Checking if they are good at any finite SNR remains an open problem.
The rest of this paper is organized as follows: the channel model for the -user Gaussian IFC is described in Section II. Section III covers definitions and notations used in this study. Section IV summarizes the main results of this paper. In Section V, a connection between the original G-IFC and an equivalent discrete deterministic interference channel (DD-IFC) is built. For the equivalent DD-IFC, Section V defines and determines "efficient" codebooks. Subsequently, Section VI applies these efficient discrete-channel codebooks to the original G-IFC. Section VI is subdivided into two sections. Section VI-A provides an achievable scheme for a G-IFC with integer channel gains. Section VI-B generalizes this coding scheme to settings with nonintegral channel gains. Finally, Section VII concludes this paper.
II. CHANNEL MODEL
In this paper, we study a -user G-IFC where the received signal is expressed as (1)
In (1), denotes the vector input of size , the vector output of size , and the vector noise comprised of independent Gaussian real noise with power and zero mean ( is assumed to be 1 through out this paper where it does not hurt the generality of the model). Further, each transmitter satisfies a power constraint, which over channel uses for user is given by (2) In this paper, we focus on a general -user interference model. With the assumption that for all s, i.e., all the users have the same power constraint, we extend this to a most general setting in the last section of this study. Fig. 1 shows the channel model. The channel becomes symmetric if we set for all , and for all s.
III. PRELIMINARIES AND NOTATIONS
Calligraphic fonts are used to represent sets (such as ). represents the cardinality of the set . Let denote the remainder of when divided by ; therefore, and divides ; we denote this by . Let be the codebook at transmitter . Assuming that transmitter employs channel uses to transmit a codeword , the rate corresponding to this codebook is given by
The achievable sum rate for a -user G-IFC is defined as . Let be the power constraint at transmitter . The total DoF is the slope of maximum sum rate over all coding strategies with respect to , as tends to infinity.
Formally, we can write it as
A lattice is an additive subgroup of isomorphic to , where and are the set of real and integer numbers. A Construction-A lattice is defined as follows [28] :
where is a full rank by matrix. The Voronoi region of a lattice point is defined as all the points in that are closer to than any other lattice point. Because of the inherent symmetry of lattices, we can define the Voronoi region corresponding to zero (which is always a lattice point) as follows:
With a slight abuse of notation, we write if and only if . The second moment per dimension of a lattice is defined as Let denote the normalized second moment of the lattice , defined as It is known that for a general Construction-A lattice [9] . A lattice is said to be "good for quantization" if tends to as grows to infinity. Similarly, is called "good for channel coding" if probability of error in decoding a Gaussian noise with unit variance from the signal where using lattice decoding (nearest lattice point) goes to zero as [9] . We refer to lattices and as a nested pair if , where subscripts and are used to denote the notions of a "coarse" and a "fine" lattice. The nesting ratio of the nested pair is defined as
Note that from how we define "goodness" of lattices in the aforesaid paragraph, if both the lattices and are "good for quantization," the nesting ratio, , tends to for large s [9] . IV. OUR APPROACH: THE CENTRAL DOGMA Here, we describe the essence and intuition behind our approach to obtaining achievable rates for the -user G-IFC. First, consider those G-IFCs as defined by (1) that have integer-valued channel gains. In this case, the G-IFC received signal vector is a superposition of integer-scaled values of the transmit signals plus additive noise. To develop an achievable region, we use a two-step coding process as follows. First, each transmitter restricts itself to using a transmit alphabet comprising of elements from the same "good" lattice. We call a lattice "good" if it is good for both quantization and channel coding as defined in the last section. The channel structure ensures that the receiver observes a valid lattice point, and as the lattice is "good for channel coding," the Gaussian noise can be removed at each of the receivers. We call the resulting noiseless channel a DD-IFC. This DD-IFC is a lattice input lattice output linear transformation channel. Second, we use algebraic alignment mechanisms to determine achievable rates for this DD-IFC. In other words, we determine the largest (symmetric) subset of the "good" lattice where each receiver can determine its corresponding transmit lattice point.
This two-step process is described mathematically as follows.
Step 1: We choose a pair of "good" n-dimensional nested lattices:
where is a large positive integer, , is an -dimensional vector from , the operation " " indicates modulo multiplication, and is a prime number. Note that the modulo multiplication can be considered as a real multiplication because of the additive integer part in (3) . Note that . From [9] , we know that there exist "good" matrices and that render these lattices to be good simultaneously for quantization and channel coding. We choose as the transmit alphabet over channel uses for each transmitter in the system. Given that the channel coefficients are integral, the received signal across channel uses at each receiver is given by where is an -length transmit lattice point from transmitter and is the -length Gaussian noise observed at receiver . Note that is also an element of the fine lattice . Since is given to be "good" for channel coding, receiver can, with high probability, determine from . Thus, each receiver can eliminate noise and the system becomes, with high probability, equivalent to the DD-IFC:
where , are the matrices comprised of , respectively.
Step 2: Note that finding the sum-rate capacity (and the entire capacity region) of the DD-IFC is a highly nontrivial problem as it is an n-letter channel. Thus, this step focuses on reducing it to a tractable analysis. In order for each receiver to recover its intended message in the DD-IFC, we require algebraic coding to be superposed on the lattice alphabet, i.e., each transmitter uses a (largest possible) subset of transmit alphabet that can be decoded at its intended receiver. A closer look at the construction of the fine lattice given in (3) shows that every element corresponds to a unique point in . This means that the codebook at receiver , which is a subset of , corresponds to a subset , each element of which belongs to , and can be obtained as follows: (5) We transform the problem of construction from at each transmitter into one of determining a 1-D codebook with elements from for the same channel. Let . From (5) at transmitter in the DD-IFC has the following form: (6) for some , where is the th element of . Thus, we can rewrite at receiver as (7) where because is an integer matrix.
Assuming that the first entry of the vector is 1, one can obtain from the first entry of the vector , if for all and . In other words, we can define an equivalent scalar DD-IFC from to as follows: (8) if the codebook s satisfy the following condition:
where the outer maximization is to obtain the largest element of the vector. Thus, with a slight abuse of notation for convenience, we replace the original G-IFC with a scalar DD-IFC given by (10) such that (11) Note that (11) represents an "alphabet constraint" for the scalar DD-IFC. This alphabet constraint is more stringent than the one imposed using lattice structure on the G-IFC, but it is sufficient condition that enables us to obtain nontrivial achievable rates for the original G-IFC. For the remainder of this paper, we study the channel definition given by (10) and (11) , and then connect the results obtained with achievable rates for the original Gaussian channel. This concludes the central dogma of our approach in analyzing G-IFCs.
Next, we define the notion of efficiency for scalar DD-IFCs and connect it with the achievable rate for this channel.
Definition 1: "Efficiency" is defined for a set of codebooks in DD-IFC as follows: (12) where and is the number of channel uses transmitter utilizes to convey its codeword.
In [17] , we establish the following theorem. Theorem 1: The following sum rate is achievable for a scalar G-IFC (1):
Note that we desire that be as close to as possible as efficiency represents the total DoF achieved in the system. For a symmetric IFCs with integer coefficients, [7] and [21] design codes achieving more than one DoF. [17, Th. 1] used "arithmetic progression codes" to find efficiencies (much) greater than 1 for a more general class of IFCs. This results in "good" achievable DoF that can be achieved at finite (moderate) SNRs. Although [17] takes a significant step in determining nontrivial rates using this technique, its approach can be generalized and improved further, which is the aim of this paper.
Before presenting the main result of this paper, we start with the following definitions. Let be a -dimensional vector. Define to be a matrix with on its diagonal and zero on nondiagonal entries. Lemma 4 in subsequent sections proves that the defined binary relation is in fact an equivalence relation. We denote the equivalence class of matrix as . We define as (13) where is a codebook for the DD-IFC channel . In particular, we can consider arithmetic progression codebooks that will result in higher efficiencies as demonstrated in Examples 1 and 2.
Here, we state the main result of this paper for G-IFCs.
Theorem 2:
For the G-IFC channel model in Section II with integer channel gains, i.e., , and any , the following sum rate is achievable:
We present the proof of Theorem 2 in Section VI-A. Example 2 in Section V illustrates that, in general, . Again, the important point to note is that this is a result for any SNR and is not asymptotic in SNR. An immediate result from Theorem 2 is an achievable total DoF as stated below:
Corollary 1: For the G-IFC with an integer channel matrix , the following is an achievable total DoF:
Remark 2: It is important we point out that the results in the aforementioned theorem (and corollary) are implicit, in terms of that may or may not be easy to compute. In this way, it differs from conventional achievability arguments that typically are intended to provide computable (and sometimes, closed-form) rate expressions.
Next, we state a theorem for a general G-IFC without an integer-valued channel matrix. The approach here is to quantize the channel to an integer and employ dithers to render the error in quantization independent of the desired signal (prior work on a related direction for quantization can be found in [24] ). The scheme for doing so is presented in Section VI-B.
Theorem 3:
Let be the channel matrix and be a matrix where each entry is the floor of the corresponding entry in . Let be the "difference" matrix, and
Let
. For any , the following sum rate is achievable:
We prove Theorem 3 in Section VI-B. We can further extend our achievable schemes for a more general class of G-IFC. Consider a general G-IFC as (14) with power constraint for transmitter , noise variance at receiver , and channel matrix . For a given positive real numbers and , let ,
, and be defined as
It is easy to check that the IFC model as discussed previously is equivalent to an IFC matrix with power constraint for all the transmitters and noise power at all the receivers. For this equivalent channel, the following remark holds true.
Remark 3:
For all positive and , let , , and be defined similar to Theorem 3 from matrix , , and . For any , the following sum rate is achievable for the channel model given by (14) Proof: The proof is similar to the proof of Theorem (3). Note that the only condition we use in the proof is the integer channel matrix .
Note that for the finite SNR, we are able to maximize the achievable sum rate from Theorem 3 on different , . Moreover, if there exists a pair of , such that , the following is an achievable total DoF for this channel:
In Section V, we analyze the scalar DD-IFC channel in detail and find achievable efficiencies for an integer-valued channel . We also present some upper bounds on efficiency for a particular . Note that, in our analysis, we let grow to infinity. Note that this does not correspond to SNR increasing to infinity in the original G-IFC, and that a suitable scaling of lattices always yields a nested pair at any SNR even though [19] , [9] .
V. EFFICIENCY OF SCALAR DD-IFCS
In this section, we use scalar DD-IFCs as defined in (10) . Equivalently, one can rewrite (10) for receiver as (15) where . Note that, as it is stated in the last section, to maintain tractability in analysis of efficiency for this system, we restrict ourselves to scalar codebooks, i.e., where transmitter sends a codeword , where . Receiver can decode the intended message from transmitter if and only if there exists a function , where
We refer to the set as a codebook if by using sets at transmitter , can always successfully decode for all . Define the set as where represents the Minkowski sum of sets [1]. It is defined as adding every element of one set to all the element of the other set. The following lemma provides a lower bound on the cardinality of .
Lemma 1:
A proof for is given in [31] . Here, we prove it for a general case.
Proof: We first prove that . Let and be the maximum and the minimum elements of sets , , respectively. Let and . Note that . Furthermore, , , and , . Therefore, . Using induction and the aforementioned statement, one can obtain the desired result.
Let be the set of all possible received signals when for all s. Let be the maximum of , and
. Note that another way to define is as given in (11) .
Next, we present a lemma that gives us a necessary condition for decodability at each receiver. Given this framework, we present a set of achievable schemes for integer-valued scalar DD-IFCs and compare the resulting efficiencies.
The following theorem presents upper and lower bounds on efficiency (as defined in Definition 1).
Theorem 4: For a channel given by (10) with an integervalued channel matrix , the following hold true. 1) For any , there exists a set of codebooks , letting only one user transmits, where 2) For any set of codebooks ,
Proof: 1) For the first part, consider the following codebooks:
For receiver 1, and for all other receivers, is the transmitted codeword, and thus it is a valid achievable scheme. Let be the maximum channel gain. One can check that in this case . For this achievable scheme, efficiency can be computed as follows:
The efficiency calculated above goes to 1 as goes to infinity. Equivalently, we are able to choose a large enough that the efficiency of the resulted codebook is greater than . 2) For the upper bound, we assume, without loss of generality, From Lemma 2, one can infer that . Also using Lemma 1, we know that Given that for all s,
where equality holds if for all .
On the other hand, , with equality only when for all . So, one can write (19) where (19) holds with equality only if . Note that in order to satisfy to equal , all the inequalities in the aforementioned analysis must hold with equality or equivalently, we must have that for all . But for that case, . Thus, we conclude that Inequality (19) is always a strict inequality.
Note that, in the lattice scheme given by (3) and (4), we let and go to infinity such that remains constant to keep the rate of lattice codebook constant. This means that for larger s we need codebooks with higher (exponentially growing) rates satisfying Inequality (11). This, however, can be done using layered codebooks. The idea is to construct codebooks with higher rate using a set of primary codebooks multiple times. This scheme can be suboptimal in general, but we show that this is enough to achieve nontrivial rates for G-IFC. For the scalar DD-IFC as given in (10) and (11), we construct the layered codebook from the primary codebook as follows: (20) for some positive integers and . We call the "bin size" of the layered code. This codebook construction first proposed for the DoF of symmetric channels in [21] . Here, we improve it for nonsymmetric channels by choosing a more intelligent .
Definition 3:
For the layered codebook we define "asymptotic efficiency" as follows:
Note that is a function of too, but to simplify the notation we remove from the expression. In this section, we show the existence of an appropriate that renders a decodable code while achieving high .
Definition 4:
A code is called a "good" code if there exists an appropriate bin size such that the layered code constructed using the primary codebook satisfies the following two conditions: 1) is decodable; 2) for large enough s, , or equivalently
Knowing the cardinality of the layered codebooks that is constructed based on a "good" code is essential. We obtain it in the next lemma.
Lemma 3: Let be a "good" codebook, and its corresponding layered codebook be . Then, . Proof: The result is a combination of (20) and the decodability condition from Definition 4. This result can be understood using a simple contradiction argument. If it were not true, then decodability as stated previously would be violated.
An immediate choice for
in (20) is as defined in (11) . One can check that this choice for makes the resulting layered code decodable [21] . Note that a choice of that is less than this value in (20) results in higher . In this section, we show that there are, in general, better choices for than . This fact can better understood from the following example.
Example 1: Consider the following channel matrix:
It is easy to check that the following codes are decodable for this channel:
From (11), we observe that . Let in the layered code given in (20) . We can compute the asymptotic efficiency as However, in Example 2, we show that using the resulting layered codebook is still decodable and we can achieve the following asymptotic efficiency:
Note that although we start from a code with , a clever choice of in the layered coding scheme results in another code with efficiency greater than 1 for large enough s.
In order to present our main result for this new and more intelligently picked , we must go back to the relation in Definition 2 between matrices. First, we prove this relation is in fact an equivalence relation.
Lemma 4:
The binary relation defined as in Definition 2 is an equivalence relation.
Proof: In order to prove this lemma, we need to show the following three properties of the relation . Proof: This result is immediate from Theorem 5 by considering .
In general, we may be able to achieve higher efficiencies than that stated in Corollary 2 by considering another (and therefore ) and searching for a codebook for such that . Thus, we know from Theorem 5 that there is a layered codebook that achieves an efficiency of for . To make this point clear, we consider the setting in Example 1 again as Example 2.
Example 2: Consider the matrix defined in Example 1. Let One can check that , or in other words, . Also, the following sets represent codebooks for this channel:
One can check that, for this codebook, , and therefore From Theorem 5, there exists a layered code for channel , such that Next, we prove Theorem 5.
Proof of Theorem 5: Let be the codebook size of the codebook respectively. Let . Consider the following set of codebooks: (22) Next, we prove that this code is decodable for channel . Let be the received signal, and be the transmitted signal vector. Let be the equivalent vector of in , i.e., and be the output vector of the channel . One can write (23) We have (24) Thus, to decode , we first compute (25) Then, we decode and compute from using (23) . Let the maximum channel output of the channel when code is used at the transmitters be , i.e., Now, we construct the following layered code for the channel (along lines similar to [5] , [21] ): (26) Note that in the definition of , corresponds to the maximum value of the channel output for the channel , and not for the channel . Decodability of the layered code follows directly from (25) . Assuming that is the received signal for channel , we construct the output of channel using (25). Thus, we are able to find the layered messages for , and reconstruct from them. Note that can be decoded because of the choice of as defined in (26) for the code .
Next, we find the maximum value of the output for the channel . Let be the maximum (minimum) value of the vector . Maximum value of can be upper bounded as follows: (27) We also compute (28) Since , we conclude (29) Thus, combining (27) and (29), we get (30) Now, we compute the efficiency of :
Letting go to infinity, we get
In a manner similar to before, we lower bound and therefore
From (31) and (32), we have This proves the theorem.
A. Arithmetic Progression Codes
In this section, we investigate achievable efficiency and the maximum efficiency of a class of codes we refer to as "arithmetic progression codes." We call a code an "arithmetic progression code" when the codebook at each transmitter is an arithmetic progression set. It is formally stated as follows.
Definition 5:
is an "arithmetic progression code" if, , we have for some integers , . We refer s as step size. The next lemma facilitates the finding of an arithmetic code for a channel . Intuitively, the lemma states that, to find the best achievable efficiency for this channel, it is enough to check arithmetic progression codes with the unit step sizes. We formally state this here. Using a similar reasoning as used in proof of Theorem 5, one can check that is decodable for . Also, from (25), . Thus, the code has the same efficiency as .
In this section, we characterize the achievable rates when arithmetic progression codes with unit step size are used. Let and Note that always divides . The next theorem gives an essential characterization of the achievable efficiency for the arithmetic progression codes with unit step size.
Theorem 6:
Consider an integer-valued channel . Let be defined as follows:
The arithmetic progression code is decodable and achieves the following efficiency:
where , with being given by
Using this theorem, we can show the following achievable efficiency for the symmetric channels. Note that if we apply Theorem 6 for the original matrix , we cannot achieve an asymptotic efficiency of more than 1.
Another example is given here.
Example 4:
Consider the following channel matrix:
where , , and are pairwise coprime. Here, we show the existence of an asymptotic "good" arithmetic progression code for this channel. Let be defined as
One can check that . From Theorem 6, there is an arithmetic progression codebook for the channel with the following efficiency:
where , which means that . Using the same steps as given in Theorem 5, we can construct a layered codebook for the channel , with the following asymptotic efficiency:
Given this background, we state the main theorem of this section.
Theorem 7: For a given integer channel matrix , let be defined as in (13) . From the definition of and Lemma 5, for any , there exists a matrix , such that . We can construct a layered code for channel matrix , based on employing the construction proposed in Theorem 5 with the following asymptotic efficiency:
VI. BACK TO G-IFC
This section is divided into two parts. In the first part, we provide the overall achievable scheme corresponding to the sum rate presented in Theorem 2. In the second part, we develop a modified version of this scheme to be used for noninteger channels that result in the achievable sum rate in Theorem 3.
A. Integer Channel Gains
In this section, we present more discussions and proof for Theorem 2.
In order to prove this theorem, we use nested lattices based on Construction-A to generate the codebooks at each transmitter. Nested lattices are constructed as introduced in [10] and stated in (3) and (4). We present them again below:
Let
. We employ [16, Lemma 1] to derive constraints on prime to ensure the existence of a "good" matrix and vector , where the notion of "good" is as defined in [10] . We reproduce the relevant lemma next for convenience. [16] ): Assuming that , there exist a matrix and a vector such that the following hold true: 1) . 2) Probability of error in determining from (where is an AGN with variance ) using lattice decoding can be made arbitrarily small for large lattice dimension . Let belong to an equivalence class of integer matrices . Let be the matrix in the same equivalence class , from Theorem 7. We know
Lemma 6 (Lemma 1 in

Let
. Let be the maximum channel output of the channel , when transmitter uses codebook . Therefore, Consider the layered code for channel which is constructed based on from Theorem 7. Let be the maximum output signal of the channel , when codebook is used.
For any positive integer , choose such that Note that from (29) and (30) Consider the following encoding and decoding scheme for the G-IFC.
Encoding Scheme: Transmitter chooses a codeword associated with the desired message. Decoding Scheme: Decoding is done in three steps. Each receiver first eliminates the additive Gaussian noise using typical set decoding as done in [19] , and then constructs a 1-D deterministic channel from the received lattice point. Next, it determines the intended codeword from the resulting equivalent deterministic channel. 1 Let be the received signal at receiver and denote be the noise-free, received signal. 1) AGN removal using lattice decoding: Since channel coefficients are integers and , . By choosing an appropriate prime [as given by (36)], we ensure that the transmit lattices are "good" for channel coding, and thus the noise can be "removed" from to get with high probability.
2) Construction of an equivalent 1-D deterministic channel:
Let where and (note that this assignment is unique). Without loss of generality, assume that , the first entry of the vector , is nonzero. Since is nonzero and , has an inverse element in , and we call that . Define (38) Note that is the output signal of a deterministic channel when each transmitter uses codebook . Thus from (36), we have From inequality stated previously, one can check that (39) where is the first entry of a vector . 3) Determining , and thus the intended message: Using and decodability property of the layered code , we can determine .
can be computed from as follows:
To complete the proof of this theorem, we must determine the rate achieved through this scheme by each user. Let . From (37) and (41), we get Corresponding sum rate is
Now from (35), we can write and Therefore, as becomes very large, and grows with respect to to satisfy (35), we have (41) Combining (40) and (41), and letting goes to infinity, we desired result where the last inequality follows from Theorem 7.
B. Real Channel Gains
In the last section, a coding scheme proposed to achieve the sum rate promised in Theorem 2. We observe that in general this new scheme can achieve higher rates than time share when the channel matrix is integer. Here, we investigate to find a modified scheme to achieve sum rate proposed in Theorem 3, when a channel matrix is real.
Proof of Theorem 3: In order to proof this theorem, each transmitter needs to use a random dither. Let be a vector chosen uniformly from the Voronoi region of lattice . Let the codebooks s be defined as Theorem 2.
Encoding Scheme: Transmitter transmits a codeword , where and associated with the desired message. Decoding Scheme: Decoding can be done similar to that of Theorem 2. In the first two steps, we want to remove the noise and reconstruct: This completes the proof.
VII. CONCLUSION
In this study, we develop achievable rates for the -user G-IFC. To accomplish this, we study equivalent DD-IFC and then transform results obtained to the original G-IFC. For the DD-IFC, we define a notion of "efficiency" which measures the "goodness" of the codes being constructed. We develop a new family of codes that attain a high efficiency and thus achieve nontrivial rates for the original Gaussian IFC at finite SNRs. Although our initial analysis is for channels with integer coefficients, we extend our analysis to nonintegral channels by utilizing dithered lattices.
