Construction of Cauchy Data of Vacuum Einstein field equations Evolving
  to Black Holes by Li, Junbin & Yu, Pin
CONSTRUCTION OF CAUCHY DATA OF VACUUM EINSTEIN FIELD
EQUATIONS EVOLVING TO BLACK HOLES
JUNBIN LI AND PIN YU
Abstract. We show the existence of complete, asymptotically flat Cauchy initial data for
the vacuum Einstein field equations, free of trapped surfaces, whose future development
must admit a trapped surface. Moreover, the datum is exactly a constant time slice in
Minkowski space-time inside and exactly a constant time slice in Kerr space-time outside.
The proof makes use of the full strength of Christodoulou’s work on the dynamical
formation of black holes and Corvino-Schoen’s work on the constructions of initial data
set.
1. Introduction
1.1. Earlier Works. Black holes are the central objects of study in general relativity.
The presence of a black hole is usually detected through the existence of a trapped sur-
face, namely a two dimensional space-like sphere whose outgoing and incoming expansions
are negative. The celebrated Penrose singularity theorem states that under suitable as-
sumptions, if the space-time has a trapped surface, then the space-time is future causally
geodesically incomplete, i.e., it must be singular, at least in some weak sense. On the other
hand, the weak cosmic censorship conjecture (WCC) asserts that singularities have to be
hidden from an observer at infinity by the event horizon of a black hole. Thus, assuming
WCC, the theorem of Penrose predicts the existence of black holes, via the exhibition of
a trapped surface. This is precisely the reason why the trapped surfaces are intimately
related to the understanding of the mechanism of gravitational collapse.
In [4], Christodoulou discovered a remarkable mechanism responsible for the dynamical
formation of trapped surfaces. He proved that a trapped surface can form, even in vac-
uum space-time, from completely dispersed initial configurations (i.e., free of any trapped
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surfaces) and purely by the focusing effect of gravitational waves. Christodoulou described
an open set of initial data (so called short pulse ansatz ) on an outgoing null hypersur-
faces without any symmetry assumptions. Based on the techniques he and Klainerman
developed in [5] proving the global stability of the Minkowski space-time, he managed to
understand the cancelations among the different components of connection and curvature.
This eventually enabled him to obtain a complete picture of how the various geometric
quantities propagate along the evolution. Christodoulou also proved a version of the above
result for data prescribed at the past null infinity. He showed that strongly focused gravi-
tational waves, coming in from past null infinity, lead to a trapped surface. More precisely,
he showed that if the incoming energy per unit solid angle in each direction in an advanced
time interval [0, δ] at null infinity is sufficiently large (and yet sufficiently dispersed so that
no trapped surfaces are present) the focusing effect will lead to gravitational collapses.
Besides its important physical significance, from the point of view of partial differential
equations, it establishes the first result on the long time dynamics in general relativity for
general initial data which are not necessarily close to the Minkowski space-time.
In [12], Klainerman and Rodnianski extended Christodoulou’s result. They introduced
a parabolic scaling and studied a broader class of initial data. The new scaling allowed
them to capture the hidden smallness of the nonlinear interactions in Einstein equations.
Another key observation in their paper is that, if one enlarges the admissible set of initial
conditions, the corresponding propagation estimates are much easier to derive. Based on
this idea, they gave a significant simplification of Christodoulou’s result. At the same time,
their relaxation of the propagation estimates were just enough to guarantee the formation
of a trapped surface. Based on the geometric sharp trace theorems, which they have intro-
duced earlier in [11] and applied to local well posedness for vacuum Einstein equations in
[7],[8], [9] and [10], they were also able to reduce the number of derivatives needed in the
estimates from two derivatives on curvature (in Christodoulou’s proof) to just one. The
price for such a simpler proof, with a larger set of data, is that the natural propagation
estimates, consistent with the new scaling, are weaker than those of Christodoulou’s. Nev-
ertheless, once the main existence results are obtained, improved propagation estimates
can be derived by assuming more conditions on the initial data, such as those consistent
with Christodoulou’s assumptions. This procedure allows one to recover Christodoulou’s
stronger results in a straightforward manner. We remark that, from a purely analytic
point of view, the main difficulty of all the aforementioned results on dynamical formation
of black holes is the proof of the long time existence results. The work [12] overcomes this
difficulty in an elegant way 1.
When matter fields are present, some black-hole formation results have been established
much earlier, under additional symmetry assumptions. The most important such work
1 We remark that Klainerman and Rodnianski only considered the problem on a finite region. We also
note that the problem from past null infinity has also been studied by Reiterer and Trubowitz [15], by a
different approach.
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is by Christodoulou (see [3]). He studied the evolutionary formation of singularities for
the Einstein-scalar field equations, under the assumption of spherical symmetry (notice
that according to Birkhoff theorem, this assumption is not interesting in vacuum). The
incoming energy of the scalar field was the main factor leading to the gravitational collapse.
We note also that the work [3] provides a much more precise picture for the large scale
structure of the space-time, than that available in the general case.
In all the aforementioned works, the initial data are prescribed on null hypersurfaces. It
is however natural to study the question of formation of trapped surfaces for Cauchy initial
data. We first recall that Cauchy data, i.e., the data defined on a space-like hypersurface,
must satisfy a system of partial differential equations, namely, the constraint equations
(1.1). The main advantage of using characteristic initial data is that one has complete
freedom in specifying data without any constraint. Though Christodoulou’s results for ini-
tial data prescribed at past null infinity predicts, indirectly, the existence of asymptotically
flat Cauchy data, leading to a future trapped surface, it is natural to provide a constructive
approach to this problem. In this connection, we mention an interesting piece of work [16]
by Schoen and Yau. They showed that on a space-like hypersurface, there exists a trapped
surface when the matter field is condensed in a small region, see also [17] for an improve-
ment. Their proof analyzed the constraint equations and made use of their earlier work
on positive mass theorem (especially the resolution of Jang’s equation). We remark that
their work is not evolutionary and matter fields are essential to the existence of trapped
surfaces.
The goal of the current paper is to exhibit Cauchy initial data for vacuum Einstein field
equations with a precise asymptotic behavior at space-like infinity, free of trapped surfaces,
which lead to trapped surfaces along the evolution. We give the precise statement of the
result in next section.
1.2. Main Result. Let Σ be a three dimensional differentiable manifold diffeomorphic
to R3 and (x1, x2, x3) be the standard coordinate system. We also use |x| to denote the
usual radius function. Let r0 > 1 be a given number, δ > 0 a small positive number
and ε0 > 0 another small positive number. We divide Σ into four concentric regions
Σ = ΣM
⋃
ΣC
⋃
ΣS
⋃
ΣK , where
ΣM = {x | |x| ≤ r0}, ΣC = {x | r0 ≤ |x| ≤ r1},
ΣS = {x | r1 ≤ |x| ≤ r2}, and ΣK = {x | |x| ≥ r2}.
The numbers r1, r2 will be fixed in the sequel such that r1−r0 = O(δ) and r2−r1 = O(ε0).
A Cauchy initial datum for vacuum Einstein field equations on Σ consists of a Riemann-
ian metric g¯ and a symmetric two tensor k¯ (as the second fundamental form) subject to
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the following constraint equations:
R(g¯)− |k¯|2 + h¯2 = 0,
divg¯k¯ − d h¯ = 0,
(1.1)
where R(g¯) is the scalar curvature of the metric g¯ and h¯ is the mean curvature.
In order to state the main theorem, we also need to specify a mass parameter m0 > 0
which will be defined in an explicit way in the course of the proof. Our main result is as
follows:
Main Theorem. For any sufficiently small ε > 0, there is a Riemannian metric g¯ and a
symmetric two tensor k¯ on Σ satisfying (1.1), such that
1. ΣM is a constant time slice in Minkowski space-time, in fact, (g¯, k¯) = (δij , 0);
2. ΣK is isometric to a constant time slice all the way up to space-like infinity in a Kerr
space-time with mass m and angular momentum a. Moreover, |m−m0|+ |a| . ε;
3. Σ is free of trapped surfaces;
4. Trapped surfaces will form in the future domain of dependence of Σ.
Remark 1. The mass parameter m0 reflects the amount of incoming gravitational energy
that we inject into the Minkowski space-time through an outgoing null hypersurface. It can
be computed explicitly from the initial conditions as follows (see Section 2 for definitions):
m0 =
1
4
∫ δ
0
|u0|2|χ̂(u, u0, θ)|2g/du.
Remark 2. The regions ΣC and ΣS do not appear in the theorem. In the proof, we shall
see that ΣS will be ε-close to a constant time slice in a Schwarzschild space-time with mass
m0 and ΣC will be constructed from Christodoulou’s short pulse ansatz.
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We now sketch the heuristics of the proof with the help the above picture. We start
by describing initial data on a truncated null cone (represented by the outgoing segment
between the bottom vertex of the cone and the point u = 1 + δ in the picture).
The part of the cone between the vertex and u = 0 will be a light cone in Minkowski
space-time, thus its future development, i.e., the white region in the picture, is flat.
For data between u = 0 and u = δ, we use Christodoulou’s initial data (from which
a trapped surface will appear on the top of the light grey region) with an additional
condition. This condition requires the incoming energy through this part of the cone
be spherically symmetric. The main consequence of imposing this condition is that the
incoming hypersurface from u = δ (represented by segment between the light grey region
and the grey region in the picture) will be close to an incoming null cone in Schwarzschild
space-time.
For data between u = δ and u = 1 + δ, we require that its shear be identically zero.
Together with the data on u = δ, one can show that this part of the data will be close to
an outgoing null cone in Schwarzschild space-time.
We construct the grey region (pictured above) by means of solving the vacuum Einstein
equation using the initial data described in the previous two paragraphs. Thanks to the
consequences of our additional condition, this region is close to a region in Schwarzschild
space-time.
We then can choose a smooth space-like hypersurface such that it coincides with a
constant time slice in Minkowski space-time in the white region (noted as ΣM in the
picture) and it is also close to a constant time slice in Schwarzschild space-time (noted
as the gluing region in the picture). Due to the closeness to Schwarzschild slice, we can
do explicit computations to understand the obstruction space needed in Corvino-Schoen
construction and we can eventually attach a Kerr slice to this region.
1.3. Comments on the Proof. We would like to address now the motivations for and
difficulties in the proof.
As we stated in the Main Theorem, the ultimate goal is to obtain a Kerr slice ΣK . To
this end, we would like to use a gluing construction for the constraint equations due to
Corvino and Schoen [2]. Roughly speaking, if two initial data sets are close to each other,
this construction allows us to patch one to another along a gluing region without changing
the data outside. Similar results have also been obtained by Chrus´ciel and Delay in [6].
We also note that in [6], there is a gluing construction with background metric close to the
Minkowski metric, while in our work the background will be close to a Schwarzschild slice
instead. [2] extended an earlier work of Corvino [1] which proved a parallel result for time
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symmetric data. Both constructions in [1] and [2] relied on the study of local deformations
of the constraint maps (see Section 2.3). We will also have to make use of the deformation
technique. Morally speaking, three ingredients are required to implement this approach:
• A reasonable amount of differentiability, say some Ck,α control on the background
geometry. This is necessary since the local deformation techniques can only be
proved for a relatively regular class of data, see Section 2.3 or [2] for details.
• Some precise information on the background metric. This is essential since even-
tually we can only glue two data sets close to each other. A priori, one of them is
a Kerr slice. Therefore, we expect to contract some space-time close to some Kerr
slice on a given region. We call this requirement the smallness condition since it
will be captured eventually by the smallness of ε.
• The gluing region must have a fixed size. This is important because the local
deformation techniques work only on a fixed open set. If the gluing region shrinks
to zero, it is not clear how one can proceed.
The first ingredient on the differentiability motivates us to derive the higher order energy
estimates in Section 3. In Christodoulou’s work [4], he obtained energy estimates up to two
derivatives on the curvature components. He also had energy estimates for higher order
derivatives, but the bounds were far from sharp. For our purposes, we require not only
differentiabilities but also better bounds.
The second ingredient turns out to be the key of the entire proof. First of all, we remark
that the higher order energy estimates are also important for the second ingredient. To
clarify this connection, we review a technical part of Christodoulou’s proof in [4]. One
of the most difficult estimates is the control on ‖∇⊗̂η‖L∞ . He used two mass aspect
functions µ and µ coupled with η and η in Hodge systems. The procedure allowed him to
gain one derivative from elliptic estimates to close the bootstrap argument. However, he
had to incur a loss of smallness on the third derivatives of η. We remark that the loss only
happened to the top order derivatives. In fact, for lower order derivatives, we can integrate
some propagation equations to obtain smallness (but this integration loses one derivative
instead!). In other words, we can afford one more derivative in exchange for the smallness.
From the above, it is clear that once we have higher order energy estimates, we can expect
better controls.
To obtain the second ingredient, we will show that a carefully designed data will evolve
to a region that is ε-close to some Schwarzschild space-time; it is in this sense that we
have precise information on the background metric. As a consequence, we will be able to
write down explicitly a four dimensional space in the kernel of the formal adjoint of the
linearized constraint maps. This kernel is the obstruction space for the gluing construction,
and we shall use mass and angular momentum (which is of four dimensions in total) of
the Kerr family to remove the obstruction. In this connection, we want to point out that
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in the work of Reiterer and Trubowitz [15], they also obtained such a near Schwarzschild
space-time region (which to the best of our knowledge may not satisfy the requirement in
our third ingredient).
To obtain an almost Schwarzschild slab, one needs a careful choice of initial data among
the short pulse ansatz of Christodoulou. We shall impose the following condition:∫ δ
0
|u0|2|χ̂(u, u0, θ)|2g/du = constant,
namely, independent of the θ variable. Heuristically, this says that the total incoming
gravitational energy is the same for all the spherical directions. We expect that through
such a pulse of incoming gravitational wave, after an advanced time interval [0, δ], we
can regain certain spherical symmetry. We remark that the above condition is the main
innovation of the paper and will be crucial to almost all of our estimates.
Finally, we discuss our third ingredient. One may attempt to carry out the gluing directly
on the space-time constructed in Christodoulou’s work. However, when the parameter δ
goes to zero, one runs the risk of shrinking the gluing region to zero. To solve this difficulty,
we will further extend the short pulse ansatz beyond the the advanced time interval [0, δ]
to [0, 1 + δ]. This extension allows us to further solve Einstein equations to construct a
space-time slab of a fixed size.
To close the section, we would like to discuss a way to prove the Main Theorem based
on the work of Klainerman and Rodnianski [12] instead of the stronger result [4] of
Christodoulou. Since we have to rely on higher order derivative estimates, we can ac-
tually start with the existence result in [12] which only has control up to first derivatives
on curvature. We then can assume more on the data, as we mentioned in the introduction,
to derive more on the solution. As we will do in sequel, we can do the same induction
argument on the number of derivatives on curvatures. This will yield the same higher
order energy estimates and the rest of the proof remains the same.
2. Preliminaries
2.1. Preliminaries on Geometry. We follow the geometric setup in [4] and use the
double null foliations for most of the paper. We use D to denote the underlying space-time
and use g to denote the background 3+1 dimensional Lorentzian metric. We also use ∇ to
denote the Levi-Civita connection of the metric g.
Recall that we have two optical functions u and u defined on D such that
g(∇u,∇u) = g(∇u,∇u) = 0.
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The space-time D is spanned by the level sets of u and u. The functions u and u increase
towards the future. We use Cu to denote the outgoing null hypersurfaces generated by the
level surfaces of u and use Cu to denote the incoming null hypersurfaces generated by the
level surfaces of u. We also use Su,u = Cu ∩ Cu to denote the space-like two sphere. The
notation C
[u′,u′′]
u refers to the part of the incoming cone Cu where u
′ ≤ u ≤ u′′ and the
notation C
[u′,u′′]
u refers to the part of the outgoing cone Cu where u
′ ≤ u ≤ u′′.
Following Christodoulou [4], for the initial null hypersurface Cu0 where u0 < −2 is a
fixed constant, we require that C
[u0,0]
u0 is a flat light cone in Minkowski space-time and S0,u0
is the standard sphere with radius |u0|. Thus, by solving Einstein vacuum equations, we
know the future domain of dependence of C
[u0,0]
u0 is flat. It is equivalent to saying that
the past of C0 can be isometrically embedded into Minkowski space-time. In particular,
the incoming null hypersurface C0 coincides with an incoming light cone of the Minkowski
space-time. In the sequel, on the initial hypersurface Cu0 , we shall only specify initial data
on C
[0,δ+1]
u0 .
We are ready to define various geometric quantities. The positive function Ω is defined
by the formula Ω−2 = −2g(∇u,∇u). We then define the normalized null pair (e3, e4)
by e3 = −2Ω∇u and e4 = −2Ω∇u. We also need two more null vector fields L = Ωe3
and L = Ωe4. We remark that the flows generated by L and L preserve the double null
foliation. On a given two sphere Su,u we choose a local orthonormal frame (e1, e2). We call
(e1, e2, e3, e4) a null frame. As a convention, throughout the paper, we use capital Latin
letters A,B,C, · · · to denote an index from 1 to 2, e.g. eA denotes either e1 or e2; we
use little Latin letters i, j, k, · · · to denote an index from 1 to 3. Repeated indices should
always be understood as summations.
Let φ to be a tangential tensorfield on D. By definition, φ being tangential means that φ
is a priori a tensorfield defined on the space-time D and all the possible contractions of φ
with either e3 or e4 are zeros. We use Dφ and Dφ to denote the projection to Su,u of usual
Lie derivatives LLφ and LLφ. The space-time metric g induces a Riemannian metric g/ on
Su,u. We use d/ and ∇/ to denote the exterior differential and covariant derivative (with
respect to g/) on Su,u.
Let (θA)A=1,2 be a local coordinate system on the two sphere S0,u0 . We can extend
θA’s to the whole D by first setting L(θA) = 0 on Cu0 , and then setting L(θA) = 0 on
D. Therefore, we obtain a coordinate system (u, u, θA) on D. In such a coordinate, the
Lorentzian metric g takes the following form
g = −2Ω2(du⊗ du+ du⊗ du) + g/AB(dθA − bAdu)⊗ (dθB − bBdu).
The null vectors L and L can be computed as L = ∂u and L = ∂u+b
A∂θA . By construction,
we have bA(u, u0, θ) = 0. In addition, we also require Ω(u, u0, θ) = Ω(0, u, θ) = 1.
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We recall the definitions of null connection coefficients. Roughly speaking, the following
quantities are Christoffel symbols of ∇ according to the null frame (e1, e2, e3, e4):
χAB = g(∇Ae4, eB), ηA = −1
2
g(∇3eA, e4), ω = 1
2
Ωg(∇4e3, e4),
χ
AB
= g(∇Ae3, eB), ηA = −
1
2
g(∇4eA, e3), ω = 1
2
Ωg(∇3e4, e3).
They are all tangential tensorfields. We define χ′ = Ω−1χ, χ′ = Ω−1χ and ζ = 12(η − η).
The trace of χ and χ will play an important role in Einstein field equations and they are
defined by trχ = g/ABχAB and trχ = g/
ABχ
AB
. We remark that the trace is taken with
respect to the metric g/ and the indices are raised by g/. By definition, we can check directly
the following identities d/ log Ω = 12(η + η), D log Ω = ω, D log Ω = ω and Db = 4Ω
2ζ].
Here, ζ] is the vector field dual to the 1-form ζ. In the sequel, we will suppress the sign ]
and use the metric g/ to identify ζ and ζ].
We can also decompose the curvature tensor into null curvature components:
αAB = R(eA, e4, eB, e4), βA =
1
2
R(eA, e4, e3, e4), ρ =
1
4
R(e3, e4, e3, e4),
αAB = R(eA, e3, eB, e3), βA = R(eA, e3, e3, e4), σ =
1
4
R(e3, e4, eA, eB)/
AB,
where / is the volume form on Su,u.
In order to express the Einstein vacuum equations with respect to a null frame, we have
to introduce some operators. For a symmetric tangential 2-tensorfield θ, we use θ̂ and
trθ to denote the trace-free part and trace of θ (with respect to g/). If θ is trace-free, D̂θ
and D̂θ refer to the trace-free part of Dθ and Dθ. Let ξ be a tangential 1-form. We
define some products and operators for later use. For the products, we define (θ1, θ2) =
g/ACg/BD(θ1)AB(θ2)CD and (ξ1, ξ2) = g/
AB(ξ1)A(ξ2)B. This also leads to the following
norms |θ|2 = (θ, θ) and |ξ|2 = (ξ, ξ). We then define the contractions (θ · ξ)A = θABξB,
(θ1 · θ2)AB = (θ1)AC(θ2)CB, θ1 ∧ θ2 = /AC/BD(θ1)AB(θ2)CD and ξ1⊗̂ξ2 = ξ1 ⊗ ξ2 + ξ2 ⊗
ξ1− (ξ1, ξ2)g/. The Hodge dual for ξ is defined by ∗ξ = /ACξC . For the operators, we define
div/ ξ = ∇/ AξA, curl/ ξ = /AB∇/ AξB and (div/ θ)A = ∇/ BθAB. We finally define a traceless
operator (∇/ ⊗̂ξ)AB = (∇/ ξ)AB + (∇/ ξ)BA − div/ ξ g/AB.
For the sake of simplicity, we will use shorthands Γ and R to denote an arbitrary connec-
tion coefficient and an arbitrary null curvature component. We also introduce an schematic
way to write products. Let φ and ψ be arbitrary tangential tensorfields, we also use φ · ψ
to denote an arbitrary contraction of φ and ψ by g/ and /. This schematic notation only
captures the quadratic nature of the product and it will be good enough for most of the
cases when we derive estimates. As an example, the notation Γ ·R means a sum of products
between a connection coefficient and a curvature component.
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We use a null frame (e1, e2, e3, e4) to decompose the Einstein vacuum equations Ric(g) =
0 into components. This leads to the following null structure equations (where K is the
Gauss curvature of Su,u):
D̂χ̂′ = −α, (2.1)
Dtrχ′ = −1
2
Ω2(trχ′)2 − Ω2|χ̂′|2, (2.2)
D̂χ̂′ = −α, (2.3)
Dtrχ′ = −1
2
Ω2(trχ′)2 − Ω2|χ̂′|2, (2.4)
Dη = Ω(χ · η − β), (2.5)
Dη = Ω(χ · η + β), (2.6)
Dω = Ω2(2(η, η)− |η|2 − ρ), (2.7)
Dω = Ω2(2(η, η)− |η|2 − ρ), (2.8)
K = −1
4
trχtrχ+
1
2
(χ̂, χ̂)− ρ, (2.9)
div/ χ̂′ =
1
2
d/trχ′ − χ̂′ · η + 1
2
trχ′η − Ω−1β, (2.10)
div/ χ̂′ =
1
2
d/trχ′ − χ̂′ · η + 1
2
trχ′η − Ω−1β, (2.11)
curl/ η = σ − 1
2
χ̂ ∧ χ̂, (2.12)
curl/ η = −σ + 1
2
χ̂ ∧ χ̂, (2.13)
D̂(Ωχ̂) = Ω2(∇/ ⊗̂η + η⊗̂η + 1
2
trχχ̂− 1
2
trχχ̂), (2.14)
D(Ωtrχ) = Ω2(2div/ η + 2|η|2 − (χ̂, χ̂)− 1
2
trχtrχ+ 2ρ), (2.15)
D̂(Ωχ̂) = Ω2(∇/ ⊗̂η + η⊗̂η + 1
2
trχχ̂− 1
2
trχχ̂), (2.16)
D(Ωtrχ) = Ω2(2div/ η + 2|η|2 − (χ̂, χ̂)− 1
2
trχtrχ+ 2ρ). (2.17)
We also use the null frame to decompose second Bianchi identity ∇[aRbc]de = 0 into
components. This leads the following null Bianchi equations,
D̂α− 1
2
Ωtrχα+ 2ωα+ Ω{−∇/ ⊗̂β − (4η + ζ)⊗̂β + 3χ̂ρ+ 3∗χ̂σ} = 0, (2.18)
D̂α− 1
2
Ωtrχα+ 2ωα+ Ω{∇/ ⊗̂β + (4η − ζ)⊗̂β + 3χ̂ρ− 3∗χ̂σ} = 0, (2.19)
Dβ +
3
2
Ωtrχβ − Ωχ̂ · β − ωβ − Ω{div/ α+ (η + 2ζ) · α} = 0, (2.20)
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Dβ +
3
2
Ωtrχβ − Ωχ̂ · β − ωβ + Ω{div/ α+ (η − 2ζ) · α} = 0, (2.21)
Dβ +
1
2
Ωtrχβ − Ωχ̂ · β + ωβ − Ω{d/ρ+ ∗d/σ + 3ηρ+ 3∗ησ + 2χ̂ · β} = 0, (2.22)
Dβ +
1
2
Ωtrχβ − Ωχ̂ · β + ωβ + Ω{d/ρ− ∗d/σ + 3ηρ− 3∗ησ − 2χ̂ · β} = 0, (2.23)
Dρ+
3
2
Ωtrχρ− Ω{div/ β + (2η + ζ, β)− 1
2
(χ̂, α)} = 0, (2.24)
Dρ+
3
2
Ωtrχρ+ Ω{div/ β + (2η − ζ, β)− 1
2
(χ̂, α)} = 0, (2.25)
Dσ +
3
2
Ωtrχσ + Ω{curl/ β + (2η + ζ, ∗β)− 1
2
χ̂ ∧ α} = 0, (2.26)
Dσ +
3
2
Ωtrχσ + Ω{curl/ β + (2η − ζ, ∗β) + 1
2
χ̂ ∧ α} = 0. (2.27)
To conclude this subsection, we recall how one prescribes characteristic data for Einstein
vacuum equations on two transversally intersecting null hypersurfaces, say C
[0,δ+1]
u0 ∪ C0
in our current situation. In general, the initial data given on Cu0 ∪ C0 should consist of
the full metric g/0,u0 , torsion ζ, outgoing expansion trχ and incoming expansion trχ on the
intersecting sphere S0,u0 together with the conformal geometry on C
[0,δ+1]
u0 and C0. As we
observed, the incoming surface C0 is a fixed cone in the Minkowski space-time, thus g/0,u0 ,
ζ,trχ and trχ are already fixed on S0,u0 . Therefore, to specify initial data, we only need
to specify the conformal geometry on C
[0,δ+1]
u0 . We will see how the short pulse data of
Christodoulou is prescribed in next subsection.
2.2. The Work of Christodoulou. We first discuss Christodoulou’s short pulse ansatz
presented in [4]. As we mentioned earlier, we need to specify the conformal geometry
on C
[0,δ+1]
u0 . Let Φu be the one parameter group generated by L. We can rewrite the
induced metric g/|Su,u0 uniquely as g/|Su,u0 = (φ|Su,u0 )2ĝ/|Su,u0 , where φ|Su,u0 is a positive
function, such that the metric Φ∗uĝ/|Su,u0 on S0,u0 has the same volume form as g/|S0,u0 . In
this language, we only need to specify Φ∗uĝ/|Su,u0 freely on S0,u0 since it yields the conformal
geometry on C
[0,δ+1]
u0 .
Let {(U1, (θA1 )), (U2, (θA2 ))}A=1,2 be the two stereographic charts on S0,u0 . Thus, the
round metric g/|S0,u0 is expressed as (g/|S0,u0 )AB(θ) =
|u0|2
(1+ 1
4
|θ|2)2 δAB with θ = θ1 or θ2 and
|θ|2 = |θ1|2 + |θ2|2. Since we require that ĝ/(u) = Φ∗uĝ/|Su,u0 on S0,u0 has the same volume
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form as g/|S0,u0 , that is,
det(ĝ/(u)AB)(θ) = det(g/(0)AB)(θ) =
|u0|4
(1 + 14 |θ|2)4
,
ĝ/(u) is given by
ĝ/(u)AB(θ) =
|u0|2
(1 + 14 |θ|2)2
mAB(u, θ) =
|u0|2
(1 + 14 |θ|2)2
expψAB(u, θ),
where mAB takes value in the set of positive definite symmetric matrices with determinant
one and ψAB takes value in the set of symmetric trace-free matrices. After this reduction,
to prescribe initial data, we only need to specify a function
ψ : [0, δ + 1]× S0,u0 −→ Ŝ2, (u, θ) 7→ expψAB(u, θ),
where Ŝ2 denotes the set of 2× 2 symmetric trace-free matrices.
In Christodoulou’s work [4], he only provided data on C
[0,δ]
u0 , i.e. u ∈ [0, δ]. First he
chose a smooth compactly supported Ŝ2-valued function ψ0 ∈ C∞c ((0, 1)×S0,u0). Then he
called the following specific data
ψ(u, θ) =
δ
1
2
|u0|ψ0(
u
δ
, θ), (2.28)
the short pulse ansatz and he called ψ0 the seed data.
Remark 3. A key ingredient for the current work is to give further restriction on the seed
data ψ0 (see (2.30) or (2.31)). We shall further extend ψ to the whole region [0, δ+1]×S0,u0
by zero.
To state the main theorems in [4], especially the energy estimates, we also need to define
some norms. Let k ∈ Z≥0 be a non-negative integer, on each outgoing cone C [0,δ]u , we define
Rk(u) = δ−
1
2 |u|−1(‖δ 32 |u|(|u|∇)kα‖+‖δ 12 |u|2(|u|∇)kβ‖+‖|u|3(|u|∇)k(ρ, σ) +‖δ−1|u|4(|u|∇)kβ‖),
and
Ok+1(u) = δ−
1
2 |u|−1‖δ 12 |u|(|u|∇)k+1χ̂‖+ ‖|u|2(|u|∇)k+1(trχ− 2|u|)‖+ ‖δ
− 1
2 |u|2(|u|∇)k+1χ̂‖
+ ‖δ−1|u|3(|u|∇)k+1(trχ+ 2|u| −
2u
|u|2 )‖+ ‖|u|
2(|u|∇)k+1(η, η)‖
+ ‖δ−1|u|3(|u|∇)k+1ω‖+ ‖δ 12 |u|(|u|∇)k+1ω‖,
where all the norms ‖ · ‖ are taken with respect to ‖ · ‖
L2(C
[0,δ]
u )
; on each incoming cone Cu,
we define
Rk[α](u) = ‖|u|−
3
2 δ−
3
2 |u| 92 (|u|∇)kα‖L2(Cu).
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Recall that we use Γ or R to denote an arbitrary connection coefficient or curvature
component. We now use Rk[R](u),Ok+1[Γ](u) to represent the corresponding norms of
this given component. To be more precise, let φ = Γ or R, we have
Rk[φ](u) = δ−
1
2 |u|−1‖δ−r(φ)|u|−s(φ)(|u|∇/ )kφ‖L2(Cu),
Rk[φ](u) = ‖|u|−
3
2 δ−r(φ)|u|−s(φ)(|u|∇/ )kφ‖L2(Cu),
Ok+1[φ](u) = δ−
1
2 |u|−1‖δ−r(φ)|u|−s(φ)(|u|∇/ )k+1φ‖L2(Cu).
where the r(φ) or s(φ) can be easily retrieved from the precise definitions for each specific
component. Similarly, we introduce
R4k−1[φ](u, u) = |u|−
1
2 ‖δ−r(φ)|u|−s(φ)(|u|∇/ )k−1φ‖L4(Su,u),
R∞k−2[φ](u, u) = ‖δ−r(φ)|u|−s(φ)(|u|∇/ )k−2φ‖L∞(Su,u).
Finally, we define total norms
Rk = sup
u
Rk(u), Ok+1 = sup
u
Ok+1(u), R≤k =
∑
j≤k
Rj , O≤k =
∑
j≤k
Oj .
We state the main result in [4]. Roughly speaking, it asserts that up to two derivatives
on curvature, all the norms (k ≤ 2) defined above can propagate along the evolution of
Einstein vacuum equations.
Christodoulou’s Main Estimates (Theorem 16.1 in [4]). If δ > 0 is sufficiently small
(depending on the C8 bound of the seed data ψ0), there exists a unique solution for the
Einstein field equations on a domain M corresponding to 0 ≤ u ≤ δ and u0 ≤ u ≤ −1− δ.
Moreover, the following total norms
R≤2, R≤2[α], R4≤1, R∞0 , O≤3, O4≤2, O∞≤1,
are bounded by a constant depending on the C8 bound of the seed data ψ0.
The main consequence of this theorem is the dynamical formation of trapped surfaces.
In [4], Christodoulou showed that if
1
8
∫ 1
0
|∂ψ0
∂s
(s, θ)|2ds > 1,
uniformly in θ, then a trapped surface forms in the future of Cu0 .
2.3. The Work of Corvino-Schoen. We follow closely the notations used by Corvino
and Schoen in [2] unless there are conflicts with the current work. We first recall some
definitions on a given three dimensional space-like slice Σ in a vacuum space-time. The
vacuum initial data on Σ consist of a Riemannian metric g¯ and a symmetric 2-tensor k¯
subject to the following constraints (to distinguish from the notations in four dimensions,
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we shall always use barred notations in three dimensions, e.g. ∇¯ denotes the Levi-Civita
connection associated to g¯):
R(g¯)− |k¯|2 + h¯2 = 0,
divg¯k¯ − d h¯ = 0,
where h¯ = trg¯k¯ = g¯ij k¯
ij denotes the mean curvature, divg¯k¯i = ∇¯j k¯ij , and all quantities are
computed with respect to g¯. One then rewrites the constraint equations by introducing
the momentum tensor p¯iij = k¯ij − h¯ · g¯ij . Let H and Φ be the following maps:
H(g¯, p¯i) = Rg¯ + 1
2
(trp¯i)2 − |p¯i|2,
Φ(g¯, p¯i) = (H(g¯, p¯i), divg¯p¯i).
The constraints then take the form Φ(g¯, p¯i) = 0.
We use Mk,α(Σ), Sk,α(Σ) and X k,α(Σ) to denote the set of Riemannian metric, sym-
metric two tensors and vector fields on Σ with Ck,α regularity respectively. Thus, we
have
Φ :Mk+2,α(Σ)× Sk+2,α(Σ)→ Ck,α(Σ)×X k+1,α(Σ).
The formal L2-adjoint operator DΦ∗(g¯,p¯i) of the linearization DΦ(g¯,p¯i) is then given by
DH∗(g¯,p¯i)(f) = ((L∗g¯f)ij + (trg¯p¯i · p¯iij − 2p¯iikp¯ikj)f, (trg¯p¯i · g¯ij − 2p¯iij)f),
Ddiv∗(g¯,p¯i)(X) =
1
2
(LX p¯iij + ∇¯kXkpiij − (Xi(∇¯kpikj +Xj∇¯kpiki)
− (∇¯mXkpikm +Xk∇¯mpimk)gij , −LXgij),
(2.29)
where L∗¯gf = −4g¯f + ∇¯2f − f · Ric(g¯) is the formal L2-adjoint of the linearization of the
scalar curvature operator.
Let Ω ⊂ Σ be a given bounded domain with smooth boundary and ρ be a smooth
positive function on Ω which near Ω decays as a power of distance to the boundary, i.e.
ρ ∼ dN where d is the distance to the boundary and N will be fixed later (see the theorem
below). The weighted Ho¨lder space Ck,α
ρ−1(Ω) is defined by the norm ‖f‖Ck,α
ρ−1
= ‖fρ− 12 ‖Ck,α
in the obvious way; similarly, we can define those spaces for tensors. We are ready to state
the local deformation theorem which will play a key role in our gluing construction.
Local Deformation Theorem (Theorem 2 in [2]). Let ζ ∈ C∞0 (Ω) be a bump function
and (g0, pi0) ∈ Mk+4,α(Σ) × Sk+3,α(Σ). Then for N sufficiently large, there is an ε > 0
such that for all pair (v,W ) ∈ Ck,α(Ω¯)×X k+1,α(Ω¯) with the support of (v,W )−Φ(g0, pi0)
contained in Ω¯ and with ‖(v,W )−Φ(g0, pi0)‖Ck,α
ρ−1 (Ω¯)×X
k+1,α
ρ−1 (Ω¯)
< ε, there is a pair (g, pi) ∈
Mk+2,α(Σ) × Sk+2,α(Σ), such that Φ(g, pi) − (v,W ) ∈ ζ · KerDΦ∗(g0,pi0) in Ω and (g, pi) =
(g0, pi0) outside Ω. Moreover, (g, pi) ∈ Mk+2,α(Σ) × Sk+2,α(Σ) depends continuously on
(v,W )− Φ(g0, pi0) ∈ Ck,αρ−1(Ω¯)×X k+1,αρ−1 (Ω¯).
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In [2], Corvino and Schoen used this theorem to approximate asymptotically flat initial
data for the vacuum Einstein field equations by solutions which agree with the original
data inside a given domain and are identical to that of a suitable Kerr slice. We will use
this theorem in a similar manner in a different situation to prove our main theorem.
2.4. The Structure of the Proof. This section is devoted to an outline of the proof. It
consists of three steps.
• Step 1 Higher Order Energy Estimates.
As we mentioned in the introduction, since we would like to use Corvino-Schoen construc-
tion (see the Local Deformation Theorem in Section 2.3) which requires certain regularity
of the space-time, we are obliged to derive higher order energy estimates. This is accom-
plished in Section 3.
We will derive the estimates on M where 0 ≤ u ≤ δ. Christodoulou’s work [4] already
proved such estimates on the level of two derivatives on the curvature (see the Christodoulou
Main Estimates in Section 2.2). His estimates are already good enough to construct the
space-time. Thus, in our case, we can use an induction (on the number of derivatives)
argument instead a bootstrap argument.
Although this part should be regarded as the routine proof of the persistence of regularity
for vacuum Einstein field equations, we would like to emphasize that by affording more
derivatives, we can gain smallness in δ compared to Christodoulou’s work. For example,
in [4], in L∞ norm, we have
|∇/ η| . 1|u|3 ,
while, in the current work, since we can control the third derivatives on the curvature
components, we actually have
|∇/ η| . 1|u|3 δ
1
2 .
The gain in δ will play a crucial role in Step 2.
• Step 2 Construction of a Transition Region Close to the Schwarzschild Space-time
with Mass m0.
This step is the main innovation of the paper and it is completed in Section 4. Roughly
speaking, this step build a bridge from Christodoulou’s work to the Corvino-Schoen con-
struction. By solving the vacuum Einstein field equations, we can construct a region with
a fixed size (independent of the small parameter δ) which is close (measured by δ) to a
region in the domain of outer communication in the Schwarzschild space-time with mass
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m0. It is precisely on this region, or more precisely a space-like hypersurface inside this
region, where we can use the Corvino-Schoen construction.
As we mentioned in Remark 3, in addition to Christodoulou’s short pulse ansatz de-
scribed in Section 2.2, we need to impose one more condition on the initial data defined
on C
[0,δ]
u0 , that is, for all θ, ∫ 1
0
∣∣∣∣∂ψ0∂s (s, θ)
∣∣∣∣2 ds = 16m0. (2.30)
This condition is slightly different from the condition proposed in Remark 1, namely,
|u0|2
∫ δ
0
|χ̂(u, u0, θ)|2g/du = 4m0. (2.31)
The advantage of using the former over the latter is that as δ changes, (2.30) is always
valid, but (2.31) is not. However, under the condition (2.30), (2.31) is valid up to an error
of size δ to some positive power. The condition (2.31) is more physical and easier to use.
In this paper, although we impose data via the seed function ψ0, we shall stick to the the
latter condition.
The condition (2.31) is the key ingredient to Step 2 and most of the estimates are
directly tied to it. The condition (2.31) also has a clear physical interpretation: it requires
the incoming gravitational energy per solid angle in the advanced time interval [0, δ] to be
the same for all angles θ. Roughly speaking, we impose certain spherical symmetry on the
initial data.
In Section 4.1, we show that the sphere Sδ,u0 is δ-close to a given sphere in the Schwarzschild
space-time with mass m0; here, the closeness is measured in C
k norms. The proof is based
on condition (2.31).
In Section 4.2, we show that the incoming cone Cδ is δ-close to a given incoming cone
in the Schwarzschild space-time with mass m0. This cone is rooted on the given sphere
Section 4.1. The proof is based on condition (2.31) as well as the higher order energy
estimates derived in Section 3.
In Section 4.3, we further extend our data on C
[δ,δ+1]
u0 smoothly by setting
χ̂ ≡ 0, δ ≤ u ≤ δ + 1. (2.32)
We then show that the outgoing cone C
[δ,δ+1]
u0 is δ-close to a given outgoing cone in the
Schwarzschild space-time with mass m0. This cone is also rooted on the given sphere
Section 4.1. The proof is based on condition (2.31).
In Section 4.4, since the Sections 4.1, 4.2 and 4.3 provide a characteristic data set for
the vacuum Einstein field equations, we will solve the field equations to further extend
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Christodoulou’s solution. By virtue of the closeness to the Schwarzschild data, we show
that the resulting space-time is close to a region in the domain of outer communication in
the Schwarzschild space-time with mass m0. Furthermore, we will also see that this region
has a fixed size, namely, it will not shrink to zero when we decrease the parameter δ.
• Step 3 Gluing a Kerr Slice.
This step is completed in Section 5. As a consequence of Section 4.4, we can choose a
three dimensional space-like region for gluing. Then we follow the procedure in [1] and
[2]. Thanks to the closeness derived in Step 2, we can almost explicitly write down the
kernel of the adjoint of the linearized operator of the constraint map. This allows one to
use the Local Deformation Theorem in Section 2.3. The kernel will have four dimensions.
Combined with a fixed point argument, we use a four parameter family of Kerr space-time,
namely the mass m and the angular momentum a to kill the kernel. We also show that
the resulting initial data is free of trapped surfaces.
3. Higher Order Energy Estimates
In this section, we derive energy estimates for higher order derivatives on curvature
components. At the same time, this also yields the control of higher order derivatives on
connection coefficients. More precisely, we shall prove
Theorem 1. Let k ∈ Z≥3. If δ > 0 is sufficiently small depending Ck+N norm of the seed
data ψ0 for sufficient large N , then the following quantities
R≤k,R≤k[α],R4≤k−1,R∞≤k−2,O≤k+1,O4≤k,O∞≤k−1,
are bounded by a constant depending on Ck+N bounds of the seed data.
The integer N is chosen such that for all k, Rk(u0) is bounded by a constant depending
on the Ck+N bound of the seed data. We remark that for k ≤ 2, the theorem was proved in
[4] with N = 6. In fact the precise value of N is not important in the current work. Then
we shall proceed by induction on k. We then make the induction assumption as follows,
for k ≥ 3
R≤k−1 +R≤k−1[α] +R4≤k−2 +R∞≤k−3 +O≤k +O4≤k−1 +O∞≤k−2 ≤ Fk−1+N , (3.1)
where Fi is depending only on the C
i bound of seed data.
3.1. Sobolev Inequalities and Elliptic Estimates for Hodge Systems. In this sec-
tion, we recall the elliptic estimates for Hodge systems on Su,u. Together with Sobolev
inequalities, this will serve as the basic tools for us to control the L∞ norms. We the refer
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to [4] for the proof and we shall take δ > 0 to be sufficiently small as in [4]. For the sake
of simplicity, we use S to denote Su,u, C to denote Cu and C to denote Cu.
We first collect all the Sobolev inequalities as follows:
‖ξ‖L4(S) . |u|
1
2 ‖∇/ ξ‖L2(S) + |u|−
1
2 ‖ξ‖L2(S), (3.2)
‖ξ‖L∞(S) . |u|
1
2 ‖∇/ ξ‖L4(S) + |u|−
1
2 ‖ξ‖L4(S), (3.3)
sup
u
(|u| 12 ‖ξ‖L4(S)) . ‖ξ‖L4(S) + ‖Dξ‖
1
2
L2(C)
(‖ξ‖
1
2
L2(C)
+ |u|2‖∇/ ξ‖
1
2
L2(C)
), (3.4)
sup
u
(|u|q‖ξ‖L4(S)) . |u0|q‖ξ‖L4(Su,u0 ) + ‖|u|
qDξ‖
1
2
L2(C)
(‖|u|q−1ξ‖
1
2
L2(C)
+ ‖|u|q∇/ ξ‖
1
2
L2(C)
).
(3.5)
For Hodge systems, we have the following two cases. First of all, if θ is a traceless
symmetric two tensor, such that
div/ θ = f,
where f is a one form on S, thus,
‖∇/ k+1θ‖L2(S) . ‖∇/ kf‖L2(S) + |u|−1‖∇/ k−1f‖L2(S) + |u|−1‖∇/ kθ‖L2(S) (3.6)
+ |u|−2‖∇/ k−1θ‖L2(S) +
k−1∑
i=1
(‖∇/ iK‖L2(S) + |u|−1‖∇/ i−1K‖L2(S))‖∇/ k−1−iθ‖L∞ ;
Secondly, for 1-form ξ satisfies
div/ ξ = f, curl/ ξ = g,
we have
‖∇/ k+1ξ‖L2(S) .‖∇/ kf‖L2(S) + |u|−1‖∇/ k−1f‖L2(S) + ‖∇/ kg‖L2(S) + |u|−1‖∇/ k−1g‖L2(S)
+ |u|−1(‖∇/ kξ‖L2(S) + |u|−1‖∇/ k−1ξ‖L2(S)) (3.7)
+
k−1∑
i=1
(‖∇/ iK‖L2(S) + |u|−1‖∇/ i−1K‖L2(S))‖∇/ k−1−iξ‖L∞ .
Finally, we also collect two Gronwall type estimates for later uses. They can be found
in Chapter 4 of [4].
If we have
Dθ =
ν
2
Ωtrχθ + γ · θ + ξ,
with |γ| ≤ mΩ|χ̂| where ν and m are constants, then
‖θ‖Lp(Su,u) .p,ν,m ‖θ‖Lp(S0,u) +
∫ u
0
‖ξ‖Lp(Su′,u).
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If we have
Dθ =
ν
2
Ωtrχθ + γ · θ + ξ
where θ is a r-covariant tangential tensor field and |γ| ≤ mΩ|χ̂| with some constants ν and
m, then
|u|r−ν− 2p ‖θ‖Lp(Su,u) .p,r,ν,m |u0|r−ν−
2
p ‖θ‖Lp(Su,u0 ) +
∫ u
u0
|u′|r−ν− 2p ‖ξ‖Lp(Su,u′ ).
3.2. Estimates for Connection Coefficients.
3.2.1. Estimates for ∇/ k+1χ̂′ and ∇/ k+1trχ′. We first consider ∇/ k+1χ̂′ and ∇/ k+1trχ′ and
we will give all the details for these two terms. In the following sections, since we shall
proceed in a similar way, we will be sketchy and only emphasize the key points.
In view of the terms on the right hand side of (2.10), by induction hypothesis (3.1), we
compute
‖∇/ k(χ̂′ · η)‖L2(Cu) . ‖∇/ kχ̂′‖L2(Cu)‖η‖L∞ +
∫ u
0
k−1∑
i=1
‖∇/ iχ̂′‖L4(Su′,u)‖∇/
k−1−iη‖L4(Su′,u)
+ ‖χ̂′‖L∞‖∇/ kη‖L2(Cu) . δ−
1
2 |u|−3−k · δ 12 |u|,
We remark that the factor δ
1
2 |u| comes from the norms ‖ · ‖L2(Cu). Similarly, we have
‖∇/ k(trχ′η)‖L2(Cu) . |u|−3−k · δ
1
2 |u|.
If one replaces k by k − 1, it is obvious that the above estimates also hold. We denote
i = −χ̂′ · η + 12trχ′η − Ω−1β, i.e. those terms in (2.10), we have
‖∇/ ki‖L2(Cu) + |u|−1‖∇/ k−1i‖L2(Cu) . ‖∇/ kβ‖L2(Cu) + δ−
1
2 |u|−3−k · δ 12 |u|. (3.8)
In view of (3.6) and (3.7), we turn to the estimates on Gauss curvature K. For i =
0, · · · , k − 1, by (2.9),
‖∇/ iK‖L2(Cu) . ‖∇/ iρ‖L2(Cu) + ‖∇/ i(χ̂, χ̂)‖L2(Cu) + ‖∇/ i(trχtrχ)‖L2(Cu) . |u|−2−i · δ
1
2 |u|.
Therefore,
k−1∑
i=1
(‖∇/ iK‖L2(Cu) + |u|−1‖∇/ i−1K‖L2(Cu))‖∇/ k−1−iχ̂′‖L∞(S) . δ−
1
2 |u|−2−k · δ 12 |u|.
According to (2.10), (3.6) and the inequality
∫ u
0 ‖ · ‖L2(Su′,u) ≤ δ
1
2 ‖ · ‖L2(Cu), we obtain∫ u
0
‖∇/ k+1χ̂′‖L2(Su′,u) .
∫ u
0
‖∇/ k+1trχ′‖L2(Su′,u) + δ
1
2 ‖∇/ kβ‖L2(Cu) + δ−
1
2 |u|−2−k · δ|u|.
(3.9)
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We turn to (2.2), by commuting derivatives, we have
D∇/ k+1trχ′ =[D,∇/ k]d/trχ′ − Ωtrχ∇/ k+1trχ′ − 2Ωχ̂⊗∇/ k+1χ̂′ (3.10)
−
k−1∑
i=0
∇/ id/(Ωtrχ)⊗∇/ k−1−id/trχ′ −
k−1∑
i=0
∇/ i∇/ (Ωχ̂)⊗∇/ k−1−i∇/ χ̂′
−
∑
i+j+h=k
i,j,h≥0
∇/ id/ log Ω⊗ (∇/ jtrχ⊗∇/ htrχ+ 2∇/ jχ̂⊗∇/ hχ̂)
In fact, the commutator [D,∇/ i] can be written as
[D,∇/ i]θ =
i−1∑
j=0
∇/ j∇/ (Ωχ) · ∇/ i−1−jθ,
so
[D,∇/ k]d/trχ′ =
k−1∑
i=0
∇/ i∇/ (Ωχ) · ∇/ k−1−id/trχ′.
Recall that ∇/ id/ log Ω = 12∇/ i(η + η), we rewrite (3.10) as
D∇/ k+1trχ′ = −Ωtrχ∇/ k+1trχ′ − 2Ωχ̂⊗∇/ k+1χ̂′ + l.o.t.
The notation l.o.t. means the terms have already been estimated by induction hypothesis
(3.1). Therefore,
‖∇/ k+1trχ′‖L2(Su,u) . δ−
1
2 |u|−1
∫ u
0
‖∇/ k+1χ̂′‖L2(Su′,u) + |u|−3−k · |u|. (3.11)
Combining (3.9) and (3.11), we obtain
‖∇/ k+1trχ′‖L2(Su,u) . δ−
1
2 |u|−1
∫ u
0
‖∇/ k+1trχ′‖L2(Su′,u) + |u|−1‖∇/
kβ‖L2(Cu) + |u|−3−k · |u|.
Thus,
‖∇/ k+1trχ′‖L2(Su,u) . |u|−3−k(Rk[β] + C) · |u|. (3.12)
Finally, according to (3.8), (2.10) and (3.6), we obtain
‖∇/ k+1χ̂′‖L2(Cu) . ‖∇/ k+1trχ′‖L2(Cu) + ‖∇/ kβ‖L2(Cu) + δ−
1
2 |u|−2−k · δ 12 |u|
. δ− 12 |u|−2−k(Rk[β] + C) · δ
1
2 |u|. (3.13)
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3.2.2. Smallness on ∇/ k(η, η). In order to ∇/ k+1χ̂′ and ∇/ k+1trχ′, we must improve the
estimates on ‖∇/ k(η, η)‖L2(Cu). We also mentioned this in the introduction. We can actually
afford one more derivative to gain this smallness in powers of δ. We also remark that at
this stage, we can only prove that ‖∇/ k+1(η, η)‖L2(Cu) is bounded without any smallness.
We commute ∇/ k with (2.5) to derive
D∇/ kη = Ωχ∇/ kη +
k−1∑
i=0
(∇/ i∇/ (Ωχ)∇/ k−1−iη +∇/ i∇/ (Ωχ)⊗∇/ k−1−iη)−∇/ k(Ωβ), (3.14)
Therefore,
‖∇/ kη‖L2(Su,u) . δ−
1
2 |u|−1
∫ u
0
‖∇/ kη‖L2(Su′,u) + δ
1
2 ‖∇/ kβ‖L2(Cu) + δ|u|−3−k · |u|. (3.15)
Similarly, according to (2.6), we have
D∇/ kη = Ωχ∇/ kη +
k−1∑
i=0
(∇/ i∇/ (Ωχ)∇/ k−1−iη +∇/ i∇/ (Ωχ)⊗∇/ k−1−iη) +∇/ k(Ωβ), (3.16)
which implies
|u|k‖∇/ kη‖L2(Cu) .|u0|k‖∇/ kη‖L2(Cu0 ) +
∫ u
u0
|u′|k · |u′|−1‖∇/ kη‖L2(Cu′ ) (3.17)
+
∫ u
u0
|u′|k‖∇/ kβ‖L2(Cu′ ) +
∫ u
u0
|u′|k · δ|u′|−4−k · δ 12 |u′|.
We then substitute (3.17) into (3.15) and take supremum on u. As a result, we have
sup
u
|u|k‖∇/ kη‖L2(Su,u) .|u0|k|u|−1‖∇/ kη‖L2(Cu0 ) + δ
1
2 |u|−1
∫ u
u0
sup
u
|u′|k−1‖∇/ kη‖L2(Su,u′ )
+ δ
3
2 |u|−4(Rk[β] + C) · |u|+ δ
1
2 |u|−2(Rk[β] + δ
1
2 |u|−1C) · |u|.
Thus,
|u|k‖∇/ kη‖L2(Su,u) . |u0|k|u|−1‖∇/ kη‖L2(Cu0 ) + δ
1
2 |u|−2(Rk + C) · |u|.
Recall that η = −η on Cu0 . In view of (3.15), we have
|u0|k‖∇/ kη‖L2(Su,u0 ) . δ
1
2 |u0|−2(Rk[β] + δ
1
2 |u0|−1C) · |u0|.
Combining all the estimates above, we finally obtain
‖∇/ kη‖L2(Su,u), δ−
1
2 ‖∇/ kη‖L2(Cu) . δ
1
2 |u|−2−k(Rk + C) · |u|.
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3.2.3. Estimates for ∇/ k+1χ̂′ and ∇/ k+1trχ′. The estimates will be derived in a similar way
as for ∇/ k+1χ̂′ and ∇/ k+1trχ′. By (2.11) and the above improved smallness on ∇/ kη, we
have
‖∇/ k+1χ̂′‖L2(Cu) . ‖∇/ k+1trχ′‖L2(Cu) + ‖∇/ kβ‖L2(Cu) + δ
1
2 |u|−3−k(Rk + C) · δ
1
2 |u|. (3.18)
We then commute ∇/ k+1 with (2.4) to derive
D∇/ k+1trχ′ = −Ωtrχ∇/ k+1trχ′ − 2Ωχ̂⊗∇/ k+1χ̂′ + (trχ)2∇/ k+1 log Ω + l.o.t.
where l.o.t. denotes the terms appeared in (3.1) (we shall always understand l.o.t. in this
way).
Although ∇/ k+1 log Ω = 12∇/ k(η + η) is a lower order term (in derivative), this naive
estimate will not yield the expected smallness of ∇/ k+1trχ′. To remedy this defect, we
introduce an auxiliary bootstrap assumption as follows,
Auxiliary Bootstrap Assumption: ‖∇/ k+1 log Ω‖L2(Cu) ≤ δ|u|−3−k∆k · δ
1
2 |u| (3.19)
for some large constant ∆k depending on Rk. Therefore,
|u|k+2‖∇/ k+1trχ′‖L2(Cu) . |u0|k+2‖∇/ k+1trχ′‖L2(Cu0 ) +
∫ u
u0
|u′|k+2 · δ 12 |u′|−2‖∇/ k+1trχ′‖L2(Cu′ )
+
∫ u
u0
|u′|k+2 · δ 12 |u′|−2‖∇/ kβ‖L2(Cu′ ) + δ|u|−2(Rk + ∆k + C) · δ
1
2 |u|.
According to (2.15), we have |u0|k+1‖∇/ k+1trχ′‖L2(Cu0 ) . δ|u0|−3C · δ
1
2 |u0|, so
‖∇/ k+1trχ′‖L2(Cu) . δ|u|−4−k(Rk + ∆k + C) · δ
1
2 |u|. (3.20)
Thanks to (3.18), we obtain
‖∇/ k+1χ̂′‖L2(Cu) . δ
1
2 |u|−3−k(Rk + C + δ
1
2 |u|−1∆k) · δ
1
2 |u|. (3.21)
3.2.4. Estimates for ∇/ k+1η and ∇/ k+1η. The estimates in this section rely on the bootstrap
assumption (3.19) and the estimates established in previous sections. In view of (2.12) and
(2.13), we have two Hodge systems:
div/ η = −ρ+ 1
2
(χ̂, χ̂)− µ, curl/ η = σ − 1
2
χ̂ ∧ χ̂ (3.22)
div/ η = −ρ+ 1
2
(χ̂, χ̂)− µ, curl/ η = −σ + 1
2
χ̂ ∧ χ̂, (3.23)
where µ, µ are the mass aspect functions (see [4] for definitions). To justify the names,
we notice that the integrals of µ or µ on Su,u are the Hawking masses of Su,u. In reality,
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we just take the above equations as definitions of µ and µ. They satisfy the following
propagation equations:
Dµ = −Ωtrχµ− 1
2
Ωtrχµ− 1
4
Ωtrχ|χ̂|2 + 1
2
Ωtrχ|η|2 + div/ (2Ωχ̂ · η − Ωtrχη) (3.24)
Dµ = −Ωtrχµ− 1
2
Ωtrχµ− 1
4
Ωtrχ|χ̂|2 + 1
2
Ωtrχ|η|2 + div/ (2Ωχ̂ · η − Ωtrχη). (3.25)
We commute ∇/ k with (3.24) to derive
D∇/ kµ =− Ωtrχ∇/ kµ− 1
2
Ωtrχ∇/ kµ+ 2∇/ kdiv/ (Ωχ̂) · η + 2Ωχ̂ · ∇/ kdiv/ η
−∇/ kdiv/ (Ωtrχ) · η − Ωtrχ∇/ kdiv/ η + l.o.t..
Since we can control ∇/ kdiv/ (Ωχ̂) and ∇/ kdiv/ (Ωtrχ) by (3.12) and (3.13), and we can control
∇/ kdiv/ η and ∇/ kdiv/ η by (3.7) and (3.22), we have
‖∇/ kµ‖L2(Su,u) .|u|−1
∫ u
0
‖∇/ kµ‖L2(Su′,u) + |u|−3−k(C + δ
1
2 |u|−1Rk) · |u|. (3.26)
Similarly, we commute ∇/ k with (3.25) to derive
D∇/ kµ =− Ωtrχ∇/ kµ− 1
2
Ωtrχ∇/ kµ+ 2∇/ kdiv/ (Ωχ̂) · η + 2Ωχ̂ · ∇/ kdiv/ η
−∇/ kdiv/ (Ωtrχ) · η − Ωtrχ∇/ kdiv/ η + l.o.t..
In view of (3.7), (3.20), (3.21) and (3.23), we obtain
|u|k+1‖∇/ kµ‖L2(Cu) .|u0|k+1‖∇/ kµ‖L2(Cu0 ) +
∫ u
u0
|u′|k‖∇/ kµ‖L2(Cu′ ) (3.27)
+ |u|−2(C +Rk + δ
3
2 |u|−2∆k) · δ
1
2 |u|.
Since µ = −2ρ+ (χ̂, χ̂)− µ on Cu0 , (3.26) yields
‖∇/ kµ‖L2(Su,u0 ) . |u0|
−3−k(C + δ
1
2 |u0|−1Rk) · |u0|.
Together with (3.26) and (3.27), we have
‖∇/ kµ‖L2(Su,u) .|u|−3−k(C + δ
1
2 |u|−1Rk + δ
5
2 |u|−3∆k) · |u|
‖∇/ kµ‖L2(Cu) .|u|−3−k(C +Rk + δ
3
2 |u|−2∆k) · δ
1
2 |u|.
Once again, we use (3.7), (3.22) and (3.23) to derive the final estimates
‖∇/ k+1η‖L2(Cu) .|u|−3−k(C +Rk + δ
5
2 |u|−3∆k) · δ
1
2 |u|, (3.28)
‖∇/ k+1η‖L2(Cu) .|u|−3−k(C +Rk + δ
3
2 |u|−2∆k) · δ
1
2 |u|. (3.29)
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3.2.5. Estimates for ∇/ k+1ω and ∇/ k+1ω. Those are the last two connection coefficients.
We will first establish the estimates for ∇/ k+1ω and close the auxiliary bootstrap argument
based on (3.19) in this section. We first introduce two auxiliary quantities κ and κ as
follows (see [4])
∆/ ω = κ+ div/ (Ωβ), ∆/ ω = κ− div/ (Ωβ). (3.30)
They satisfy the following propagation equations:
Dκ+ Ωtrχκ = −2(Ωχ̂,∇/ 2ω) +m, (3.31)
Dκ+ Ωtrχκ = −2(Ωχ̂,∇/ 2ω) +m. (3.32)
where
m =− 2(div/ (Ωχ̂), d/ω) + 1
2
div/ (Ωtrχ · Ωβ)− (d/(Ω2),d/ρ)− (d/(Ω2), ∗d/σ)− ρ∆/ (Ω2)
+ ∆/ (Ω2(2(η, η)− |η|2)) + div/ (Ω2(χ̂ · β − 2χ̂ · β + 3ηρ− 3∗ησ)),
and
m =− 2(div/ (Ωχ̂), d/ω)− 1
2
div/ (Ωtrχ · Ωβ)− (d/(Ω2),d/ρ) + (d/(Ω2), ∗d/σ)− ρ∆/ (Ω2)
+ ∆/ (Ω2(2(η, η)− |η|2))− div/ (Ω2(χ̂ · β − 2χ̂ · β − 3ηρ− 3∗ησ)).
We commute ∇/ k−1 with (3.31) to derive
D∇/ k−1κ+ Ωtrχ∇/ k−1κ = −2Ωχ̂ · ∇/ k+1ω +∇/ k−1m+ l.o.t..
For ∇/ k+1ω, it is controlled by the definition of κ and elliptic estimates (3.7). For ∇/ k+1m,
the highest order terms are ∇/ k+1m are ∇/ kβ, ∇/ kβ, ∇/ kρ, ∇/ kσ and ∇/ k+1η, ∇/ k+1η. They
can be controlled either by (3.1) , (3.28) and (3.29). Therefore
‖∇/ k−1κ‖L2(Su,u) . δ|u|−4−k(C +Rk + δ2|u|−3∆k) · |u|.
By the definition of κ and standard elliptic estimates (3.7), we obtain
‖∇/ k+1ω‖L2(Cu) . δ|u|−4−k(C +Rk + δ2|u|−3∆k) · δ
1
2 |u|. (3.33)
We now close the bootstrap assumption (3.19) using this bound. Recall that ω = D log Ω,
by commuting with ∇/ k+1, we have
D∇/ k+1 log Ω = ∇/ k+1ω +
k−1∑
i=0
∇/ i∇/ (Ωχ) · ∇/ k−1−id/ log Ω.
By integrating, we derive
|u|k‖∇/ k+1 log Ω‖L2(Cu) ≤ C ′δ|u|−3(C +Rk + δ2|u|−3∆k) · δ
1
2 |u|.
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We then ∆k = 4C
′(C +Rk) in (3.19) and choose δ sufficiently small such that 4C ′δ2 ≤ 1,
then ‖∇/ k+1 log Ω‖L2(Cu) ≤ 12δ|u|−3−k∆k · δ
1
2 |u|. Hence, the bootstrap argument is closed.
By the choice of ∆k, we rewrite (3.20), (3.21), (3.28), (3.29) and (3.33) as
δ−1|u|3‖∇k+1trχ′‖L2(Cu) + δ−
1
2 |u|2‖∇/ k+1χ̂′‖L2(Cu) + |u|2‖∇/ k+1η‖L2(Cu) (3.34)
+|u|2‖∇/ k+1η‖L2(Cu) + δ−1|u|3‖∇/ k+1ω‖L2(Cu) . |u|−k−1(C +Rk) · δ
1
2 |u|.
Similarly (we now have (3.34) at our disposal), we also obtain the estimates for ∇/ k+1ω:
‖∇/ k+1ω‖L2(Cu) . δ−
1
2 |u|−2−k(C +Rk) · δ
1
2 |u|.
3.3. Estimates for Deformation tensors. Following [4], we define the rotation vector
fields Oi (i = 1, 2, 3) to satisfy DOi = 0 on Cu0 and DOi = 0 on M , and Oi|S0,u0 the
standard rotation vector field on the round S2. For the sake of simplicity, we will suppress
the lower index i in sequel. The deformation tensor is defined by (O)pi = LOg. We also
define its null components (O)pi/AB =
(O)piAB, and Z
A = Ωg/AB (O)pi4B. In particular, Z = 0
on Cu0 by construction. For tensor field φ, L/Oφ is defined as the projection of LOφ to Su,u.
By definition, on Cu0 ,
Dtr(O)pi/ = 2O(Ωtrχ), D(O)pi/− Ωtrχ(O)pi/ = −Ωχ̂tr(O)pi/+ 2L/O(Ωχ̂).
We also have on D:
Dtr(O)pi/ = 2O(Ωtrχ), DZ = −4L/O(Ω2ζ), D(O)pi/− Ωtrχ(O)pi/ = −Ωχ̂tr(O)pi/+ 2L/O(Ωχ̂).
The purpose of the section is to prove the following estimates :
‖∇/ k+1O‖ . |u|−k(C + δ 12 |u|−2Rk) · δ
1
2 |u|, (3.35)
δ−1|u|2‖∇/ ktr(O)pi/‖+ δ− 12 |u|‖∇/ k(O)pi/‖+ |u|‖∇/ kZ‖ . |u|−k(C +Rk) · δ
1
2 |u|. (3.36)
where all the norms are take with respect to ‖ · ‖L2(Cu).
We first prove by induction that, for i ≤ k − 1, the following quantities
‖∇/ i+1O‖L2(Cu), δ−1|u|2‖∇/ itr(O)pi/‖L2(Cu), δ−
1
2 |u|‖∇/ i(O)pi/‖L2(Cu), |u|‖∇/ iZ‖L2(Cu)
are bounded by |u|−iC · δ 12 |u| where C = C(Fk−1+N ). The case for i = 0, 1, 2 have been
proved in [4]. We assume the case for all j ≤ i− 1 is true. We commute ∇/ i with the above
equations to derive (the last three equations only hold on Cu0)
D∇/ i+1O =∇/ i+1(Ωχ) ·O + l.o.t., (3.37)
D∇/ itr(O)pi/ =2∇/ iL/O(Ωtrχ) + l.o.t., (3.38)
D∇/ i(O)pi/− Ωtrχ∇/ i(O)pi/ =− Ωχ̂⊗∇/ itr(O)pi/+ 2∇/ iL/O(Ωχ̂) + l.o.t., (3.39)
D∇/ iZ =− 4∇/ iL/O(Ω2ζ) + l.o.t.. (3.40)
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D∇/ i+1O =∇/ i+1(Ωχ) ·O + l.o.t., , (3.41)
D∇/ itr(O)pi/ =2∇/ iL/O(Ωtrχ) + l.o.t., (3.42)
D∇/ i(O)pi/− Ωtrχ∇/ i(O)pi/ =− Ωχ̂⊗∇/ itr(O)pi/+ 2∇/ iL/O(Ωχ̂) + l.o.t.. (3.43)
In the current situation, l.o.t. consists of the terms containing at most (i − 1)th order
derivatives of deformation tensors which are bounded by induction hypothesis, and the ith
order derivatives of connection coefficients which are bounded by (3.1). Hence, by (3.37)
and (3.41), we conclude ‖∇/ i+1O‖L2(Cu) . |u|−iC · δ
1
2 |u|.
For φ = Ωtrχ,Ωtrχ,Ωχ̂,Ωχ̂,Ω2ζ, we have
∇/ iL/Oφ = L/O∇/ iφ+
i−1∑
j=0
∇/ j∇/ (O)pi/ · ∇/ i−1−jφ = L/O∇/ iφ+∇/ i+1O · φ+ l.o.t.
Since |L/O∇/ iφ| . |O||∇/ i+1φ|+ |∇/ O||∇/ iφ|, combined with (3.38), (3.42), (3.40), the induc-
tion hypothesis (3.1) and the estimates for ∇/ k+1O, we conclude
δ−1|u|2‖∇/ itr(O)pi/‖L2(Cu), |u|‖∇/ iZ‖L2(Cu) . |u|−iC · δ
1
2 |u|.
Combined with (3.39), (3.43), we also conclude
δ−
1
2 |u|‖∇/ i(O)pi/‖L2(Cu) . |u|−iC · δ
1
2 |u|.
For the case when i = k, we can proceed in a same way as to the case when i ≤ k − 1.
The only difference is that the terms φ = Ωtrχ,Ωtrχ,Ωχ̂,Ωχ̂,Ω2ζ, ∇/ k+1φ are not bounded
by (3.1) but (3.12), (3.13), (3.34). Thus, we have completed the proof of (3.35) and (3.36).
3.4. Estimates for Curvature Components. In this section, based on the induction
hypothesis (3.1), we derive energy estimates for curvature components. Together with the
estimates from previous sections, this will complete the induction argument. Usually, the
derivation of energy estimates is based on the Bel-Robinson tensors, see [5] or [4]. We shall
proceed directly by integration by parts without Bel-Robinson tensors. This is similar to
[13].
3.4.1. Energy Inequalities. We commute L/kO with (2.20), · · · , (2.27) and commute L̂/
k
O with
(2.18) and (2.19). From (2.18) and (2.22), we have
D̂L̂/kOα−
1
2
ΩtrχL̂/kOα− Ω∇/ ⊗̂L/kOβ = Ek3 (α),
DL/kOβ − Ωχ̂ · L/kOβ − Ωdiv/ L̂/
k
Oα = E
k
4 (β).
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where Ek3 (α) and E
k
4 (β) are error terms which will be expressed explicitly later. Therefore,
D(|L̂/kOα|2dµg/) +D(2|L/kOβ|2dµg/) = (4div/ (ΩL̂/
k
Oα · L/kOβ)− 4ΩL̂/
k
Oα(d/ log Ω,L/kOβ))dµg/
+ ((L̂/kOα, 2Ek3 (α)) + 2(L/kOβ, 2Ek4 (β)))dµg/.
We can integrate this identity on M to derive∫
Cu
|L̂/kOα|2+
∫
Cu
2|L/kOβ|2 ≤
∫
Cu0
|L̂/kOα|2 (3.44)
+
∫∫
M
| − 4ΩL̂/kOα(d/ log Ω,L/kOβ) + (L̂/
k
Oα, 2E
k
3 (α)) + 2(L/kOβ, 2Ek4 (β))|.
Similarly, from (2.22), (2.24) and (2.26), we have
DL/kOβ − Ωχ̂ · L/kOβ − Ω(d/L/kOρ+ ∗d/L/kOσ) = Ek3 (β),
DL/kOρ+
1
2
ΩtrχL/kOρ− Ωdiv/ L/kOβ = Ek4 (ρ),
DL/kOσ +
1
2
ΩtrχL/kOσ + Ωcurl/ L/kOβ = Ek4 (σ).
which implies∫
Cu
|u|2|L/kOβ|2+
∫
Cu
|u|2(|L/kOρ|2 + |L/kOσ|2) ≤
∫
Cu0
|u0|2|L/kOβ|2 (3.45)
+
∫∫
M
|u|2(− 2|u| |L̂/
k
Oβ|2 + 2Ω(d/ log Ω,L/kOρL/kOβ + L/kOσ ∗L/Okβ)
+ (L/kOβ, 2Ek3 (β)) + (L/kOρ, 2Ek4 (ρ)) + (L/kOσ, 2Ek4 (σ))).
We remark that |u|2 appears as a weight. We deal the remaining equations in a similar
way. In fact, we have
DL/kOρ+
1
2
ΩtrχL/kOρ+ Ωdiv/ L/kOβ = Ek3 (ρ),
DL/kOσ +
1
2
ΩtrχL/kOσ + Ωcurl/ L/kOβ = Ek3 (σ),
DL/kOβ − Ωχ̂ · L/kOβ + Ω(d/L/kOρ− ∗d/L/kOσ) = Ek4 (β),
and
DL/kOβ − Ωχ̂ · L/kOβ + Ωdiv/ L̂/
k
Oα = E
k
3 (β),
D̂L̂/kOα−
1
2
ΩtrχL̂/kOα+ Ω∇/ ⊗̂L/kOβ = Ek4 (α).
Therefore, we have∫
Cu
|u|4(|L/kOρ|2 + |L/kOσ|2) +
∫
Cu
|u|4|L/kOβ| ≤
∫
Cu0
|u0|4(|L/kOρ|2 + |L/kOσ|2) (3.46)
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+
∫∫
M
|u|4| − 4|u|(|L/
k
Oρ|2 + |L/kOσ|2) + 2Ω(d/ log Ω,L/kOρL/kOβ − L/kOσ ∗L/Okβ)
+ (L/kOρ, 2Ek3 (ρ)) + (L/kOσ, 2Ek3 (σ)) + (L/kOβ, 2Ek4 (β))|.
and∫
Cu
2|u|6|L/kOβ|2 +
∫
Cu
|u|6|L/kOα|2 ≤
∫
Cu0
2|u0|6|L/kOβ|2 (3.47)
+
∫∫
M
|u|6| − 12|u| |L/
k
Oβ|2 + 4ΩL̂/
k
Oα(d/ log Ω,L/kOβ) + 2(L/kOβ, 2Ek4 (β)) + (L̂/
k
Oα, 2E
k
3 (α))|.
3.4.2. Estimates for Error Terms. We turn to the bound of the error terms appeared in
the previous sections. We first recall various commutator formulas in [4] and they will be
used to derive the exact expression of the error terms. For a traceless symmetric two tensor
θ, we have
[L/O, div/ ]θA =
1
2
(O)pi/
BC∇/ AθBC − div/ B((O)pi/
BC
θAC)− 1
2
tr(O)pi/(div/ θ)A,
[L̂/O, D̂]θ = L̂/Zθ − (O)pi/(Ωχ̂, θ) + Ωχ̂((O)pi/, θ),
[L̂/O, D̂]θ = −(O)pi/(Ωχ̂, θ) + Ωχ̂((O)pi/, θ).
For an one form ξ, we have
[L/O,div/ ]ξ = −div/ ((O)pi/ · ξ)−
1
2
tr(O)pi/div/ ξ, [L/O, curl/ ]ξ = −
1
2
tr(O)pi/curl/ ξ,
[L̂/O,∇/ ⊗̂]ξ = −2∇/ (O)pi/ · ξ − (O)pi/div/ ξ −
1
2
((O)pi/,∇/ ⊗̂ξ),
[L/O, D]ξ = L/Zξ, [L/O, D]ξ = 0.
For a function φ, we have
[L/O,d/]φ = 0, [L/O, ∗d/]φ = (O)pi/ · ∗d/(Oiφ),
[L/O, D]φ = Zφ, [L/O, D]φ = 0.
We turn to the estimates for Ek3 (α) and E
k
4 (β). The above formulas allow us to write
Ek3 (α) =
1
2
k−1∑
i=0
L/iOL/O(Ωtrχ)L̂/
k−1−i
O α+ L̂/
k
OE
0
3(α) + [D̂, L̂/
k
O]α− (Ω∇/ ⊗̂L/kOβ − L̂/
k
O(Ω∇/ ⊗̂β)),
where E03(α) is from (2.18). For a traceless symmetric two tensor θ, we have
L̂/lOθ =
∑
i1+···+il+il+1=l
∇/ i1O · ∇/ i2O · · · ∇/ ilO · ∇/ il+1θ.
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Then first term in Ek3 (α) can be written as∑
i1+···+ik+2=k−1
∇/ i1O · ∇/ i2O · · · ∇/ ikO · ∇/ ik+1∇/ (Ωtrχ) · ∇/ ik+2α.
We bound this term using induction hypothesis. If ik+1 = k− 1 or ik+2 = k− 1, we bound
the corresponding factors in L2(Cu) and the others in L
∞; if ij = k − 1 for j = 1, · · · , k,
ik+1 = k − 2 or ik+2 = k − 2, we bound the corresponding factors in L4(Su,u) (note that
when k = 3, the case ik+1 = ik+2 = k− 2 can happen) and the others in L∞; for the other
possible cases, we simply bound all factors in L∞.
For the second term in Ek3 (α), notice that E
0
3(α) = −2ωα−Ω(−(4η+ζ)⊗̂β+3χ̂ρ+3 ∗χ̂σ).
We use Γ to be an arbitrary connection coefficient and R to be an arbitrary curvature
component.1 We can compute L̂/kOE03(α) by the commutator formulas. All the terms can
be bounded exactly in the same way as for the first term Ek3 (α) except for
Ok · (−2ω∇/ kα+ Ω(4η + ζ) · ∇/ kβ − 3Ωχ̂ · ∇/ kρ− 3Ωχ̂ · ∇/ kσ).
This term can only be bounded by Rk. In fact, this collection of terms contains all the
terms involving kth derivatives of the curvature components while the other terms are in
the following form ∑
i1+···+ik+2=k,ik+2<k
∇/ i1O · ∇/ i2O · · · ∇/ ikO · ∇/ ik+1Γ · ∇/ ik+2R.
which can be easily estimated by induction hypothesis.
For the third term in Ek3 (α), since [D̂, L̂/
k
O]α =
∑k−1
i=0 L̂/
k−1−i
O ([D, L̂/O]L̂/
i
Oα), according to
the commutator formulas, this term can be rewritten as∑
i1+···+ik+2=k−1
∇/ i1O · ∇/ i2O · · · ∇/ ik−1O · ∇/ ik (O)pi/ · ∇/ ik+1(Ωχ̂) · ∇/ ik+2α.
The observation is that none of terms contains kth derivative of the curvature components.
Therefore, [D̂, L̂/kO]α can also be estimated by induction hypothesis as above.
For the last term in Ek3 (α), we can write it as
Ω(∇/ ⊗̂L/kOβ − L̂/
k
O∇/ ⊗̂β) = Ω
k−1∑
i=0
L̂/k−1−iO (∇/ ⊗̂L/OL/iOβ − L̂/O∇/ ⊗̂L/iOβ) + l.o.t.
1 Throughout the paper, we shall use Γ and R as schematic notations. The expression Γ · R denotes a
sum of products of this form.
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where l.o.t. denotes the terms with at most kth derivatives on the curvature components.
They can be estimated by induction hypothesis. The main term reads as∑
i1+···+ik+1=k,ik+ik+1≥1
∇/ i1O · ∇/ i2O · · · ∇/ ik−1O · ∇/ ik (O)pi/ · ∇/ ik+1β.
Thus, all terms can be estimated by induction hypothesis except for
Ok−1 · (∇/ k(O)pi/ · β + (O)pi/ · ∇/ kβ)
which should be bound by Rk according to the definition of Rk.
Putting the estimates together, we obtain∫∫
M
|L̂/kOα, 2Ek3 (α)| . δ−1Rk[α](C +Rk).
We move on to Ek4 (β) which can be written as
Ek4 (β) =
k−1∑
i=0
L/iOL/O(Ωχ̂]) · L/k−1−iO β + L̂/
k
OE
0
4(β) + [D,L/kO]β − (Ωdiv/ L̂/
k
Oα− L̂/
k
O(Ωdiv/ α)).
Since the estimates can be derived almost in the same way as before, we only emphasize
the difference. In face, the third term in Ek4 (β) is slightly different from before because
[D,L/O] 6= 0. This commutator term contains ∇/ kZ which should be estimated by Rk. To
be more precise, this term can be written as
[D,L/kO]β =
k−1∑
i=0
L/k−1−iO ([D,L/O]L/iOβ) =
k−1∑
i=0
L/k−1−iO L/ZL/iOβ
=
∑
i1+···+ik+1=k
∇/ i1O · · · ∇/ ik−1O · ∇/ ikZ · ∇/ ik+1β.
All the terms can be bounded by induction hypothesis expect for ik = k and ik+1 = k.
Finally, we obtain∫∫
M
|L/kOβ, 2Ek4 (β)| . δ−
1
2Rk[β](C +Rk +Dk+1[trχ]).
We switch to the second group of error terms Ek3 (β)− 1|u|L/kOβ and Ek4 (ρ, σ). We have
Ek3 (β) =
k−1∑
i=0
L/iOL/O(Ωχ̂]) · L/k−1−iO β + L/kOE03(β)
+ [D,L/kO]β − (Ω(d/L/kOρ+ ∗d/L/kOσ)− L/kO(Ω(d/ρ+ ∗d/σ))).
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It is necessary to observe that we need the term − 1|u|L/kOβ to cancel the term −12trχL/kOβ
in L/kOEk3 (β). The derivation of the estimates is almost the same as before and finally we
obtain ∫∫
M
|u|2|L/kOβ, 2Ek3 (β)−
2
|u|L/
k
Oβ| . δ
1
2Rk[β](C +Rk).
For Ek3 (ρ, σ), we need to argue more carefully because it contains some borderline terms
(meaning that there is not positive power of δ in the estimates). First of all, we have
Ek4 (ρ) = −
1
2
k−1∑
i=0
L/iOL/O(Ωtrχ)L/k−1−iO ρ+ L/kOE04(ρ) + [D,L/kO]ρ+ (Ωdiv/ L/kOβ − L/kO(Ωdiv/ β)),
Ek4 (σ) = −
1
2
k−1∑
i=0
L/iOL/O(Ωtrχ)L/k−1−iO σ + L/kOE04(σ) + [D,L/kO]σ − (Ωcurl/ L/kOβ − L/kO(Ωcurl/ β)).
The terms in [D,L/kO]ρ and [D,L/kO]σ do not have the factor ∇/ kZ because ρ and σ are
functions. This is slightly different from previous cases and the estimates are even easier.
The key different terms are those L/kO(χ̂ · α) contained in L/kOE04(ρ) and L/kOE04(σ). They
can be bounded by Rk[α] and without any gain in δ. Thus, they contribute to borderline
terms. Finally, we obtain∫∫
M
|u|2|(L/kOρ, 2Ek3 (ρ)) + (L/kOσ, 2Ek3 (σ))| . Rk[ρ, σ](C +Rk[α] + δ
1
2 (Rk +Dk+1[trχ])).
For the remaining error terms, namely Ek3 (ρ, σ), E
k
4 (β), E
k
3 (β) and E
k
4 (α), they can be
expressed as
Ek3 (ρ) =−
1
2
k−1∑
i=0
L/iOL/O(Ωtrχ)L/k−1−iO ρ+ L/kOE03(ρ) + [D,L/kO]ρ− (Ωdiv/ L/kOβ − L/kO(Ωdiv/ β)),
Ek3 (σ) =−
1
2
k−1∑
i=0
L/iOL/O(Ωtrχ)L/k−1−iO σ + L/kOE03(σ) + [D,L/kO]σ − (Ωcurl/ L/kOβ − L/kO(Ωcurl/ β)),
Ek4 (β) =
k−1∑
i=0
L/iOL/O(Ωχ̂]) · L/k−1−iO β + L/kOE04(β)
+ [D,L/kO]β + (Ω(d/L/kOρ− ∗d/L/kOσ)− L/kO(Ω(d/ρ− ∗d/σ))),
Ek3 (β) =
k−1∑
i=0
L/iOL/O(Ωχ̂]) · L/k−1−iO β + L̂/
k
OE
0
3(β) + [D,L/kO]β + (Ωdiv/ L̂/
k
Oα− L̂/
k
O(Ωdiv/ α)),
Ek4 (α) =
1
2
k−1∑
i=0
L/iOL/O(Ωtrχ)L̂/
k−1−i
O α+ L̂/
k
OE
0
4(α) + [D̂, L̂/
k
O]α+ (Ω∇/ ⊗̂L/kOβ − L̂/
k
O(Ω∇/ ⊗̂β)).
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We can proceed exactly as before to derive∫∫
M
|u|4|(L/kOρ, 2Ek3 (ρ)−
4
|u|L/
k
Oρ) + (L/kOσ, 2Ek3 (σ)−
4
|u|L/
k
Oσ)| . δ2Rk[ρ, σ](C +Rk +Rk[α]),∫∫
M
|u|4|(L/kOβ, 2Ek4 (β))| . δ2Rk[β](C +Rk),∫∫
M
|u|6|(L/kOβ, 2Ek3 (β)−
6
|u|L/
k
Oβ)| . δ
7
2Rk[β](C +Rk +Rk[α]),∫∫
M
|u|6|(L/kOα, 2Ek4 (α))| . δ3Rk[α](C +Rk[ρ, σ] + δ
1
2 (Rk +Rk[α])).
3.5. Completion of the Induction Argument. We first close the induction argument
on the L2 level. In fact, based on the estimates derived in the previous sections, we show
that if δ is sufficiently small depending on the Ck+N bounds of the seed data ψ0, then
Rk,Rk[α],Ok+1 ≤ Fk+N
where Fk+N is a constant depending only on the C
k+N bounds of the seed data.
Recall that for 1-form ξ, L/kOξ −∇/ kOξ =
∑
ik+1<k
∇/ i1O · · · ∇/ ikO · ∇/ ik+1ξ, then∫
Cu
|u|2k|∇/ kξ|2 .
∫
Cu
|L/iOξ|2 +
∫
Cu
k−1∑
i=0
|u|2i|∇/ iξ|2.
Similar inequalities hold for traceless symmetric two tensors and functions.
We suppose that Rk,Rk[α] ≤ G for some large constant G to be fixed later. In view of
the above estimates, we multiply δ2 to (3.44), δ0 to (3.45), δ−1 to (3.46) and δ−3 to (3.47),
then substitute the above estimates into (3.44)-(3.47) and we choose δ > 0 sufficiently
small depending on G and Fk−1+N (3.1), so that we obtain the following inequalities,
Rk[α]2 ≤ Rk[α](u0)2 + 1,
Rk[β]2 ≤ Rk[β](u0)2 + CRk[ρ, σ](1 +Rk[α]) + 1,
Rk[ρ, σ]2 ≤ Rk[ρ, σ](u0)2 + 1,
Rk[β]2 +Rk[α]2 ≤ Rk[β](u0)2 + CRk[α](1 +Rk[ρ, σ]) + 1.
We substitute the first and the third to the second to derive
Rk[β]2 ≤ Rk[β](u0)2 + C
√
Rk[ρ, σ](u0)2 + 1(1 +
√
Rk[α](u0)2 + 1) + 1.
We then substitute the third to the fourth to derive
Rk[α] ≤ C(1 +
√
Rk[ρ, σ](u0)2 + 1) +
√
Rk[β](u0)2 + 1.
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Thus, we can choose G depending on Rk(u0) and hence on Ck+N bounds of the seed data,
such that Rk,Rk[α] ≤ G/2. By continuity argument and the estimates for connection
coefficients in previous sections, we have obtained the estimates for Rk,Rk[α],Ok+1.
We turn to the following estimates
R4≤k−1,R∞≤k−2,O4≤k,O∞≤k−1 ≤ C(Fk+N ).
We first commute ∇/ k−1 with (2.20), (2.24), (2.26) and (2.23) to derive
δ−
1
2 |u|−1
(
‖δ 12 |u|2(δD)(|u|∇)k−1β‖L2(Cu) + ‖|u|3(δD)(|u|∇)k−1(ρ, σ)‖L2(Cu)
+‖δ−1|u|4(δD)(|u|∇)k−1β‖L2(Cu)
)
≤ C(Fk+N ).
We then apply L̂/k−1O D̂ to (2.18), L/k−1O D to (2.22), L̂/
k−1
O D̂ to (2.19) and L/k−1O D to (2.23) to
derive
D̂L̂/k−1O D̂α−
1
2
ΩtrχL̂/k−1O D̂α− Ω∇/ ⊗̂L/k−1O Dβ = E(k−1)43 (α),
DL/k−1O Dβ − Ωχ̂ · L/k−1O Dβ − Ωdiv/ L̂/
k−1
O D̂α = E
(k−1)4
4 (β),
DL/k−1O Dβ − Ωχ̂ · L/k−1O Dβ + Ωdiv/ L̂/
k−1
O D̂α = E
(k−1)3
3 (β),
D̂L̂/k−1O D̂α−
1
2
ΩtrχL̂/k−1O D̂α+ Ω∇/ ⊗̂L/k−1O Dβ = E(k−1)34 (α).
Therefore, we have∫
Cu
|L̂/k−1O D̂α|2 ≤
∫
Cu0
|L̂/k−1O D̂α|2 +
∫∫
M
| − 4ΩL̂/k−1O D̂α(d/ log Ω,L/k−1O Dβ) (3.48)
+ (L̂/k−1O D̂α, 2E(k−1)43 (α)) + 2(L/k−1O Dβ, 2E(k−1)44 (β))|,
and∫
Cu
|u|8|L/k−1O D̂α|2 ≤
∫
Cu0
2|u0|8|L/k−1O Dβ|2 +
∫∫
M
|u|8| 16|u| |L/
k−1
O Dβ|2 (3.49)
+
∫∫
M
|u|8|4ΩL̂/k−1O D̂α(d/ log Ω,L/k−1O Dβ) + 2(L/k−1O Dβ, 2E(k−1)34 (β)) + (L̂/
k−1
O D̂α, 2E
(k−1)3
3 (α))|.
This leads to
δ−
1
2 |u|‖δ 32 |u|(δD)(|u|∇/ k−1)α‖L2(Cu) + ‖|u|−
3
2 δ−
3
2 |u| 92 (|u|D)(|u|∇)k−1α‖L2(Cu) ≤ C(Fk+N ).
The Sobolev inequalities (3.3), (3.4) and (3.5) yield R4k,R∞k−1 ≤ C(Fk+N ).
Similarly, we commute ∇/ k with (2.1), (2.2), (2.5), (2.7), (2.14) and (2.15) to derive
δ−
1
2 |u|−1
(
‖δ 12 |u|(δD)(|u|∇)kχ̂‖L2(Cu) + ‖|u|2(δD)(|u|∇)ktrχ‖L2(Cu)
+ ‖δ− 12 |u|2(δD)(|u|∇)kχ̂‖L2(Cu) + ‖δ−1|u|3(δD)(|u|∇)ktrχ‖L2(Cu)
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+‖|u|2(δD)(|u|∇)kη‖L2(Cu) + ‖δ−1|u|3(δD)(|u|∇)kω‖L2(Cu)
)
≤ C(Fk+N ).
According to the relation η + η = 2d/ log Ω, we can also derive
δ−
1
2 |u|−1‖|u|2(δD)(|u|∇)kη‖L2(Cu) ≤ C(Fk+N ).
Now (3.3) and (3.4) yield O4k,O∞k ≤ C(Fk+N ) except for the component ω.
In order to bound ω, we commute ∇/ k with (2.8). We also take ∇/ k to both sides of the
equation and we hope to bound L2(Cu) norm for D∇/ kω. The commutator [D,∇/ k]ω is easy
to control thanks to the induction hypothesis (3.1). Because we do have L4(Su,u) bound for
∇/ kη and ∇/ kη at the moment, then we can bound ‖|u|− 32 |u|2(|u|∇/ )k((η, η)−|η|2)‖L2(Cu) ≤
C(Fk+N ). In view of (3.45), we have ‖|u|− 32 |u| 52 (|u|∇/ )kρ‖ ≤ C(Fk+N ) and we can deduce
that
‖|u|− 32 |u|(|u|D)(|u|∇/ )kω‖ ≤ C(Fk+N ),
Finally, (3.3) and (3.5) yield O4k[ω],O∞k−1[ω] ≤ C(Fk+N ).
We have completed the proof of Theorem 1.
4. Construction of the Transition Region
We have already mentioned that, in addition to Christodoulou’s short pulse ansatz
described, we need to impose one more condition on the initial data defined on C
[0,δ]
u0 , that
is (2.30) or (2.31). This condition is the key to all the construction in sequel. We start
from the condition (2.30) which is imposed on the seed data, that is,∫ 1
0
∣∣∣∣∂ψ0∂s (s, θ)
∣∣∣∣2 ds = 16m0. (4.1)
We show that this condition is equivalent to the more physical one (2.31) up to an error
of size δ to some positive power. More precisely, we have
Lemma 1. On the sphere S0,δ, for all k, we have
|u0|k|∇/ k(
∫ δ
0
|u0|2|χ̂(u, u0)|2du− 4m0)| .k δ
1
2 |u0|−1.
The notation A .k B means that A ≤ CkB where Ck is a constant depending on the
Ck+N norms of the seed data for sufficient large N .
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Proof. In stereographic coordinates, we have
4
∫ δ
0
|χ̂(u, u0)|2du =
∫ δ
0
ĝ/
AC
ĝ/
BD
Dĝ/ABDĝ/CDdu =
∫ δ
0
mACmBD∂umAB∂umCDdu.
In view of the short pulse ansatz (2.28), we have |∂kθ (mAB − δAB)| .k δ
1
2 |u0|−1. Now we
can make use of the definition m = expψ to derive
|∂kθ (4
∫ δ
0
|u0|2|χ̂(u, u0)|2du−
∫ δ
0
|u0|2|∂uψ(u)|2du)| .k δ
1
2 |u0|−1.
In view of (2.28) and (2.30), we have
∫ δ
0 |u0|2|∂uψ|2du =
∫ 1
0 |∂sψ0|2ds = 16m0, therefore
|u0|k|∇/ k(
∫ δ
0
|u0|2|χ̂(u, u0)|2du− 4m0)| .k δ
1
2 |u0|−1.
Thanks to the lemma, we shall not differentiate conditions (2.30) and (2.31). We turn
to the geometric consequences of these conditions.
4.1. Geometry on Sδ,u0. The purpose of this section is to prove the following lemma
which, roughly speaking, says the geometry of the two sphere Sδ,u0 is close to the geometry
of a given two sphere in the Schwarzschild space-time with mass m0.
Lemma 2. On the sphere Sδ,u0, we have α ≡ 0 and for all k
|u0|k
(
|∇/ k(trχ− ( 2|u0| −
4m0
|u0|2 ))|, |∇/
kβ|, |u0||∇/ k(ρ+ 2m0|u0|3 )|, |u0||∇/
kσ|
)
.k δ
1
2 |u0|−2.
Remark 4. The connection coefficients and the curvature components appearing in the
lemma have improvement on “smallness”, which means that they are controlled by δ
1
2
instead of δ to some nonpositive power in [4]. This improvement comes from the condition
(2.31). The other connection coefficients and the curvature components, which are not
mentioned in the lemma, have already been bounded by δ to some positive power in [4].
This suggests that the geometry of the sphere Sδ,u0 is close to the geometry of a sphere in
Schwarzschild spacetime.
Proof. First of all, α = 0 on Sδ,u0 follows immediately from (2.1) and the fact that χ̂ has
compact support in C
(0,δ)
u0 .
For trχ, on Cu0 , we can write (2.2) as
Dtrχ = −1
2
(trχ)2 − |χ̂|2,
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since where Ω = 1. We integrate this equation along [0, δ] to derive
trχ(δ, u0)− 2|u0| = −
1
2
∫ δ
0
(trχ(u, u0))
2du−
∫ δ
0
|χ̂(u, u0)|2du.
Since |u0|k|∇/ k(trχ− 2|u0|)| .k |u0|−2 (see Chapter 2 of [4]), taking∇/
k on the above equation
yields the desired estimates for trχ on the sphere Sδ,u0 .
For β, on Cu0 , we can write (2.10) as
div/ χ̂ =
1
2
d/trχ− χ̂ · η + 1
2
trχη − β.
Since |u0|k|∇/ kη| .k δ 12 |u0|−2 (see Chapter 2 of [4]), χ̂ = 0 on Sδ,u0 , combined with the
estimates on trχ just derived, we can apply∇/ k on the above equation to derived the desired
estimates for β on Sδ,u0 .
For σ, Ton Cu0 , we can write (2.12) as
curl/ η = σ − 1
2
χ̂ ∧ χ̂.
Since |u0|k|∇/ kη| .k δ 12 |u0|−2 and χ̂ = 0 on Sδ,u0 , we obtain the desired estimates for σ on
Sδ,u0 by simply applying ∇/ k to the above equation.
Finally, we consider ρ. On Cu0 , the Gauss equation (2.9) can be written as
K = −1
4
trχtrχ+
1
2
(χ̂, χ̂)− ρ.
We rewrite this equation in the following renormalized form
(K − 1|u0|2 ) +
1
4
trχ(trχ+
2
|u0|) = −(ρ−
1
2|u0|(trχ−
2
|u0|)).
Since |u0|k|∇/ k(K − 1|u0|2 )| .k δ
1
2 |u0|−3 and |u0|k|∇/ k(trχ + 2|u0|)| .k δ|u0|−2 on Cu0 (see
again Chapter 2 of [4]), combined with the estimates for trχ derived above, we obtain the
desired estimates for ρ by applying ∇/ k to the above equation. This completes the proof of
the lemma.
4.2. Geometry on Cδ. We shall study the geometry of Cδ by integrating the equations
(2.16), (2.17), (2.25), (2.27), (2.22), (2.18) , (2.8) along Cδ. These equations can be viewed
as ordinary differential equations for the connection coefficients and curvature components
which are not bounded by δ to some positive power in [4]. We will see that they are actually
bounded by δ to some positive power under the additional condition (2.31). We will regain
the “smallness” from Theorem 1 and improved smallness from Lemma 2. More precisely,
we prove the following lemma:
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Lemma 3. Suppose that δ > 0 has been chosen such that Theorem 1 is true for some k.
Then on the incoming cone Cδ, we have the following estimates
‖(|u|∇/ )k−3(Ωχ̂)‖L∞ . δ 12 |u|−1, for i ≤ k − 3,
|u|− 12 ‖(|u|∇/ )k−2(Ωχ̂)‖L4(Sδ,u) + |u|−1‖(|u|∇/ )k−1(Ωχ̂)‖L2(Sδ,u) . δ
1
2 |u|−2;
‖(|u|∇/ )i(ρ+ 2m0|u|3 , σ)‖L∞ . δ
1
2 |u|−3 for i ≤ k − 3,
|u|− 12 ‖(|u|∇/ )k−2(ρ, σ)‖L4(Sδ,u) + |u|−1‖(|u|∇/ )k−1(ρ, σ)‖L2(Sδ,u) . δ
1
2 |u|−3;
‖(|u|∇/ )iβ‖L∞ . δ 12 |u|−2 for i ≤ k − 4,
|u|− 12 ‖(|u|∇/ )k−3β‖L4(Sδ,u) + |u|−1‖(|u|∇/ )k−2β‖L2(Sδ,u) . δ
1
2 |u|−2;
‖(|u|∇/ )iα‖L∞ . δ 12 |u|−2 for i ≤ k − 5,
|u|− 12 ‖(|u|∇/ )k−4α‖L4(Sδ,u) + |u|−1‖(|u|∇/ )k−3α‖L2(Sδ,u) . δ
1
2 |u|−2;
‖(|u|∇/ )i(trχ− ( 2|u| −
4m0
|u|2 ), ω −
m0
|u|2 )‖L∞ . δ
1
2 |u|−3 for i ≤ k − 3,
|u|− 12 ‖(|u|∇/ )k−4(trχ, ω)‖L4(Sδ,u) + |u|−1‖(|u|∇/ )k−3(trχ, ω)‖L2(Sδ,u) . δ
1
2 |u|−3.
Remark 5. The smallness gained in the lemma comes from Lemma 2 therefore from
the condition (2.31). Heuristically, the worst control for the geometric quantities on Cu
are propagated from the initial surface Cu0. This is a very important technical feature of
the work of Christodoulou [4]. Therefore, the condition (2.31) allows one to improve the
geometry on Sδ,u0 hence the geometry on Cδ.
Proof. We will derive the estimates for χ̂, ρ, σ, β, α, ω and trχ one by one. The proof
for each component is by induction on the number of derivatives. The parameter δ > 0 is
chosen to be sufficiently small so that Theorem 1 holds for k  5.
For χ̂, we rewrite (2.16) as
D(Ωχ̂) =
1
2
Ωtrχ(Ωχ̂) + 2(Ωχ̂,Ωχ̂)g/+ Ω2(∇/ ⊗̂η + η⊗̂η − 1
2
trχχ̂), (4.2)
where the second term is the trace of D(Ωχ̂).
Remark 6. In Christodoulou’s work, we only obtained the bounds for the second derivatives
of the curvature components which implied the L∞ estimates |∇/ ⊗̂η| . |u|−3. If we have
estimates for the third derivatives of the curvature components, as stated in Theorem 1,
we have |∇/ ⊗̂η| . δ 12 |u|−3. Therefore, we can bound Ω2(∇/ ⊗̂η + η⊗̂η − 12trχχ̂) in L∞ by
δ to some positive power. So the right hand side of the above equation can be treated as a
small term. This illustrate the idea of the proof and the importance of higher order energy
estimates.
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We go back to the proof and integrate D(Ωχ̂) along Cδ. The first two terms on the right
hand side can be absorbed by Gronwall’s inequality. In view of the fact that χ̂(δ, u0) = 0,
according to Theorem 1, we have
|u||Ωχ̂(δ, u)| .
∫ u
u0
|u′||Ω2(∇/ ⊗̂η + η⊗̂η − 1
2
trχχ̂)|du′ . δ 12 |u|−1.
We then use an induction argument to obtain control for higher order derivatives. Suppose
that for all j < i ≤ k − 3, |u|j‖∇/ j(Ωχ̂)‖L∞(δ,u) . δ
1
2 |u|−2, then we apply ∇/ i to (4.2) to
derive
D∇/ i(Ωχ̂) = 1
2
Ωtrχ∇/ i(Ωχ̂) + 2(Ωχ̂,∇/ i(Ωχ̂))
+∇/ i(Ω2(∇/ ⊗̂η + η⊗̂η − 1
2
trχχ̂)) + l.o.t..
Therefore, the third term on the right hand side is bounded by |u|i|∇/ i(Ω2(∇/ ⊗̂η + η⊗̂η −
1
2trχχ̂))| . δ
1
2 |u|−2 thanks to Theorem 1. The l.o.t. is of the form
i−1∑
j=0
∇/ j∇/ (Ωtrχ) · ∇/ i−j−1(Ωχ̂) +
i−1∑
j=0
∇/ j∇/ (Ωχ̂) · ∇/ i−j−1(Ωχ̂).
We can bound ∇/ j∇/ (Ωtrχ) and ∇/ j∇/ (Ωχ̂) by Theorem 1 and bound ∇/ i−j−1(Ωχ̂) by the in-
duction hypothesis. By integrating the above equation and using the Gronwall’s inequality
to absorb the first two terms, we obtain that
‖(|u|∇/ )i(Ωχ̂)‖L∞ . δ 12 |u|−1 (4.3)
for i ≤ k − 3.
For i = k − 2, we only expect that the L4(Sδ,u) norm on χ̂ is controlled by δ to some
positive power, and for i = k − 1, only the L2(Sδ,u) norm is small. This is because we
only have information on ‖(|u|∇/ )k−1η‖L4(Sδ,u), ‖(|u|∇/ )kη‖L2(Sδ,u) . δ
1
2 |u|−2 from Theorem
1 but no information for higher derivatives. By a similar argument and integrating along
Cδ, we obtain
|u|− 12 ‖(|u|∇/ )k−2(Ωχ̂)‖L4(Sδ,u) + |u|−1‖(|u|∇/ )k−1(Ωχ̂)‖L2(Sδ,u) . δ
1
2 |u|−2. (4.4)
It is easy to see that (4.3) and (4.4) also hold if we replace Ωχ̂ by χ̂.
We perform a similar argument for the other components. We now bound ρ and σ. We
recall (2.25) and (2.27),
Dρ+
3
2
Ωtrχρ = −Ω{div/ β + (2η − ζ, β)− 1
2
(χ̂, α)},
Dσ +
3
2
Ωtrχσ = −Ω{curl/ β + (2η − ζ, ∗β) + 1
2
χ̂ ∧ α}.
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Because k ≥ 3, we have |∇/ β| . δ|u|−5. Thus,
| − Ω{div/ β + (2η − ζ, β)− 1
2
(χ̂, α)}|+ | − Ω{curl/ β + (2η − ζ, ∗β) + 1
2
χ̂ ∧ α}| . δ|u|−5.
We renormalize the first equation in the following form
D(ρ+
2m0
|u|3 ) +
3
2
Ωtrχ(ρ+
2m0
|u|3 ) =
3m0
|u|3 (Ωtrχ+
2
|u|)− Ω{div/ β + (2η − ζ, β)−
1
2
(χ̂, α)}.
In view of the facts that |Ωtrχ+ 2|u| | . δ|u|−2 and the improved smallness for initial data
on Sδ,u0 in Lemma 2, we integrate the above equations along Cδ and we obtain
|ρ+ 2m0|u|3 | . δ
1
2 |u|−3 and |σ| . δ 12 |u|−3.
Similarly, we can also run an induction argument as above to obtain
‖(|u|∇/ )i(ρ+ 2m0|u|3 , σ)‖L∞ . δ
1
2 |u|−3 for i ≤ k − 3,
|u|− 12 ‖(|u|∇/ )k−2(ρ, σ)‖L4(Sδ,u), |u|−1‖(|u|∇/ )k−1(ρ, σ)‖L2(Sδ,u) . δ
1
2 |u|−3.
(4.5)
We now bound β. We examine the terms in (2.22),
Dβ +
1
2
Ωtrχβ − Ωχ̂ · β = −ωβ + Ω{d/ρ+ ∗d/σ + 3ηρ+ 3∗ησ + 2χ̂ · β}.
If k ≥ 4, we have the bound |d/ρ+ ∗d/σ| . δ 12 |u|−4 thanks to (4.5) and the bound | − ωβ +
Ω(3ηρ + 3∗ησ + 2χ̂ · β)| . δ 12 |u|−5 thanks to Theorem 1. We remark that there is a loss
of derivatives here because we control β in terms of derivatives of ρ and σ via Bianchi
equations. We then integrate the equation along Cδ, combined with the estimates on the
initial data on Sδ,u0 obtained in Lemma 2, we have
‖(|u|∇/ )iβ‖L∞(Sδ,u) . δ
1
2 |u|−2 for i ≤ k − 4,
|u|− 12 ‖(|u|∇/ )k−3β‖L4(Sδ,u) + |u|−1‖(|u|∇/ )k−2β‖L2(Sδ,u) . δ
1
2 |u|−2.
(4.6)
Notice that we only have L∞ estimates on (k− 4)-th derivatives on β instead of (k− 3)-th
derivatives due to the derivative loss we just mentioned.
We now bound α. We rewrite(2.18) as follows,
Dα− 1
2
Ωtrχα+ 2ωα− 2(Ωχ̂, α)g/ = −Ω{−∇/ ⊗̂β − (4η + ζ)⊗̂β + 3χ̂ρ+ 3∗χ̂σ}
where 2(Ωχ̂, α) is the trace of Dα. If k ≥ 5, by (4.6), we have |∇/ ⊗̂β| . δ 12 |u|−3. We
remark that at this point there is a loss of derivatives here because we use the derivatives
of β. We must also use |χ̂|+ |β| . δ 12 |u|−2 by (4.3) and (4.6) to get | −Ω{−∇/ ⊗̂β − (4η +
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ζ)⊗̂β + 3χ̂ρ+ 3∗χ̂σ}| . δ 12 |u|−3. Therefore, in view of the fact that α(δ, u0) = 0 on Sδ,u0 ,
by integrating the equation along Cδ, we obtain
‖(|u|∇/ )iα‖L∞(Sδ,u) . δ
1
2 |u|−2 for i ≤ k − 5,
|u|− 12 ‖(|u|∇/ )k−4α‖L4(Sδ,u), |u|−1‖(|u|∇/ )k−3α‖L2(Sδ,u) . δ
1
2 |u|−2.
(4.7)
We remark that the terms −12Ωtrχα+ 2ωα− 2(Ωχ̂, α)g/ on the left hand side are absorbed
by Gronwall’s inequality. We also want to point out that we will not use the L2(Sδ,u)
estimates on ∇/ k−3α in sequel. Notice also that we only have L∞ estimates on (k − 5)-th
derivatives on α due to the derivative loss we just mentioned.
Finally, we bound trχ and ω. We renormalize (2.17) and (2.8) as follows
D(Ωtrχ− ( 2|u| −
4m0
|u|2 )) +
1
2
Ωtrχ(Ωtrχ− ( 2|u| −
4m0
|u|2 ))
= − 1|u|(1−
2m0
|u| )(Ωtrχ+
2
|u|) + (2Ω
2ρ+
4m0
|u|3 ) + Ω
2(2div/ η + 2|η|2 − (χ̂, χ̂)),
D(ω − m0|u|2 ) = −(Ω
2ρ+
2m0
|u|3 ) + Ω
2(2(η, η)− |η|2).
We have already obtained the following estimates: |Ωtrχ + 2|u| | . δ|u|−2, |Ω2ρ + 2m0|u|3 | .
δ
1
2 |u|−3, |Ω − 1| . δ|u|−2, |Ω2(2div/ η + 2|η|2 − (χ̂, χ̂)| + |Ω2(2(η, η) − |η|2)| . δ 12 |u|−3 and
|Ωtrχ(δ, u0)− ( 2|u| − 4m0|u|2 )| . δ
1
2 |u|−2. In view of the fact that ω(δ, u0) = 0, by integrating
the equation along Cδ, we obtain
‖trχ− ( 2|u| −
4m0
|u|2 )‖L∞ + ‖ω −
m0
|u|2 ‖L∞ . δ
1
2 |u|−2.
where Ωtrχ has been replaced by trχ thanks again to |Ω − 1| . δ|u|−2. Similarly, we can
derive estimates for higher order derivatives. Finally, we have
‖(|u|∇/ )i(trχ− ( 2|u| −
4m0
|u|2 ), ω −
m0
|u|2 )‖L∞(Sδ,u) . δ
1
2 |u|−3 for i ≤ k − 3,
|u|− 12 ‖(|u|∇/ )k−2(trχ, ω)‖L4(Sδ,u), |u|−1‖(|u|∇/ )k−1(trχ, ω)‖L2(Sδ,u) . δ
1
2 |u|−3.
(4.8)
We complete the proof of the lemma.
4.3. Geometry on C
[δ,δ+1]
u0 . We extend the initial data on C
[0,δ]
u0 to C
[0,δ+1]
u0 by setting
χ̂ ≡ 0 for u ∈ [δ, δ + 1] and we will derive the estimates on C [δ,δ+1]u0 for all the connection
coefficients and curvature components. For the sake of simplicity, we denote Cu0 = C
[δ,δ+1]
u0
in this subsection.
We first give another initial data on Cu0 ∪Cδ and it is in fact an initial data set for the
Schwarzschild space-time with mass m0. To distinguish this new data from the old one, we
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shall use a lower index m0 for its connection coefficients and curvature components. The
new initial data set consists of the following quantities: a g/m0(δ, u0) of Sδ,u0 which is the
round metric of the sphere with radius |u0|, the torsion ζm0(δ, u0) ≡ 0 on Sδ,u0 , two null
expansions trχm0(δ, u0) ≡ 2|u0| −
4m0
|u0|2 and trχm0(δ, u0) ≡ −
2
|u0| on Sδ,u0 , the lapse function
Ωm0 ≡ 1 on Cu0 ∪ Cδ and two shears χ̂m0 ≡ 0 on Cu0 and χ̂m0 ≡ 0 on Cδ.
We also impose the the condition |u0| > 2m0. This condition guarantees that the future
development of the data is in the domain of outer communication of the Schwarzschild
space-time. We remark that the only nonzero null components for the new data on Cu0
are trχm0 , trχm0
, ωm0 and ρm0 with trχm0 > 0, and the only nonzero null components for
the new data on Cδ are trχm0 , trχm0
, ωm0 and ρm0 .
We now restate the estimates on the sphere Sδ,u0 derived Lemma 2 as well as the esti-
mates given in Chapter 2 of [4]: we have χ̂ ≡ 0 α ≡ 0, ω ≡ 0, and for all k,
|∇/ k(χ̂, η, η, ω − ωm0 , trχ− trχm0 , trχ− trχm0 , β, ρ− ρm0 , σ, β, α)| .k δ
1
2 . (4.9)
Notice that we have dropped the weights |u0|. We will not use the weights in sequel since
we can fix a |u0| > 2m0 now and they are not relevant from now on. We shall prove that
the above estimates actually hold on Cu0 :
Lemma 4. On the incoming cone C
[δ,δ+1]
u0 , we have χ̂ ≡ 0 α ≡ 0, ω ≡ 0, and for all k, we
have
|∇/ k(χ̂, η, η, ω − ωm0 , trχ− trχm0 , trχ− trχm0 , β, ρ− ρm0 , σ, β, α)| .k δ
1
2 .
Proof. By construction, we also have χ̂ = 0, α = 0 and ω = 0 on Cu0 . The idea to prove
the estimate is to use null structure equations in a correct order.
We first control trχ. According to (4.9) and choosing δ sufficiently small, we have
trχ(δ, u0) > 0 so that trχ can be solved for u ∈ [δ, δ + 1] and 0 < trχ(u, u0) < trχ(δ, u0).
We then rewrite (2.2) as
D(trχ− trχm0) = −
1
2
(trχ+ trχm0)(trχ− trχm0). (4.10)
Because (trχ + trχm0) is bounded pointwisely, thanks to Gronwall’s inequality and (4.9),
we have
|trχ− trχm0 | . |trχ(δ, u0)− (
2
|u0| −
4
|u0|2 )| . δ
1
2 .
We can also apply ∇/ k to the above argument and use an induction argument as before to
derive
|∇/ k(trχ− trχm0)| . |∇/ k(trχ(δ, u0)− (
2
|u0| −
4
|u0|2 ))| .k δ
1
2 .
42 JUNBIN LI AND PIN YU
We now bound η = −η. We eliminate β in (2.5) and (2.10) to derive
Dη + trχη = −1
2
d/trχ.
Therefore, by Gronwall’s inequality and an induction argument, we obtain
|∇/ k(η, η)(u, u0)| .k δ
1
2 .
Before going to the next component, we have to digress to the estimates for the Gauss
curvature K on Su,u0 . Recall that K satisfies the following propagation equations (see
Chapter 5 of [4]):
DK + ΩtrχK = div/ div/ (Ωχ̂)− 1
2
∆/ (Ωtrχ),
We rewrite the equation on Cu0 as
D(K −Km0) + trχ(K −Km0) = −(trχ− trχm0)Km0 −
1
2
∆/ trχ,
which yields |∇/ k(K(u, u0)−Km0(u, u0))| .k δ
1
2 .
To bound χ and χ̂, we eliminate ρ in (2.15) and (2.9) to derive the following propagation
equation for trχ− trχ
m0
:
D(trχ− trχ
m0
) + trχ(trχ− trχ
m0
) = 2(Km0 −K)− div/ η + |η|2,
and we rewrite (2.14) as
Dχ̂− 1
2
trχχ̂ = −∇/ ⊗̂η + η⊗̂η.
These equations yield |∇/ k(trχ(u, u0)− trχm0(u, u0))|+ |∇/
kχ̂(u, u0)| .k δ 12 .
We then use (2.10), (2.11) and the estimates above to derive |∇/ k(β, β)(u, u0)| .k δ 12 .
We rewrite (2.9) as
K −Km0 = −
1
4
(trχtrχ− trχm0trχm0)− (ρ− ρm0),
which implies that |∇/ k(ρ(u, u0)− ρm0(u, u0))| .k δ
1
2 .
We rewrite (2.7) as
D(ω − ωm0) = −3|η|2 − (ρ− ρm0),
which implies |∇/ k(ω(u, u0)− ωm0(u, u0))| .k δ
1
2 .
Finally, (2.19) implies |∇/ kα(u, u0)| .k δ 12 . We complete the proof of the lemma.
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4.4. Construction of the Transition Region. We consider a characteristic initial data
problem on C
[δ,δ+1]
u0 ∪C [u0,−1−δ]δ where the data are given by with χ̂ = 0 on C [δ,δ+1]u0 and the
data on C
[u0,−1−δ]
δ is induced by the solution constructed by Christodoulou in [4] under the
condition (2.30) with |u0| > 2m0. We continue to use the space-time metric g to denote
the solution of this problem.
Adapted to this problem, we introduce the following norms:
Ruk (u) = ‖∇/ k(α, β, ρ− ρm0 , σ, β)‖L2(Cuu ), Ruk(u) = ‖∇/ k(β, ρ− ρm0 , σ, β, α)‖L2(Cuu),
Ok(u, u) = ‖∇/ k(χ̂, χ̂, η, η, trχ− trχm0 , trχ− trχm0 , ω − ωm0 , ω − ωm0)‖L2(Su,u).
We use short hand notations C
u
u referring to C
[δ,u]
u and C
u
u referring to C
[u0,u]
u . We take a
small parameter  to be proportional to δ
1
2 , then the results in Section 4.1, Section 4.2 and
Section 4.3 can be summarized in the following proposition:
Proposition 1. Fix k  5. For any  > 0, there exists δ0 > 0 depending only on the
Ck+N bounds of the seed data for some sufficient large N and on , such that for all δ < δ0
and for all (u, u) ∈ [δ, δ + 1]× [u0,−1− δ], we have,
Rδ+1≤k−2(u0) +R
−1−δ
≤k−2(δ) + O≤k−2(u, u0) + O≤k−2(δ, u) ≤ ,
‖∇/ ≤k−4α‖L4(Sδ,u) + ‖∇/ ≤kα‖L∞(Su,u0 ) ≤ .
Based on this proposition, we will prove the following theorem in this section.
Theorem 2. Let k  5 and  > 0. If δ > 0 is sufficiently small depending on Ck+N
bounds of the seed data for sufficient large N and on  > 0, then there is a unique smooth
solution (M0 , g) of vacuum Einstein field equations to the characteristic initial data prob-
lem described above. The space-time M0 corresponds to the region δ ≤ u ≤ δ + 0 and
u0 ≤ u ≤ u0 + 0. The parameter 0 > 0 depends only on m0 and u0 and it is indepen-
dent of δ when δ is sufficiently small. Moreover, the space-time (M0 , g) is -close to the
Schwarzschild space-time with mass m0 in C
k−3 norms, namely,
‖g − gm0‖Ck−3(M0 ,gm0 ) . .
Remark 7. We would like to emphasize that once m0 and u0 is fixed, the size of 0 is
also fixed. In the introduction, we mentioned that in order to use the Corvino-Schoen
construction, the gluing region must have a fixed size when δ goes to zero. The size of 0
meets this requirement.
Remark 8. It is not hard to see that gm0 is isometric to the Schwarzschild space-time
with mass m0. In fact, the initial data for gm0 on C
[δ,δ+0]
u0 ∪ Cδ is spherical symmetric,
then gm0 is also spherical symmetric. The orbits of the isometry group SO(3) are simply
Su,u. Therefore by Birkhoff Theorem, gm0 is isometric to the Schwarzschild space-time.
The mass parameter m0 can be figured out by computing the Hawking mass of Sδ,u0 in gm0.
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Proof. The existence of local solutions is due to the classical result [14] of Rendall. We
make use of a recent improvement [13] due to Luk. Rendall’s original proof only gave the
local existence around the intersection of two initial null hypersurface and Luk showed that
the existence region can be enlarged to a full neighborhood of initial hypersurfaces in their
future development. The main advantage of [13] is that it also gives the estimates on the
solution which depend only on the initial data. We now rephrase the results of [13] in our
situation: there exists 0 which depends only on m0 and u0 and is independent of δ hence
, such that we can solve the metric g for (u, u) ∈ [δ, δ + 0] × [u0, u0 + 0]. Moreover, we
have the following bounds:
Proposition 2. We have a smooth solution (M0 , g) where the M0 corresponds to (u, u) ∈
[δ, δ + 1]× [u0,−1− δ]. Moreover, we have the following estimates:
Rδ+0(u) +Ru0+0(u) + O(u, u0) + O(δ, u) ≤ C(m0, u0, 0).
We also have the Sobolev inequalities:
‖φ‖L4(Su,u) ≤ C(m0, u0, 0)(‖∇/ φ‖L2(Su,u) + ‖φ‖L2(Su,u)),
‖φ‖L∞(Su,u) ≤ C(m0, u0, 0)
2∑
i=0
‖∇/ iφ‖L2(Su,u).
For the sake of simplicity, we will suppress the lower index ≤ 3 in the norms, e.g.
R = R≤3. In the remaining part of the current section, C refers to various constants
depending only on m0, u0 and 0 and A . B refers to A ≤ CB.
Since we expect the solution is close to some Schwarzschild space-time, we have to
derive more precise energy estimates on M0 . Combined with Rendall’s result [14] and
usual bootstrap arguments, our estimates will be good enough to prove existence. We
remark that Luk’s result [13] is extremely convenient to use at this stage: we can avoid a
long bootstrap argument and we can take the existence for granted.
We start to prove Theorem 2 by deriving the estimates only for Rk, Rk and Ok for
k = 0, 1, 2, 3. In this case, we can take K = 5. The estimates for higher order derivatives
can be obtained by a routine induction argument. Since it is similar to the higher order
energy estimates derived in Section 3, we will omit the proof.
We first prove the following lemma which claims that the connection coefficients can be
controlled by the initial data and the curvature components.
Lemma 5. O(u, u) . supδ≤u′≤u(O(u′, u0) +Ru(u′)) + supu0≤u′≤u(O(δ, u′) +Ru(u′)).
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Proof. The proof is once again by integrating the null structure equations (2.1)-(2.8). At
the beginning, we remark that for a tensor φ, we have
C−1
3∑
i=0
‖Ωφ‖L2(Su,u) ≤
3∑
i=0
‖φ‖L2(Su,u) ≤ C
3∑
i=0
‖Ωφ‖L2(Su,u).
The can be derived by the bounds for Ω and d/ log Ω = (η + η)/2. Similar inequalities also
hold for L4(Su,u) and L
∞ norms.
We start with the bounds on χ̂. In view of (2.1), we have
D|χ̂′|2 + 2Ωtrχ|χ̂′|2 ≤ 2|χ̂′||α|.
We then use the L∞ bounds for Ω and trχ in Proposition 2 as well as the Sobolev inequalities
to derive
‖χ̂′‖L∞(Su,u) . ‖χ̂′‖L∞(Sδ,u) +
∫ u
δ
‖α‖L∞(Su′,u)
.
2∑
i=0
(
‖∇/ iχ̂′‖L2(Sδ,u) +
∫ u
δ
‖∇/ iα‖L2(Su′,u)
)
. O(δ, u) +Ru(u).
We now turn to the derivatives of χ̂. We first rewrite (2.1) as Dχ̂′ = Ω2|χ̂′|2g/−α and then
commute with ∇/ to derive
D∇/ χ̂′ = ∇/ (Ωχ) · χ̂′ +∇/ (Ω2)|χ̂′|2g/+ Ω2(χ̂′,∇/ χ̂′)g/−∇/ α.
The last term ∇/ α can be bounded by Ru(u). For the remaining terms, each of them
contains a factor |χ̂′|. We can bound the other factors by C and bound |χ̂′(u, u)| by
O(δ, u) +Ru(u). Thus, we obtain
‖∇/ χ̂′‖L∞(Su,u) . O(δ, u) +Ru(u).
The estimates on higher order derivatives are similar. For second and third derivatives of
χ̂, we have
D∇/ kχ̂′ =
k−1∑
i=0
∇/ i∇/ (Ωχ) · ∇/ k−1−iχ̂′ +
k∑
i=0
∇/ i(Ω2) · ∇/ k−i|χ̂′|2g/−∇/ kα.
When k = 2, for the first and the second terms, we can use Ho¨lder’s inequality by placing
the factors with highest order derivatives in L4(Su,u) and the others in L
∞. In this way,
for each product, one factor is bounded by O(δ, u) +Ru(u) and the other one is bounded
by C. The last term ∇/ kα is also bounded by Ru(u). When k = 3, there are two cases: if
there are factors containing third order derivatives, we can bound it in L2(Su,u) and bound
the other factors in L∞; if not, we bound the factors containing second order derivatives
in L4(Su,u) and bound the other in L
∞. Therefore, we obtain
‖∇/ 2χ̂′‖L4(Su,u) + ‖∇/ 3χ̂′‖L2(Su,u) . O(δ, u) +Ru(u).
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For χ̂, in a similar manner, we can use (2.3) to derive
‖χ̂‖L∞ + ‖∇/ χ̂‖L∞ + ‖∇/ 2χ̂‖L4(Su,u) + ‖∇/ 3χ̂‖L2(Su,u) . O(u, u0) +Ru(u).
For η and η, we consider (2.5) and (2.6) as a coupled system and we derive
‖η‖L∞(Su,u) . ‖η‖L∞(Sδ,u) +
∫ u
δ
‖η‖L∞(Su′,u) +
∫ u
δ
‖β‖L∞(Su′,u),
‖η‖L∞(Su,u) . ‖η‖L∞(Su,u0 ) +
∫ u
u0
‖η‖L∞(Su,u′ ) +
∫ u
u0
‖β‖L∞(Su,u′ ).
We substitute the second inequality to the first one and take supδ≤u′≤u on both sides, we
have
sup
δ≤u′≤u
‖η‖L∞(Su′,u) . ‖η‖L∞(Sδ,u) + sup
δ≤u′≤u
‖η‖L∞(Su′,u0 ) +
∫ u
u0
sup
δ≤u′≤u
‖η‖L∞(Su′,u′ )
+
∫ u
u0
sup
δ≤u′≤u
‖β‖L∞(Su′,u′ ) +
∫ u
δ
‖β‖L∞(Su′,u).
Thanks to Gronwall and Sobolev inequalities, we have
sup
δ≤u′≤u
‖η‖L∞(Su′,u) . ‖η‖L∞(Sδ,u) + sup
δ≤u′≤u
‖η‖L∞(Su,u0 ) +
∫ u
u0
sup
δ≤u′≤u
‖β‖L∞(Su′,u′ )
+
∫ u
δ
‖β‖L∞(Su′,u) . O(δ, u) + sup
δ≤u′≤u
O(u′, u0) + sup
δ≤u′≤u
Ru(u′) +Ru(u).
We then define P(u, u) and rewrite the above estimates as
sup
δ≤u′≤u
‖η‖L∞(u′,u) .P(u, u) , sup
δ≤u′≤u
(O(u′, u0) +Ru(u′)) + sup
u0≤u′≤u
(O(δ, u′) +Ru(u′)).
We turn to the derivatives of η and η. Recall that we can commute derivatives with (2.5)
and (2.6) to derive (3.14) and (3.16). When k = 1, we have
‖∇/ η‖L∞(Su,u) . ‖∇/ η‖L∞(Sδ,u) +
∫ u
δ
‖∇/ η‖L∞(Su′,u) +
∫ u
δ
‖∇/ β‖L∞(Su′,u) +P(u, u),
‖∇/ η‖L∞(Su,u) . ‖∇/ η‖L∞(Su,u0 ) +
∫ u
u0
‖∇/ η‖L∞(Su,u′ ) +
∫ u
u0
‖∇/ β‖L∞(Su,u′ ) +P(u, u).
By a similar argument as above, we obtain
‖∇/ η‖L∞(Su,u), ‖∇/ η‖L∞(Su,u) .P(u, u).
Similar arguments also apply to the cases when k = 2, 3. We finally obtain
‖∇/ 2(η, η)‖L4(Su,u), ‖∇/ 3(η, η)‖L2(Su,u) .P(u, u).
For ω and ω, the estimates rely on (2.7) and (2.8). We rewrite (2.7) as
D(ω − ωm0) = (Ω2 − Ω2m0)(2(η, η)− |η|2 − ρ) + Ω2m0(ρ− ρm0). (4.11)
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In view of the facts that D log Ω = ω, |Ω|+ |Ω−1| ≤ C, we have
‖Ω− Ωm0‖L∞(Su,u) . ‖ log Ω− log Ωm0‖L∞(Su,u)
.
∫ u
u0
‖ω − ωm0‖L∞(Su,u′ ) . sup
u0≤u′≤u
‖ω − ωm0‖L∞(Su,u′ ).
We can integrate (4.11) to derive
‖ω − ωm0‖L∞(Su,u) . ‖ω − ωm0‖L∞(Sδ,u) +
∫ u
0
‖Ω− Ωm0‖L∞(Su′,u) +Ru(u)
.
∫ u
0
sup
u0≤u′≤u
‖ω − ωm0‖L∞(Su′,u′ ) +Ru(u).
Therefore, Gronwall’s inequality yields
sup
u0≤u′≤u
‖ω − ωm0‖L∞(Su,u′ ) . sup
u0≤u′≤u
(O(δ, u′) +Ru(u′)).
As a byproduct, we also have
‖Ω− Ωm0‖L∞(Su,u) . sup
u0≤u′≤u
(O(δ, u′) +Ru(u′)).
We then rewrite (2.8) as
D(ω − ωm0) = (Ω2 − Ω2m0)(2(η, η)− |η|2 − ρ) + Ω2m0(ρ− ρm0).
We can integrate this equations and use the bounds for |Ω− Ωm0 | to derive
‖ω − ωm0‖L∞(Su,u) . sup
u0≤u′≤u
(O(δ, u′) +Ru(u′)) +Ru(u).
We turn to the derivatives of ω and ω. Since ωm0 and ωm0 are constants on Su,u, applying
∇/ k on (2.7) and (2.8) will kill those terms. We also notice that ρm0 is constant on Su,u
and d/ log Ω = (η + η)/2 has already been bounded by P. We then take derivatives
D∇/ kω =
k−2∑
i=0
∇/ i∇/ (Ωχ) · ∇/ k−2−id/ω +∇/ k(Ω2(2(η, η)− |η|2 − ρ)),
D∇/ kω =
k−2∑
i=0
∇/ i∇/ (Ωχ) · ∇/ k−2−id/ω +∇/ k(Ω2(2(η, η)− |η|2 − ρ)).
For k = 1, 2, 3, we can integrate as before to derive
‖d/(ω, ω)‖L∞(Su,u) + ‖∇/ 2(ω, ω)‖L4(Su,u) + ‖∇/ 3(ω, ω)‖L2(Su,u) .P(u, u).
Finally, we consider trχ′ and trχ′. We rewrite (2.2) as
D(trχ′ − trχ′m0) = −
1
2
(trχ+ trχm0)(Ωtrχ
′ − Ωm0trχ′m0)− |χ̂|2.
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We can bound |Ωtrχ − Ωm0trχ′m0 | . |Ω − Ωm0 | + |trχ′ − trχ′m0 |. We then integrate the
above equation to derive
‖trχ′ − trχ′m0‖L∞(Su,u) .‖trχ′ − trχ′m0‖L∞(Sδ,u) +
∫ u
δ
‖trχ′ − trχ′m0‖L∞(Su′,u)
+ sup
u0≤u′≤u
(O(δ, u′) +Ru(u′)).
Thanks to Gronwall’s inequality, we have
‖trχ′ − trχ′m0‖L∞(Su,u) . sup
u0≤u′≤u
(O(δ, u′) +Ru(u′)).
In a similar manner. we have the following bound for trχ′:
‖trχ′ − trχ′
m0
‖L∞(Su,u) . O(u, u0) +Ru(u) + sup
u0≤u′≤u
(O(δ, u′) +Ru(u′)).
We turn to the derivatives of trχ′ and trχ′. We apply d/ to (2.2) to derive
Dd/trχ′ = −trχd/(Ωtrχ′)− d/(|χ̂|2) = −Ωtrχd/trχ′ − trχtrχ′d/Ω− d/(|χ̂|2).
The last two terms can be bounded by P(u, u) and the first term can be absorbed by
Gronwall’s inequality. Thus, we obtain
‖d/trχ′‖L∞(u,u) .P(u, u).
For higher order derivatives, we have
D∇/ ktrχ′ = −Ωtrχ∇/ ktrχ′ + l.o.t.,
where l.o.t. can be bounded directly by P(u, u). Thanks to Gronwall’s inequality, we
obtain
‖∇/ 2trχ′‖L4(u,u) + ‖∇/ 3trχ′‖L2(u,u) .P(u, u).
Similarly, we have the following estimates for trχ′:
‖d/trχ′‖L∞(u,u) + ‖∇/ 2trχ′‖L4(u,u) + ‖∇/ 3trχ′‖L2(u,u) .P(u, u).
Finally, using the bound of ∇/ i(Ω − Ωm0) in terms of P(u, u) for i = 0, 1, 2, 3, the above
estimates for ∇/ i(trχ′ − trχ′m0) and ∇/ i(trχ′ − trχ′m0) also hold for ∇/
i(trχ − trχm0) and
∇/ i(trχ− trχ
m0
), or ∇/ i(Ωtrχ− Ωm0trχm0) and ∇/ i(Ωtrχ− Ωm0trχm0), for i = 0, 1, 2, 3.
Therefore, we have completed the proof of Lemma 5.
We rewrite (2.24) and (2.25) in terms of the renormalized quantities such as ρ − ρm0 .
Recall that ρm0 satisfies the following equations
Dρm0 +
3
2
Ωm0trχm0ρm0 = 0, Dρm0 +
3
2
Ωm0trχm0
ρm0 = 0.
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We can subtract these two equations from (2.24) and (2.25) to derive
D(ρ− ρm0) +
3
2
(Ωtrχ− Ωm0trχm0)ρ+
3
2
Ωm0trχm0(ρ− ρm0) (4.12)
− Ω{div/ β + (2η + ζ, β)− 1
2
(χ̂, α)} = 0,
D(ρ− ρm0) +
3
2
(Ωtrχ− Ωm0trχm0)ρ+
3
2
Ωm0trχm0
(ρ− ρm0) (4.13)
+ Ω{div/ β + (2η − ζ, β)− 1
2
(χ̂, α)} = 0.
Because ρm0 is constant on each Su,u, we can also rewrite (2.22) and (2.23) as
Dβ +
1
2
Ωtrχβ − Ωχ̂ · β + ωβ − Ω{d/(ρ− ρm0) + ∗d/σ + 3ηρ+ 3∗ησ + 2χ̂ · β} = 0, (4.14)
Dβ +
1
2
Ωtrχβ − Ωχ̂ · β + ωβ + Ω{d/(ρ− ρm0)− ∗d/σ + 3ηρ− 3∗ησ − 2χ̂ · β} = 0. (4.15)
We call (4.12), (4.13), (4.14) and (4.15) together with the following six original Bianchi
equations (2.18), (2.19), (2.20), (2.21), (2.26) and (2.27) the renormalized Bianchi equa-
tions. In a similar manner as we derived energy inequalities (3.44), (3.45), (3.46) and
(3.47), we have the following energy inequalities∑
R∈{α,β,ρ−ρm0 ,σ,β}
∫
C
u
u
|R|2 +
∑
R∈{β,ρ−ρm0 ,σ,β,α}
∫
Cuu
|R|2
.
∑
R∈{α,β,ρ−ρm0 ,σ,β}
∫
C
u
u0
|R|2 +
∑
R∈{β,ρ−ρm0 ,σ,β,α}
∫
Cuδ
|R|2
+
∑
R∈{α,β,ρ−ρm0 ,σ,β}
R∈{β,ρ−ρm0 ,σ,β,α}
R1,R2∈{α,β,ρ−ρm0 ,σ,β,α}
∫∫
Mu,u
|ΩΓ ·R1 ·R2|
+|ρ||(Ωtrχ− Ωm0trχm0)(ρ− ρm0) + χ̂ · α+ η · β + χ̂ · α+ η · β|.
where Mu,u refers to the region corresponding to δ ≤ u′ ≤ u, u0 ≤ u′ ≤ u. We also have∑
R∈{α,β,ρ−ρm0 ,σ,β}
∫
C
u
u
|∇/ iR|2 +
∑
R∈{β,ρ−ρm0 ,σ,β,α}
∫
Cuu
|∇/ iR|2
.
∑
R∈{α,β,ρ−ρm0 ,σ,β}
∫
C
u
u0
|∇/ iR|2 +
∑
R∈{β,ρ−ρm0 ,σ,β,α}
∫
Cuδ
|∇/ iR|2
+
∑
R∈{α,β,ρ−ρm0 ,σ,β}
R∈{β,ρ−ρm0 ,σ,β,α}
R1,R2∈{α,β,ρ−ρm0 ,σ,β,α}
∫∫
Mu,u
i−1∑
j=0
|∇/ j∇/ (Ωχ) · ∇/ i−1−jR · ∇/ iR+∇/ j∇/ (Ωχ) · ∇/ i−1−jR · ∇/ iR|
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+
i−1∑
j=0
|∇/ jK · ∇/ i−1−jR · ∇/ iR+∇/ jK · ∇/ i−1−jR · ∇/ iR|
+ |∇/ i((ΩΓ) ·R1) · ∇/ iR2|+ |ρ||∇/ i(Ωtrχ− Ωm0trχm0) · ∇/ iρ|
+ |ρ||∇/ iχ̂ · ∇/ iα+∇/ iη · ∇/ iβ +∇/ iχ̂ · ∇/ iα+∇/ iη · ∇/ iβ|,
for i = 1, 2, 3.
We remark that in terms R1 ·R2, the term α · α do not appear. Thus, we can regard
R1 ·R2 as either R1 ·R2 or R1 ·R2. We then have the following estimates:
1∑
j=0
∫∫
Mu,u
|∇/ j(ΩΓ) · ∇/ i−jR1|2 .
∫ u
u0
∫
C
u
u′
i∑
j=0
|∇/ jR1|2 for i ≤ 3,
∫∫
Mu,u
|∇/ 2(ΩΓ) · ∇/ iR1|2 .
∫ u
u0
∫ u
δ
‖∇/ iR1‖2L4(u′,u′) .
∫ u
u0
∫ u
δ
i+1∑
j=0
‖∇/ jR1‖2L2(u′,u′)
.
∫
C
u
u′
i+1∑
j=0
|∇/ jR1|2 for i ≤ 1,
∫∫
Mu,u
|∇/ 3(ΩΓ) ·R1|2 .
∫ u
u0
∫ u
δ
‖R1‖2L∞(u′,u′) .
∫ u
u0
∫ u
δ
2∑
j=0
‖∇/ jR1‖2L2(u′,u′)
.
∫
C
u
u′
2∑
j=0
|∇/ jR1|2.
Therefore, by Cauchy-Schwartz inequality, we have
3∑
i=0
∫∫
Mu,u
|∇/ i(ΩΓ ·R1) · ∇/ iR2| .
3∑
i=0
∫ u
u0
∫
C
u
u′
(|∇/ iR1|2 + |∇/ iR2|2).
Similarly, we have
3∑
i=0
∫∫
Mu,u
|∇/ i(ΩΓ ·R1) · ∇/ iR2| .
3∑
i=0
∫ u
δ
∫
Cu
u′
(|∇/ iR1|2 + |∇/ iR2|2).
We turn to the following terms
2∑
i=0
∫∫
Mu,u
|∇/ i(∇/ (Ωχ) ·R) · ∇/ R+∇/ i(∇/ (Ωχ) ·R) · ∇/ R|+ |∇/ i(KR · ∇/ R+KR ·R)|.
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They are treated in the same way as above by virtue of the bounds on K. They are
eventually bounded by
3∑
i=0
(∫ u
u0
∫
C
u
u′
|∇/ iR|2 +
∫ u
δ
∫
Cu
u′
|∇/ iR|2
)
.
Finally, we consider the following terms:
3∑
i=0
∫∫
Mu,u
|ρ||∇/ i(Ωtrχ− Ωm0trχm0) · ∇/ i(ρ− ρm0)
+∇/ iχ̂ · ∇/ iα+∇/ iη · ∇/ iβ +∇/ iχ̂ · ∇/ iα+∇/ iη · ∇/ iβ|.
According to Lemma 5, they are bounded by
supδ≤u≤δ+0O(u, u0)
2 + sup
u0≤u≤−1−u
O(δ, u)2
+
3∑
i=0
(∫ u
u0
sup
u0≤u′′≤u′
∫
C
u
u′′
|∇/ iR|2 +
∫ u
δ
sup
δ≤u′′≤u′
∫
Cu
u′′
|∇/ iR|2
)
.
We define
E(u) =
∑
R∈{α,β,ρ−ρm0 ,σ,β}
sup
u0≤u′≤u
3∑
i=0
∫
Cu′
|∇/ iR|2,
F(u) =
∑
R∈{,β,ρ−ρm0 ,σ,β,α}
sup
δ≤u′≤u
3∑
i=0
∫
Cu
|∇/ iR|2.
Therefore, the above estimates can be summarized as
E(u) + F(u) . E(u0) + F(δ)
+ sup
δ≤u≤δ+0
O(u, u0)
2 + sup
u0≤u≤−1−u
O(δ, u)2 +
(∫ u
u0
E(u′) +
∫ u
δ
F(u′)
)
.
Thanks to Gronwall’s inequality, we have proved:
Proposition 3. If we have the following smallness on initial data
R1+δ(u0),R
−1−δ(δ),O(u, u0),O(δ, u) ≤ ,
then for (u, u) ∈ [δ, δ + 0]× [u0, u0 + 0], we have
Ru(u),Ru(u),O(u, u),O(u, u) . .
The smallness of the data is of course guaranteed by Proposition 1.
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Equipped with Proposition 3, we are able to control Ck norms. More precisely, we shall
prove that
‖g − gm0‖C2(M0 ,gm0 ) . . (4.16)
We start with the C0 norms. We write g in canonical double null coordinates as follows
g = −2Ω2(du⊗ du+ du⊗ du) + g/AB(dθA − bAdu)⊗ (dθB − bBdu).
Since D(Ω2) = 2Ω2ω, Dg/ = 2Ωχ and Db = 4Ω2ζ, by virtue of the L∞ bounds of ω − ωm0 ,
χ− χ
m0
and ζ in Proposition 3 as well as the Sobolev inequalities, we have
‖g − gm0‖C0(M0 ,gm0 ) . .
For C1 norms of g − gm0 , we use ∇m0(g − gm0) = (∇ − ∇m0)g. We also need the L∞
bounds on ∇−∇m0 , which can be obtained by Γ−Γm0 and Γ/ −Γ/ m0 where Γ refers to the
null connection coefficients and Γ/ refers to the Christoffel symbols of g/. We have already
derived
|Γ− Γm0 | . 
thanks to Proposition 3 and the Sobolev inequalities. To estimate Γ/ − Γ/ m0 , we need the
following propagation equation
D(Γ/ − Γ/ m0)CAB =
1
2
g/CD(∇/ A(Ωχ)BD +∇/ B(Ωχ)AD −∇/ D(Ωχ)AB).
Since we have already obtained the L∞ bounds on ∇/ (Ωχ), by directly integrating the
above equation, we obtain |Γ/ − Γ/ m0 | . . Finally, we have
‖g − gm0‖C1(M0 ,gm0 ) . .
For C2 bounds on g − gm0 , we write
∇2m0(g − gm0) = (∇2 −∇2m0)g = ∇((∇−∇m0)g) + (∇−∇m0)∇m0g.
The last term (∇−∇m0)∇m0g has already been controlled. Thus, we need the L∞ bounds
of the following quantities:
D(Γ− Γm0), D(Γ/ − Γ/ m0), D(Γ− Γm0), D(Γ/ − Γ/ m0), ∇/ (Γ− Γm0), ∇/ (Γ/ − Γ/ m0).
The estimates for the first four quantities can be obtained using the null structure equations
provided we have L∞ bounds of all first derivatives of null curvature components, but we
do not have control on
D(ω − ωm0), D(ω − ωm0);
The estimates for the fifth quantity are obtained directly by Proposition 3; The bounds for
the last quantity are obtained also by the propagation equation of Γ/ − Γ/ m0 provided we
have L∞ bound of
∇/ 2(Ωχ).
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The strategy is clear now: we have to control ‖(D(ω − ωm0)‖L∞ , ‖D(ω − ωm0)‖L∞ and
‖∇/ 2(Ωχ))‖L∞ . For this purpose, we first claim that
‖α, β, ρ− ρm0 , σ, β, α‖L∞ . .
This can be obtained by using a variation of (3.4) and (3.5) by setting the constants
depending on m0, 0, u0 and the fact that ‖∇/ ≤1α‖L4(Sδ,u) .  which is stated in Proposition
1. To apply (3.4) and (3.5), besides R2,R2 . , we also need ‖∇/ Dα‖L2(Cu) .  and
‖∇/ D(β, ρ − ρm0 , σ, β, α)‖L2(Cu) . . For β, ρ − ρm0 , σ and β this is done by simply
taking ∇/ to both sides of the renormalized Bianchi equations. For ‖∇/ Dα‖L2(Cu) and
‖∇/ Dα‖L2(Cu), they are obtained using a variation of (3.48) and (3.49) by replacing Lie
derivatives by ∇/ .
We then claim
‖∇/ (β, β)‖L∞ . .
The proof is similar to the above, we first apply ∇/ 2 to (2.22) and (2.21) and then apply
(3.5) and Sobolev inequalities on Su,u. This yields ‖∇/ (β, β)‖L∞ . . As a consequence,
we have
‖D(ω − ωm0), D(ω − ωm0)‖L∞ . .
In fact, we can apply D to(2.8) to derive a propagation equation for D(ω − ωm0) which
looks like
DD(ω − ω0) = D(ρ− ρ0) + l.o.t. = ∇/ β + l.o.t..
We then integrate this equation to conclude. Similarly, we have estimates for D(ω−ωm0).
To prove ‖∇/ 2(Ωχ)‖L∞ . , using bounds of ‖∇/ 3β‖L2(Cu) given by Proposition 3, we
couple (2.11) with (2.4) to derive bounds of ‖∇/ 4χ‖L2(Cu) and ‖∇/
4trχ‖L2(Su,u).
Therefore, we have proved
‖g − gm0‖C2(M0 ,gm0 ) . .
For higher order estimates on Ck norms, as we remarked before, we can simply use a
routine induction argument and we omit the proof. Therefore, we have completed the proof
of Theorem 2.
5. Gluing Construction
5.1. Preparation. We summarize some key properties of the metric g constructed in the
previous sections:
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(1) In the region (u, u) ∈ [u0, 0] × [u0, 0], g coincides with the standard Minkowski
metric;
(2) In the region where u ∈ [0, δ] and u ∈ [u0,−1 − u], the metric g is constructed by
Christodoulou in his work [4]. In addition, we have imposed condition (2.30) with
|u0| > 2m0, so that on the incoming cone Cδ, the estimates in Section 4.2 hold.
For a sufficiently small δ, trχ(δ, u0) > 0 and hence Sδ,u0 is not a trapped surface,
and if 2m0 > 1, according to Theorem 17.1 in [4], Sδ,−1−δ is a trapped surface.
We remark that, for 0 < m0 <
1
2 , it is straightforward from the proof of [4] that
g actually exists up to u+ u = −2m0 and Sδ,−2m0−δ is a trapped surface, once we
choose a sufficiently small δ.
(3) In the region (u, u) ∈ [δ, δ+0]× [u0, u0 +0], the metric g is -close (in Ck−3 norms)
to the Schwarzschild metric gm0 .
We fix a sphere S1 = Sδ,u1 near Sδ,u0 by choosing u1 close to u0 in such a way that
trχ(δ, u1) > 0 and trχm0(δ, u1) > 0. We emphasize that the choice of S1 does not depend
on δ if δ is sufficiently small. Because gm0 is the Schwarzschild metric with mass m0, we
can choose the time function t of gm0 in the Boyer-Lindquist coordinates (we regard the
Schwarzschild metric as a member in the Kerr family) such that t(δ, u1) = 0. We also
regard t as a smooth function in the u-u plane (u, u) ∈ [δ, δ + 0]× [u0, u0 + 0].
Now in the region (u, u) ∈ [δ, δ + 0] × [u0, u0 + 0], we choose a three dimensional
hypersurface
H =
∑
t(u,u)=0
Su,u,
and we use S2 to denote the intersection of H with Cu0∪Cδ+0 . We define the following two
radii r1 = r|S1 and r2 = r|S2 where r(u, u) = rm0(u, u) is the radius of Su,u in Schwarzschild
metric gm0 . By construction, 2m0 < r1 < r2 and H is space-like with respect to gm0 . Thus,
if  is sufficiently small, H is also space-like with respect to the metric g.
Let (g¯m0 , k¯m0) be the induced metric and the second fundamental form of H as a sub-
manifold in the Schwarzschild space-time with mass m0. Therefore, for r1 ≤ r ≤ r2, we
have
g¯m0 = (1−
2m0
r
)−1dr2 + r2dσ2S2 ,
and
k¯m0 ≡ 0.
Let (g¯, k¯) be the metric and the second fundamental form of H induced by g, since g is
-close to the Schwarzschild metric gm0 in C
k−3 norms, we have
‖g¯ − g¯m0‖Ck−3(H,g¯m0 ) . ,
and
‖k¯‖Ck−4(H,g¯m0 ) . .
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We recall the form of the Kerr metric in the Boyer-Lindquist coordinates
gm,(0,0,a) =(−1 +
2mr
r2 + a2 cos2 θ
)dt2 − 2mra sin
2 θ
r2 + a2 cos2 θ
dtdϕ+
r2 + a2 cos2 θ
r2 − 2ma+ a2 dr
2
+ (r2 + a2 cos2 θ)2dθ2 + sin2 θ(r2 + a2 +
2mra2 sin2 θ
r2 + a2 cos2 θ
)dϕ2.
where m > a ≥ 0. The lower index (0, 0, a) specifies the angular momentum vector: if we
use the spherical polar coordinates x1 = r cosϕ sin θ, x2 = r sinϕ sin θ and x3 = r cos θ,
then the vector (0, 0, a) is the same as the axis (of the rotation of the Kerr black hole) and
the norm of (0, 0, a) is the angular momentum a. For an arbitrary vector a = (a1, a2, a3) ∈
R3 with |a| = a and an isometry Ωa ∈ SO(3) mapping a to (0, 0, a), we can also define a
family of Kerr metric gm,a = (idR × Ωa)∗ gm,(0,0,a) where idR is the identity map of t axis.
We remark that this definition does not depend on the choice of Ωa.
We choose the slice H to be t = 0 in the above Kerr space-time and we use (x1, x2, x3)
and (r, θ, ϕ) as coordinates on H. Let (g¯m,(0,0,a), k¯m,(0,0,a)) be the induced metric and the
second fundamental form of H, thus, we have
g¯m,(0,0,a) =
r2 + a2 cos2 θ
r2 − 2mr + a2 dr
2 + (r2 + a2 cos2 θ)dθ2 + (r2 + a2 +
2mra2 sin θ
r2 + a2 cos2 θ
) sin2 θdϕ,
and
k¯m,(0,0,a) =
2
r2 + a2 + 2mra
2 sin2 θ
r2+a2 cos2 θ
(
ma
r2 + a2 cos2 θ
(r2 − a2)drdϕ
+
2m2r2a3 sin 2θ sin2 θ
(r2 + a2 cos2 θ)2
dθdϕ).
For an arbitrary vector a = (a1, a2, a3) ∈ R3 with |a| = a, we can also define the cor-
responding of initial data set by g¯m,a = Ω
∗
ag¯m,(0,0,a) and k¯m,a = Ω
∗
ak¯m,(0,0,a). They also
correspond to the t = 0 slices.
We now recall the definition for the constraint map Φ, that is,
Φ(g¯, p¯i) = (H(g¯, p¯i),divp¯i),
where p¯i = k¯ − trk¯g¯ and H(g¯, p¯i) = R(g¯) + 12(trp¯i)2 − |p¯i|2. Let DΦ∗(g¯,p¯i) be the formal L2-
adjoint of the linearized operator of Φ at (g¯, p¯i). When (g¯, p¯i) = (g¯m0 , 0), we use K to denote
the null space KerDΦ∗(g¯m0 ,0). We will explicitly write down K. In (x
1, x2, x3) coordinates,
we use Ωi(i = 1, 2, 3) to denote the following vectors fields
Ω1 = x
2 ∂
∂x3
− x3 ∂
∂x2
,Ω2 = x
3 ∂
∂x1
− x1 ∂
∂x3
,Ω3 = x
1 ∂
∂x2
− x2 ∂
∂x1
,
and in (r, θ, ϕ) coordinates, they can be written as
Ω1 = − sinϕ∂θ − cosϕ cot θ∂ϕ, Ω2 = cosϕ∂θ − sinϕ cot θ∂ϕ, Ω3 = ∂ϕ. (5.1)
Then we have the following description on K:
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Lemma 6. K is a 4 dimensional real vector space. In fact, K is spanned by the following
four elements: ((1− 2m0r )
1
2 , 0),(0,Ω1), (0,Ω2) and (0,Ω3).
Proof. We first recall the form of the linear operator DΦ∗(g¯,p¯i) (see also Section 2.3). For a
smooth function f and a vector fieldX, we haveDΦ∗(g¯,p¯i)(f,X) = DH∗(g¯,k¯)(f)+Ddiv∗(g¯,k¯)(X),
where
DH∗(g¯,p¯i)(f) = ((L∗g¯f)ij + (trg¯p¯i · p¯iij − 2p¯iikp¯ikj)f, (trg¯p¯i · g¯ij − 2p¯iij)f),
Ddiv∗(g¯,p¯i)(X) =
1
2
(LX p¯iij + ∇¯kXkpiij − (Xi(∇¯kpikj +Xj∇¯kpiki)
− (∇¯mXkpikm +Xk∇¯mpimk)gij , −LXgij),
and L∗¯g(f) = −(∆g¯f)g¯ + Hessg¯(f)− fRicg¯. In the current case, (g¯, p¯i) = (gm0 , 0), thus,
DΦ∗(g¯m0 ,0)(f,X) = (L
∗
g¯m0
f,−1
2
LX g¯m0). (5.2)
First of all, we consider the second equation LX g¯m0 = 0 in (5.2). It amounts to say
that X is a Killing vector field on constant t slice for g¯m0 . Thus, X is spanned by Ω1,Ω2
and Ω3, i.e. the infinitesimal rotations of the Schwarzschild space-time. We remark that
m0 6= 0 in this case otherwise we may also have translations of the Minkowski space-time.
Secondly, we consider the first equation in (5.2):
L∗g¯m0f = −(∆g¯m0f)g¯m0 + Hessg¯m0 (f)− fRicg¯m0 = 0.
Taking the trace, we obtain ∆g¯m0f = 0. So the above equation is equivalent to
Hessg¯m0 (f) = fRicg¯m0 . (5.3)
We show that f depends only on r. We consider the (∂r, ∂θ)-component of (5.3), that is,
∂r∂θf− 1r∂θf = 0. Thus, ∂θf = αr for some α ∈ R. We then turn to the (∂r, ∂r)-component
of (5.3), it can be written as
∂2rf +
m0
r2
(1− 2m0
r
)−1∂rf = (−2m0
r3
(1− 2m0
r
)−1)f.
We can take derivative ∂θ on both sides and then substitute ∂θf = αr to the above equation.
Those operations yield αm0
r2
= −2αm0
r2
. Therefore, α = 0 since m0 6= 0. We conclude that
∂θf = 0. We then proceed in the same manner to show ∂ϕf = 0. Hence, f depends only
on r. To obtain the exact form of f , we consider the (∂θ, ∂θ)-component of (5.3), that is
∂2θf + r(1−
2m0
r
)∂rf =
m0
r
f.
Since f is simply a function of r, we have ∂rff =
m0
r2
(1 − 2m0r )−1. Therefore, f(r) =
α(1 − 2m0r )
1
2 for some α ∈ R. It is straightforward to verify that f(r) = α(1 − 2m0r )
1
2 is
indeed a solution of (5.3) for all α ∈ R. Hence, we complete the proof of the lemma.
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5.2. Gluing Construction. We choose a sufficiently large k sufficient in Theorem 1 so
that we can use the Local Deformation Lemma in Section 2.3. To run the gluing construc-
tion, we take φ = φ(r) a smooth cut-off function on the three slice H such that φ ≡ 1 near
S1 and φ ≡ 0 near S2. We define a candidate for the final metric as follows:
(g˜, k˜) = (φg¯ + (1− φ)g¯m,a, φk¯ + (1− φ)k¯m,a),
At this stage, (g˜, k˜) may not satisfy the constraint equations (1.1) and we will use the
techniques introduced in Section 2.3 to deform (g˜, k˜) to be a solution of the constraint
equations.
We choose two free parameters m ∈ R>0 and a ∈ R3, so that
|m−m0|+ |a| ≤ C0,
where C0 is large positive constant to be determined later. The constant C0 is independent
of the choice of , m and a.
By the construction, it is easy to see that
‖g˜ − g¯m0‖Ck−4,α
ρ−1
. , ‖k˜‖
Ck−5,α
ρ−1
. ,
for some 0 < α < 1 and ρ is a weight function decays near ∂H = S1 ∪ S2 (see Section 2.3
for definitions). We remark that the above norms are computed with respect to g¯m0 . Since
both (g¯, k¯) and (g¯m,a, k¯m,a) solve the constraint equations, it is easy to see that
‖Φ(g˜, p˜i)‖
Ck−6,α
ρ−1
. ,
where p˜i = g˜ − trg˜k˜g˜.
We now follow the procedure in [1] and [2] to deform (g˜, p˜i). Let ζ be a bump function
on H which is compactly supported between S1 and S2, we define ζK to be the following
set vector space
ζK = {(ζf, ζX)|(f,X) ∈ K}.
It is the obstruction space for the gluing for data close to the Schwarzschild data. We
remark that if ζ is sufficiently close to constant 1 and if the data (g, pi) is sufficiently to
those of the Schwarzschild data (gm0 , 0), then the restriction of the operator DΦ
∗
(g,pi) on
the orthogonal complement of ζK is still injective. In this case, we can still apply the
Local Deformation Theorem (Theorem 2 of [2] or Section 2.3) to deform the image into ζK
instead of K. We also notice that, in this case, if we use V = L2(C(H)) × L2((S(H)) to
denote the pair of square integrable symmetric two tensors on H, thus, V = K ⊕ (ζK)⊥.
After applying the Local Deformation Lemma, there will be no component in (ζK)⊥ . We
also fix a weight function ρ which behaves as ρ ∼ d(·, ∂H)N for sufficiently large N near the
boundary. According to the Local Deformation Theorem , if  is sufficiently small, there
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exists a pair (h, ω) ∈ Sk−4,α(H) × Sk−5,α(H) such that Φ(g˜ + h, p˜i + ω) ∈ ζK, (h, ω) = 0
near ∂H = S1 ∪ S2. Moreover, (h, ω) satisfies the following estimates
‖(h, ω)‖
Ck−5,α
ρ−1
. .
We also remark that, instead of the polynomial weight ρ defined above, we can also use
an exponential weight ρ, namely ρ ∼ e− 1d near the boundary, to solve (h, ω) in the smooth
class instead of Ho¨lder classes (because Φ(g˜, p˜i) is strictly supported in the interior of H).
One can refer to [1] and [2] for more details.
We are going to argue that we can choose suitable parameters (m,a) so that Φ(g˜+h, p˜i+
ω) = 0. According to the above discussion, in order to show this, it suffices to show the
projection of Φ(g˜ + h, p˜i + ω) to K vanishes, i.e. the following projection map I hits zero:
I : BC0 → R4, (m,a) 7→ (I0, I1, I2, I3),
where BC0 = {(m,a) ∈ R4||m−m0|+ |a| ≤ C0},
I0(m,a) =
∫
H
(1− 2m0
r
)
1
2H(g˜ + h, p˜i + ω)dµg¯m0 ,
and
Ii(m,a) =
∫
H
divg˜+h(p˜i + ω)jΩ
j
idµg¯m0 .
for i = 1, 2, 3.
We first analyze I0. We consider the Taylor expansion of H in Banach space Ck−5,α
near the point (g˜, p˜i), thus, we have
I0(m,a) =
∫
H
(1− 2m0
r
)
1
2 (H(g˜, p˜i) +DH(g˜,p˜i)(h, ω) +O(‖(h, ω)‖2Ck−5,α))dµg¯m0 .
We observe that the second and the last terms in the above integral are of size O(2) with
respect to our small parameter . This is obvious for the last term. For the second term,
recall that (1− 2m0r )
1
2 ∈ KerDH∗(g¯m0 ,0) and (h, ω) vanishes near ∂H, therefore,∫
H
(1− 2m0
r
)
1
2DH(g¯m0 ,0)(h, ω)dµg¯m0 = 0.
We then subtract the above quantity from the second term to retrieve one more  as follows∫
H
(1− 2m0
r
)
1
2DH(g˜,p˜i)(h, ω)dµg¯m0 =
∫
H
(1− 2m0
r
)
1
2 (DH(g˜,p˜i) −DH(g¯m0 ,0))(h, ω)dµg¯m0
. ‖(g˜ − g¯m0 , p¯i)‖C2‖(h, ω)‖C2 = O(2)
for k ≥ 7. Finally, we consider the first term in I0. Because |a| ≤ C0, we will make use of
the following key observation:
g¯m,a = (1− 2m
r
)−1dr2 + r2dσ2S2 +O(
2).
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This is obvious according to the formula for g¯m,a in last section. We also write
g¯ = (1− 2m0
r
)−1dr2 + r2dσ2S2 + h
where h is a two tensor and |h| . . Therefore, we have∫
H
(1− 2m0
r
)
1
2H(g˜, p˜i)dµg¯m0 =
∫
H
R(f(r)dr2 + r2dσ2S2)dµg¯0
+
∫
H
(1− 2m0
r
)
1
2DH(g¯m0 ,0)(φh, 0)dµg¯m0 +O(
2)
where f(r) = φ(1− 2m0r )−1+(1−φ)(1− 2mr )−1. To compute the first term on the right hand
side, we have to compute the scalar curvature R(f(r)dr2 +r2dσ2). By direct computation,
R(f(r)dr2 + r2dσ2) = 2r−2(rf−2(r)f ′(r)− f−1(r) + 1) = −2r−2∂r(r(f−1(r)− 1)).
By virtue of this formula, we can easily derive∫
H
R(f(r)dr2 + r2dσ2S2)dµg¯0 = −8pi(r(f−1(r)− 1))|r2r1 = 16pi(m−m0).
For the second term, we denote
˜0 , −
∫
H
(1− 2m0
r
)
1
2DH(g¯m0 ,0)(φh, 0)dµg¯m0 .
Recall that (1− 2m0r )
1
2 ∈ KerDH∗(g¯m0 ,0), φ = 1 near S1 and φ = 0 near S2, therefore ˜0 can
be written as an integral on S1, which only depends on h on S1, and |˜0| . . Finally, we
summarize the above calculations for I0 as
I0(m,a) = 16pi(m−m0)− ˜0 +O(2). (5.4)
For each i = 1, 2, 3, we analyze Ii as follows:
Ii(m,a) =
∫
H
divg¯m0 (p˜i + ω)jΩ
j
idµg¯m0 +
∫
H
(divg¯m − divg¯m0 )(p˜i + ω)jΩ
j
idµg¯m0
=
∫
H
divg¯m0 (p˜i + ω)jΩ
j
idµg¯m0 +O(
2)
Recall that div∗g¯m0 (Ωi) = 0, (g˜, p˜i) coincides with (g¯, p¯i) on S1 and (g˜, p˜i) coincides with
(g¯m,a, p¯im,a) on S2. We can apply Stokes Theorem to derive
Ii(m,a) =
∫
S2
(k¯m,a)ljΩ
j
i (∂r)
ldµr2 −
∫
S1
k¯ljΩ
j
i (∂r)
ldµr1 +O(
2),
where dµr is the volume form on the round sphere with radius r. Let ˜i =
∫
S1
k¯ljΩ
j
i (∂r)
ldµr1
and it is a constant coming from the integral on the inner sphere S1. Since g is close to gm0 ,
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we know that |˜i| . . We emphasize that ˜k is independent of (m,a) and the constant C0.
Thus,
Ii(m,a) =
∫
S2
(k¯m,a)ljΩ
j
i (∂r)
ldµr2 − ˜i +O(2).
To understand the local behavior of Ii, we study the differential of the map
J : a 7→ (
∫
S2
(k¯m,a)ljΩ
j
1(∂r)
ldµr2 ,
∫
S2
(k¯m,a)ljΩ
j
2(∂r)
ldµr2 ,
∫
S2
(k¯m,a)ljΩ
j
3(∂r)
ldµr2),
at a = 0 and the parameter m is fixed.
We first compute
dJ |a=0 (0, 0, 1) = d
dt
|t=0 (
∫
S2
(k¯m,(0,0,t))ljΩ
j
i (∂r)
ldµr2)i=1,2,3.
When i = 1, we have∫
S2
(k¯m,(0,0,t))ljΩ
j
1(∂r)
ldµr2
= −
∫ pi
0
dθ
∫ 2pi
0
cosϕ cot θk¯m,(0,0,t)(∂ϕ, ∂r)|r=r2 · r22 sin θdϕ = 0.
since k¯m,(0,0,t)(∂ϕ, ∂r) does not depend on ϕ and
∫ 2pi
0 cosϕdϕ = 0. When i = 2, similarly,
we have ∫
S2
(k¯m,(0,0,t))ljΩ
j
2(∂r)
ldµr2 = 0.
When i = 3, in view of the exact formula for km,(0,0,a) in the previous section, the drdϕ
component of k¯m,(0,0,t) is of the form
2mt
r2
+O(t2) for sufficiently small t. Thus,∫
S2
(k¯m,(0,0,t))ljΩ
j
3(∂r)
ldµr2 =
∫ pi
0
dθ
∫ 2pi
0
2mt sin θdϕ+O(t2)
= 8pimt+O(t2).
Therefore, we finally have
d
dt
|t=0 (
∫
S2
(k¯m,(0,0,t))ljΩ
j
3(∂r)
ldµr2) = 8pim,
or equivalently dJ |a=0 (0, 0, 1) = (0, 0, 8pim).
To compute dJ |a=0 (0, 1, 0), we use the SO(3) symmetry on a. We takeR =
1 0 00 0 1
0 −1 0

and use dR to denote its differential. Apparently, we have
dR : (Ω1,Ω2,Ω3) 7→ (Ω1,−Ω3,Ω2).
CAUCHY DATA AND GRAVITATIONAL COLLAPSES 61
Therefore, we have
dJ |a=0 (0, 1, 0) = d
dt
|t=0 (
∫
S2
(R∗k¯m,(0,0,t))ljΩ
j
i (∂r)
ldµr2)i=1,2,3
=
d
dt
|t=0 (
∫
S2
(k¯m,(0,0,t))lj(dR(Ωi))
j(∂r)
ldµr2)
= (0,−8pim, 0).
Similarly, we take R =
 0 0 10 1 0
−1 0 0
 and we gave
dR : (Ω1,Ω2,Ω3) 7→ (−Ω3,Ω2,Ω1).
As a result, we obtain
dJ |a=0 (0, 1, 0) = (−8pim, 0, 0).
Combining all those computations on dJ |a=0 and the fact that J(0) = 0, for (m,a) ∈ BC0,
we have
J(a) = 8pim
−1 0 00 −1 0
0 0 1
a +O(2)
= 8pim0
−1 0 00 −1 0
0 0 1
a +O(2).
We now understand the local behavior of I near (m0, 0):
I(m,a) = (16pi(m0 −m), 8pim0(−a1,−a2, a3))− (˜0, ˜i) +O(2), (5.5)
where |˜i| . .
We now carry out a degree argument as in [1] and [2] to show that I(m,a) = 0 for some
(m,a) ∈ BC0 provided C0 is sufficiently large. We define
I1(m,a) = (16pi(m−m0), 8pim0(−a1,−a2, a3))− (˜0, ˜k),
and we then choose C0 such that 16piC0 ≥ 2|˜0| and 8pim0C0 ≥ 2|˜k|. Therefore, we have
I1(m0 + ˜0
16pi
,
1
8pim0
(−˜1,−˜2, ˜3)) = 0,
and (m0 +
˜0
16pi ,
1
8pim0
(−˜1,−˜2, ˜3)) ∈ BC0. Therefore, I1 is a homomorphism from BC0
to another box containing 0 in R4 centered at (˜0, ˜k). We then define
I(t,m,a) = (16pi(m−m0), 8pim0(−a1,−a2, a3))− (˜0, ˜k) + tO(2)
on [0, 1]×BC0 to be an homotopy between I1 and I. For sufficiently small , 0 /∈ I([0, 1]×
∂BC0), so the degree of I at the value 0 is equal to the degree of I1 at the value 0, which
is 1. This implies that I(m,a) = 0 for some (m,a) ∈ BC0.
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Therefore, by a suitable choice of (m,a) ∈ BC0, we finally deform (g˜, k˜) to be (g˜S , k˜S)
where g˜S = g˜+h and k˜S = p˜i+ω+
1
2trg˜S (p˜i+ω)g˜S , so that (g˜S , k˜S) satisfies the constraint
equations on H, (g˜S , k˜S) = (g¯, k¯) near S1 and (g˜S , k˜S)) = (g¯m,a, k¯m,a) near S2. This
completes the gluing construction.
5.3. Proof of the Main Theorem. Recall the choice of H, it is only defined for u ≥ δ
and it has an inner boundary at H ∩ Cδ. We would like to extend H to the interior to
complete it as a three manifold without boundary. This can be done by choosing a smooth
function u = f(u), such that 
f ′(u) = −1, for u ≤ 0,
f ′(u) < 0, for 0 ≤ u ≤ δ,
t(u, f(u)) = 0, for u ≥ δ.
In addition, f can be chosen such that trχ(u, f(u)) > 0 for all 0 ≤ u ≤ δ. The space-like
piece in the picture in Section 1.2 can be viewed as the graph of f in u-u plane. Suppose
that the curve u = f(u) intersects the “central” line u = u at (ucen, f(ucen) = ucen). Let
H0 =
⋃
u=f(u),ucen≤u≤δ Su,u which is smooth space-like hypersurface of M with (g¯, k¯) as the
induced metric and the second fundamental form. It is clear from the construction that
(g¯, k¯) = (δij , 0) for ucen ≤ u ≤ 0 where δ is the Euclidean metric on the ball of radius r0
which is the radius of S0,f(0) computed in g. It is also clear that 0 < r0 < r1.
We divide Σ = R3 with Cartesian coordinate (x1, x2, x3) into four concentric regions
ΣM , ΣC , ΣS and ΣK as
ΣM = {x||x| ≤ r0}, ΣC = {x|r0 ≤ |x| ≤ r1},
ΣS = {x|r1 ≤ |x| ≤ r2}, ΣK = {x||x| ≥ r2}.
By construction we have r1− r0 = O(δ) and r2− r1 = O(0). Thus, H0 is diffeomorphic to
ΣM ∪ ΣC and H is diffeomorphic to ΣS . These diffeomorphisms are realized through the
Cartesian coordinates in an obvious way. We now define (g¯Σ, k¯Σ) on Σ as follows
(g¯Σ, k¯Σ) =

(g¯, k¯), on ΣM ∪ ΣC ,
(g˜S , k˜S), on ΣS ,
(g¯m,a, k¯m,a), on ΣK .
By construction, (g¯Σ, k¯Σ) is smooth on Σ. It is Minknowski inside, namely, (g¯Σ, k¯Σ) = (δ, 0)
on ΣM ; similarly, it is Kerr on the outer region ΣK with |m −m0| + |a| . . Moreover,
according to Christodoulou’w work [4], there will be a trapped surface in the future domain
of dependence of ΣM ∪ ΣC .
To complete the proof of the Main Theorem, we also have to show the non-existence of
trapped surfaces on Σ. In fact, for any two sphere S embedding in Σ. Let SrS = {x||x| =
rS} be the sphere which is the innermost one of the spheres in the form Sr = {x||x| = r}
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containing S. Then S and SrS tangent at some point p. The outer null expansion of S,
θS = trS k¯Σ + HS where trS k¯Σ is the trace of k¯Σ computed on S and HS is the mean
curvature of S in Σ with respect to the normal pointing out. By construction θSr > 0
for all r. Then at the point p, trS k¯Σ(p) = trSrS k¯Σ(p) since S and SrS tangent at p, and
HS(p) ≥ HSrS (p) by the maximum principle. So
θS(p) = trS k¯Σ(p) +HS(p) ≥ trSrS k¯Σ(p) +HSrS (p) = θSrS (p) > 0
and then we conclude that S is not trapped at the point p. Therefore, we complete the
proof of the Main Theorem.
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