The Chi square test is a statistical test which measures the association between two categorical variables. A working knowledge of tests of this nature are important for the chiropractor and osteopath in order to be able to critically appraise the literature.
THE CHI SQUARE TEST
The constant collation of data in medical research provides statisticians and researchers with various types of data. The most recognizable of these is data in a quantitative form. For example, straight leg raising (SLR) in subjects able to raise their legs greater than 0 degrees allows us to calculate the average SLR for say two groups and perform a t-test. Unfortunately, not all data is in this quantitative form.
For example, instead of measuring an individuals SLR we may be interested in the patients' subjective improvement (using just "Yes" or "No" responses) after 2 types of treatment. Can we then calculate the average improvement for each group and perform a ttest? Is it possible to calculate the difference between levels of improvement? Is it possible to calculate the ratio of improvement?
The answer to all these questions, of course, is a resounding 'no', and other methods need to be employed. The most common method used to analyze such data is the Chi Squared (χ 2 ) test of association, and the outline for the simplest scenario is given below in Thus, the value of χ 2 is 32.53.
Inspection of the formula for χ 2 will show that the value of χ 2 will be small when the null hypothesis is true. This is due to the fact that expected values are calculated under the assumption that the null hypothesis is true, and that the term (ObservedExpected) will be small if the observed data lies close to the expected data. Alternatively, if the null hypothesis is false, then the expected values will not be close to the observed values, and the value of χ 2 will be large.
The question to be addressed now is 'How large should χ 2 be to reject the null hypothesis?'
The value of χ 2 comes from a Chi Square distribution. This distribution is defined by 1 parameter, which is known as the degrees of freedom. The degrees of freedom is dependent on the size of the table being studied, and can be calculated using the following simple formula. nb. The range of the horizontal axis is 0 → ∞.
The p -value associated with our test (or any Chi Squared test with a 2×2 table) is the area under the curve and to the right of the calculated value of Chi Squared. The area under the curve and to the right of 6.64 is less than 0.01 (or 1%). Since the calculated value of Chi Squared is 32.53, it is clear that the pvalue is less than 0.01 (2). The conclusion is that we reject the null hypothesis. That is, the proportion of improved individuals who received IMT and improved, is different to the proportion of individuals who received SMT and improved.
In many trials involving improvement, more than 2 levels of improvement is used. For example, let us examine a comparison trial between spinal manipulation with the use of hot packs (Trt 1) and spinal manipulation with the use of cold packs (Trt 2) for acute low back pain. For our improvement scale we could use a 5 point categorical scale such that shown in table 6. The p-value is the area beneath the curve and to the right of 7.43. This turns out to be 0.1148. If we use a significance level of 0.05, then we do not reject the null hypothesis. Therefore there is no difference between the two treatment outcomes. To interpret this further, consider table 8, where the data has been transformed into row percentages. Strictly speaking, these distributions differ from each (10.2%≠4.4%, 11.2%≠11.8%,.....,22.7%≠23.9%). However, when we consider the possibility of random error being present in the data, we do not have enough evidence to state that the differences observed are indicative of a true underlying difference.
There are key assumptions which need to be adhered to when using the χ 2 test. They are,
