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Abstract
Linear codes with a few weights are very important in coding theory and have attracted a lot of attention. In
this paper, we present a construction of q-ary linear codes from trace and norm functions over finite fields. The
weight distributions of the linear codes are determined in some cases based on Gauss sums. It is interesting
that our construction can produce optimal or almost optimal codes. Furthermore, we show that our codes
can be used to construct secret sharing schemes with interesting access structures and strongly regular graphs
with new parameters.
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1. Introduction
Let Fq denote the finite field with q elements. An [n, k, d] linear code C over Fq is a k-dimensional subspace
of Fnq with minimum Hamming distance d. An [n, k, d] code is called optimal if no [n, k, d+1] code exists. Let
Ai denote the number of codewords with Hamming weight i in a code C with length n. The weight enumerator
of C is defined by 1 + A1z + · · · + Anzn. The sequence (1, A1, · · · , An) is called the weight distribution of C.5
The code C is said to be t-weight if the number of nonzero Aj , 1 ≤ j ≤ n, in the sequence (1, A1, · · · , An)
equals t. The weight distribution is an interesting topic which was investigated in [5, 9, 12, 21, 22, 30] and
many other papers. In particular, a survey of three-weight cyclic codes and their weight distributions were
provided in [11]. Weight distribution gives the minimum distance and the error correcting capability of a code.
In addition, it contains important information on the computation of the probability of error detection and10
correction with respect to some error detection and correction algorithms [20].
Recently, Ding et al. proposed a very effective construction of linear codes in [9, 12] as follows. Let
D = {d1, d2, · · · , dn} ⊆ Fr, where r is a power of q. A linear code of length n over Fq is defined by
CD =
{
(Trr/q(xd1),Trr/q(xd2), · · · ,Trr/q(xdn)) : x ∈ Fr
}
,
where Trr/q(x) = x + x
q + · · · + xqs−1 denotes the trace function from Fr to Fq and r = qs. The set D is
called the defining set of C. If the set D is well chosen, the code C may have good parameters. By using this
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construction and selecting proper defining sets, many good codes were found in [9, 12, 16, 17, 26, 28, 29]. Let
f be a function over Fr. Then this construction can be equivalently written as
CD =
{
(Trr/q(xf(d1)),Trr/q(xf(d2)), · · · ,Trr/q(xf(dn))) : x ∈ Fr
}
.
Let m,m1,m2 be positive integers such that m1|m,m2|m and gcd(m1,m2) = e. Let Trqmi/q be the trace
function from Fqmi to Fq, i = 1, 2. Let Nqm/qmi be the norm function from Fqm to Fqmi , then for x ∈ Fqm ,
Nqm/qmi (x) = x
1+qmi+···+(qmi )
m
mi
−1
= x
qm−1
qmi−1 , i = 1, 2.
In this paper, we present a construction of a q-ary linear code as
CD =
{(
Trqm1/q(xNqm/qm1 (d1)), · · · ,Trqm1/q(xNqm/qm1 (dn))
)
: x ∈ Fqm1
}
, (1.1)
where the defining set D is given as
D = {x ∈ F∗qm : Trqm2/q(Nqm/qm2 (x)) + a = 0}
for a ∈ Fq. Since the norm function Nqm/qm2 : F∗qm → F∗qm2 is surjective, there exists an element c ∈ F∗qm such
that Nqm/qm2 (c) =
1
a for a ∈ F∗q . If a ∈ F∗q, then
D = {x ∈ F∗qm : Trqm2/q(Nqm/qm2 (x)) + a = 0}
= {x ∈ F∗qm : Trqm2/q(Nqm/qm2 (cx)) + 1 = 0}
= {x ∈ F∗qm : Trqm2/q(Nqm/qm2 (x)) + 1 = 0}.
This implies that we only need to consider a = 0, 1. We remark that this construction is a further generalization15
of that in [18]. When m = m1, in [18], the authors determined a lower bound of the minimum Hamming
distance of CD and gave its weight distributions for m2 = 2, a = 0 and m2 = 1, 2, a = 1, respectively.
The purpose of this paper is to determine the weight distribution of CD defined in Equation (1.1) in some
cases. Our main mathematical tools used in this paper are Gauss sums. Consequently, we obtain four classes
of two-weight linear codes with very flexible parameters. Examples given by us show that some codes are20
optimal or almost optimal. As some applications, our codes are used to construct secret sharing schemes with
interesting access structures and strongly regular graphs with new parameters.
The following notations will be used in this paper:
χ, χ1, χ2 canonical additive characters of Fq, Fqm1 , Fqm2 , respectively;
λ, λ1, λ2 generators of multiplicative character groups of Fq, Fqm1 , Fqm2 , respectively;
G(λ), G(λ1), G(λ2) Gauss sums over Fq, Fqm1 , Fqm2 , respectively;
α primitive element of F∗qm ;
e e = gcd(m1,m2);
l l = gcd(m1e , q − 1).
2. Gauss sums25
In this section, we recall some basic results of Gauss sums which are important tools in this paper.
Let Fq be a finite field with q elements, where q is a power of a prime p. The canonical additive character
of Fq is defined as follows:
χ : Fq −→ C∗, χ(x) = ζTrq/p(x)p ,
where ζp = e
2pi
√−1
p denotes the p-th primitive root of complex unity and Trq/p is the trace function from Fq
to Fp. The orthogonal property of additive characters (see [23]) is given by:
∑
x∈Fq
χ(ax) =


q, if a = 0,
0 otherwise.
Let ψ : F∗q −→ C∗ be a multiplicative character of F∗q . For F∗q = 〈β〉, ψ(β) = ζiq−1 for some 0 ≤ i ≤ q − 2. The
trivial multiplicative character ψ0 is defined by ψ0(x) = 1 for all x ∈ F∗q . It is known from [23] that all the
multiplicative characters form a multiplication group F̂∗q , which is isomorphic to F
∗
q . The orthogonal property
of a multiplicative character ψ (see [23]) is given by:
∑
x∈F∗q
ψ(x) =


q − 1, if ψ = ψ0,
0, otherwise.
The Gauss sum over Fq is defined by
G(ψ) =
∑
x∈F∗q
ψ(x)χ(x).
It is easy to see that G(ψ0) = −1 and G(ψ¯) = ψ(−1)G(ψ). If ψ 6= ψ0, we have |G(ψ)| = √q. Gauss sums
can be viewed as the Fourier coefficients in the Fourier expansion of the restriction of χ to F∗q in terms of the
multiplicative characters of Fq, i.e.
χ(x) =
1
q − 1
∑
ψ∈F̂∗q
G(ψ¯)ψ(x), x ∈ F∗q . (2.1)
In this paper, Gauss sum is an important tool to compute exponential sums. In general, the explicit de-30
termination of Gauss sums is a difficult problem. In some cases, Gauss sums are explicitly determined in
[6, 23].
In the following, we state the Gauss sums in the so-called semi-primitive case.
Lemma 2.1. [6, Semi-primitive case Gauss sums] Let φ be a multiplicative character of order N of F∗r.
Assume that N 6= 2 and there exists a least positive integer j such that pj ≡ −1 (mod N). Let r = p2jγ for35
some integer γ. Then the Gauss sums of order N over Fr are given by
G(φ) =


(−1)γ−1√r, if p = 2,
(−1)γ−1+γ(p
j+1)
N
√
r, if p ≥ 3.
Furthermore, for 1 ≤ s ≤ N − 1, the Gauss sums G(φs) are given by
G(φs) =


(−1)s√r, if N is even, p, γ and pj+1N are odd,
(−1)γ−1√r, otherwise.
3
The well-known quadratic Gauss sums are the following.
Lemma 2.2. [23, Theorem 5.15] Suppose that q = pt and η is the quadratic multiplicative character of Fq,
where p is an odd prime. Then
G(η) = (−1)t−1(√p∗)t =


(−1)t−1√q, if p ≡ 1 (mod 4),
(−1)t−1(√−1)t√q, if p ≡ 3 (mod 4),
where p∗ = (−1) p−12 p.
3. Exponential sums40
In this section, we investigate two exponential sums which will be used to calculate the weight distribution
of CD.
Let χ be the canonical additive character of Fq. Let χi be the canonical additive character of Fqmi , i = 1, 2,
respectively. Denote
Ω(b) =
∑
x∈F∗
qm
∑
y,z∈F∗q
χ1(ybx
qm−1
qm1−1 )χ2(zx
qm−1
qm2−1 )χ(z), b ∈ F∗qm1 ,
and
∆(b) =
∑
x∈F∗
qm
∑
y,z∈F∗q
χ1(ybx
qm−1
qm1−1 )χ2(zx
qm−1
qm2−1 ), b ∈ F∗qm1 .
Firstly, we begin to compute the exponential sum Ω(b).
Lemma 3.1. Let m,m1,m2 be positive integers such that m1|m,m2|m and gcd(m1e , q − 1) = l, where e =
gcd(m1,m2). Let F̂
∗
q = 〈λ〉, F̂∗qmi = 〈λi〉, ti = q
mi−1
qe−1 , i = 1, 2. For b ∈ F∗qm1 , we have
Ω(b) =
(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)
∑
s∈S
G(λ¯t1s1 )G(λ
t2s
2 )λ
t1s
1 (b)G(λ¯
m2
e s),
where S = { q−1l j : j = 0, 1, . . . , q
e
−1
q−1 l − 1}.
Proof. For F∗qm = 〈α〉, let α1 = α
qm−1
qm1−1 and α2 = α
qm−1
qm2−1 . Then we have F∗qm1 = 〈α1〉 and F∗qm2 = 〈α2〉. This45
implies that
Ω(b) =
∑
y,z∈F∗q
qm−2∑
i=0
χ1(ybα
qm−1
qm1−1
i
)χ2(zα
qm−1
qm2−1 i)χ(z)
=
∑
y,z∈F∗q
qm−2∑
i=0
χ1(ybα
i
1)χ2(zα
i
2)χ(z).
Using the Fourier expansion of additive characters (see Equation (2.1)), we have
Ω(b) =
1
(qm1 − 1)(qm2 − 1)
∑
y,z∈F∗q
χ(z)
qm−2∑
i=0
∑
ψ1∈F̂∗qm1
G(ψ¯1)ψ1(ybα
i
1)
∑
ψ2∈F̂∗qm2
G(ψ¯2)ψ2(zα
i
2)
4
=
1
(qm1 − 1)(qm2 − 1)
∑
y,z∈F∗q
χ(z)
∑
ψj∈F̂∗
q
mj
j=1,2
G(ψ¯1)G(ψ¯2)ψ1(yb)ψ2(z)
qm−2∑
i=0
ψ1(α
i
1)ψ2(α
i
2).
Since mi|m, we obtain ord(ψi)|(qm − 1), where i = 1, 2. Therefore, we have
(ψ1(α1)ψ2(α2))
qm−1 = 1
and
qm−2∑
i=0
ψ1(α
i
1)ψ2(α
i
2) =
qm−2∑
i=0
(ψ1(α1)ψ2(α2))
i
=


qm − 1, if ψ1(α1)ψ2(α2) = 1,
0 otherwise.
Let F̂∗qmi = 〈λi〉 such that λi(αi) = ζqmi−1, where i = 1, 2. Assume that ψ1 = λu1 and ψ2 = λv2 for 0 ≤ u ≤
qm1 − 2 and 0 ≤ v ≤ qm2 − 2. If ψ1(α1)ψ2(α2) = 1, then ζuqm1−1ζvqm2−1 = 1 which is equivalent to50
(qm2 − 1)u+ (qm1 − 1)v ≡ 0 (mod (qm1 − 1)(qm2 − 1)). (3.1)
This implies that (qm2 −1)u+(qm1−1)v ≡ 0 (mod qmi−1), i = 1, 2. Therefore, (qm2−1)u ≡ 0 (mod qm1−1)
and (qm1 − 1)v ≡ 0 (mod qm2 − 1). It is known that
gcd(qm1 − 1, qm2 − 1) = qgcd(m1,m2) − 1 = qe − 1.
Then we have u ≡ 0 (mod qm1−1qe−1 ) and v ≡ 0 (mod q
m2−1
qe−1 ). Denote u = t1s1 and v = t2s2 for 0 ≤ s1, s2 ≤
qe − 2, where t1 = q
m1−1
qe−1 , t2 =
qm2−1
qe−1 . Substituting u = t1s1, v = t2s2 into Equation (3.1), we have
s1 + s2 = q
e − 1. Hence,
Ω(b) =
qm − 1
(qm1 − 1)(qm2 − 1)
∑
y,z∈F∗q
χ(z)
qe−2∑
s1=0
G(λ¯t1s11 )G(λ
t2s1
2 )λ
t1s1
1 (yb)λ¯
t2s1
2 (z)
=
qm − 1
(qm1 − 1)(qm2 − 1)
qe−2∑
s1=0
G(λ¯t1s11 )G(λ
t2s1
2 )λ
t1s1
1 (b)
∑
z∈F∗q
χ(z)λ¯t2s12 (z)
∑
y∈F∗q
λt1s11 (y).
Assume that F∗q = 〈β〉, where β = α
qm1−1
q−1
1 = α
qm2−1
q−1
2 . Hence, λ1(β) = λ2(β) = ζq−1. Since gcd(
m1
e , q − 1) = l,
we have55
∑
y∈F∗q
λt1s11 (y) =
q−2∑
i=0
λt1s11 (β
i) =
q−2∑
i=0
(ζ
m1s1
e
q−1 )
i
=


q − 1, if s1 ≡ 0 (mod q−1l ),
0 otherwise.
Denote S = {s1 : s1 ≡ 0 (mod q−1l ), 0 ≤ s1 ≤ qe − 2}. Let F̂∗q = 〈λ〉. Since λ2(z) = λ(z) for z ∈ Fq, we have
that
Ω(b) =
(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)
∑
s1∈S
G(λ¯t1s11 )G(λ
t2s1
2 )λ
t1s1
1 (b)
∑
z∈F∗q
χ(z)λ¯t2s12 (z)
5
=
(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)
∑
s1∈S
G(λ¯t1s11 )G(λ
t2s1
2 )λ
t1s1
1 (b)
∑
z∈F∗q
χ(z)λ¯
m2
e s1(z)
=
(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)
∑
s1∈S
G(λ¯t1s11 )G(λ
t2s1
2 )λ
t1s1
1 (b)G(λ¯
m2
e s1).
The proof is completed.
We remark that the Fourier expansion of additive characters used in Lemma 3.1 is an effective technique
in computing exponential sums. It was also employed in [21] to determine the weight distribution of cyclic60
codes by Li and Yue. By Lemma 3.1, we know that the value distribution of Ω(b) can be determined if the
Gauss sums are known. In the following, we mainly consider some special cases to give the value distribution
of Ω(b).
Lemma 3.2. Let l = 1 and other notations and hypothesises be the same as those of Lemma 3.1. Then the
value distribution of Ω(b), b ∈ F∗qm1 , is the following.65
(1) If e = 1, then
Ω(b) =
−(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1) , b ∈ F
∗
qm1 .
(2) If e = 2, then
Ω(b) =


−(qm−1)(q−1)
(qm1−1)(qm2−1) (1 + (−1)
m1+m2
2 q
m1+m2
2 +1), q
m1−1
q+1 times
−(qm−1)(q−1)
(qm1−1)(qm2−1) (1 + (−1)
m1+m2
2 +1q
m1+m2
2 ), q(q
m1−1)
q+1 times.
Proof. If l = 1, by Lemma 3.1, we have that G(λ¯
m2
e s) = −1 and
Ω(b) =
−(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)
∑
s∈S
G(λ¯t1s1 )G(λ
t2s
2 )λ
t1s
1 (b),
where S = {(q − 1)j : j = 0, 1, . . . , qe−1q−1 − 1}. In the following, we discuss the value distribution of the
exponential sum Ω(b) for e = 1, 2, respectively.
(1)Assume that e = 1. It is clear that S = {0}. Then
Ω(b) =
−(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1) , b ∈ F
∗
qm1 .
(2) Assume that e = 2. Then we have S = {(q − 1)j : j = 0, 1, . . . , q}. Hence,
Ω(b) =
−(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)
q∑
j=0
G(λ¯
qm1−1
q+1 j
1 )G(λ
qm2−1
q+1 j
2 )λ
qm1−1
q+1 j
1 (b)
=
−(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)(1 +
q∑
j=1
G(λ¯
qm1−1
q+1 j
1 )G(λ
qm2−1
q+1 j
2 )λ
qm1−1
q+1 j
1 (b)).
Note that ord(λ
qm2−1
q+1
2 ) = ord(λ
qm1−1
q+1
1 ) = q + 1. Now we give the value distribution of Ω(b) in several cases.70
• If q is even, by Lemma 2.1 we have
G(λ¯
qm1−1
q+1 j
1 )G(λ
qm2−1
q+1 j
2 ) = (−1)
m1+m2
2 q
m1+m2
2 , 1 ≤ j ≤ q.
6
Then
Ω(b) =
−(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)(1 + (−1)
m1+m2
2 q
m1+m2
2
q∑
j=1
λ
qm1−1
q+1 j
1 (b)).
Let b = αs1, 0 ≤ s ≤ qm1 − 2. Then we have
q∑
j=1
λ
qm1−1
q+1 j
1 (b) =
q∑
j=1
ζjsq+1 =


q, if s ≡ 0 (mod q + 1)
−1, otherwise.
Hence, the value distribution of Ω(b) is
Ω(b) =


−(qm−1)(q−1)
(qm1−1)(qm2−1)(1 + (−1)
m1+m2
2 q
m1+m2
2 +1), q
m1−1
q+1 times,
−(qm−1)(q−1)
(qm1−1)(qm2−1)(1 + (−1)
m1+m2
2 +1q
m1+m2
2 ), q(q
m1−1)
q+1 times.
• If q is odd and m2 ≡ 0 (mod 4), we have m1 ≡ 2 (mod 4) due to gcd(m12 , q − 1) = 1. Since m12 is odd
and m22 is even, by Lemma 2.1 we have
G(λ¯
qm1−1
q+1 j
1 )G(λ
qm2−1
q+1 j
2 ) = (−1)j+1q
m1+m2
2 , 1 ≤ j ≤ q.
For b = αs1, 0 ≤ s ≤ qm1 − 2,
Ω(b) =
−(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)(1 + q
m1+m2
2
q∑
j=1
(−1)j+1λ
qm1−1
q+1 j
1 (b))
=
−(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)(1 + q
m1+m2
2
q∑
j=1
(−1)j+1ζjsq+1).
For s ≡ 0 (mod q + 1), we have
q∑
j=1
(−1)j+1ζjsq+1 = 1 and Ω(b) =
−(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)(1 + q
m1+m2
2 ).
For s ≡ q+12 (mod q + 1), we have
q∑
j=1
(−1)j+1ζjsq+1 = −q and Ω(b) =
−(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)(1− q
m1+m2
2 +1).
For s 6≡ 0, q+12 (mod q + 1), one can see that
ζsq+1 + ζ
3s
q+1 + ζ
5s
q+1 + · · ·+ ζqsq+1 = 0
and
ζ2sq+1 + ζ
4s
q+1 + ζ
6s
q+1 + · · ·+ ζ(q−1)sq+1 = −1.
This implies that
q∑
j=1
(−1)j+1ζjsq+1 = 1 and Ω(b) =
−(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)(1 + q
m1+m2
2 ).
Hence, the value distribution of Ω(b) is
Ω(b) =


(qm−1)(q−1)
(qm1−1)(qm2−1) (q
m1+m2
2 +1 − 1), qm1−1q+1 times,
−(qm−1)(q−1)
(qm1−1)(qm2−1) (1 + q
m1+m2
2 ), q(q
m1−1)
q+1 times.
7
• If q is odd and m2 ≡ 2 (mod 4), we have m1 ≡ 2 (mod 4) due to gcd(m12 , q − 1) = 1. In this case,75
the value distribution of Ω(b) can be obtained in a similar way. We omit the details here. The value
distribution of Ω(b) is given as
Ω(b) =


−(qm−1)(q−1)
(qm1−1)(qm2−1) (1 + q
m1+m2
2 +1), q
m1−1
q+1 times,
−(qm−1)(q−1)
(qm1−1)(qm2−1) (1− q
m1+m2
2 ), q(q
m1−1)
q+1 times.
Note that the value distribution of Ω(b) can be represented in a unified form for e = 2. The proof is completed.
Lemma 3.3. Let l = 2, e = 1and other notations and hypothesises be the same as those of Lemma 3.1. Then80
the value distribution of Ω(b), b ∈ F∗qm1 , is given as follows.
Ω(b) =


(qm−1)(q−1)
(qm1−1)(qm2−1) (−1− q
m1+m2+1
2 ), q
m1−1
2 times,
(qm−1)(q−1)
(qm1−1)(qm2−1) (−1 + q
m1+m2+1
2 ), q
m1−1
2 times.
Proof. Since l = 2, e = 1, by Lemma 3.1 we have that
Ω(b) =
(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)
∑
s∈S
G(λ¯t1s1 )G(λ
t2s
2 )λ
t1s
1 (b)G(λ¯
m2s), b ∈ F∗qm1 ,
where S = {0, q−12 }. It is clear that m1 is even and m2 is odd. Hence, by Lemma 2.2,
Ω(b) =
(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)(−1 +G(λ¯
qm1−1
2
1 )G(λ
qm2−1
2
2 )λ
qm1−1
2
1 (b)G(λ¯
q−1
2 m2))
=
(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)(−1 +G(λ¯
qm1−1
2
1 )G(λ
qm2−1
2
2 )λ
qm1−1
2
1 (b)G(λ¯
q−1
2 ))
=
(qm − 1)(q − 1)
(qm1 − 1)(qm2 − 1)(−1− (−1)
(p−1)(m1+m2+1)t
4 q
m1+m2+1
2 λ
qm1−1
2
1 (b))
=


(qm−1)(q−1)
(qm1−1)(qm2−1) (−1− q
m1+m2+1
2 ), q
m1−1
2 times,
(qm−1)(q−1)
(qm1−1)(qm2−1) (−1 + q
m1+m2+1
2 ), q
m1−1
2 times.
For l = e = 2, the value distribution of Ω(b) can’t be given because the Gauss sums of order 2(q + 1) are
unknown in general. However, for e = 1 and l = 3, 4, we can easily obtain the value distributions of Ω(b)85
because the cubic and quartic Gauss sums are known. We omit the details here.
In the following, we begin to investigate the exponential sum ∆(b), b ∈ F∗qm1 .
Lemma 3.4. Let m,m1,m2 be positive integers such that m1|m,m2|m. Denote e = gcd(m1,m2). Let ti =
qmi−1
qe−1 , i = 1, 2. For b ∈ F∗qm1 , we have
∆(b) =
(qm − 1)(q − 1)2
(qm1 − 1)(qm2 − 1)
∑
s∈S
G(λ¯t1s1 )G(λ
t2s
2 )λ
t1s
1 (b),
where S = {(q − 1)j : j = 0, 1, . . . , qe−1q−1 − 1} and F̂∗qmi = 〈λi〉, i = 1, 2.
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Proof. For F∗qm = 〈α〉, let α1 = α
qm−1
qm1−1 and α2 = α
qm−1
qm2−1 . Then we have F∗qm1 = 〈α1〉 and F∗qm2 = 〈α2〉. This
implies that90
∆(b) =
∑
y,z∈F∗q
qm−2∑
i=0
χ1(ybα
qm−1
qm1−1
i
)χ2(zα
qm−1
qm2−1 i)
=
∑
y,z∈F∗q
qm−2∑
i=0
χ1(ybα
i
1)χ2(zα
i
2).
Using the Fourier expansion of additive characters (see Equation (2.1)), we have
∆(b) =
1
(qm1 − 1)(qm2 − 1)
∑
y,z∈F∗q
qm−2∑
i=0
∑
ψ1∈F̂∗qm1
G(ψ¯1)ψ1(ybα
i
1)
∑
ψ2∈F̂∗qm2
G(ψ¯2)ψ2(zα
i
2)
=
1
(qm1 − 1)(qm2 − 1)
∑
y,z∈F∗q
∑
ψj∈F̂∗
q
mj
j=1,2
G(ψ¯1)G(ψ¯2)ψ1(yb)ψ2(z)
qm−2∑
i=0
ψ1(α
i
1)ψ2(α
i
2).
Let ti =
qmi−1
qe−1 , i = 1, 2. From the proof of Lemma 3.1, we know that
qm−2∑
i=0
ψ1(α
i
1)ψ2(α
i
2) =


qm − 1, if ψ1(α1)ψ2(α2) = 1,
0 otherwise,
and ψ1(α1)ψ2(α2) = 1 if and only if ψ1 = λ
t1s1
1 and ψ2 = λ
t2s2
2 , where s2 = q
e − 1 − s1 and 0 ≤ s1 ≤ qe − 2.
Hence,
∆(b) =
qm − 1
(qm1 − 1)(qm2 − 1)
∑
y,z∈F∗q
qe−2∑
s1=0
G(λ¯t1s11 )G(λ
t2s1
2 )λ
t1s1
1 (yb)λ¯
t2s1
2 (z)
=
qm − 1
(qm1 − 1)(qm2 − 1)
qe−2∑
s1=0
G(λ¯t1s11 )G(λ
t2s1
2 )λ
t1s1
1 (b)
∑
y∈F∗q
λt1s11 (y)
∑
z∈F∗q
λ¯t2s12 (z).
Assume that F∗q = 〈β〉, where β = α
qm1−1
q−1
1 = α
qm2−1
q−1
2 . Hence, λ1(β) = λ2(β) = ζq−1. This implies that95
∑
y∈F∗q
λt1s11 (y) =
q−2∑
i=0
λt1s11 (β
i) =
q−2∑
i=0
(ζ
m1s1
e
q−1 )
i
=


q − 1, if m1s1e ≡ 0 (mod q − 1),
0 otherwise,
and
∑
z∈F∗q
λ¯t1s12 (z) =
q−2∑
i=0
λ¯t2s12 (β
i) =
q−2∑
i=0
(ζ
−
m2s1
e
q−1 )
i
=


q − 1, if m2s1e ≡ 0 (mod q − 1),
0 otherwise.
Since gcd(m1e ,
m2
e ) = 1, the system 

m1s1
e ≡ 0 (mod q − 1),
m2s1
e ≡ 0 (mod q − 1),
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is equivalent to s1 ≡ 0 (mod q − 1), where 0 ≤ s1 ≤ qe − 2. Denote S = {s1 : s1 ≡ 0 (mod q − 1), 0 ≤ s1 ≤
qe − 2}. Then we have that
∆(b) =
(qm − 1)(q − 1)2
(qm1 − 1)(qm2 − 1)
∑
s1∈S
G(λ¯t1s11 )G(λ
t2s1
2 )λ
t1s1
1 (b).
100
For e = 1, 2, the value distribution of ∆(b) can be given as follows.
Lemma 3.5. Let the notations be the same as those of Lemma 3.3. Then the value distribution of ∆(b), b ∈
F
∗
qm1 , is given as follows.
(1) If e = 1, then ∆(b) = (q
m
−1)(q−1)2
(qm1−1)(qm2−1) for all b ∈ F∗qm1 .
(2) If e = 2, then105
∆(b) =


(qm−1)(q−1)2
(qm1−1)(qm2−1) (1 + (−1)
m1+m2
2 q
m1+m2
2 +1), q
m1−1
q+1 times
(qm−1)(q−1)2
(qm1−1)(qm2−1) (1 + (−1)
m1+m2
2 +1q
m1+m2
2 ), q(q
m1−1)
q+1 times.
Proof. The proof is similar to that of Lemma 3.2. We omit the details here.
4. The weight distribution of CD
In this section, we give the weight distribution of CD defined in Equation (1.1) in some special cases. The
well-known Griesmer bound of linear codes is the following.
Lemma 4.1. [24, Griesmer bound] For an [n, k, d] code over Fq, we have
n ≥
k−1∑
i=0
⌈d/qi⌉,
where ⌈x⌉ denotes the smallest integer which is larger than or equal to x.110
4.1. The case a = 0
In the following, we determine the weight distribution of CD for a = 0.
Denote n = |D| = |{x ∈ F∗qm : Trqm2/q(Nqm/qm2 (x)) = 0}|. Since the norm function
Nqm/qm2 : F
∗
qm −→ F∗qm2 , x 7−→ x
qm−1
qm2−1 ,
is an epimorphism of two multiplicative groups and the trace function Trqm2/q : Fqm2 −→ Fq is an epimorphism
of two additive groups, we have
n = | ker(Nqm/qm2 )| · (| ker(Trqm2/q)| − 1) =
qm − 1
qm2 − 1(q
m2−1 − 1). (4.1)
Note that n = 0 when m2 = 1. Hence, we always assume that m2 > 1 in this section. For b ∈ F∗qm1 , we denote
N(b) = |{x ∈ F∗qm : Trqm2/q(Nqm/qm2 (x)) = 0 and Trqm1/q(bNqm/qm1 (x)) = 0}|.
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By the basic facts of additive characters, we have that115
N(b) =
1
q2
∑
x∈F∗
qm
∑
y,z∈Fq
χ(yTrqm1/q(bNqm/qm1 (x)))χ(z Trqm2/q(Nqm/qm2 (x)))
=
1
q2
∑
x∈F∗
qm
∑
y,z∈Fq
χ1(ybx
qm−1
qm1−1 )χ2(zx
qm−1
qm2−1 )
=
qm − 1
q2
+
1
q2
∑
x∈F∗
qm
∑
y∈F∗q
χ1(ybx
qm−1
qm1−1 ) +
1
q2
∑
x∈F∗
qm
∑
z∈F∗q
χ2(zx
qm−1
qm2−1 )
+
1
q2
∑
x∈F∗
qm
∑
y,z∈F∗q
χ1(ybx
qm−1
qm1−1 )χ2(zx
qm−1
qm2−1 )
=
qm − 1
q2
+
1
q2
∑
x∈F∗
qm
∑
y∈F∗q
χ1(ybx
qm−1
qm1−1 ) +
1
q2
∑
x∈F∗
qm
∑
z∈F∗q
χ2(zx
qm−1
qm2−1 ) +
1
q2
∆(b).
Note that the norm function Nqm/qm2 is an epimorphism. Hence,
∑
x∈F∗
qm
∑
z∈F∗q
χ2(zx
qm−1
qm2−1 ) =
qm − 1
qm2 − 1
∑
x∈F∗
qm
∑
z∈F∗q
χ2(zx)
=
qm − 1
qm2 − 1
∑
z∈F∗q
∑
x∈F∗
qm
χ2(zx) =
(q − 1)(1− qm)
qm2 − 1 .
Similarly,
∑
x∈F∗
qm
∑
y∈F∗q
χ1(ybx
qm−1
qm1−1 ) =
qm − 1
qm1 − 1
∑
x∈F∗
qm
∑
y∈F∗q
χ1(ybx)
=
qm − 1
qm1 − 1
∑
y∈F∗q
∑
x∈F∗
qm
χ1(ybx) =
(q − 1)(1− qm)
qm1 − 1 .
From the discussions above, we obtain that
N(b) =
qm − 1
q2
(1− q − 1
qm2 − 1 −
q − 1
qm1 − 1) +
1
q2
∆(b). (4.2)
For any b ∈ F∗qm1 , the weight of a codeword
c(b) = (Trqm1/q(bNqm/qm1 (d1)), · · · ,Trqm1/q(bNqm/qm1 (dn)))
equals
wH(c(b)) = n−N(b) = (q − 1)(q
m − 1)(qm1+m2 − qm1+1 + q − 1)
q2(qm1 − 1)(qm2 − 1) −
1
q2
∆(b) (4.3)
by Equations (4.1) and (4.2). Hence, by Lemma 3.5, the parameters of CD for e = 1 are
[
qm − 1
qm2 − 1(q
m2−1 − 1),m1, q
m1−1(q − 1)(qm − 1)(qm2−1 − 1)
(qm1 − 1)(qm2 − 1) ].
Then CD is an optimal one-weight linear code with respect to the Griesmer bound. However, any one-weight120
linear code is not new because it is equivalent to a concatenated version of a simplex code. For e = 2, the
weight distribution of CD is given in the following.
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Theorem 4.2. Let m,m1,m2 be positive integers such that m1|m, m2|m, and m2 > 1. Denote gcd(m1,m2) =
e. Let CD be the linear code defined in Equation (1.1) for a = 0. If e = 2 and (m1,m2) 6= (2, 2), then CD is a
two-weight linear code with parameters [ q
m
−1
qm2−1 (q
m2−1 − 1),m1] and its weight enumerator is given by Table I.125
Table I. Weight distribution of the code in Theorem 4.2.
Weight Frequency
0 1
q
m1−1(q−1)(qm−1)(qm2−1−1−(−1)
m1+m2
2 (q−1)q
m2−m1
2 )
(qm1−1)(qm2−1)
q
m1
−1
q+1
q
m1−1(q−1)(qm−1)(qm2−1−1−(−1)
m1+m2
2
+1
(q−1)q
m2−m1
2
−1
)
(qm1−1)(qm2−1)
q(qm1−1)
q+1
Proof. For e = 2, the weight distributions of CD can be obtained by Lemma 3.5 and Equation (4.3). It is easy
to verify that wH(cb) > 0 for all b ∈ F∗qm1 if (m1,m2) 6= (2, 2), then the dimension equals m1.
Example 4.3. Let m1 = 2,m2 = 4,m = 4. If q = 2, then CD in Theorem 4.2 is an optimal [7, 2, 4] two-weight
linear code according to the Griesmer bound and has weight enumerator 1 + 2z4 + z6. If q = 3, then CD in
Theorem 4.2 is an almost optimal [26, 2, 18] two-weight linear code according to the Griesmer bound and has130
weight enumerator 1 + 6z18 + 2z24.
Example 4.4. Let m1 = 4,m2 = 6,m = 12 and q = 2. Then CD in Theorem 4.2 is a [2015, 4, 1040] two-weight
linear code. Its weight enumerator is given by 1 + 10z1040 + 5z1144.
4.2. The case a = 1
In the following, we determine the weight distribution of CD for a = 1.135
Denote n = |D| = |{x ∈ F∗qm : Trqm2/q(Nqm/qm2 (x)) + 1 = 0}|. It is clear that
n = | ker(Nqm/qm2 )| · | ker(Trqm2/q)| =
qm2−1(qm − 1)
qm2 − 1 . (4.4)
For b ∈ F∗qm1 , we denote
N(b) = |{x ∈ F∗qm : Trqm2/q(Nqm/qm2 (x)) + 1 = 0 and Trqm1/q(bNqm/qm1 (x)) = 0}|.
By the basic facts of additive characters, we have that
N(b) =
1
q2
∑
x∈F∗
qm
∑
y,z∈Fq
χ(yTrqm1/q(bNqm/qm1 (x)))χ(z Trqm2/q(Nqm/qm2 (x)) + z)
=
1
q2
∑
x∈F∗
qm
∑
y,z∈Fq
χ1(ybx
qm−1
qm1−1 )χ2(zx
qm−1
qm2−1 )χ(z)
=
qm − 1
q2
+
1
q2
∑
x∈F∗
qm
∑
y∈F∗q
χ1(ybx
qm−1
qm1−1 ) +
1
q2
∑
x∈F∗
qm
∑
z∈F∗q
χ2(zx
qm−1
qm2−1 )χ(z)
+
1
q2
∑
x∈F∗
qm
∑
y,z∈F∗q
χ1(ybx
qm−1
qm1−1 )χ2(zx
qm−1
qm2−1 )χ(z)
=
qm − 1
q2
+
1
q2
∑
x∈F∗
qm
∑
y∈F∗q
χ1(ybx
qm−1
qm1−1 ) +
1
q2
∑
x∈F∗
qm
∑
z∈F∗q
χ2(zx
qm−1
qm2−1 )χ(z) +
Ω(b)
q2
.
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Note that
∑
x∈F∗
qm
∑
z∈F∗q
χ2(zx
qm−1
qm2−1 )χ(z) =
qm − 1
qm2 − 1
∑
x∈F∗
qm
∑
z∈F∗q
χ2(zx)χ(z)
=
qm − 1
qm2 − 1
∑
z∈F∗q
χ(z)
∑
x∈F∗
qm
χ2(zx) =
qm − 1
qm2 − 1 .
From Section 4.1 above, we have
∑
x∈F∗
qm
∑
y∈F∗q
χ1(ybx
qm−1
qm1−1 ) =
(q − 1)(1− qm)
qm1 − 1 .
From the discussions above, we obtain that140
N(b) =
qm − 1
q2
(1 +
1
qm2 − 1 −
q − 1
qm1 − 1) +
1
q2
Ω(b). (4.5)
For any b ∈ F∗qm1 , the weight of a codeword
c(b) = (Trqm1/q(bNqm/qm1 (d1)), · · · ,Trqm1/q(bNqm/qm1 (dn)))
equals
wH(c(b)) = n−N(b) = (q − 1)(q
m − 1)(qm1+m2 − 1)
q2(qm1 − 1)(qm2 − 1) −
1
q2
Ω(b) (4.6)
by Equations (4.4) and (4.5). Hence, by Lemma 3.2, the parameters of CD for e = l = 1 is
[
qm2−1(qm − 1)
qm2 − 1 ,m1,
(q − 1)(qm − 1)qm1+m2−2
(qm1 − 1)(qm2 − 1) ].
Then CD is an optimal one-weight linear code with respect to the Griesmer bound and is not new as mentioned
above. For e = 2 and l = 1, the weight distribution of CD is given in the following.
Theorem 4.5. Let m,m1,m2 be positive integers such that m1|m, m2|m, and gcd(m1e , q − 1) = l = 1, where
gcd(m1,m2) = e. Let CD be the linear code defined in Equation (1.1) for a = 1. If e = 2, then CD is a145
two-weight linear code with parameters [ q
m2−1(qm−1)
qm2−1 ,m1] and its weight enumerator is given by Table II.
Table II. Weight distribution of the code in Theorem 4.5.
Weight Frequency
0 1
(q−1)(qm−1)(qm1+m2+(−1)
m1+m2
2 q
m1+m2
2
+1
)
q2(qm1−1)(qm2−1)
q
m1
−1
q+1
(q−1)(qm−1)(qm1+m2+(−1)
m1+m2
2
+1
q
m1+m2
2 )
q2(qm1−1)(qm2−1)
q(qm1−1)
q+1
Proof. For e = 2, the weight distributions of CD can be obtained by Lemma 3.2 and Equation (4.6). Note that
wH(cb) > 0 for all b ∈ F∗qm1 . Then the dimension equals m1.
Example 4.6. Let m1 = 2,m2 = 4,m = 4. If q = 2, then CD in Theorem 4.5 is an almost optimal [8, 2, 4]
linear code according to the Griesmer bound and has weight enumerator 1 + z4 + 2z6. If q = 3, then CD150
in Theorem 4.5 is an nearly optimal [27, 2, 18] linear code, while the corresponding optimal linear codes have
parameters [27, 2, 20].
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Example 4.7. Let m1 = 4,m2 = 6,m = 12 and q = 2. Then CD in Theorem 4.5 is a [2080, 4, 1040] two-weight
linear code. Its weight enumerator is given by 1 + 5z1040 + 10z1144.
Theorem 4.8. Let m,m1,m2 be positive integers such that m1|m, m2|m, and gcd(m1e , q − 1) = l = 2, where
gcd(m1,m2) = e. Let CD be the linear code defined in Equation (1.1) for a = 1. If e = 1, then CD is a
two-weight linear code with parameters
[
qm2−1(qm − 1)
qm2 − 1 ,m1,
(q − 1)(qm − 1)(qm1+m2 − qm1+m2+12 )
q2(qm1 − 1)(qm2 − 1) ]
and its weight distribution is given in Table III.155
Table III. Weight distribution of the code in Theorem 4.8.
Weight Frequency
0 1
(q−1)(qm−1)(qm1+m2−q
m1+m2+1
2 )
q2(qm1−1)(qm2−1)
q
m1
−1
2
(q−1)(qm−1)(qm1+m2+q
m1+m2+1
2 )
q2(qm1−1)(qm2−1)
q
m1
−1
2
Proof. The proof is completed by Lemma 3.3 and Equation (4.6).
Example 4.9. Let m1 = 2,m2 = 3,m = 6 and q = 3. Then CD in Theorem 4.8 is a [252, 2, 168] two-weight
linear code. Its weight enumerator is given by 1 + 4z168 +4z210. Its dual is a near-MDS code with parameters
[252, 250, 2].
4.3. Shortened linear codes of CD160
It is observed that the weights of the code in Theorems 4.2 have a common divisor q − 1. This indicates
that the code CD may be punctured into a shorter one.
Assume that a = 0. Note that x ∈ D implies that ux ∈ D for any u ∈ Fq. Hence, the defining set of CD in
Equation (1.1) can be expressed as
D = (F∗q)D1 = {uv : u ∈ F∗q and v ∈ D1}, (4.7)
where di/dj 6∈ F∗q for every pair of distinct elements di, dj in D1. Then we obtain a shortened linear code CD1165
of CD. By Theorem 4.2, we directly obtain the following result.
Corollary 4.10. Letm,m1,m2 be positive integers such thatm1|m, m2|m, andm2 > 1. Denote gcd(m1,m2) =
e. Let CD1 be the linear code and its defining set is given in Equation (4.7) for a = 0. If e = 2 and
(m1,m2) 6= (2, 2), then CD1 is a two-weight linear code with parameters [ (q
m
−1)(qm2−1−1)
(qm2−1)(q−1) ,m1] and its weight
enumerator is given by Table IV.170
Table IV. Weight distribution of the code in Corollary 4.10.
Weight Frequency
0 1
q
m1−1(qm−1)(qm2−1−1−(−1)
m1+m2
2 (q−1)q
m2−m1
2 )
(qm1−1)(qm2−1)
q
m1
−1
q+1
q
m1−1(qm−1)(qm2−1−1−(−1)
m1+m2
2
+1
(q−1)q
m2−m1
2
−1
)
(qm1−1)(qm2−1)
q(qm1−1)
q+1
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Example 4.11. Let m1 = 2,m2 = 4,m = 4. If q = 3, then CD1 in Corollary 4.10 is an optimal [13, 2, 9]
two-weight linear code according to the Griesmer bound and has weight enumerator 1 + 6z9 + 2z12. Its dual
has parameters [13, 11, 2] which is optimal according to [15].
5. Applications
In this section, we apply our linear codes to construct secret sharing schemes and strongly regular graphs.175
We denote by C⊥ the dual code of a code C.
5.1. Secret sharing schemes from linear codes
Secret sharing schemes were introduced by Shamir and Blakley for the first time in 1979 [3, 25]. Secret
sharing schemes are used in banking systems, cryptographic protocols, electronic voting systems, and the
control of nuclear weapons.180
It was shown in [2, 27] that any linear code over Fq can be employed to construct secret sharing schemes.
In order to describe the secret sharing scheme of a linear code (see [1, 12]), we need to introduce the covering
problem of linear codes. The support of a vector c = {c0, c1, . . . , cn−1} ∈ Fnq is defined as {0 ≤ i ≤ n − 1 :
ci 6= 0}. A codeword c1 covers a codeword c2 if the support of c1 contains that of c2. A minimal codeword
of a linear code C is a nonzero codeword that does not cover any other nonzero codeword of C. The covering185
problem of a linear code is to determine all the minimal codewords of C. From [12, Theorem 12], we know that
secret sharing scheme with interesting access structure can be derived from C⊥ provided that each nonzero
codeword of a linear code C is minimal.
If the weights of a linear code C are close enough to each other, then all nonzero codewords of C are minimal,
as described as follows.190
Lemma 5.1. [1] Let wmin and wmax denote the minimum and maximum nonzero Hamming weights of a q-ary
linear code C, respectively. If wmin/wmax > q−1q , then every nonzero codeword of C is minimal.
For the codes in Theorem 4.2 and Corollary 4.10, we have
wmin
wmax
=
qm2−1 − 1− (q − 1)qm2−m12
qm2−1 − 1 + (q − 1)qm2−m12 −1
>
q − 1
q
if m1 +m2 ≡ 0 (mod 4), and
wmin
wmax
=
qm2−1 − 1− (q − 1)qm2−m12 −1
qm2−1 − 1 + (q − 1)qm2−m12
>
q − 1
q
if m1 +m2 ≡ 2 (mod 4).
For the code in Theorem 4.5, we have
wmin
wmax
=
qm1+m2 − qm1+m22
qm1+m2 + q
m1+m2
2 +1
>
q − 1
q
if m1 +m2 ≡ 0 (mod 4), and
wmin
wmax
=
qm1+m2 − qm1+m22 +1
qm1+m2 + q
m1+m2
2
>
q − 1
q
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if m1 +m2 ≡ 2 (mod 4).
For the code in Theorem 4.8, we have
wmin
wmax
=
qm1+m2 − qm1+m2+12
qm1+m2 + q
m1+m2+1
2
= 1− 2
1 + q
m1+m2−1
2
>
q − 1
q
if m1 +m2 > 3.195
From the discussions above, the linear codes obtained in this paper can be used to construct secret sharing
schemes with interesting access structures using the framework in [27].
5.2. Strongly regular graphs from linear codes
A connected graph with N vertices is called a strongly regular graph with parameters (N,K, λ, µ) if it is
regular of valency K and the number of vertices joined to two given vertices is λ or µ according as the two200
given vertices are adjacent or non-adjacent. The theory of strongly regular graphs was introduced by Bose in
1963 for the first time [4].
A code C is said to be projective if the minimum distance of its dual code C⊥ is at least 3.
The following lemma gives a connection between projective two-weight linear codes and strongly regular
graphs.205
Lemma 5.2. [7] If C is a projective two-weight [n, k] linear code over Fq with two nonzero weights w1, w2,
then it is equivalent to a strongly regular graph with the following parameters:
N = qk,
K = n(q − 1),
λ = K2 + 3K − q(w1 + w2)−Kq(w1 + w2) + q2w1w2,
µ =
q2w1w2
qk
.
Due to Lemma 5.2, new projective two-weight linear codes yield new strongly regular graphs. Examples
in Section 4 show that our codes are not always projective. In particular, we find two classes of projective
two-weight codes in the following.210
Lemma 5.3. Let m = m1,m2 = 2 and other notations be the same as those of Theorem 4.5. Then the linear
code CD in Theorem 4.5 is a projective two-weight [ q(q
m
−1)
q2−1 ,m] linear code with weight enumerator
1 +
qm − 1
q + 1
z
qm−(−1)
m
2 q
m
2
q+1 +
q(qm − 1)
q + 1
z
qm+(−1)
m
2 q
m
2
−1
q+1 .
Proof. The weight enumerator can be directly obtained by Theorem 4.5. We now prove that CD is projective.
Let Ai, Bi denote the numbers of codewords with Hamming weight i in CD and C⊥D, respectively. Denote
w1 =
qm − (−1)m2 qm2
q + 1
, w2 =
qm + (−1)m2 qm2 −1
q + 1
, Aw1 =
qm − 1
q + 1
, Aw2 =
q(qm − 1)
q + 1
.
By the first three Pless Power Moments (see [19]), we have

Aw1 +Aw2 = q
m − 1,
w1Aw1 + w2Aw2 = (n(q − 1)−B1)qm−1,
w21Aw1 + w
2
2Aw2 = (n(q − 1) (n(q − 1) + 1)− B1 (q + 2(n− 1)(q − 1)) + 2B2) qm−2.
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Note that n = q(q
m
−1)
q2−1 . Solving the above system, we have B1 = B2 = 0. Hence, the minimum distance of C⊥D
is at least 3. The proof is completed.
Lemma 5.4. Let m = m1,m2 = 2 and other notations be the same as those of Corollary 4.10. Then the
linear code CD1 in Corollary 4.10 is a projective two-weight [ q
m
−1
q2−1 ,m] linear code with weight enumerator
1 +
qm − 1
q + 1
z
qm−1+(−1)
m
2 q
m
2
q+1 +
q(qm − 1)
q + 1
z
qm−1−(−1)
m
2 q
m
2
−1
q+1 .
Proof. The weight enumerator can be directly obtained by Corollary 4.10. We now prove that CD1 is projective.
Let Ai, Bi denote the numbers of codewords with Hamming weight i in CD1 and C⊥D1 , respectively. Denote
w1 =
qm−1 + (−1)m2 qm2
q + 1
, w2 =
qm−1 − (−1)m2 qm2 −1
q + 1
, Aw1 =
qm − 1
q + 1
, Aw2 =
q(qm − 1)
q + 1
.
By the first three Pless Power Moments (see [19]), we have

Aw1 +Aw2 = q
m − 1,
w1Aw1 + w2Aw2 = (n(q − 1)−B1)qm−1,
w21Aw1 + w
2
2Aw2 = (n(q − 1) (n(q − 1) + 1)− B1 (q + 2(n− 1)(q − 1)) + 2B2) qm−2.
Note that n = q
m
−1
q2−1 . Solving the above system, we have B1 = B2 = 0. Hence, the minimum distance of C⊥D1215
is at least 3. The proof is completed.
Lemmas 5.2 and 5.3 yield the following theorem.
Theorem 5.5. Let gcd(m2 , q − 1) = 1 and 2|m. Then there exists a strongly regular graph with the following
parameters:
N = qm,
K =
q(qm − 1)
q + 1
,
λ =
qm+2 − 2q2 − 3q − (−1)m2 qm2 (1− q)
(q + 1)2
,
µ =
q(q
m
2 − (−1)m2 )(qm2 +1 + (−1)m2 )
(q + 1)2
.
The following theorem can be directly obtained by Lemmas 5.2 and 5.4.220
Theorem 5.6. Let 2|m and m ≥ 4. Then there exists a strongly regular graph with the following parameters:
N = qm,
K =
qm − 1
q + 1
,
λ =
qm − 3q − 2− (−1)m2 qm2 +1(q − 1)
(q + 1)2
,
µ =
q(q
m
2 − (−1)m2 )(qm2 −1 + (−1)m2 )
(q + 1)2
.
We remark that the parameters of the strongly regular graphs in Theorems 5.5 and 5.6 are probably new
after comparing with known ones in the literature.
17
6. Concluding remarks
In this paper, we presented a construction of q-ary linear codes and determined the weight distributions in225
some cases based on Gauss sums. Four classes of two-weight linear codes were obtained. Note that these linear
codes have very flexible parameters and are probably new after comparing with known two-weight linear codes
in the literature (see [7, 9, 12, 13, 17, 29] for some known two-weight linear codes). It is interesting that our
construction can produce optimal or almost optimal codes. What’s more, our codes can be used to construct
secret sharing schemes with interesting access structures and strongly regular graphs.230
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