The long-term goal initiated in this work is to obtain fast algorithms and implementations for definite integration in Almkvist and Zeilberger's framework of (differential) creative telescoping. Our complexity-driven approach is to obtain tight degree bounds on the various expressions involved in the method. To make the problem more tractable, we restrict to bivariate rational functions. By considering this constrained class of inputs, we are able to blend the general method of creative telescoping with the well-known Hermite reduction. We then use our new method to compute diagonals of rational power series arising from combinatorics.
INTRODUCTION
The long-term goal of the research initiated in the present work is to obtain fast algorithms and implementations for the definite integration of general special functions, in a complexity-driven perspective.
As most special-function integrals cannot be expressed in closed form, their evaluation cannot be based on table lookups only, and even when closed forms are available, they may prove to be intractable in further manipulations. In both cases, the difficulty can be mitigated by representing functions by annihilating differential operators. This motivated Zeilberger to introduce a method now known as cre- * We warmly thank the referees for their very helpful comments.
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A sketch of Zeilberger's method is as follows. Given a Dfinite function f of the variables x and y, the definite integral F (x) = R β α f (x, y) dy is D-finite, and a linear differential equation satisfied by F can be constructed [18] . To explain this, let k be a field of characteristic zero, Dx and Dy be the usual derivations on the rational-function field k(x, y), both restricting to zero on k, and let k(x, y) Dx, Dy be the ring of linear differential operators over k(x, y). The heart of the method is to solve the differential telescoping equation (1) below for L ∈ k[x] Dx \ {0} and g = R(f ) for some R ∈ k(x, y) Dx, Dy . The operator L is called a telescoper for f , and g a certificate of L for f . Under the assumption lim y→α g(x, y) = lim y→β g(x, y) for x in some domain, L(x, Dx) is then proved to be an annihilator of F .
The main emphasis in works since the 1990's has been on finding telescopers of order minimal over all telescopers for f , which are called minimal telescopers. (Two minimal telescopers differ by a multiplicative factor in k(x).) In view of the computational difficulty of solving (1) , there has been special attention to subclasses of inputs. Of particular importance is the case of hyperexponential functions, defined by first-order differential equations, studied by Almkvist and Zeilberger in [1] . Their method is a direct differential analogue of Zeilberger's algorithm for the recurrence case [19] .
On the other hand, very little is known about the complexity of creative telescoping: the only related result seems to be an analysis in [9] of an algorithm for hyperexponential indefinite integration. In order to get complexity estimates, we simplify the problem by restricting to a smaller class of inputs, namely that of bivariate rational functions. Although restricted, this class already has many applications, for instance in combinatorics, where many nontrivial problems are encoded as diagonals of rational formal power series, themselves expressible as integrals. Our goal thus reads as follows.
By considering this more constrained class of inputs, we are indeed able to blend the general method of creative telescoping with the well-known Hermite reduction [10] . Essentially two algorithms for minimal telescopers can be found in the literature: The classical way [1] is to apply a differential analogue of Gosper's indefinite summation algorithm, which reduces the problem to solving an auxiliary linear differential equation for polynomial solutions. An algorithm developed later in [7] (see also [12] ) performs Hermite reduction on f to get an additive decomposition of the form f = Dy(a) + P m i=1 ui/vi, where the ui and vi are in k(x)[y] and the vi are squarefree. Then, the algorithm in [1] is applied to each ui/vi to get a telescoper Li minimal for it. The least common left multiple of the Li's is then proved to be a minimal telescoper for f . This algorithm performs well only for specific inputs (both in practice and from the complexity viewpoint), but it inspired our Lemma 22 via [12] .
As a first contribution in this article, we present a new, provably faster algorithm for computing minimal telescopers for bivariate rational functions. Instead of a single use of Hermite reduction as in [12] , we apply Hermite reduction to the D i x (f )'s, iteratively for i = 0, 1, . . . , which yields
for some factor w of the squarefree part of the denominator of f . If η0, . . . , ηρ ∈ k(x) are not all zero and such that P ρ i=0 ηiwi = 0, then the operator
x is a telescoper for f , and more specifically, the first nontrivial linear relation obtained in this way yields a minimal telescoper for f .
As a second contribution, we give the first proof of a polynomial complexity for creative telescoping on a specific class of inputs, namely on bivariate rational functions. For minimal telescopers, only a polynomial bound on dx (but none on dy) was given for special inputs in [7] ; more specifically, we derive complexity estimates for all mentioned methods (see Fig. 1 ), showing that our approach is faster. Furthermore, we analyse the bidegrees of non minimal telescopers generated by other approaches: Lipshitz' work [13] can be rephrased into an existence theorem for telescopers with polynomial size; the approach followed in the recent work on algebraic functions [3] leads to telescopers of smaller degree sizes. These are new instances of the philosophy, promoted in [3] , that relaxing minimality can produce smaller outputs.
A third contribution is a fast Maple implementation [20] , incorporating a careful implementation of the original Hermite reduction algorithm, making use of the special form of wi/w in (2) and of usual modular techniques (probabilistic rank estimate) to determine when to invoke the solver for linear algebraic equations. Experimental results indicate that our implementation outperforms Maple's core routine.
Note that for the fastest method we propose, denoted by H1 in Tables 1-3 , we chose to output the certificate as a mere sum of (small) rational functions, without any form of normalisation. This choice seems to be uncommon for creative-telescoping algorithms, but a motivation is how the certificate is used in practice: Very often, like for applications to diagonals in § 5, the certificate is actually not needed. In other applications, the next step of the method of creative telescoping is to integrate (1) between α and β, leading to L(F )(x) = g(x, α) − g(x, β). Therefore, only evaluations of the certificate are really needed, and normalisation can be postponed to after specialising at α and β.
The end of this section, § 1.1, provides classical complexity results, notation, and hypotheses that will be used throughout. We then study Hermite reduction over k(x) in § 2, proving output degree bounds and a low-complexity algorithm. This is then applied in § 3 to derive our new algorithm for creative telescoping, and to compare its complexity with that of Almkvist and Zeilberger's approach. For nonminimal telescopers, we show the existence of some of lower arithmetic size in § 4: cubic for nonminimal order instead of quartic for minimal order. See the summary in Figure 1 , where the low complexity of algorithms for minimal telescopers relies on Storjohann and Villard's algorithms [17] , thus inducing a certified probabilistic feature. We apply our results to the calculation of diagonals in § 5, and describe our implementation and comment on execution timings in § 5.
Background on complexity -Notation
We recall basic notation and complexity facts for later use. Let k be again a field of characteristic zero. Unless otherwise specified, all complexity estimates are given in terms of arithmetical operations in k, which we denote by "ops". Let k [x] m×n ≤d be the set of m × n matrices with coefficients in k[x] of degree at most d. Let ω ∈ [2, 3] be a feasible exponent of matrix multiplication, so that two matrices from k n×n can be multiplied using O(n ω ) ops. Facts 1 and 2 below show the complexity of multipoint evaluation, rational interpolation, and algebraic operations on polynomial matrices using fast arithmetic, where the notationÕ(·) indicates cost estimates with hidden logarithmic factors [6, Def. 25.8] .
of degree less than n, pairwise distinct u0, . . . , un−1 in k, and v0, . . . , vn−1 ∈ k, we have:
, where i = 1, 2 and n1 + n2 = n, then the degree of det(M ) is at most n1d1 + n2d2. , where i = 1, 2 and n1 + n2 = n, then there exists a nonzero u ∈ k [x] n with coefficients of degree at most n1d1 + n2d2 such that M u = 0. 
and Qi ∈ k[x, y] satisfying deg y (Qm) > 0 and such that the Qi's are primitive, squarefree, and pairwise coprime. The squarefree part Q * of Q w.r.t. y is the product Q1Q2 · · · Qm. Let Q − denote the polynomial Q/Q * , and lcy(Q) the leading coefficient of Q w.r.t. y. The following two formulas about Q, Q * , and Q − can be proved by mere calculations.
Let f = P/Q be a nonzero element in k(x, y), where P, Q are two coprime polynomials in k[x, y]. The degree of f in x is defined to be max{deg x (P ), deg x (Q)}, and denoted by deg x (f ). The degree of f in y is defined similarly. The bidegree of f is the pair (deg x (f ), deg y (f )), which is denoted by bideg(f ). The bidegree of f is said to be bounded (above)
We say that f = P/Q is proper if the degree of P in y is less than that of Q. For creative telescoping, we may always assume w.l.o.
Hypothesis (H) From now on, P and Q are assumed to be nonzero polynomials in k[x, y] such that deg y (P ) < deg y (Q), gcd(P, Q) = 1, and Q is primitive w.r.t. y.
Notation From now on, we write (dx, dy),
for the bidegrees of Q, Q * , and Q − , respectively.
The following hypothesis makes our estimates concise.
Hypothesis (H') Occasionally, we shall require the extended hypothesis: Hypothesis (H) and deg x (P ) ≤ dx.
HERMITE REDUCTION
Let K be a field of characteristic zero, either k or k(x) in what follows. Let K(y) be the field of rational functions in y over K, and Dy be the usual derivation on it. For a rational function f ∈ K(y), Hermite reduction [10] computes rational functions g and r = a/b in K(y) satisfying
Horowitz and Ostrogradsky's method [15, 11] computes the same decomposition as in (3) Lemma 4 If f is proper, a pair (g, r) satisfying (3) for proper g, r is unique.
Proof. This is a consequence of [11, Theorem 2.10] after writing r as a sum P m i=1 αi/(x − bi) and integrating.
Lemma 5 Let f be a nonzero rational function in K(y) of degree at most n in y, then Hermite reduction on f can be performed usingÕ(n) operations in K.
Proof. See [6, Theorem 22.7] .
In contrast, the method of Horowitz and Ostrogradsky takes
. Thus, Hermite's method is quasi-optimal and asymptotically faster than the former.
From now on, we fix K = k(x) and analyse the complexity of Hermite reduction over k(x) in terms of operations in k.
To this end, we use an evaluation-interpolation approach.
Output size estimates
We derive an upper bound on the bidegrees of g and r satisfying (3) by studying the linear system in [11] .
Analysing Hermite reduction (under (H)) shows the exis-
In order to bound the bidegrees of A and a, we reformulate (4) into the equivalent form
where
. Viewing A and a as polynomials in k(x)[y] with undetermined coefficients, we form the following linear system, equivalent to (5),
, andÂ,â, andP are the coefficient vectors of A, a, and P with sizes d − and a/Q * , (A, a) is unique by Lemma 4. Then (6) has a unique solution, which leads to the following lemma.
Lemma 6
The matrix`H1 H2´is invertible over k(x).
As the matrix`H1 H2´is uniquely defined by Q, we call it the matrix associated with Q, denoted by H(Q). Let δ be its determinant, so that deg
For later use, we also define δ as the determinant of H(Q * 2 ), so that deg
y , and such that:
Proof. Applying Cramer's rule to (6) leads to (i). Assertion (ii) next follows by determinant expansions.
In what follows, we shall encounter proper rational functions with denominator Q satisfying Q = Q * 2 . The following lemma is an easy corollary of Lemma 7 for such functions. 
Algorithm by evaluation and interpolation
We observe that an asymptotically optimal complexity can be achieved by evaluation and interpolation at each step of Hermite reduction over k(x). This inspires us to adapt Gerhard's modular method [8, 9] to k(x, y). Recall that, by Hyp. (H), Q ∈ k[x, y] is nonzero and primitive over k [x] .
Definition An element x0 ∈ k is lucky if lcy(Q)(x0) = 0 and deg y (gcd(Q(x0, y), Dy(Q(x0, y)))) = d 
Lemma 10 Let B, b, and δ be the same as in Lemma 7, and let x0 ∈ k be lucky. Then δ(x0) = 0 and (B(x0, y), b(x0, y)) is the unique pair such that
. (7) Proof. By the luckiness of x0, deg y (Q(x0, y)) = dy and Q(x0, y) , y) ), which, by Lemma 6, is invertible over k(x). Hence δ(x0) = 0, and the evaluation at x = x0 of the equality in Lemma 7(i) is well-defined. Thus, (B(x0, y), b(x0, y)) is a solution of (7). Uniqueness follows from Lemma 4. Figure 2 is correct and takesÕ(dxd 2 y + deg x (P )dy) ops. Proof. Set ν to dx(2d * y − 1). Lemma 9 implies that the λ + 1 lucky points found in Step 3 are all less than λ + ν + 1. By Lemmas 4 and 7(i), A = B/δ and a = b/δ. By Lemma 10, A0 = B(x0, y)/δ(x0) and a0 = b(x0, y)/δ(x0). By Lemma 7(ii) and since deg x (δ) ≤ µ, it suffices to rationally interpolate A and a from values at λ + 1 lucky points. This shows the correctness. The dominant computation in
Theorem 11 Algorithm HermiteEvalInterp in
Step 1 is the gcd, which takesÕ(dxdy) ops by [6, Cor. 11.9] . For each integer i ≤ λ + ν, testing luckiness amounts to evaluations at x0 and computing gcd(Q(x0, y), Dy(Q(x0, y))), which takesÕ(dy) ops by Fact 1(i) and [6, Cor. 11.6] . Then, generating S in Step 3 costsÕ((λ + ν + 1)dy) ops. By Fact 1(i), evaluations in Step 4 takeÕ((λ + 1)dy) ops. For each x0 ∈ S, the cost of the Hermite reduction in Step 4 is O(dy) ops by Lemma 5. Thus, the total cost of Step 4 is O((λ + 1)dy) ops. By Fact 1(ii), Step 5 takesÕ((λ + 1)dy) ops. Since λ ≤ 2dxdy + deg x (P ) and ν ≤ 2dxdy, the total cost is as announced.
As the generic output size of Hermite reduction is proportional to λdy, which is O((dxdy + deg x (P ))dy), Algorithm HermiteEvalInterp has quasi-optimal complexity.
MINIMAL TELESCOPERS
We analyse two algorithms for constructing minimal telescopers for bivariate rational functions and their certificates.
Algorithm HermiteEvalInterp(P, Q)
2 solving (4).
1. Compute Q − := gcd(Q, Dy(Q)) and
3. Set S to the set of λ+1 smallest nonnegative integers that are lucky for Q; 
Hermite reduction approach
We design a new algorithm, presented in Figure 3 , to compute minimal telescopers for rational functions by basing on Hermite reduction. For f = P/Q ∈ k(x, y) and i ∈ N, Hermite reduction decomposes
where gi, ri ∈ k(x, y) are proper. Since the squarefree part of the denominator of D Proof. The constraints on ri imply deg y (riQ * ) < d * y for all i ∈ N, from which follows the existence of a nontrivial linear dependence among the ri's over k(x).
Lemma 13 An integer ρ is minimal such that P ρ i=0 ηiri = 0 for η0, . . . , ηρ ∈ k(x) not all zero if and only if
is a minimal telescoper for f with certificate P ρ i=0 ηigi. Proof. Multiplying (8) by ηi before summing yields
where the first two sums are proper. Thus, by Lemma 4, L is a telescoper of order ρ for f with certificate P ρ i=0 ηigi if and only if P ρ i=0 ηiri = 0 with ηρ = 0. The lemma follows.
Order bounds for minimal telescopers
Lemmas 12 and 13 combine into an upper bound on the order of minimal telescopers for f . The bound 6dy is shown in [3] for rational functions of the form yDy(Q)/Q with Q ∈ k[x, y]. Apagodu and Zeilberger [2] obtain a similar bound for a class of nonrational hyperexponential functions, but their proof does not seem to apply to rational functions, as it heavily relies on the presence of a nontrivial exponential part.
We also derive a lower bound on the order of the minimal telescoper, to be used as an optimisation at the end of § 3.1.3: choosing a lucky x0 ∈ k, next applying Hermite reduction in k(y) to D i x (f )(x0, y), yields
where g0,i, r0,i ∈ k(y) are proper and the denominator of r0,i divides Q * (x0, y). Let ρ0 be the smallest integer such that r0,0, . . . , r0,ρ 0 are linearly dependent over k.
Lemma 15 A minimal telescoper has order at least ρ0.
Proof. We first claim that r0,i = ri(x0, y), for ri as in (8) . Note that the squarefree part w.r.t. y of the denominator of D 
Degree bounds for minimal telescopers
To derive degree bounds for gi and ri in (8), let δ, δ , µ, and µ be defined as before Lemma 7, and set µ = µ+µ −1. 
Proof. A straightforward calculation leads to
Moreover, bideg(Bi) ≤ (deg Input: f = P/Q ∈ k(x, y) satisfying Hypothesis (H). Output: A minimal telescoper L ∈ k[x] Dx with certificate g ∈ k(x, y).
Apply
HermiteEvalInterp to f to get (g0, a0) such that f = Dy(g0) + a0/Q * . If a0 = 0, return (1, g0). 
For
Setting Bi =Bi−1 +BiQ * i−1 Q − and bi =bi, we arrive at (10) . It remains to verify the degree bounds. The induction hypothesis implies that both deg x (Bi) and deg x (bi) are bounded by γ + iµ − d 
Proof. By Lemma 13, we exhibit a minimal telescoper by considering the first nontrivial linear dependence among the ai's in (10) . Let M be the coefficient matrix of the system in (ηi) obtained from ρ+1 of degree at most σρ in x by Fact 2(ii). Since µ, µ ∈ O(dxdy) and d * y ≤ dy, the degree estimates of L and g are as announced.
Complexity estimates
We proceed to analyse the complexity of the algorithm in Figure 3 and of an optimisation. . If the algorithm returns when i = ρ, then the total cost is in (11) which is as announced.
An optimisation, based on Lemma 15, consists in guessing the order ρ so as to perform Step 2(c) a few times only: As a preprocessing step, choose x0 ∈ k lucky for Q, then detect linear dependence of {r0,0, . . . , r0,j} in (9). The minimal j for dependence is a lower bound ρ0 on ρ. So Step 2(c) is then performed only when i ≥ ρ0. In practice, the lower bound ρ0 computed in this way almost always coincides with the actual order ρ. So normalising the gi's becomes the dominant step, as observed in experiments. We analyse this optimisation by first estimating the cost for computing ρ0.
Lemma 20
Under Hypothesis (H'), computing a lower order bound ρ0 for minimal telescopers takesÕ(dxdyρ (9), takesÕ(dyi ω−1 ) ops. Thus, the total cost for computing a lower bound on ρ0 is
Corollary 21 For runs such that ρ0 = ρ − O(1), the previous optimisation of HermiteTelescoping takesÕ(ρ 3 dxd 2 y ) ops. Proof. In view of Lemma 20, the estimate (11) becomes O(dxdyρ
y ) ops, whence the result.
Almkvist and Zeilberger's approach
We analyse the complexity of Almkvist and Zeilberger's algorithm [1] when restricted to bivariate rational functions. In order to get a telescoper whose order ρ is minimal, the resulting algorithm, denoted RatAZ, solves (1) for increasing, prescribed values of ρ until it gets a solution (η0, . . . , ηρ, g) ∈ k(x) ρ+1 × k(x, y) with the ηi's not all zero. For the analysis, we start by studying the parameterisation of the differential Gosper algorithm of [1] under the same restriction to k(x, y).
3 is said to be a differential Gosper form of the rational function a/b if a b = Dy(p) p + q r and gcd(r, q − τ Dy(r)) = 1 for all τ ∈ N.
For hyperexponential f , a key step in [1] is to compute a differential Gosper form of the logarithmic derivative of F = P ρ i=0 ηiD i x (f ), where the ηi's are undetermined from k(x). In the analogue RatAZ, this form is predicted by Lemma 22 below, which is a technical generalisation of a result by Le [12] on F when f has a squarefree denominator.
Write Q = t(y)T (x, y), splitting content and primitive part w.r.t. x. By an easy induction,
* . There remains to prove gcd(Q * , H − τ Dy(Q * )) = 1, for any τ ∈ N. Recall that the squarefree part Q * of Q is the product Q1Q2 · · · Qm and thatQi denotes Q * /Qi. By Fact 3(ii),
If Qj divides t * , Z reduces to −(j +τ )QjDy(Qj) modulo Qj.
If not, it reduces to −(j +τ )QjDy(Qj)−ρt * (Dy(Qj)T * /Qj), which rewrites to −(j +τ +ρ)QjDy(Qj) modulo Qj. In both cases, Z is coprime with Q * , as j > 0, τ ≥ 0, and ρ ≥ 0.
By another induction, we observe bideg(Ni) ≤ (deg
. The next step in RatAZ is, for fixed ρ, to reduce (1) by the change of unknown g = z/(Q − T * ρ ), so as to determine all (ηi) ∈ k(x) ρ+1 for which the differential equation in z
has a polynomial solution in k(x) [y] . For later use, we recall the following consequence of [9, Corollary 9.6].
Lemma 23 Let a, b ∈ K[y] be such that β = − lcy(b)/ lcy(a) is a nonnegative integer and deg
The following lemma generalises [12, Lemma 2] to present a degree bound for z.
Proof. We end the present section using the approach of Almkvist and Zeilberger to provide tight degree bounds on the outputs from Algorithms HermiteTelescoping and RatAZ. ny +1 with coefficients of degree at most nx(ρ + 1) + dx(β + 1) ∈ O(dxdyd * y ) in x such that M`η z´T = 0, which implies degree bounds in x for L and g. The degree bound in y for g is obvious.
We now analyse the complexity of the algorithm in Fig. 4 . Proof. By the existence of a telescoper, Corollary 14, and Lemma 24, the algorithm always terminates and returns a minimal telescoper L, of order ρ at most d * y . Gcd computations dominate the cost of Steps 1 and 2, which takeÕ(dxd 2 y ) ops. For each ∈ N, the dominating cost in Step 3 is computing the null space of M. Let ny = dy + deg y (T * ) − 1 ∈ O( dy) and nx = dx + deg x (T * ) ∈ O( dx). By the same argument as in the proof of Theorem 25, the matrix M is of size at most (ny +1)×( +β +2) and with coefficients of degree at most nx. Let r be the rank of M, which is either + β + 2 or +β+1 by construction. Thus, a basis of the null space of M can be computed withinÕ(nx(ny +1)( +β +2)r ω−2 ) ops by Fact 2(iii). Since β ∈ O( dy),Õ(nx(ny +1)( +β +2)r ω−2 ) is included inÕ(dxd ω y ω+1 ). Since Step 3 terminates at = ρ, the total cost of the algorithm is P ρ =0 dxd ω y ω+1 ops. This is within the announced complexity,Õ(dxd ω y ρ ω+2 ) ops.
Corollary 27 Algorithms HermiteTelescoping and RatAZ in Fig. 3 and 4 both output the primitive minimal telescoper L together with its certificate g, which satisfy deg
Proof. Both algorithms output the primitive minimal telescoper, as they compute a minimal telescoper at an intermediate step, and owing to their last step of content removal. Bounds follow from Corollary 14 and Theorem 25.
NONMINIMAL TELESCOPERS
Here, we discard Hypothesis (H) and trade the minimality of telescopers for smaller total output sizes. To this end, we adapt and slightly extend the arguments in [13] and [3, § 3] .
Given f = P/Q ∈ k(x, y) of bidegree (dx, dy), our goal is to find a (possibly nonminimal) telescoper for f . It is sufficient to find a nonzero differential operator A(x, Dx, Dy) that annihilates f . Indeed, any
, which implies that L is again a telescoper for f . Moreover, in both cases, deg x (L) ≤ deg x (A) and deg Dx (L) ≤ deg Dx (A). Furthermore, for any (i, j, ) ∈ N 3 , a direct calculation yields
where H i,j, ∈ k[x, y] and deg x (H i,j, ) ≤ (j + + 1)dx + i − j and deg y (H i,j, ) ≤ (j + + 1)dy − . From these inequalities, we derive the size and complexity estimates in Figure 1 (bottom half), using two different filtrations of k[x] Dx, Dy .
Lipshitz's filtration ( [13] ). Let Fν be the k-vector space of dimension fν :=`ν +3 3´s
is contained in the vector space of dimension gν := ((ν + 1)dx + ν + 1) ((ν + 1)dy + 1) spanned by˘x
Choosing ν = 6(dx + 1)(dy + 1) yields fν > gν ; therefore, there exists A in k x, Dx, Dy \ {0} with total degree at most 6(dx + 1)(dy + 1) in x, Dx, and Dy that annihilates f . Moreover, A is found by linear algebra in dimension O((dxdy)
3 ).
A better filtration ( [3] ). Instead of taking total degree, set Fκ,ν to the k-vector space of dimension fκ,ν :
is contained in the vector space of dimension gκ,ν := ((ν + 1)dx + κ + 1)((ν + 1)dy + 1) spanned by x i y j Q ν+1 | i ≤ (ν + 1)dx + κ, j ≤ (ν + 1)dy¯. Choosing κ = 3dxdy and ν = 6dy results in fκ,ν > gκ,ν . This implies the existence of A in k x, Dx, Dy \ {0} with total degree at most 6dy in Dx and Dy and degree at most 3dxdy in x that annihilates f . Again, A is found by linear algebra over k, but in smaller dimension O(dxd 3 y ).
No. Abr  RAZ  H1  H2  HO  EI  MG  29  44  72  32  28  36  20  608  528  43  52  76  36  20  24  32  652  584  46  4268 1436  784  492 1288  752 343413 18945  49 474269 34694 20977 10336 36254 22417 ∞ 652968 Table 1 : Creative telescoping on random instances
AZ
Timings in ms for algorithms in Table 3 (stopped after 30 min).
IMPLEMENTATION AND TIMINGS
We implemented in Maple 13 all the algorithms described; as we used Maple's generic solver SolveTools:-Linear, all of our implementations are deterministic.
The evaluation-interpolation algorithm HermiteEvalInterp for Hermite reduction (Fig. 2) does not perform well, mainly because Maple's rational interpolation routines are far too slow. We thus implemented Algorithm HermiteReduce (original version) in [4, § 2.2] (carefully avoiding redundant extended gcd calculations), and noted that it performs better.
We then implemented a variant of Algorithm HermiteTelescoping in Figure 3 , using HermiteReduce in place of HermiteEvalInterp, and including the optimisation at the end of § 3.1.3, refined by additional modular calculations.
For a rational function, Algorithm HermiteTelescoping returns the minimal telescoper L and the certificate g. The algorithm separates the computation for L from that for g. Indeed, g is formed by the coefficients of L, g0, thegi and their derivatives given in Figure 3 . This feature enables us to either return the certificate g as a sum of unnormalised rational functions, or a normalised rational function.
A selection of timings by this implementation and others are given in Table 1 ; our code, the full table, as well as the random inputs are given in [20] . For our experiments, we exhaustively considered all 49 bidegree patterns in factorisations of denominators Q1 · · · Q m m (m ≤ 5) that add up to bidegree (5, 5) , and generated corresponding random denominators, imposing the integers of the expanded forms to have around 26 digits. Numerators were generated as random bidegree-(5,5) polynomials with coefficients of 26 digits.
Application to diagonals. The diagonal of a formal power series f = P i,j≥0 fi,jx i y j in k[ [x, y] ] is defined to be the power series ∆(f ) := P ∞ i=0 fi,ix i . For a D-finite power series f , it is known to be D-finite [13] , and it is even algebraic for a bivariate rational function f ∈ k(x, y) ∩ k[[x, y]] [16, § 6.3] . A linear differential operator L ∈ k(x) Dx that annihilates ∆(f ) can then be computed via rational-function telescoping, owing to the following classical lemma from [13] .
Lemma 28 Any telescoper for f (y, By this lemma, it suffices to compute a telescoper without its certificate to get an annihilator. Algorithm HermiteTelescoping is suitable for this task, since it separates computation of telescopers and certificates. Alternatively, for f = P/Q, we can compute an annihilator of ∆(f ) either as the differential resolvent of the resultant Resy(Q, P − τ DyQ), or simply guess it from the first terms of the series expansion of ∆(f ). We compare the various algorithms on an example borrowed from [5] (timings of execution are given in Table 2 ):
, where d ∈ N.
