ABSTRACT Alternative splicing (AS) is a regulated process that takes place during gene expression by which a single gene may code for multiple proteins. This mechanism is controlled by a complex called spliceosome by which certain exons of a gene may be included in or excluded out from the final mRNA produced from that gene. In AS, at least three remarkable signals exist in introns and they are 5' splice site (5'ss), the donor ss where GU nucleotides are more frequently present, 3'ss, the acceptor ss where AG nucleotides are more frequently present, and branch site. Generally, branch point site is located at 20 to 50 nucleotides upstream from the 3'ss. In this paper, we identify the branch point location using a computational model based on deep learning. We propose a hybrid model based on a combination of dilated convolution neural network and recurrent neural network. Integrating additional inputs to the raw RNA sequence has been studied such as conservation, binding energy, and di-nucleotide. The proposed model has been evaluated on two publicly available datasets and outperformed the current state-of-the-art methods. More specifically, the proposed model achieved for the first dataset 97.29% and 67.08% of the area under curve (ROC-AUC) and the area under precision recall curve (prAUC), respectively, for the second dataset 96.86% and 69.62% of ROC-AUC and prAUC, respectively. In addition, pathogenic variants have been studied by the proposed model and agreed with the reported ones biologically. To study RNA branch point selection, an easy-to-use Web server has been established for free access at: https://home.jbnu.ac.kr/NSCL/rnabps.htm.
I. INTRODUCTION
Initial transcript, well-known as pre-mRNA, contains coding regions called exons and non-coding regions called introns. Introns are spliced out from the pre mature RNA (pre-mRNA) sequence in order to produce mature RNA (mRNA) [1] . Splicing takes place in a large protein complex called spliceosome that recognizes the main characteristics of the introns and prepares them for splicing. Spliceosome identifies at least three significant signals in introns which serve as evidences for researchers to detect the position of the branch point [2] . In more detail, introns are spliced out from pre-mRNA by cleavage at the 5'ss and 3'ss ends of the introns which are called splice sites. In other words, the pre-mRNA is cleaved at the 5' end of the intron following the attachment of snRNP called U1 to its complementary sequence within the intron. The cut end attaches to the conserved branch point region downstream through pairing of guanine and adenine nucleotides from the 5' end and the branch point, respectively, to form a looped structure known as a lariat as shown in Fig. 1 . Splice sites are the invariant sequences in introns that mostly hold GU and AG di-nucleotides at 5'ss and 3'ss ends, respectively [3] . These invariant nucleotides play a significant role in splicing. Therefore, mutating any of these nucleotides can hamper the splicing and have a big effect on the results of the protein production.
For example, the suspected breast cancer gene BRCA1 produces several variants that might be the main reason for developing tumor. Most of these splice variants in BRCA1 result from mutations in consensus intronic splice acceptor and donor sites. The resultant mutations of exon skipping that cannot maintain the original translation reading frame generate premature stop codons which results nonsense-mediated mRNA degradation (NMD) [4] , [5] , [6] , [7] , [8] .
Developing a computational model for identifying the branch point is a challenging task because of the variation in nucleotides around the branch point and the existence of more than one branch point in some cases [9] . In recent years, researchers have put a lot of effort into finding and predicting branch points in vivo because of difficulties in wet experiments. In addition, sequencing the lariats that characterize the branch points degrade quickly and it is very rare that these lariats appear in sequencing experiments.
It has been found that the branch point is usually located near 3'ss and large number of the branch points is Adenine (78.4%). [10] .
Recently, few computational models for branch point prediction have been proposed and provided promising results. ''SVM BP finder'' has been proposed by [11] . In this work sequence conservation and positional bias have been used, in addition, SVM model has been created and complemented with poly-pyrimidine tract features. Zhang et al. [12] have used ensemble learning for branch point prediction. They have used different ensemble learning methods with different feature representations as input such as di-nucleotide profile, position weight matrix profile, Markov motif profile and poly-pyrimidine tract profile. Branchpointer has been proposed by Signal et al. [13] . In this work, handcrafted features have been extracted and gradient boosting machine (GBM) has been used for classification. High-confidence branch points have been also used from Mercer et al. benchmark [9] . Labranchor has been proposed by Paggi and Bejerano [14] . In this model, long short term memory has been utilized for mapping between the RNA sequence and the branch points. They have used high-confidence branch points from Mercer et al. benchmark [9] . Deep learning has been utilized for solving RNA splicing tasks [15] such as alternative splicing by which the authors have utilized distributed feature representation and convolution neural network.
In this study, we propose a hybrid deep learning model based on dilated convolution and bidirectional long shortterm memory (Bi-LSTM). Fig. 2 illustrates the detailed architecture of the proposed model. The main input of the proposed model is the raw RNA sequence. In addition, we test adding different types of features such conservation rate [16] , di-nucleotide, and U2 binding energy. We use two publicly available datasets. The first dataset has been released recently by [17] and it is denoted by DS1. The second dataset has been proposed by [9] and it is denoted by DS2.
The proposed model outperforms the state-of-the-art methods in both datasets in terms of the ROC-AUC and prAUC. More specifically, the proposed model for DS1 achieved 97.29% and 67.08% of ROC-AUC and prAUC, respectively and for DS2 achieved 96.86% and 69.62% of ROC-AUC and prAUC, respectively.
The rest of the paper is organized as follows: The proposed method and implementation details are given in Section II. Datasets description and preparation are given in Section III. The results of the proposed model are given in Section IV. This paper is concluded in Section V.
II. METHODOLOGY
A hybrid model consisting of convolution neural network and recurrent neural network has been proposed. This model comprises two features. Firstly, the best practices of the modern deep learning architectures such as dilation, and long short-term memory have been considered. Secondly, extensive evaluation of the proposed model on two publicly available datasets benchmarks has been carried out. The architecture of the proposed model is shown in Fig. 2 The proposed model takes a single raw genomic sequence s = {s 1 , . . . , s n }; s i ∈ {A, C, G, U } as an input, where n=70 and represents the length of the input sequence, and outputs a vector of the same length containing the probability that each nucleotide is a branch point. In this work, we consider the point with the highest output probability as a branch point. The input of the model is one-hot encoded and represented as one-dimensional vector with four channels. The length of the vector n=70 and the four channels are A, C, G, and U. More specifically, A is represented as (1 0 0 0), C is represented as (0 1 0 0), G is represented as (0 0 1 0), and U is represented as (0 0 0 1).
Dilated convolution [18] gives a practical solution when applying multiple convolution layers with same kernel size k without using pooling. As the normal convolutional layer looks at a history with size linear in the depth of the network, dilation convolution can utilize larger receptive fields. In our problem, we try to extract a high-dimension representation of the input sequence by applying convolution without losing the spatial dimension. Thus, dilated convolution enables having multiple convolution layers and exponentially large receptive field. Formally, the dilated convolution operator F on element s of the sequence is defined as
where k is the kernel size and d is the dilation rate. Thus, dilation introduces a fixed step between every two adjacent kernel taps. By setting d=1 the dilated convolution is trivially a normal convolution operation. Wider dilation results in representing an output of a wider range of inputs at the top level. As a result it expands the receptive filed of a convolution layer. Dilation rate increases exponentially with the depth of the network. This insures that all inputs are considered during training. All dilated convolutions are followed by batch normalization [19] and rectified linear unit (ReLU) [20] where ReLU (x) = max(0, x). An illustration of dilation convolution is shown in Fig. 3 . Filter size is k=3 and dilation rate d=1,2,4. It can be seen that all values of the input sequences are covered by the receptive field.
After transforming input sequence into new feature space representation using dilated convolution a recurrent neural network has been used. It creates an internal states of the network due to the connections between its units that form a directed cycle. Thus, it exhibits spatial behavior or dynamic temporal. A bidirectional long short-term memory (Bi-LSTM) combines the outputs of two RNNs. Thus the input sequence is processed from both directions left to right and right to left. Using Bi-LSTM helps in capturing long-term dependencies as LSTM blocks can remember values of an arbitrary length of time.
Bi-LSTM has shown an outstanding performance in different domains such as speech recognition [21] , phoneme classification [22] , human action recognition [23] and machine translation [24] . In the LSTM cell [25] , the forget gate is used to decide which information should be removed based on previous inputs, input gate decides which information should be stored for the next layer and updates the current state value. The output is decided by the output gate that decides which parts of the state value that should be outputted. These steps are formulated in the following equations. Let {X } T t=1 be the input, {h} T t=1 the hidden states, {C} T t=1 cell states and {O} T t=1 the output sequence. Thus:
where is the element-wise multiplication. The σ is the logistic sigmoid function that squashes the output to range 0 and 1, tanh function outputs values ranging between −1 and The detailed architecture of the proposed model is given by Table 1 . This model has been built using Keras framework. Nesterov Adam optimizer has been used. The learning rate, batch size, and number of epochs have been set to 0.0007, 512, and 300, respectively. The developed web server has been built by Flask library, Python programming language.
III. DATA DESCRIPTION AND PREPARATION
The proposed model has been trained and evaluated on the branch point dataset provided in 2018, April by Pineda and Bradley [17] as multi-label regression task. It has been built by analyzing 1.31 trillion reads from 17,164 RNA sequencing datasets. This dataset reports more branch points than all previous branch point datasets with different levels of confidence: Low, Medium, and High where the number of sequences for each category is 47,894, 8220, and 130,294 samples, respectively. These levels of confidences are based on specific conditions that are explained by [17] . Therefore, this dataset has been mainly considered while building the proposed computational model. We refer to this dataset as DS1 in this paper. In addition, the proposed model has been evaluated on the branch point dataset provided by Mercer et al. [9] . This dataset provides the first annotation map of high confidence branch point by using exoribonuclease digestion and targeted RNA-sequencing. This dataset consists of 59,359 high confidence branch points within 10,000 human genes. We refer to this dataset as DS2 in this paper. Note that DS1 is more comprehensive and accurate than DS2. However, DS2 has been used for comparing the proposed model quantitatively with the state-of-the-art models. Fig. 4 shows the distribution of the nucleotides in the branch point sequences in DS1. In addition, Fig. 5 shows the distribution of the branch points reported by DS1. It can be seen that most of the branch points are Adenine (A) and the location of the branch points is near to 3'ss.
Bed files of high confidence branch points have been downloaded from [17] for DS1 and [9] for DS2. Introns have been extracted using Gencode 19 annotation file (https:// www.encodeproject.org/files/gencode.v19.annotation/) with the downloaded branch points bed files. The introns sequences that have branch points located between 5 to 60 nucleotides upstream of 3'ss have been selected. Dataset has been divided as follows: Chromosome 1 has been reserved for testing, Chromosomes {2,3, 4 and 5} have been reserved for validation, and the remaining chromosomes have been used in training. Table 2 shows the numbers of sequnces used for each dataset. The length of the input sequence has been set to 70nt.
Different features have been integrated into the proposed model such as conservation, di-nucleotide, and binding energy of branch points sites.
A. CONSERVATION SCORE
Conserved sequences are the identical or similar sequences in RNA/DNA across multiple species. To identify conserved elements, a famous computer program based on hidden Markov model, called in brief phylo-HMM, has been used. Most of the functional regions has shown to be included in conservation element groups. The conservation score related to each nucleotide in our dataset has been extracted from the phylo-HMM file (http://genome.ucsc.edu/cgi-bin/ hgTrackUi?db=hg19&g=cons100way). Thus, the input shape of the proposed model is 70 × 5.
B. DI-NUCLEOTIDES
It has been shown by Zhang et al. [12] that di-nucleotide carries helpful information in branch point prediction. Thus, using di-nucleotides has been considered in the proposed model. For example, it has been shown that 77% of the regions between 3'ss and branch points in DS2 do not include AG di-nucleotide [9] . The (A, C, G, and T) results in 16 different combinations of di-nucleotides. These combinations have been represented by 4-bit vectors such as AA: 0000, . . ., TT:1111. Thus, the input shape of the proposed model in this case is 70 × 8.
C. BINDING ENERGY OF BRANCH POINT SITES
With measuring the number of hydrogen bound between the dataset samples which are prepared in nonamer (9 k-mer) shape, and the conserved sequence in U2 spliceosomal snRNA, we could obtain features called U2 binding energy. These features show the regions in introns that are important for U2 snRNA. In order to prepare this feature we use Vienna RNA package [26] and the motif reserved in U2 snRNA(GUGUAGUA) [9] . We prepare the nonamer from dataset sequences with the removed branchpoint, then by Vienna RNAcofold we measured the energy between the prepared nonamers and the reserved motif in U2 snRNA. Thus, the input shape of the proposed model is 70 × 5.
Additional combinations of input features have been studied such as raw RNA + Binding Energy + di-nucleotide, raw RNA + Binding Energy + conservation rate, and raw RNA + di-nucleotide + conservation rate.
IV. RESULTS

A. QUANTITATIVE RESULTS
The performance of the proposed model is measured quantitatively using ROC-AUC and prAUC. The best performing model is considered based on the prAUC(-18,-45) as most of the branch points exist in this region. The proposed model has been compared with Labranchor [14] . Note that Labranchor [14] has been trained on DS2 only because DS1 has not been released yet. Therefore, we have trained their proposed model on DS1 in order to compare the performance of our proposed one. We have tested different input features as explained in the Section III. Table 3 shows the performance of the proposed model using different input features. It can be seen that the best performing model is based on the combination of raw RNA sequence and di-nucleotide. Fig. 6 and Fig. 7 show the prAUC and ROC-AUC of the proposed model that uses raw RNA and di-nucleotide as input.
The comparison results of the proposed system and LaBranchor [14] are shown in Table 4 . It can be seen that our proposed model outperforms the state-of-the-art model LaBranchor [14] . More specifically, the prAUC has improved in the region (−18, −45) and whole region, the 70nt, by 0.85% and 0.88%, respectively. In addition, the probability of each nucleotide in the branch point sites has been calculated and it is shown in the stacked Fig. 8 . It can be seen that our proposed computational model predicts similar distribution for nucleotide probabilities that are reported by DS1. We can see more concentration of the proposed model on (UNA) pattern which is the most important pattern as reported by DS1 and DS2.
We show more detailed information in the Fig. 9 where we show the predicted and reported probability of each nucleotide in the branch point site.
Finally, the learnt motifs by the proposed model for the branch points are shown in Fig. 10 . The Fig. 10 has been prepared by taking three different probabilities for branch point 0.5, 0.7, and 0.9. The proposed model has been compared with the latest published methods: SVM-BPfinder, branchpointer, and LaBranchor using DS2. The comparison results are shown in Table 5 . It can be seen that our proposed model outperforms the state-of-the-art models. More specifically, the prAUC has improved in the region (−18, −45) and whole region, the 70nt, by 0.9% and 0.89%, respectively.
The detailed results of DS2 are given in the supplementary.
B. VARIANTS
Variants prediction has been also studied by our proposed model. ClinVar has been used for evaluating the performance of our proposed model for predicting genomic variation in branch point sites [27] . Clinvar variants (https://www.nc bi.nlm.nih.gov/clinvar/) have been downloaded with precise endpoints based on Genome Reference Consortium Human Build 37 (GRCh37) and annotated by SnpEff tool [28] . The variants with high putative impact, that have disruptive impact on the protein such as causing non-functional protein, have been kept while low, moderate, and modifier variants have been removed. The high putative impact variants have been aligned with DS1 which resulted of a subset from DS1. The variants in that subset have been studied using our proposed model and compared with reported ones by ClinVar. Fig. 11 shows the results of aligning the predicted variants of our proposed model and the reported ones by ClinVar. It can be seen, for example, that our prediction agrees completely with ClinVar variants at position −4 and position +2 with respect to the branch point. In addition, our proposed model reports a similar variants to ClinVar ones such as the variants at the position +6 with respect to the branch point. This illustrates the potentiality of our proposed model to predict new variants. To further evaluate the ability of our proposed model in variants prediction, we have studied the variants that are reported in epilepsy disease. We have chosen the top 5 genes that are related to epilepsy disease as reported in (http:// www.wzgenomics.cn/EpilepsyGene/) by using SnpSift tools [29] . Fig. 12 shows the comparison results of our proposed model variants and the reported ones in epilepsy disease. It can be seen that our proposed model detects similar variant at position +2 with respect to the branch point.
C. WEB SERVER
We have established a web server for branch point selection based on our proposed model. It enables studying a branch point for single sequence or multiple sequences given in fasta format. Fig. 13 shows the home page of the web server. The detailed explanation of using the web server is given in the supplementary file.
V. CONCLUSIONS
In this study, a novel computational model for branch point selection has been proposed. The proposed model combines dilated convolution neural network and recurrent neural network. The proposed model has been evaluated on two publicly available datasets and outperformed the state-ofthe-art results. In addition, we have shown that our proposed model has a potential to detect new variants. Finally, a user-friendly web server for the proposed model has been constructed and made available at (https://home.jbnu.ac.kr/ NSCL/rnabps.htm).
