. Carbon dioxide in silicate melts at upper mantle conditions: Insights from atomistic simulations. Chemical Geology, Elsevier, 2015Elsevier, , 418, pp.77-88. <10.1016Elsevier, /j.chemgeo.2015.02.027>. <hal-01130246> . With regard to the structure of the CO 2 -bearing melts, it is shown that the carbonate ions modify the silicate network by transforming some of the oxygen atoms into bridging carbonates, non-bridging carbonates, and free carbonates, with a distribution depending on the melt composition. In the basaltic melt a majority of carbonate ions are non-bridging or free, whereas in the kimberlitic melt, most of the carbonate ions are under the form of free carbonates linked to alkaline earth cations. Surprisingly, the addition of CO 2 only has a weak influence on the diffusion coefficients of the elements of the melt. The consequence is that the strong enhancement of the electrical conductivity reported recently for carbonated basalts (Sifré et al., 2014, Nature 509, 81), can be reproduced by simulation only if one assumes that the ionic charges assigned to the elements of the melt depend, in a non-trivial way, on the CO 2 content. Finally, a comparison of the FPMD calculations with classical molecular dynamics simulations using an empirical force field of the literature Sator, 2011, GCA 75, 1829) shows that the latter one needs some improvement.
INTRODUCTION
Evidence of CO 2 -rich magmas in the upper mantle are well documented. For instance, the observation of extended volcanoclastic deposits at some ocean spreading centers suggests that an explosive subaqueous volcanism with magma disruption can be driven by CO 2 -rich melts (Hékinian et al., 2000;  speciation which may exist either as molecular CO 2 or as carbonate ion ( ), the molecular form being favored in polymerized (silicic) melts while the carbonate ion is dominant in depolymerized (basic and ultrabasic) melts. However, it has been suggested (Morizet et al., 2001; Nowak et al., 2003; Spickenbom et al., 2010; Konschak and Keppler, 2014 ) that the CO 2 speciation observed in quenched glasses by IR spectroscopy may not be representative of that in silicate melts equilibrated at high temperature: in particular, the abundance of molecular CO 2 could be underestimated in the liquid at magmatic temperatures.
Recently, in introducing an empirical force field to describe the chemical reactivity of CO 2 in silicate liquids (CO 2 +(O 2-) melt ↔ ), it has been possible to evaluate by classical molecular dynamics (MD) simulation the solubility and speciation of CO 2 in silicate melts in various compositions . The conclusions of these MD calculations are twofold: (i) The solubility of CO 2 increases markedly with the pressure and reaches value as high as ~20 wt% in basaltic melts at 8 GPa, and (ii) the proportion of molecular CO 2 is found to be significant in CO 2 -saturated basic and ultrabasic melts at superliquidus temperature and high pressures, a result at variance with post mortem analyses of basaltic glasses where only carbonate ions are detected. To check the consistency of the above MD calculations and to get some new insights we have performed first-principle molecular dynamics simulations (FPMD) of CO 2 -rich basaltic and kimberlitic melts. The results of these FPMD simulations based on the explicit evaluation of the electronic structure are presented here. In particular, the effect of CO 2 on the structure, the diffusion of elements, and the electrical conductivity of basaltic and kimberlitic melts has been evaluated.
COMPUTATIONAL DETAILS
The core of a classical MD calculation consists of solving iteratively the equations of motion of an assembly of atoms interacting via a force field. The latter one can be empirical (i.e. adjusted so as to reproduce some properties of the real material) or is obtained from a fit of a potential energy surface deduced from a quantum chemical calculation of a small part of the system under consideration (e.g. a monomer or a cluster of atoms). A more rigorous method, named FPMD, relies on the implementation of a
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4 molecular dynamics schema within an electronic structure calculation performed in the framework of the density functional theory (DFT). However, the computational cost of this method is very high and restricts its use to relatively small system sizes (a few hundred of atoms instead of several thousand or more with classical MD simulations) and short trajectories (10~100 ps instead of ~10 ns with classical MD).
In the present case, the FPMD simulations were performed within the DFT framework and the BornOppenheimer approximation using the freely available program package QUICKSTEP/CP2K (VandeVondele et al., 2005a) . QUICKSTEP uses a hybrid Gaussian plane-wave (GPW) method (Lippert et al. 1997) . We employed a triple-zeta valence doubly polarized (TZV2P) basis set for oxygen and carbon (VandeVondele et al. 2005b ). For Ca, we used the double-zeta valence plus polarization (DZVP) basis set optimized for molecules (VandeVondele et al., 2007) . Core electrons were replaced by the GoedeckerTeter-Hutter (GTH) norm-conserving pseudo-potentials (Goedecker et al., 1996; Hartwigsen et al., 1998; Krack, 2005) . The cutoff for the electronic density was set to 700 Ry and the gradient corrected exchangecorrelation functional BLYP (Becke, 1998; Lee et al., 1998) was used in the DFT calculations. van der Waals interactions were taken into account using the schema DFT-D2 (Grimme, 2006) . Constant temperature conditions were imposed by a Nosé-Hoover thermostat chain (Nosé, 1984a, b) . The time step in the FPMD simulations was 0.5 fs, and the simulations were run for ~22 ps. The simulation cell was periodically replicated in three dimensions and contained 640 atoms for describing the CO 2 -bearing silicate melts and about 460-470 atoms for the CO 2 -free melts (see Table 1 for the investigated chemical compositions and the discussion below).
The results of FPMD simulations were compared to those generated by classical MD simulations and based upon the empirical force field developed by Guillot and Sator (2011) for the multi component system (CO 2 -SiO 2 -TiO 2 -Al 2 O 3 -Fe 2 O 3 -FeO-MgO-CaO-Na 2 O-K 2 O). This force field (see Table 1 in Guillot and Sator, 2011) allows one to deal with the chemical reaction, CO 2 +(O 2-) melt ↔ , where a CO 2 molecule reacts with an oxygen atom of the silicate melt to produce a carbonate ion (and vice versa) . It was implemented into the DL_POLY 2.0 code for MD simulations (Smith and Forrester, 1996) in which the equations of motions for atoms were solved with the Verlet algorithm with a time step of 1 fs. The simulation box, composed of the same number of atoms as in FPMD calculations (see Table 1 ), was replicated in 3D and the long range coulombic interactions were evaluated by a Ewald sum. MD
5 calculations were performed in the microcanonical ensemble (NVE) for evaluating dynamical properties, and in the canonical ensemble (NVT), or in the isothermal-isobaric ensemble (NPT), for determining the thermodynamic properties. The cost in computer time being much smaller than for FPMD calculations long simulation runs were performed for a better statistics (up to 10,000 ps or 10 ns).
Silicate melts from the CaO-MgO-Al 2 O 3 -SiO 2 (CMAS) system were chosen for our simulations because they have been used since long as realistic models for investigating the properties of natural magmas over a large composition range (Scarfe et al., 1983; Rivers and Carmichael, 1987; Rigden et al., 1988; Courtial and Dingwell, 1999; Shaw, 2004; Ai and Lange, 2008) . Moreover, as these melts are ironfree their investigation avoids to deal with the iron redox, a difficult task when using FPMD calculations.
The role of CO 2 on deep melting in the upper mantle has been enlightened thanks to partial melting experiments in the system CMAS-CO 2 (Wyllie and Huang, 1975; Eggler, 1976; Canil and Scarfe, 1990; Dalton and Presnall, 1998; Gudfinnsson and Presnall, 2005; Keshav and Gudfinnsson, 2010; Keshav et al., 2011) . Gundfinnsson and Presnall (2005) have shown that the partial melting at 3-8 GPa of a silicatecarbonate phase assemblage involving garnet lherzolite in equilibrium with CO 2 -bearing melts yields a continuous gradation in melt composition with temperature from carbonatitic to kimberlitic and basaltic.
For instance at 7.6 GPa and 1973 K the melt in coexistence has a kimberlitic composition (35.8 wt.% SiO 2 , 2.8 wt.% Al 2 O 3 , 36.6 wt.% MgO and 24.8 wt.% CaO in a CO 2 -free basis) with 20.6 wt.% CO 2 . We have chosen to investigate by FPMD simulation this kimberlitic composition with 20.6 wt.% CO 2 , but at a slightly higher temperature (2073 K). Notice that the melt is likely undersaturated in CO 2 at the investigated thermodynamic conditions because there is no evidence of a vapor phase in the experimental data of Gudfinnsson and Presnall (2005) . Furthermore, the evaluation by classical MD simulation of the solubility of CO 2 in this kimberlitic melt, in using the procedure of Guillot and Sator (2011) where a silicate melt of a given composition is in equilibrium with a supercritical CO 2 fluid, yields a solubility of about 25 wt% CO 2 at 2073 K and 8 GPa, a solubility value slightly higher than the CO 2 content found in the experimental melt.
As one of our goal is to investigate the effect of the melt composition on the CO 2 speciation, we have also simulated a basaltic composition in the CMAS system (namely, 49.1 wt.% SiO 2 , 17.4 wt.% Al 2 O 3 , 17.3 wt.% MgO and 16.2 wt.% CaO), one of the melts investigated by Shaw (2004) in quartz dissolution experiments and which exhibits a relatively low liquidus temperature (~1753 K). For convenience, the
calculations have been performed at 8 GPa and 2073 K with a CO 2 amount of 20 wt.%, a value which nearly corresponds to CO 2 saturation, according to our own evaluation of the CO 2 solubility in this melt by MD simulation (not shown). Note that in a recent experimental study aiming to evaluate the CO 2 solubility in silicate melts at high pressure (Amalberti et al., 2011) , it was concluded that the CO 2 solubility in andesitic to basaltic composition at 1873 K and 8.5 GPa is higher than ~14 wt.%.
We first performed classical MD simulations for the two melts under investigation in using the force field and the computational methodology of Guillot and Sator (2011) . At 8 GPa and 2073 K, the CO 2 -bearing basaltic melt has a density of 3.04 (±0.03) g/cm 3 and that of the kimberlitic composition is 3.03 (±0.03) g/cm 3 whereas the densities of the CO 2 -free melts at the same thermodynamic conditions are 3.22 (±0.03) and 3.20 (±0.03) g/cm 3 , respectively. In Table 2 is given a comparison with PVT data of the literature. In the case of CO 2 -free melts, a good agreement is obtained with the compressibility data of Ai and Lange (2008) and Asimow and Ahrens (2010) for CMAS basalts and with the equation of state of for a dry peridotite. In the case of CO 2 -bearing melts, a few experimental studies have been devoted to the volumetric properties of carbonated magmas (Ghosh et al., 2007; Sakamaki et al., 2011; Duncan and Agee, 2011; Seifert et al., 2013) . A relevant quantity is the partial molar volume of carbon dioxide, which, in a first approximation, can be evaluated from the difference between the densities of the two melt compositions (with and without CO 2 ) at the same thermodynamic conditions. One sees in Table 2 that the value of is similar in the two simulated melts and is compatible with that measured in various carbonated magmas. However, our evaluation is in general a little bit lower than the experimental data, may be a bias due to the approximation made ( is evaluated from the difference in density between the two melts and not from the derivative with respect to CO 2 concentration) which is likely less accurate for the CO 2 -rich melts investigated here.
In order to save computer time, the FPMD calculations were not initiated from a randomized configuration but from atomic configurations generated with classical MD simulations. In order to avoid, as far as possible, a memory effect in carrying out FPMD calculations, the starting configuration for CO 2 -bearing melts did not correspond to a chemically equilibrated state (i.e. the ratio of CO 2 molecules to carbonate ions in the starting configuration was fixed arbitrarily to ~1.0). Moreover, the FPMD calculations
being performed in the canonical ensemble (NVT), the value assigned to the density of the melt under investigation was obtained from a classical MD simulation run in the isothermal-isobaric ensemble at T = 2073K and P = 8 GPa (i.e. 3.22 and 3.20 g/cm 3 for CO 2 -free basalt and kimberlite, and 3.04 and 3.03 g/cm 3 for the corresponding CO 2 -bearing melts). After a few ps of equilibration the FPMD pressure stabilized at about 12 ± 2 GPa in the CO 2 -bearing melts, around 11 ± 2 GPa in the CO 2 -free basaltic melt, and around 13 ± 2 GPa in the CO 2 -free kimberlitic melt. Thus the pressure deduced from FPMD calculations is systematically higher than that obtained with classical MD simulations. In CO 2 -free related melts, classical MD simulations give a pressure value closer to experiment (see Table 2 for a comparison). With regard to CO 2 -bearing melts, the rare density data on carbonated magmatic compositions (Ghosh et al., 2007; Sakamaki et al., 2011; Duncan and Agee, 2011; Seifert et al., 2013) are not sufficiently documented to evaluate further the accuracy of our results. However, both methods lead to the same value for the CO 2 partial molar volume (see Table 2 ), because for both of them there is no pressure change between the CO 2 -free and the CO 2 -bearing melt.
RESULTS
3.1 CO 2 speciation and structure of the melt.
The speciation of CO 2 was evaluated by counting at each time step of the simulation (FPMD or classical MD) the number of CO 2 molecules and the number of carbonate ions ( ) present in the simulation cell. The running value of the ratio, , evaluated along the FPMD simulation is shown in Fig.1 (lower panel) for the basaltic and the kimberlitic compositions. This ratio first decreases rapidly in the first 1~2 ps and seems to stabilize around a stationary value characterized by large statistical fluctuations. The amplitude of these fluctuations is directly related to the small number of simulated particles (here N=640) as it scales with the square root of this number. A drastic decrease of the statistical noise (let us say by a factor of 10) would require to simulate a system size (e.g. N=640×100)
intractable by FPMD calculation with usual computing resources. Furthermore, at first view the simulation time seems to be too short (~22 ps) to assure that equilibration is reached. Unfortunately, ab initio calculations being very highly demanding in computing resources, it is not possible to carry on the FPMD calculation over a much longer simulation time (e.g. 100 ps or more). Hence, it is necessary to get some
clue from other sources of information. Therefore we have evaluated the time evolution of the concentration ratio R by classical MD over a simulation time of 1 ns (i.e. ×50 as long as the FPMD simulation time). The running value of R exhibits a fast decay in the first few ps leading to a steady state after roughly 15 ps (see upper panel in Fig.1 ), a steady state characterized by statistical fluctuations as large as those observed with FPMD calculations since the system size is the same in the two calculations. In fact, very little information is gained when the simulation run is continued far beyond 20 ps (see the insert in Fig.1 ). This is confirmed by an analysis of the statistical fluctuations based upon the evaluation of the correlation time associated with the self-correlation function of the concentration ratio (<R(t)R(0)>). This self-correlation function (not shown) decreases exponentially with a decay time equal to 3.7 ps, which means that beyond this time, R(t) reaches rapidly its equilibrium value in exhibiting uncorrelated fluctuations around this value.
Another information comes from the theory of chemical kinetics (Benson, 1960) which stipulates that for a second order reaction ( , the time evolution of the concentration ratio R is monoexponential with a decay time depending at once on the rate constants k 1 and k 2 , and on the initial concentrations of the reactants (for details see Benson, 1960) . A rapid look at Fig.1 shows that the time evolution of R(t) issued from the FPMD or the classical MD calculations follows the kinetics law (the rate constants and have been fitted to reproduce at best the initial decay of R(t)). The important conclusion is that the steady state is reached after a few ps only, the reaction kinetics developing essentially at short times without exhibiting a long time contribution.
In summary, we believe that our FPMD calculations lead to a reasonable estimation of the concentration ratio R in spite of large statistical fluctuations generated by the small number of simulated atoms. Thus, the average of R, evaluated in leaving out the fast initial decay (i.e. in averaging over the time range between 2 and 22 ps, see Fig.1 ), is equal to 0.15 ± 0.08 in the basaltic melt while it amounts to 0.02 ± 0.02 in the kimberlitic melt. For comparison, a proportion of CO 2 molecules about ~0.23 ± 0.08 is found in the basaltic melt simulated by classical MD, whereas in the kimberlitic composition the proportion of CO 2 molecules is found to be slightly lower (~ 0.18 ± 0.08). These latter results were obtained in performing the MD calculations at the same density than the FPMD ones (see Table 1 ). But knowing that the CO 2 speciation evolves significantly with the pressure (after Guillot and Sator (2011) , the higher the pressure, the lower the proportion of CO 2 molecules in the melt) we have re-evaluated the concentration ratio R by classical MD at P = 12 GPa (instead of 8 GPa), i.e. at the pressure reached in the FPMD calculations. As expected the proportion of CO 2 molecules decreases upon increasing the pressure to 12 GPa and equilibrates about ~ 0.11 ± 0.06 in the basaltic melt and about ~ 0.08 ± 0.05 in the kimberlitic composition.
Thus, with regard to the basaltic composition, the two calculations (FPMD versus MD) give similar results for R when one takes into account the uncertainty on the pressure. Hence one may conclude that at superliquidus temperature and high pressure a non-negligible proportion of CO 2 molecules (more than 10 %) are present in CO 2 -rich basaltic magmas. In contrast the effect of the melt composition on the CO 2 speciation is much more marked with FPMD than with MD since the concentration in CO 2 molecules decreases strongly with FPMD in going from basaltic to kimberlitic composition (by roughly one order of magnitude) whereas it decreases very little with MD. This finding suggests that the empirical force field used to describe the reactivity of CO 2 in silicate melts by classical MD needs to be improved. explaining the high solubility of CO 2 in pure molten carbonates (Claes et al., 1999) and gas phase ab initio calculations have shown that is energetically stable (Peeters et al., 1999a,b; Bruna et al., 2011) .
Since then, it has been observed with Raman spectroscopy in exposing molten carbonate mixtures to a CO 2 atmosphere (Zhang et al., 2013) . The occurrence of a pyrocarbonate ion comes from the association of a CO 2 molecule with an anion or equivalently, an oxide ion of the melt captures two CO 2 molecules to
. The analysis of the FPMD-generated atomic configurations
shows that the dianion is (on average) symmetrical with a most probable R C-O* distance between the central oxygen atom O* and the two carbon atoms equal to 1.42 A, the two lateral CO 2 units being equivalent with a C-O bond length about 1.23 A and a O-C-O angle of ~125° (see Fig.2 ). However the C-O*-C bridge is bent (with a most frequent angle of ~115°) and exhibits motions of large amplitude (see Fig.2 for the distribution in O*-C distance). These results are in good agreement with gas phase ab initio calculations of the free dianion (e.g. R C-O* ~1.44 A, R C-O ~1.26-1.27 A, C-O*-C ~134°, and O-C-O ~130°, according to Peeters et al., 1999b) . Notice that the occurrence of pyrocarbonate ions in the basaltic melt is also predicted in our classical MD simulation, but in a much smaller proportion (~0.4 %).
An important question that can be investigated with the help of the FPMD calculations concerns the solvation structure of carbonate ions (and CO 2 molecules) in silicate melts. To quantify the melt structure at the atomic scale it is usual to evaluate the atom-atom pair distribution functions (PDF), g ij (R), where i and j are atoms of species i and j, and R is the distance between these atoms. In a PDF curve, the successive peaks correspond to the successive shells of neighbors around a given atomic species and the minima between peaks delimit the extension of the shells (Billinge and Kanadzitis, 2004) . However, the absence of a long range order in a liquid makes that the successive peaks in the PDFs are rapidly damped beyond a few molecular diameters. To quantify the local structure around CO 2 and species, we have evaluated the PDFs between the carbon atom and the elements of the silicate melt (in Fig.3 , the full curves were obtained from the FPMD calculations by averaging over the time range 2-22 ps where the CO 2 /CO 3 ratio is approximately constant as shown in Fig.1 ). Thus in the basaltic composition, the carbon-oxygen PDF, g OC (R), exhibits an intense and narrow first peak corresponding to the C-O bond length in CO 2 molecules and in carbonate ions at 1.16 and 1.27 A, respectively. In the kimberlitic melt only the C-O bond length associated with the carbonate ion appears in g OC (R) at 1.27 A since the concentration in CO 2 molecules is vanishingly small in this melt. The second peak seen in g OC (R) is broad in the two melts and presents a maximum at about
3.6 A. The latter one corresponds to oxygens of the first solvation shell around a C-species (CO 2 or ) which are not chemically bonded with it. With regard to g OO (R), the shoulder occurring on its low-r flank at about 2.30 A is produced essentially by the O-O intramolecular distances in ions (as for the O-O distance associated with CO 2 molecules in the basaltic melt, it falls in the same range). In passing one notices that the PDFs, g OO (R) and g OC (R), issued from the classical MD simulations (see the dotted curves in Fig.3) are close to those obtained from FPMD calculations except for the position of the O-O peak (~2.0 A instead of ~2.30 A by FPMD), a deviation due to the force field used in classical MD simulations in which the carbonate ions are described as slightly asymmetrical (see Guillot and Sator, 2011) .
With regard to the correlations between the C-species and the network forming cations (Si and Al), the first peak centered at about 2.7 A in g SiC (R) and 2.8 A in g AlC (R) corresponds to C-O..Si and C-O..Al bonds between a carbonate ion and a Si or Al atom. One notices a high selectivity of Al with respect to carbonate ions in the basaltic melt (see below). As for the mean distances R CaC = 3.1 A and R MgC = 2.9 A between a carbonate ion and the closest alkali earth cations (Ca and Mg), as evaluated from the position of the maximum of the first peak in g CaC (R) and g MgC (R), they are quite similar to those observed in molten carbonates (see Vuilleumier et al., 2014) . It is noteworthy that the classical MD simulations predict a stronger binding of carbonate ions with Si in the two melts and a lower binding with Al in the basaltic melt whereas the Ca-C and Mg-C correlations are more pronounced in FPMD calculations.
In order to further describe the solvation structure around species, we have evaluated the proportion of bridging (BC), non-bridging (NBC) and free carbonate ions (FC). A carbonate ion is defined as a BC or a NBC if it is connected to two or one, respectively, network-forming cations (Si or Al) of the melt.
Alternatively, a carbonate ion is a NBC if it is connected to only one network-forming cations. In the case where a carbonate ion is connected to network-modifying cations (Ca or Mg) only, it is a FC. In our calculation an oxygen of the carbonate ion is considered as connected to a network-forming cation if the cation-oxygen separation is smaller than the distance associated with the position of the first minimum shown by the PDF under investigation (e.g. 2.30 A for Si-O and 2.55 A for Si-Al). The proportions of BC, NBC, and FC in the two simulated melts are summarized in Fig.4 The effect of CO 2 on the transport properties of silicate melts is poorly known and somewhat controversial. Brearley and Montana (1989) reported that by adding 0.5 wt% CO 2 in albite melt the viscosity is reduced by a factor of 1.5-1.2 in the pressure range 15-25 kbar at 1400°C whereas no detectable change in viscosity is observed by adding 2 wt% CO 2 in sodamelilite melt at 15-20 kbar and 1450°C. Subsequently, White and Montana (1990) indicated that CO 2 reduces significantly the viscosity of liquid sanidine under all conditions of CO 2 concentration (up to a factor of 7 with 1.5 wt% CO 2 at 25 kbar and 1500°C). Later on, Bourgue and Richet (2001) showed that 3.5 wt% CO 2 could be dissolved at 1 bar in a potassium silicate liquid with 56.9 mol% SiO 2 , leading to a two order of magnitude decrease of the viscosity near the glass transition temperature (~750 K). However, the effect of CO 2 on the viscosity becomes undetectable above ~1,000 K. More recently, Morizet et al. (2007) used differential scanning calorimetry to investigate the effect of CO 2 (in the concentration
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13 range 0.6-2.3 wt %) on the glass transition temperature of jadeite and phonolite glasses and concluded due to the absence of any measurable effect that CO 2 contributes very little to changes in the properties of these melts. In this context it is valuable to investigate the effect of a very high concentration in CO 2 (e.g. ~20 wt %) on the transport properties of the melts investigated here.
Because an accurate evaluation of the viscosity of a silicate melt at around 2100 K by FPMD calculations is out of reach in a reasonable computer time (viscosity is a slowly converging quantity by simulation, see Hess (2002)), we have focused our investigation on the self-diffusion coefficients of the elements of the melt (Si, Al, Ca, Mg and C). Notice that the evaluation of the self-diffusion coefficient of oxygen atoms is inaccurate and has not been reported because of the rapid exchange between the oxygens of the carbonate ions and those of the silicate melt. The self-diffusion coefficients have been evaluated from the relation (Kubo, 1966) ,
where r i is the position of the particle i of species s and the bracket expresses an ensemble average taken over many time origins of the simulation. Notice that the diffusive regime is reached when the time evolution of the mean square displacement (MSD) describes a straight line of slope equal to 1 in a log(MSD) versus log(t) representation. Some examples obtained with FPMD and MD calculations are given in Fig.5 . It is clear that the diffusive regime is established in the 5-10 ps range according to the investigated elements. Values of the self-diffusion coefficients of ions and C-species in CO 2 -free and CO 2 -bearing melt are collected in Table 3 . The uncertainties on D s are rather large with FPMD calculations (± 30%), due to the short duration of the simulation runs (~20 ps), whereas they are much smaller with MD calculations (± 10% for a running time of 10 ns).
In CO 2 -free melts the values calculated from FPMD are compatible with ionic diffusivity data in basaltic liquids and in diopside liquid, the latter one being a good proxy for a depolymerized melt like kimberlite (see Table 3 for a comparison). Notice also that in the two investigated compositions, the calculated diffusion coefficients of the network forming cations Si and Al are not very different from that shown by the network modifying cations, Mg and Ca, a feature due to the high temperature of investigation and which characterizes melts of low viscosity (<< 1 Pa.s). In contrast, in melts of high viscosity (> 1 Pa.s), the latter one is governed essentially by the low diffusivity of structure maker ions, network modifying cations exhibiting much larger self-diffusion coefficients. In fact the viscosity of silicate melts varies strongly with temperature and pressure. When the temperature behavior of the melt viscosity is monotonic (higher the temperature lower the viscosity), the evolution with pressure is more complex and depends on melt composition and temperature. Therefore the viscosity of a MORB melt at 1873 K goes through a minimum value with pressure (around 3.4 GPa after Ando et al., 2003) whereas it decreases steadily at 2023K with a value of about ~0.3 Pa.s at 5.2 GPa (as compared with ~0.8 Pa.s at 1 bar). In contrast, the viscosity of liquid diopside (Reid et al., 2003) and of liquid peridotite (Liebske et al., 2005) at 2073 K go through a maximum with pressure (about 0.5 Pa.s for diopside and 0.16 Pa.s for peridotite at 8 GPa), whereas that of liquid fayalite, a very depolymerized melt, always decreases with the pressure and becomes as low as 0.03 Pa.s at 2073 K and 8 GPa (Spice et al., 2014) . In summary, the viscosity of moderately and highly depolymerized melts is low at high temperature and high pressure and falls within the same order of magnitude (~0.1-1 Pa.s at 8 GPa according to Suzuki et al. (2005) and Mueller et al. (2010) ). Hence, the above viscosity data suggest that the self-diffusion coefficients of structure maker ions in our melts are likely high and of the same order of magnitude that those associated with structure modifier ions, a trend which is observed in the present study.
With regard to CO 2 -bearing melts, an important finding from our study is that the presence of a high concentration of CO 2 (~ 20 wt.%) has virtually no effect on the self-diffusion coefficients of elements in the basaltic melt (see Table 3 ) and a very limited effect in the kimberlitic melt (about a 25-50%
increase of the diffusivity of Si, Al, Mg and Ca). As for the self-diffusion coefficient of carbon atoms, it has practically the same value in the two melts and it is close to the one of Ca. In the basaltic melt we have made an attempt to evaluate the self-diffusion coefficient of molecular CO 2 by following during the simulation run the carbon atoms belonging (transiently) to CO 2 molecules only. The result of this evaluation leads to a value ~1.10 -9 m 2 /s, that is more than twice as high as the one associated with carbonate ions, ~0.4 10 -9 m 2 /s (this value is deduced from the approximate relation, , where x = 0.85 is the proportion of carbonate ion in the melt, and ~0.5 10 -9 m 2 /s, the diffusion coefficient of carbon atoms). Although the uncertainty of this evaluation is high, this result is in agreement with the evaluation of Nowak et al. (2004) in haplobasaltic melts ( ~ 3 at 1673 K and 0.5 GPa with 0.2 wt.% CO 2 ). With regard to the kimberlitic melt, where the concentration in CO 2 molecules is very low, the self-diffusion coefficient of carbon is a good proxy for the one associated with carbonate ions. As for the classical MD calculations it is noteworthy that the values of the self-diffusion coefficients, and especially for Mg and Ca, are markedly larger than those evaluated from FPMD (up to a factor of two or three, see Table   3 ). In fact it is documented (Bauchy et al., 2012) A transport property which plays a key role for interpreting magnetotelluric data in the asthenosphere is the electrical conductivity (for a review Pommier, 2014) . We have evaluated the electrical conductivity of our simulated melts by applying the following relation (Kubo, 1966) 
where V is the volume of the sample, r i is the position of the ion i, z i its electric charge, and the angular brackets again express an average taken over many time origins. As in the case of the selfdiffusion coefficient, the evaluation of the conductivity from Eq.(3) is precise as long as the diffusive regime is reached, i.e. when the mean square displacement of the charges describes a straight line in a log-log representation. In practice the diffusive regime is reached after ~2 ps in the kimberlitic melt and after ~4 ps in the basaltic melt (not shown). However, the statistical uncertainty on is rather large with FPMD (±30%) and much weaker with MD (±10%). In Table 3 are reported the values of obtained considering that the electric charges, z i , assigned to the elements of the melt are equal to the formal values (i.e. z O = -2e, z Si = +4e, z Al = +3e, z Mg = +2e, z Ca = +2e, and = +4e). It is noteworthy that the evaluation of the electrical conductivity by Eq.(3) is precise as long as the charges of the ions are well defined. For instance in a molten salt like NaCl which is fully ionic, the charges associated with Na and Cl can be set equal to +1e and -1e, respectively, and it has been shown that the use of formal charges ( = +2e and = -2e) is also suitable to investigate molten calcium carbonate which behaves as a molten salt (Vuilleumier et al., 2014) . With silicate melts the situation is different (see the discussion below). Table 3 shows that the FPMD conductivities of the CO 2 -free melts at ~11 GPa and 2073 K are high, the kimberlitic composition being more conductive than the basaltic one (~171±50 S/m as compared with ~105±30 S/m). This latter result suggests that the electrical conductivity of Naand K-free melts at high temperature and pressure increases when the degree of polymerization of the melt decreases. The new result is that CO 2 increases very little the conductivity of the basaltic melt (~140±40 instead of ~105±30 S/m), and barely changes that of the kimberlitic melt (~150±45 instead of ~171±50 S/m). In fact, these results are not surprising if one remembers that the diffusion of the elements into the silicate melts is not (or very little) influenced by the presence of CO 2 and that the carbonate ions are not more mobile than Ca and Mg cations (see Table 3 ).
Inspection of

Comparison with electrical conductivity data of carbonated basalts.
From the experimental point of view the electrical conductivity of anhydrous basaltic liquids is about 30 S/m at 2073 K and 1 bar (Waff and Weill, 1975; Tyburczy and Waff, 1983; Ni et al., 2011a) and ~17 S/m at 2 GPa (Tyburczy and Waff, 1983; Ni et al., 2011a ) but its behavior is not known at a higher pressure. With regard to the conductivity of the CO 2 -free kimberlitic composition, at superliquidus temperature and low pressure it is likely of the same order of magnitude than that of ultramafic melts (e.g. 30-50 S/m at 2073 K and 1 bar according to Rai and Manghnani, 1978) , but the evolution with pressure is not documented. Consequently, in keeping in mind the above estimations, one is led to the conclusion that the FPMD calculations (~105-171 S/m, see Table 3 for a comparison) could overestimate by a factor of ~ 4-5 the conductivity of the CO 2 -free silicate melts. With regard to the MD calculations the situation is even worse since the overestimation may reach one order of magnitude (Table 3) .
However, the electrical conductivity has been calculated in assuming that the melt is composed of ions bearing their formal charge (i.e. z O = -2e in Eq. (3), the charge of the cations being deduced from the electro-neutrality of the associated metal oxides). In fact, the interactions between the atoms of the silicate melt are partially ionic and partially covalent with strong polarization effects, and on average the electric charge on each atom is much smaller than the one assigned by standard chemistry. Thus, to take into account in an effective way the complexity of the interactions, the empirical force fields of the literature based upon a rigid ion model (i.e. without ionic polarizability) make use of effective charges which are roughly half of the formal values. For instance the TTAM and BKS potentials (Tsuneyuki et al., 1988; van Beest et al., 1990) , two popular models for describing the various polymorphs of silica and which are fitted on Hartree-Fock calculations of a tetrahedral SiO 4 cluster charge-saturated by four hydrogen atoms, lead to effective charges z O = -z Si /2 = -1.2e. Another approach is to run a classical MD simulation using effective charges and to perform a FPMD calculation for benchmark. From these two calculations and with the help of a minimization procedure (force matching or structure matching), one is able to deduce an optimal set of effective charges to implement in the empirical force field. Following this procedure, Carré et al. (2008) Because the conductivity scales as (see Eq. (3)), its magnitude drops by a large factor (~4.48) when the above effective charges are substituted for formal charges. The conductivity of the CO 2 -free basaltic melt simulated by FPMD now amounts to ~23±7 S/m and that of the CO 2 -free kimberlitic composition about ~38±10 S/m, values which are in a fair agreement with conductivity data on dry basaltic and ultramafic melts at low pressure (~17.5 and 30-50 S/m, see Table 3 ). But this conclusion must be tempered because the effect of the pressure (~11 Gpa is the pressure in the FPMD simulation) on the conductivity of dry basic and ultrabasic melts is not known (however, in albite melt, Ni et al.
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(2011b) have shown that the conductivity tends to decrease when the pressure increases from 1.8 to 6
and 10 GPa, but this decrease is almost cancelled when the temperature is higher than ~2000 K). As for the conductivities deduced from the classical MD simulations, they are still overestimated by a factor ~2-3 (see Table 3 ).
In the CO 2 -bearing melts, the conductivities calculated from FPMD with effective charges (~31±9 S/m for the basaltic melt and ~34±10 S/m for the kimberlitic melt, see Table 3 ) can be compared with the rare data in the literature. Yoshino et al. (2012) have measured the electrical conductivity in a partial melting experiment of a carbonated peridotite (a spinel lherzolite + 1-3 wt% dolomite). At 1700 K and 3 GPa, and at a melt fraction of 20%, the residual melt has an alkali-rich basaltic composition (similar to the one investigated here) with 13 wt% CO 2 . The conductivity of the bulk melt is estimated to be in the range 10-30 S/m (for details see Yoshino et al. (2012) ). Lately, Sifré et al. (2014) Actually, for a suitable comparison between simulation and experimental data we need to extrapolate the latter ones at high T and P. The temperature range investigated by Sifré et al. (2014) allows extrapolating their data from 1700 to 2073 K with a good accuracy (see Fig.6 for an illustration). This extrapolation leads to a strong conductivity increase of the hydrous carbonated HCB-4 composition from ~59 S/m at 1700 K to about ~293 S/m at 2073 K. From this latter value, the A C C E P T E D M A N U S C R I P T conductivity of the corresponding anhydrous carbonated melt can be estimated about ~242 S/m in leaving out the hydrous contribution (~51 S/m, as evaluated from the data of Ni et al. (2011a) ). If we apply the same kind of high-temperature extrapolation to the other hydrous carbonated basalts investigated by Sifré et al. (2014) , one find that the high temperature conductivity of anhydrous carbonated melts varies little with the composition (e.g. at 2073 K and 3 GPa, 216 S/m for HBC-7 with ~16 wt.% SiO 2 and ~18 wt.% CO 2 , and 280 S/m for HCB-9 with ~5 wt.% SiO 2 and ~23
wt.% CO 2 ).
In summary, the conductivity data at our disposal indicate that the electrical conductivity of a basic or an ultrabasic melt at high temperature (e.g. 2073 K) and moderate pressure (e.g. 3 GPa) increases by roughly one order of magnitude when adding 10 to 20 wt.% CO 2 (from 10-30 S/m in CO 2 -free melts to 200-300 S/m in CO 2 -bearing melts), the magnitude of the conductivity being weakly dependent on composition. Clearly our simulation results do not predict this strong increase of the conductivity when adding large CO 2 amounts, although the weak dependence on the melt composition is well reproduced. This discrepancy could be due to the high pressure of the simulated melts (12 GPa instead of 3 GPa for the experimental data). Although, at our knowledge, there is no data on the role of the pressure on the electrical conductivity of CO 2 -bearing silicate melts, an interesting proxy is given by molten calcium carbonate (CaCO 3 ) which is an end member of carbonatites. A recent study (Vuilleumier et al., 2014) has shown that the properties of molten calcium carbonate are very well described by FPMD and MD simulations and especially the viscosity and the electrical conductivity which agree quantitatively with the recent data of Kono et al. (2014) and Sifré et al. (2015) . Thus, the conductivity of liquid CaCO 3 at 2073 K and 3 GPa is about ~320 S/m (Sifré et al. (2015) ), a value very similar to that exhibited by carbonated silicate melts (~293 S/m for the HBC-4 composition of Sifré et al. (2014) , see Fig.6 ). At 12 GPa and 2073 K the conductivity of CaCO 3 is evaluated to be about ~90 S/m (Vuilleumier et al., 2014) , i.e. a value three to four times lower than the value at 3 GPa.
Hence, it is likely that the conductivity of a CO 2 -rich silicate melt decreases with pressure as much as the one of molten calcium carbonate. Indeed, it is difficult to envisage a CO 2 -bearing silicate melt that would be more conductive than molten calcium carbonate at the same T and P.
A C C E P T E D M A N U S C R I P T ACCEPTED MANUSCRIPT 20
Even if a pressure effect of this magnitude is effective on the electrical conductivity of CO 2 -bearing silicate melts (i.e. a drop by a factor of three or four between 3 and 12 GPa), the gap with our simulation results using effective charges is still substantial (~30 S/m by simulation as compared with an estimated value about ~90 S/m). This discrepancy suggests that something is lacking in the evaluation of the conductivity of CO 2 -bearing silicate melts from the simulations. A way to reconcile theory with experiment would be to admit that the ionic charges strongly vary with the CO 2 contents of the melt in evolving between the reduced values (e.g. z O = -0.945e) well suited for describing CO 2 -free silicate melts and the formal values (e.g. z O = -2 e) well adapted to molten salts (incidentally, the value z O = -1.55e, leads to a conductivity about ~90 S/m for the CO 2 -bearing basaltic and kimberlitic melts). A way to circumvent this problem should be to evaluate on the fly of the FPMD simulation the contribution to the conductivity coming from the electronic polarization of the oxygens in the melt.
This can be done in following, for instance, the procedure of Salanne et al. (2008) , but it is costly in computer time and we delay this important task for a future study.
SUMMARY
The use of FPMD calculations has allowed us to quantify the speciation of CO 2 in two CO 2 -rich silicate melts at high temperature and pressure. In the basaltic composition, CO 2 is incorporated under the form of a minority population of CO 2 molecules and a prevailing population of carbonate ions. In contrast, the amount of CO 2 molecules is found to be much weaker in the kimberlitic melt. These results are somewhat different from those predicted from classical MD simulations (see also Guillot and Sator, 2011) , because the effect of the melt composition on the speciation is much more marked in the FPMD calculations in going from the basaltic to the kimberlitic composition. At this stage it is worthwhile to recall that CO 2 molecules are not detected in IR spectroscopy of CO 2 -bearing basaltic glasses because the temperature drop experienced by the quenched sample induces the transformation of CO 2 molecules into carbonate ions (Morizet et al., 2001; Nowak et al., 2003; Spickenbom et al., 2010; Guillot and Sator, 2011) . But it has been recently shown from synchrotron infrared spectroscopy (Konschak and Keppler, 2014 ) that upon heating under high compression, molecular CO 2 re-appears and depolymerized melts likely contain appreciable amounts of molecular CO 2 at temperatures higher than ~1773 K. These observations are in accordance with the present results on basaltic melt. . This dianion, observed in molten carbonate mixtures exposed to a CO 2 atmosphere (Zhang et al., 2013) , could play a role in the valorization of CO 2 in fuel cell technology using molten carbonates (Cassir et al., 2012) .
With regard to the melt structure, it has been shown that the incorporation of carbonate ions into the silicate network reorganizes the latter one by transforming some of the oxygens (BO and NBO) of the network into bridging, non-bridging, and free carbonates. Therefore, in the basaltic melt a majority of carbonate ions are non-bridging or free, whereas in the kimberlitic melt most of them are free (i.e. they are linked to alkaline earth cations) and are not directly connected to the silicate network. This drastic evolution in the solvation structure of the carbonate ions with the melt composition may help to understand the complex behavior observed in melting relations of carbonate-silicate assemblages. As a matter of fact, our calculations suggest that CO 2 -rich silicate melts are composed of two intricate networks, a silicate one, which is more or less depolymerized according to the SiO 2 content, and a carbonatitic one that is fully depolymerized. When the initial SiO 2 content of the melt is low (e.g. a kimberlitic composition), the two sub-networks exhibit roughly the same viscosity as long as temperature and pressure are high. Hence the silicate and the carbonatitic components are expected to be miscible with each other in a large proportion, a finding which can explain the continuous change observed in the melt composition (from carbonatitic to kimberlitic) when increasing the temperature well above the solidus at a pressure exceeding ~3GPa in the CMAS-CO 2 system (Gudfinnsson and Presnall, 2005) .
A different situation occurs at lower temperatures and pressures when the SiO 2 content of the melt is basaltic-like. Then the difference in viscosity between the two sub networks increases markedly (e.g. ~2. Pa.s in basalts at 1673 K and 2 GPa as compared with ~0.006 Pa.s in molten CaCO 3 at the same T-P conditions, see Kushiro (1986) and Kono et al. (2014) ). This large difference in viscosity may trigger a spinodal decomposition leading to a miscibility gap (Cahn, 1965) . For instance, in partial melting experiments of carbonated peridotite in the CMAS-CO 2 system near the solidus at around 2 GPa, the crystalline phase assemblage is found to be at equilibrium with two liquids (and a
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CO 2 vapor) which are silicate (with a low CO 2 abundance) and carbonatitic in composition (Keshav and Gunfinnsson, 2013) . In the same way in melts of natural carbonated pelites a miscibility gap is observed up to ~5 GPa whereas above this pressure the carbonatite-silicate melt immiscibility vanishes rapidly (Thomsen and Schmidt, 2008; Grassi and Schmidt, 2011) . Thus, a possible scenario is that at high pressures and temperatures a carbonatitic melt coming from the incipient melting of a CO 2 -rich source region is fully miscible with the silicate melt produced during magma ascent (because a significant proportion of the carbonate ions are dissolved as free carbonates as long as the melt is silica-undersaturated). For magma rising along a mantle adiabat, it may happen that the increasing difference in melt structure between the carbonatitic component and the silicate melt triggers spinodal decomposition leading to two liquids of very different viscosity. This liquid-liquid phase separation could play an important role in the genesis of a CO 2 -rich volcanism.
A surprising result of the present study is that the structural changes induced by the incorporation of a large amount of CO 2 into a basaltic or kimberlitic melt have a very weak influence on the ionic diffusivities. The main reason for this behavior is likely the high temperature of investigation. A consequence of the weak dependence is that the large increase in the electrical conductivity observed in carbonated basaltic melts (Sifré et al., 2014 ) cannot be reproduced if the ionic charges associated with the elements of the melt are assumed to be independent of the CO 2 content. The presence of carbonate ions modifies in some way the charge distribution through the network and, hence, the conductivity of the melt. The elucidation of this mechanism is an important topic for future simulation studies. Last but not least, a direct comparison between FPMD and MD simulations has shown that the empirical force field used to describe carbonated silicate melts needs to be improved in several aspects (CO 2 speciation, melt structure and ionic diffusivities). This task is currently under way.
A C C E P T E D M A N U S C R I P T Table 1 Chemical composition (in wt.%) of the simulated melts (with and without CO 2 ). The number of atoms of each species used in the simulations is also indicated. Simulation run conditions and results. The temperature T(K) and the density n(g/cm 3 ) are imposed during the simulation runs (NVT) and the pressure P (GPa) is the calculated quantity. The partial molar volume of CO 2 ( ) is simply evaluated from the density difference between CO 2 -bearing and CO 2 -free melts at the same temperature and pressure. Notice that the value of is the same in the two calculations (FPMD versus MD) but the pressure is not. 
) ------------------------------------------------------------------------------------------------------------------
a Yoshino et al. (2012) in a carbonated basaltic liquid at 1700 K and 3 GPa, see text for a discussion.
b Lesher et al. (1996) g Reid et al. (2001) in liquid diopside at 2273 K and 8 GPa h Rai and Manghnani (1978) for a peridotite at 1820 K and 1 bar A C C E P T E D M A N U S C R I P T Figures   Fig.1 Running average of the ratio, R(t) = , as function of run duration (in ps).
The lower panel shows the results of the FPMD calculations and the upper panel those of the classical MD calculations. For convenience the initial state of the FPMD simulation is prepared with R(t=0) = 0.5 whereas for MD the initial state is prepared with R(t=0) = 1. In each panel, the wiggling black curve represents the basaltic melt and the wiggling red curve (color on line) the kimberlitic melt. In the upper panel, the insert shows the evolution of R(t) over a simulation time of 1,000 ps. Despite the large statistical fluctuations, value of R(t) is essentially stationary from ~20 to 1,000 ps. In the two panels the full curves (black or red) show the exponential decay predicted by kinetics theory for a second order reaction (see Benson, 1960) . Values of the rate constants k 1 and k 2 obtained after curve 
Fig.3
Atom-atom pair distribution functions in CO 2 -bearing basaltic and kimberlitic melts (see Table 2 for PVT conditions). Full curves are obtained from FPMD calculations and dotted curves from classical MD simulations. Notice that the diffusive regime is reached from ~5 ps with MD and between 5 and 10 ps with FPMD.
The deviation between the two set of curves (the MD curves are shifted upwards with respect to the FPMD ones) indicates that the elements diffuse more rapidly in the classical MD simulation.
Fig.6
Comparison between electrical conductivity data on molten calcium carbonate at 2 GPa (Sifré et al., 2015) , hydrous carbonated basalt at 3GPa (HCB-4 composition in Sifré et al., 2014) , dry basaltic melt at 2 GPa (Ni et al., 2011a) and FPMD results for CO 2 -bearing basalt and kimberlite using effective charges (see eff in Table 3 ). The dotted curves show the temperature extrapolation of conductivity data up to 2073 K. The full circles are for the CO 2 -bearing melts simulated by FPMD (basalt in black and kimberlite in red, color online) and the empty circles are for the corresponding CO 2 -free melts.
