We analyse the redshift-space (z-space) distortions of QSO clustering in the 2dF QSO Redshift Survey (2QZ). To interpret the z-space correlation function, ξ(σ, π), we require an accurate model for the QSO real-space correlation function, ξ(r). Although a single power-law ξ(r) ∝ r −γ model fits the projected correlation function (w p (σ)) at small scales, it implies somewhat too shallow a slope for both w p (σ) and the zspace correlation function, ξ(s), at larger scales ( ∼ > 20 h −1 Mpc). Motivated by the form for ξ(r) seen in the 2dF Galaxy Redshift Survey (2dFGRS) and in standard ΛCDM predictions, we use a double power-law model for ξ(r) which gives a good fit to ξ(s) and w p (σ). The model is parametrized by a slope of γ = 1.45 for 1 < r < 10h −1 Mpc and γ = 2.30 for 10 < r < 40h −1 Mpc. As found for 2dFGRS, the value of β determined from the ratio of ξ(s)/ξ(r) depends sensitively on the form of ξ(r) assumed. With our double power-law form for ξ(r), we measure β(z = 1.4) = 0.32 
INTRODUCTION
Understanding the formation, clustering and evolution of large-scale structure (LSS) has been one of the major quests in the history of cosmology. One of the ways of quantifying the inhomogeneity of the Universe on the largest scales is to count the number of pairs of galaxies or quasistellar objects (QSOs), as a function of separation between them. The resulting correlation functions from such statistical analyses appear to show a power-law behaviour for scales ∼ < 10 h −1 Mpc (Peebles 1974) .
Statistical tools such as correlation functions or powerspectra have been used in many cosmological studies. Unfortunately, the underlying dark matter clustering may differ from that of the luminous matter, a difference that can be quantified by the bias (Kaiser 1984) . Black-hole models make a wide variety of predictions for the amplitude and form of the bias (e.g. Kauffmann & Haehnelt 2000) . Elsewhere, Croom et al. (2005) have tried to constrain models for the QSO bias via studies of QSO clustering evolution. In this paper, we shall use linear dynamical models to investigate QSO clustering in "redshift-space", with the aim of constraining the amplitude of the QSO linear bias (b) and the value of the cosmological density parameter Ω 0 m .
To compute the distance to the QSOs one needs to assume that their observed redshifts are only due to the expansion of the Universe. However, the observed redshifts also in-clude contributions from the peculiar motions of the QSOs. Therefore, the estimated distances are said to be measured in redshift-space, rather than in real-space. Peculiar velocities introduce distortions in the measured clustering pattern. If a given ensemble of QSOs has, on average, a spherically symmetric clustering pattern in real space, but the QSOs have a very large velocity dispersion, then the clustering signal measured in z-space will be smeared along the lineof-sight. These features are commonly referred to as "fingersof-God". At large scales, gravitational instabilities can also generate peculiar motions due to a coherent infall of QSOs into the potential well of higher density regions, causing a flattening of the clustering in the z-direction. The presence of the these dynamical distortions, namely the large-scale flattening at large scales, has been observed in galaxy surveys such as the 2dF Galaxy Redshift Survey (2dFGRS, Hawkins et al., 2003) .
Besides the dynamical distortions, geometric distortions in the z-space clustering pattern also occur if a wrong cosmology is assumed to convert the measured redshifts into comoving distances. This is because the separations estimated along and across the line-of-sight have different dependences on cosmology, and hence they will change differently if incorrect cosmologies are assumed. The use of geometric distortions to study cosmology was pioneered by Alcock & Paczynski (1979) , who demonstrated that they are potentially a powerful cosmological test for a non-zero Λ. However, Ballinger, Peacock & Heavens (1996) noted that the geometric and dynamical effects may be degenerate.
To break this degenerate constraint between Λ and bias, complementary constraints on these parameters can be considered simultaneously. As shown by Hoyle et al. (2002) , or Outram et al. (2004) , orthogonal constraints can be obtained from linear evolution theory of cosmological density perturbations. In this paper we develop a similar analysis using the full catalogue of the 2dF QSO Redshift Survey (hereafter 2QZ). We aim to obtain constraints on the QSO bias at z ≈ 1.4 and on the value of the matter density of the Universe from a detailed analysis of the z-space distortions in the 2QZ clustering, combined with bias constraints from linear theory.
We find that, to obtain an adequate model describing the clustering along and across the line of sight, we need an accurate description of the real-space correlation function, ξ(r). We develop a model for ξ(r) based on the results from the 2QZ z-space and projected correlation functions and use it as an input to the two-dimensional z-space distortions model.
The structure of this paper is as follows: in Section 2 we introduce the 2QZ sample and outline some of the most relevant aspects of the survey. In Sections 3 and 4 we start by introducing our correlation function measurements, and derive ξ(r) models suitable for explaining our observations. We then compare our results with the clustering analysis of the 2dFGRS survey (Section 5) and with predictions from CDM non-linear clustering models (Section 6). In Section 7 we discuss further constraints that can be obtained on β(z = 1.4) and Ω 0 m from fitting the z-space distortions in the two-dimensional z-space correlation function. We also compare our method with that of Hoyle et al. (2002) , in a similar study. Finally, in Section 8, we draw the conclusions of this work. 
THE DATA
The 2QZ has presented the scientific community with a multitude of new and interesting results. Comprising 23338 QSOs with a limiting magnitude of bJ = 20.85, it is the largest homogeneous completed QSO survey by more than a factor of 50, at such faint magnitudes and with such high surface density (35 QSOs deg −2 ) (Croom et al. 2004a ). The high number of QSOs and their spatial density make the 2QZ a powerful tool for studying QSO clustering, in order to determine the real space clustering and model the z-space distortions in the clustering pattern.
The survey area consists of two declination strips, 75
• × 5
• each. One is centred on δ = −30
• and extends from α = 21
h 40 m to α = 3 h 15 m and the other is centred on δ = 0
• and extends from α = 9 h 50 m to α = 14 h 50 m . (Note that these are values in the B1950 coordinate system.)
The QSOs have 18.25 < bJ < 20.85 and were selected using the ultra-violet excess technique in the plane u − bJ : bJ − r. Due to the colour selection used, they lie in the redshift range 0.3 ∼ < z ∼ < 3.0. The number density of selected QSOs decreases abruptly close to both redshift limits. At low redshifts, two effects contribute to this decrease: 1) the host galaxies' colours contaminate significantly the observed QSO colours, since faint QSOs are being detected; 2) the host galaxy appears extended and these objects will be missed, since only point-sources are considered in the survey. The high redshift limit is due to the Lyman forest that, at those redshifts, lies in the optical and therefore causes a significant absorption in the u band. The analysis performed here only includes QSOs in the range 0.3 < z < 2.2, where the photometric completeness of the survey is ∼ > 90% (Croom et al. 2004a) .
Around 47% of the colour -selected candidates were spectroscopically identified as QSOs, with the criterion being the presence of broad (> 1000 km s −1 ) emission lines. The remaining objects are either stars, white dwarfs, narrow-line galaxies, cataclysmic variables (Marsh et al. 2002) , or their identification was not possible from the spectra.
The spectra were obtained using the 2-degree field instrument (2dF) at the Anglo-Australian Telescope (AAT). The design of this multi-fibre spectrograph allows the acquisition of 400 spectra simultaneously over a 2
• diameter circular field of view (Lewis et al. 2002) . To cover the survey area with the 2dF field, a tiling algorithm that maximizes the number of galaxies and QSOs per pointing was used. The tiling of the 2dF fields has a significant effect on the angular selection function of the survey. A very detailed analysis of the angular and radial QSO selection functions used in this work can be found in Outram et al. (2003) and Croom et al. (2004a) . Following Outram et al. (2003) , we introduce the redshift cuts 0.3 < z < 2.2, which allow us to consider clustering statistics without the need for a weighting scheme. As a consequence, the final QSO catalogue used in this study comprises 19549 QSOs (8704 and 10845 QSOs in each of the strips).
3 THE REDSHIFT-SPACE TWO-POINT CORRELATION FUNCTION
Estimation of The Correlation Function
Statistics such as the two-point correlation-function (ξ) can be used to describe the clustering and the distribution of QSOs. ξ(x) is the excess probability (due to clustering) of finding a pair of objects at a given separation -x -relative to a Poisson (unclustered) distribution (Peebles 1980) .
is the probability that one has of finding a QSO, at separation x from a neighbour, located in a volume δV . n is the mean number density of QSOs.
To evaluate how much the QSO distribution deviates from an unclustered set, a random ensemble of points probing the same volume as the QSOs is generated. This random distribution must describe all the characteristics of the QSO ensemble, except for its clustering, and therefore it must be generated taking into account the same selection functions as the QSO catalogue. For details see Croom et al. (2004a) .
To evaluate ξ different estimators have been developed. Here we use the one developed by Hamilton (1993) :
where < DD(x) > is the number of QSO-QSO (double counted) pairs separated by x, < RR(x) > the number of random-random pairs separated by x and < DR(x) > the number of QSO-random pairs also separated by x. At small and intermediate separations, where the pairs in each bin are independent, the errors on the correlation function are determined using the Poisson estimate. Their computation is quite straightforward:
The factor √ 2 arises from the fact that each pair is counted twice. At large scales, the pairs in each separation bin are not independent, and hence Poisson errors are not applicable and underestimate the true errors. Following Shanks & Boyle (1994) , at large scales the errors can be computed by ∆ξ = (1 + ξ) 1/NQ, where NQ is the total number of QSOs used for computing ξ. We use this estimate at separation bins where the total number of pairs exceeds the number of QSOs in the survey. Alternatively, the errors could be estimated by considering the dispersion in either mock QSO catalogues derived from N -body simulations, or subsamples of our QSO ensemble. However, as shown by Hoyle (2000) , the Poisson and NQ errors, as used here, are in good agreement with the errors obtained with these other estimators. Note that the correlation function estimates may be correlated bin-to-bin. 
The 1-D z-Space Correlation Function ξ(s)
A detailed description and analysis of the 2QZ ξ(s) can be found in Croom et al. (2005) . They find that the 2QZ ξ(s) is not well described by a single power-law model. Fig. 1 shows the 2QZ ξ(s) measured using the Hamilton estimator, assuming the Λ cosmology to compute the r − z relation. The lines represent the best fitting power-law models for different scales, computed by Croom et al. (2005) . The bestfitting power-law over scales 1 < s < 100 h −1 Mpc 1 , ξ(s) = (s/5.55) −1.63 , is shown by the solid line. The dashed line represents the best fit at scales 1 < s < 25 h −1 Mpc; ξ(s) = (s/5.48) −1.20 . A noticeable feature in Fig. 1 , quantified by the discrepancy between the two best fitting power-laws, is the non-power law shape of ξ(s), being flatter at small scales relative to the slope at larger separations. This small-scale flattening is frequently observed in redshift surveys and is usually attributed to the effect of z-space distortions, namely as a result of the QSOs' velocity dispersion in their local restframe. As demonstrated by Croom et al. (2005) , this small scale flattening is not due to the fibre collisions of the 2dF instrument. In addition, it was also found that the majority of QSO pairs at small angular separations actually have quite large radial separations, hence not affecting the shape of ξ(s) at small scales. We found that the correlation between the ξ(s) bins was small. The covariance matrix shows that the correlation between adjacent bins is measured to be only ∼ 10% over the range of scales fitted (e.g. Myers et al. 2005) .
A COHERENT PICTURE OF THE QSO CLUSTERING
Studying the real-space clustering of the QSOs is, in itself, a subject of obvious interest: it allows the direct study of QSO clustering and its bias relative to the underlying dark matter distribution, providing a picture of how the formation and evolution of QSOs take place. Nevertheless, our motivation for studying ξ(r) also includes the need for an adequate and trustworthy amplitude input for modeling the shape of the clustering in orthogonal directions. Comparing the distortions in the clustering measured along and across the line-of-sight will allow the measurement of cosmological and z-space distortion parameters. Let the separations along and across the line of sight be defined as:
where s1 and s2 are the distances to two different QSOs, measured in z-space, and θ the angular separation between them.
Since the effects of z-space distortions are purely radial, the real-space clustering can be inferred from the projection of ξ(σ, π) along the σ direction 2 . The projected correlation function is obtained by integrating ξ(σ, π) along the π direction (Peebles 1980) :
When implementing this integration it must be truncated at some value πcut, where ξ becomes negligible. If very large scales are included, the signal amplitude will become dominated by noise. On the other hand, if the integral is only performed at very small scales, then the projected correlation function will be systematically underestimated. It was found that, in the present survey, the results did not seem sensitive to πcut values greater than 70 h −1 Mpc, which was the value used. Therefore: Since wp(σ) describes the clustering in real-space, the integral in equation 6 can be written in terms of the realspace correlation function ξ(r) (Davis & Peebles 1983) :
Substituting ξ(r) for a power law of the form
, wp(σ) will be given by:
2 ξ(σ, π) will be considered in detail in Section 7. 
where Γ(x) is the Gamma function computed at x. Therefore, if the real-space correlation function ξ(r) is well approximated by a power-law, then its slope will be the same as in wp(σ)/σ, and its amplitude proportional to the wp(σ)/σ amplitude. Fig. 2 also shows the best fitting powerlaw to wp(σ)/σ (solid line). The fitting range is scaled according to the cosmology assumed. The range used is 1 < σ < 25 h −1 Mpc, assuming EdS, and 1.2 < σ < 30 h −1 Mpc, assuming Λ. The corresponding best fitting values of r0 and γ are summarized in Table 1 . The errors on these parameters can be inferred from the confidence levels in the [r0,γ] plane, shown in Fig. 3 . The errors in Table 1 and Fig. 3 may be underestimates because of the possibility that the wp(σ) points are correlated. However, in jacknife tests the correlation between adjacent bins is measured to be only ∼ 20% over the range of scales fitted. The correlation analysis of Hubble Volume simulations (Hoyle 2000) also suggest that the wp(σ) points are approximately independent.
The close-to-unit values of the reduced χ 2 indicate that the power-law prediction for ξ(r) corresponds to a reasonable description of wp(σ) within the limited range it was fitted. If EdS is assumed, then the best fitting ξ(r) power-law model has the form: (r/3.77) −2.09 , while if Λ is assumed instead, the best fitting power-law model is: ξ(r) = (r/4.96) −1.85 . There are deviations from the bestfitting power-law model at scales larger than the ones used in the fit; the wp(σ) clustering amplitude is lower than predicted from the best-fitting model, for σ ∼ > 30 h −1 Mpc.
4.1 Does a single power-law ξ(r) model explain both the wp(σ) and ξ(s) results?
The simplest explanation to account for the different slope of ξ(s) at 1 ∼ < s ∼ < 10 h −1 Mpc, compared to the slope at larger scales, is the effect of z-space distortions. The small-scale random motions of the QSOs lead to a deficit of clustering amplitude measured at scales ∼ < 10 h −1 Mpc. In addition to this effect, the ξ(s) clustering amplitude on large scales is affected by the infall of QSOs into the overdense regions.
According to linear theory, the relation between ξ(s) and ξ(r) is simply given by (Kaiser 1987 ): 
where β ≈ Ω 0.6 m /b. Therefore, the ratio between the z-and real-space correlation functions gives an estimate of the infall parameter β(z = 1.4) which, for a given cosmology, allows the determination of the bias b.
With the current data, it is not trivial to find the realspace correlation function without making some assumptions. Inversion methods of wp(σ) like the ones described by Saunders et al. (1992) or Ratcliffe (1996) are not feasible with this survey, since the errors associated with ξ(r) would be extremely large.
If we approximate ξ(r) by a single power-law, then the best fitting power law wp(σ) model can be used to constrain β(z = 1.4). This can be done by computing the ratio between the measured values for ξ(s) and the values our ξ(r) model takes, at large scales. Fig. 4 shows the ratio ξ(s)/ξ(r) as a function of separation. For a given value of the separation, the error on ξ(s) can be quantified using the Poisson estimate. The uncertainty in the ξ(r) model is determined from that in the parameters r0 and γ. However, as these parameters are correlated (see contours in Fig. 3 ), the value found underestimates the true uncertainty. We therefore rescale the error in ξ(r) by comparison with the ξ(s) Poisson errors. To estimate the error in the ratio ξ(s)/ξ(r), we then add in quadrature the error in ξ(r) and the Poisson errors in ξ(s). The dashed line in Fig. 4 shows the best fitting ξ(s)/ξ(r) value at scales larger then 10 h −1 Mpc, and the shaded region is the 1 σ confidence interval in the fit. The best fit produces β(z = 1.4) = 0.87
Mpc, non-linear effects due to peculiar velocities have a negligible effect and the z-space contribution comes only from the gravitational infall quantified by β(z). This value of β(z = 1.4) is larger than other results also from the 2QZ survey, found by Hoyle et al. (2002) and Outram et al. (2004) . We should point out that, using single power-law fits to the wp(σ) result of the 2dF Galaxy Redshift Survey (2dFGRS; Hawkins et al. 2003 ) also gives high values of β from computing ξ(s)/ξ(r).
A model for ξ(s) can then be constructed by decomposing the separation in σ and π and adding the z-space distortions in ξ(σ, π). Then, in order to obtain ξ(s), ξ(σ, π) is averaged in annuli of constant s = √ σ 2 + π 2 . The model used to compute ξ(σ, π) is discussed in Section 7.3. Fig. 5 shows the comparison of ξ(s) models with the 2QZ ξ(s). The circles in the plot show the 2QZ ξ(s), assuming the Λ cosmology. The dotted line shows the input ξ(r) model, which is the best-fitting power-law to the wp(σ). Note that this model lies well below the observed ξ(s) at all values s ∼ > 10 h −1 Mpc. The dashed line represents that same power-law, scaled using equation 10, taking the value of β(z) = 0.87 to quantify the effect of the linear z-space distortions. Including the distortions due to small scale pairwise velocity dispersion of the QSOs, will lead to the solid or the dash-dotted lines. The solid line shows the effect of small-scale peculiar velocity dispersion < w 2 z > 1/2 = 800 km s −1 . This value is dominated by the rms pairwise redshift-error of 600 km s −1 measured from repeated observations with the remainder allowing for the intrinsic velocity dispersion of the QSOs. The effect of a larger velocity dispersion of 1500 km s −1 is shown as the dot-dashed line.
It can be seen that the lower velocity dispersion of 800 km s −1 gives an adequate fit to the data in the s ∼ < 10 h −1 Mpc region; the tendency of this model to overestimate the points at 2 ∼ < s ∼ < 4 h −1 Mpc is not resolved by moving to a bigger velocity dispersion which is seen to degrade the fit at s ≈ 10 h −1 Mpc. Although the χ 2 is acceptable, the slope of ξ(s) at s ∼ > 10 h −1 Mpc is steeper than the single power-law model derived from wp(σ). It proved impossible to increase the slope in ξ(r) in this range while maintaining an acceptable fit to ξ(s). This tendency of single-power law ξ(r) models to give poor fits to ξ(s) has been seen in previous galaxy redshift surveys such as Durham/UKST Ratcliffe et al. (1998) and more recently in the 2dFGRS Hawkins et al. (2003) , where a non-power-law shoulder is seen rising above the small-scale power-law at s ≈ 10 h −1 Mpc, before steepening again at larger scales.
4.2 A double power-law ξ(r) model: another explanation of the wp(σ) and ξ(s) results et al. (2003) presented the correlation function analyses of the 2dFGRS, both in real-and z-space. Including data from 166000 galaxies with a mean redshift of z ≈ 0.11, this study has a statistical weight significantly higher than the 2QZ. By inverting the projected correlation function, they found that the slope of the real space correlation function of the 2dF galaxies varies with scale. In order to quantify the change in slope as a function of scale, we re-fitted their ξ(r) data. At scales ∼ < 1 h −1 Mpc the shape is similar to the commonly observed γ ≈ 1.8 small-scales slope (Peebles 1974 ) however, at intermediate scales (1 − 10 h −1 Mpc), that are accessible with the 2QZ survey, the ξ(r) data is fitted by a shallower γ = 1.45 power-law, while at larger scales the correlation function is again steeper. Motivated by these results we now assess if the addition of a break in the ξ(r) shape at ∼ 10 h −1 Mpc can still provide a good description of the QSO wp(σ) and ξ(s) results, whilst accounting for the issues discussed in the previous section.
Hawkins
We thus perform a new parametric fit to wp(σ), considering a double power-law model with a break at 10 h −1 Mpc (for the Λ cosmology). Then, for a grid of parameters that characterize the slope and amplitude of the power-laws, we project the functions describing ξ(r) using equation 8 to get the respective wp(σ). The best fitting model is found by performing a χ 2 fit. The results are shown in Fig. 6 . The value used for the upper limit of the integral in equation 8 was computed from the πcut value used in equation 7 , to determine wp(σ) from the data.
The top plot shows the best fitting ξ(r) model to wp(σ) (solid line). The parameters that describe the two power laws are: for scales r < 10 h −1 Mpc, r0 = 6.0 This model is in very good agreement with the 2dF-GRS ξ(r) data, especially with the slope at intermediate scales (1 ∼ < r ∼ < 10 h −1 Mpc). Again, we point out that with the current data we do not have enough signal at scales
Mpc, so unfortunately we can not assess whether the 2QZ ξ(r) steepens at small scales, as seen in the 2dFGRS data.
These results also show that possible deviations from a power-law ξ(r) in the 2QZ are such that they do not become evident after being projected along the σ direction.
The determination of β assuming the double power-law ξ(r) model can be done as described in Section 4.1. The resulting ratio ξ(s)/ξ(r) obtained as a function of separation is shown in Fig. 7 . By fitting ξ(s)/ξ(r) we find that β(z = 1.4) = 0.32 +0.09 −0.11 . The quoted errors are statistical only, and do not take into account the systematic uncertainty in the β measurement due to uncertainty in the form of the ξ(r) model. This is potentially quite large, as demonstrated by the difference in the β values obtained assuming the single and double power-law ξ(r) models.
The value of β(z = 1.4) found is in agreement with the values computed from previous estimates, with different methods and also based on QSO samples taken from the 2QZ survey (Hoyle et al. 2002; Outram et al. 2004) . The value for the linear bias is b(z = 1.4) = 2.84 Taking the real-and z-space clustering properties, the effect of β is to change the amplitude of the correlation function at large scales. If, on top of this effect, we add the distortions due to the small-scales peculiar motions and z-errors, we find that the predicted ξ(s) from our model is a good description of the measured ξ(s) (Fig. 8) Figure 8. The plot shows the ξ(s) results from the 2QZ overplotted with the ξ(s) predicted by the double power-law ξ(r) model, after adding the z-space distortions due to peculiar motions. To quantify these, we took values for < w 2 z > 1/2 and β(z = 1.4) of 800 km s −1 and 0.32, respectively.
COMPARISON WITH RESULTS FROM OTHER SURVEYS
The high statistical significance of the 2dFGRS sample makes it unique, and an excellent sample with which to compare our results. Hawkins et al. (2003) measured the z-space correlation function ξ(s) and the projected correlation function, wp(σ). Unlike the case of the 2QZ, direct inversion of wp(σ) of the 2dFGRS allowed measuring the real-space correlation function ξ(r) with great accuracy, up to scales of ∼ 20 h −1 Mpc. ξ(s) is very well defined by a double powerlaw model, up to scales ∼ 20 h −1 Mpc, where the data stops following the two power-law fit and rapidly tends towards zero. The flatter behaviour at small scales ( ∼ < 4 h −1 Mpc) can be explained by the effects of peculiar velocities with dispersion ∼ 500 km s −1 . From ξ(s)/ξ(r) and ξ(σ, π) fitting, a value of β(z) = 0.49 +0.09 −0.09 was found. Although the double power-law model was motivated by the form of the 2dFGRS ξ(r), we have proceeded by fitting the model to the 2QZ wp(σ) and ξ(s). Therefore, it is now worthwhile checking how the double-power law model fitted the 2QZ data compares to the 2dFGRS correlation functions. Of course, the form of the high-z QSO correlation function need not be consistent with the low-z galaxy correlation function. However, assuming that the bias is scale independent and that the range of scales fitted are not affected by non-linear effects, it should be expected the form of ξ(r) to be the same. We compare the measured 2dFGRS wp(σ) and ξ(s) with the predictions from the ξ(r) 2QZ model. This is represented in Fig. 9 .
The shaded region, in both plots, represents the 1σ errors from the results presented in Hawkins et al. (2003) . The diamonds are the measured wp(σ)/σ and ξ(s) from the 2QZ. The dashed and solid lines show the predictions from the single and double power-law ξ(r) models that best fit the 2QZ wp(σ) data. The upper plot shows their projection along σ and the lower plot the respective ξ(s) functions, with distortions parametrizes by < w 2 z > 1/2 = 800 km s −1 and β = 0.87 (for the dashed line) and β = 0.32 (for the solid line). It can be seen that the 2dFGRS wp(σ) results are very similar to the 2QZ and hence to the projection of our ξ(r) double power-law model, even at scales ( ∼ > 20 h −1 Mpc) where the 2dFGRS data does not follow the best-fitting single powerlaw model. Croom et al. (2005) found that the 2dFGRS and 2QZ samples have the same clustering amplitude. Our results for wp(σ) corroborate this conclusion.
There is an offset between the 2QZ ξ(s) models and the 2dFGRS data, at small scales. This is due to the different z-space distortions in the two data-sets. At large scales, a great level of consistency is seen between the results of both surveys and the double power-law model. The dotted and dash-dotted lines in this plot are the predicted ξ(s) functions for the 2dFGRS, taking the two ξ(r) models derived for the 2QZ (the single and double power-law ξ(r) models respectively) and adding the distortions quantified by the values of β(z = 0.11) and < w 2 z > 1/2 found by Hawkins et al. (2003) . The dotted line is not a good representation of the 2dF-GRS data since, at 6 ∼ < s ∼ < 20 h −1 Mpc scales, as it underestimates the 2dFGRS clustering, considering the 1σ errors. The dash-dotted line, that corresponds to the 2dFGRS ξ(s) prediction assuming the double power-law model, is a better description of the clustering of the 2dF galaxies at large scales, although it underestimates the clustering at scales
COMPARISON WITH CDM MODEL PREDICTIONS
Peacock & Dodds (1996) presented a model to describe the evolution of the power-spectra (P (k)) of density fluctuations Figure 9 . The top plot shows the wp(σ) results for the 2dFGRS and 2QZ surveys, together with the predictions from the single and double power-law ξ(r) models previously derived for the 2QZ. The shaded region represents the 1σ error margin for the 2dFGRS wp(σ)/σ. The diamonds are the wp(σ)/σ values measured for the 2QZ. Similarly, the bottom plot shows the ξ(s) results, where the shaded region is again the 1σ error margin for the 2dFGRS results and the diamonds the 2QZ data. Refer to the text for a complete description of the models here represented.
in the non-linear regime. This work was then followed by Smith et al. (2003) , who derived a more accurate method of including non-linear effects in the power-spectrum, which can be applied to more general power spectra. This new method of modelling the power-spectrum is based on a fusion of the halo model with the scaling between linear and non-linear scales proposed by Hamilton et al. (1991) . Smith and collaborators also presented a set of high-resolution Nbody simulations that they used to test their mass powerspectrum formula. Their results suggest that the model for the mass power-spectrum is a good description of its clustering in a very wide range of scales, k ∼ 0.1 − 100 hMpc −1 . Here we compute the real-space non-linear powerspectrum for the mass using the method described in Smith et al. (2003) . By scaling the obtained power-spectrum with a linear bias b, we can obtain the predicted CDM power-spectrum for the 2QZ catalogue. We also compute the z-space power-spectrum by adding the z-space distortions to the model, as described in Padilla & Baugh (2002) . After computing the real-and z-space power-spectrum, the respective correlation functions can be derived by a simple Fourier transform of the P (k) output.
The top plot in Fig. 10 shows the ξ(r) prediction derived from a ΛCDM power-spectrum, computed using the method of Smith et al. (2003) 1/2 = 800 km s −1 and z = 1.4. The solid line is our double power-law model that we derive solely based on the 2QZ ξ(s) and wp(σ) measurements. The dotted line is the single power-law model derived for the 2QZ. As it can be seen, there are reasonable similarities between the ΛCDM prediction and the double power-law model. The slopes of the two power-laws that describe ξ(r), fitted from the wp(σ) data, are close to the predictions from ΛCDM. The single powerlaw model does not appear to be as close to the ΛCDM prediction. The bottom plot shows the ξ(s) results, after the distortions due to β = 0.32 and < w 2 z > 1/2 = 800 km s −1 are included. Again, the dashed line represents the ΛCDM P (k) prediction. The solid line is the ξ(s) derived from our double power-law ξ(r) model, and the dotted line the ξ(s) derived from the single power-law model, once the z-space distortions are added. The circles represent the ξ(s) measured directly from the 2QZ, and the corresponding error bars. The value of χ 2 min between the ξ(s) ΛCDM prediction and the ξ(s) data is 0.87 (8 d.o.f.). Thus, we can conclude that the ΛCDM clustering predictions provide a good description of the data, and that the ΛCDM real-space clustering shows more resemblance to the double power-law model than to the single power-law model for the QSO ξ(r).
PARAMETER CONSTRAINTS FROM Z-SPACE DISTORTIONS IN ξ(σ, π)
In Section 4 we estimated β(z = 1.4) from a direct comparison between ξ(s) and the ξ(r) models derived from the wp(σ) data. We concluded that the β(z = 1.4) value is strongly dependent on the ξ(r) model assumed. The modelling of zspace distortions and their use for parameter constraints can be taken a step further, based on the 2-D z-space correlation function ξ(σ, π), developing the method of Hoyle et al. (2002) used for the 2QZ 10k catalogue. Figure 10 . The top plot shows the derived biased ξ(r) model from a ΛCDM P (k) prediction (dashed line), overplotted on the best fitting double and single power-law ξ(r) model fits to our wp(σ) data (solid line and dashed line, respectively). There is good agreement between the solid and dashed lines. In the bottom plot are the respective ξ(s) functions from the models above, when the distortions parametrizes by < w 2 z > 1/2 = 800 km s −1 and β = 0.32 (for the double power-law model) or β = 0.87 (for the single power-law model) are added. The dashed, solid and dotted lines represent the same models as in upper plot, the difference being that now the z-space distortions are included. The circles are the measured ξ(s) from the 2QZ data. The ΛCDM P (k) predicted ξ(s) shows good agreement with the data, considering the errors. Approximations made when including the distortions in the two power-law model cause a small offset between the solid and dashed lines.
QSO peculiar velocities lead to distortions in the ξ(σ, π) shape. At small scales in σ, the random peculiar motions of the QSOs cause an elongation of the clustering signal along the π direction. The predominant effect at large scales is the coherent infall that causes a flattening of the ξ(σ, π) contours along the π direction and some elongation along σ.
Geometric distortions also occur if the cosmology assumed to convert the observed QSO redshifts into distances is not the same as the true, underlying cosmology of the Universe. The reason is because the cosmology dependence of the separations along the redshift direction is not the same as for the separations measured in the perpendicular direction (Alcock & Paczynski 1979) .
In the 2QZ sample it was found that, at small scales, there is not enough signal in the data to constrain the velocity dispersion of the 2dF QSOs with this method. Nevertheless, it should be possible to determine constraints not only on β(z), that parametrizes the large-scale infall of the QSOs, but also on the value of Ω 0 m .
The 2QZ ξ(σ, π)
The measurement of ξ(σ, π) is done the same way as ξ(s), except that now the number of pairs is binned in two variables, rather than one. In Fig. 11 we display ξ(σ, π) determined for the 2QZ catalogue.
The ξ(σ, π) contours appear elongated along π, which can be attributed to the effects of peculiar velocities. The data is also quite noisy, particularly at small scales in σ. The errors are computed using the Poisson estimate. It is therefore easy to understand the reason for the noisier contours, at those scales: since the σ direction actually represents two dimensions, while π only one, the volume of each bin, and hence the number of pairs increases as the separation σ increases, leading to a decrease in the Poisson error.
Comparison Between Two z-Space Distortions Models
To understand and quantify the effects that are actually shaping the ξ(σ, π) contours, we develop models for the zspace distortions and compare them to the observations. There are different models to explain and describe z-space distortions in ξ(σ, π), based on different assumptions and approximations. However, one key assumption in all of them is the non-scale-dependence of the bias.
Here, two models are described and compared. The basis for the construction of the two models is the same: we start with a model for the real-space correlation function ξ(r), include the effects of the coherent large-scale infall, and then convolve the result with the distribution of the small-scale pairwise peculiar velocities.
z-Space Distortions -Model I
The large-scale coherent infall of the QSOs, is described in Fourier space by (Kaiser 1987; Hawkins et al. 2003) :
where Ps(k) and Pr(k) are the power-spectrum in redshift and real-space, respectively, and µ k is the cosine of the angle between the wavevector k and the line-of-sight. Translated to real-space, these results take the form (Hamilton 1992; Matsubara & Suto 1996) :
where µ is now the cosine of the angle between r and π and P l (µ) are the Legendre polynomials of order l. ξ0(r), ξ2(r) and ξ4(r) are the monopole, quadrupole and hexadecapole components of the linear ξ(r) and their form will depend on the ξ(r) model adopted. In general, they are given by (Matsubara & Suto 1996) :
The ξ(σ, π) model is then convolved with the pairwise peculiar velocity distribution to include the small scale zspace effects due to the random motions of the QSOs. Here we assume that this can be well described by a Gaussian distribution (Ratcliffe 1996) :
Hence, ξ(σ, π) is then given by:
where ξ ′ (σ, π − wz(1 + z)/H(z)) and f (wz) are given by equations 12-14 and 16.
7.4 z-Space Distortions: Model II ξ(σ, π) can be defined as (Peebles 1980 ; Hoyle 2000) :
Here, it is assumed that the pairwise peculiar velocity distribution f (wz) is a slowly varying function with r. The form of f (wz) is the same as in Model I and is given on equation 16. The effects of the bulk motions can be included in the following way:
where v(rz) is the model used for the bulk motions, as a function of the real-space separation along the π directionrz. Following Hale-Sutton (1990) and Hoyle (2000) ,
ξ(σ, π) computed with these two models is shown in Fig. 12 . The solid line refers to Model I and the dashed line to Model II. The input ξ(r) form is the same for both models (ξ(r) = (r/5.0) −1.8 ). For the plot on the right the model is computed considering < w 2 z > 1/2 = 0 km s −1 and β(z) = 0.4. The overall effect is the same for the two models, and consists of a compression of the ξ(σ, π) contours along the π direction and a small elongation along the σ direction. The plot on the left displays the case with < w 2 z > 1/2 = 800 km s −1 and β(z) = 0.4. One can see that, at small scales, the distortions caused by the velocity dispersion dominate, while at large scales, the distortions due to a non-zero β(z) dominate. The adopted redshift for these models is z = 1.4, which is the median redshift of the 2QZ survey. These plots also show significant differences in the shape of the distortions caused by β(z) between the two models.
Are Models I and II self-consistent?
One simple test can be performed to check if a given model is self-consistent. Averaging ξ(σ, π) in several annuli will give ξ(s). In addition, at large scales, z-space distortions are mainly affected by the large-scale coherent infall, which implies the relation between ξ(s) and ξ(r) given by equation 10. Hence, if a model is self-consistent, after averaging ξ(σ, π) at constant s, the final result should be the same as the initial input ξ(r), scaled with (1 + 2/3β(z) + 1/5β(z)
2 ). If not, then the model must be wrong. Here, this test is done for Models I and II. Fig. 13 shows the result of this test. The circles refer to Model I and the diamonds to Model II. In both cases a ξ(σ, π) model is computed using an input power-law ξ(r) = (r/5.0) −1.8 , β(z) = 0.4 and < w 2 z > 1/2 = 800 km s −1 . Then, the average ξ(σ, π) is computed in constant annuli of s, thus obtaining ξ(s). The output ξ(s) is then divided by the predicted ξ(s) using equation 10. One can see that Model I seems self-consistent, as the predicted ξ(s) from ξ(r) matches with the linear scaling of ξ(r), through β(z), at large scales. However, this is not the case for Model II. There is a discrepancy between the predicted ξ(s) and the one derived from averaging the z-space distortions on ξ(σ, π). This offset corresponds to an offset on the value of β(z) of 0.25, which is quite significant. Given this result, only Model I will be considered, hereafter. z > 1/2 = 800 km s −1 . ξ(s) computed from Model I seems to agree very well with the prediction from the linear regime scaling from ξ(r), given by equation 10. The same does not happen with Model II, where an offset between the predicted and the derived ξ(s) is observed. It can also be seen for both models the effect of the velocity dispersion, that causes a flattening of ξ(s) at small scales.
Including Geometric Distortions
It is useful to make some definitions before describing the cosmology fitting through geometric distortions. Following Hoyle et al. (2002) , let the true, underlying cosmology of the Universe be the true cosmology, the cosmology used to build the model ξ(σ, π) the test cosmology, and the cosmology assumed to derive the r − z relation, both in the model and Assuming values for Ω 0 m higher/smaller then the true ones, will cause a flattening/elongation of the ξ(σ, π) along the line-of-sight, besides the overall effect on the amplitude of the correlation function, also visible in these plots. In these cases, z-space distortions due to peculiar velocities were disregarded. the data to measure the correlation function, the assumed cosmology.
Since we are comparing the geometric distortions in both the data and the model relative to the same assumed cosmology, the test cosmology used in the model that best matches the data should be the true cosmology of the Universe, in the absence of noise.
In this paper we assume a spatially flat cosmology, and choose to fit the variable Ω 0 m , hence fixing Ω
The relation between the separations σ and π in the test and assumed cosmologies (referred to by the subscripts t and a, respectively) is the following (Ballinger, Peacock & Heavens 1996) , (Hoyle 2000) :
where A and B are defined as follows (for spatially flat cosmologies):
In the linear regime, the correlation function in the assumed cosmology will be the same as the correlation function in the test cosmology, given that the separations are scaled appropriately. i.e.:
ξt(σt, πt) = ξa(σa, πa).
In Fig. 14 the geometric distortions due to assuming a cosmology different from the true, underlying cosmology are represented. On the left plot is ξ(σ, π) derived from Model I using an Ω 0 m = 0.3 test cosmology, while an EdS cosmology was assumed to derive the comoving distances. The plot on the right shows the case where the underlying cosmology has Ω 0 m = 1.0 but a Λ cosmology was assumed. So, assuming a value of Ω 0 m higher than the true one will cause a compression of the ξ(σ, π) contours along the line of sight, whilst if a too small value for Ω 0 m is assumed, it will cause an elongation of the contours along the line of sight and a high clustering amplitude to be observed. Redshift-space distortions due to the effects of peculiar velocities were not included in these models.
Ignoring for the moment the distortions caused by the peculiar velocities and the effects of noise, the observed shapes of the measured and modelled ξ(σ, π) will be the same when the test cosmology matches the true, underlying cosmology of the Universe (for whatever cosmology is assumed to convert the redshifts to comoving distances). Hence, by fitting the geometric distortions in the data, one should be able to determine the true cosmology.
Fitting Procedure
The fitting procedure was developed from the one used by Hoyle et al. (2002) . In summary, for a given value of β(z), a ξ(σ, π) model is generated in a chosen test cosmology. Then, the separations σ and π are scaled to the same cosmology that was assumed to measure the actual data. The final model for ξ(σ, π) is then compared to the data. This method is repeated for different test cosmologies and values of β(z).
Since we are fitting distortions in the shape of the zspace correlation function, the correct spherically-averaged amplitude of ξ(r) must be given as an input to the model. Otherwise the fit will be driven by offsets in the amplitude of the ξ(σ, π) model from the data, rather than the shape distortions, which would introduce systematic errors in the constraints obtained for Ω 0 m and β(z). The following steps are taken in the fitting procedure:
• Assume a cosmology and measure ξ(s), wp(σ), ξ(σ, π).
• Take a model for the real-space correlation function, e.g. a double power-law. This model should be a good description of the observed data, ξ(s) and wp(σ).
• Choose a pair of test values of Ω 0 m and β(z).
• The model for ξ(r) is a good description for the data in the assumed cosmology. What is actually needed at this stage is a ξ(σ, π) model in some test cosmology, hence the correct input for this model is ξ(r) in that same test cosmology. Since, in the linear regime, ξt(rt) = ξa(ra), one has only to compute the real space separation in the assumed cosmology to get ξt(rt). rt is given by rt = σ 2 t + (πt − wz/Ht) 2 and the relation between ra and rt is:
• Using that model for ξt(rt), compute ξt(σt, πt). Then, include the geometric distortions by scaling ξt(σt, πt) back to the assumed cosmology, in a similar way as described in the previous step. To get ξa(σa, πa), one needs to scale the separations σt and πt to σa and πa, using equations 21 and 22.
• Adding the effects of large-scale infall not only introduces distortions in ξ(σ, π) but also shifts the amplitude of the correlation function, by an amount that depends on the value of β(z) taken. Since the amplitude of the sphericalaveraged correlation function must remain the same (i.e. match the ξ(s) data), whatever β and Ω 0 m are used as test values, the amplitude of the input ξ(r) model is allowed to vary in the fit, guaranteeing that the fit is being made to the distortions in ξ(σ, π), since the averaged amplitude remains the same for whatever combination of β and Ω 0 m .
• For the best fitting value of this amplitude factor, determine the χ 2 value for the fit of this model to the data. In this step we are assuming that the ξ(σ, π) bins are independent.
• Repeat this procedure for different combinations of Ω 0 m and β(z).
The number of degrees of freedom in the χ 2 fit is the total number of bins where ξ(σ, π) from the model is fitted to the data minus the number of free parameters. If the fit is to Ω 0 m and β(z) and the averaged amplitude of ξ(σ, π) is allowed to float so it matches ξ(s), the number of free parameters will be three. The velocity dispersion was fixed in these fits: taking into account the z-errors of the survey and the intrinsic velocity dispersion of the QSOs, we assumed < w 2 z > 1/2 = 800 km s −1 (Outram et al. 2003) .
7.8 Further Constraints on Ω 0 m and β(z) from QSO Clustering Evolution All the other factors being the same, the greater the value of the true, underlying Ω 0 m , the more elongated the ξ(σ, π) will be along π; and the greater the value of β(z), the flatter these contours will be. Hence, a degeneracy is expected to occur in the confidence levels in the [Ω 0 m , β(z)] plane. In order to get better constraints on Ω 0 m and also β(z), this degeneracy needs to be broken.
A possible way to break the degeneracy is to combine these results with a constraint derived from consideration of QSO clustering evolution. From the value of the mass correlation function, at z = 0, linear perturbation theory can be used, in a given test cosmology, to compute its value at z = 1.4. Then, considering that the bias (b(z = 1.4)) is given by the ratio of the QSO ξ(r) and the mass ξ(r), and that the former is, at large scales, related to the measured QSO ξ(s) through β(z = 1.4), estimates of this parameter can be obtained for a given test cosmology.
To compute the mass correlation function amplitude at low z, we can use the values of ξ(s) and β found for the 2dFGRS survey. Using the values found by Hawkins et al. (2003) , the first step is to compute the respective value of b(z = 0).
For each test cosmology, the bias parameter of the galaxies at z = 0 is:
Consider now the volume averaged two-point correlation functionξ s given by:
For the 2dFGRS, ξ(s) is found to be well described by a double power-law model (Hawkins et al. 2003) . To compute equation 27 for the 2dFGRS, that model can be used in the integral on the numerator. Non-linear effects due to peculiar velocities in the sample should be insignificant by taking the upper limit of the integral s = 20 h −1 Mpc. Then, the equivalent averaged correlation function in real-space can be determined by:
Now the real-space mass correlation function is obtained with:
where b(z = 0) is given by equation 26. Once determined the real-space correlation function of the mass at z = 0, its value at z = 1.4 is obtained using linear perturbation theory. Hence, at z = 1.4, the real-space correlation function of the mass will be:
where G(z) is the growth factor of perturbations, given by linear theory and depends on cosmology (in this case the test cosmology) (Carroll, Press, & Turner 1992) . Once the value ofξ r mass (z = 1.4) is obtained for a given test cosmology, the process to find β(z = 1.4) is similar to the one used to findξ r mass (z = 0), but now the steps are performed backwards: ξ s (z = 1.4) can be measured in a similar way asξ s (z = 0). The bias factor at z ≈ 1.4 is given by: 
The value of β(z = 1.4) can then be determined by:
where b(z = 1.4) is given by equation 31 and Ωm(z = 1.4) is the value of the matter density at z = 1.4, given by:
for a flat universe. In the end, for a given value of Ω 0 m in the test cosmology, β(z) will be obtained by solving a second order polynomial equation.
The confidence levels on the computed values of β(z = 1.4) can be obtained by considering the errors on this calculation. These are found by identifying the factors that contribute to the error, and adding the components in quadrature. Here, the components contributing to the error on β(z = 1.4) are β(z = 0),ξ s (z = 0) andξ s (z = 1.4).
Results
We assume the double power-law ξ(r) model to compute the constraints on Ω 0 m and β(z) from the ξ(σ, π) shape. By substituting this function in Eq. 15 we find the subsequent expressions for the moments of the correlation function and hence the form of ξ(σ, π).
It should be noted that there is some sensitivity in the ξ(σ, π) fits to the detailed form of the assumed QSO ξ(r). If the model for ξ(r) is inaccurate then instead of fitting the distortion's shape in the [σ, π] plane, the fits will be dominated by small differences in the average amplitude. As has been seen already in Section 4, the β constraints from the ξ(s)/ξ(r) ratio are also sensitive to the assumed ξ(r) form. In both cases, assuming single power-law models for ξ(r) would lead to higher fitted values of β(z = 1.4). We have argued that the single power-law model narrowly fails to fit the observed QSO ξ(s) and wp(σ) results. As well as improving the fits to these data, the double power-law model for ξ(r) is also a better representation of the correlation function results in the 2dFGRS (and Durham/UKST) galaxy survey and also in ΛCDM simulations.
The solid lines and the shaded areas in Fig. 15 represent the results from fitting ξ(σ, π) models to the z-space distortions. The plots show similar likelihood contours for both the assumed cosmologies. This is as expected, since they should in theory be independent of the assumed value of Ω 0 m . The small differences that are seen are due to differences in binning the pairs between the two assumed cosmologies. It can be seen that the constraints on β(z = 1.4) are much stronger than the constraints on Ω m , β(z)] plane obtained if ξ(r) is described by the double power-law model, obtained from fitting the distortions in the ξ(σ, π) contours (grey-scale and solid confidence levels) and from QSO clustering evolution derived from linear theory (dashed 1σ and 2σ confidence levels). The dotted line shows the joint two-parameter 1σ confidence level obtained from combining both methods.
The dashed lines represent the 1σ and 2σ levels obtained from the bias evolution with redshift. We note that there is excellent overlap with the 1σ constraints from z-distortions. Essentially, it shows that the amplitudes of mass clustering at z ≈ 1.4, allowed by 2dFGRS dynamical analysis at z ≈ 0.1, are consistent with the z-space distortions results from the QSOs, also at z ≈ 1.4.
Finally we combine both the constraints from z-distortions and evolution to obtain the joint constraint represented by the dotted line. It shows the joint two-parameter 1σ confidence level obtained with both methods. If the EdS cosmology is assumed, the best fitting values for Ω Our results are also consistent with previous estimates of β(z = 1.4) and Ω 0 m from the 2QZ. This can be seen by comparing Fig. 15 with Fig. 9 of Hoyle et al. (2002) . However, the ξ(σ, π) analysis presented here supersedes that of Hoyle et al. (2002) , not only because of the ≈ 2× larger QSO data set but also because of our improved z-space distortion analysis. More recently Outram et al. (2004) 
CONCLUSIONS
To model z-space correlation functions to constrain Ω 0 m and β(z = 1.4), we have found that we need an accurate description of the real-space QSO correlation function. Although a simple power-law model gives a reasonable fit to wp(σ), we find other evidence that the real-space correlation function, ξ(r), may show non-power-law features. We have argued that fitting wp(σ) and ξ(s) simultaneously requires more than just a single power-law moderated by the effects of peculiar velocities. Further motivated by the non-power-law ξ(r) shape measured for the 2dFGRS survey, we have found that a similar double power-law model can explain the observed 2QZ ξ(s) and wp(σ). The parameters of the best-fitting model are: r0 = 6.0 +0.5 −0.6 h −1 Mpc and γ = 1.45 +0.27 −0.27 , for r < 10 h −1 Mpc, and r0 = 7.25 h −1 Mpc and γ = 2.30 +0.12 −0.03 , for r > 10 h −1 Mpc (assuming Λ). We then compared both the single and double powerlaw ξ(r) models with the 2dFGRS results and theoretical predictions from CDM clustering models. When comparing the 2dFGRS and 2QZ projected correlation functions, we found that our proposed double power-law model lies within the 2dFGRS errors, which suggests that this 2QZ ξ(r) model provides an acceptable description of the 2dF-GRS ξ(r). With the assumed Λ cosmology, even the amplitudes of the 2QZ and 2dFGRS correlation functions are similar; with the assumed EdS cosmology the 2QZ amplitude is a factor of two smaller at ∼ 10 h −1 Mpc scales. The mass correlation function amplitude evolves with redshift, and the same is probably true for galaxies and QSOs . Therefore, the agreement of the amplitudes in the Λ case is probably a coincidence. However, the 2QZ and 2dFGRS correlation functions are certainly similar in their shape.
The ΛCDM ξ(s) prediction appears to be a good fit to the 2QZ ξ(s). We also found that the ξ(r) double power-law model that we derived from the 2QZ clustering results is a very good match to ΛCDM ξ(r). On the other hand, the single power-law 2QZ ξ(r) model, derived from the wp(σ) data, produces a poorer match to the 2dFGRS data and the ΛCDM predictions.
Using the double power-law ξ(r) model and the ξ(s) measurements, we estimated β(z = 1.4) = 0.32 (Hoyle 2000) and under simple assumptions this may only increase to ≈ 700 km s −1 , for Ω 0 m = 1.0. We compared the ξ(σ, π) z-space distortions model with that previously used by Hoyle et al. (2002) , and found that the latter suffers from a systematic offset between the amplitude of the input ξ(s) and the ξ(σ, π) amplitude. This does not seem to occur in the model used in the current work (Matsubara & Suto 1996) .
Although the ξ(σ, π) fitting is sensitive to the form of the ξ(r) model, assuming the double power-law model derived above, we have obtained useful constraints on β(z = 1.4) from the z-space distortions analysis. The constraint on Ω 0 m is not as strong from z-space distortions alone, being quite degenerate with the constraints on β(z = 1.4). Combining these z-space distortions results with those from QSO bias evolution helps to break this degeneracy and provides stronger constraints. The resulting constraints are Ω 
