. Through case studies of marine system and ship structure (substructure of floating offshore wind turbine considering hydrodynamics performances and bulk carrier bottom stiffened panels considering structure performance), we have confirmed the applicability of the proposed method for multi-objective side constraint optimization problems.
INTRODUCTION
The optimal engineering system design is built around the best of alternative design variables concerning system performances. Therefore, the performance evaluation is an essential process at the optimal design stage, but system performance analysis in particular is time-consuming. To solve this problem, many researchers are predicting the system performance using Response Surface Method (RSM) (Hong, 2000; Mayers and Montgomery, 1995) . These RSM represent the relationship between inputs and outputs ( Fig. 1) . The RSM simplifies the configuration of the response surface and takes short time to generate it. In addition, it has the advantage of generating a stable response surface.
Fig. 1 Response surface method (RSM).
RSM is traditionally used to predict system performance in the engineering research field. Bucher and Bourgund employed RSM to solve structural reliability problems (Bucher and Bourgund, 1990 ). Kahraman developed a quadratic model for prediction and analysis of the relationship between the cutting parameters and surface roughness in the turning process of AISI 4140 steel (Kahraman, 2009) , and Yu et al. (2009) studied the fatigue reliability of ship structures using RSM. However, this method produces errors in highly nonlinear problems. Marine system optimization design problems based on performance involve highly nonlinear elements, such as hydrodynamics problems (hull forms, propeller), and structural problems (superstructures, offshore structure). Therefore, many researchers have tried to increase prediction accuracy using various artificial intelligence methods. Shin employed the neuro-fuzzy algorithm to predict wake distribution (Shin, 2007) , Han determined the satisfaction index of the noise using various evaluation parameters using the linear regression and back-propagation neural network algorithm (Han, 2012) , and Lee et al. tried to predict the added resistance in waves using GP (Lee et al., 2014) . Yang et al. (2015) studied reliability based design optimization of the tripod substructure of offshore wind turbines under dynamic constraints using the kriging method and Mandal et al. studied to predict the damage level for non-reshaped berm breakwater using ANN, SVM and ANFIS (Mandal, et al., 2012) .
The application of optimization method, in NAOE optimal design problem, is time-consuming especially for performance analysis evaluation; performance prediction using approximation method can be used to reduce the evaluation time. Therefore, it is necessary to research the multi-objective optimal design framework in view of system performance in the initial design stage. In marine system optimal design problem, no research about optimization process including approximation method was found. The main objective in this study is to optimize a marine system while considering its performance, and to establish a design methodology for multi-objective optimization problems. For this purpose, we constructed a framework for optimal design based on the Neuro-Response Surface Method (NRSM) (Lee et al., 2013a) . Through case study, we have confirmed the usefulness of the constructed framework in view of hydrodynamics and structural performance. The design alternatives for performance analysis are generated using an orthogonal array table (Ross, 1996) , while commercial codes (AQWA, ANSYS APDL) are used for performance analysis. The framework was constructed using MATLAB code.
OPTIMAL DESIGN FRAMEWORK BASED ON NEURO-RESPONSE SURFACE METHOD (NRSM)
The proposed multi-objective optimal design framework includes two principal phases (Lee et al., 2013b) :
In order to predict the system performance, the response surface is generated using the Back-Propagation Artificial Neural Network (BPANN); this process is the Neuro-Response Surface Method (NRSM).
(2 nd Phase)
Optimization of system geometry using NRSM.
Approximation model (Prediction method)
INPUT ( (1 st process: Definition of the geometry)
The proposed optimal design framework defines the geometry by parameterization method. An orthogonal array table is used for systematic generation of design alternatives that are divided into 2 sets: -Training data: used to generate the response surface.
-Test data: used to check the prediction accuracy.
(2 nd process: Generation of response surface using NRSM )
The response surface is generated by the Multi-Layer Perceptron (MLP). It has three layers: an input layer, hidden layer, and output layer. The back-propagation algorithm (Robert, 1989) was used to train the neural network. The optimization process is done on the generated response surface, hence the importance of its prediction accuracy. In order to construct the appropriate response surface, the best structure and the best number of learning cycles for the ANN was prepared and the prediction accuracy of the generated response surface was confirmed using 2 data sets (1 st process).
(3 rd process: Optimization)
The NSGA-II (Kalyanmoy, 2002 ) is used as a multi-objective optimization algorithm.
Finally, the optimal design can be selected using the pareto-optimum set which results from the proposed framework.
APPLICATION
The applicability of constructed optimal design framework is verified using the marine system problem considering hydrodynamics performances (5 MW TLP-type wind turbine substructure) and structural performance (ultimate strength of bulk carrier stiffened panel). The accuracy of the constructed framework results has been analyzed using commercial codes (AQWA and ANSYS APDL).
MW TLP-type wind turbine substructure
The objective is to decide optimal TLP-type of wind turbine substructure while considering hydrodynamics performance.
Formulation of optimization problem
The optimization problem of TLP-type wind turbine substructure while considering hydrodynamics performance (nacelle acceleration and line tension) can be formulated as: (Eqs. (1)- (2))
In this formula,
where, 1, 2, 3( i i = = number of design variables ) Three design variables were considered: S (the submerged depth of a column), H (the height of the cylinder), and B R (the cylinder radius). Fig. 3 shows the design model, including the design variables. S is set as the depth at 20% or 40% of the total area and C R means the column radius. A range of design variables S, B R and H is presented in Table 1 . In this case study, C R is considered as fixed value. Table 2 shows the specifications of NREL (National Renewable Energy Laboratory) 5 MW wind turbine model. The west coast of Korea near Chilbal-island was considered for the environmental conditions (Fig. 4 ). Wind speed is 11.4 (m/s), the significant wave height is 4.11 (m), the wave period is 12.49 (sec), and the JONSWAP spectrum is used. 
Definition of geometry
18 set of different design alternatives were generated using an orthogonal array table ( 1 2 18 ( (2 3 )) L × as shown in Table 3 .
The case number 9 is the base design case, which is similar to the NREL 5 MW TLP-type wind turbine model. Table 4 shows the results of the performance analysis for nacelle acceleration, and line tension using commercial code (AQWA). After performances calculation of the generated design cases, we constructed the response surface using NRSM. Then, the performances of the various design cases can be predicted in a continuous response surface without direct computing. 15 set of data (Table 5) were used to generate the response surface. In order to check the accuracy of the constructed response surface, the results were compared using 3 set of data (Table 6 ). To increase the learning rate for a neural network, all data were used for a normalized value between 0.5 and 1. 
Construction of approximate response surface
The number of hidden layers was changed from 1 to 10. Using six hidden layers gave a better result. Therefore, the final structure of the neural network and the number of learning cycles are 3-6-2 and 15000 respectively. The error convergence is about 0.00599 at 14000 using the constructed framework (Fig. 5) . The error is defined in Eqs. (3) and (4). " j d " is the output of network and " j y " is the actual value. "L" is the number of output neurons. Table 7 and Fig. 6 show the learning accuracy of the trained neural network for 15 cases in the training sample. In this table, "desired values" are the AQWA analysis results, and "prediction values" are the output of the neural network. We decided that the constructed structure of the neural network is proper, because most of the error values are below 0.05 (Table 7 and Fig. 6 ). Fig. 6 Accuracy of generated response surface. Table 8 , Fig. 7 and Table 9 show the prediction accuracy and prediction error for the test data set in the generated response surface. In this process, the accuracy of the constructed response surface can be checked. Results analysis of Table  9 shows that some errors of prediction still persist. However, to deduce the performance in a limited time, the NRSM can give reasonable results. Therefore, the trained neural network was used as a performance approximation in the optimum design process. 
Optimization process based on NRSM
The optimum design can be searched using NSGA-II in the generated response surface. Table 10 shows the parameters for NSGA-II and Fig. 8 presents the pareto-optimum set as the final result of the constructed framework. In order to select the final optimum design among the pareto-optimum set, a weighting factor was used for each objective function (nacelle acceleration, and line tension). The weighting factor of the nacelle acceleration and line tension were each 0.5. In Fig. 8 , the black point means the selected optimum design.
The design variables of the selected design case are S (submerged depth for a column, 14.193 m), H (the height of cylinder, 28.688 m), and B R (Cylinder radius, 6.000 m). Table 11 shows the performance analysis results between the obtained neural network and commercial code (AQWA) result. When using the constructed framework, the prediction error is up to 0.05 (line tension), as shown in Table 12 . However, in order to choose the optimal design while considering its performances, the constructed framework can give reasonable results in a limited time. Finally, the improvement for standards of performance evaluation was analyzed as shown in Table 13 , where all standards for the optimum design case decreased against the base design case. 
Analysis of optimum design

Ultimate strength of ship stiffened panel
The objective in this case study is to decide the bulk carrier bottom stiffened panels while considering the structural performances (ultimate strength and the steel weight). Table 14 and Fig. 11 show the material and geometric properties of bulk carrier bottom stiffened panels (Kim, 2012) . The Tee bar stiffener type is considered in this case study (Fig. 11) . 
Formulation of optimization problem
The optimization problem of bulk carrier bottom stiffened panels while considering structural performances can be formulated as: (Eqs. (5)- (6) 
In this formula, A range of design variables , , , , Table 15 . The common stiffeners of bulk carrier bottom stiffened panel are: 16 ( )
P W f W f t t t h and b is presented in
, 12 (t w ), and 17 ( f t ). In this research, the common stiffened panel is considered as the base design case.
Analysis conditions
In this case study, the symmetric boundary condition (Table 16) (Pail and Thayamballi, 2003) was used, and two-bay model was considered as bulk carrier bottom stiffened panels (Fig. 13) . Table 16 (Kim, 2012) .
In case of structural analysis using non-linear analysis method, the pressure which depends on the direction of the lateral pressure can be divided into plate-side pressure and stiffened-side pressure (Kim, 2012) . The stiffened-side pressure was considered in this research (Fig. 14) . Fig. 14 Stiffened-side pressure (Kim, 2012) .
Definition of geometry
15 set of different design alternatives were generated using an orthogonal array table. A modified 3-level L 15 array was used to generate the alternative designs. Table 17 shows the design alternatives and the results of the performance analysis for a steel weight and ultimate strength of bottom stiffened panels using commercial code (ANSYS APDL). 15 set of data (Table 18 ) were used to generate the response surface and 3 set of data (Table 19 ) were used to check the accuracy of the constructed response surface. In order to increase the learning rate for a neural network, all data were used for a normalized value between 0.5 and 1. 
Construction of approximate response surface
In this case study, the optimal structure of the neural network and the number of learning cycles are 5-8-2 and 2200 respectively. The error convergence is about 0.006 at 1943 using the constructed framework (Fig. 15) . Fig. 15 Error convergence. Table 20 shows the learning accuracy of the trained neural network for 15 cases in the training sample. We decided that the structure of the neural network is proper, because most of the error values are below 0.08, and the results for the neural network learning were appropriate (Table 20) . In this table, "desired values" are the ANSYS APDL analysis results, and "prediction values" are the output of the neural network. Table 21 shows the prediction accuracy of the trained neural network and Table 22 shows the prediction error of test data. In this table, the error is below 0.15. Therefore, prediction accuracy of the performance can give reasonable values. Optimization process based on NRSM Table 23 and Fig. 16 show the parameters for NSGA-II and the pareto-optimum set as the final result of the constructed framework. In order to select the final optimum design among the pareto-optimum set, the weighting factor of the ultimate strength and steel weight were each 0.5. In Fig. 16 , the black point means the selected optimum design.
The design variables of the selected design case are P t (the plate thickness, 9.5 mm), W t (the web thickness, 15.7 mm), f t (the flange thickness, 13.5 mm), W h (the web height, 138 mm) and f b (the flange breadth, 148.9 mm). Fig. 16 Pareto-optimum set. Table 23 Parameters.
Population 100
Crossover 20% Mutation 1%
Max. Generation 250
Analysis of optimum design Table 24 shows the structural analysis results between the obtained neural network and commercial code (ANSYS APDL) result. When using the constructed framework, the prediction error is up to 0.17 (steel weight), as shown in Table 25 . But, in order to choose the optimal design while considering performances, the constructed framework can give reasonable results in an initial design process. Finally, the improvement of performance evaluation standards was analyzed as shown in Table 26 , where all standards for the optimum design case are better than the base design case. 
CONCLUSION
The following conclusions were obtained in this study: 1) We proposed an optimal design framework based on the neuro-response surface method (NRSM):
• To generate the response surface, this method uses the backpropagation artificial neural network (BPANN) that is considered as NRSM in the proposed framework.
• The system is optimized using the non-dominated sorting genetic algorithm (NSGA-II).
• The final optimum design case is chosen using the weighting factor for each objective function;
2) The proposed framework is considered as the useful marine system optimization design tool, in the initial design stage:
• Save the performance analysis time in the optimization process;
• Widely check the alternative design case.
In future research, we will evaluate the effectiveness and usefulness for proposed design framework through application of various geometry optimization problems for naval architecture and ocean engineering.
