We show that the Schur-Weyl type duality between gl(1|1) and GLn gives a natural representation-theoretic setting for the relation between reduced and non-reduced Burau representations. %endquote
Introduction
The goal of this note is to clarify the relation between reduced Burau representations of braid groups, non-reduced Burau representations, and the representation of the braid group defined by R-matrices related to U q (gl(1|1)).
A lot is known about the relation between the quantized universal enveloping algebra U q (gl(1|1))) of the Lie superalgebra of gl(1|1), multivariable AlexanderConway polynomials on links, and the Burau-Magnus representations of braid groups.
In this paper we show that the Schur-Weyl type duality between gl(1|1) and GL n gives a natural representation-theoretic setting for the relation between reduced and non-reduced Burau representations. We use this simple fact as an excuse to sum up some known (but partly folklore) facts about these representations and the invariants of knots.
In Section 1 we recall the definition of and basic facts about quantized gl(1|1). Section 2 describes the duality between GL n and U q (gl(1|1)). In Section 3 we show how the Burau representation naturally reduces on the space of multiplicities. Section 4 relates the Alexander-Conway polynomial to the trace on the multiplicity space.
{X, Y } = e
hH − e The Hopf superalgebra is quasi-triangular with R-matrix
That is this element satisfies the following identities:
There is an integral form U q (gl(1|1)) ⊂ U h (gl(1|1)), which is generated by X, Y, G and the invertible element t = e hH 2 as a C[e h , e −h ]-algebra. As usual, we write q = e h .
1.2
Recall that there is up to isomorphism precisely one irreducible gl(2)-module of a fixed dimension n (for instance the natural representation for n = 2). In contrast, the algebra U q (gl(1|1) has 2-(complex) parameter family of irreducible representations on C 1|1 for z ∈ C * , n ∈ C denote by V z,n the irreducible 2-dimensional representation V z,n = Cv ⊕ Cu with v even and u odd such that
(from which Xu = 0, Gu = (n + 1)u, Y u = (z 2 − z −2 )v and tu = zu follows). Obviously, one can also consider the representation ΠV z,n with the parity of the elements reversed. The representation ΠV z,n can be realized as ǫ ⊗ V z,n where ǫ is an odd one-dimensional representation. These representations and their tensor products will in fact be essentially the only gl(1|1)-representations of interest to us. For more details on the representation theory see e.g. [13, §11].
1.3
Let V be a finite dimensional representation of U q (gl(1|1)). It decomposes into a direct sum of weight spaces for G,
Note that we do not assume the weights to be integral. As usual, the elements X and Y act from one weight space to another
and we have X 2 = Y 2 = 0. Hence, V can be viewed as a complex with two differentials acting in opposite directions. The DeRham complex of any Kähler manifold carries an action of gl(1|1), such that the element H acts as the Laplace operator. Thus, the algebra U h (gl(1|1)), and for the same reasons U (gl(1|1)), is in a certain sense, an abstraction of the structures of Hodge theory.
These are, in fact, isomorphic as algebras; the difference between them lies in the action of the differential on V ⊗W : the usual, diagonal action for U (gl(1|1)), the comultiplication for U q (gl(1|1)) gives another action.
Alternatively, any gl(1|1)-representation can be thought of as a matrix factorization with extra structure (primarily, an upgrade of the Z 2 -grading to a Z-grading). The underlying super vector space remains unchanged, with X + Y giving the differential, and
as the potential.
2 The decomposition of the tensor product
2.1
Let Cl N be the Clifford algebra (over C) with 2N generators:
The algebra Cl N has an irreducible 2 N -dimensional representation U N generated by a cyclic vector v with b i v = 0. We might identify the basis vectors with the set of {0, 1}-sequences of length N , such that v = (0, 0, 0, . . . 0) and a i annihilates all basis vectors S = (s 1 , s 2 , . . . s N ) with s i = 1, and otherwise sends S to (−1)
′ where S ′ differs from S exactly in the i th -entry. If we consider the subspace U = span a 1 , . . . , a n of Cl N then there is a natural isomorphism of graded vector spaces:
where s j1 , s j2 , . . . , s j k are precisely the 1's appearing (in this order) in S. The action of a i gets turned into x → a i ∧ x ). In case N = 1, U N is 2-dimensional, and the irreducible 2-dimensional representation (2) is obtained by pulling back the Clifford algebra action to
This formalism can be extended to the N -fold tensor product (via the comultiplication ∆) of these representations:
Proof. One easily verifies that the map is compatible with the relations of U q (gl(1|1)). The second statement follows then also by explicit calculations.
2.2
The
, which is the super-commutant of the subalgebra generated by X and Y .
Proof. The inclusion U ⊆ CΦ(X) ⊕ W holds by definition. For the inverse it is enough to find (for 1
One easily verifies that
does the job. The sum is direct, since an element u in the intersection is of the form u = α
, hence with our assumption α = 0 and so u = 0. The argument for U ′ is similar. Part 1 follows. Now C(X, Y ) is clearly contained in the commutant of X and Y . Since dim X, Y = 4, and the action of this subalgebra on U N is semi-simple, by 2 N −1 copies of the unique 2-dimensional irreducible representation of X, Y . Thus, its commutant is of dimension 2 2(N −1) . Since C(X, Y ) has this dimension, it must be the entire commutant, obviously isomorphic to the Clifford algebra as claimed.
In order to find the super-commutant not just of Φ(X) and Φ(Y ), but all of U q (gl(1|1)), we must find the subalgebra which also commutes with Φ(G). 
Under the action of Cl W , U N decomposes into two copies of U W =
• W , one with parity reversed. Thus, V (z, n) is completely decomposable and, up to grading shift and parity-reversal, the summands are precisely the 2-dimensional simple modules from above. Of course, the highest weight vector v N generates a copy of V z,λ , so all simple submodules must be of the form V z,λ+k for some k (possibly with parity reversed). Thus,
Proposition 2.4 (Tensor space decomposition).
The multiplicity space of V z,λ+k in V (n, z) is the space of weight
where Π is the shift of parity, Π 2 = id.
2.3
This decomposition of the tensor product can be made more explicit if we chose a basis c i , i = 1, . . . , N − 1 in the subspace W ⊂ U complementary to CΦ(X), hence fixing a decomposition U = CΦ(X) ⊕
Cc i . From now on we will just write X, Y instead of Φ(X), Φ(Y ).
Lemma 2.5. We have the following formulas
where w ∈ U and the y i 's are defined by
Proof. Obvious.
For a vector
v ∈ U define (v) i1,...,i k = c i1 . . . c i k v + (−1) k 1 z − z −1 k a=1 y ia (−1) a−1 c i1 . . . c ia . . . c i k v Proposition 2.6. The space V i1,...,i k = C(v N ) i1,...,i k ⊕ CX(v N ) i1,..
.,i k where v N is the highest weight vector (see section 2.2), is an irreducible submodule isomorphic to V z,(
N i=1 ni)+k .
This submodule corresponds to the monomial c i1 ∧ · · · ∧ c i k in the decomposition (5).
Proof. We have
The statement follows directly from the action of t and G and (2).
3 The relation to the Burau representation
3.1
The action of the universal R-matrix (1) in the tensor product representation V z1,n1 ⊗ V z2,n2 can easily be computed explicitly. Namely, in terms of the weight basis (by abuse of language we use the basis {v, Xv} for either module) this right action looks as follows:
In the tensor product basis v ⊗ v, v ⊗ Xv, Xv ⊗ v, Xv ⊗ Xv it produces the 4 × 4 matrix R (z1,z2) = z
with
3.2
Consider the groupoid of braids whose strands are labeled by elements in C × C * . Each N -braid with colors (z i , n i ), 1 ≤ i ≤ N on its N strands defines a morphism from the tuple (z, n) to the permuted tuple (σz, σn) given by the braid. Assigning to a tuple (z, n) the representation V (z, n) = V z1,n1 ⊗ · · · ⊗ V zN ,nN and to the single (positive) braid β i with strands colored by a := (z i , n i ) and b := (z i+1 , n i+1 ) the mapping
defines a representation π of the colored braid groupoid. Here R (z1,z2) is as above, hence up to a multiple, the universal R-matrix (1) acting on V nσ 1 ,zσ 1 ⊗ V nσ 2 ,zσ 2 , and P i,i+1 is the flip map of simply swapping the two tensor factors as x ⊗ y → (−1) xy y ⊗ x. To verify the claim note that the braid relations amount to the relations
for j = i − 1, i, i + 1 and a, b, c, d arbitrary colors. These relations can easily be checked by direct calculations. In particular, the subgroup B z of the braid group that preserves (z, n) acts on V (z, n). Because the operators π(β i ) commute with the action of U q (gl(1|1)), the action is determined by the action on multiplicity spaces.
The first interesting multiplicity space is W considered as a subspace of U :
Proposition 3.1. In the case where z 1 = · · · = z n , this braid group representation on U is isomorphic to the Burau representation. Similarly, the action on W gives rise to the reduced Burau representation in case
Proof. Choose the basis
where X is applied to the i-th factor. Then π(β i ) defined in (8) acts on this basis as follows: π(β i )b j = b j for j = i, i + 1, and on b i and b i+1 it acts as the matrix
Change the basis as
In case z i = z j for any i, j, we set we t := z
and obtain that π(β i ) acts on b j an an idenity when j = i, i + 1 and on b i and b i+1 by the matrix:
But this is exactly the Burau representation, see for example [1, p. 118 Example 3] . The invariant subspace is CXv. The reduced Burau representation acts in the quotient space W = U/CXv.
In general, we obtain a colored version of the Magnus representation of B z obtained from an action on the free group on N generators (see [2, p. 102 ff] for the non-colored version and for colored version see [3, Section 4] ) and thus, Gassner representation of the pure braid group. In other words we proved the following. 
Multivariable Alexander-Conway polynomial
In this section we will use Theorem 2.4 to obtain the Alexander-Conway polynomial of a knot in terms of R-matrices for quantum gl(1|1). These results are very closely related to the results in [6] and [8] .
4.1
To construct invariants of links and tangled graphs let us start with the explicit decomposition of the two-folded tensor product. We abbreviate
(assuming from now on this inverse exists). The following linear maps explicitly describe the decomposition of the tensor product of two generic irreducible twodimensional representations:
We denote by w 1 , Xw 1 (resp. w 2 , Xw 2 ) the standard basis in V z1z2,n+m+1 and in V z1z2,n+m , and by v 1 , Xv 1 (resp. v 2 , Xv 2 ) the standard basis in V z1,n and in V (z 2 , m), respectively. Then the maps are defined as follows:
One easily verifies that they are inverse to each other:
) be the natural orthogonal projections to the first and the second summand respectively.
For any A ∈ End(M ) with M an arbitrary super space, define the super trace to be str(A) to be the trace of A restricted to the even part of M minus the trace of A restricted to the odd part of M . For instance, if M = V , then str(A) = A v,v − A Xv,Xv where v, Xv = u is the weight basis in V .
We have the following identities for the super traces:
Here str 1,2 are partial super traces:
The matrix P R (z,z) has the spectral decomposition:
We also have
and it is easy to check that these identities agree with the spectral decomposition and super trace identities above.
4.2
Let π be the representation from above and β a braid. The partial trace tr 23...N (π(β)) is the evaluation of a central element in U h (gl(1|1)) in the irreducible representation V z1,n1 . This is a general fact about the construction of link invariants from quasitriangular Hopf algebras [10] , [14, Definition 2.1]. Therefore this partial trace is proportional to the identity. We will write Proof. This theorem follows immediately from Proposition 2.4. The decomposition of the tensor product V (z, n) defines linear maps f m : ∧ m W → ∧ m W for each element f ∈ End(V (z, n)) . Using the explicit formulae for the decomposition of two irreducible 2-dimensional representations from the previous section and the formulae for partial traces str a (φP b ψ) from the previous subsection we arrive to the identity: (13) is an invariant of the link β.
Proof. We have to verify the invariance with respect to Markov moves. The invariance with respect to the first Markov move means τ (σβσ −1 ) = τ (β). But this identity follows immediately from the conjugation invariance of the ordinary trace and Theorem 4.1. The second Markov move means that τ (βs
