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Abstract
This paper is a part of previous research papers of the author regarding 
second language sentence processing and discourse processing strategies. 
The major aim of this paper is an attempt to examine the state of the art 
and the validity of cognitive scientific research regarding second language 
sentence and discourse processing strategies.  This paper deals principally 
with reanalysis processing strategies, syntactic parsing principles, 
information-paced parsing, tentative attachment, processes and strategies 
in twelve stimulus sentences used for data collection tasks in the present 
study. The theoretical premises and empirical considerations are a 
prerequisite for further experimental research into the significant effects of 
prior or subsequent discourse contexts on resolution of ambiguity and 
complexity of garden path or other sentences that are difficult to parse.
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Introduction
This paper is the second part of an on-going study introduced in Sentence 
and Discourse Processing Strategies (2010) in KEIZAI-SHIRIN, V ol. 
LXXVII.  It deals principally with three major hypotheses of reanalysis 
processing, information-paced parsing, tentative attachment, syntactic 
parsing principles and strategies in 12 stimulus sentences used for data 
collection tasks in the present study and the empirical considerations of the 
results.
1　Three major hypotheses of reanalysis processing
In terms of serial processing, a syntactic parser is, in principle, assumed 
to select only a single sentence structure-analytic processing at a time and 
thus when it recognizes the invalidity of the syntactic analysis, a parser is 
required to start to backtrack and perform reanalysis processing for the 
purpose of making ambiguity resolution efficient and effective.  That is, 
reanalysis processing in sentence comprehension, or interpretation means 
that when a parser recognizes the invalidity of a certain syntactic analysis 
(for some ambiguous parts of a sentence, or sentences) a parser has 
selected in the initial parsing stage, it is supposed to conduct syntactic 
parsing for the ambiguous and problematic part again by adopting more 
valid syntactic strategy than the previous one, or initial syntactic parsing 
through backtracking or other different types of approaches.
As has been examined in the previous chapter, assuming that a syntactic 
parser adopts a serial processing strategy; only a single syntactic 
structure-based analysis in accordance with the principle of serial 
processing, for example, a parser attempts to select a particular syntactic 
processing strategy, however, as soon as it recognizes it as not valid; it 
fails at a particular ambiguous part in the natural course of syntactic 
parsing, it has to start to reread and conduct a reanalysis for it in order to 
resolve syntactic ambiguity.     
Furthermore in such a case, there arises a significant and complicated 
303The Second Language Sentence and Discourse Processing Strategies (2)
issue regarding where (or what part of sentence) it is most efficient for a 
syntactic parser to return to, or backtrack on with a view to making 
syntactic parsing accurate and valid.  As for the above-stated issue, Frazier 
& Rayner (1982) asserts that there are three different types of possible 
hypotheses concerning the position for backtracking in the course of 
reanalysis processing as follows:
(1) Forward reanalysis hypothesis:
The hypothesis that on perceiving inadequacy of structural analysis a 
syntactic parser has adopted in the initial parsing decision, a parser is 
assumed to return to the beginning of a sentence and reread, making 
structural analysis from the beginning for the purpose of ambiguity 
resolution by selecting the more appropriate syntactic processing strategy 
other than the previous one it adopted in the initial processing decision.
(2) Backward reanalysis hypothesis:
The hypothesis that on perceiving inadequacy of structural analysis, a 
syntactic parser has adopted in the initial parsing decision, it is assumed to 
backtrack on the sentence one word by one word backward and conduct 
syntactic processing by selecting the more appropriate syntactic processing 
strategy other than the previous one it adopted in the initial processing 
decision.
(3) Selective reanalysis hypothesis:
The hypothesis that on perceiving inadequacy of structural analysis, a 
syntactic parser has adopted in the initial parsing decision, a syntactic 
parser is assumed to return to the problematic part of a sentence that 
causes the inadequacy and starts again to make syntactic analysis for the 
target part by selecting the more adequate syntactic processing strategy 
other than the previous one it adopted in the initial processing decision. 
These three definitions are principally based on Frazier & Rayner’s 
reanalysis-processing hypothesis (based on Sakamoto, 1998).
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As for these three possible hypotheses, Frazier & Rayner (1982) 
assumed that their research was conducted in an attempt to investigate the 
significant issue that in conducting reanalysis, the readers’ eyes returned to 
what part of a sentence they had regarded as ambiguous in their first 
syntactic analysis, and as a result, on perceiving the invalidity of structural 
analysis, they immediately returned to the problematic part of a sentence 
that caused the ambiguity and started again to make reanalysis for the 
target part (Sakamoto, 1998; Pickering, 1999).
As for ESL reader, or especially, Japanese EFL reader, however, it can 
be suggested that he or she may depend mainly on the lower level of 
English proficiency, or reading comprehension ability of an individual 
reader to select which of these three hypotheses they are going to adopt. 
My present research attempts to investigate whether these hypotheses, or 
Frazier & Rayner’s hypothesis can hold true for reanalysis in sentence 
processing for Japanese EFL learners and what type of hypotheses is the 
most valid for ambiguity resolution of syntactic processing.
2　Syntactic parsing in head-final language such as the Japanese 
Language
As has been considered in the previous section. immediate processing is 
required to perform a reanalysis processing every time a syntactic parser 
recognizes that though a particular syntactic processing is adopted, but it is 
inappropriate, or invalid, whereas there is an advantage of delayed 
processing over immediate processing that delayed processing can avoid 
carrying out an invalid processing strategy by delaying adopting (, or 
temporarily reserving) a particular syntactic processing of the problematic 
part of a sentence, or sentences that causes syntactic and semantic 
ambiguity until there comes a significant information enough to make an 
valid and appropriate judgment which is conducive to the ambiguity 
resolution.
On the other hand, since in head initial languages such as the English 
Language, the significant information determining a specific syntactic 
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structure usually, or in principle, appears earlier than in head final 
languages such as the Japanese Language, the valid prediction of a specific 
syntactic structure is carried out at a relatively earlier time, or stage.  In 
head final languages such as Japanese, however, the head, which plays a 
central role in semantic decision, often appears relatively later (for 
instance, frequently in the end of a sentence, or sentences) and thus it is 
not necessarily possible to predict an adequate and valid syntactic 
structure.  Therefore, in the case of treating head final languages such as 
Japanese language, every time a garden path phenomenon, or effect arises, 
a syntactic parser needs to attempt a reanalysis processing strategy, which 
has prompted an assumption that it should have a significant function of 
temporally delaying, or reserving syntactic processing procedure (Mazuka 
& Itoh, 1995; Sakamoto, 1998; Pickering, 1999).
3　Information-paced parsing and tentative attachment
In addition to that, the following issues is also very significant. As an 
ingenious hypothesis that is capable of solving the significant problems 
regarding sentence processing, “Information-paced parsing” in Inoue and 
Fodor(1995), and “Tentative attachment” in Mazuka & Itoh(1995), which 
can be defined as an influential syntactic processing models  and they have 
been drawing attention since the middle 90’s.
In sum, Mazuka & Itoh (1995) advocated the syntactic parsing strategy of 
Tentative Attachment by partially adopting the function of this delayed 
processing.  This shows “in Japanese, a parsing decision is tentative until 
the sentence is completed.  In terms of tentative attachment, reanalysis of 
each decision will have a psychologically measurable cost, but any single 
reanalysis will not be costly enough to cause conscious processing 
difficulty” (Mazuka & Itoh (1995)p.323).  It is quite true that tentative 
attachment in processing of head final language such as the Japanese 
language has an advantage in whenever it remains to be possible to change 
incoming information, however, there arises a significant problem 
regarding how long tentative state can store..
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“Information-paced parsing” can also be described as one of the most 
plausible hypotheses regarding the syntactic processing proposed primarily 
in Inoue & Fodor (1993) and Inoue & Fodor(1995,1998).  This hypothesis is 
mainly based on a top-down parser, which linearly conducts a syntactic 
processing from the beginning to the end of the sentence by attempting to 
adopt not delayed but immediate processing, and a mental index is left at 
the target part where syntactic, or semantic ambiguity may exist during 
processing, and return to the target part in order to make reanalysis when 
reanalysis is required for several reasons such as malfunctioning of 
syntactic parsing.  Therefore, compared to the hypothesis based on head-
driven parsing which principally attempts to make syntactic processing of 
head, syntactic processing of languages that have head in the position of 
complement, has an advantage that there is less cognitive load required for 
the short term memory in that it is possible to utilize syntactic information 
before reaching head.  Although it can be pointed out that because of the 
on-line syntactic parsing, based on the newly inputted information, wrong 
syntactic predictions can lead to a lot of cases of reanalysis (Inoue & Fodor, 
1998; Sakamoto, 1998; Murasugi; 2003).
On the other hand, “Tentative attachment” can also be defined as one of 
the most plausible hypothesis concerning the syntactic processing strategy 
proposed in Mazuka & Itoh, (1995).  In tentative attachment, for example, 
an operation to segment newly inputted lexical items into phrases or 
clauses and a mechanism to connect these processed units to a syntactic 
parser are regarded as two distinct types of operations.  Therefore 
although a syntactic parsing based on tentative attachment is tentatively 
made word by word from the beginning with semantic information as a 
guide, or facilitator, the final resolution of syntactic processing is made in 
the syntactic head.  In other words, even if a newly inputted element is 
attached to the elements of currently processed syntactic structure, the 
attached element remains always tentative and changeable until information 
conclusive enough to determine syntactic analysis and semantic resolution 
is available.  Therefore there is less cognitive cost for reanalysis required 
for tentative attachment, and it can be defined as a persuasive hypothesis in 
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that it has strong points of both top-down parser hypothesis and head-
driven parser hypothesis.  The former makes syntactic parsing linearly 
from the beginning of the target sentence, and the latter resolute syntactic 
processing in head.  But it is advisable to note that there arises another 
question concerning how long a syntactic parser can retain a tentatively 
attached condition which is changeable at any time.  And it should also be 
pointed out that the relationship among different linguistic modules such as 
lexicon, syntax, semantics, and so on remains to be vague and unclear ( 
Mazuka & Itoh, 1995, 1998; Nakayama, 1999;Sakamoto, 1998; Murasugi, 
2003).
12 stimulus sentences used for data collection tasks for experiments 
1,2,3 are going to be examined and considered on the basis of the syntactic 
principles and so on in this section. 
4　12 stimulus sentences used for data collection tasks for the 
Experiments of the present studies and their theoretical premises 
and empirical considerations
4.1　Introduction
First of all, for the purpose of conducting interlanguage errors analysis as 
well as syntax-based ones of the data collected through the tasks in the 
present study, which we refer to as Experiment 2, the following syntactic 
parsing principles, that are required for the present research, will be 
overviewed and considered in the following sections.  These syntactic 
parsing principles can be described as Minimal Attachment, Right 
Association, Closure (Early Closure and Late Closure), Theta Reanalysis 
Constraint, and so on.  In addition, theoretical, experimental, and data-
based explanations will be offered to each sentence used in the data-
collection tasks.
For these reasons mentioned above, these 12 sentences are carefully 
chosen and adopted in the Experiment 1. 
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4.2　Syntactic parsing principles and strategies
Pickering (1999:133) refers to the following two fundamental types of 
syntactic parsing principles mainly based on the Garden-Path model by 
citing Frazier’s (1979) definition as follows:
The Garden-path model assumes that initial parsing is directed 
principally by either.
Minimal attachment.  Attach incoming material into the phrase marker 
being constructed using the fewest nodes consistent with well-formedness 
rules of the language.
Late closure.   When possible, attach incoming material into the clause or 
phrase currently being parsed.
4.3　Minimal attachment
Minimal Attachment can be defined as one of the well-known syntactic 
parsing strategies based on the syntactic parsing principle, claiming that 
syntactic parsing, or sentence processing functions in such an efficient way 
that makes the output structure as simple as possible.  In other words, 
when the syntactic parser, or sentence processor is required to attach 
‘incoming material’ to the tentative syntactic structure that is being 
processed, and construct a newly built structure, it is ‘optimal’ to make the 
number of nodes or branches as small as possible (Frazier & Fodor 1978). 
Therefore, Minimal Attachment argues that when the syntactic parser 
performs sentence processing, “it is optimal to attach incoming material, or 
a newly inputted item to the phrase marker being constructed, with a view 
to making nodes the fewest to be consistent with the syntactic parsing 
principle, or the well-formedness rules, of the target language” (Sakamoto 
1998:38-39; Abe et al. 1994: 130-131; Abe et al. 1994; Crocker 1999:220-
221; Pickering 1999: 131-142).   For instance, if a newly inputted item can 
be interpreted and syntactically processed as either (1) the object of the 
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main clause, or (2) the subject of the subordinate clause, the parser is 
inclined to select the former interpretation.
The concept of nodes directly comes from the field of generative 
grammar.  Nodes are defined as the points where two branches meet when 
a tree diagram of a sentence is syntactically drawn.  See figure 1.
4.4　Right association
Right Association is regarded as one of ‘the seven syntactic principles 
concerning sentence processing’ claimed by Kimball (1973) as cited in Otsu, 
(1989); Sakamoto, (1998).  *This principle explores which structure has the 
priority of processing when there are more than a single possibility of 
processing in syntactic parsing.  In other words, right association contends 
that when a newly inputted item can be taken into the partial part of the 
structure that has been processed and constructed, if there are a number 
of, more than one processing possibilities that will cause syntactic 
processing ambiguity, it is ‘optimal’ to attach the newly inputted item to 
the lowest node.  It must be noted here that “optimal” in this case means 
‘forcing the least burden, or the least cost to the syntactic parser’.  For 
example, as is displayed in Figure 2, when a syntactic parser processes the 
 (Richards & Schmidt 2002:358-359)
As displayed in ﬁgure 1, there are three nodes.   NP, Det, and N are all on the nodes.
Figure 1.
The tree diagram for “a child”
NP
Det N
the child
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clause, Joe bought the book for Susa to be consistent with the Right 
Association principle, the interpretation in a can be predicted and selected. 
On the other hand, the interpretation which can be predicted and selected 
by Minimal Attachment is the interpretation shown in b, and this 
interpretation matches to the initial interpretation that native speakers of 
English prefer to select, when the sentence is presented to the participants 
without contextual information.  
In addition, Otsu (1989) proposes “complement preference” principle. 
He argues that the above-mentioned problem concerning Right Association 
can be resolved if we add the principle that “within the same clause, if two 
possibilities of processing of phrasal category, that is, the possibility of 
interpretation of the input item as either complement or adjunct, can be 
predicted and processed, the syntactic parser is inclined to, or prefers to 
select the complement possibility.” 
Figure 2.  (Based on Sakamoto, 1998: 36)
Joe bought the book for Susan.
NP
Joe JoeV V
bought boughtNP PP
the book for Susan
the book for Susan
NP NP PP
VP NP VP
Sa. Sb.
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4.5　Closure
4.5.1　Late closure
Late Closure is regarded as the syntactic strategy arguing that “in 
syntactic parsing, attach the newly input item to the phrase or clause that 
is being currently parsed and constructed.”  To put it another way, the 
syntactic parser doesn’t attempt to decide the border of a phrase or a 
clause in an earlier stage, it assumes that the phrase or the clause still 
continues, or doesn’t close.  It attempts to go on processing and waits to 
determine the border until it meets any newly input information that will be 
conducive to resolve the syntactic and semantic ambiguity.  This strategy is 
required to delay closing the phrase or the clause currently being processed 
and constructed (Frazier 1979; Crocker 1999: 132-133; Pickering 1999: 
220-221, Sakamoto 1998:15-16).
   The following two sentences are the well-known examples examined by 
Frazier & Rayner (1982), who conducted the eye movement-based research 
to investigate the validity of ‘the immediacy principle’ of syntactic 
processing.
(1) Since Jay always jogs a mile seems like a very short distance to him.
(2) Since Jay always jogs a mile this seems like a short distance to him.
(Frazier & Rayner，1982; Sakamoto, 1998:15)
In (2), since this is put before seems, there occurs no structural 
ambiguity for the interpretation that a mile is complement of jogs.  In (1), 
however, there occurs the structural ambiguity as to whether a mile should 
be interpreted as the subject of the main clause or as complement of jogs. 
To put it more simply, in (1), the syntactic parser doesn’t attempt to finish 
processing when it meets jogs by utilizing the strategy of “Late Closure”. 
It doesn’t close the clause and take as far as a mile into the structure 
currently being constructed.  It tries to interpret a mile as complement of 
jogs.  However, when encountering the next item (seems), the parser 
notices that there is no subject of seems, which never fails to require 
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reanalysis in parsing.  Finally, by attaching a mile, which is already 
processed and constructed as complement of jogs, to the subject of the main 
clause, it completes the reanalysis in processing.   
4.5.2　Early closure
Early Closure can be required as the syntactic processing strategy 
asserting that if it is possible and feasible for the syntactic parser to 
complete and close a phrase, it will be done as quickly as possible in order 
to bring the completed phrase to the next processing mechanism as quickly 
as possible next (Kimball 1973).  
(3) The horse raced past the barn fell. (Kimball 1973 as cited in Japan 
Society of Cognitive Science (ed.) 2002:674).
In the case of (3), as the parser has tentatively processed raced, the 
parser interprets raced as the past form of an intransitive verb of the main 
clause.  When the parser starts to process the subsequent item such as past 
the barn, it tries to end processing as the sentence The horse raced past the 
barn fell.   However, when the parser processes the subsequent item fell, it 
becomes necessary for the syntactic parser to resolve the ambiguity in 
processing fell, such as whether raced is the verb of the main clause or fell 
is the verb of the main clause, that is, in order to find out the subject of fell, 
the parser tries to make the appropriate reanalysis of the ambiguous 
sentence structure, and adopts the syntactic analysis that The horse is the 
subject of fell.  It also contends that raced, which the parser interpreted as 
the verb of the The horse in the initial analysis, can be regarded as the past 
participle that modifies The horse.  In this way, the parser is able to get rid 
of the garden path effects and make ambiguity resolution possible and 
feasible.
4.6　Theta reanalysis constraint
Pritchett (1992) defines Theta Reanalysis Constraint as “Syntactic 
reanalysis which reinterprets a theta-marked constituent as outside of a 
current theta domain is costly” (Pritchett 1992:15).  The significant point to 
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be noted is that Pritchett (1992:15) also claims that “costly” in this case 
means that “conscious processing is required.”  Moreover, it may be safely 
said that Theta Reanalysis Constraint is almost the same principle as 
Thematic Overlay Effect in Fodor and Inoue (1995:47)as cited in Fodor and 
Inoue (1998:113).
(4) Without her contributions failed to come in.
In (4), for example, in the initial processing, the parser, on the basis of 
Late Closure, doesn’t attempt to interpret Without her as a complete 
phrase, but takes in the subsequent contributions and as a result, interprets 
Without her contributions as a complete phrase. Nevertheless, when the 
parser attempts to process failed, it recognizes that there is no subject of 
failed, and attempts reanalysis.  When the parser reinterprets the theta-
assigned structure Without her contributions as Without her, and then, 
contributions is the subject of the main clause, the parser “has to 
consciously attempt to make an appropriate reanalysis in order to satisfy 
the well-formedness rule”, which can lead directly to “costly.”
(5) While the boy scratched the big and hairy dog yawned loudly.
(6) While the boy scratched the dog and the girl yawned loudly.
Also, according to the discussion in Ferreira & Henderson (1998), in (6), 
scratched in the subsequent clause needs to have two arguments, the boy 
and the dog, and yawned in the main clause, needs to have one argument, 
the girl.  In this way, (6) doesn’t assume ambiguity mainly because the 
thematic processing domains in the main clause and subsequent clause are 
independent.  On the other hand, in (5), the big and hairy dog can be 
interpreted as the argument of scratched or yawned.  Since the thematic 
processing domain of scratched and yawned overlaps, when the parser 
interprets the big and hairy dog as the complement of scratched, ambiguity 
occurs when the parser processes yawned.  Therefore, in order to interpret 
the ambiguous syntactic structure precisely and appropriately, 
reconfiguration of the thematic processing domain is needed.
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5　Overview of each sentence presented as data-collection tasks 
to the participants of the present study
5.1　Research procedure
243 participants, or subjects were presented the following eight target 
sentences as data-collection tasks and requested to translate each English 
sentence into Japanese.  Then, they were also requested to write down in 
Japanese the clues they made use of while they were translating and 
complete the phrases and clauses.  At the same time, they were requested 
to represent graphically, part of the clues as shown below, or by making 
use of the parentheses, and so on, to show the closure of the phrases and 
clauses, for the purpose of displaying explicitly how each sentence is 
syntactically composed of.
The horse rased past the barn/fell.
S V
5.2　Task sentence #1: Without her contributions failed to come in.
5.2.1　Parsing procedure
The syntactic parser, via Late Closure, doesn’t attempt to close the 
phrase Without her as a complete clause, and take contributions into the PP 
+ NP structure that is currently being processed.  When the parser 
encounters failed, it recognizes that failed lacks its own subject. 
Therefore, the syntactic parser starts reanalysis, and as a result, the 
complete structure is reestablished as follows.
(7) [S [PP without [NP her] [S [NP contributions] [VP failed ...]]
5.2.2　Possible and predictable causes for the subjects’ errors and 
wrong interpretation in syntactic processing
315The Second Language Sentence and Discourse Processing Strategies (2)
5.2.2.1　Syntactic processing errors based on application of Theta 
reanalysis constraints and its high cost 
When the syntactic parser encounters failed in syntactic processing, it 
realizes that failed lacks in the subject in the initial syntactic processing 
hypothesis.  Therefore, in order to find out the subject of failed, it starts 
reanalysis.  In attempting to reinterpret the structure to which the 
thematic role Without her contributions has already been assigned, that is, 
to assign the new thematic role Without her to the structure and then, it is 
able to regard contributions as the subject of the verb, the parser “has to 
reattempt conscious sentence processing,” which can lead directly to be 
‘very costly’.  As Pritchett (1998: 544-555) points out, it is costly in that 
the processing violates Theta Reanalysis Constraint.  To put it another 
way, after the NP her contributions has received the thematic role for 
without, the parser has to assign thematic role to the subject position of 
fail.  However, the parser is not capable of finding a suitable NP, and this 
triggers reanalysis and as a result, the cost of syntactic processing becomes 
higher.
5.2.2.2　Interlanguage grammar-induced error based on strong word 
connection such as “possessive pronoun + noun” form
Japanese EFL students are inclined to have difficulty in recognizing and 
accepting noun plural form without a determiner.  For example, the NP her 
contributions is very familiar to them because they are very conscious of the 
strong word connection such as “possessive pronoun + noun” form. 
Therefore, most of the Japanese EFL students are inclined to have 
difficulty in realizing that contributions alone can be interpreted as a noun.  
  
5.2.3　Syntactic processing error based on pro-drop parameter-induced 
negative transfer  
Another explanation may be that since the Japanese language is 
described as a pro-drop language, unless the parser is not conscious of the 
lack of subject for failed, the necessity of reanalysis doesn’t occur.  
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5.2.4　Interlanguage grammar-induced error based on case preference 
Japanese EFL students are inclined to have the ‘case’ preference to 
interpret her after the preposition without as the possessive case rather 
than as the objective case.  That is, the Japanese EFL students prefer to 
recognize Without her contributions as a complete phrase.  As Ford, 
Bresnan, and Kaplan (1982) argues, the speakers of a head-initial language 
such as English are empirically equipped with mental lexicon that tells 
them about what kind of objects or complements a verb in question takes as 
the subsequent constituent.  Such knowledge about lexical and syntactic 
preference can have a significant effect on the attachment, or association of 
the verb phrase, or noun phrase following a verb.  In other words, the 
parser carries out different kinds of syntactic processing depending upon 
the target verb principally based on the knowledge.  This kind of syntactic 
knowledge is called lexical form.  It may be safely said that Japanese EFL 
learners are inclined to be equipped with “wrong” lexical form based on 
interlanguage grammar and that it may be the cause of fallacious 
interpretation.  
5.2.5　Syntactic processing principle to be focused: 
Theta Reanalysis Constraint / Late Closure
5.2.6　Source of the task sentence
Chomsky Theoretical Dictionary (Kenkyusha) (p. 207)
5.3　Task sentence #2: While the boy scratched the big and hairy dog 
yawned loudly.
5.3.1　Parsing procedure
One of the most crucial points for syntactic parsing of the target 
sentence is whether the big and hairy dog can be recognized as the subject 
of yawned, not the complement of scratched.  
In the initial parsing, the big and hairy dog is attached as the object of 
scratched to the structure being currently processed and constructed. 
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When the parser encounters yawned, there occurs a ‘tug of war’ (Fodor and 
Inoue 1998: 114) between scratched and yawned.  In other words, there 
occurs syntactic parsing ambiguity that the big and hairy dog can be 
interpreted either as the object of scratched or the subject of yawned.  What 
has to be noticed, is that scratch can be interpreted either as a transitive 
verb or an intransitive verb, if the parser regards scratch as a transitive 
verb, then syntactic processing breakdown and garden path effects never 
fail to occur.  
 
(8) While the boy scratched yesterday the big and hairy dog yawned loudly. 
(Fodor and Inoue 1998: 114)
As in (8), if yesterday is put next to scratched, the interpretation regarding 
scratched as a transitive verb is avoided.  In this case, yesterday might 
function as a kind of marker that indicates a closing point of a clause. 
Furthermore, though the interpretation of yawned as the verb of the main 
clause is regarded as grammatically accepted, this interpretation cannot be 
applicable to the interpretation that has the fewest nodes as in (8).  In other 
words, the initial syntactic analysis, which has the preference to Minimal 
Attachment, doesn’t adopt this interpretation.  In accordance with 
immediate processing, generally, the parser is not required to adopt the 
interpretation that regards the big and hairy dog as the subject (Fodor & 
Inoue 1998:114).
(9) While the boy scratched the little cat and the big hairy dog yawned 
loudly.
In (9), between the two NPs following scratched; the little cat and the big 
hairy dog, only the little cat can be interpreted inappropriately, or wrongly 
as the complement, or the object of scratched, and only the big hairy dog can 
be interpreted inappropriately, or wrongly as the subject of yawned.  
(10) While [[the boy scratched the little cat] and [the big hairy dog yawned 
loudly]] ... (Fodor & Inoue 1998:117) 
As shown in (10), (10) is regarded as grammatically inappropriate, in that 
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the syntactic rule that While functions as a subordinate conjunction is 
ignored.  This sentence, however, can be comprehensible if a subsequent 
element such as the main clause Kim slept in (11) is added to the target 
clause.
(11) While [[the boy scratched the little cat] and [the big hairy dog yawned 
loudly]] Kim slept (Fodor & Inoue 1998: 117).
Furthermore, Fodor & Inoue (1998) refers to Ferreira & Henderson’s 
experimental research (1991a) based on grammaticality judgment tasks in 
which the task sentence #2 is adopted.
Ferreira & Henderson (1991a) presented the following experimental 
sentences to the participants (native speakers of English) word by word on 
a screen at a rate of 250 msec a word, and made them attempt to judge the 
grammaticality for each sentence in a split second. The data based on 
descriptive statistics of the participants who judged that the sentence was 
grammatically correct, is shown below.  
(12) While the boy scratched [the dog] yawned loudly.  (61%)
(13) While the boy scratched [the big and hairy dog] yawned loudly.  (51%)
(14) While the boy scratched [the dog that Sally hates] yawned loudly. 
(24%)
(15) While the boy scratched [the dog that is hairy] yawned loudly.  (29%)
(Fodor & Inoue 1998: 126)
In (12), since the ambiguous NP itself is relatively short, the recovery 
rate is rather high.  the recovery rate in (13) is almost as high as that in 
(12) though the NP in (13) is relatively long.  In (14) and (15), NP is long. 
Furthermore, the NPs contains embedded sentences such as the dog that 
Sally hates in (14) and the dog that is hairy in (15), the recovery rate is low 
in comparison with that in (12) and (13).  Based on these results, Ferreira 
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& Henderson (1991a) concludes that one of the most critical factors for 
recovery is described as the linear distance between the head of NP, which 
is italicized in (12)-(15), and the disambiguating word, that is, “the word 
that functions to appropriately resolve the ambiguity of syntactic 
structures”.  Ferreira & Henderson (1991a) also imply that the more 
distant the head of NP is from the disambiguating word, the more difficult 
successful reanalysis becomes.  
In addition, Fodor & Inoue (1998) compares the task sentence #2 While 
the boy scratched the big and hairy dog yawned loudly, with John warned the 
children at the day care center were noisy and as a result, conclude that the 
latter is easier to interpret than the former.  In experiment 2, the 
percentage of the right interpretation for the latter sentence was rather 
high (77%) and we obtained the results that support the argument in Fodor 
& Inoue (1998), though in our SP2002 the task sentence was John knew the 
children at the day care center were noisy).  As the possible and predictable 
reason for this result, it is not unreasonable to suppose that Thematic 
Overlay Effect puts more significant effect on the sentence that John 
warned the children at the day care center were noisy than on the sentence 
that While the boy scratched the big and hairy dog yawned loudly.  Thematic 
Overlay Effect refers to the phenomenon in which a thematic role already 
assigned to a sentence, is hard to remove from the syntactic structure that 
realizes the thematic role (the syntactic structure that has been presently 
constructed by taking in the assigned thematic role).  In other words, once 
the parser relates the input items (such as a word) with an assigned 
thematic role, the parser doesn’t accept the reanalysis in which those input 
items are reassigned to another part of a syntactic structure unless the 
initially-assigned “thematic role” is removed completely by “overlaying” a 
newly-assigned thematic role (Fodor & Inoue 1998: 113).
The fact that the sentence John warned the ... is easier to interpret can be 
explained by capture /theft.  Theft is defined as stealing of terminal 
elements.  On the other hand, capture is defined as stealing of a structural 
node in a tree (Fodor & Inoue 1998, 123).  For example, since theft of a 
phrase doesn’t work on the node of the NP, a series of reanalysis that 
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occurs when the node of NP is removed is not performed.  On the contrary, 
since capture involves alternation of a tree structure of sentence, 
reanalysis continues until Current Partial Phrase Marker (CPPM) gains 
“grammaticality” completely.  This kind of reanalysis is based on 
Grammatical Dependency Principle (GDP).  GDP is described as the 
principle that means “when grammatical violation occurs within CPPM, 
correct the violation by acting on the node that lacks grammatical 
consistency.”  
By applying the above-stated discussion to the sentence that John warned 
the children at the day care center were noisy and the sentence that While the 
boy scratched the big and hairy dog yawned loudly, in the sentence that John 
warned ..., initially the first NP (the children at the day care center) after the 
verb (warned) is interpreted as the object of warned.  Since the following 
were is, however, plural form of the finite verb, were has to be in the right 
of NP.  Within CPPM no NP exists, were takes in the preceding NP as its 
subject.  Next, the parser alters the lexical property of the verb of the main 
clause.  In this case, the verb warn can be interpreted both as transitive 
and intransitive, this process can be understood as theft.  On the other 
hand, in the sentence that John warned the children at the day care center 
were noisy, initially the children is interpreted as the object of warned. 
When the parser encounters were, however, the subject of were cannot be 
found in the CPPM.  Moreover, the verb warn is usually interpreted as a 
transitive verb, the reanalysis that needs the alternation of a node.  So, the 
parser regards the children as the subject of were.  This process is described 
as capture.  
5.3.2　Syntactic processing principle to be focused: 
Late Closure/Minimal Attachment
5.3.3　Source of the task sentence
Foder & Inoue, 1998. Attach anyway.  In Fodor & Ferreira(eds.) 
Reanalysis in Sentence Processing, 114. 
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5.4　Task sentence #3: This was only the beginning of bad mouthing 
robots would receive for the next couple of decades.
5.4.1　Parsing procedure
-ING form is generally interpreted either as gerund or as present 
participle.  Especially for Japanese EFL learners, on account of the 
subsequent plural noun robots, the –ING form is more likely to be 
interpreted as adjective use of present participle.  So the parser, according 
to Late Closure, doesn’t recognize bad-mouthing as an NP.  Instead, the 
parser regards bad-mouthing robots as an NP.  To put this another way, the 
parser is inclined to overlook the fact that the relative pronoun is omitted 
between bad-mouthing and robots.  Or another possible and predictable 
reason is that Japanese EFL learners are very likely to predict the 
complement as the subsequent element of was.
The following explanation to this garden path effect can also be possible. 
The parser initially forms the NP the bad-mouthing robots.  Then, when the 
parser encounters would receive, since the parser has to find the subject, or 
the external argument of receive, reanalysis never fails to occur.  If the 
parser takes the whole NP the bad-mouthing robots as the subject, the 
argument for of cannot be found.  The parser needs another possibility.  If 
the parser regards the bad-mouthing and robots as NP and N respectively, 
the bad-mouthing robots would receive can be interpreted as reduced relative 
clause.  That is, the bad-mouthing can be interpreted as the argument for 
of, and robots for receive, so the reanalysis is completed. 
With regard to this discussion, Pritchett (1988) focuses on the number 
and configuration of arguments of a verb, tries the following explanation 
about garden path phenomenon.  
(16) I convinced her mother hated me. (Pritchett 1988: 570).       
To (16), the following parsing process is performed.
(a) I is identified (as an NP).
(b) Convince is recovered.  It assigns one external and two internal roles: 
<EXT, INT1, INT2>.
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(c) Her is identified and assigned the role INT1.
(d) Mother is identified and the constituent [her mother] NP is assigned 
the role INT1 .  
(e) Hate is processed and syntactic reanalysis which moves mother 
outside the domain of INT1 and into the INT2 domain is required, 
violating the constraint on Theta Reanalysis and resulting in processing 
difficulty (Pritchett 1998; 570).
5.4.2　Syntactic processing principle to be focused: 
Late Closure/Theta Reanalysis Constraint
5.4.3　Source of the task sentence
On line; MSNBC History of Robot-Introduction (http://msnbc.com/)
5.5　Task sentence #4: The criminal confessed his sins harmed too 
many people.
5.5.1　Parsing procedure
The significant point in parsing this sentence is whether his sins is 
recognized as the subject, not the object, of harmed.  
In the initial parsing for the task sentence, the parser views his sins as 
the complement of confessed.  This is because the interpretation of his sins 
as the complement of confessed is required to need fewer nodes than the 
interpretation of his sins as the subject of the complement sentence.  Put 
this another way, the parser follows Minimal Attachment strategy and 
adopts the complement-preference interpretation.  However, when it 
encounters harmed, this complement -preference interpretation turns out 
to be false, and reanalysis is required.  
On the other hand, if Late Closure is applied to the interpretation of the 
task sentence, the interpretation that his sins is the object of confessed has 
priority.  In such a case, the following possibility can be pointed out that 
the participant forms his/her own interlanguage grammar meaning that 
harmed too many people is an adjective phrase for his sins and so 
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misinterpretation occurs.  With regard to this misinterpretation based on 
interlanguage error, it can be pointed out that for Japanese EFL learners, 
the selection restriction that harm takes human beings as its subject is very 
strong, and the error when his sins is to be modified, the parser tends to 
interpret wrongly that the past participle is used.
The target sentence cannot be misinterpreted if that is added and the 
following sentence is obtained.
(16) The criminal confessed that his sins harmed too many people.
This is because by adding that after confessed, it becomes clearly 
comprehensible that the sentence that his sins harmed too many people is 
regarded as complementary sentence.  Then, garden path effects don’t 
occur and no reanalysis is required.
Trueswell, et al (1993) points out that if the matrix verb tends to take 
object more frequently than it takes complementary sentence, 
misinterpretation occurs; if the matrix verb takes complement sentence 
more often, misinterpretation doesn’t occur.  On the contrary, Pickering 
(1999) argues that in Garden-path Model, when the parser processes such a 
sentence as the target sentence #4, misinterpretation never fails to occur. 
In other words, Garden-path Model is mainly based on syntactic structural 
characteristics of interpretation, not on frequency.
Or, it can be safely said that Japanese EFL learners, in principle, are 
inclined to take NP as the subsequent constituent of the verb confess.  For 
example, Japanese EFL learners have lots of opportunities to encounter the 
sentence that takes NP as subsequent constituent of confess (He confessed 
his sins.); on the other hand, they have few opportunities to encounter the 
sentence that takes the complement sentence as subsequent constituent 
(He confessed his sins harmed too many people) and so processing difficulty 
increases.  This leads directly to the significant effect of strength by 
frequency, or lexical or syntactic preference. 
As the errors based on interlanguage grammar, the parser may see that 
the relative pronoun is omitted between his sins and harmed, and try to 
compensate for the grammatical inaccuracy that the past participle modifies 
his sins. 
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5.5.2　Syntactic processing principle to be focused: 
Late Closure/Minimal Attachment
5.5.3　Source of the task sentence
Pickering, M. J. 1999. Sentence comprehension.  In Garrod & Pickering 
(eds.). Language Processing.  Psychology Press, 133.
5.6　Task sentence #5:  As the woman edited the magazine amused all 
the reporters.
5.6.1　Parsing procedure
The most crucial point in parsing the task sentence #5 is whether the 
parser can regard properly the magazine as the subject of amused, not as 
the object of edited. 
In the first-pass analysis, the magazine can function either as the object 
(,or complement) of edited or as the subject of amused.  According to the 
Late Closure, the parser prefers the object (,or complement) interpretation. 
Or, it can be suggested that since both edited and the magazine are very 
likely to belong to the category of “the work of editing” and are very 
familiar.  So the Late Closure principle may very likely be preferred. 
However, when amused is encountered, this interpretation turns out to be 
wrong, and reanalysis takes place.  Or, in terms of semantic effects, it is 
very difficult for the participants who don’t have adequate content schema 
to recognize why the relationship between the female editor (the woman) 
and the reporter is described by the verb amuse.  In other words, as the 
activation of schema fails to occur, it is difficult to come to the correct 
interpretation.  
The task sentence #5 is one example of garden path effects because the 
verb in the subordinate clause is transitive.  Pickering (1999), citing 
Mitchell (1987), points out reanalysis also occurs in the following sentence.
(17) After the child sneezed the doctor prescribed a course of injections 
(Pickering 1999: 136).
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In (17), the verb sneeze is intransitive, so the interpretation of taking the 
doctor as the object (complement) is grammatically wrong.  However, the 
fact that the parser takes the doctor as the object in the first-pass analysis 
shows that it ignores the subcategory information of a verb such as the 
distinction between transitive and intransitive.
5.6.2　Syntactic processing principle to be focused
Late Closure/Minimal Attachment
5.6.3　Source of the task sentence
Pickering, M. J. 1999. Sentence comprehension. In Garrod & Pickering 
(eds.). Language Processing. Psychology Press, 135. 
5.7　Task sentence # 6:  I told the boy the dog bit Sue would help him.
5.7.1　Parsing procedure
Task sentence #6 is predicted to have the following structure until Sue is 
encountered.
(18) [S [NP I] [VP told] [NP the boy] [S [NP the dog][VP bit Sue]]]]
In the first-pass analysis, the parser interprets this sentence as I told the 
boy that the dog bit Sue ... .  The parser doesn’t recognize the fact that the 
subsequent element would help him is VP of the complement sentence of 
told until the end of the sentence.  At this point, the parser also realizes 
that there is no possible NP in the clause other than Sue that could be the 
subject of the complement sentence.  Then the parser realizes that the 
object of bit is not Sue but the boy and that the dog bit is the relative clause 
that modifies the boy.  
The task sentence is one example of center-embedded sentence.  As to 
the difficulty of interpretation of center-embedded sentence, Pritchett 
(1992) refers to the principle of Two Sentences in Kimball (1973).  The 
principle of Two Sentences means “the constituents of no more than two 
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sentences can be parsed at the same time”(Kimball 1973, 33 as cited in 
Pritchett 1992, 26).  According to the principle of Two Sentences, in the 
task sentence, since the parser has to process three sentences (I told the 
boy / the dog bit / Sue would help him) simultaneously, the parsing process is 
more difficult.
Pritchett (1988: 574) argues the parser processes the task sentence as 
follows:
(a) I is identified as an NP.
(b) Tell is identified as a verb and itsθ-gird is recovered.  It may assign 
one external and two internal roles.
I is assigned the EXT role.
(c) The boy is identified and assigned INT1.  
(d) The dog is admitted as an NP and assigned the remaining internal 
role.
(e) Bite is encountered and its θ-gird is recovered.  Already at this 
point, reinterpretation as a relative clause would violate the Theta 
Reanalysis Constraint, since it would remove the dog from the INT2 
domain, placing it in the domain of INT1 --- precisely the same reanalysis 
as is forced by would help him. (Pritchett 1988, 574). 
5.7.2　Syntactic processing principle to be focused
Late Closure / Minimal Attachment / Processing of center-embedded 
sentence / Theta Reanalysis Constraint
5.7.3　Source of the task sentence
Marcus, M. P. 1980. A Theory of Syntactic Recognition for Natural 
Language. Cambridge, Mass.: MIT Press, as cited in The Dictionary of 
Modern English Grammar. Sanseido. 
5.8　Task sentence # 7: The cotton clothing is made of grows in 
Mississippi.
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5.8.1　Parsing procedure
In Task sentence #7, when the parser process The cotton clothing is made 
of, the following structure can be predicted.
(19) [S [NP The cotton clothing][VP is made [PP of ...]]]
For Japanese EFL learners, cotton and clothing have very close 
semantically.  This results in the tendency for Japanese EFL learners to 
interpret cotton clothing as one phrase (clothing made of cotton).  In other 
words, the parser has strong preference to choose Late Closure.  It is not 
until the parser reaches the end of the task sentence that it recognizes that 
grows in Mississippi must be VP of this sentence or that The cotton 
clothing is made of must be NP.  That is, the parser finally is able to 
reanalyze that clothing is made of is the relative clause modifying The 
cotton.
Pritchett (1988: 574) presents a similar example and explains the 
difficulty of reanalysis.
(20) The cotton fields produce makes warm coats.
(a) The cotton is identified as an NP. ...
(b) Fields is identified as an N.  In keeping with Theta-Attachment (
‘Every syntactic principle tries to satisfy the principle in every phase of 
sentence processing’), the NP (the cotton fields) is formed. 
(c) Produce is recovered and found to assign one external and one internal 
thematic role.  The cotton fields is assigned the external thematic role.
(d) Make is encountered and reanalysis is necessitated.  The cotton is 
removed from the EXT domain of produce and put into the EXT domain of 
make, as head of the relative clause, violating Theta Reanalysis (Based on 
Pritchett 1988: 574).
In the task sentence #7 as well, when the parser encounters grows, it 
becomes necessary for the cotton to assume the external thematic role of 
grows and for clothing to assume the internal thematic role of made of.  This 
process results in the violation of ‘Theta Reanalysis Constraint.’
Concerning interlanguage errors, there may be the possibility that the 
parser has the preference to interpret is made of as the verb of the matrix 
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clause and grows as a noun (‘crops’, for example) .
5.8.2　Syntactic processing principle to be focused
Late Closure/Processing of embedded sentence/Theta Reanalysis Constraint
5.8.3　Source of the task sentence
Marcus, M. P. 1980. A Theory of Syntactic Recognition for Natural 
Language. Cambridge, Mass.: MIT Press, as cited in Dictionary of Modern 
English Grammar. Sanseido. 
5.9　Task sentence # 8: The pitcher tossed the ball tossed the ball.
5.9.1　Parsing procedure
In the task sentence # 8, until processing the ball, the parser interprets 
tossed as the past form of toss.  That is, Early Closure principle is applied, 
and the following structure is constructed.
(21) [S [NP The pitcher] [VP tossed the ball]]
When tossed the ball at the right edge is encountered, the parser realizes 
that this second tossed the ball is the VP of this sentence.  Then the parser 
also recognizes that The pitcher tossed the ball is the subject of this sentence 
and that tossed is the past form of the transitive verb toss which takes 
double object as the subsequent element and modifies The pitcher as the ball 
does.  
One of the possible reasons for fallacious interpretation is that the 
participants have insufficient schemata for baseball.  To put it another way, 
they are not able to grasp the situation that ‘a pitcher is tossed a ball.’
In terms of errors based on interlanguage grammar, since tossed the ball 
appears twice in one sentence, the participants may interpret The pitcher 
tossed the ball tossed the ball as the same kind of emphatic sentence as The 
pitcher ran and ran.  
5.9.2　Syntactic processing principle to be focused
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Early Closure.
5.9.3　Source of the task sentence
Bever, T. G. 1971. Integrated study of linguistic behavior.  Biological 
and Social Factors in Psycholinguistics. London: Logos Press, as cited in The 
Dictionary of Modern English Grammar. Sanseido.
6　Task sentences used in Experiment 1, not Experiment 2 and 3
6.1　Task sentence #9: John knew the children at the day care center 
were noisy.
6.1.1　Parsing procedure
Compare this sentence with (22).
(22) John warned the children at the day care center were noisy (Fodor & 
Inoue 1998:114).
It can be said that the target sentence is more difficult to interpret than (22) 
This argument coincides with the argument that (22) is easier to interpret 
than (23).
(23) While the boy scratched the big and hairy dog yawned loudly (Fodor & 
Inoue 1998: 114).
One of the reasons may be that Thematic Overlay Effect is and is strong 
in (23), but not so strong in (22),  Thematic Overlay Effect is a statement of 
the observation that thematic role once satisfied in a sentence will resist 
letting go of its syntactic realization (Inoue & Fodor 1995: 47 as cited in 
Fodor & Inoue 1998: 113).  In other words, once the parser relates an 
inputted item with a thematic role, the parser won’t accept the adjustment 
that will make the inputted item reattach to another syntactic structure 
unless another inputted item is found or the first thematic role is removed 
completely by overlaying a new thematic structure.
The relative ease of interpretation of (22) can be explained by the 
phenomenon capture/theft.  Capture is stealing of a structural node in the 
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tree, and theft is stealing of terminal elements. (Fodor & Inoue 1998: 123) 
For example, because the theft of an NP doesn’t act on the node of the NP, 
the reanalysis that usually occurs when a node of an NP is removed.  On 
the other hand, since capture alters the tree structure of a sentence, 
reanalysis is performed until CPPM gains grammaticality completely.  This 
phenomenon that reanalysis is carried out until CPPM gains grammaticality 
is based on the Grammatical Dependency Principle (GDP).  GDP is the 
principle that means when a grammar violation has been made in the 
CPPM, the parser must remove the problem by acting on the node that has 
no grammatical consistency.  
Let us apply the argument above to the interpretation of (22) and the 
target sentence #9.  In (22), the first NP (the children at the day care 
center) after warned is initially interpreted as the object of warned. 
However, after this interpretation, since the next verb were is finite (a 
form of a verb defined by the number and the person of the subject, tense 
and mood) and plural, were must be situated at the right of a plural NP. 
Within CPPM, there is no such NP, so the preceding NP is taken in as the 
subject.  Then, the parser alters the lexical property of the matrix verb.  In 
this case, since the verb warn can be interpreted either as intransitive or 
transitive (the lexical property as to whether warm takes an object or not 
can be altered), this phenomenon can be interpreted as theft.  To the 
contrary, in the target sentence #9, the children is initially regarded as the 
object of knew, but when were is encountered, there is no subject of were 
in CPPM.  In addition, knew is generally regarded as a transitive verb, 
which must have an object, reanalysis that includes the alternation of the 
node takes place.  As a result, the parser interprets correctly that the 
subject of were must be the children.  This phenomenon is described as 
capture.
6.1.2　Syntactic processing principle to be focused
Late Closure / Minimal Attachment
6.1.3　Source of the task sentence
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Fodor & Inoue. 1998.  Attach Anyway.  In Fodor & Ferreira (eds.) 
Reanalysis in Sentence Processing, 130.
6.2　Task sentence #10: An old man talked to by Mary came to see her.
6.2.1　Parsing procedure
When the parser encounters talked, it regards talked as the matrix verb. 
However, when came is encountered, reanalysis occurs and the parser 
interprets correctly that talked is past participle modifying An old man and 
that came is the matrix verb.
6.2.2　Syntactic processing principle to be focused
Late Closure
6.2.3　Source of the task sentence
The researcers’ own making
6.3　Task sentence #11: I recognized you and your family would be 
unhappy here.
6.3.1  Parsing procedure
In the task sentence, since you can be interpreted either as the object or 
subject, reanalysis occurs.  In contrast, In (23), reanalysis doesn’t occur 
because she can be interpreted only as the subject.
(23) I recognized you and your family would be unhappy here.
The task sentence is one of the examples that suggests that case marker 
information is utilized quite quickly.
6.3.2　Syntactic processing principle to be focused
Late Closure / Minimal Attachment
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6.3.3　Source of the task sentence
Pickering, M. J. 1999.  Sentence comprehension In Garrod & Pickering 
(eds.). Language Processing. Psychology Press, 139. 
6.4　Task sentence #12: The oxygen produced built up in the 
atmosphere.
6.4.1　Parsing procedure
As in the task sentence #10, in the task sentence #12, the parser is 
likely to misunderstand that produced is the matrix verb.  When built is 
encountered, however, reanalysis occurs and the parser interprets 
correctly that produced is past participle modifying The oxygen and that built 
is the matrix verb.  
6.4.2　Syntactic processing principle to be focused
Late Closure
6.4.3　Source of the task sentence
Yamamoto Shiro et. al. 1998. The Crown English Series I. Sanseido.
Pickering (1999) argues that in Garden-path Model, when the parser 
processes such a sentence as the target sentence #4, misinterpretation 
never fails to occur.  In other words, Garden-path Model is mainly based on 
syntactic structural characteristics of interpretation, not on frequency.
Or, it can be safely said that Japanese EFL learners, in principle, are 
inclined to take NP as the subsequent constituent of the verb confess.  For 
example, Japanese EFL learners have lots of opportunities to encounter the 
sentence that takes NP as subsequent constituent of confess (He confessed 
his sins.); on the other hand, they have few opportunities to encounter the 
sentence that takes the complement sentence as subsequent constituent 
(He confessed his sins harmed too many people) and so processing difficulty 
increases.  This leads directly to the significant effect of strength by 
frequency, or lexical (or syntactic) preference. 
As the errors based on interlanguage grammar, the parser may see that 
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the relative pronoun is omitted between his sins and harmed, and try to 
compensate for the grammatical inaccuracy that the past participle modifies 
his sins. 
6.4.4　Syntactic processing principle to be focused: 
Late Closure/Minimal Attachment
6.4.5　Source of the task sentence
Pickering, M. J. 1999. Sentence comprehension.  In Garrod & Pickering 
(eds.). Language Processing.  Psychology Press, 133.
6.5　Task sentence #5:  As the woman edited the magazine amused all 
the reporters.
6.5.1　Parsing procedure
The most crucial point in parsing the task sentence #5 is whether the 
parser can regard properly the magazine as the subject of amused, not as 
the object of edited. 
In the first-pass analysis, the magazine can function either as the object 
(complement) of edited or as the subject of amused.  According to the Late 
Closure, the parser prefers the object (complement) interpretation.  Or, it 
can be suggested that since both edited and the magazine are very likely to 
belong to the category of “the work of editing” and are very familiar.  So 
the Late Closure principle may very likely be preferred.  However, when 
amused is encountered, this interpretation turns out to be wrong, and 
reanalysis takes place.  Or, in terms of semantic effects, it is very difficult 
for the participants who don’t have adequate content schema to recognize 
why the relationship between the female editor (the woman) and the 
reporter is described by the verb amuse.  In other words, as the activation 
of schema fails to occur, it is difficult to come to the correct interpretation. 
The task sentence #5 is one example of garden path effects because the 
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verb in the subordinate clause is transitive.  Pickering (1999), citing 
Mitchell (1987), points out reanalysis also occurs in the following sentence.
(17) After the child sneezed the doctor prescribed a course of injections 
(Pickering 1999: 136).
In (17), the verb sneeze is intransitive, so the interpretation of taking the 
doctor as the object (complement) is grammatically wrong.  However, the 
fact that the parser takes the doctor as the object in the first-pass analysis 
shows that it ignores the subcategory information of a verb such as the 
distinction between transitive and intransitive.
To be continued; A paper to elucidate the research design and results in 
greater depth will be forthcoming.
Acknowledgement; I would like to express my appreciation to Prof. J. K. 
Hubbell for proofreading and useful comments.
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