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Аннотация 
Автором статьи представлен алгоритм оценивания градиента в 
экстремальных системах автоматического управления, основанный 
на классической теории фильтра Калмана. Проведенные вычисли-
тельные эксперименты показали относительно высокую точность 
оценивания градиента, а также хорошую помехоустойчивость. В 
данной статье приводится пример практического использования ал-
горитма при решении задачи оптимизации расхода топлива у транс-
портных средств. 
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Abstract 
The author presents an algorithm estimating the gradient in extreme 
control systems, based on the classical theory of the Kalman filter. The 
key features of the algorithm are a representation of the dynamic compo-
nent object model in the state space, and approximation of the objective 
function finite Taylor series. The author cites the example of the practical 
use of the algorithm in solving the problem of optimizing fuel consump-
tion. 
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Введение 
Системы экстремального регулирования (СЭР) востребова-
ны в различных областях науки и техники: радиолокации, 
спутниковой навигации, системах экологического мониторин-
га, теплоэнергетике и многих других [1–3]. Данные системы 
используются, например, при управлении химическими реак-
торами, нагревательными установками, процессами транспор-
тирования нефтегазовой среды, при настройке резонансных 
контуров. В разное время теорией занимались Леблан М., 
Штейн Т., Красовский А. А., Моросанов И. С., Кунцевич В. 
М., Растригин Л. А., Воскобойников Ю. Е., Востриков А. С. и 
другие [4–10]. 
Необходимость в СЭР возникла вследствие того, что в ав-
томатизированном производстве стали чаще появляться тех-
нологические процессы с показателями, требующими оптими-
зацию (например, время производственного цикла, рабочая 
температура, выход продукта и другие). Как следствие, появи-
лась необходимость автоматически поддерживать количе-
ственные значения этих показателей на некотором оптималь-
ном значении. При этом, обычная система автоматического 
регулирования (САР) не могла решить данную задачу. 
Решение задачи экстремального управления заключается в 
автоматическом поиске такого значения регулирующего воз-
действия, которое обеспечивает максимум или минимум регу-
лируемой величины. В отличие от синтеза обычных САР, син-
тез систем экстремального регулирования происходит в усло-
виях неполной априорной информации о состоянии объекта 
управления, что вызывает определенные затруднения. Зача-
стую, ни количество экстремумов, ни их положение, ни анали-
тическое выражение функции качества могут быть также не-
известны. Для примера, в обычной САР практически всегда 
известно заданное значение регулируемого параметра и, сле-
довательно, всегда известно, в каком направлении необходимо 
изменять регулирующее воздействие, чтобы ликвидировать 
ошибку на выходе системы. 
Часть затруднений при решении задач экстремального 
управления преодолеваются использованием производной 
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(градиента) некоторой целевой функции (экстремальной ха-
рактеристики) для выработки необходимого управляющего 
воздействия. С помощью градиента осуществляется достиже-
ние экстремальных точек (минимума или максимума) целевой 
функции. Ключевым моментом при синтезе СЭР является пра-
вильный выбор метода или алгоритма оценивания градиента. 
В современной теории автоматического управления суще-
ствует множество методов оценивания градиента. Например, 
метод деления производных, метод конечных разностей, метод 
синхронного детектирования и другие. Автором статьи и его 
научным руководителем Воскобойниковым Ю. Е. предложен 
рекуррентный алгоритм оценивания градиента. 
 
1. Методы 
Рекуррентный алгоритм оценивания градиента (РАО), 
представленный ниже, основан на теории классического филь-
тра Калмана [11]. Необходимым условием применения филь-
тра Калмана является возможность описания динамической 
части системы в пространстве состояний. При этом описание 
системы включает две модели: модель динамики вектора со-
стояний системы и модель измерений вектора состояний. 
Рассмотрим систему экстремального регулирования с неко-
торой целевой функцией ( , )Y t y . Предположим, что в окрест-
ности точек экстремума целевая функция является дважды 
дифференцируемой по y. Это позволяет построить следующее 
приближение в окрестности некоторой точки 
*
y : 
* * * * * 21
( , ) ( , ) ( , )( ) ( , )( ) ( )
2
Y t y Y t y Y t y y y Y t y y y r y       ,           (1) 
где ( )r y  – дополнительный член ряда Тейлора, который мож-
но рассматривать как ошибку аппроксимации целевой функ-
ции первыми тремя членами ряда. Существуют несколько 
форм записи дополнительного члена. Например, дополнитель-
ный член в форме Лагранжа может иметь вид: 
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* 3( )
( ) ( )
3!
Y
r y y y

   ,                                            (2) 
где  * ,y y   если *y y  или  *,y y  , если *y y . Ес-
ли целевая функция в окрестности точки экстремума является 
параболой, то дополнительный член равен нулю и ошибка ап-
проксимации отсутствует. 
На практике значения целевой функции измеряются в дис-
кретных точках с некоторой случайной погрешностью (шумом 
измерения). Поэтому измеренные  в моменты 
k
y  значения 
представим как: 
( ) ( ) , 1,...,
k k k k
Y Y y Y y k N     ,                            (3) 
где 
k
  – случайная величина с числовыми характеристиками:  
     20, , 0
k k k j k
M D M      , если j k . Послед-
нее означает отсутствие корреляции между погрешностями в 
разных точках измерения. 
Введем вектор состояния:  
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y y y y

  , используя первые три 
члена ряда (1) и допуская пренебрежительную малость допол-
нительного члена 
2
( )r y , приходим к следующей модели пред-
ставления целевой функции в пространстве состояний: 
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 1 0 0H  . 
 
Запишем выражения (5) и (6) в  виде, принятом в теории 
фильтра Калмана: 
 
( 1) ( 1, ) ( )x k Ф k k x k    ,                                       (7) 
1 1
( 1, ) ( 1)
k k
z H k k x k 
 
     .                                  (8) 
 
Также сделаем «обычные» для фильтра Калмана предпо-
ложения: 
– вектор (0)x  («стартовая точка») имеет нормальное рас-
пределение с  (0) 0M x   – вектор и ковариационной мат-




V , т. е. (0) ( , )
x x
x N m V ; 
– погрешность 
k




N  , и не коррелирована с ( )x k . 
При сделанных предположениях оптимальная оценка 
( 1)x k 

, минимизирующая СКО оценивания 
2
( 1) ( 1) ( 1)k M x k x k       

 определяется следую-
щим рекуррентным соотношением: 
 
1
( 1) ( 1, ) ( )
( 1) [ ( 1) ( 1) ( )], 1,2...
k
x k k k x k




    
        
 
 ,         (9) 
 
с начальным условием (0)x

, задание которого обсуждается 
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    
   
,   (10) 
где  
 
( 1 ) ( 1, ) ( ) ( 1, )
Т
V k k Ф k k V k Ф k k
 
      ,                         (11) 
 ( 1) ( 1) ( 1) ( 1 )V k I K k H k V k k
 
                               (12) 
 
с начальным условием (0)V

. Матрица ( 1 | )V k k

  – ковари-
ационная матрица вектора ошибки предсказания, ( 1)V k

  – 
ковариационная матрица вектора ошибки оценивания 
( 1) ( 1) ( 1)k x k x k     

.  
Отметим некоторые особенности построенного алгоритма 
оценивания: 
– текущая оценка ( 1)x k 

 вектора состояния определяется 
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двумя слагаемыми: вектором предсказания (первое слагаемое 
в (9)) и вектором коррекции (второе слагаемое в (9)), который 
зависит от нового измерения 1kz  . Данный подход позволяет 
весьма успешно использовать фильтр Калмана в масштабе ре-
ального времени; 
–  матрица ( 1)K k   не зависит от измерений 
1 1





поэтому она может быть вычислена априори, т.е. до начала 
процедуры вычисления градиента, и ее элементы сохранены в 
памяти компьютера, что позволяет строить оценку ( 1)x k 

 в 
реальном масштабе времени; 
– вычисление ковариационной матрицы ( 1)V k

  вектора 
ошибки оценивания позволяет определить числовые характе-
ристики случайной ошибки оценивания ( 1)k  , что позволя-
ет говорить о точности алгоритма оценивания градиента. 
 
2. Результаты 
Рассмотрим практические аспекты применения рекуррент-
ного алгоритма оценивания градиента на примере задачи оце-
нивания оптимальной средней скорости движения автомобиля 
с целью минимизации расхода топлива. 
В настоящее время расход топлива (РТ) является немало-
важной характеристикой автомобиля и его двигателя. В коли-
чественном выражении это объём топлива, израсходованный 
автомобилем при прохождении заданной дистанции. В странах 
с метрической системой мер РТ измеряется в литрах на 100 км 
пробега автомобиля (л/100 км). Чем меньше значение РТ, тем 
автомобиль считается экономичнее [12].  
Проблеме снижения расхода топлива автомобилем и дру-
гими видами транспорта посвящено множество работ [12–16]. 
Анализируя их, можно сделать вывод, что расход топлива яв-
ляется сложной функцией нескольких переменных, не все из 
которых поддаются точному оцениванию. При оценке расхода 
топлива уточняются, например, мощность двигателя, снаря-
женная масса автомобиля, тип топлива, режим использования 
автомобиля («на трассе», «в городе», «в пробках», «зимой», 
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«летом») и т. д. Такая конкретизация позволяет частично вве-
сти неподдающиеся прямому учёту параметры, преобразовав 
их в некоторые усреднённые значения. Но типовое значение 
расхода и в этом случае остается весьма приблизительным. 
Так, например, при совокупном режиме «город-зима-пробки» 
отличие показаний у разных автовладельцев одной и той же 
модели автомобиля могут достигать 100 % и выше. 
Тем не менее, существуют довольно точные эксперимен-
тальные подтверждения влияния тех или иных факторов, 
определяющих расход топлива. Например, в диссертационной 
работе Исполатова Б. Ю. [15] приводится информация о по-
добных факторах, а также их влияние на расход топлива в 
процентном соотношении для автобуса ЛиАЗ-6212: «При сов-
местном рассмотрении факторов условий эксплуатации весо-
вой вклад средней скорости сообщения составляет 34,6 %. Да-
лее идет средняя длина перегона (26,9 %), удельное число по-
воротов на маршруте (15,4 %), среднесуточный пробег автобу-
са (15,2 %) и фактическое наполнение салона автобуса по пе-
регону на 1 м2 площади пола (7,9 %).»; «Рассматривая выяв-
ленные значимые факторы условий эксплуатации с позиции 
эластичности, приходим к выводу, что наибольший показатель 
при всех прочих равных условиях имеет средняя скорость со-
общения. Изменение ее на 5 % приводит к изменению марш-
рутного расхода топлива автобуса ЛиАЗ-6212 на 0,73 %» [15, 
c. 157–158]. 
В данной главе посредством РАО решается задача оценки 
оптимальной средней скорости движения автомобиля Рено 
Сандеро (8V–1.4, пятиступенчатая механическая коробка пе-
редач), позволяющая минимизировать его расход топлива. 
График целевой функции (рис. 1) основан на усредненных 
значениях выборок независимых друг от друга результатов 
оценочных замеров, произведенных несколькими автовла-
дельцами [20].  
В качестве целевой функции получена парабола 5-го по-
рядка вида: 








Y y k y

 ,                                                   (13) 
где
4 5 7 10
0 1 2 3 4 5
14.594; 0,2225; 9 10 ; 2 10 ; 2 10 ; 7 10k k k k k k
   
           
На рис. 1 представлены графики экстремальной характеристи-






Условия данной задачи примечательны при эксперимен-
тальной проверке РАО тем, что в качестве ЭХ используется 
кривая 5-го порядка и тем, что производная на всей области 
определения имеет относительно малые значения. 
 
 
Рис. 1. Эталонные графики экстремальной характеристики  
и Градиента 
 
Рассмотрим оценку ЭХ и градиента при уровне измери-
тельной погрешности 
2
10   и при нулевой «стартовой точ-
ке». Уровень дисперсии измерительной погрешности выбран 
на основе экспериментальных данных [20]. Дрейф в данном 
вычислительном эксперименте не учитывается. 
Информация: передача, обработка, восприятие 
142 
 
Рис. 2. Оценка градиента (РАО, (0) 0x  , 
2
10  ) 
 
 
Рис. 3. Ошибка оценивания градиента (РАО, (0) 0x  , 
2
10  ) 
 
 
Анализируя графики оценок градиента, можно сделать вы-
вод, что рекуррентный алгоритм в данном вычислительном 
эксперименте показал весьма хорошие результаты. Фильтр 
Калмана обеспечил достаточно быструю сходимость переход-
ных процессов. Следует отметить, что перерегулирование при 
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оценке градиента (рисунок 2) не оказало влияние на работу 
системы экстремального управления в рамках рассматривае-
мой задачи. Относительная ошибка оценивания градиента на 
интервале  20, 110
k
y  имеет значение 
3




  , что 
также является хорошим показателем. 
Заключение 
В данной статье был представлен рекуррентный алгоритм 
оценивания градиента в системах экстремального регулирова-
ния, а также представлен вариант его практического примене-
ния при решении задачи оптимизации расхода топлива. Но 
важно отметить то, что приведенные результаты практическо-
го эксперимента не отражают всех преимуществ разработан-
ного алгоритма. Тем не менее, обширный вычислительный 
эксперимент с различными целевыми функциями, начальными 
условиями и дрейфом экстремальной характеристики [17–19] 
позволил выявить определенные преимущества РАО перед 
существующими методами, а именно: 
1. Достаточно хорошую помехоустойчивость к погрешно-
стям измерений экстремальной характеристики. Это свойство 
подтверждено результатами вычислительных экспериментов 
при различных значениях измерительной погрешности. Поми-
мо этого, результаты экспериментов подтвердили явное пре-
имущество рекуррентного алгоритма оценивания перед мето-
дом конечных разностей. 
2. Устойчивость к некорректности задания начального век-
тора состояний   («стартовой точки»). Это свойство подтвер-
ждено результатами вычислительных экспериментов при раз-
личных значениях начального вектора x(0).  
3. Эффективное оценивание градиента при наличии дрей-
фа экстремальной характеристики. Это свойство подтвержде-
но результатами вычислительных экспериментов для экстре-
мальной характеристики, дрейфующей во времени. 
4. Возможность применения при различных видах целевой 
функции. Это свойство подтверждено результатами вычисли-
тельных экспериментов на примере парабол 2-го и 5-го порядков, 
а также параболы, искаженной синусоидальной составляющей.  
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5. Возможность применения в масштабе реального време-
ни, поскольку оценка градиента выполняется без предвари-
тельного накапливания измерительной информации.  
Кроме этого, следует отметить, что предложенный рекур-
рентный алгоритм оценивания градиента в определенной сте-
пени уникален, исходя из результатов проведенного в инфор-
мационных источниках поиска. 
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