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ABSTRACT 
In this paper, we focus on the application of Bayesian variational methods for 
mixed Erlang Model. Mixed Erlang Model forms a versatile, yet analytically tractable, 
class of distributions making them suitable for multivariate density estimation. In 
addition, the distribution in the weak convergence of the continuous distribution of 
the space is dense. The above good properties make the multicomponent Erlang 
model suitable for multivariate density estimation. On this basis, we propose a 
flexible and effective fitting process for mixed Erlang model, called CMM-VBEM 
algorithm. The algorithm is divided into two parts. The first part is the selection of 
initial value. Using the K-Means clustering method to estimate the initial value of the 
parameter, it is proved that the method greatly improves the validity of the initial 
value selection. In addition, the Bayesian Information Criterion (BIC) is used to select 
the number of mixing. The second is the VBEM algorithm. The process is based on 
the Bayesian variational method and the iterative use of the EM algorithm to 
introduce the effective estimation and adjustment strategy for the parameters such as 
shape parameters and mixed weights.  
Compared with the traditional EM algorithm and other mixed models commonly 
used methods, our method has several advantages. First, it can prevent over-fitting 
problems, especially when the amount of data is less time, our method is more 
obvious advantages; In addition, the CMM-VBEM algorithm succeeds in avoiding 
local optimal problems. In this paper, the proposed CMM-VBEM algorithm is 
validated by simulating the data and the actual data. A variety of test methods 
(including Kolmogorov-Smirnov test, Anderson-Darling test and Cramer-von Mises 
test) were validated by graphic verification (including empirical histogram, QQ plot, 
PP plot, contour map), and verified from various aspects, Full description of our 
algorithm in the data fitting effect is good. The effectiveness of the proposed 
algorithm is demonstrated on simulated as well as real data sets. These all proved that 
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限 Dirichlet 混合模型（Finite Dirichlet Mixture Models）等。 
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由于 VB 是后验分布的分析近似方法，它可以降低计算成本。VB 背后的基
本思想是将 KL 散度（Kullback-Leibler divergence）从近似后验分布到后验分布
作为变分问题最小化。[16]提出了MER模型的VB-EM算法。随后[13]又对VB-EM
算法进行了完善，同时提出了估计形状参数的算法，详细地提供了 VB 公式的推




























Model, MER 分布）的定义和一些重要性质。 
[1]定义了一个k变量混合厄朗分布，使得每个混合成分是k个具有共同速率
参数（Rate Parameter） 0 的独立的厄朗分布的联合分布。相互独立是通过不
同的厄朗分布在每个维度中的正整数形状参数的组合来获得。我们用矩阵
𝑚𝑢 = (𝑚𝑢1, … , 𝑚𝑢𝑘), 𝑢 = 1,2, … , 𝑑表示混合厄朗分布中共同独立的正整数形状参
数，记混合权重参数为 ),...,,( d21   ，参数族 }{ u 满足条件 .10  u








































  （2.1） 
其中，   dummm ukuu ,,2,1,,,1   ， 
kjX ,...,2,1,0x},x,...,{x jk1  ， 





















  （2.2） 









  （2.3） 
观察上式可发现，当k = 1时，混合厄朗分布实际上是伽马分布（Gamma 
Distribution），其形状参数是正整数，因此可以看作是独立同分布的指数随机变
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i xpiFiFxf   （2.5） 
其中， 













那么，如 Tijms 所示，对于所有连续点 x，    xFxF   |
~








性质 2.1：Lee 和 Lin（2012）.式（2.1）的混合厄朗混合分布的类在弱收敛意义
上的正连续多变量分布的空间是密集的。换句话说，令f(X)是 k 变量正随机变量

















  （2.7） 
其中，混合权重参数满足： 




















dxxf  （2.8） 






在性质 2.1 中，对于任何给定的共同速率参数（Rate Parameter） 0 ，在
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是在每个边缘维度中使用从 1到无穷大的形状参数m的组合。通过将形状参数m
乘以公共尺度参数形成的 k维网格的相应的 k 维矩形上的密度进行积分来限定混
合分布中式（2.8）中的权重。当共同速率参数（Rate Parameter） 0 的值减小
时，该网格变得更精细，并且混合厄朗分布的序列收敛到潜在的累积分布函数。 
    另外，考虑到灵活性的因素，[1]已证明出由于厄朗分布在每个混合组分内
的独立结构，使得使用这类分布进行分析工作更为简便。同时，独立性使得许多
分布量的能够有明确的表达式，例如特征函数，联合距和关联的双变量度量
（Kendall's tau and Spearman's rho）。除此之外，作者进一步揭示了闭合属性，例





在性质 2.1 中，他们展示了具有不同比例参数的一个 MME 分布如何可以被重写
为具有比所有原始尺度小的公共比例参数的 MME 分布。因此，我们专注于具有
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