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Abstract—The Kantorovich metric is a canonical lifting of
a distance from sets to distributions over this set. The metric
also arises naturally when proving continuity properties of
probabilistic programs. For instance, algorithmic stability of
machine learning algorithms is upper bounded by the maximal
Kantorovich distance between program executions, for a suitable
notion of metric on the underlying space. Motivated by these
applications, we develop a sound method to approximate the
Kantorovich distance between two executions of a probabilistic
program. Our method takes the form of a relational pre-
expectation calculus. We illustrate our methods for proving
stability of machine learning algorithms and convergence of
probabilistic processes.
I. INTRODUCTION
Many program properties of interest describe how changes
in program inputs affect program outputs. Such continuity
properties require a distance between two outputs to be
bounded by a monotone function of a distance between their
respective inputs. Common examples of continuity include:
• Robustness of numerical computations: program inputs
and outputs are real values and distances are inherited
from the reals.
• Sensitivity of numerical queries [17]: programs inputs
are databases, and program outputs are real values. The
distance between databases is the number of entries in
which they differ.
• Stability of learning algorithms [10]: program inputs are
sets of labeled training examples, and program outputs
are learned numerical parameters used to predict labels
for new examples. The distance between two training sets
is the number of differing examples, and the distance
between outputs measures the difference in errors from
using the learned parameters to label unseen examples.
Continuity is also relevant for probabilistic computations; lead-
ing examples statistical notions of data privacy like differential
privacy [18], convergence of Markov chains [1], and stability
of randomized learning algorithms [10, 22]. While determinis-
tic continuity is preserved under function composition for all
distances, composition properties of probabilistic continuity
depend on specific distances over distributions. Accordingly,
techniques for proving probabilistic sensitivity strongly depend
on the particular choice of distance on the output distributions.
Lipschitz continuity—perturbations to the program’s inputs
lead to at most proportional changes to its outputs—is com-
monly considered as a useful notion for reasoning about the
robustness of programs that execute under uncertainty [13].
Aiming at a broader class of properties, we target probabilistic
continuity based on the Kantorovich metric as a distance on
distributions. Long known to mathematicians (see, e.g., [36]),
the Kantorovich metric is actually a family of probabilistic
metrics obtained by lifting a metric E : X ×X → [0,∞) on
a ground set X to a metric E# on distributions over X . By
varying the ground distance, the Kantorovich metric gives rise
to a notion of probabilistic Lipschitz continuity that subsumes
probabilistic generalizations of sensitivity and algorithmic
stability. The Kantorovich metric also recovers deterministic
Lipschitz continuity when restricted to deterministic programs.
Prior researchers have studied techniques for formal rea-
soning about the Kantorovich metric, largely in the context of
probabilistic automata and labeled transition systems where
the Kantorovich metric generalizes various bisimilarity dis-
tances [15, 16, 21]. More recent work develops a relational
program logic for proving Kantorovich continuity for proba-
bilistic imperative programs [8]; the formalized examples span
an impressive range of areas, but the program logic involves
highly complex proof rules with probabilistic side conditions.
Our approach: In this paper, we develop a novel pre-
expectation calculus for reasoning about continuity and the
Kantorovich metric. Pre-expectation calculi were proposed
by Morgan and McIver [29] for the probabilistic imperative
language PGCL, following Kozen’s [28] insight that for
reasoning about probabilistic programs, the usual Boolean
predicates of type P : State → {0, 1} can be generalized
to quantitative expectations of type E : State → [0,∞].
Morgan and McIver’s weakest pre-expectation were designed
as a generalization of Dijkstra’s weakest pre-conditions. The
basic idea is to define an operator wpe(c, E) that transforms
an expectation E averaged over the output distribution of a
program c into an expectation evaluated over the input state.
In this way, the effects of the probabilistic program are applied
in a backwards-reasoning style, much like Dijkstra’s weakest
pre-conditions. Pre-expectation calculi have proven to be a
clean technique for reasoning about probabilistic programs;
subsequent works have extended this idea to handle new
properties and computation models [9, 27].
Instead of reasoning about the execution of a program on
a single input, we are interested in comparing a program’s
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behavior on two inputs. Concretely, our setting considers two
runs of a program c and our goal is to reason about the
distance E#(JcKs1, JcKs2) in terms of the input states s1, s2,
where the semantics of programs J·K : State→ Dist(State)
maps an initial state to a distribution over final states, and
E : State × State → [0,∞] is some distance function. We
view E as a relational expectation, and we build a relational
pre-expectation calculus operating on these expectations.
While our pre-expectation calculus would ideally perform
exact reasoning about E#(JcKs1, JcKs2), we give a counterex-
ample showing that this distance cannot be computed exactly
in a compositional fashion, i.e., the Kantorovich distance
between two runs of a program c; c′ is not a simple com-
bination of the Kantorovich distances between two runs of c
and two runs of c′. Nevertheless, our pre-expectation calculus
can compute upper bounds of the Kantorovich distance in
a compositional manner, which is sufficient for proving our
target continuity properties. In this sense, our calculus can
be seen as a compositional approximation to the Kantorovich
distance for probabilistic programs.
Contributions and outline: After introducing preliminar-
ies on basic probability theory and the Kantorovich distance
in Section II, we present our main contributions:
• We define a relational pre-expectation calculus for com-
puting upper-bounds on the Kantorovich distance. We
introduce useful proof rules for analyzing random sam-
pling instructions and loops, and we prove that our pre-
expectations are indeed a sound, compositional approxi-
mation to the Kantorovich distance (Section III).
• We demonstrate our method on two classes of examples.
First, we consider random walks and card shuffling algo-
rithms [1] and show that the algorithms converge rapidly
to some target distribution. Technically, our approach
upper-bounds the statistical distance between two runs
and shows that this distance converges to 0 as the number
of steps increases. We are also able to formalize quanti-
tative bounds on the speed of convergence (Section IV).
• Second, we prove algorithmic stability of Stochastic
Gradient Descent and Projected Gradient Descent, two
classic algorithms from machine learning [22, 30]. The
latter example shows that our method is also useful for
deterministic programs (Section V).
Finally, we survey related work (Section VI) and conclude
(Section VII).
II. MATHEMATICAL PRELIMINARIES
A. Basic probability concepts
To model probabilistic behavior, we will work with sub-
distributions. For a countable set A, a sub-distribution over A
is given by a function µ : A → [0, 1] assigning a probability
to each element of A. For a subset B ⊆ A representing
some probabilistic event, we write µ(B) for its probability:
µ(B) =
∑
b∈B µ(b). Moreover, we let |µ| = µ(A). As usual,
the probabilities in any sub-distribution must sum to at most 1:
µ(A) ≤ 1. We let Dist(A) denote the set of sub-distributions
over A.
Sub-distributions have a well-known monadic structure. The
unit δ(a) ∈ Dist(A) is the point distribution at a ∈ A:
δ(a)(a′) = [a = a′]
where the right-hand-side is an Iverson-bracket which eval-
uates to 1 if a = a′ and to 0 otherwise. For a distribution
µ ∈ Dist(A) and a function f : A → Dist(B), the bind
operation Eµ[f ] ∈ Dist(B) samples from µ and runs f on
the sample:
Eµ[f ](b) =
∑
a∈A
µ(a) · f(a)(b).
When f : A→ R≥0 is a real-valued function, we can take its
expected value with respect to some distribution µ ∈ Dist(A):
Eµ[f ] =
∑
a∈A
f(a) · µ(a).
If the sum diverges, we define the expected value to be ∞.
Infinity is larger than any other real number and we assume
that addition and multiplication are extended in the natural
way, with the convention 0 · ∞ =∞ · 0 = 0.
B. Kantorovich distance
The Kantorovich distance is a map that transforms any
function E : X ×X → R∞≥0 into a function E# : Dist(X) ×
Dist(X) → R∞≥0, where Dist(X) denotes the set of distri-
butions over X .
Let E : X × X → R∞≥0. Its Kantorovich distance is the
function E# : Dist(X)×Dist(X)→ R∞≥0 such that:
E#(µ1, µ2) = inf
µ∈Γ(µ1,µ2)
Eµ[E ],
where the set of probabilistic couplings of µ1, µ2 is the set:
Γ(µ1, µ2) = {µ ∈ Dist(X ×X) | pii(µ) = µi for i = 1, 2},
where pi1, pi2 : Dist(X × X) → Dist(X) give the marginal
distributions
pi1(µ)(x1) =
∑
x2∈X
µ(x1, x2), pi2(µ)(x2) =
∑
x1∈X
µ(x1, x2) .
The set is non-empty provided |µ1| = |µ2|. Otherwise, the set
of couplings is empty and E#(µ1, µ2) =∞.
Traditionally, the definition of E# is restricted to functions
E defining a metric on X . However, the definition of ·# and
its properties extend mutatis mutandis to arbitrary functions
E . We abuse terminology and use the Kantorovich distance to
refer to this larger function.
Bounds on the Kantorovich distance imply bounds on more
concrete distances between distributions.
Theorem 1 (Absolute expected difference). Let µ1, µ2 ∈
Dist(X) such that |µ1| = |µ2| = 1, and let f1, f2 : X →
R∞≥0. Let E : X ×X → R∞≥0 be defined by:
E(x1, x2) = |f1(x1)− f2(x2)| .
Then, we have:∣∣Eµ1 [f1]− Eµ2 [f2]∣∣ ≤ E#(µ1, µ2) .
Proof. It suffices to show that for every coupling µ of (µ1, µ2),
we have ∣∣Eµ1 [f1]− Eµ2 [f2]∣∣ ≤ Eµ[E ] .
This inequality follows from the marginal properties of
couplings, linearity of expectation, and the fact that
|Eµ[f ]| ≤ Eµ[|f |]:∣∣Eµ1 [f1]− Eµ2 [f2]∣∣
=
∣∣Eµ[λ(x1, x2). f1(x1)]− Eµ[λ(x1, x2). f2(x2)]∣∣
=
∣∣Eµ[λ(x1, x2). f1(x1)− f2(x2)]∣∣
≤ Eµ[λ(x1, x2).
∣∣f1(x1)− f2(x2)|]
= Eµ[E ] .
We shall also rely on the well-known relationship between
total variation distance and the Kantorovich lifting of the
discrete distance.
Definition 1 (Total variation distance). The Total Variation
(TV) distance between µ1, µ2 ∈ Dist(X) is defined as:
TV (µ1, µ2) ,
1
2
∑
x∈X
∣∣µ1(x)− µ2(x)∣∣ .
The normalization factor of 1/2 ensures that the TV distance
is in the interval [0, 1]. Roughly speaking, the TV distance
measures the largest difference in probabilities of any event
between two given distributions.1 This distance can also be
expressed via the Kantorovich distance.
Theorem 2 (Total variation and Kantorovich distance). Let
µ1, µ2 ∈ Dist(X) such that |µ1| = |µ2| = 1. Recall that the
discrete metric E : X×X → {0, 1} is defined by E(x1, x2) =
[x1 6= x2]. Then, we have
TV
(
µ1, µ2
)
= E#(µ1, µ2).
Proof. For the direct inequality, it suffices to show that for
every coupling µ of (µ1, µ2) and every S ⊆ X , we have∣∣µ1(S)− µ2(S)∣∣ ≤ Eµ[E ] .
By the property of marginals and monotonicity of probabili-
ties, we have:∣∣µ1(S)− µ2(S)∣∣ = ∣∣µ(S ×X)− µ(X × S)∣∣
=
∣∣µ(S \X ×X)− µ(X × S \X)∣∣
≤ max(µ(S \X ×X), µ(X × S \X))
≤ µ({(x1, x2) | x1 6= x2})
= Eµ[E ] .
For the other direction, we construct a so-called optimal
coupling. For every x ∈ X , let µ0(x) = min(µ1(x), µ2(x)).
The optimal coupling for (µ1, µ2) is defined by:
µ(x1, x2) =
{
µ0(x1) : x1 = x2
(µ1(x1)−µ0(x1))·(µ2(x2)−µ0(x2))
TV (µ1,µ2)
: x1 6= x2 ,
1In fact, the TV distance can be equivalently defined as:
TV (µ1, µ2) , sup
S⊆X
∣∣µ1(S)− µ2(S)∣∣ .
where 0/0 = 0 by convention. One can check by calculations
that µ is a coupling for (µ1, µ2) and that µ([x1 6= x2]) =
TV (µ1, µ2).
We can obtain similar bounds when lifting other base
distances that assign a minimum, non-zero distance to pairs
of distinct elements.
Theorem 3 (Scaled TV distance). Let Eρ : X×X → [0, 1] be
an expectation in [0, 1], and let ρ ∈ R be a strictly positive
constant such that Eρ(x1, x2) ≥ ρ > 0 for all x1 6= x2. Then,
we have
TV
(
µ1, µ2
) ≤ 1
ρ
· E#ρ
(
µ1, µ2
)
.
Proof. The proof follows from Theorem 2 and from the
observations that (ρ · E)# = ρ · E# and that E ≤ E ′ implies
E# ≤ E ′#, taking the pointwise order in both cases.
III. REASONING ABOUT KANTOROVICH CONTINUITY
Now, we consider how to bound the Kantorovich distance
between output distributions of probabilistic programs.
A. Language and semantics
We work with a standard probabilistic imperative language
PWHILE. This language has commands defined by the follow-
ing grammar:
c := skip | x← e | x $← d | c; c
| if e then c else c | while e do c .
Variables x are drawn from an arbitrary but finite set
Var of variable names. Expressions e are largely standard:
they are formed from variables and basic operations (e.g.,
integer addition, boolean conjunction). To handle programs
with (static) arrays, we assume expressions include basic array
operations for accessing and updating array locations. For
instance, when a is an array variable we have syntactic sugar:
a[e] , Lookup(a, e) (expression)
a[e]← e′ , a← Update(a, e, e′) (command)
The random sampling command x $← d takes a sample from
some primitive distribution d and stores it in x. Primitive
distributions are interpreted as full distributions JdK : State→
Dist(D) over some countable set D (possibly different for
different distributions). We will often use the uniform distri-
bution U(S) when S is a finite, non-empty set; for instance,
for a positive integer N we will write [N ] for the set of integers
{1, . . . , N}, so that x $← U([N ]) samples each number in [N ]
with probability 1/N and stores it in x. The distributions can
also be parameterized by some more complex expression, for
instance in x $← [y] for a program variable y.
PWHILE programs transform states, represented as finite
maps s : Var → D; we write State for the set of all states.
The semantics of a command is given by a map JcK : State→
Dist(State). Since we only work with discrete primitive
distributions and memories have finitely many variables, the
output distribution of a program always has countable support.
The program semantics is entirely standard and we defer it to
the appendix.
We will often work with relational expectations, maps of
type State × State → R∞≥0; we write Exp for the set of
all relational expectations. This set naturally is equipped with
the natural pointwise order inherited from the order on R∞≥0,
i.e., E ≤ E ′ if and only if E(s1, s2) ≤ E ′(s1, s2) for all pairs
of states. Since R∞≥0 is a complete lattice and Exp has the
pointwise order, Exp is also a complete lattice; the top and
bottom relational expectations are ∞ and 0, which send all
pairs of states to ∞ and 0 respectively.
When representing specific relational expectations, we bor-
row notation from relational Hoare logic and we tag variables
with 〈1〉 or 〈2〉 to refer to their value in the first state or the
second state, respectively. For instance, [x〈1〉 = x〈2〉] is a
relational expectation encoding a predicate on pairs of states,
equivalent to λ〈s1, s2〉. [s1(x) = s2(x)].
B. Non-compositionality of semantic definition
One might be tempted to reason directly about the Kan-
torovich distance lifting E : State × State → R∞≥0 between
output distributions of a program c by means of a relational
pre-expectation calculus. To this end, the (semantic) relational
pre-expectation rpe(c, E) of c and E is
rpe(c, E)(s1, s2) = E#
(JcKs1, JcKs2) .
While this is an appealing definition, it turns out to be
inconvenient for formal reasoning—the main issue is that it
does not behave well under sequential composition.
Example 1. The Bernoulli distribution B(p) with bias p
returns 1 with probability p and 0 with probability 1 − p.
Consider the following programs:
c = if b then x $← B(1/2) else y $← B(1/2)
c′ = if b then y $← B(1/2) else x $← B(1/2)
and consider E : State× State→ R∞≥0 defined by
E = [(x, y)〈1〉 6= (x, y)〈2〉] ,
which is minimized when x〈1〉 = x〈2〉 and y〈1〉 = y〈2〉. If we
fix b〈1〉 = true and b〈2〉 = false throughout, then
rpe(c′, E)(s′1, s′2) = inf
Γ(Jy $←B(1/2)Ks′1,Jx $←B(1/2)Ks′2)E[E ]
The two marginal distributions are:
µ1 , Jy $← B(1/2)Ks′1 =
{
1/2 : x 7→ s′1(x), y 7→ 0
1/2 : x 7→ s′1(x), y 7→ 1
µ2 , Jx $← B(1/2)Ks′2 =
{
1/2 : x 7→ 0, y 7→ s′2(y)
1/2 : x 7→ 1, y 7→ s′2(y) .
By the marginal conditions for couplings, it is not hard to
show that any coupling of µ1, µ2 must have the form
µ(ρ) = ρ · ({x 7→ s′1(x), y 7→ 1}, {x 7→ 1, y 7→ s′2(y)})
+ (1/2− ρ)({x 7→ s′1(x), y 7→ 1}, {x 7→ 0, y 7→ s′2(y)})
+ (1/2− ρ)({x 7→ s′1(x), y 7→ 0}, {x 7→ 1, y 7→ s′2(y)})
+ (1/2 + ρ)({x 7→ s′1(x), y 7→ 0}, {x 7→ 0, y 7→ s′2(y)})
for some 0 ≤ ρ ≤ 1/2, and so
Eµ(ρ)[E ] = ρ · [s′1(x) 6= 1 ∨ s′2(y) 6= 1]
+ (1/2− ρ)[s′1(x) 6= 0 ∨ s′2(y) 6= 1]
+ (1/2− ρ)[s′1(x) 6= 1 ∨ s′2(y) 6= 0]
+ (1/2 + ρ)[s′1(x) 6= 0 ∨ s′2(y) 6= 0] .
Since the semantic relational pre-expectation takes the mini-
mum over all couplings, i.e., the minimum over all ρ ∈ [0, 1/2],
by simple computation we get:
rpe(c′, E)(s′1, s′2) =

1 : (s′1(x), s
′
2(y)) = (1, 1) (ρ = 1/2)
1/2 : (s′1(x), s
′
2(y)) = (0, 0) (ρ = 1/2)
1/2 : (s′1(x), s
′
2(y)) = (0, 1) (ρ = 0)
1 : (s′1(x), s
′
2(y)) = (1, 0) (ρ = 0).
Since s′1(x), s
′
2(y) are sampled from JcKs1 and JcKs2, for any
way to couple them rpe(c, rpe(c′, E))(s1, s2) ≥ 1/2 > 0.
However, Jc; c′Ks1 and Jc; c′Ks2 have the same marginal dis-
tributions for (x, y), therefore
0 = rpe(c; c′, E)(s1, s2) 6= rpe(c, rpe(c′, E))(s1, s2) > 0 .
Fortunately, we generally do not need to compute the
Kantorovich distance exactly to prove continuity properties:
an upper bound suffices. Since the Kantorovich distance takes
an infimum over the set of all couplings, we can establish
upper bounds by exhibiting specific couplings—of course,
the tightness of these upper bounds will depend on the
particular coupling we construct. Crucially, couplings can be
constructed compositionally; for instance, a coupling for a
sequential composition c; c′ can be obtained by combining
a coupling for c with a coupling for c′. We leverage this
observation to define our relational pre-expectation calculus
to compositionally approximate the Kantorovich distance.
C. Compositional approximation by relational pre-expectation
To facilitate compositional reasoning, we define an approx-
imation r˜pe(c, E) of the Kantorovich metric E with respect
to program c. Technically, the approximation is defined by
induction on the structure of the program and takes the form
of a relational pre-expectation calculus, as first proposed by
McIver and Morgan for probabilistic programs [31].
The rules of the calculus are shown in Figure 1. We take
the indicator expectation [P] to be 1 if P is true, otherwise
0, and we define addition and multiplication on expectations
pointwise. The core cases of skip, assignments and sequential
composition are straightforward and apply the backwards se-
mantics of commands. For sampling commands, the relational
pre-expectation calculus is expressed directly in terms of the
Kantorovich distance, i.e., a minimum is taken over the set of
all couplings. For conditionals, the relational pre-expectation
calculus assumes the two runs are synchronized. If not, (i.e.,
if [e〈1〉 6= e〈2〉]) the distance is overapproximated by ∞.
In the case of while loops, we take the least fixed point of
the characteristic functional ΦE,c of the loop. It is not hard
to show that ΦE,c(−) : Exp → Exp is monotonic (see
Lemma 2 in the Appendix), so by the Knaster-Tarski theorem
the least fixed point is well-defined. As in the previous case,
the relational pre-expectation returns ∞ when the loops are
not synchronized, i.e., only one loop guard is true.
The following theorem states soundness of our relational
pre-expectation calculus: it approximates (i.e., upper-bounds)
the semantic relational pre-expectation.
Theorem 4 (Soundness). Let c be a program and let E :
State× State→ R∞≥0 be a relational expectation. Then
rpe(c, E) ≤ r˜pe(c, E) .
Equivalently, if r˜pe(c, E)(s1, s2) is finite for input states
s1, s2 ∈ State then there exists a coupling µs1,s2 ∈
Γ(JcKs1, JcKs2) such that
Eµs1,s2 [E ] ≤ r˜pe(c, E)(s1, s2) .
Proof sketch. By induction on the structure of c. The most
challenging cases are for sampling and loops. The case for
sampling requires first showing that there exists a coupling
realizing the infimum defining the Kantorovich distance; such
existence results belong to the theory of optimal transport [36].
The case for loops is challenging for a different reason: it is
not clear how to show that the pre-expectation operator is con-
tinuous in its second argument (but see Theorem 5). Instead,
our soundness proof relies on extracting a convergent sequence
of couplings. We defer the full proof to the Appendix.
While it is not clear if our relational pre-expectation oper-
ator is continuous for all programs, continuity does hold for
programs that sample from finite distributions. Note that such
programs can still produce distributions with infinite support
by sampling in a loop.
Theorem 5 (Continuity). Let c be a program where all
primitive distributions have finite support, and let En : State×
State → R∞≥0 be a monotonically increasing chain of
relational expectations converging pointwise to E : State ×
State→ R∞≥0. Then,
r˜pe(c, E) = sup
n∈N
r˜pe(c, En).
Proof sketch. By induction on the structure of c. The most
challenging case is for sampling instructions, where the proof
depends on a continuity property for the Kantorovich distance.
We establish this property for distributions with finite sup-
port, and complete the proof of continuity for relational pre-
expectation. We defer details to the Appendix.
D. Bounding the pre-expectation for sampling
Using the Kantorovich distance for defining the relational
pre-expectation of a sampling command x $← d is theoretically
clean, but inconvenient in practice for two reasons. First, the
set of couplings Γ(Jx $← dKs1, Jx $← dKs2) over which the
infimum is computed is a set of distributions over pairs of
states. It would be more convenient to reason about the set
Γ(JdK, JdK) which is a set of distributions over pairs of values,
and ignore the rest of the state. Second, computing the infimum
is often difficult, and is overkill for establishing upper bounds.
The following result states that we can actually upper
bound this Kantorovich distance by picking any coupling of
the primitive distribution with itself; we call such a function
M : State× State→ Γ(JdK, JdK) a coupling function.
Theorem 6. Let d be a primitive distribution, and let M :
State × State → Γ(JdK, JdK) be a coupling function. For
any relational expectation E , we have:
r˜pe(x $← d, E) ≤ E(v1,v2)∼M(−,−)[E{v1, v2/x〈1〉, x〈2〉}] .
Proof. Let s1, s2 be two input states. The distribution of pairs
µd = E(v1,v2)∼M(s1,s2)[δ(s1[x 7→ v1], s2[x 7→ v2])]
is a coupling in Γ(Jx $← dKs1, Jx $← dKs2). Starting from
the definition of the relational pre-expectation (Fig. 1) for
sampling, we derive:
r˜pe(x $← d, E) = inf
µ∈Γ(Jx $←dKs1,Jx $←dKs2)Eµ[E ]
≤ Eµd [E ]
= E(v1,v2)∼M(s1,s2)[δ(s1[x 7→ v1], s2[x 7→ v2])].
We can reuse common couplings of primitive distributions
across different proofs. For example, let D be a finite, non-
empty set, let f : State × State → (D → D) map every
pair of program states to a bijection on D. Then the bijection
coupling Mf : State × State → Γ(JU(D)K, JU(D)K) for
two uniform distributions over D is defined by
f(s1, s2)(x1, x2) =
{
1/|D| : f(x1) = x2
0 : otherwise
,
where x1 and x2 are elements in D. The sampling rule
(Theorem 6) gives
r˜pe(x $← d, E) ≤ Ev∼JdK[E{v, f(−,−)(v)/x〈1〉, x〈2〉}]
=
1
|D|
∑
v∈D
E{v, f(−,−)(v)/x〈1〉, x〈2〉} .
Different coupling functions can give upper bounds of different
strengths—selecting appropriate couplings to show the target
theorem is the key part of reasoning by couplings. This
technique is well-known to probability theory, where it is
called the coupling method [1].
r˜pe(skip, E) , E
r˜pe(x← e, E) , E{e〈1〉, e〈2〉/x〈1〉, x〈2〉}
r˜pe(x $← d, E) , λs1, s2. E#(Jx $← dKs1, Jx $← dKs2) where E#(µ1, µ2) , inf
µ∈Γ(µ1,µ2)
Eµ[E ]
r˜pe(c; c′, E) , r˜pe(c, r˜pe(c′, E))
r˜pe(if e then c else c′, E) , [e〈1〉 ∧ e〈2〉] · r˜pe(c, E) + [¬e〈1〉 ∧ ¬e〈2〉] · r˜pe(c′, E) + [e〈1〉 6= e〈2〉] · ∞
r˜pe(while e do c, E) , lfpX.ΦE,c(X)
where Φ(X) , [e〈1〉 ∧ e〈2〉] · r˜pe(c,X) + [¬e〈1〉 ∧ ¬e〈2〉] · E + [e〈1〉 6= e〈2〉] · ∞
Figure 1. Definition of the relational pre-expectation operator r˜pe(c, E)
E. Bounding the pre-expectation for loops
In general, it is not desirable to compute the fixed point for
the case of loops. Instead, we can further over-approximate
the relational pre-expectation by a relational expectation I,
called an invariant—roughly speaking, if the relational pre-
expectation of I with respect to the loop body is at most I,
then the relational pre-expectation of the entire loop is also at
most I. This reasoning is captured by the following theorem.
Theorem 7. Let I be a relational expectation. If we can show
[e〈1〉∧e〈2〉]·r˜pe(c, I)+[¬e〈1〉∧¬e〈2〉]·E+[e〈1〉 6= e〈2〉]·∞ ≤ I,
then we can conclude
r˜pe(while e do c, E) ≤ I .
Proof. Let Φ be the characteristic functional of the loop, as
defined for the relational pre-expectation. The hypothesis im-
plies Φ(I) ≤ I, so I is a prefixed point of Φ. By the Knaster-
Tarski theorem, the least fixed point r˜pe(while e do c, E) is
less than I.
IV. EXAMPLES: RANDOM WALKS AND CARD SHUFFLES
Distributions that are easy to describe can be surprisingly
difficult to sample from. One example is the perfect shuffle,
a uniform distribution over all permutations of a deck of
playing cards. While this distribution is clearly described by
a simple sentence, producing samples from this distribution
is not easy—for a standard American deck with 52 cards,
there are 52! ≈ 8 · 1067 possible permutations. Instead, card
shuffling algorithms are typically implemented as a sequence
of randomized steps, perhaps by randomly splitting and riffling
the cards together. The hope is that running a small number
of steps will produce a distribution on decks that is close to
uniform, even though it will not be a truly perfect shuffle.
Abstracting a bit, card shuffling algorithms are a represen-
tative example of random walks approximating complex dis-
tributions. This is a technique with a long history, combining
elements of probability theory with statistical physics; many
heuristic algorithms used today, e.g., Markov Chain Monte
Carlo (MCMC), are based on these ideas. From a theoretical
perspective, a central question is: how fast do these processes
converge to their target distribution? For instance, how many
steps do we need in order to get within  distance of the
uniform distribution on shuffles?
In our setting, it is simple to model the random walk as a
probabilistic program. If we can prove that from any two initial
states the output distributions after K steps are at most  apart
in TV distance—this is a probabilistic relational property—
then it follows that running the program for K steps from any
initial state gives a distribution that is at most  away from
the target distribution in TV distance.
In this section, we will show how to use our relational
pre-expectation calculus to verify these kind of programs,
formalizing arguments by Aldous [1] in his seminal work
introducing the coupling method. We start with a bit of
background on Markov chains and mixing.
A. Preliminaries: Markov chain mixing
Random walks and card shuffling algorithms are classical
examples of Markov chains. A finite, discrete-time Markov
chain is defined by a finite space state Σ and a transition
function P : Σ × Σ → [0, 1] such that for all states σ,∑
τ∈Σ P (σ, τ) = 1. Given an initial state σ, the associated
Markov process {Xσk }k∈N is a sequence of distributions such
that Xσ0 = δ(σ) and X
σ
k+1(τ
′) =
∑
τ X
σ
k (τ) · P (τ, τ ′).
For example, the state space Σ could be the set of all
permutations of a deck of cards, and the transition function
τ could describe randomly splitting the deck and interleaving
the halves together.
To analyze how quickly a Markov process converges to a
particular distribution, we will first work with the TV distance
v(k) between two state distributions after running k steps from
two states σ, τ :
v(k) , max
σ,τ
TV (Xσk , X
τ
k ).
If v(k) tends to zero, then there exists a unique stationary
distribution η such that η(σ) · P (σ, σ′) = η(σ′); typically, η
will be the target distribution we are trying to sample from.
Furthermore, v(k) is also an upper bound on the distance from
the state distribution after k steps to the stationary distribution:
max
σ
TV (Xσt , η) ≤ v(k)
While it is usually not possible to derive v(k) exactly, we can
upper-bound v(k) by constructing couplings of (Xσt , X
τ
t ) and
applying Theorem 2 and 3. In this way, we can prove bounds
on the number of steps needed to get within some quantitative
distance of the target distribution. We will apply this strategy
to verify several random walks and card shuffling routines.
B. Warmup: Hypercube walk
We warm up with a random walk for sampling N uniformly
random bits. Of course, there are much more straightforward
approaches to sample from this particular distribution, but this
example is a toy version of the more complex random walks
we will soon see. Formally, we regard the set of length N
bitstrings {0, 1}N as the vertices of an N -dimensional hyper-
cube, and we analyze a particular random walk on this graph.
We iteratively update a position, a vertex (or equivalently, a
string of N bits). In every iteration, we uniformly sample from
{0, . . . , N}. If we sample 0, then we don’t move. Otherwise,
we flip the sampled coordinate i of the current position. We
will show that starting from any two positions, the process
mixes rapidly, i.e. starting from any position we will quickly
reach the uniform distribution over positions.
Let e(i) = (0, . . . , 1, . . . , 0) ∈ {0, 1}N be the position
where all coordinates are zero except for coordinate i, which
is one. We also write ⊕ for xor applied coordinate-wise. We
can model K steps of the random walk with the following
simple program:
hWalk(pos, N,K)
k ← 0;
while k < K do
i $← U([K+1]);
if i 6= 0 then
pos ← pos ⊕ e(i);
k ← k + 1;
Consider two executions of this program, started at pos〈1〉 and
pos〈2〉 respectively. Let dH be normalized Hamming distance
between the two positions:
dH ,
1
N
N∑
i=1
[pos〈1〉 6= pos〈2〉]
i.e., the fraction of coordinates where pos〈1〉 and pos〈2〉
differ, and let C(pos〈1〉, pos〈2〉) ⊆ [N ] be the set of differing
coordinates. We specify a coupling on U([N+1]) by giving a
bijection on [N+1]. There are three cases:
1) dH ≥ 2/N : Let C(pos〈1〉, pos〈2〉) = {i0, . . . , im−1}.
Take the bijection to fix [N +1]\C(pos〈1〉, pos〈2〉) and,
for all 0 ≤ n ≤ m, map in to in+1, where we set im = i0.
2) dH = 1/N : Take the bijection exchanging the (single)
coordinate in C(pos〈1〉, pos〈2〉) and 0.
3) dH = 0: Take the identity bijection.
The intuition behind the coupling is as follows. When dH ≥
2/N , the distance decreases by 2/N if we select a differing
coordinate; otherwise, the distance remains unchanged. Like-
wise when dH = 1/N , if we select the differing coordinate
or 0 then the distance decreases by 1/N (to 0); otherwise, the
distance remains unchanged.
We analyze the program hWalk using our relational pre-
expectation calculus. Let the target relational expectation be
dH . The main step in the reasoning is to select a relational
invariant for the loop. We define:
I , [k〈1〉 6= k〈2〉]·∞+[k〈1〉 = k〈2〉]·dH ·
(
N − 1
N + 1
)(K−k〈1〉)+
.
where for real numbers x ∈ R, (x)+ denotes its positive part,
i.e., max(x, 0). Then, we can verify for the loop while k <
K do bd of program hWalk that
[(k〈1〉 < K〈1〉) ∧ (k〈2〉 < K〈2〉)] · r˜pe(bd , I)
+ [(k〈1〉 ≥ K〈1〉) ∧ (k〈2〉 ≥ k〈2〉)] · dH
+ [(k〈1〉 < K〈1〉) 6= (k〈2〉 < K〈2〉)] · ∞ ≤ I,
and then conclude by the loop rule (Theorem 7):
r˜pe(while k < K do bd , dH) ≤ I.
Pushing the invariant past the initialization instruction yields:
r˜pe(hWalk(pos, N,K), dH) ≤
(
1− 2
N + 1
)K
Since the distance dH takes distance at least 1/N on pairs
of distinct positions, Theorem 3 implies that the TV distance
between the distributions over positions is at most
v(K) = N
(
1− 2
N + 1
)K
.
Plugging in specific values gives concrete bonds between
the two output distributions. The inequality above also gives
useful asymptotic information; for instance, if we take K ≥
(N log2N)/2, the right-hand side is asymptotically bounded
by O(1/N) for large N .
Remark. Aldous [1] shows a slightly sharper result: the TV
distance between output distributions is bounded by O(1/N)
asymptotically already for K ≥ N logN (note the reduction
in the logarithmic factor). This discrepancy appears to be
because our proofs are carried out compositionally instead
of using a more global analysis like Aldous does. However,
it remains possible that a better use of the sampling or loop
rules could potentially establish Aldous’ bound. Our results for
the card shuffling algorithms to come are also slightly weaker
than Aldous’ by similar polylogarithmic factors.
C. Random-to-top shuffle
For our shuffling examples, we will use some common
notation. We view a permutation deck as a map from positions
in p ∈ [N ] to names of cards in c ∈ C; deck[p] denotes
the card at position p, while deck−1(c) denotes the position
corresponding to card c. Summations over an empty set of
indices is treated as zero, while products over an empty set of
indices is treated as one. We just outline the arguments here;
further details are provided in the appendix.
For our first card shuffling algorithm we consider the
random-to-top shuffle. In each iteration, we select a random
position in the deck and move the card at that position to the
top.2 We model this shuffle with the following program:
rTop(deck , N,K)
k ← 0;
while k < K do
p $← U([N ]);
deck ← shiftR(deck , p);
k ← k + 1;
The input is a deck of size N and repeats K times
the process of selecting a random card and moving it
to the top. The operation shiftR(deck , j) takes the block
deck [0], deck [1], . . . , deck [j] and cycles it one position to the
right (thus moving deck [j] to the top) in such a manner that
the resulting deck deck ′ satisfies deck ′[0] = deck [j] and
∀n.(0 < n ≤ j)⇒ deck ′[n] = deck [n− 1].
We are interested in bounding the distance between the
stationary distribution (which in this case is the uniform
distribution) and the induced distribution after K iterations
of the procedure. We will start with two decks of the same
size N that are both permutations of [N ]. We want to bound
the pre-expectation of the normalized Hamming distance:
dH ,
1
N
N∑
i=0
[deck〈1〉[i] 6= deck〈2〉[i]] .
Note that dH takes distance at least 1/N on pairs of distinct
permutations. If we can show that the pre-expectation of dH is
not too big, then we can apply Theorem 3 to conclude that the
final distributions over permutations are close in TV distance.
It will be more convenient to work with an auxiliary distance:
dM , (1/N)·
(
N −max
i
(∀j < i.deck〈1〉[j] = deck〈2〉[j])
)
.
Intuitively, dM measures the fraction of the deck that is not
part of the first (possibly empty) block cards that are matched
in the two decks. The target distance dH is upper-bounded
by dM , since dM counts all cards past the first matched block
while dH counts only unmatched cards, so for proving bounds
on dH it suffices to prove bounds on dM .
To bound the pre-expectation of dM , we take the invariant:
I , [k〈1〉 6= k〈2〉]·∞+[k〈1〉 = k〈2〉]·dM ·
(
N − 1
N
)(K−k〈1〉)+
We can check that it satisfies the inequality
[k〈1〉 < K ∧ k〈2〉 < K] · r˜pe(bd , I)
+ [k〈1〉 ≥ K ∧ k〈2〉 ≥ K] · dH
+ [(k〈1〉 < K) 6= (k〈2〉 < K)] · ∞ ≤ I,
where bd is the loop body. The main case is to show the
inequality when both loop guards are true. To handle this case,
we need to bound the pre-expectation of I with respect to the
loop body. We can bound
r˜pe(bd , I) ≤ dM ·
(
N − 1
N
)(K−k〈1〉)+
2This algorithm is the time-reversed version of the top-to-random shuffle,
where the top card is moved to a random position. It is known that a Markov
chain’s convergence behavior is equivalent to that of its reversed process [1].
by applying the sampling rule (Theorem 6) with the coupling
function M that selects the same card in both decks:
M(s1, s2)(p1, p2) ,
{
1/N : JdeckKs1[p1] = JdeckKs2[p2]
0 : otherwise.
The idea is that if we pick two cards in the first matched
block, which happens with probability (1 − dM ), then the
distance will remain the same. Otherwise, we will create at
least one new matched pair in the first block and the distance
will decrease by 1/N .
Hence, we can apply the loop rule (Theorem 7) to conclude:
r˜pe(while k < K do bd , dH) ≤ I.
Computing the pre-expectation of I with respect to the ini-
tialization instruction, we have
r˜pe(rTop(deck , N,K), dH) ≤
(
N − 1
N
)K
noting that the distance dM between the initial decks is at most
1. Since dH assigns pairs of distinct decks a distance at least
1/N , Theorem 3 implies that the TV distance between the
distributions over decks is at most N
(
N−1
N
)K
. For example,
if we choose K to be N log2N , then the distance between
permutation distributions is bounded by O(1/N) for large N .
D. Random transpositions shuffle
Our next shuffle repeatedly selects two positions uniformly
at random and swaps the cards. The following program models
the shuffle:
rTrans(deck , N,K)
k ← 0;
while k < K do
p $← U([N ]); p′ $← U([N ]);
c← deck [p]; c′ ← deck [p′];
deck [p]← c′; deck [p′]← c;
k ← k + 1;
As before, let dH be the normalized Hamming distance
between the two decks. We aim to bound the relational
pre-expectation r˜pe(rTrans, dH). As usual, the main step
is giving the invariant to apply the loop rule. We take the
following invariant:
I , [k〈1〉 6= k〈2〉]·∞+[k〈1〉 = k〈2〉]·dH ·
(
1− 1
N2
)(K−k〈1〉)+
To apply the loop rule, we need to show
[k〈1〉 < K ∧ k〈2〉 < K] · r˜pe(bd , I)
+ [k〈1〉 ≥ K ∧ k〈2〉 ≥ K] · dH
+ [(k〈1〉 < K) 6= (k〈2〉 < K)] · ∞ ≤ I,
where bd is the loop body. The main case corresponds to the
first line, where the loop guards are true in both executions.
To bound the pre-expectation for the loop body, we use the
sampling rule (Theorem 6). We sketch the coupling functions
here. For the first sampling p, we use the identity coupling. For
the second sampling p′, we couple using the bijection induced
by the two decks deck〈1〉 and deck〈2〉, i.e., the coupling
matches every position p′〈1〉 with the unique position p′〈2〉
such that deck [p′]〈1〉 = deck [p′]〈2〉. There are three cases:
1) Cards at p〈1〉, p〈2〉 already matched: dH unchanged.
2) Positions p′〈1〉, p′〈2〉 are equal: dH unchanged.
3) Otherwise: dH decreases by 1.
The first two cases happen with combined probability
1 − (dH/N)2, and the last case happens with probability
(dH/N)
2. For the loop body, we can establish:
r˜pe(bd , dH) = dH − (dH)
2
N
≤ dH
(
1− 1
N2
)
.
The last inequality can be checked directly; it is true when
dH ≥ 1/N , but when this does not hold then dH = 0 and
the inequality is true. This is enough to establish the invariant
condition, so the loop rule (Theorem 7) gives:
r˜pe(while k < K do bd , dH) ≤ I.
Pushing the invariant past the initialization instructions gives
r˜pe(rTrans(deck , N,K), dH) ≤
(
1− 1N2
)K
using the fact that the normalized Hamming distance dH
between the two initial decks is at most 1. Since dH takes
value at least 1/N for pairs of distinct decks, Theorem 3 shows
that the TV distance v(K) between the two distributions over
decks is at most
v(K) ≤ N
(
1− 1
N2
)K
,
so the distance between the deck distribution and the uniform
distribution decreases as K increases. If we take K ≥
N2 log2N , then the right-hand side is bounded asymptotically
by O(1/N) for large N .
E. Uniform riffle shuffle
In this example we will analyze the uniform riffle shuffle,
which is a more accurate depiction of how cards are actually
shuffled. The shuffle begins by dividing the deck in approxi-
mately two halves, and then the two halves are merged in an
approximately alternative manner. The reversed process would
consist in taking a deck, sampling for each card a uniform
random bit, and then taking out all the cards labelled with 0,
without altering their relative order, and put them on top of
the rest. After repeating this process k times, for every card i
we have sampled a string of bits (bi,0, . . . , bi,k−1), and card
i is on top of card j if, for some m, bi,k = bj,k, bi,k−1 =
bj,k−1, . . . , bi,m = bj,m and bi,m−1 < bj,m−1.
riffle(deck,N,K)
k ← 0;
while k < K do
b $← U({0, 1}N );
top← deck(b¯);
bot← deck(b);
deck ← cat(top, bot);
k ← k + 1;
The vector b holds N bits, indexed by position; b¯ negates each
entry. We use shorthands for partitioning: deck(b) and deck(b¯)
represent the sub-permutations from taking all positions where
b is 0 and 1, respectively. Finally, cat concatenates two
permutations.
We will take the coupling that always samples the same
bit for the same card on both sides: b(deck−1(c))〈1〉 =
b(deck−1(c))〈2〉 for every c ∈ C. Defining the distance
between decks requires a bit more care.
Consider the following distance based on positions:
dP (deck1, deck2) , (1/N2)
∑
c∈C
|deck−11 (c)− deck−12 (c)|
This distance measures the total difference between the po-
sitions of each card in deck1 and its counterpart in deck2,
normalized to be in [0, 1]. As with the distances we considered
before, dP = 0 holds only when deck1 = deck2. However, it
is not easy to directly show that this distance is monotonically
decreasing in expectation—indeed, some terms in the sum
may actually increase. Instead, we define an upper bound
dc on |deck−11 (c) − deck−12 (c)| for every card. The sum
dM , 1/N2
∑
c∈C dc will be an upper bound of dP , and
dM decreases monotonically to zero.
We will define dc in terms of a few concepts from the
theory of permutations. Given two decks deck1, deck2 and a
permutation pi on positions taking deck1 to deck2, there is a
unique cyclical decomposition of pi, i.e., we can partition the
positions into P1, . . . , Pk such that pi moves positions in Pi
as a single cycle. We can define a block decomposition of pi
to be a partition of the positions B1, . . . , Bj such that each
block is contiguous, and pi acts as a permutation on each Bi.
A block decomposition is minimal if no block can be further
decomposed; it is not hard to show that a minimal block de-
composition is unique. When deck1, deck2 are permutations,
write BD(deck1, deck2) for the block decomposition induced
by two decks deck1 and deck2. To define the distance, for
every card c ∈ C we let:
dc , |BD(deck1, deck2)(c)| − 1
where |BD(deck1, deck2)(c)| is the size of the block contain-
ing card c in deck1 and deck2; both positions must be in the
same block. The size of each block is at least 1, and if the
distance dc is zero then c must be at the same position in
deck1 and deck2. It is not hard to show that the size of the
c’s block is at least the difference in c’s position across deck1
and deck2:
|deck−11 (c)− deck−12 (c)| ≤ dc
so dc = 0 implies that c is at the same position in deck1
and a2. (However, the reverse implication may not hold.) As
a result, we can upper bound our target distance
dP ≤ 1
N2
∑
c∈C
dc = dM .
Now, we turn to the loop. Let Φ be the binary invariant
Φ ,

perm(deck〈1〉, deck〈2〉)
∧ k〈1〉 = k〈2〉
∧ (b ◦ deck−1)〈1〉 = (b ◦ deck−1)〈2〉
and take the following invariant expectation:
I = [¬Φ] · ∞+ [Φ] · dM · (1/2)(K−k〈1〉)+
We want to verify that:
[(k < K)〈1〉 ∧ (k < K)〈2〉] · r˜pe(bd , I)
+ [(k ≥ K)〈1〉 ∧ (k ≥ K)〈2〉] · dP
+ [(k < K)〈1〉 6= (k < K)〈2〉] · ∞ ≤ I,
where bd is the loop body. The cases [(k ≥ K)〈1〉 ∧ (k ≥
K)〈2〉] and [(k < K)〈1〉 6= (k < K)〈2〉] are almost
immediate. The main case is when [(k < K)〈1〉∧(k < K)〈2〉].
Focusing on the case where Φ holds (otherwise there is nothing
to show), this boils down to:
Eb[dM (cat(deck(b¯), deck(b))〈1〉, cat(deck(b¯), deck(b))〈2〉)]
≤ 12dM ,
i.e., each iteration of the loop halves the invariant,
where the expected value is taken over b〈1〉 ∼ {0, 1}N
and b〈2〉 is coupled so that (b ◦ deck−1)〈1〉 = (b ◦
deck−1)〈2〉. Above, we write dM (x1, x2) as shorthand for
dM [x1, x2/deck〈1〉, deck〈2〉].
The inequality follows from the permutation axioms,
and from the mean and variance of the binomial
distribution—for deck1, deck2 fixed, b¯(BD(deck1, deck2))
and b(BD(deck1, deck2)) each follow the binomial distribu-
tion with |BD(deck1, deck2)(c)| trials and parameter 1/2.
This completes the proof for the body of the loop. Finally,
we push the invariant past the initialization of the procedure,
and we have the bound:
r˜pe(riffle(deck,N,K), dP ) ≤ [¬Φ] + [Φ] · dM · (1/2)K
≤ [¬Φ] + [Φ] · (1/2)K .
since the initial distance dM is at most 1. Given that dP assigns
different decks a distance of at least 1/N2, Theorem 3 implies
that the TV distance between the deck distributions is at most
v(K) = N2
(
1
2
)K
,
so the distributions converge to one another and to the uniform
distribution exponentially quickly. If we take K ≥ (log2N)3,
v(K) is asymptotically bounded by O(1/N) for large N .
V. EXAMPLES: STABILITY OF LEARNING ALGORITHMS
Our relational pre-expectation approach extends to other
probabilistic relational properties besides Markov chain mix-
ing. In this section we consider two such examples showing
stability of machine learning algorithms, one probabilistic and
one deterministic.
A. Background
To set the stage, we briefly review some basics. Let Z be
a space of labeled examples, e.g., images annotated with the
main subject. A learning algorithm A : S → Rd takes a
set S ∈ ZN of examples as input and produces (“learns”)
parameters w ∈ Rd. The algorithm is tailored to a given loss
function of type ` : Z → Rd → [0, 1], which describes how
well an example is labeled by some parameters. The goal is
to find parameters that have low loss on examples.
Recently, researchers in machine learning have identified
several important notions and consequences of stability.
• Algorithmic stability applies to randomized learning al-
gorithms. A learning algorithm A is -uniformly stable if
for all pairs of training sets S, S′ differing in exactly one
example, and for all examples z ∈ Z, the expected loss
of z is nearly the same on both training sets:
|EA(S)[`(z)]− EA(S′)[`(z)]| ≤  .
Intuitively, a uniformly stable learning algorithm does not
depend too much on individual training examples. Stable
learning algorithms generalize, i.e., their performance on
new, unseen examples is similar to their performance on
the training set [10]. In particular, stability controls how
much a learning algorithm can overfit the training set.
• It can be useful to compare the behavior of a learning
algorithm applied to two different loss functions; per-
haps describing the loss from feeding a example and
parameters through two different kinds of neural archi-
tectures [30]. If the loss functions are suitably similar,
then the learned parameters should not be too far apart.
B. Stochastic Gradient Descent
We first consider an example of algorithmic stability. We
analyze Stochastic Gradient Descent (SGD), a core tool in
modern machine learning; SGD is essentially the only learning
algorithm used in practice for training neural networks. Its
stability was first established on paper by Hardt, et al. [22],
and it was subsequently formalized with a relational program
logic EPRHL [8]. The corresponding proof in the program
logic involves complex proof rules (see Section VI). Our pre-
expectation calculus can establish the same property with sig-
nificantly cleaner reasoning. Consider the following program:
sgd(S)
w ← w0;
t← 0;
while t < T do
s $← U([S]);
g ← ∇`(s,−)(w);
w ← w − αt · g;
t← t+ 1;
The loss function has type ` : Z → Rd → [0, 1]. The gradient
∇ is a higher-order function with type ∇ : (Rd → [0, 1]) →
(Rd → Rd); we assume that it is well-defined and given.
The step sizes αt are a sequence of real numbers, controlling
how far we adjust the parameters each iteration. We make the
following assumptions:
1) ` is convex and L-Lipschitz in its second argument, i.e.,
|`(z, w) − `(z, w′)| ≤ L · ‖w − w′‖ for all parameters
w,w′ ∈ Rd
2) The gradient ∇`(z,−) : Rd → Rd is β-Lipschitz for
every z ∈ Z
3) The step sizes satisfy 0 ≤ αt ≤ 2/β.
To show uniform stability, given two training sets
S〈1〉, S〈2〉 differing in exactly one element, we need
|Esgd(S〈1〉)[`(z)]− Esgd(S〈2〉)[`(z)]| ≤ γL
for every example z ∈ Z, where
γ , 2L
n
T−1∑
t=0
αt.
Rather than work with the loss function directly, we will first
bound the pre-expectation of the distance ‖w〈1〉 −w〈2〉‖ and
then use the L-Lipschitz property of ` to conclude stability.
Just as in the previous examples, the main part of the
proof is bounding the pre-expectation of the loop. We use
the following loop invariant:
I , [t〈1〉 6= t〈2〉] · ∞
+ [t〈1〉 = t〈2〉] ·
‖w〈1〉 − w〈2〉‖+ 2L
n
T−1∑
j=t〈1〉
αj

By the loop rule (Theorem 7), it suffices to show the following
invariant condition:
[e〈1〉 ∧ e〈2〉] · r˜pe(bd , I)
+ [¬e〈1〉 ∧ ¬e〈2〉] · ‖w〈1〉 − w〈2〉‖
+ [e〈1〉 6= e〈2〉] · ∞ ≤ I
(1)
The main case corresponds to the first line, where both loop
guards are true. To bound the pre-expectation r˜pe(bd , I) in
this case, we have r˜pe(bd , I) = r˜pe(s $← U([S]), I ′) where
I ′ , [t〈1〉+ 1 6= t〈2〉+ 1] · ∞+ [t〈1〉+ 1 = t〈2〉+ 1] · P
P , 2L
n
T−1∑
j=t〈1〉+1
αj +
∥∥∥∥ (w〈1〉 − αt〈1〉∇`(s〈1〉,−)(w〈1〉))−(w〈2〉 − αt〈2〉∇`(s〈2〉,−)(w〈2〉))
∥∥∥∥
To handle the random sampling command, we apply the
sampling rule (Theorem 6) with the coupling function M for
the two uniform distributions [S〈1〉] and [S〈2〉] induced by the
bijection f : S〈1〉 → S〈2〉 mapping the differing example in
S〈1〉 to its counterpart in S〈2〉, and fixing all other examples.
We then have r˜pe(s $← U([S]), I ′) ≤ I ′′, where
I ′′ , [t〈1〉+ 1 6= t〈2〉+ 1] · ∞+ [t〈1〉+ 1 = t〈2〉+ 1] · P ′
P ′ =
2L
n
T−1∑
j=t〈1〉+1
αj
+
1
n
n−1∑
s∈S〈1〉
∥∥∥∥ (w〈1〉 − αt〈1〉∇`(s,−)(w〈1〉))−(w〈2〉 − αt〈2〉∇`(f(s),−)(w〈2〉))
∥∥∥∥
We focus on the terms of the last sum. Using the L-Lipschitz
property of `, when s is the differing example, we can bound
the absolute difference by ‖w〈1〉 − w〈2〉‖ + 2αt〈1〉L. When
s is not the differing example, we have s〈1〉 = s〈2〉. By the
β-Lipschitz property of ∇`, convexity, and 0 ≤ αt ≤ 2/β, we
can bound each of the terms by ‖w〈1〉 − w〈2〉‖. Combining
the two cases gives
r˜pe(bd , I) ≤
‖w〈1〉 − w〈2〉‖+ 2L
n
T−1∑
j=t〈1〉
αj

for all input states with t〈1〉 = t〈2〉 and e〈1〉 ∧ e〈2〉. This
establishes (1). Theorem 7 gives
r˜pe(while e do bd , ‖w〈1〉 − w〈2〉‖) ≤ I.
Finally, taking the pre-expectations of both sides with respect
to the initial assignments yields
r˜pe(sgd(S), ‖w〈1〉 − w〈2〉‖) ≤ 2L
n
T−1∑
j=0
αj = γ.
when S〈1〉 and S〈2〉 differ in exactly one training example.
Since ` is L-Lipschitz, we can also conclude
r˜pe(sgd(S), |`(z, w)〈1〉 − `(z, w)〈2〉|) ≤ γL .
for any example z ∈ Z. By Theorem 1, the expected losses
are at most γL apart:
|Esgd(S〈1〉)[`(z)]− Esgd(S〈2〉)[`(z)]| ≤ γL
and so SGD satisfies γL-uniform stability.
C. Projected Gradient Descent
While our calculus was designed with probabilistic pro-
grams in mind, it is also a useful tool for proving relational
properties of deterministic programs. To demonstrate, we show
how to prove a sensitivity bound for projected gradient de-
scent, a deterministic version of the stochastic gradient method
from the previous section. This example is inspired by an
analysis by Miller and Hardt [30]. Let Ω ⊆ Rd be a compact
and convex set of feasible parameters, and let ΠΩ : Rd → Ω
be the Euclidean projection sending a point from Rd to the
closest point in Ω under the Euclidean distance. Given a loss
function `, initial parameters w0, and a sequence of step sizes
{αt}t, the following program runs projected gradient descent
for T iterations:
pgd(w0, α, T )
w ← w0;
t← 1;
while t < T do
g ← ∇`(z,−)(w);
w ← ΠΩ(w − αt · g);
t← t+ 1;
We consider running this algorithm with two different loss
functions `〈1〉 and `〈2〉, satisfying the following conditions:
1) Gradients are close. For any parameter w ∈ Rd, we have:
‖∇`〈1〉(z,−)(w)−∇`〈2〉(z,−)(w)‖ ≤ γ.
2) Gradient of loss function is Lipschitz. For any two
parameters w,w′ ∈ Rd, we have:
‖∇`〈1〉(z,−)(w)−∇`〈1〉(z,−)(w′)‖ ≤ β‖w − w′‖.
Taking the step sizes αt ≤ α/t, we can bound the distance
between final weights ‖w〈1〉 −w〈2〉‖ from running projected
gradient descent on the loss functions `〈1〉 and `〈2〉 by
showing the following bound on the relational pre-expectation:
r˜pe(pgd(w0, α, T ), ‖w〈1〉 − w〈2〉‖) ≤ αγTαβ+1
This matches the analysis of Miller and Hardt [30].
VI. RELATED WORK
a) Formal reasoning on probabilistic programs: Log-
ics for probabilistic programs has been an active research
area since the 1980s. Seminal work by Kozen [28] defines
a logic for reasoning about probabilistic programs, using
real-valued functions in place of boolean assertions. McIver
and Morgan [31] define a weakest pre-expectation calculus
for a core programming language with non-determinism and
probabilities. Extensions of this calculus with recursion and
conditioning have recently been considered [33, 34]. Kaminski
et al. [27] define a similar calculus for bounding the expected
runtimes for probabilistic programs. Some of these calculi
have been realized in theorem provers [23, 25]. These works
do not prove relational properties of programs.
b) Relational reasoning on programs: Our work is re-
lated to probabilistic relational Hoare logic [5–7]. Our logic is
most closely related to [8], which presents the quantitative
logic EPRHL for reasoning about relational expectations.
Judgments of EPRHL are of the form:
{Φ; E} c ∼f c′ {Ψ;F}
where Φ,Ψ are boolean-valued assertions, E ,F are real-
valued functions, f is an affine function, and c and c′ are
probabilistic programs. EPRHL is significantly more complex
than our approach—for one, the logic uses both boolean and
quantitative assertions—and a precise comparison is difficult
for a few reasons: (1) EPRHL accommodates reasoning about
two different programs; (2) the loop rule requires a bound
on the number of iterations; (3) EPRHL features a complex
rule combining sequential composition with a probabilistic
case analysis. For (1), note that all examples in EPRHL have
focused on the specific case where c = c′. For (2), we do not
have a similar requirement on loops. For (3), we conjecture
that a simpler rule for sequential composition suffices for all
examples of interest. In fact, our proof of Stochastic Gradient
Descent suggests that the complex composition rule and other
features of EPRHL may not be needed.
c) Quantitative program logics: Carbonneaux et al. [11]
introduce Quantitative Hoare Logic for a deterministic lan-
guage, where the pre- and post-conditions represent the poten-
tial that is available before and after execution of the program.
This logic has recently been extended to the probabilistic set-
ting [32]. Chen et al. [14] present a quantitative Cartesian logic
to reason about non-interference in a deterministic setting.
Achieving automation is a central goal of these works.
d) Continuity in programs and process calculi: Formal
reasoning about the continuity of deterministic programs has
received some attention. Chaudhuri et al. [12, 13] were the first
to give a sound, compositional framework for verifying that a
program is continuous. Reed and Pierce [35] gave a type sys-
tem that can verify Lipschitz continuity of functional programs
(see also [2, 3, 19, 38]). Recently, Huang et al. [24] proposed
a tool PSense, which can perform sensitivity analysis of
probabilistic programs. Their technique relies on symbolic
computation using PSI and Mathematica, and supports, e.g.,
the total variation distance (used in convergence arguments)
and the expectation distance (used in stability examples).
PSense cannot reason about the Kantorovich distances, or
unbounded loops.
Finally, in the process-algebra setting, compositional rea-
soning about metrics has received quite some attention. Gebler
et al. [21] used uniform continuity as a means to reason about
the distance between recursive processes in a compositional
way. Gebler and Tini [20] recently defined specification for-
mats that can check uniform continuity in a syntactic manner.
A more general setup for reasoning about metrics has been
given by Bacci et al. [4], who presented an algebraic axioma-
tization of Markov processes in the framework of quantitative
equational logic. Their elegant framework supports reasoning
about various metrics, including the Kantorovich metric.
VII. CONCLUSION
We have defined a pre-expectation calculus that computes
useful upper bounds for Kantorovich liftings, and applied
our calculus to prove upper bounds for the mixing time of
card shuffling algorithms and algorithmic stability of machine
learning algorithms. Our calculus provides theoretical foun-
dations for reasoning about quantitative relational properties
of probabilistic programs, and there are several natural exten-
sions. First, we plan to accommodate mixed expectations [26]
(our calculus is restricted to positive expectations; we use
this restriction for applying Fatou’s Lemma in the proof of
soundness). Second, we plan to develop a relational version of
quantitative separation logic [9], and use it for proving equiv-
alence and other properties of probabilistic heap-manipulating
programs. To compare programs of different shape, it may be
necessary to generalize our relational pre-expectation calculus
to allow asynchronous reasoning. Extensions to handle non-
determinism, as in Morgan and McIver’s PGCL language,
could also be interesting.
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APPENDIX
A. Background: Measure theory
The following are standard convergence results in measure theory, see for instance [37]. In all of them we consider a sequence
of measurable relational expectations En : State× State→ R∞≥0 and a distribution µ : Dist(State× State).
Lemma 1 (Fatou’s Lemma). Let En be a monotone increasing sequence of relational expectations. Then,
Eµ[ lim
n→∞ En] ≤ limn→∞Eµ[En].
Fatou’s Lemma also holds when En is not a monotone sequence (replacing the limit by a limit inferior), but the monotone
version suffices for our purposes.
Theorem 8 (Dominated convergence). If, for all n, En ≤ F for some F such that Eµ[F ] <∞, then
Eµ[ lim
n→∞ En] = limn→∞Eµ[En].
Now we present a result that will be useful in showing convergence of couplings. A similar result can be found in Villani’s
monograph [36], Theorem 5.19.
Theorem 9 (Convergence of couplings). Let νi and ρi denote two sequences of probability distributions over X of countable
support converging pointwise and monotonically to ν and ρ respectively. Let µi ∈ Γ(νi, ρi) be a sequence of couplings of νi
and ρi. Then there exists a subsequence µ′i of µi that converges to a coupling µ ∈ Γ(ν, ρ).
Proof. The proof proceeds in two steps. First we show that there exists a convergent subsequence. By the Bolzano-Weierstrass
theorem, [0, 1] is sequentially compact, i.e., every sequence in [0, 1] has a subsequence that converges in [0, 1]. It is also
known that countable products preserve sequential compactness. Since every νi and ρi have countable support, so does every
µi, so we can consider the sequence {µi}i∈N as a sequence over [0, 1]S where S = ∪isupp(µi). Since this is a sequentially
compact space, we can extract a subsequence {µ′i}i∈N that converges pointwise to some µ. Let {ν′i}i∈N and {ρ′i}i∈N be he
corresponding subsequences of {νi}i∈N and {ρi}i∈N such that µ′i ∈ Γ(ν′i, ρ′i). Since these were convergent in the first place,
then still ν′i converges to ν and ρ
′
i converges to ρ.
Now let us show that µ is indeed a coupling of ν and ρ. We do this by showing it satisfies the marginal conditions. We
check the left marginal, the right one is analogous:
pi1( lim
i→∞
µ′i)(x1) =
∑
x2∈X
( lim
i→∞
µi(x1, x2))
(domination by ρ) = lim
i→∞
∑
x2∈X
µi(x1, x2)
(by the marginal condition) = lim
i→∞
νi(x1)
(by assumption) = ν(x1)
The key step in this derivation is applying the dominated convergence theorem, where we use that µi(x1, _) ≤ ρi ≤ ρ and
that ρ has measure bounded by 1.
B. Program semantics
A state s ∈ State is a map from a finite set of variable names Var to a set of values Val. Given an expression e, we
abuse the notation s(e) to denote the natural lifting of s to a map from expressions to values. Similarly, given an expression
d denoting a distribution, we abuse the notation s(d) to denote the lifting of s to a map from distributions to distribution over
values. Given s ∈ State, x ∈ Var and v ∈ Val, we write s{v/x} to denote the unique state such that s{v/x}(y) = v if
y = x and s{v/x}(y) = s(y) otherwise.
The semantics JcK of a command c is a map from an input state in State to an output distribution in Dist(State). This
semantics is standard, and is defined by induction on the structure of the command:JskipKs , δ(s)Jx← eKs , δ(s{s(e)/x})Jx $← dKs , Ev∼s(d)[s{v/x}]Jc; c′Ks , Es′∼JcKs[Jc′Ks′]Jif e then c else c′Ks , [s(e)] · JcKs+ [¬s(e)] · Jc′Kδ(s)Jwhile e do cKs , lim
n→∞JcnKs where c0 , abort and ci+1 , if e then c; ci
We use a dummy abort command that denotes the constant zero sub-distribution to help define the semantics for loops. The
limit exists and is a sub-distribution because for any initial state s, the sub-distributions JciKs are monotone increasing in i
under the pointwise order on sub-distributions, i.e., (JciKs)(s′) ≤ (JcjKs)(s′) for all states s, s′ ∈ State and all i ≤ j, and
(JciKs)(s′) is bounded above by 1.
C. Soundness and Continuity: Omitted Proofs
The syntactic relational pre-expectation transformer is a monotonic operator.
Lemma 2 (Monotonicity of r˜pe(c,−)). Let E be a relational expectation and let c be a program. Then r˜pe(c,−) and
ΦE,c(−) are monotonic, i.e. for any two relational expectations E1, E2 such that E1 ≤ E2, we have r˜pe(c, E1) ≤ r˜pe(c, E2) and
ΦE,c(E1) ≤ ΦE,c(E2).
Proof. The latter result is a corollary from the former. By definition,
ΦE,c,e(E1) = [e〈1〉 ∧ e〈2〉] · r˜pe(c, E1) + [¬e〈1〉 ∧ ¬e〈2〉] · E + [e〈1〉 6= e〈2〉] · ∞
and
ΦE,c,e(E2) = [e〈1〉 ∧ e〈2〉] · r˜pe(c, E2) + [¬e〈1〉 ∧ ¬e〈2〉] · E + [e〈1〉 6= e〈2〉] · ∞.
So given r˜pe(c, E1) ≤ r˜pe(c, E2) we can conclude ΦE,c,e(E1) ≤ ΦE,c,e(E2).
The former result is proven by induction on c:
• skip. Then
r˜pe(skip, E1) = E1 ≤ E2 = r˜pe(skip, E2)
• x← e. Then
r˜pe(x← e, E1) = E1{e〈1〉, e〈2〉/x〈1〉, x〈2〉}
and
r˜pe(x← e, E2) = E2{e〈1〉, e〈2〉/x〈1〉, x〈2〉}
Consider a pair of states s1, s2 then:
E1{e〈1〉, e〈2〉/x〈1〉, x〈2〉}(s1, s2) = E1(s1{s1(e)/x})(s2{s2(e)/x})
≤ E2(s1{s1(e)/x})(s2{s2(e)/x})
= E2{e〈1〉, e〈2〉/x〈1〉, x〈2〉}(s1, s2)
• x $← d. Then,
r˜pe(x $← d, E1) = inf
µ∈Γ(µ1,µ2)
Eµ[E1]
and
r˜pe(x $← d, E2) = inf
µ∈Γ(µ1,µ2)
Eµ[E2]
Let µ ∈ Γ(µ1, µ2) be an arbitrary coupling. By monotonicity of the expectation, then Eµ[E1] ≤ Eµ[E2], and therefore the
infimum for E1 is less or equal than the one for E2.
• c; c′. By the induction hypothesis,
r˜pe(c; c′, E1) = r˜pe(c, r˜pe(c′, E1)) ≤ r˜pe(c, r˜pe(c′, E2)) = r˜pe(c; c′, E2)
Note that the inequality needs two applications of the I.H., one to show that r˜pe(c′, E1) ≤ r˜pe(c′, E2) and another one to
show r˜pe(c, r˜pe(c′, E1)) ≤ r˜pe(c, r˜pe(c′, E2)).
• if e then c else c′. By the induction hypothesis (applied at c and c′),
r˜pe(if e then c else c′, E1) = [e〈1〉 ∧ e〈2〉] · r˜pe(c, E1) + [¬e〈1〉 ∧ ¬e〈2〉] · r˜pe(c′, E1) + [e〈1〉 6= e〈2〉] · ∞
≤ [e〈1〉 ∧ e〈2〉] · r˜pe(c, E2) + [¬e〈1〉 ∧ ¬e〈2〉] · r˜pe(c′, E2) + [e〈1〉 6= e〈2〉] · ∞
= r˜pe(if e then c else c′, E2)
• while e do c. Then,
r˜pe(while e do c, E1) = lfpX.[e〈1〉 ∧ e〈2〉] · r˜pe(c,X) + [¬e〈1〉 ∧ ¬e〈2〉] · E1 + [e〈1〉 6= e〈2〉] · ∞
r˜pe(while e do c, E2) = lfpX.[e〈1〉 ∧ e〈2〉] · r˜pe(c,X) + [¬e〈1〉 ∧ ¬e〈2〉] · E2 + [e〈1〉 6= e〈2〉] · ∞
Existence of the least fixed points is guaranteed by monotonicity of the functionals, which follows from the inductive
hypothesis applied to c. Suppose X2 is the least fixpoint of the second expression. We will show that it is a pre-fixpoint
of the first expression.
[e〈1〉 ∧ e〈2〉] · r˜pe(c,X2) + [¬e〈1〉 ∧ ¬e〈2〉] · E1 + [e〈1〉 6= e〈2〉] · ∞
≤ [e〈1〉 ∧ e〈2〉] · r˜pe(c,X2) + [¬e〈1〉 ∧ ¬e〈2〉] · E2 + [e〈1〉 6= e〈2〉] · ∞
= X2
By Knaster-Tarski, the least fixed point of a monotonically increasing operator is the greatest lower bound of the set of
pre-fixpoints. From this we can conclude that r˜pe(while e do c, E1) ≤ X2.
We need a lemma about the existence of a coupling realizing the minimum Kantorovich distance.
Lemma 3. Let µ1, µ2 ∈ Dist(State) be two subdistributions of finite support with the same weight, and let E : State ×
State→ R∞≥0 be a relational expectation. There exists a coupling µ ∈ Γ(µ1, µ2) realizing the minimum Kantorovich distance:
Eµ[E ] = inf
µ∈Γ(µ1,µ2)
Eµ[E ] = E#(µ1, µ2) .
This is an extremely simple case of standard existence results in the theory of optimal transport (see, e.g., Theorem 4.1 in
Villani’s monograph [36]). We include a proof to keep the exposition self-contained.
Proof. Let d∗ = infµ∈Γ(µ1,µ2) Eµ[E ] be the infimum distance. If d∗ = ∞ then the product coupling realizes the distance.
Otherwise, suppose that the infimum d∗ is finite. By the definition of infimum, there exists a sequence of couplings
µ(1), µ(2), · · · ∈ Γ(µ1, µ2) such that
lim
k→∞
Eµ(k) [E ] = d∗.
Without loss of generality, we may assume that for each k the distance Eµ(k) [E ] is finite as well. Let S = ∪ksupp(µ(k)) be
the union of the supports of all µ(k). Since µ1, µ2 have countable support, S is countable. Since all the expected distances are
finite, in fact all pairs of states (s1, s2) ∈ S have E(s1, s2) < ∞. By Theorem 9 we can find a subsequence of µ(k) that is
converging pointwise; define:
µ(s1, s2) = lim
k→∞
µ(k)(s1, s2)
for every s1, s2 ∈ State, where the limit is taken over the subsequence (so it exists). Then µ is indeed a coupling in Γ(µ1, µ2).
To show that µ realizes the infimum distance, we derive:
Eµ[E ] =
∑
(s1,s2)∈S
E(s1, s2) · µ(s1, s2)
=
∑
(s1,s2)∈S
E(s1, s2) · lim
k→∞
µ(k)(s1, s2)
≤
∑
(s1,s2)∈S
lim
k→∞
E(s1, s2) · µ(k)(s1, s2)
≤ lim
k→∞
∑
(s1,s2)∈S
E(s1, s2) · µ(k)(s1, s2)
= lim
k→∞
Eµ(k) [E ]
= d∗.
The first inequality is because E may take value infinity; the second inequality is by Fatou’s lemma.
Continuity proceeds in two steps. We first need a lemma about continuity of the Kantorovich distance. While it seems
challenging to establish this lemma for distributions with infinite support, we establish it for distributions with finite support.
Lemma 4. Let µ1, µ2 ∈ Dist(State) be two distributions with finite support, and let En : State × State → R∞≥0 be a
monotonically increasing chain of relational expectations converging pointwise to E : State× State→ R∞≥0. Then:
inf
µ∈Γ(µ1,µ2)
Eµ[E ] = inf
µ∈Γ(µ1,µ2)
Eµ[ lim
n→∞ En] = limn→∞ infµ∈Γ(µ1,µ2)Eµ[En].
Proof. If µ1, µ2 have different weights, then both infimums are infinity and we are done. It is not hard to show that
lim
n→∞ infµ∈Γ(µ1,µ2)
Eµ[En] ≤ inf
µ∈Γ(µ1,µ2)
Eµ[E ],
since En ≤ E and the coupling realizing the infimum (which exists by Lemma 3) is a valid coupling in each of the limit terms.
Showing the other direction is more involved. Define the finite relations
R<∞ = {(s1, s2) | E(s1, s2) <∞} ∩ (supp(µ1)× supp(µ2))
R∞ = (supp(µ1)× supp(µ2)) \R<∞.
We first consider the case where
inf
µ∈Γ(µ1,µ2)
Eµ[E ] =∞.
This means that every coupling must put weight on R<∞. To see this fact, note that the following infimum is realized by
some coupling µ∗:
inf
µ∈Γ(µ1,µ2)
Eµ[R∞].
If µ∗(R∞) = 0, then µ∗ does not place any mass on points where E is infinity. Since µ∗ has finite support, this means that
Eµ∗ [E ] would be finite, a contradiction. So, we have:
inf
µ∈Γ(µ1,µ2)
Eµ[R∞] = inf
µ∈Γ(µ1,µ2)
Eµ[R∞] ≥ ρ > 0.
for some constant ρ. Now, let M be any real number greater than ρ, and take N large enough so that for every (s1, s2) ∈ R∞,
we have En(s1, s2) > M/ρ for all n > N . Such an N must exist since R∞ is finite, and En(s1, s2) is tending to infinity for
(s1, s2) ∈ R∞. We now have
inf
µ∈Γ(µ1,µ2)
Eµ[En] ≥ inf
µ∈Γ(µ1,µ2)
Eµ[[R∞] · En] ≥ (M/ρ) · ρ ≥M
for all n > N . Since this is true for M arbitrarily large, we must have
lim
n→∞ infµ∈Γ(µ1,µ2)
Eµ[En] =∞ ≥ inf
µ∈Γ(µ1,µ2)
Eµ[E ]
as claimed.
Otherwise, suppose that the infimum is equal to w∗ < ∞. Let M = sup(s1,s2)∈R<∞ E(s1, s2) be the largest finite value
assigned by E . Since En(s1, s2) tends to infinity for all (s1, s2) ∈ R∞ and R∞ is finite, we may take a subsequence E ′n such
that E ′n(s1, s2) ≥ n for all (s1, s2) ∈ R∞. Let ν′i be a coupling realizing the infimum
inf
µ∈Γ(µ1,µ2)
Eµ[E ′i ].
Since this infimum is less than w∗, we have ν′i(s1, s2) < w
∗/n for every (s1, s2) ∈ R∞. Since each ν′i has finite support and
takes values in [0, 1], by the Bolzano-Weierstrass theorem there exists a subsequence ν′′i converging pointwise to ν
∗; we write
E ′′i for the corresponding expectations. Note that ν′′i ∈ Γ(µ1, µ2) is a coupling, and ν′′i (R∞) = 0.
Now let  > 0. Let N be such that for all n > N and (s1, s2) ∈ R<∞, we have |ν′′n(s1, s2) − ν∗(s1, s2)| < /M ; such
an N exists since the distributions have finite support. Then since E ′′n(s1, s2) ≤ E(s1, s2) ≤ M for all (s1, s2 ∈ R<∞, and
ν∗(s1, s2) = 0 for all (s1, s2) ∈ R∞, we have
Eν∗ [E ′′n ] < inf
µ∈Γ(µ1,µ2)
Eµ[E ′′n ] + 
for all n > N . The monotone convergence theorem implies:
Eν∗ [E ] = lim
n→∞Eν∗ [E
′′
n ] ≤ lim
n→∞ infµ∈Γ(µ1,µ2)
Eµ[E ′′n ] + .
On the other hand, we have the bound
inf
µ∈Γ(µ1,µ2)
Eµ[E ] ≤ Eν∗ [E ].
Since both bounds hold for all , we can conclude:
inf
µ∈Γ(µ1,µ2)
Eµ[E ] ≤ lim
n→∞ infµ∈Γ(µ1,µ2)
Eµ[E ′′n ] = lim
n→∞ infµ∈Γ(µ1,µ2)
Eµ[En].
Now, we can prove continuity of relational pre-expectations, provided that programs sample from distributions with finite
support. Note that such programs can still produce distributions with infinite support, for instance by sampling in a loop.
Theorem (Continuity). Let c be a program where all primitive distributions have finite support, and let En : State×State→
R∞≥0 be a monotonically increasing chain of relational expectations converging pointwise to E : State×State→ R∞≥0. Then,
r˜pe(c, E) = sup
n∈N
r˜pe(c, En).
Proof of Theorem 5. By induction on the structure of the program.
• skip. Then,
r˜pe(skip, E) = E = sup
n∈N
En = sup
n∈N
r˜pe(skip, En)
• x← e. Then,
r˜pe(x← e, E) = E{e〈1〉, e〈2〉/x〈1〉, x〈2〉}
(substitution is continuous) = sup
n∈N
En{e〈1〉, e〈2〉/x〈1〉, x〈2〉}
= sup
n∈N
r˜pe(x← e, En)
• x $← d. Let s1, s2 be any two states. By assumption, JdKs1 and JdKs2 have finite support, so µ1 = Jx $← dKs1 and
µ2 = Jx $← dKs2 also have finite support. By Lemma 4 applied to µ1, µ2, we have
r˜pe(x $← d, E)(s1, s2) = inf
µ∈Γ(µ1,µ2)
Eµ[E ] = lim
n∈N
inf
µ∈Γ(µ1,µ2)
Eµ[En] = lim
n∈N
r˜pe(x $← d, En)(s1, s2).
By monotonicity, the sup and the lim coincide.
• c; c′. Then,
r˜pe(c; c′, E) = r˜pe(c, r˜pe(c′, E))
(by I.H.) = r˜pe(c, sup
n∈N
r˜pe(c′, En))
(by I.H.) = sup
n∈N
r˜pe(c, r˜pe(c′, En))
(by definition) = sup
n∈N
r˜pe(c; c′, En)
• if e then c else c′. Then,
r˜pe(if e then c else c′, E) = [e〈1〉 ∧ e〈2〉] · r˜pe(c, E) + [¬e〈1〉 ∧ ¬e〈2〉] · r˜pe(c′, E) + [e〈1〉 6= e〈2〉] · ∞
(by I.H.) = [e〈1〉 ∧ e〈2〉] · sup
n∈N
r˜pe(c, En) + [¬e〈1〉 ∧ ¬e〈2〉] · sup
n∈N
r˜pe(c′, En) + [e〈1〉 6= e〈2〉] · ∞
= sup
n∈N
([e〈1〉 ∧ e〈2〉] · r˜pe(c, En) + [¬e〈1〉 ∧ ¬e〈2〉] · r˜pe(c′, En) + [e〈1〉 6= e〈2〉] · ∞)
(by definition) = sup
n∈N
r˜pe(if e then c else c′, En)
• while e do c. Then,
r˜pe(while e do c, E) = lfpX.Φc,E(X)
where Φc,E(X) , [e〈1〉 ∧ e〈2〉] · r˜pe(c,X) + [¬e〈1〉 ∧ ¬e〈2〉] · E + [e〈1〉 6= e〈2〉] · ∞
We claim that:
r˜pe(while e do c, E) = lfpX.Φc,supn∈N En(X)
(1) = lfpX. sup
n∈N
Φc,En(X)
(2) = sup
n∈N
lfpX.Φc,En(X)
(by definition) = sup
n∈N
r˜pe(while e do c, En)
Equality (1) follows from:
lfpX.Φc,supn∈N En(X) = lfpX.[e〈1〉 ∧ e〈2〉] · r˜pe(c,X) + [¬e〈1〉 ∧ ¬e〈2〉] · sup
n∈N
En + [e〈1〉 6= e〈2〉] · ∞
= lfpX. sup
n∈N
([e〈1〉 ∧ e〈2〉] · r˜pe(c,X) + [¬e〈1〉 ∧ ¬e〈2〉] · En + [e〈1〉 6= e〈2〉] · ∞)
To show (2) we note that—by the Knaster-Tarski fixpoint theorem and the fact that Φc,En(X) is monotonic—lfp is itself
a supremum (over the ordinals), namely
lfpX. sup
n∈N
Φc,En(X) = sup
m
sup
n∈N
Φmc,En(0).
Hence, the two suprema can be swapped.
We are now ready to show soundness (Theorem 4).
Theorem (Soundness). Let c be a program, and suppose that E : State× State→ R∞≥0 is a relational expectation. Then
rpe(c, E) ≤ r˜pe(c, E) .
Equivalently, if r˜pe(c, E)(s1, s2) is finite for input states s1, s2 ∈ State then there exists a coupling µs1,s2 ∈ Γ(JcKs1, JcKs2)
such that
Eµs1,s2 [E ] ≤ r˜pe(c, E)(s1, s2) .
Proof. Given v ∈ X , we write δ(v) for the point distribution centered at v, and given µ ∈ Dist(X) and f : X → Dist(X),
we write Eµ[f ] for the distribution bind. Throughout, let (s1, s2) ∈ State×State be two initial states. We prove the second,
equivalent formulation by induction on the structure of c. Suppose that r˜pe(c, E)(s1, s2) is finite.
• skip. Take the coupling δ(s1, s2). Then
Eδ(s1, s2)[E ] = E(s1, s2) = r˜pe(skip, E)(s1, s2) .
• x← e. Analogous to skip, but taking the coupling δ(s′1, s′2), where s′i = si[x 7→ JeKsi].
• x $← d. Let F : State → Dist(State) be defined as F = Jx $← dK. F (s1) and F (s2) must have equal weights for
r˜pe(x $← d, E)(s1, s2) to be finite and evidently F (s1) and F (s2) both have countable support, so Lemma 3 implies that
there exists a coupling µ ∈ Γ(Jx $← dKs1, Jx $← dKs2) such that
Eµ[E ] = E#(Jx $← dKs1, Jx $← dKs2) = r˜pe(x $← d, E) .
• c; c′. By induction, there exists a coupling µs1,s2 ∈ Γ(JcKs1, JcKs2) such that
Eµs1,s2 [r˜pe(c
′, E)] ≤ r˜pe(c; c′, E)(s1, s2) <∞.
As a consequence, r˜pe(c′, E)(s′1, s′2) must be finite for all pairs (s′1, s′2) ∈ supp(µs1,s2) , S. Again by induction, for all
(s′1, s
′
2) ∈ S there exists a coupling µ′s′1,s′2 ∈ Γ(Jc′Ks′1, Jc′Ks′2) such that
Eµ′
s′1,s′2
[E ] ≤ r˜pe(c′, E)(s′1, s′2) <∞.
Define the following joint distribution:
µ∗s1,s2(x1, x2) = E(y1,y2)∼µs1,s2 [µ
′
y1,y2(x1, x2)].
By a routine calculation, it is not hard to show that µ∗ is indeed a coupling in Γ(Jc; c′Ks1, Jc; c′Ks2). Let’s for instance
compute the first marginal (the second marginal is analogous):
pi1(µ
∗
s1,s2)(x1) =
∑
x2∈State
µ∗s1,s2(x1, x2)
=
∑
x2∈State
E(y1,y2)∼µs1,s2 [µ
′
y1,y2(x1, x2)]
= E(y1,y2)∼µs1,s2 [
∑
x2∈State
µ′y1,y2(x1, x2)]
(µ′ is a coupling) = E(y1,y2)∼µs1,s2 [(Jc′Ky1)(x1)]
=
∑
y1∈State
∑
y2∈State
(Jc′Ky1)(x1) · µs1,s2(y1, y2)
=
 ∑
y1∈State
(Jc′Ky1)(x1)
 ·
 ∑
y2∈State
µs1,s2(y1, y2)

(µ is a coupling) =
∑
y1∈State
(Jc′Ky1)(x1) · (JcKs1)(y1)
= (Jc; c′Ks1)(x1)
Combining inequalities and applying monotonicity of expectations yields
Eµ∗s1,s2 [E ] = Eµs1,s2 [Eµ′−,− [E ]] ≤ Eµs1,s2 [r˜pe(c
′, E)] ≤ r˜pe(c; c′, E)(s1, s2).
• if e then c else c′. Note that e cannot be different between s1 and s2, otherwise r˜pe(if e then c else c′, E)(s1, s2) is
infinite. Thus, there are two possible cases: either e is true in both s1, s2, or e is false in both s1, s2. In the first case, we
have: Jif e then c else c′Ksi = JcKsi.
By induction, there exists a coupling µt(s1, s2) ∈ Γ(JcKs1, JcKs2) such that
Eµt(s1,s2)[E ] ≤ r˜pe(c, E)(s1, s2) = r˜pe(if e then c else c′, E)(s1, s2)
since the right-hand side is finite by assumption. Similarly, if e is false in both s1 and s2, by induction there exists a
coupling µf (s1, s2) ∈ Γ(Jc′Ks1, Jc′Ks2) such that
Eµf (s1,s2)[E ] ≤ r˜pe(c′, E)(s1, s2) = r˜pe(if e then c else c′, E)(s1, s2)
since the right-hand side is finite by assumption. Thus, we can define the desired coupling by case analysis:
µ(s1, s2) ,

µt(s1, s2) : JeKs1 = JeKs2 = tt
µf (s1, s2) : JeKs1 = JeKs2 = ff
: JeKs1 6= JeKs2 (impossible)
• while e do c. By induction on c, for any pair of states s′1, s
′
2 and any expectation Ec such that r˜pe(c, Ec)(s′1, s′2) is finite,
there exists a coupling νs1,s2 ∈ Γ(JcKs1, JcKs2) such that
Eνs1,s2 [Ec] ≤ Ec(s′1, s′2).
Now, let’s consider the loop. We define the following loop approximants:
c0 , while true do skip
ci+1 , if e then c; ci else skip
Each approximant executes at most i iterations of the loop; the zero-th approximant returns the zero distribution and does
not execute any iterations of the loop body. By definition, the relational pre-expectation of E with respect to c0 is:
r˜pe(c0, E) = lfp X.ΦE,skip(X),
where the characteristic functional of a loop while e do c is defined as:
ΦE,c(X) , [e〈1〉 ∧ e〈2〉] · r˜pe(c,X) + [¬e〈1〉 ∧ ¬e〈2〉] · E + [e〈1〉 6= e〈2〉]·
It is easy to show that the constant zero relational expectation is a fixed point for the loop c0, and evidently it must be
the least fixed point. So, r˜pe(c0, E) = 0. Let
E0 , r˜pe(c0, E) = 0
Ei+1 , r˜pe(ci+1, E) = [e〈1〉 ∧ e〈2〉] · r˜pe(c, Ei) + [¬e〈1〉 ∧ ¬e〈2〉] · E + ·[e〈1〉 6= e〈2〉] · ∞
By induction and definition of relational pre-expectation, Ei = ΦiE,c(0). Furthermore, by monotonicity (Lemma 2) ΦiE,c(0)
is a monotone increasing sequence in i.
We now need two small lemmas.
Lemma 5. For every j ∈ N, program c, and relational expectation E , we have:
ΦjE,c(0) ≤ lfpX.ΦE,c(X) = r˜pe(while e do c, E).
Proof. By another induction on j. The base case j = 0 is clear, and the inductive step follows by monotonicity (Lemma 2):
Φj+1E,c (0) = ΦE,c(Φ
i
E,c(0)) ≤ ΦE,c(lfpX.ΦE,c(X)) = lfpX.ΦE,c(X).
Now, let (s1, s2) be two given input states such that r˜pe(while e do c, E)(s1, s2) <∞. As an immediate consequence,
we must have ΦiE,c(0)(s1, s2) finite as well, for all i so Ei(s1, s2) are all finite.
Lemma 6. For all j ∈ N and (s′1, s′2) ∈ State × State, if Ej(s′1, s′2) < ∞ then there exists a coupling µj,s′1,s′2 ∈
Γ(JciKs′1, JciKs′2) such that
Eµj,s′1,s′2 [E ] ≤ Ej(s
′
1, s
′
2) <∞.
Proof. By induction on j. The base case j = 0 is clear, taking the null coupling that assigns probability zero to every
pair of states. For the inductive step, we have
Ej+1 = [e〈1〉 ∧ e〈2〉] · r˜pe(c, Ej) + [¬e〈1〉 ∧ ¬e〈2〉] · E + [e〈1〉 6= e〈2〉] · ∞.
Note that e must be equal in s′1 and s
′
2, since Ej+1(s′1, s′2) is finite. There are two cases. If e is false in s′1 and s′2, thenJci+1Ks′1 = δ(s′1) and Jcj+1Ks′2 = δ(s′2). We can define the coupling µs′1,s′2 = δ(s′1, s′2) ∈ Γ(Jcj+1Ks′1, Jcj+1Ks′2) and we
are done, since
Eµs′1,s′2 [E ] = E(s
′
1, s
′
2) = Ej+1(s′1, s′2).
Otherwise, suppose that e is true in s′1 and s
′
2. Since Ej+1(s′1, s′2) < ∞, we must have r˜pe(c, Ej)(s′1, s′2) < ∞ as well.
Hence by the (outer) induction on the structure of the program, there exists a coupling νs′1,s′2 ∈ Γ(JcKs′1, JcKs′2) such that
Eνs′1,s′2 [Ej ] ≤ Ej(s
′
1, s
′
2) <∞.
As a result, for all states (t1, t2) ∈ supp(νs′1,s′2), we must have Ej(t1, t2) finite as well. By the (inner) induction hypothesis
on i, there is a coupling µj,t1,t2 ∈ Γ(JcjKt1, JcjKt2) such that
Eµj,t1,t2 [E ] ≤ Ej(t1, t2) <∞.
Now, we can define the coupling for the (j + 1)-th approximants:
µj+1,s′1,s′2 , Eνs′1,s′2 [µj,−,−]
We first check the distance condition. By definition, we have:
Eµj+1,s′1,s′2 [E ] = E(t1,t2)∼νs′1,s′2 [Eµj,t1,t2 [E ]]
≤ E(t1,t2)∼νs′1,s′2 [Ej(t1, t2)]
≤ Ej(s′1, s′2)
≤ Ej+1(s′1, s′2)
The marginal condition is not hard to show, using the marginal properties of νs′1,s′2 and µj,t1,t2 combined with the definition
of approximants: since e is true in s′1 and s
′
2, we have Jcj+1Ks′1 = Jc; cjKs′1 and Jcj+1Ks′2 = Jc; cjKs′2. The proof follows
the case for sequential composition.
Since Ei(s1, s2) < ∞ by assumption, we may apply Lemma 6 with input states s1, s2 and expectations Ei to produce a
sequence of couplings µi,s1,s2 ∈ Γ(JciKs1, JciKs2) such that
Eµi,s1,s2 [E ] ≤ Ei(s1, s2) = r˜pe(ci, E) = ΦiE,c(0) <∞.
By Theorem 9, from the sequence µi,s1,s2 we can extract a subsequence µ
′
i,s1,s2
(and a corresponding subsequence c′i of
ci) that converges pointwise to some µ˜s1,s2 = limi→∞ µ
′
i,s1,s2
such that µ˜s1,s2 ∈ Γ(Jwhile e do cKs1, Jwhile e do cKs2).
All that remains to show is
E(s′1,s′2)∼µ˜s1,s2 [E(s′1, s′2)] ≤ r˜pe(while e do c, E)(s1, s2).
We can compute:
E(s′1,s′2)∼µ˜s1,s2 [E(s′1, s′2)] =
∑
(s′1,s
′
2)∈State×State
E(s′1, s′2) · lim
i→∞
µ′i,s1,s2(s
′
1, s
′
2)
(E may be ∞) ≤
∑
(s′1,s
′
2)∈State×State
lim
i→∞
E(s′1, s′2) · µ′i,s1,s2(s′1, s′2)
(by Fatou’s lemma) ≤ lim
i→∞
∑
(s′1,s
′
2)∈State×State
E(s′1, s′2) · µ′i,s1,s2(s′1, s′2)
(by construction) ≤ lim
i→∞
(r˜pe(c′i, E)(s1, s2))
(by definition) = ( lim
i→∞
r˜pe(c′i, E))(s1, s2)
(limits preserved by taking subsequence) = lim
i→∞
(ΦiE,c(0))(s1, s2)
(Lemma 5) ≤ (lfpX.ΦE,c(X))(s1, s2)
(by definition) = r˜pe(while e do c, E)(s1, s2).
D. Random-to-top: Omitted details
Axioms: We assume a few axioms about the shiftR operation. Let a1, a2 be two decks and J such that ∀i.(0 ≤ i ≤ J)⇒
a1[i] = a2[i]. Then,
• If j ≤ J and a′i = shiftR(ai, j), then ∀i.(0 ≤ i ≤ J)⇒ a′1[i] = a′2[i]
• If j1, j2 > J , a′i = shiftR(ai, ji), and a1[j1] = a2[j2], then ∀i.(0 ≤ i ≤ J + 1)⇒ a′1[i] = a′2[i]
Additionally, if a is a permutation of [N ], then, for all i < N , so is shiftR(a, i).
Establishing the invariant: Let C , (N − 1)/N . Recall the loop invariant:
I , [k〈1〉 6= k〈2〉] · ∞+ [k〈1〉 = k〈2〉] · dM · Cmax(0,K−k〈1〉)
We check that it satisfies the loop rule:
[k〈1〉 < K ∧ k〈2〉 < K] · r˜pe(c, I) + [k〈1〉 ≥ K ∧ k〈2〉 ≥ K] · F + [(k〈1〉 < K) 6= (k〈2〉 < K)] · ∞ ≤ I,
If [k〈1〉 6= k〈2〉]∞ then the right-hand side of the inequality is ∞, and it is satisfied. Otherwise, if [k〈1〉 ≥ K ∧ k〈2〉 ≥ K]
then we need to check that, indeed,
F ≤ dM · Cmax(0,K−k〈1〉) = dM
Finally, if [k〈1〉 < K ∧ k〈2〉 < K], we compute the pre-expectation of the loop body with respect to I. Let I ′ be the
pre-expectation of the loop body without the sampling, i.e.,
I ′ , [k〈1〉+ 1 6= k〈2〉+ 1] · ∞+ [k〈1〉+ 1 = k〈2〉+ 1] · (1/N) ·
(
N −max
i
(∀j < i.a′〈1〉[j] = a′〈2〉[j]) · Cmax(0,K−k〈1〉−1)
)
where a′〈1〉 = shiftR(a〈1〉, y〈1〉) and a′〈2〉 = shiftR(a〈2〉, y〈2〉). In the following, let l′ denote
maxi (∀j < ia′〈1〉[j] = a′〈2〉[j]). We pick a coupling induced by a bijection pi such that, for all z, a〈1〉[z〈1〉] = a〈2〉[pi(z〈1〉)].
The pre-expectation induced by this assignment is:
I ′′ , [k〈1〉+ 1 6= k〈2〉+ 1] ·∞+ [k〈1〉+ 1 = k〈2〉+ 1] · (1/N) ·
(
N −max
i
(∀j < i.a′′〈1〉[j] = a′′〈2〉[j]) · Cmax(0,K−k〈1〉−1)
)
where a′′〈1〉 = shiftR(a〈1〉, y) and a′〈2〉 = shiftR(a〈2〉, pi(y)).
Now we have to compute the expected value of I ′′ when we sample y uniformly from U([N ]). There are two cases. If
y < l′, then pi(y) = y, and a〈1〉[y] = a〈2〉[y], and
max
i
(∀j < i.a′′〈1〉[j] = a′′〈2〉[j]) = max
i
(∀j < i.a〈1〉[j] = a〈2〉[j])
where we use the first axiom of shiftR. The probability of this happening is precisely l′/N = 1− dM . In the other case, by
the second axiom of shiftR
max
i
(∀j < i.a′′〈1〉[j] = a′′〈2〉[j]) + 1 ≤ max
i
(∀j < i.a〈1〉[j] = a〈2〉[j])
This case happens with probability dM . The inequality arises from the fact that we may have matches below l′. From the
expression above we derive:
(1/N)
(
N −max
i
(∀j < i.a′′〈1〉[j] = a′′〈2〉[j])
)
≤ (1/N)
(
N −max
i
(∀j < i.a〈1〉[j] = a〈2〉[j])− 1
)
= dM − 1/N
Using this inequality, we can bound the pre-expectation of the loop invariant (simplifying under the assumptions [k〈1〉 ≥
K ∧ k〈2〉 ≥ K] and [k〈1〉 = k〈2〉]):
Ey $←U([N ])[I ′′] ≤ (1− dM ) · dM · CK−k〈1〉−1 + dM · (dM − 1/N) · CK−k〈1〉−1
= CK−〈1〉−1 · dM · ((1− dM ) + (dM − 1/N))
= CK−〈1〉−1 · dM · C
= CK−〈1〉 · dM = I
This finishes the proof of the premise of the loop rule. Note that we did not explicitly compute the pre-expectation of the loop
invariant, we just found an upper bound which is enough to apply the loop rule.
E. Uniform riffle: Omitted details
Axioms: We use some axioms about permutations, filtering, and concatenation.
• Let perm(a1, a2) be the predicate that a1 and a2 are permutations of C. Then if we split a deck into two pieces and
concatenate them, the result is a permutation of the original. Formally, for any bit-vector b we have:
perm(a, cat(a(b¯), a(b)))
• Let a1, a2 be permutations, b1, b2 be bitstrings, and a′1, a
′
2 be
a′i = cat(ai(b¯i), ai(bi)).
Then if b1, b2 match cards in a1, a2, i.e., b1 ◦ a−11 = b2 ◦ a−12 , then we can bound the size of blocks in the block
decomposition of a′1, a
′
2 as:
∀c ∈ [C]. |BD(a′1, a′2)(c)| ≤ b¯(a−11 (c))(b¯(BD(a1, a2)(c))) + b(a−11 (c))(b(BD(a1, a2)(c)))
where we write b(P ) and b¯(P ) to mean the total number of ones in b and b¯ at the positions P .
• Summing the previous bound over all cards gives:∑
c∈C
|BD(a′1, a′2)(c)| ≤
∑
[c]∈BD(a1,a2)
b¯(BD(a1, a2)(c))
2 + b(BD(a1, a2)(c))
2
where the right-hand side sums over the equivalence classes of cards/positions induced by the block decomposition.
Establishing the invariant: Recall that we need to show:
Eb[dM (cat(deck(b¯), deck(b))〈1〉, cat(deck(b¯), deck(b))〈2〉)] ≤ 1
2
dM (deck〈1〉, deck〈2〉),
i.e., each iteration of the loop halves the invariant, where the expected value is taken over b〈1〉 ∼ {0, 1}N and b〈2〉 is coupled
so that (b ◦ deck−1)〈1〉 = (b ◦ deck−1)〈2〉. Writing a1, a2 = deck〈1〉, 〈2〉, and a′1, a′2 = cat(deck(b¯), deck(b))〈1〉, 〈2〉, and
b1, b2 = b〈1〉, 〈2〉, the permutation axioms give:
Eb [dM (a′1, a′2)] =
1
N2
∑
c∈C
Eb[|BD(a′1, a′2)(c)| − 1]
≤ 1
N2
∑
[c]∈BD(a1,a2)
Eb[b¯(BD(a1, a2)(c))2] + Eb[b(BD(a1, a2)(c))2]− |BD(a1, a2)(c)|
=
1
2N2
∑
[c]∈BD(a1,a2)
|BD(a1, a2)(c)|2 − |BD(a1, a2)(c)|
=
1
2N2
∑
c∈C
(|BD(a1, a2)(c)| − 1)
=
1
2
dM (a1, a2).
F. Projected gradient descent: Omitted details
Recall the projected gradient descent program:
pgd(w0, α, T ) :
w ← w0;
t← 1;
while t < T do
g ← ∇`(z,−)(w);
w ← ΠΩ(w − αt · g);
t← t+ 1;
We make the following assumptions on two loss functions `〈1〉 and `〈2〉:
• For any parameter w ∈ Rd, we have ‖∇`〈1〉(z,−)(w)−∇`〈2〉(z,−)(w)‖ ≤ γ.
• For any two parameters w,w′ ∈ Rd, we have ‖∇`〈1〉(z,−)(w)−∇`〈1〉(z,−)(w′)‖ ≤ β‖w − w′‖.
Our goal is to compute the relational pre-expectation of the E , ‖w〈1〉 − w〈2〉‖. We take the following loop invariant:
I , [t〈1〉 6= t〈2〉] · ∞
+ [t〈1〉 = t〈2〉] · ‖w〈1〉 − w〈2〉‖
T∏
j=t〈1〉
(1 + αjβ)
+ [t〈1〉 = t〈2〉] ·
T∑
s=t〈1〉
αsγ
T∏
j=s+1
exp(1 + αjβ)
To apply the loop rule, we need to check
[(t < T )〈1〉 ∧ (t < T )〈2〉]r˜pe(c, I) + [(t ≥ T )〈1〉 ∧ (t ≥ T )〈2〉]E + [(t < T )〈1〉 6= (t < T )〈2〉] · ∞ ≤ I.
The main case is when both loop guards are true and when both loop counters are equal. Taking the relational pre-expectation
for the loop body in this case, we have:
r˜pe(c, I) = ‖ΠΩ(w − αt · ∇`(z,−)(w))〈1〉 −ΠΩ(w − αt · ∇`(z,−)(w))〈2〉‖
T∏
j=t〈1〉+1
(1 + αjβ) +
T∑
s=t〈1〉+1
αsγ
T∏
j=s+1
(1 + αjβ)
≤ (‖w〈1〉 − w〈2〉‖+ αt‖∇`(z,−)(w))〈1〉 − ∇`(z,−)(w))〈2〉‖)
T∏
j=t〈1〉+1
(1 + αjβ) +
T∑
s=t〈1〉+1
αsγ
T∏
j=s+1
(1 + αjβ)
≤ (‖w〈1〉 − w〈2〉‖+ αtβ‖w〈1〉 − w〈2〉‖+ αtγ)
T∏
j=t〈1〉+1
(1 + αjβ) +
T∑
s=t〈1〉+1
αsγ
T∏
j=s+1
(1 + αjβ)
= I
Pushing the invariant past the initial assignment instructions and taking the same step sizes αt ≤ α/t as Miller and Hardt [30],
we conclude:
r˜pe(pgd(w0, α, T ), ‖w〈1〉 − w〈2〉‖) ≤
T∑
s=1
αsγ
T∏
j=s+1
(1 + αjβ)
≤
T∑
s=1
αsγ
T∏
j=s+1
exp(αjβ)
≤
T∑
s=1
αγ
s
T∏
j=s+1
exp
(
αβ
j
)
=
T∑
s=1
αγ
s
exp
αβ T∑
j=s+1
1
j

≤
T∑
s=1
αγ
s
exp (αβ log(T/s))
≤ αγTαβ
T∑
s=1
1
sαβ+1
≤ αγTαβ+1.
