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Kurzfassung
Konzeptionierung und Bau eines Telemetrie- und
Telekommandountersystems für Kleinsatelliten
Basierend auf den Rahmenbedingungen des CubeSat-Programms der California Po-
lytechnic State University widmet sich diese Diplomarbeit der Datenübertragung von
Kleinsatelliten zur Bodenstation; insbesondere fürCOMPASS-2 , den zweiten CubeSat
der FH Aachen. Es werden zunächst die vorhandenen Ausrüstungen der Bodenstatio-
nen der RWTH Aachen und der FH Aachen analysiert. Die Aufstellung eines Link-
budgets liefert eine Bewertungsgrundlage für den Erfolg der Datenkommunikation.
Da sich die Übertragungsfunktion des Kommunikationskanals während eines Über-
flugs ändert, wird ein auf Amateurfunk-Sprechfunkgeräte abgestimmtes mehrwertiges
flexibles Modulationsverfahren entwickelt. Die Bodenstation berechnet während des
Überflugs des Satelliten aus der Kanaldekodierung laufend die Roh-Bitfehlerrate und
sendet Kommandos an den Satelliten, die die Parameter der Modulationsart an das ak-
tuelle SNR optimal anpassen. Über eine Präambel wird mit einer Pseudonoise-Folge
die Synchronisation der Bodenstation auf den Sendetakt des Satelliten ermöglicht.
Die Modulations-Schemata und die Synchronisation werden anhand einer Simulation
verifiziert. Möglichen Kanalcodierungen wie Turbocodierung werden vorgestellt. Ihre
präzise Parametrierung wird flexibel gehalten.
Nach diesen theoretischen Untersuchungen wird ein modularer Prototyp des Sen-
ders entwickelt, gebaut, vermessen und dokumentiert. Es wird auf das Konzept ei-
nes Software-Defined-Radios (SDR) aufgesetzt. Die digitale Basisband-Erzeugung ge-
schieht in einem Mikrocontroller. Ein Digital-Analogwandler mit einem Anti-Aliasing-
Filter in Switch-Capacitor-Technik liefert das analoge Basisband-Signal. Ein program-
mierbarer spannungsgesteuerter Quarz-Oszillator wird vom Mikrocontroller auf die
gewünschte Sendefrequenz im 437 MHz-Band eingestellt. Das Basisband-Signal er-
zeugt über die Modulation des Oszillators ein FM-Signal mit konstanter Hüllkurve.
Dieses wird von einem Vorverstärker auf einen Zwischenpegel angehoben. Ein Band-
passfilter unterdrückt die Oberwellen von Oszillator und Vorverstärker. Es folgt ein
Endverstärker, dessen Ausgangsleistung von maximal 30 dBm über einen analogen
Eingang steuerbar ist. Der Mikrocontroller übernimmt diese Steuerung und überwacht
die seine Temperatur. Ein Richtkoppler mit kleinen Abmaßen wird entwickelt, der die
hin- und rücklaufende Leistung auf der Antennenzuleitung misst. Diese Information
dient zur Bewertung des Mechanismus zum Entfalten der Antennen und zur Mes-
sung der tatsächlichen Ausgangsleistung. Abschließend werden die Antennenformen
vorgestellt, welche bei COMPASS-2 Verwendung finden werden. Ihre Charakteristi-
ken werden unter Berücksichtigung der Einflüsse des Satelliten-Körpers simuliert und
vorgestellt.
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Summary
Concept and Implementation of a Telemetry and
Tele-command Sub-system for Pico-satellites
Based on the CubeSat framework of California Polytechnic State University this work
is dedicated to data transmission from pico satellites towards a ground station. It is
designed especially to be applied to COMPASS-2 , the second CubeSat of Aachen
University of Applied Sciences (FH Aachen). First the existing ground stations of
RWTH Aachen University and FH Aachen are analyzed. Calculating a link budget for
the up- and downlink channel evaluates the chance of successful data communication.
The transfer function of the commuication channel changes during a flyover. To take
advantage of this fact, a multi-valued modulation scheme designed for ham radio
equipment is developted from theoretical basics. The ground station will measure
constantly the raw bit error rate during a flyover and send commands towards the
satellite, which adapt the parameters of the modulations scheme in a optimal way to
the actual SNR. Using a pseude-noise preamble the ground station can synchronize
itself onto the clock of the satellite. The modulations schemes and the synchronization
algorithm are verified by simulations. Possible channel codings like Turbo Codes are
presentated. Their parameters are kept felxible.
After the theoretical investigation a modular prototype is developted, built, mesasu-
red and documentated. The design is based on the concept of software defined radios
(SDR). This means that baseband is built up digitally by the means of a microcontrol-
ler. An analog-digital-converter followed by an anti-aliasing- filter in switched-capacitor
technology generates the analog baseband signal. A programmable voltage-controlled
crystal oscilator is set up to the desired transmit frequency in the 437 MHz band by
the microcontroller. By modulating the frequency a FM signal is generated. The oscil-
lator is followed by a preamplifier and a bandpass filter, lifting up the power level to fit
the requirements of the final power amplifier. The maximum output power of 30 dBm
can be reduced via an analog input by the microcontroller. As this is an open-loop
controlling a directional coupler with small dimensions is developted. It measures the
forward and reverse power on the antenna feeding line giving information about the ac-
tual output power and additionally benchmarking the antenna deploying mechanism.
Finally the antennas used on COMPASS-2 are presentated. Their characteristics are
simulated taking into consideration the material parameters of the satellite’s struc-
ture.
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11 Einleitung und Motivation
Das Cubesat-Programm wurde von der California Polytechnic State University und
dem Stanford University’s Space Systems Development Lab. entwickelt [1]. Es ermög-
licht Universitäten und Hochschulen weltweit eigene Satelliten zu bauen und in den
Weltraum zu bringen. Bis zum heutigen Zeitpunkt haben über 60 Universitäten an
dem Programm teilgenommen. Die Hauptziele sind dabei der Erwerb von Methoden
und Fähigkeiten, ein Raumfahrzeug zu entwickeln, zu bauen und schließlich zu betrei-
ben. Diese unvergleichlichen Möglichkeiten der Praxiserfahrung bereits im Studium
werden den Studentinnen und Studenten der teilnehmenden Universitäten geboten.
Zum großen Teil richtet sich das Angebot an den Fachbereich Luft- und Raumfahrt.
Die Komplexität eines Kleinsatelliten erfordert aber die Integration von anderen In-
genieurswissenschaften, wie zum Beispiel den Maschinenbau und die Elektrotechnik.
Neben der technischen Umsetzung stellt die Koordination des Projektes auch eine
interessante Herausforderung da. Die Studentengruppen bestehen meist aus Freiwil-
ligen, so dass die Projektverantwortlichen eine besondere Aufmerksamkeit auch den
Softskills und der Mitarbeiter-Motivation widmen müssen.
Neben den Erfahrungen, die die Studentinnen und Studenten bei ihrer Arbeit ge-
winnen, ist das CubeSat-Programm auch für Industrie und Wissenschaft eine Mög-
lichkeit, Experimente und Technologieerprobungen im Weltraum durchführen zu kön-
nen. Die Kosten, die für den Transport und den Betrieb einer Nutzlast aufgebracht
werden müssen, sind im Vergleich zu kommerziellen Firmen des Satellitenbaus ge-
ring. Somit entsteht durch das Programm eine für beide Seiten fruchtbare Kooperati-
on.
1.1 COMPASS-2 - ein generischer CubeSat der
Fachhochschule Aachen
Die Fachhochschule Aachen hat am 28. April 2008 ihren ersten CubeSat namens
COMPASS-1 gestartet [2]. Bis zum heutigen Tag ist dieser Satellit im All und funk-
tioniert auch nach dem Vierfachen seiner angenommenen Lebensdauer noch ohne grö-
ßere Ausfälle. Seit Beginn des Jahres 2008 entwickelt eine Studentengruppe den Nach-
folger: COMPASS-2 . Während sein Vorgänger ein Quader mit einer Kantenlängen
von 10 cm ist, wird nun ein Triple-Cubesat entwickelt. Die Abmaße sind 100 mm
x 100 mm x 340,5 mm und die Masse wird 4 kg nicht überschreiten. Das erklärte
Missionsziel ist die „Entwicklung und Konstruktion einer universellen experimentalen
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Technologieplattform in Art eines Triple-CubeSats zur Konsolidierung eines interna-
tionalen Standards“ [3]. Der Zusammenschluss von drei CubeSats zu einem großen
soll die Möglichkeit bieten, eine hohe Anzahl von Experimenten pro Satellit in den
Weltraum bringen zu können und obligatorische Infrastruktur wie Energieversorgung,
Bordrechner, Lageregelung und Kommunikation gemeinsam zu nutzen. Im mit der
Bezeichnung BUS-Cube“ versehenen mittleren Würfel werden diese Subsysteme un-
tergebracht; die äußeren Boxen stehen für Nutzlasten zur Verfügung. Ein genormtes
Steckersystem stellt die Verbindung der Nutzlasten mit den Experimenten her und er-
laubt Energie- und Datentransfer. Die Außenflächen sind mit Solarzellen bedeckt, die
für die Energieversorung des Satelliten sorgen. Sollten die Experimente Zugang zum
Weltraum benötigen, so können unter Berücksichtigung des Energiehaushaltes auch
einige Solarzellen zugunsten der Experimente entfallen.
Abbildung 1.1: Simulierte Ansicht von COMPASS-2 (Quelle: gemeinsamer Datenbe-
stand des COMPASS-2 -Teams)
1.2 Anforderungen an das Untersystem zur
Kommunikation
Durch die Rahmenbestimmungen des CubeSat-Programms und durch die Projektziele
vonCOMPASS-2 sind an das Untersystem folgende Anforderungen gestellt:
• Sichere Kommunikation mit dem Satelliten im Uplink zur Übermittlung von
Telekommandos (Datenrate > 100 Bits/s)
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• Sichere Übertragung von Nutzdaten im Downlink zur Bodenstation (Datenrate > 10 kBits/s)
• Stromversorgung mit 3,3 Volt und 5,0 Volt
• Temperaturstabilität im Bereich von -40 ◦C bis +85 ◦C
• möglichst geringe Stromaufnahme im inaktiven Betriebsmodus
• hohe Zuverlässigkeit der Komponenten und der Kommunikation im Ganzen
• Maximale elektrische Leistungsaufnahme im Sendefall von 4 Watt
• Periodische Bakenaussendung mit Informationen über den Zustand des Satelliten
• Möglichkeit des Hochladens von neuer Firmware für die an Bord befindlichen
Computer
• Sichere und unabhängige Abschaltung des Senders im Falle einer Störung
• Einsatzfähigkeit bei einer Bahnhöhe von bis zu 600 km
• Nach dem Aussetzen der Satelliten in seine Umlaufbahn müssen alle Sender mit
Leistungen > 1 mW mindestens 30 Minuten inaktiv sein. [4]
Das im folgenden vorgestellte Konzept und der realisierte Prototyp erfüllen diese Spe-
zifikationen.
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Gesamtkonzept des Prototypen
Das Gesamtkonzept des Prototypen basiert auf der Idee eines durch Software be-
schriebenen Funkgeräts. Diese Technologie, die oft mit dem englischen Namen Soft-
ware Defined Radio (SDR) referenziert wird, ermöglicht entscheidene Vorteile in der
Konstruktion von Sendern. Nach diesem Grundsatz erfolgt die Verarbeitung des Basis-
bandes rein digital mittels geeigneter Programme in einem Computer. Die geschieht im
Fall von COMPASS-2 sowohl auf der Sendeseite im Satelliten als auch zum Empfang
in der Bodenstation. Die Hardware-Komponenten sind lediglich dazu da, das Basis-
band in den genutzten Frequenzbereich zu bringen und die gewünschte HF-Leistung
zu erzeugen.
Daher lässt sich das Telemetrie- und Telekommando-Untersystem in zwei große Teile
aufspalten: Den Digitalteil mit der Basisbanderzeugung, der in Kapitel 6 beschrieben
ist, und den Hochfrequenz-Teil mit Sender und Empfänger, der im Kapitel 7 behandelt
wird. Diese Diplomarbeit konzentriert sich auf den Downlink.
Neben der theoretischen Konzeptionierung ist auch der Bau eines Prototypen Be-
standteil dieser Diplomarbeit. Mit dem praktischen Aufbau soll das Konzept unter
realistischen Umständen überprüft werden. Außerdem erfordert das Ziel, einen Satel-
liten in den Weltraum zu senden, auch den Aufbau von Hardware und nicht nur ihre
theoretische Beschreibung. Nicht-Idealitäten von realen Bauteilen stellen an den Ent-
wickler die Aufgabe, sich mit der Realität auseinanderzusetzen und bei Problemen die
Modellvorstellung anzupassen.
Die Arbeit gliedert sich nach folgendem Schema:
Nachdem in diesem Kapitel ein Überblick über die Arbeit gegeben wird, beschäftigt
sich das folgende Kapitel 3 mit den Rahmenbedingungen der Kommunikation Satellit-
Erde. Bevor mit einer praktischen Arbeit begonnen werden kann, müssen zunächst die
theoretischen Grundlagen berücksichtigt werden. Die betrifft insbesondere das Link-
Budget, also die Kalkulation aller Gewinne, Verluste, Signalpegel und Rauschzahlen
auf dem Weg des Signals vom Sender zum Empfänger. Nur wenn eine genügend große
Reserve im Signal-zu-Rausch-Verhältnis (SNR) gegeben ist, kann die Kommunikation
zuverlässig zustande kommen. Ebenso müssen die gesetzlichen Rahmenbedingungen
untersucht werden. In der Bodenstation ist das zu verwendende Funkgerät bereits
vorgegeben. Daher muss sich die Konzeptionierung auch an die möglichen Modulati-
onsarten halten, welche das Funkgerät anbietet.
Kapitel 4 beschäftigt sich mit der Erarbeitung der Möglichkeiten zur Datenübertra-
gung auf Tiefpasskanälen mit wechselndem SNR mit Betragsbildung im Basisband.
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Dazu werden zunächst Grundlagen zur Signaltheorie bemüht, um anschließend Mo-
dulationsschema daraus abzuleiten. Neben der Kodierung der Bits selbst ist auch die
zeitliche Synchonisierung der Software des Empfängers auf den Sender von entschei-
dender Bedeutung. Hierzu wird eine robuste Methode vorgestellt. Die Konzepte werden
durch Simulationen bewertet und verglichen.
Kapitel 5 hat als Thema die Kanalcodierung. Da der Kanal nur ein endliches SNR
besitzt, ist eine Kanalcodierung zur Herstellung einer angemessen niedrigen Bitfehler-
rate nötig. Es wird kurz unter anderem das Verfahren der Turbo-Codierung und der
Codierten Modulation vorgestellt. Die Entwicklung einer Dekodierungs-Software für
die Turbocodierung ist nicht Bestandteil dieser Arbeit.
Die Erzeugung des im vorangegangenen beschriebenen Basisbandes muss in leich-
ter, verbrauchsarmer und kleiner Technik an Bord des Satelliten geschehen. Dazu
wird in Kapitel 6 eine Schaltung entwickelt und vorgestellt, welche diese Anforde-
rungen erfüllt. Auf Basis eines leistungsstarken Mikrocontrollers werden die Signale
digital erzeugt und über einen Digital-Analog-Wandler ausgegeben. Nach einer Erör-
terung zur Thorie der Digital-Analog-Wandlung werden die Eigenschaften von zwei in
ihrer Technologie unterschiedlichen Anti-Alias-Tiefpässen verglichen. Auch wird auf
die effiziente Umsetzung der Algorithmen in Software für Mikrocontroller eingegan-
gen.
Kapitel 7 schließlich behandelt den Hochfrequenzteil der Diplomarbeit. Hier wird zu-
nächst auf die Frequenzerzeugung eingegangen. Durch Verwendung eines spannungsge-
steuerten Quarz-Oszillators kann direkt eine Frequenzmodulation erzeugt werden. Es
folgen Verstärker- und Filterstufen, um den Leistungspegel des Oszillator-Signals auf
einen sinnvollen Wert anzuheben, bei dem ein Kompromiss aus elektrischer Leistung-
knappheit an Bord des Satelliten und Zuverlässigkeit der Kommunikation getroffen
worden ist. Abschließend widmet sich das Kapitel der Entwicklung eines Richtkopplers.
An diesen sind logarithmische Detektoren angeschlossen, die die hin- und rücklaufende
Leistung auf dem Antennenkabel messen.
Im letzten Kapitel mit der Nummer 8 werden die Ergebnisse der Arbeit kurz zusam-
mengefasst. Ein Ausblick auf zukünftige Arbeiten, insbesondere die Anforderungen an
die Software in der Bodenstation, wird gegeben.
Der Prototyp ist modular aufgebaut. Dies hat mehrere Gründe. Zum einen ermög-
licht diese Vorgehensweise, Teilgruppen physikalisch und zeitlich unabhängig von-
einander zu entwerfen, aufzubauen und zu vermessen. Fehler lassen sich schneller
eingrenzen als bei einem komplexen Gesamtaufbau. Zum anderen ist der Verlust
von Zeit und Material auf eine nicht funktionsfähige Baugruppe beschränkt, soll-
te diese irreparable Fehler enthalten. Die konkrete Umsetzung auf eine flugtaugli-
che Platine ist nicht Teil der Arbeit. Darüber hinaus muss zum Zeitpunkt der Ar-
beit auch damit gerechnet werden, dass mechanische Änderungen in der Struktur von
COMPASS-2 durchgeführt werden müssen, welche eine bereits fertige Platine nutzlos
machen würden.
Den fertigen Aufbau des Prototypen zum Zeitpunkt des Abschlusses der Diplomarbeit
zeigt Abbildung 2.1. Im Vordergrund sind die einzelnen Module der Hochfrequenz-
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Erzeugung zu einer Kette aufgereiht. Die Baugruppe am linken Rand erzeugt die
Sendefrequenz und moduliert diese. Nach rechts weiter voranschreitend befindet sich
der Zwischenverstärker. Er hebt das Signal auf einen Pegel an, der anschließend nach
einem Bandpassfilter zur Unterdrückung von Oberwellen als Eingang für den End-
verstärker dient. Dieser speist steuerbar bis zu 30 dBm in einen Richtkoppler ein,
der das letzte Modul vor der Antenne ist. Im Laboraufbau ist die Antenne durch die
im rechten Vordergrund erkennbare Kombination aus Dämpfungsgliedern und einem
HF-Leistungsmessgerät nachgebaut. Der digitale Teil für die Basisband-Erzeugung
ist mittig im Bild zu sehen. Auf einer Platine sind alle nötigen Bauteile angeord-
net. Verbunden ist diese mit einem Programmier-Adapter für den Mikrocontroller
sowie über eine USB-Verbindung mit einem PC, um die erstellte Software zu tes-
ten.
Im Hintergrund sieht man wieder links angefangen das Amateurfunkgerät des Instituts
für Hochfrequenztechnik. Es dient als Referenzempfänger. Nach rechts anschließend
folgen vier Netzteile, welche die Schaltungsteile mit Gleichstrom versorgen. Die Mul-
timeter zeigen die Spannung an, die von logarithmischen Detektoren im Richtkoppler
geliefert wird. Sie dient sowohl zur Messung und Regelung der Ausgangsleistung als
auch zur Bestimmung des Eingangsreflektionsfaktors der Antenne. Damit können Aus-
sagen getroffen werden, ob die Entfaltung der Antennen im Weltraum ordnungsgemäß
funktioniert hat.
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3.1 Frequenzen und gesetzliche Bedingungen
Eine Darstellung des elektromagnetischen Spektrums im Bereich der Frequenzen, wel-
che für die Satellitenkommunikation benutzt werden, ist in Abbildung 3.1 gegeben. Sie
zeigt die Frequenzen von 0,1 GHz bis zu 100 GHz und die international festgelegten
Kurzbezeichnungen für die Frequenzbänder.
Abbildung 3.1: Frequenzbänder für mobile und breitbandige Satellitenkommunikation.
Quelle [5]
Der Funkverkehr von CubeSats ist traditionell im Bereich VHF und UHF angesiedelt.
Meist werden Frequenzen im Bereich der Amateurfunkbänder verwendet. Dies hat
folgende Vor- und Nachteile:
• Mit der Höhe der Frequenzen steigen sowohl technische Probleme als auch der
finanzielle Aufwand.
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• Die relativ niedrigen Frequenzen sind mit studentischem Wissen noch zu beherr-
schen und Effekte der Höchstfrequenztechnik treten nur gering in Erscheinung.
• Es müssen keine Gebühren für die Zuteilung einer Frequenz bezahlt werden.
• Die weltweite Unterstützung von Funkamateuren, die sich für die Satellitenkom-
munikation interessieren, hilft den Studenten bei der Durchführung. Gleichzeitig
erreicht man eine öffentliche Wahrnehmung des Projektes.
• Die dem Satellitenfunk zugewiesenen Bandbreiten im VHF- und UHF-Bereich
sind mit maximal 25 kHz schmalbandig. Dies beschränkt die Datenrate.
In Deutschland regelt die Verordnung zum Gesetz über den Amateurfunk (AFuV) vom
25.02.2005 [6] in Verbindung mit der Ersten Verordnung zur Änderung der Amateur-
funkverordnung vom 25.08.2006 [7] in § 16 die technischen und betrieblichen Rahmen-
bedingungen für Amateurfunkstellen. Absatz (8) besagt
Amateurfunkverkehr darf nicht zur Verschleierung des Inhalts verschlüs-
selt werden; Steuersignale für Erd- und Weltraumfunkstellen des Amateur-
funkdienstes über Satelliten gelten nicht als verschlüsselte Aussendungen.
Dies bedeutet, dass die technischen Charakteristika der Funkübertragung offenge-
legt werden müssen. Über die Internetpräsenz der Fachhochschule Aachen wird dies
geschehen. Damit Unbefugte nicht in missionskritische Bereiche der Steuerung des
Satelliten eindringen, werden diese Telekommandos geheim gehalten und nur aut-
horisierten Bodenstationen in Absprache mit der Projektleitung zu Verfügung ge-
stellt.
Ebenfalls bestimmt das Gesetz über den Amateurfunk [8] in § 5, dass
eine Amateurfunkstelle nicht zu gewerblich-wirtschaftlichen Zwecken und
nicht zum Zwecke des geschäftsmäßigen Erbringens von Telekommunikati-
onsdiensten betrieben werden darf.
Für den Einsatz des Amateurfunks an Bord von CubeSats bedeutet dies, dass die
Steller der Nutzlasten sich mit der Offenlegung der Ergebnisse ihrer Experimente ein-
verstanden zeigen müssen.
Die der Satellitenkommunikation im Amateurfunk zugewiesenen Frequenzen im Be-
reich VHF und UHF sind
VHF 145,806 MHz - 146,000 MHz
UHF 435,000 MHz - 438,000 MHz
Tabelle 3.1: Zur Satellitenkommunikation zugewiesener Frequenzbereich (VHF/UHF)
Quelle: [9] und [10]
Die Zuteilung der Sende- und Empfangsfrequenzen geschieht auf Antrag durch die
International Amateur Radio Union (IARU). Im Fall von COMPASS-2 soll dies in
naher Zukunft geschehen. Daher werden im Rahmen dieser Arbeit folgende fiktive
Frequenzen angenommen:
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Uplink zu COMPASS-2 145,900 MHz, 25 kHz Bandbreite des HF-Kanals
Downlink von COMPASS-2 437,500 MHz, 25 kHz Bandbreite des HF-Kanals
Tabelle 3.2: In dieser Diplomarbeit angenommene Up- und Downlinkfrequenzen von
COMPASS-2
3.2 Kanaleigenschaften
Der Funkkanal zwischen Bodenstation und Satellit ist durch mehrere Faktoren beein-
flusst.
3.2.1 Freiraumdämpfung
Wie jede Wellenausbreitung unterliegt auch der Kommunikationsweg zwischen Satel-
lit und Bodenstation der Freiraumdämpfung. Mit den Größen Lp als Verhältnis der
gesendeten zur empfangenen Leistung, λ als Wellenlänge in Meter und D als Abstand
in Meter gilt folgende Formel
Lp =
(
4piD
λ
)2
(3.1)
In der Hochfrequenztechnik bevorzugt man die Verwendung von logarithmischen Maß-
stäben. Die zugeschnittene Größengleichung mit f als Frequenz in MHz und D als
Abstand in km läßt sich zu
Lp(dB) = 32, 5 + 20 log(f) + 20 log(D) (3.2)
ableiten. Da die genaue Bahnhöhe zu aktuellen Zeitpunkt nicht feststeht, wird im
Folgenden hBahn = 600 km angenommen. Sollte die Bahnhöhe geringer ausfallen, so
wird die Kommunikation nur besser funktionieren.
3.2.2 Lageregelung und Faraday-Drehung
COMPASS-2 wird ein mehrstufiges System zur Lageregelung an Bord haben. Zum
Aussetzen wird der Satellit mittels einer Feder aus seiner Startvorrichtung in den freien
Weltraum hinausgestoßen.
In Abbildung 3.2 wird die Vorrichtung gezeigt, die den CubeSat beim Start in den
Weltraum aussetzt. Dieser Poly Picosatellite Orbital Deployer (P-POD) wurde eben-
falls an der California Polytechnic State University entwickelt. Bei der finalen Integra-
tion wird der Satellit in den rechteckigen Container geschoben. Dabei drückt sich die
links im Bild sichtbare Feder zusammen und setzt den Satelliten somit unter Druck.
An der Austrittsöffnung wird der P-POD durch eine fernauslösbare Klappe verschlos-
sen. Wenn während des Starts der Moment zum Aussetzen gekommen ist, wird die
Klappe durch ein Kommando der Kontrollstation der Rakete geöffnet und der Cube-
Sat wird durch die Feder aus dem Container gedrückt. Obwohl Maßnahmen ergriffen
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Abbildung 3.2: Rechts: Poly Picosatellite Orbital Deployer (P-POD). Links: Quer-
schnitt. Quelle [4]
worden sind, um das Einprägen eines Drallmomentes in dieser Phase gering zu hal-
ten, wird der Satellit nach diesem Manöver eine unvorhersagbare Taumelbewegung
ausführen.
Der erste Schritt der Lageregelung ist es, diese Taumelbewegung zu stoppen. Als zwei-
tes Regelungsziel ist festgelegt, dass eine Fluglage eingenommen werden soll, bei der
die Hochachse senkrecht zur Flugrichtung steht. Dadurch ist die Anzahl der von der
Sonne beschienenen Solarzellen am größten. Ob die Ausregelung einer eventuell vor-
handenen Drehung um die Hochachse vorgenommen wird, ist zu diesem Zeitpunkt
noch nicht sicher. Ebenfalls ist nicht sicher, dass die geplante Lageregelung wie er-
dacht funktionieren wird. Für die Kommunikation bedeutet dies, dass die Auslegung
in der Art geschehen muss, dass im Falle des Funktionierens der Lageregelung eine auf
diesen Flugzustand optimierte Konfiguration besteht. Gleichzeitig muss das System
aber auch dazu fähig sein, im Falle einer nicht kontrollierten Fluglage die Kommuni-
kation zur Bodenstation herzustellen, wenn auch mit gewissen Leistungseinbußen. Als
Folge ist die mechanische Ausrichtung der Antennen des Satelliten in Bezug auf die
Bodenstation als unvorhersagbar anzunehmen.
Der Faraday-Effekt beschreibt das Phänomen, dass die Polarisatonsebene einer elek-
tromagnetischen Welle bei der Durchquerung eines ionisierten Mediums unter Einfluss
eines magnetischen Feldes gedreht wird. Im Bereich der Satellitenkommunikation ist
dieses Szenario durch die Ionosphäre und das Erdmagnetfeld gegeben [11]. Die F2-
Schicht der Ionosphäre reicht von 250 km bis 400 km und ist am Tag sowie in der
Nacht vorhanden. Zusätzlich bilden sich in den unteren Schichten weitere Ionisatio-
nen aus, abhängig vom Sonnenstand und der Jahreszeit [12]. Eine Abschätzung der
Faraday-Drehung während des Tages gibt Abbildung 3.3 wieder.
Bei der Uplink-Frequenz von 145,900 MHz ergibt sich während eines zenitalen Über-
flugs eine Änderung des Polarisationswinkels von circa 3000◦. Im Downlink-Bereich
beträgt diese noch 250◦. Mit steigenden Frequenzen nimmt der Einfluss der Faraday-
Drehung ab. Dies ist mit ein Grund, warum zum Beispiel das digitale Satellitenfernse-
hen im Bereich um 10 GHz sendet. Wegen der in Absatz 3.1 genannten Gründe können
diese Vorteile aber nicht ausgenutzt werden.
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Abbildung 3.3: Näherung des Winkels der Faraday-Drehung bei Tag über der Fre-
quenz. Quelle: [11]
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Neben den Unsicherheiten bei der Lageregelung des Satelliten selbst ist also durch den
Faraday-Effekt eine Vorhersage der Polarisationsdrehung unmöglich. Dies ist bei der
Auswahl der Antennen- und Polarisationsart zu berücksichtigen. Diese Problematik
wird in Abschnitt 7.6 behandelt. Für den Moment sei gesagt, dass aus Gründen der
Konstruktion nur linear polarisierte Antennen am Satelliten verwendet werden können.
Verwendet die Bodenstation eine zirkular polarisierte Konfiguration, so ist unabhän-
gig vom Einfallswinkel der ebenen Welle eine Abschwächung um 3 dB vorhanden. Im
Gegenzug ist der Kanal dadurch aber unabhängig von der Lage des Satelliten und der
Faraday-Drehung. Wird auch linear polarisiert empfangen, so bestimmt im schlech-
testen Falle die Kreuzpolarisationsunterdrückung der Antennen die Abschwächung.
Diese Konfiguration ist wegen des genannten Nachteils der Unzuverläsigkeit zu ver-
meiden.
3.2.3 Dopplereffekt
Der Orbit von COMPASS-2 wird nicht geostationär sein. Dies liegt hauptsächlich
in der großen internationalen Konkurenz um Positionen in diesem Orbit sowie in
der Notwendigkeit der Mitführung eines Triebwerks (Apogäumsmotor). Daher wird
sich bei jedem Überflug die radiale Geschwindigkeit zwischen Bodenstation und Sa-
tellit ändern und den Dopplereffekt hervorrufen. Der Dopplereffekt beschreibt die
Veränderung der von einem Beobachter wahrgenommenen Frequenz fr von Wellen
jeder Art, die von der Quelle mit der Frequenz ft ausgesendet wird, wenn Quel-
le und Beobachter sich relativ mit einer Geschwindigkeit vradial zueinander bewegen
[11]. c0 ist die Ausbreitungsgeschwindigkeit der Welle, in diesem Fall die Vakuum-
Lichtgeschwindigkeit.
fr = ft ·
(
1− vradial
c0
)
(3.3)
Aus den Beobachtungen von COMPASS-1 und anderen Amateurfunksatelliten ergibt
sich, dass auf der Downlink-Frequenz während eines zenitalen Überflugs eine Frequenz-
differenz von circa ∆f = ± 20 kHz auftritt. Die genauen Werte sind von den Bahnpa-
rametern abhängig und können ohne genaue Kenntnis des Orbits nicht näher bestimmt
werden. Um den Dopplereffekt zu kompensieren gibt es aber technische Möglichkei-
ten. Das nordamerikanische Luft- und Weltraum-Verteidigungskommando (NORAD)
erfasst regelmäßig die Bahndaten von sich im Erdorbit befindlichen Objekten. Die
so ermittelten Kepler-Elemente werden über eine Internetseite [13] der Öffentlichkeit
zur Verfügung gestellt. Mit geeigneten Programmen (zum Beispiel HamRadioDeluxe
[14] oder SatPC32 [15]) kann eine Bahn-Prädiktion vorgenommen werden. Mittels ei-
ner Fernsteuerung des Funkgeräts ist es möglich, die Sende- und Empfangsfrequenz
während der Kontaktzeit automatisch nachzuführen. Hierzu ist die Aktualität der zu
Grunde gelegten Bahnparameter von Bedeutung.
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3.3 Linkbudget
Entscheidend für die Konzeptionierung eines Kommunikationssystems ist das Aufstel-
len eines Link-Budgets. In die Berechnung gehen alle wichtigen Größen der Übertra-
gungsstrecke ein. Dies sind
• die Senderausgangsleistung PTX in dBm,
• die Verluste im sendeseitigen Koaxkabel LTX−Koax in dB,
• der Gewinn der Sendeantenne GTX−Ant in dBi,
• der maximale Gewinn GTX−Array = 10 · log(n) durch Stockung von n Antennen
gleicher Bauart in dB,
• die Freiraumdämpfung bei senkrechtem Überflug LZenit in dB,
• der Zuwachs der Freiraumdämpfung, wenn der Satellit gerade den Horizont über-
steigt LHorizont in dB,
• die Polarisationsdämpfung LPol, wenn Sender und Empfänger mit unterschied-
lichen Polarisationsarten arbeiten; ebenfalls schlägt sich hier der Faraday-Effekt
nieder,
• der Gewinn der Empfangsantenne GRX−Ant in dBi,
• die äquivalente Rauschtemperatur TA der Empfangsantenne in K,
• der Gewinn GRX−Array = 10 · log(n) durch Stockung von n Antennen gleicher
Bauart in dB,
• die Verstärkung GPreamp in dB eines Vorverstärkers, falls vorhanden,
• die Rauschzahl FPreamp des Vorverstärkers, falls vorhanden,
• die Verluste im empfangsseitigen Koaxkabel LRX−Koax,
• die Bandbreite des Empfängers BRX
• der benötigte Signalpegel PRX−Req am Empfängereingang in dBm und
• das benötigte Signal-zu-Rausch-Verhältnis SNRRX−Req am Empfängereingang
in dB.
Abbildung 3.4 veranschaulicht skizzenhaft die Zusammenhänge, welche im Folgenden
durch mathematische Ausdrücke erfasst werden.
Die von n Antennen erzeugte Signalleistung in dBm im Fall des senkrechten Überflugs
PAntOrtho berechnet sich zu
PAntOrtho = PTX−LTX−Koax+GTX−Ant+GTX−Array−LZenit−LPol+GRX−Ant+GRX−Array
(3.4)
Jede Antenne wandelt nicht nur das eingestrahlte Nutzsignal in elektrische Energie
um. Zusätzlich empfängt sie auch eine durch die Rauschtemperatur TA beschriebene
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Abbildung 3.4: Skizzenhafte Übersicht zum Linkbudget
Rauschleistung PN0 . Die Rauschtemperatur ist im Wesentlichen abhängig davon, auf
welche Objekte die Hauptkeule der Antennencharakteristik ausgerichtet ist. Es hat sich
in der Literatur die Angabe der äquivalenten Rauschtemperatur TA in K durchgesetzt.
Bei dieser Temperatur erzeugt ein ohmscher Widerstand die gleiche Rauschleistung im
betrachteten Frequenzbereich BRX wie die Antenne. Mit k als Boltzmann-Konstante
gilt die Formel für die Rauschleistung in dBm
PN0 = 10 · log
(
k · TA ·BRX
1 mW
)
(3.5)
Im Fall des Downlinks kann der Himmel mit Ausnahme der Bereiche in der Nähe
der Sonne als ein homogener Schwarzkörperstrahler angesehen werden. Beim Uplink
ist die Erde die größte Rauschquelle für den Empfang im Satelliten. Ihre äquivalente
Rauschtemperatur ist laut [11] TAErde = 254 K. Wie sich mit Trigonometrie leicht be-
stimmen läßt, erscheint abhängig von der Bahnhöhe HBahn die projizierte Erdscheibe
unter einem Winkel von
αErde = 2 · arcsin
(
RErde
RErde +HBahn
)
(3.6)
RErde = 6378 km ist hierbei der Radius der Erde. Für eine Bahnhöhe von 600 km
ergibt sich ein Winkel αE von 132◦. In einer ersten Abschätzung wird die Uplink-
Antenne als ein Viertelwellen-Strahler angenommen. Dieser hat nach [16] einen Öff-
nungswinkel von ungefähr 60◦. Somit leuchtet die Erde den gesamten Raumwinkelbe-
reich der Empfangsantenne aus. Die Rauschtemperatur für die Empfangsantenne ist
also 254 K.
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Mit der Kenntnis der empfangenen Rauschleitung lässt sich das Signal-zu-Rauschverhältnis
SNR0 in dB vor dem Vorverstärker zu
SNR0Ortho = PAntOrtho − PN0 (3.7)
berechnen.
Am Empfängereingang ergibt sich unter Berücksichtigung eines Vorverstärkers die
Signalleistung PRX in dBm
PRXOrtho = PAntOrtho +GPreamp − LRX−Koax (3.8)
Zur Berechnung des Signal-Rauschverhältnisses von z verketteten Vierpolen hat Ha-
rald Friis 1944 [17] seine berühmte Formel veröffentlicht:
FGesamt = 1 + (F1 − 1) + F2 − 1
G1
+
F3 − 1
G1G2
+
F4 − 1
G1G2G3
+ · · ·+ Fz − 1
G1G2G3 · · ·Gz−1 (3.9)
Fi bezeichnet dabei das Rauschmaß des i-ten Vierpols und Gi seine Verstärkung. Diese
Angaben sind in linearem Maßstab einzusetzen. Im hier betrachteten Fall gibt es nur
zwei Vierpole: den eventuell vorhandenen Vorverstärker und das Koaxkabel, welches
zum Empfänger führt. Die Gesamtrauschzahl Fges lässt sich also wie folgt berech-
nen
Fges = FPreamp +
FKabel − 1
GPreamp
(3.10)
Für ohmsche Verluste wie zum Beispiel ein Koaxialkabel gilt in Bezug auf ihre Rausch-
zahl, dass diese genau der Kehrwert des Dämpfungsfaktors ist. In dB ausgedrückt
bedeutet dies
FKabel = LKabel = −GKabel (3.11)
Für die Berechnung des Signal-zu-Rauschverhältnisses am Empfängereingang SNR2Ortho
in dB gilt mit SNR0Ortho und Fges in dB:
SNR2Ortho = SNR0Ortho − Fges (3.12)
Für den Fall, dass der Satellit einen Elevationswinkel von näherungsweise 0◦ hat, also
den Horizont gerade erst überstiegen hat, muss auf die Signal-zu-Rauschverhältnisse
der Zuwachs der Freiraumdämpfung LHorizont hinberechnet werden. Liegen alle Werte
in dB vor, so gestaltet sich die Rechnung besonders einfach:
PAntHorizont = PAntOrtho − LHorizont (3.13)
SNR0Horizont = SNR0Ortho − LHorizont (3.14)
SNR2Horizont = SNR2Ortho − LHorizont (3.15)
PRXHorizont = PRXOrtho − LHorizont (3.16)
Bei senkrechtem Überflug ist die Entfernung zwischen Bodenstation und Satellit unter
Vernachlässigung der Höhe der Bodenstation gleich seiner Bahnhöhe. Wenn der Satellit
18 3 Rahmenbedingungen der Kommunikation Satellit-Erde
gerade über dem Horizont aufsteigt, ergibt sich mit dem Erdradius RErde, der Höhe
der Bodenstationsantenne hBS = 200 m, der Bahnhöhe hBahn wie zuvor angegeben
eine Entfernung von DHorizont
DHorizont =
√
hBahn
2 + 2 · hBahn ·RErde +
√
hBS
2 + 2 · hBS ·RErde (3.17)
= 2830, 83 km + 50, 51 km
= 2881, 34 km
Der Zuwachs der Dämpfung gegenüber dem senkrechten Überflug ist unter Verwen-
dung von 3.1 in dB
LHorizont(dB) = 32, 5 + 20 log(f) + 20 log(DHorizont)
− (32, 5 + 20 log(f) + 20 log(HBahn)) (3.18)
= 20 log
(
DHorizont
HBahn
)
= 20 log
(
2881, 34 km
600 km
)
= 13, 6 dB
(3.19)
Die Fachhochschule Aachen besitzt eine Satellitenfunkanlage, welche für die Kommu-
nikation mit COMPASS-1 installiert wurde. Sie besteht aus einem kippbaren Mast,
der auf dem Dach eines Hochschulgebäudes in der Hohenstaufenallee in Aachen steht.
Dieser trägt einen 2-Achsen-Rotor, welcher eine Positionierung der Antennen sowohl
im Azimut als auch in der Elevation ermöglicht. Gesteuert wird der Rotor über eines
der in Abschnitt 3.2.3 erwähnten Programme, welche neben der Dopplerverschiebung
auch den Erhebungs- und den Azimutwinkel vorhersagen. Auf dem Rotor sind für
den Downlink auf 437 MHz vier Kreuzyagis in Form eines Quaders montiert. Die Er-
regerdipole der Antennen sind zunächst über Phasenleitungen und Anpasstöpfe so
verschaltet, dass sich pro Antenne eine rechtsdrehende Polarisation ergibt. Anschlie-
ßend werden die vier Antennen über einen weiteren Anpasstopf auf einen Vorverstärker
vereinigt. Eine Koaxialleitung führt das verstärkte Signal vom Dach in den Kontroll-
raum. Für den Uplink auf 145 MHz sind zwei Kreuzyagis horizontal nebeneinander
montiert. Auch hier wird zunächst eine rechtsdrehende zirkulare Polarisation erzeugt
und anschließend die Antennen zu einer Gruppenantenne zusammengeschaltet. Die
Verbindung mit dem Kontrollraum geschieht auch hier mit Koaxialkabel. Dort steht
als Funkgerät ein IC-910H von der Firma Icom. Über einen Computer mit Soundkarte
werden die Basisbandsignale erzeugt und dekodiert. Abbildung 3.5 zeigt die Anten-
nenanlage auf dem Dach.
Die RWTH Aachen hat seit 2007 wieder eine Amateurfunkstation im Institut für
Hochfrequenztechnik. Bisher lagen die Hauptarbeiten im Bereich der terrestrischen
Datenkommunikation. Aber auch für die Weltraumkommunikation ist eine Antennen-
anlage aufgebaut. Über zwei Rotoren lassen sich eine Yagi für 145 MHz und eine wei-
tere für 437 MHz in Azimut und Elevation drehen. Die Verbindung zum Funkerraum
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Abbildung 3.5: Antennenanlage FH Aachen (Quelle: Gemeinsamer Datenbestand des
COMPASS-2 Teams)
unter dem Dach geschieht auch hier über Koaxialkabel. Zum Ausgleich des Doppleref-
fekts und zur Nachführung der Antennen wird eines der im Abschnitt 3.2.3 genannten
Programme verwendet. Als Funkgerät hat die RWTH Aachen ein FT-847 der Firma
Yaesu zur Verfügung gestellt. In Abbildung 3.6 ist die Antennenanlage auf dem Dach
des Instituts zu sehen.
Zur näheren Analyse des Linkbudgets für diese beiden Stationen wird eine Unterteilung
in Up- und Downlink vorgenommen.
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Abbildung 3.6: Antennenanlage RWTH Aachen - IHF
3.3.1 Uplink
Für den Uplink auf 145,900 MHz gelten für alle Bodenstationen die in Tabelle 3.3
aufgeführten Daten.
Daraus folgt die empfangene Rauschleistung im Satelliten nach Gleichung 3.4.
PNSat = −134, 6 dBm (3.20)
Gemäß Gleichung 3.13 ergibt sich im Laufe des Überflugs vom Aufgang bis zum
Untergang eine Verschlechterung der Werte bei senkrechtem Überflug um maximal
LHorizont(dB) = 13,6 dB. Für die betrachteten Bodenstationen sind in Tabelle 3.5 die
Werte in beiden Fällen angegeben.
Um die Zuverlässigkeit des Uplinks beurteilen zu können, müssen die in Tabelle 3.3
genannten Mindestwerte für PRX−Req und SNRRX−Req mit den errechneten Werten
verglichen werden. Danach ist die Ausrüstung der FH Aachen in der Lage, eine zu-
verlässige Kommunikation auf dem Uplink mit COMPASS-2 aufzubauen. Die mini-
male Eingangsleistung am Empfänger im Satelliten PRX−Req wird mit -83,8 dBm um
16,2 dB überschritten. Auch das benötigte SNRRX−Req von 15 dB wird mit knapp
SNR2 = 50 dB am entferntesten Punkt während eines Überflugs weit überschrit-
ten.
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LZenit 131,3 dB
LHorizont 13,6 dB
GRX−Ant 0 dBi
TA 254 K
GRX−Arary 0 dB (ein Monopol)
GPreamp 0 dB (nicht vorhanden)
FPreamp 0 dB (nicht vorhanden)
LRX−Koax 0,5 dB
BRX 10 kHz
PRX−Req ≈ -100 dBm
SNRRX−Req ≈ 15 dB
Tabelle 3.3: Allgemeine Daten für das Linkbudget für den Uplink
Parameter FH Aachen RWTH Aachen
PTX 50 dBm 47 dBm
LTX−Koax 1,5 dB 1,5 dB
GTX−Ant 13,1 dBi ≈ 10 dBi
n(Antennen) 2 1
GTX−Array 3 dB 0 dB
LPol 3 dB (zirkular) 0 bis 40 dB (linear)
Tabelle 3.4: Technische Daten der Bodenstation der FH Aachen und der RWTH Aa-
chen - Uplink
FH Aachen RWTH Aachen
Parameter senkrecht horizontal senkrecht horizontal
PAnt -69,7 dBm -83,3 dBm -75,8 bis -115,8 dBm -89,4 bis -129,4 dBm
SNR0 64,9 dB 51,3 dB 58,8 bis 18,8 dB 45,2 bis 5,2 dB
PRX -70,2 dBm -83,8 dBm -76,3 bis -116,3 dBm -89,9 bis -129,9 dBm
Fges 0,5 dB 0,5 dB 0,5 dB 0,5 dB
SNR2 64,4 dB 49,8 dB 58,3 bis 18,3 dB 44,7 bis 4,7 dB
Tabelle 3.5: Abgeleitete Werte der Bodenstation der FH Aachen und der RWTH Aa-
chen - Uplink
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Im Gegensatz dazu ist die Ausrüstung der RWTH Aachen nicht in der Lage, eine
sichere Verbindung auf dem Uplink-Kanal zum Satelliten herzustellen. Durch die Ver-
wendung von linear polarisierten Antenne kann eine Verbindung auf Grund der beiden
zuletzt betrachteten Parameter funktionieren. Wenn sich jedoch der Satellit zu weit
entfernt oder Lage seiner Empfangsantenne sich zur Polaristaionsebene der Sendean-
tenne der Bodenstation verändert, so wird COMPASS-2 nicht in der Lage sein, die
Daten von der Bodenstation zu empfangen.
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3.3.2 Downlink
Für den Downlink auf 437,500 MHz gelten für alle Bodenstationen die Daten aus
Tabelle 3.6.
LZenit 140,9 dB
LHorizont 13,6 dB
GTX−Ant 2,16 dBi
PTX 32 dBm
LTX−Koax 0,5 dB
Tabelle 3.6: Allgemeine Daten für das Linkbudget für den Downlink
Die weiter oben beschriebenen Bodenstationen der RWTH Aachen und der FH Aa-
chen haben unterschiedliche Charakteristika. Dies betrifft sowohl die Antennenanlage
selbst, als auch die Verwendung eines Vorverstärkers. Tabelle 3.7 zeigt übersichtlich
die Konfigurationen.
Parameter FH Aachen RWTH Aachen
n(Antennen) 4 1
GTX−Array 6 dB 0 dB
GRX−Ant 16 dBi 16 dBi
TA 100 K 100 K
LPol 3 dB (zirkular) 0 bis 40 dB (linear)
GPreamp 15 dB 0 dB (nicht vorhanden)
FPreamp 0,9 dB 0 dB (nicht vorhanden)
LRX−Koax 4,2 dB 1,5 dB
BRX 10 kHz 10 kHz
PN0 -138,6 dBm -138,6 dBm
PRX−Req -100 dBm -100 dBm
SNRRX−Req 20 dB 20 dB
Tabelle 3.7: Technische Daten der Bodenstation der FH Aachen und der RWTH Aa-
chen - Downlink
In Abhängigkeit dieser Umstände lassen sich die in Tabelle 3.8 gezeigten Werte erzie-
len.
Wie schon bei der Betrachtung des Uplink diskutiert zeigt sich auch hier, dass die
Station an der FH Aachen für die Kommunikation mit COMPASS-2 gut ausge-
rüstet ist. Das SNR2 ist mit fast 50 dB sehr hoch. Selbst durch den Abfall von
LHorizont = 13,6 db während eines Überfluges ist mit 35,67 dB ausreichend Reserve
verfügbar. In der Konzeptionierung des Sendeteils des Satelliten wird genau dieser
Umstand besonders ausgenutzt, siehe hierzu Kapitel 4. Die am Empfänger ankom-
mende Signalleistung ist mit minimal -91,44 dBm ausreichend.
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FH Aachen RWTH Aachen
Parameter senkrecht horizontal senkrecht horizontal
PAnt -88,4 dBm -102,0 dBm -92,7 dBm -106,4 dBm
SNR0 50,2 dB 36,6 dB 45,9 bis 5,9 dB 32,3 bis -7,7 dB
PRX -77,4 dBm -91,1 dBm -94,2 bis -134,2 dBm -107,9 bis -147,9 dBm
Fges 1,1 dB 1,1 dB 1,5 dB 1,5 dB
SNR2 49,3 dB 35,7 dB 44,4 bis -4,4 dB 30,7 bis -9,3 dB
Tabelle 3.8: Abgeleitete Werte der Bodenstation der FH Aachen und der RWTH Aa-
chen - Downlink
Die aktuelle Anlage der RWTH Aachen ist nicht für eine zuverlässige Kommunikation
mit COMPASS-2 nutzbar. Ein grundlegendes Systemproblem ist die lineare Pola-
risation der Antennen. Durch die in Abschnitt 3.2.2 behandelte Unvorhersagbarkeit
der Polarisation der empfangenen Wellen kann die Kreuzpolarisationsdämpfung je-
den Wert zwischen 0 und ≈ 40 dB annehmen. Auch das Fehlen eines rauscharmen
Vorverstärkers macht sich sowohl im SNR2 als auch in der Empfängereingangsleis-
tung stark negativ bemerkbar. Möchte man an der RWTH Aachen auch mit dem
Satelliten zuverlässig kommunizieren, so ist zumindest die Antennenanlage für den
Downlink für zirkulare Polarisation zu modifizieren und ein Vorverstärker einzuset-
zen.
3.4 Mögliche Modulationsarten
Die Grundmodulationsarten sind durch einen wichtigen Umstand stark eingeschränkt.
Wie in Abschnitt 3.1 ausgeführt, ist für eine erfolgreiche Mission die Unterstützung der
weltraumbegeisterten Funkamateure hilfreich. Um mit dem Equipment der Funkama-
teure kompatibel zu sein, können weder Phasen- noch Quadraturmodulationen ver-
wendet werden, da die Empfänger für solche Modulationen nicht ausgelegt sind. Meist
sind es Sprechfunkgeräte und keine Datentransceiver. Unter den verbleibenden inkohä-
renten Modulationsarten Einseitenband (SSB), Amplitudenmodulation (AM) und Fre-
quenzmodulation (FM) wird letztere gewählt. Gründe hierfür sind:
• Die Erzeugung von FM im Satelliten ist unkompliziert zum Beispiel über einen
VCO zu realisieren.
• Der Dopplereffekt wirkt sich nicht direkt auf die empfangenen Basisband-Frequenzen
aus, wie es bei Amplitudenmodulation der Fall wäre.
• Die Hüllkurve des Sendesignal ist konstant, dadurch ist der Wirkungsgrad der
Leistungsverstärker gegenüber Modulationen mit schwankender Hüllkurve bes-
ser. Gerade im Satelliten mit seinem begrenzten Leistungsbudget ist dies wichtig.
• Schwankungen der Signalstärke (Fading) werden durch FM unterdrückt, solange
sich der Empfangspegel über der FM-Schwelle befindet.
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Zur Demodulation der inkohärenten FM wird in Amateurfunkgeräten meist eine Stufe
mit Betragsbildung eingesetzt. Dadurch scheiden Basisbandmodulationsarten aus, die
auf dem Quadratur-Prinzip basieren. Dies läßt sich leicht zeigen:
|sin(ωt) + cos(ωt)| =
√
sin2(ωt) + 2 sin(ωt) cos(ωt) + cos2(ωt) (3.21)
=
√
1 + 2 sin(ωt) cos(ωt)
Die Phaseninformation für die orthogonale Dekodierung von Sinus- und Cosinus-Anteil
geht verloren. Die näheren Details der Modulation werden in Abschnitt 4.1 entwi-
ckelt.
3.5 Strukturierung durch OSI Layer
Um die verschiedenen Aspekte einer Kommunikation einzuteilen und transparent zu
machen, wurde das OSI-Schichtenmodell entwickelt. Es dient weltweit als Designgrund-
lage für Protokolle in Rechnernetzen. Für die sieben aufeinander aufbauenden Schich-
ten ist genau festgelegt, welche Anforderungen sie zu erfüllen haben. Die konkrete
Umsetzung ist dabei nicht vorgegeben. Genormte Schnittstellen zwischen den Schich-
ten ermöglichen einen einfachen Austausch eines Protokolls, der für die weiter oben
liegenden Schichten transparent ist [18]. Ein bekanntes Beispiel dafür ist, dass es für
eine TCP/IP-Verbindung egal ist, ob sie ein analoges Modem, ein Ethernet oder eine
Funkverbindung verwendet. Die Details der Schichten, welche unter der gerade be-
trachteten Schicht liegen, sind für diese gleichermaßen unbekannt wie irrelevant. Das
OSI-Schichtenmodell hat sich im gesamten Internet durchgesetzt. Wegen dieser Be-
deutung wird es auch in dieser Arbeit als grundlegendes Abstraktionsmodell für die
digitale Kommunikation verwendet. Im folgenden werden kurz die sieben Schichten
vorgestellt (Quelle: [18]).
Schicht 7 - Anwendungsschicht In dieser obersten Schicht werden die Protokolle
definiert, die dem Nutzer die konkrete Anwendung zur Verfügung stellen. Beispie-
le sind Email-Versand (POP3, SMTP, IMAP), Nutzung von Browsern (HTTP) und
Dateitransfer (FTP).
Schicht 6 - Darstellungsschicht Zu den Aufgaben dieser Schicht gehören die Um-
setzung von systemabhängigen Datendarstellungen in eine unabhängige Form. Auch
Kompressions- und Verschlüsselungsaufgaben werden von Schicht 6 übernommen.
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Schicht 5 - Kommunikationssteuerungsschicht Um einen synchronisierten und
organisierten Datenaustausch sicherzustellen, wird zwischen zwei kommunizierenden
Computern logische Verbindung aufgebaut. Der Aufbau, die Verwaltung, das Wieder-
aufsetzen im Fehlerfall und der Abbau dieser Verbindung wird von Schicht 5 gesteu-
ert.
Schicht 4 - Transportschicht Die Transportschicht sorgt für den Ende-zu-Ende-
Transport in einem Datennetz. Datenpakete müssen entsprechend den Eigenschaf-
ten der sie transportierenden Netze in Segmente unterteilt werden. Nach oben bietet
Schicht 4 den anwendungsorientierten Schichten einen einheitlichen Zugriff auf die Ver-
bindung, welche unabhängig von den unter ihnen liegenden Schichten ist. Sind mehre-
re Wege zu einem Ziel bekannt, so können auch Multiplex-Verfahren dazu verwendet
werden, die Last aufzuteilen und an der Endstelle wieder korrekt zusammenzufüh-
ren.
Schicht 3 - Vermittlungsschicht Wie ihr Name schon vermuten lässt, sind die
Aufgaben dieser Schicht die Weitervermittlung von Datenpaketen und die Bestim-
mung einer geeigneten Route durch das Kommunikationsnetz. Gibt es keine direkte
Verbindung zwischen Sender und Empfänger, so wird anhand der Adressierung und
Wissen über die Topologie des Netzes das Paket an einen Nachbarknoten weiterge-
leitet. Dieser sorgt dann seinerseits für den Transport. Das Internet Protokoll ist das
berühmteste Protokoll dieser Klasse.
Schicht 2 - Sicherungsschicht In dieser Schicht geht es um zwei Teilaspekte. Der
erste ist die Sicherstellung einer fairen Nutzung eines nicht-exklusiven Mediums. Als
Beispiel sei hier ein mit mehreren Komunikationsstationen geteilter Funkkanal oder
eine Ethernet-Verbindung mit einem Hub genannt. Der zweite Aspekt ist die Ge-
währleistung einer weitgehend fehlerfreien und zuverlässigen Übertragung. Hierzu kön-
nen Prüfsummen oder andere redundanzvergrößernde Algorithmen verwendet werden.
Nachrichtentechnisch ist dies die Kanalcodierung. Außerdem werden Datenströme in
Blöcke (Frames) unterteilt. Für diese Frames gibt es Bestätigungsalgorithmen. Im
Fehlerfalle wird ein Datenblock abermals angefordert. In diesem Fall muss die Siche-
rungsschicht die Blöcke vor der Weitergabe an die Vermittlungsschicht in die richtige
Reihenfolge bringen.
Schicht 1 - Physikalische Schicht Die unterste aller Schichten beschäftigt sich mit
der Übertragung der Bits selbst. Hier sind eine Vielzahl von technischen Ausartun-
gen zu beobachten. Als Beispiel seien Spannungswerte auf Kupferkabeln, Lichtimpulse
auf Lichtwellenleitern oder die Eigenarten von elektromagnetischen Wellen bei der
Funkübertragung genannt. In Hinblick auf höherwertige Modulationen muss auch hier
definiert werden, welche Symbole mit welchen Bitmustern oder Zustandsübergängen
verknüpft sind.
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Meine weitere Arbeit wird sich mit der Anwendung dieses Modells auf die Kommu-
nikation einer Bodenstation mit COMPASS-2 beschäftigen. Die Vermittlungsschicht
entfällt in diesem Szenario. Zwischen Satellit und Bodenstaton gibt es keine weiteren
an der Verbindung beteiligten Entitäten (zum Beispiel Relais-Satelliten). Somit ist
immer eine direkte Verbindung gegeben und es müssen keine Daten vermittelt wer-
den.
Im weiteren Verlauf konzentriert sich meine Arbeit auf den Downlink. Dies ist der be-
deutendere Teil der Kommunikation, da die Betreiber des Satelliten höhere Datenmen-
gen vom Satelliten herunterladen möchten, als sie zu ihm hochsenden. Die Steigerung
der Datenrate und die optimale Ausnutzung des Übertragungskanals unter gegebenen
Umständen, wie sie zuvor noch nicht auf einem CubeSat implementiert wurde, ist
daher die Motivation für die folgenden Kapitel.
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Zum Ende des vorherigen Kapitels wurden die Aufgaben der untersten Schicht des
OSI Modells erläutert. Die Art und Weise, wie Bits oder Gruppen von Bits über
das Medium übertragen werden, ist hier zu definieren. Dabei soll nicht nur eine
einzige Möglichkeit betrachtet und später im Prototyp verwendet werden. Wie in
Gleichung 3.18 dargelegt wurde, ändert sich die Freiraumdämpfung während eines
Über-Kopf-Überflugs um 13,6 dB, da sich der Abstand zwischen Bodenstation und
COMPASS-2 erst verkleinert und nach dem Punkt der nächsten Annäherung sich
wieder vergrößert. Diese 13,6 dB gehen direkt in das SNR2 ein. Nach der Formel von
Shannon gilt für die theoretische Kanalkapazität eines Kanals mit der Bandbreite B
nach [19]:
r = B log2(1 + SNR) (4.1)
Für SNR » 1 steigt die Kapazität näherungsweise linear mit dem SNR in dB an.
r = B log2
(
1 + 10
SNRdB
10
)
≈ B
log10(2)
log
(
10
SNRdB
10
)
=
B
log10(2)
· SNRdB
10
(4.2)
Der größte Teil der bisher gestarteten CubeSats ist mit einem Mechanismus im Down-
link ausgestattet, der diesen Punkt nicht ausnutzt. Es wird fest das Modulationsver-
fahren beibehalten, unabhängig davon welches SNR der Satellit gerade in der Boden-
station erzeugt.
Eine Steigerung des SNR ermöglicht aber eine Steigerung der Datenrate, die übertra-
gen werden kann. Inspiriert von den im Mobilfunk verwendeten Verfahren zur Leis-
tungsregelung bei UMTS verfolgt meine Arbeit das Konzept einer adaptiven Modu-
lation und einer adaptiven Sendeleistungsregelung. Das Kommunikationsschema wird
wie folgt aussehen:
1. Der Satellit empfängt von der Bodenstation ein Begrüßungskommando.
2. Er antwortet in einer genormten und gegen Störungen robusten Modulations-
art mit seiner Kennung, einigen Statusdaten und den von ihm unterstützten
Modulationsverfahren.
3. Während dieser und jeder weiteren Antwort wird mit der Software der Boden-
station die aktuelle Bitfehlerrate gemessen und daraus das SNR geschätzt.
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4. Ein geschickt ausgelegter Automat wählt auf Grundlage des aktuellen SNR, des
aktuellen und zukünftigen Elevationswinkels, des empfangenen Signalpegels und
weiterer Parameter ein Modulationsverfahren aus, welches unter den gerade ge-
nannten Konditionen am wahrscheinlichsten zu höchstem Datendurchsatz führt.
Hier können auch lernende Verfahren implementiert werden.
5. Das so ausgewählte Verfahren wird über ein Kommando an den Satelliten ge-
sendet. Dieser benutzt für die nächste Übertragung das verwendete Verfahren.
Zusätzlich zu der geschickten Auswahl der Modulationsart kann auch die Sendeleistung
mit einem Kommando gesteuert werden. Hier kann gemäß den vor Missionsleitung
definierten Prioritäten die Kommunikation auf Optimierung der Datenrate oder auf
Minimierung des Energieverbrauchs eingestellt werden. Im normalen Betriebszustand
wird der Satellit die Daten immer mit voller Leistung senden, um ein möglichst hohes
SNR und eine damit verbundene hohe Datenrate zu erreichen. Wenn aber die Enegie
an Bord von COMPASS-2 knapp sein sollte, so kann nur das Nötigste übermittelt
werden. Eine detailliertere Festlegung des Kommunikationsprotokoll wird in Abschnitt
5.3 dargestellt.
Nicht zu unterschlagen ist auch die Möglichkeit, bei thermischen Problemen mit dem
Endverstärker über dessen Verlustwärme den Satelliten zu heizen, sollte dies erforder-
lich sein.
4.1 Modulation
Die Modulation beschreibt die Veränderung eines hochfrequenten Signals durch ein
Basisbandsignal. Die Art, wie diese Veränderung geschieht, ist in der Beschreibung
der Modulation festgelegt. Im Folgenden werden die Modulationsarten beschrieben,
die COMPASS-2 unterstützen soll.
4.1.1 Basisfunktionen
Die Amateurfunkgeräte sind in der Regel Sprechfunkgeräte. Das heißt, sie sind auf
die Übertragung eines reellwertigen Signals im Frequenzbereich von 300 Hz bis 4 kHz
ausgelegt. In der Modulationsart FM bieten die neueren Geräte neben diesem Band-
passkanal auch einen Tiefpasskanal an. Über einen separaten Anschluss für Datenkom-
munikation wird das Signal an der Sprachaufbreitung vorbei geführt. Für die Geräte
IC 910H und FT 847, die an der FH Aachen bzw. RWTH Aachen zur Verfügung
stehen, habe ich den Frequenzgang vermessen. Abbildung 4.1 zeigt den Betrag des
Übertragungsfaktors in dB, normiert auf die Übertragung bei f = 0,1 kHz. Die 3-dB-
Grenzfrequenz beträgt bei beiden Geräten ungefähr 5,5 kHz. Durch digitale Vorverzer-
rung, die in Kapitel 6 beschrieben ist, wird auf der Sendeseite ein Hochpass simuliert.
Dieser gleicht den Tiefpasscharakter der Funkgeräte aus und ermöglicht eine flache
Übertragungsfunktion.
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Abbildung 4.1: Gemessener Frequenzgang des Empfängers beim IC 910H und FT 847
Für die weiteren Betrachtungen wird der Tiefpasskanal mit einer nutzbaren oberen
Grenzfrequenz von 6 kHz angenommen. Eine Störung, welche das SNR auf dem Kanal
festlegt, sei weiß und gaussverteilt (AWGN).
Als Basisfunktionen für die Übertragung von Daten auf dem Tiefpasskanal wähle ich
Sinusfunktionen.
un(t) = sin (2pifnt) , mit n = 1, 2, 3, . . . , 0 ≤ t ≤ TS (4.3)
TS ist die Zeit für die Übertragung eines Symbols. Während dieser Zeit wird die
Basisfunktion gesendet, um ein Symbol abzubilden.
4.1.2 2-Amplituden-AFSK
Die einfachste Variante der digitalen Datenübertragung unter den gegebenen Umstän-
den ist die Frequenzumtastung (Frequency Shift Keying - FSK). Hier verwendet man
zwei Frequenzen f1 und f2, zwischen denen nach Ablauf der Symbolzeit TS umgeschal-
tet wird. Die Frequenzen liegen im Audio-Bereich, daher bezeichnet man das Verfahren
auch als Audio Frequency Shift Keying - AFSK. Eine der Frequenzen representiert den
Zustand „logisch 0“, die andere den Zustand „logisch 1“. Es kann pro Bitzeit also ge-
nau 1 Bit übertragen werden. Zur Detektion der Frequenz muss die Symbolzeit TS
mindestens so groß sein, dass eine Periode der Frequenz darin beinhaltet ist. Möchte
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man aus Gründen der Synchronisation und der Vereinfachung bei der Dekodierung
eine für beide Symbole feste Symbolzeit definieren, so muss diese TS = min(fn) sein.
Die Nettodatenrate bei 2AFSK ist also
r2AFSK =
1
TS
=
fmax
2
(4.4)
Die verwendeten Frequenzen sollten einen gewissen Abstand voneinander haben, um
ihre Unterscheidung auch unter dem Einfluss von Rauschen möglich zu machen. In der
Bezeichnung 2AFSK deutet die 2 die Verwendung von 2 Frequenzen. Für die Bewer-
tung der Einsatzfähigkeit ist der minimale und durchschnittliche Abstand im Signal-
vektorraum von Interesse. Je größer dieser ist, um so störunempfindlicher ist die Über-
tragung. Der Vektorraum wird durch folgende Grundfunktionen aufgespannt:
u1(t) = sin
(
2pi · fmax
1
· t
)
, 0 ≤ t < TS (4.5)
u2(t) = sin
(
2pi · fmax
2
· t
)
, 0 ≤ t < TS (4.6)
In der Literatur wird bei der Betrachtung von Modulationsarten die Signalenergie auf
den Wert Es normiert. Dieser steht aber tatsächlich nur mit der gesendeten Energie
im Verhältnis, wenn das so erzeugte Basisband durch Mischung auf die Sendefrequenz
verschoben wird. Im hier vorliegenden Fall ist aber eine Frequenzmodulation mit dem
Basisband vorgenommen. Da sich auf der HF-Seite nur die Frequenz, nicht aber die
Amplitude des HF-Signals ändert, ist auch die Signalenergie bei jedem Symbol gleich.
Um vergleichbare Zahlenwerte zu erhalten, wird daher die maximale Aussteuerung des
Basisbandsignals auf 1 normiert.
Da zwischen den beiden Frequenzen umgeschaltet wird, ergeben sich die Symbolvek-
toren
v1 = (1, 0) und v2 = (0, 1) (4.7)
Der Abstand zwischen diesen beiden Punkten im Signalraum ist
dmin = d¯ =
√
2 · 12 =
√
2 ≈ 1, 4142 (4.8)
Da es nur zwei Symbole gibt, ist der mittlere und der minimale Abstand gleich dem
hier angegebenen Wert.
4.1.3 2-Amplituden-M-OAFSK
Neben der Verwendung von nur 2 Frequenzen besteht auch die Möglichkeit, zwi-
schen M Frequenzen mit jeweils 2 Amplitudenstufen umzuschalten. Die Bezeichnung
OAFSK steht dabei für Orthogonal Audio Frequency Shift Keying. Hierbei können
4.1 Modulation 33
Abbildung 4.2: Punkte im Vektorraum bei der 2AFSK
k = log2MBit/Symbol in einem Block übertragen werden. Die Formel 4.3 der Basis-
funktionen drückt sich dann aus wie folgt:
um(t) = sin (2pifct+ 2pim∆ft) , mit 0 ≤ t < TS , m = 0, 1, . . . ,M − 1 (4.9)
fc ist eine Referenzfrequenz und der äquidistante Frequenzabstand beschreibt sich zu
∆f = fm − fm−1. Die Größe von ∆f bestimmt den Grad, inwieweit man bei der
Dekodierung die Frequenzen trennen kann. Durch Bestimmung des Kreuzkorrelati-
onskoeffizienten zwischen zwei Signalen mit benachbarten Frequenzen lässt sich die
Trennbarkeit ausdrücken. Nach [19] gilt:
γmn =
sin (2pi(m− n)∆fT )
2pi(m− n)∆fT (4.10)
T = k·TS ist hierbei die mit der Bitanzahl k multiplizierte Symboldauer.
In Abbildung 4.3 ist γmn über dem Frequenzabstand ∆F aufgetragen.
Wie zu sehen ist, sind die Frequenzen dann orthogonal zueinander, wenn ∆f ein
Vielfaches von 1/2T ist. Für den hier betrachteten Tiefpasskanal mit fmax als höchst-
möglicher Frequenz bedeutet dies, dass die Frequenzen ganzzahlige Teiler der höchsten
verwendeten Frequenz sind.
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Abbildung 4.3: Kreuzkorrelationskoeffizient der Basisfunktionen 4.9 in Abhängigkeit
des Frequenzabstandes
ui(t) = sin
(
2pi · fmax
i
· t
)
mit 0 ≤ t < TS , i = 1, 2, . . . ,M (4.11)
TS = min
(
f
i
)
(4.12)
Durch die Eigenschaft der Orthogonaliät lassen sich die i Frequenzen bei gleichzeitiger
Aussendung ohne gegenseitige Beeinflussung dekodieren. Wenn man für jede der i
Frequenzen von einem individuellen Gewichtungsfaktor Ai ausgeht, der entsprechend
der Wertigkeit des zugeordneten Bits 0 oder 1 ist, so kann man für das Sendesignal
schreiben:
u(t) =
1√
M
∑
i
Ai · ui(t) , 0 ≤ t < TS , i = 1, 2, . . . ,M (4.13)
Die Normierung sorgt dafür, dass der Wertebereich von u(t) mit dem Wertebereich ei-
ner Sinusfunktion übereinstimmt. Durch die Wahl von M ändert sich die zu übertragen-
de Datenrate nicht. In Abhängigkeit von M gilt bei 2 Amplitudenwerten
r2A−M−OFSK(M) = M · 1
TS
= M · 1
fmax
M
=
1
fmax
(4.14)
4.1.4 2-Amplituden-2-OAFSK
Die Basis des Signalraums bilden wieder die Funktionen aus Gleichung 4.5. Jetzt ist
aber der Vektorraum mit vier Punkten besetzt. Das rührt daher, dass auch die Li-
nearkombination der Basisfunktionen mit den Gewichten {0, 1} erfolgt. Es ergeben
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Abbildung 4.4: Punkte im Vektorraum bei der 2-Amplituden-2-OAFSK
sich g = 4 gültige Signalvektoren, welche log2 g = 2 Bits pro Symbol übertragen
können.
v00 = (0, 0) , v10 = (
1√
2
, 0) , v01 = (0,
1√
2
) , v11 = (
1√
2
,
1√
2
) (4.15)
v4 stellt dabei den Vektor mit der Länge 1 dar. Die Daten dieses Verfahrens sind in
Gleichung 4.16 und 4.17 angegeben.
dmin =
1√
2
≈ 0, 7071 (4.16)
d¯ =
1
3
(
2 · 1√
2
+ 1
)
=
1
3
(√
2 + 1
)
≈ 0, 8047 (4.17)
4.1.5 4-Amplituden-2-OAFSK
Als Erweiterung zum im vorherigen Abschnitt vorgestellten Verfahren, werden hier
die Gewichte der Linearkombination aus der Menge {0, 1/3, 2/3, 1} gewählt. Damit
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ergeben sich nach den Regeln der Kombinatorik g = 4 · 4 = 16 gültige Signalvek-
toren. Es können also log2g = 4 Bits pro Symbol übertragen werden. Die charakte-
ristischen Werte wurden in diesem Fall durch ein MATLAB-Skript numerisch ermit-
telt.
dmin ≈ 0, 2357 (4.18)
d¯ ≈ 0, 6049 (4.19)
Abbildung 4.5: Punkte im Vektorraum bei der 4-Amplituden-2-OAFSK
Verfahren dmin d¯ Bit / Symbol d¯· Bit/Symbol
2AFSK 1,41 1,41 1 1,41
2A2OAFSK 0,71 0,80 2 1,61
4A2OAFSK 0,24 0,60 4 2,42
Tabelle 4.1: Vergleich der vorgestellten Varianten des Modulationsschemas
Zur Bewertung und Einordnung werden von den drei genannten Modulationsverfahren
die wichtigsten Parameter in Tabelle 4.1 zusammengefasst. Wie zu erkennen ist, stellt
die 2AFSK das robusteste Modulationsschema da. Der normierte Abstand zwischen
den zwei Symbolen ist beträgt 1,41. Dennoch wird auch nur ein Bit pro Symbol über-
tragen. Mit der Steigerung der Mehrwertigkeit sinkt der Abstand der Symbolpunkte,
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aber die Anzahl der gleichzeitig übertragenen Bits steigt. In der letzten Spalte wird
der mittlere Symbolabstand mit der Anzahl der pro Symbol übertragenen Bits linear
bewertet. Hier ist das Potential von mehrwertigen Modulationsverfahren sichtbar. Die
4A2OAFSK liefert mit 2,42 hier den größten Wert. Es darf aber nicht vernachlässigt
werden, dass bei dieser Modulationsart der kleineste Symbolabstand nur 0,24 beträgt.
Dieses Verfahren liefert daher bei gleichem SNR auf dem Kanal viele Bitfehler. Hier
definiert sich die Aufgabe der Kanalkodierung. Diese besteht darin, trotz der hohen
Bitfehlerrate einen gültigen Datenstrom zu dekodieren, dessen Datenrate dennoch die
der 2AFSK übertrifft. Weiteren Überlegungen zur Kanalkodierung widment sich Ka-
pitel 5.
4.1.6 Bake mit Kodierung nach Morse
Zur einfachen Identifikation des Satelliten wird neben den wie oben beschriebenen Mo-
dulationsarten auch eine Bake gesendet. Diese soll eine robuste Übertragung der wich-
tigsten Zustandsdaten vonCOMPASS-2 ermöglichen. Hierzu zählen
• seine eindeutige Kennung (Rufzeichen), um den Anforderungen des Gesetzes
über den Amateurfunk [8] gerecht zu werden,
• Ströme und Spannungen der Solarzellen sowie der Bordbatterie,
• Temperaturen an verschiedenen Stellen,
• Fehlerzähler und wichtige Parameter sowie
• weitere noch vom Projektteam festzulegende Daten.
Die Übertragung nach Morse wurde deshalb gewählt, weil eine Großzahl der Funkama-
teure zur Aufnahme von Morsezeichen mit dem Gehör fähig ist. Auch Ungeübte können
durch Aufzeichnung des Audiosignals zu einem späteren Zeitpunkt eine Dekodierung
erreichen. In Bezug auf das benötigte SNR ist der Morsecode sehr robust; das mensch-
liche Ohr ist gut dazu in der Lage, aus einem Rauschen Töne zu isolieren. Um den
Symbolvorrat an Morsezeichen optimal ausnutzen zu können, wird eine Quellkodierung
vorgenommen. Nach Festlegung des Wertebereichs für die einzelnen Daten werden die-
se zu einem Bitstream zusammengesetzt. Mit 26 Buchstaben und 10 Zahlen umfasst
der Morsecode in seiner vereinfachten Variante ohne Satz- und Sonderzeichen 36 Sym-
bole. Der Bitstream wird mit einer Prüfsumme versehen und als Dualzahl interpretiert.
Diese wird anschließend vom Bordrechner in das 36er-System überführt. Die einzelnen
Stellen des Morsecode-Strings stellen nun Potenzen von 36 da. Jedem Symbol des 36er-
Systems wird nun ein Buchstabe oder eine Zahl zugeordnet. Zur Dekodierung wird es
ein Computer-Programm geben, in welche die entzifferten Morsezeichen eingegeben
werden können. Nach Validierung der Prüfsumme wird dann die Quellkodierung wie-
der rückgängig gemacht und die Daten angezeigt. Die Dekodierung der Morsezeichen
kann auch durch ein Programm geschehen.
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Die Erzeugung der Morsezeichen im Satelliten ist einfach. Durch gepulstes Senden
einer Basisband-Frequenz von 600 Hz wird ein angenehm hörbarer Ton im Empänger
der Bodenstation erzeugt.
4.1.7 SSTV
Von niedriger Bedeutung für die Mission, aber eine interessante Spielerei ist die Aus-
sendung von Standbildern mit einem Ton-Verfahren. Dieses wird Slow Scan Tele Vision
(SSTV) genannt und ermöglicht die analoge Übertragung von Bildern über Sprach-
kanäle. Es macht nur Sinn, wenn auf COMPASS-2 eine Kamera installiert wird. Die
Spezifikation stammt aus der Zeit um 1980, als die Computertechnik gerade so weit
gereift war, dass man Bilder auf dem Schirm anzeigen konnte. Von digitaler Übertra-
gung war man noch weit entfernt, auch weil die Algorithmen für die Quellkodierung
(wie zum Beispiel JPEG) noch nicht erfunden waren. Die technischen Details der
Übertragung sind Folgende:
Zu Beginn der Sendung wird eine Tonfolge gesendet, die die Art der folgenden Über-
tragung ankündigt. Anschließend wird das Bild zeilenweise übertragen. Ein Ton von
1200 Hz mit einer Dauer von 5 ms markiert dabei als Synchronisationssignal das En-
de einer Zeile. Die Grauwerte werden über eine Frequenzmodulation des Basisband-
Trägers in eine Frequenz zwischen 1500 Hz und 2300 Hz gewandelt. Auf der Emp-
fangsseite wird die Tonhöhe wieder in Grauwerte übersetzt und mit den Synchro-
nisationsimpulsen die Zeilen unterschieden. Es gibt verschiedene Verfahren, welche
sich in der Anzahl der Zeilen unterscheiden. Ein gängiger Wert ist 240 Zeilen. Dabei
braucht die Übertragung eines kompletten Bildes 114 Sekunden. Am großen Zeitbe-
darf lässt sich erkennen, dass diese Art der analogen Übertragung gegenüber einer wie
oben beschriebenen digitalen Übertragung mit Quellcodierung starke Nachteile hat.
Der Zeitbedarf ist größer und die Bildqualität schlechter. Dafür ist SSTV aber eine
bei Funkamateuren beliebte Betriebsart und wird zum Beispiel auch auf der Inter-
nationalen Raumstation (ISS) eingesetzt. Im Rahmen dieser Diplomarbeit werde ich
mich nicht mit der praktischen Umsetzung der Aussendung befassen. Es sind aber die
technischen Grundlagen geschaffen, die eine Implementierung von SSTV nur durch
Software ermöglichen.
4.2 Frame-Erkennung und Synchronisation
Um eine Struktur in die zu Beginn des Kapitels genannte Kommunikation mit Rück-
meldung zu bringen, werden die Daten in Blöcken (Frames) übertragen. Zu Beginn
einer jeden Übertragung ist es wichtig, den Anfang des Frames zu erkennen. Die Bo-
denstation muss sich auf den Takt des Computers im Satelliten aufsynchronisieren,
um die Daten richtig dekodieren zu können. Auf Grund von Temperaturschwankun-
gen im Satelliten kann dieser Systemtakt leicht variieren. Dazu wird am Anfang jedes
Frames eine Präambel gesendet. Diese besteht aus einer Pseudo-Noise (PN) Folge
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der Länge 63 Bit und einem Header, der die zu Anfang des Kapitels genannten In-
formationen enthält. Zur robusten Detektion wird die Präambel mit einem 2AFSK-
Modulationsverfahren kodiert. Eine PN-Folge hat die Eigenschaft, dass ihre Autokor-
relationsfunktion nur beim Argument 0 einen von 0 verschiedenen Wert hervorbringt.
Daher eignet sie sich ideal, um eine zeitlich verschobene Kopie ihrer selbst in einer
Datenfolge zu erkennen. In Abbildung 4.6 ist ein Ausschnitt aus der Präambel darge-
stellt. Man sieht leicht die zwei verwendeten Frequenzen. Auch die kodierte PN-Folge
{1,0,0,0,0,0,1,0,0,0,0,1,1,...} ist mit dem Auge zu erkennen.
Abbildung 4.6: Ausschnitt aus der Präambel
Der Algorithmus zur Synchronisation besteht aus folgenden Schritten: Die Softwa-
re in der Bodenstation tastet über eine Soundkarte das empfangene Basisbandsignal
ab. Dabei werden laufend die letzten empfangenen Samples mit einem Muster der
2AFSK-modulierten PN-Folge korreliert. Solange nur Rauschen empfangen wird, ist
das Ergebnis der Kreuzkorrelationsfunktion (KKF) klein. Beginnt der Satellit zu sen-
den, so liefert die laufende Kreuzkorrelation bei Empfang der gesamten Folge einen
hervorstechenden Wert. Die Software wartet also, bis der Maximalwert der KKF einen
Schwellwert überschreitet. Aus dem Argument der KKF bei diesem Maximum kann
auf die Verschiebung in Samples geschlossen werden, die zwischen Muster und emp-
fangenem Signal liegt. Damit steht fest, bei welchem Zeit- oder Sample-Punkt die
PN-Folge beginnt. Da die Länge der PN-Folge a priori bekannt ist, kann damit auch
der Anfang des Headers und das Ende der Präambel bestimmt werden. Unmittelbar
auf die Präambel folgen die Daten in einer der oben vorgestellten Modulationsfor-
men.
4.3 Simulationen
Um die oben angestellten Überlegungen zur Modulation verifizieren zu können, wur-
den in der ersten Phase der Diplomarbeit Simulationen programmiert. Als Plattform
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dient MATLAB der Firma The MathWorks. Die Software ist modular nach folgendem
Schema aufgebaut:
1. Erstellen der Pseudo-Noise Folge
2. Erstellen eines Bitstreams mit den zu übertragenden Daten
3. Unterteilung des Bitstreams in Symbole
4. Berechnung der Werte der Samples anhand von Sinusfunktionen
5. Zusammensetzung der Symbole zu einem Stream von Samples
6. Zusammensetzung von Präambel- und Daten-Symbolen
7. Simulation des AWGN-Kanals, zeitliche Verschiebung
8. Korrelation eines Musters der Präambel mit den Samples am Ausgang des Kanals
9. Detektion der Präambel und Synchronisation
10. Aufteilung der empfangenen Samples in Symbole
11. Bestimmung der enthaltenen Frequenzen in den Symbolen
12. Klassifizierung der empfangenen Symbol-Vektoren
13. Vergleich der empfangenen Symbol-Vektoren mit den gesendeten zur Feststellung
der Symbolfehlerrate
Zur Verdeutlichung von Abschnitt 4.2 ist in Abbildung 4.7 ein Ergebnis der Simulation
gezeigt. Im oberen Graph ist der erzeugte Stream von Samples zu sehen, wie er auch
später im Satelliten erzeugt wird. Zu Beginn ist die 2AFSK-modulierte Pseudo-Noise
Folge zu erkennen. Anschließend folgen die Daten im Modulationsschema 2A4OAFSK.
Die Präambel hat eine konstante Hüllkurve, da hier jeweils nur eine Frequenz gesendet
wird. Daher ist keine Skalierung notwendig. Die nachfolgenden Samples representieren
die Daten und wurden nach Gleichung 4.13 erzeugt. Im gezeigten Fall wurden nur
300 Symbole übertragen, damit der Übergang zwischen Präambel und Datenbereich
sichtbar ist. In Wirklichkeit macht die Präambel nur einen geringen Bruchteil der
Übertragungszeit aus.
Im unteren Graph von Abbildung 4.7 ist der Einfluss des AWGN-Kanals bereits mit-
simuliert. Im hier gezeigten Fall ist ein SNR von 20 dB angenommen. Ebenfalls wurde
eine zeitliche Verschiebung von 1000 Samples eingebaut. Dies simuliert die Unkenntnis
des Empfängers über den Zeitpunkt des Sendens.
Zur Erkennung des Anfangs einer Aussendung wird der empfangene Stream von Samp-
les mit einem Muster der Pseudo-Noise Folge korreliert. Das Ergebnis ist in Abbildung
4.8 zu sehen. Auf der Abszisse ist die Verschiebung in Samples aufgetragen. Die Ordi-
nate gibt den zu dieser Verschiebung gehörenden Wert der Kreuzkorrelationsfunktion
an. Es ist klar das Maximum bei einer Verschiebung von 1000 Samples zu erkennen.
Der Spitzenwert ist mit 463 mehr als doppelt so groß wie das zweitgrößte Maximum
mit einem Wert von ungefähr 230. Dies bedeutet, dass die Erkennung der PN-Folge ein
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Abbildung 4.7: Aufbau von Präambel und Daten, Einfluss des AWGN-Kanals
robustes Verfahren ist. Da im Datenabschnitt auch die in der Präambel verwendeten
Frequenzen vorkommen, ist dort ein Rauschteppich von ungefähr 130 zu sehen. Der
Wert der korrekten Detektion sticht aber über diesen weit hinaus.
Nachdem bestimmt worden ist, welches Sample dem Anfang der Aussendung ent-
spricht (hier 1000), wird der Stream von Samples in Symbole aufgeteilt. Diese werden
anschließend mit dem Goertzel-Algorithmus auf die in ihnen enthaltenen Frequenzen
analysiert. Der Goertzel-Algorithmus ist im Gegensatz zur diskreten Fouriertransfor-
mation, welche immer alle diskreten Spektralkomponenten berechnet, dazu in der La-
ge, nur einzelnen spektrale Anteile zu untersuchen [20]. Da die Frequenzen, die bei der
Erzeugung des Basisband a-priori bekannt sind, muss auch nur nach diesen gesucht
werden.
In Abbildung 4.9 ist das Streudiagramm der dekodierten Symbole zu sehen. Man
erkennt klar die 8 Häufungspunkte, deren Zentren die idealen Punkte im Vektorraum
bilden. Durch den AWGN-Kanal werden diese verschmiert. Da mit dem Goertzel-
Algorithmus nur nach den diskreten Frequenzen gesucht wird, findet die Verschmierung
nicht kreisförmig statt sondern nur auf der Ordinate. Man erkennt deutlich, dass bei
dem hier simulierten SNR von 20 dB die Klassifizierung der Symbole eindeutig möglich
ist. Mit fallendem SNR steigt die Verschmierung an und die Punktwolken überlappen
sich mehr und mehr. Hier werden die im folgenen Kapitel 5 genannten Mechanismen
zur Kanalcodierung ansetzen.
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Abbildung 4.8: Korrelation des empfangenen Streams von Samples aus Abbildung 4.7
unten mit einem Muster der Pseudo-Noise Folge
Abbildung 4.9: Streuung der empfangenen Symbole durch den AWGN-Kanal
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Der Kommunikationskanal vom Satelliten zur Erde besitzt wie jeder Funkkanal ein
endliches SNR. Er wird nach theoretischen Überlegungen als AWGN-Kanal angenom-
men. Da die Verbindung mit direkter Sicht besteht und an der Bodenstation hoch-
bündelnde Antennen verwendet werden, wird angenommen, dass die Einflüsse der
Mehrwegeausbreitung vernachlässigt werden können. Das SNR ändert sich durch die
Abstandsänderung während eines Überflugs mit der Zeit um etwa 13 dB, wie in Glei-
chung 3.18 ermittelt wurde. Der Kanal besitzt also mit Sicherheit ein im Vergleich
zur Symboldauer sehr langsames Fading, bei dem das SNR erst zu- und dann wie-
der abnimmt. Ein Überflug dauert bei COMPASS-1 ungefähr 10 Minuten; die exakte
Zeit ist im Allgemeinen vom Orbit und im Speziellen vom maximalen Erhebungswin-
kel abhängig. Zudem kann kurzzeitiges Fading auftreten, wenn sich die Beschaffenheit
des Mediums zwischen Satellit und Bodenstation ändert. Die Charakterisierung dieser
Eigenschaften des Kanals zum Beispiel anhand von COMPASS-1 wird Teil weiterer
Arbeiten sein. Im Folgenden wird angenommen, dass vereinzelt Kurzzeitfading auf-
tritt, welches zu Bündelfehlern begrenzter Länge führt. Aufgabe der OSI-Schicht 2 ist
es,
• Den Datenstrom in Pakete einzuteilen,
• Übertragungsfehler zu erkennen und wenn möglich zu korrigieren,
• nicht-korrigierbare Pakete zu erkennen und neu anzufordern,
• den korrekten Empfang von Paketen dem Satelliten zu bestätigen und
• die aktuelle Roh-Bitfehlerrate zu bestimmen, mit deren Hilfe die optimale Mo-
dulationsart ausgewählt wird.
5.1 Paket-Aufbau
In der digitalen Datenübertragungstechnik hat sich die Kapselung von begrenzten Da-
tenvolumen zu Paketen durchgesetzt. Einer der Hauptvorteile dieses Vorgehens ist
das Aufteilen einer großen Datenmenge in kleinere Einheiten, die für die Algorithmen
der Paketverwaltung unteilbar (atomar) sind. Ihnen werden Verwaltungsinformatio-
nen hinzugefügt, die für die Zusammensetzung des ursprünglichen Datenstroms nötig
sind. Die Festlegung der Anzahl von Nutzdaten pro Paket ist die Lösungs eines Opti-
mierungsproblems, bei dem folgende Faktoren abzuwägen sind:
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• Pro Paket werden Verwaltungsinformationen benötigt. Diese müssen neben den
Nutzdaten ebenfalls übertragen werden (Overhead). Eine große Datenmenge pro
Paket erhöht also die Nutzdatenrate.
• Im Fall eines nicht-korrigierbaren Übertragungsfehlers muss das gesamte Paket
neu übertragen werden. Dieses verringert ebenfalls die Nutzdatenrate.
Über statistische Berechnung ist in weiteren Arbeiten herauszufinden, welche Paket-
größe bei der jeweiligen Kanalcharakterisierung zu größtem Datendurchsatz führt. Die
Paketgröße kann auch während der Übertragung angepasst werden, in dem zum Bei-
spiel die Bodenstation ein entsprechendes Kommando an den Satelliten sendet. Die
Schätzung der optimalen Paketgröße geschieht in diesem Fall in Echtzeit durch die
Software der Bodenstation, unter anderem abhängig von der aktuell gemessenen Feh-
lerrate des Kanals.
Abbildung 5.1: Schematische Darstellung eines Pakets
In Abbildung 5.1 ist der Aufbau eines Paketes schematisch dargestellt. Es gliedert
sich in die Teile Präambel und Daten. Die Präambel ist aus sieben Untergruppen
zusammengesetzt, die nun der Reihe nach beschrieben werden. Alle Teile der Prä-
ambel werden mit 2-Audio-Frequency-Shift-Keying (2-AFSK) moduliert. Nach der
Präambel folgen die Daten gemäß der angezeigten Modulations- und Kodierungs-
form.
1. PN: Zu Beginn des Paketes wird zur Synchronisation die Pseudonoise-Folge
von 63 Bit Länge ausgesendet. Dies ermöglicht der Software in der Bodenstation
eine robuste Erkennung, dass der Satellit angefangen hat zu senden. Darüber
hinaus kann die Software sich auf die exakte Taktfrequenz des Mikrocontrollers
im Satelliten einstellen. Durch Temperaturschwankungen kann sich diese gering-
fügig ändern. Eine genau Kenntnis dieser Frequenz ist wichtig, um später die
einzelnen Symbole korrekt separieren zu können. Die Software wird dies wie in
Abschnitt 4.2 beschrieben mit einer laufenden Korrelation über die eingehen-
den Sample-Werte tun. Eine digitale PLL kann nach erfolgreicher Detektion der
Pseudonoise-Folge sich auf die in ihr enthaltenen Frequenzen einschwingen.
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2. Sender-ID: Um den Anforderungen des Gesetzes über den Amateurfunk [8] ge-
recht zu werden, muss die Aussendung eine eindeutige Kennzeichnung der Sende-
station enthalten. Diese ist - wie jede Amateurfunkaussendung - in einer offenen
Sprache zu senden. Durch die Veröffentlichung dieser Arbeit gilt die von mir hier
vorgestellte Kodierung als offene Sprache. Die Kennzeichung (Rufzeichen) be-
steht aus einer sechsstelligen alphanumerischen Kombination. Die Verwendung
des verbreiteten ASCII-Codes mit 8 Bit pro Zeichen ist eine Verschwendung,
denn es werden zur Unterscheidung von 26 Buchstaben und 10 Ziffern nur 6 Bit
benötigt. Den Symbolen 0 bis 9 werden die 10 Ziffern entsprechend zugeordnet.
Symbol 10 ist mit dem Buchstaben A besetzt. Es folgen die weiteren Buchsta-
ben bis zum Symbol 35. Die verbleibenden Symbole 36 bis 63 sind bisher nicht
definiert und bleiben für zukünftige Erweiterungen frei. Bei sechs Symbolen zu je
sechs Bit ergeben sich ein gesamtes Datenvolumen von 36 Bit für das Rufzeichen.
3. Laufende Nummer: Zur Unterscheidung der Pakete werden diese während ih-
rer Erstellung im Satelliten fortlaufend nummeriert. Mit einer Größe von 16 Bit
können 65536 Pakete unterschieden werden. Die große Zahl ermöglicht eine Re-
ferenzierung auf Pakete über mehrere Überflüge hinweg und bietet ausreichend
Reserve für zukünftige Erweiterungen.
4. Modulationsidentifizierung: Wie in Kapitel 4 vorgestellt, können verschie-
dene Modulationsschemata verwendet werden. Damit der passende Algorithmus
zur Demodulation verwendet werden kann, ist eine Kennzeichnung notwendig.
Die Breite von 5 Bit ermöglicht die Unterscheidung von 32 verschiedenen Mo-
dulationsschemata. Dies stellt auch für zukünftige Erweiterungen eine genügend
große Reserve dar.
5. Anzahl Symbole: Um zu erkennen, ob das Paket vollständig empfangen wurde,
ist es wichtig, dass die Software in der Bodenstation die Anzahl der im Paket
enthaltenen Symbole kennt. Diese wird mit 16 Bit codiert, was eine genügend
große Reserve bedeutet.
6. Codierungsidentifizierung: Wie später in diesem Kapitel beschrieben wird,
sind mehrere Ausprägungen der Kanalcodierung vorgesehen. Diese müssen ein-
deutig gekennzeichnet werden, damit der Kanaldecoder den adäquaten Algo-
rithmus auswählen kann. Zur Unterscheidung des Codierungsverfahrens sind die
höchstwertigen 4 Bit dieses Feldes vorgesehen. Es folgen 114 Bits, mit denen die
Parameter des Codierungsverfahres beschrieben werden können. Dies sind zum
Beispiel die Anzahl der Schieberegister im Kanalcodierer oder das Generator-
Polynom in codierter Form. Die Einteilung des Wertbereiches geschieht abge-
stimmt auf das gewählte Codierungsverfahren.
7. BCH-Redundanz: Die Daten der Präambel ausschließlich der Pseudonoise-
Folge werden von einem BCH-Code gegen Fehler geschützt. Die Summe der zu
schützenden Daten ist 191 Bit. Nach der berühmten Tabelle für BCH-Codes [21]
können mit einem BCH(255,191,17)-Code die 191 Bit mit 255 codierten Bits bei
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einer minimalen Hamming-Distanz von 17 codiert werden. Die große Hamming-
Distanz verbunden mit der robusten 2-AFSK-Modulation ermöglicht einen zu-
verlässigen Empfang der Präambel auch bei schlechtem SNR des Kanals.
5.2 Kanalcodierung
Der Kanalcodierung für die Datenübertragung kommt bei der Auslegung des Kom-
munikationssystems eine besondere Bedeutung zu. Mit ihrer Hilfe ist es möglich, auf
einem fehlerproduzierenden Kanal Daten fehlerfrei zu übertragen. Durch die Wahl der
Parameter und des Algorithmus können Datenrate und Aufwand gegen die zu erwar-
tende Fehlerwahrscheinlichkeit eingetauscht werden. Die Bestimmung eines Optimums
benötigt eine genaue Charakterisierung des Kanals unter Verwendung der vorgestell-
ten Umstände und Modulationsarten. Dies ist nicht Teil dieser Arbeit. Das von mir
erarbeitete Konzept unterstützt alle Kanalcodierungen, da sie lediglich in der Software
des Mikrocontrollers programmiert werden müssen. Diese Programmierung kann sehr
flexibel geschehen, so dass im Betrieb des Satelliten die genauen Parameter durch die
Bodenstation geändert werden können. Dies ermöglicht eine Anpassung an die Kanalei-
genschaften und somit eine Optimierung des Datendurchsatzes. Im Folgenden werden
vier wichtige Methoden zur Kanalcodierung kurz vorgestellt. Die Informationen habe
ich [22] entnommen.
5.2.1 BCH-Codierung
BCH-Codes (Bose-Chaudhuri-Hocquenghem-Codes) sind zyklische fehlerkorrigierende
Codes. Die Bezeichnung ergibt sich aus den Anfangsbuchstaben der Entwickler: R. C.
Bose, D. K. Ray-Chaudhuri und A. Hocquenghem. BCH-Codes korrigieren mehrere 1-
Bit-Fehler in einem längeren Nutzer-Datenwort. Zur Codierung wird der in Abbildung
5.2 systematische Encoder verwendet. Das Generatorpolynom mit einer Struktur wie
in Gleichung 5.1 charakterisiert den Encoder.
g(x) = g0 + g1x+ g2x
2 + . . .+ gn−k−1xn−k−1 + gn−kxn−k (5.1)
Dabei nimmt der Encoder k Informationsbits entgegen und wandelt diese in n codierte
Bits um. Eine übliche Nomenklatur für BCH-Encoder ist BCH(n,k,dmin). Dabei gibt
dmin die minimale Hamming-Distanz des Codes an. In [21] sind mögliche Kombina-
tionen dieser Parameter sowie die dazu gehörenden Generator-Polynome nachzuschla-
gen. Abbildung 5.2 zeigt eine schematische Darstellung des Encoders. Zunächst ist
Schalter 1 geschlossen und Schalter 2 in der unteren Position. So werden die k Bits
mit dem Informationswort sowohl an den Ausgang, als auch in das Schieberegister
geleitet. Anschließend wird Schalter 1 geöffnet und Schalter 2 in die obere Position
gebracht. Nun werden n - k Schiebezyklen ausgeführt, die die Paritätsbits zum Code-
wort hinzufügen.
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Abbildung 5.2: Schematische Darstellung eines BCH Codieres (Quelle: [22])
5.2.2 Turbo-Faltungs-Codierung
Die Idee der Turbo-Codierung ist es, die Informationen zweifach zu codieren. Da-
zu wird der Datenstrom von einem Interleaver verwürfelt und das Resultat ebenfalls
kodiert. Der Interleaver sorgt für eine statistische Unabhängigkeit der beiden zu co-
dierenden Sequenzen. Die so erzeugten Paritäts-Informationen können punktiert (d.h.
teilweise unterdrückt) werden, bevor sie mit den ursprünglichen Informationsbits über
den Kanal übertragen werden. Die Dekodierung erfolgt iterativ für beide Wege - den
verwürfelten und den originalen. Jeder Decoder liefert dabei neben den wahrscheinlich
gesendeten Bits auch Informationen über die Wertigkeit der Bits des anderen Weges.
Wie bei einem Turbolader in einem Verbrennungsmotor wird somit das Resultat ei-
nes Prozesses als Eingang eines weiteren Prozesses verwendet. Dies geschieht in einem
geschlossenen Kreislauf mit zwei Decodern. Es existieren mehrere Algorithmen zur
Dekodierung, auf die hier aber nicht eingegangen werden soll. Abbildung 5.3 zeigt eine
schematische Darstellung.
Abbildung 5.3: Schematische Darstellung eines Turbo Codieres (Quelle: [22])
Als Komponenten-Codes können rekursive systematische Faltungscodes (RSC) ver-
wendet werden. Abbildung 5.4 zeigt einen solchen Codierer. Die mit D bezeichneten
Kästchen sind Schieberegister, die +-Operation ist eine Modulo-2-Addition. Diese Art
der Kanalcodierung führt bei großen Einflusslängen des Faltungscodierers und einer
ausreichend hohen Zahl von Iterationen bei der Dekodierung zu beträchtlichen Codie-
rungsgewinnen. Ein großer Nachteil ist die Erhöhung der Datenrate, die über den Ka-
nal übertragen werden muss. Da diese Rate durch die Kanaleigenschaften beschränkt
ist, verringert sich die Nutzdatenrate entsprechend.
48 5 Konzept für OSI Schicht 2
Abbildung 5.4: Schematische Darstellung eines Faltungscodieres (Quelle: [22])
5.2.3 Turbo-BCH-Codierung
Der Unterschied zur zuvor beschriebenen Codierungsvariante bei Turbo-BCH-Codes
ist die Verwendung von BCH-Codes anstelle von Faltungscodes als Komponentenco-
des. Der große Vorteil dieses Vorgehens ist die geringe Erhöhung der zu übertragende
Datenrate. Faltungscodes funktionieren bei einer Rate von ungefähr 0,5 am besten. Bei
Turbo-BCH-Codes kann diese Rate auf 0,7 bis 0,8 erhöht werden bei gleichen Codie-
rungsgewinnen. Auch hier sind selbstverständlich die Blocklänge der BCH-Codierer,
der Entwurf des Interleavers und die Anzahl der Iterationen bei der Dekodierung wich-
tige Parameter, die den Gewinn der Kanalcodierung beeinflussen. Abbildung 5.5 zeigt
den schematischen Aufbau des Turbo-BCH-Codieres. Es existieren auch hier verschie-
dene Algorithmen zur Dekodierung. Bezüglich ihrer Details wird auf die erwähnte
Literatur verwiesen.
Abbildung 5.5: Schematische Darstellung eines Turbo-BCH-Codieres (Quelle: [22])
5.2.4 Turbo-codierte Modulation
Eine Verbindung von Kanalcodierung und geschickter Verknüpfung von Modulations-
symbolen stellt die Turbo-codierte Modulation dar. Abbildung 5.6 zeigt die grund-
legende Idee dieser Vorgehensart für eine 16-wertige Modulation. Diese kann zum
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Beispiel die in Abschnitt 4.1.5 beschriebene 4-Amplituden-2-OAFSK sein. Der Sym-
bolraum wird in jeder Ebene so aufgeteilt, dass die verbleibenden Unterräume einen
möglichst großen Abstand voneinander besitzen. Jeder Entscheidung wird ein Bit des
Symbolwortes zugeordnet. Wie man sieht, wird der Abstand der Symbole mit jeder
Ebene größer. Dies bedeutet, dass zum Beispiel das Bit, welches in der Ebene 3 die
Entscheidung trifft, durch seine große Distanz weniger fehleranfällig ist, als das Bit
in der ersten Ebene. Somit kann sein Fehlerschutz auch geringer ausfallen. Den Ex-
tremfall stellt die Vorgehensweise dar, im hier gezeigten Beispiel nur die ersten 3 Bits
mit einer Kanalcodierung zu versehen und das Bit, welches Ebene 3 beschreibt, völlig
ungeschützt über den Kanal zu übertragen. Die Verknüpfung der Symbole mit den
Ausgangsbits des Kanalencoders muss in einer Weise geschehen, dass die möglichen
Sequenzen, die durch den Encoder festgelegt sind, zu Modulationsymbolen führen, die
größtmöglichen Abstand im Symbolraum besitzen.
Abbildung 5.6: Set Partitionierung (Quelle: [22])
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5.3 Übertragungs-Protokoll
Die Verbindung zum Satelliten ist in geregelter Weise durchzuführen. Dazu zählt vor
allem die Sicherstellung, dass nicht-korrigierbare Pakete erneut gesendet werden. Die
folgende Aufzählung zeigt den Algorithmus einer gesamten Kommunikation während
eines Überflugs.
1. Kurz vor dem Aufgehen des Satelliten über dem Horizont beginnt die Bodensta-
tion periodisch, ein Begrüßungspaket zu senden. Dieses besteht aus einer Folge
von DTMF-Tönen.
2. Der Satellit empfängt ständig und überprüft, ob die Begrüßungsmeldung detek-
tiert wurde. Wenn dies geschehen ist, sendet er ein spezielles Datenpaket. Dieses
verwendet die in Abschnitt 5.1 vorgestellte Struktur. Als Modulationsart wird
2-AFSK verwendet; die optimale Kanalcodierung für diesen Fall muss in weiteren
Arbeiten ermittelt werden. Zum Zeitpunkt des ersten Kontakts ist der Satellit
noch weit entfernt, so dass das SNR des Kanal noch niedrig ist. Mit steigender
Elevation wird sich dies aber verbessern. Die Begrüßungsantwort des Satelliten
enthält im Datenteil die aktuellen Haushaltsdaten und Einstellungen zur Paket-
länge, zur Modulationsart, zur Kanalkodierung sowie weitere Daten, die noch zu
spezifizieren sind.
3. Die Bodenstation synchronisiert ihre digitale PLL auf die Pseudonoise-Folge und
dekodiert die empfangenen Daten. Diese werden direkt dem Bodenstationsper-
sonal angezeigt, damit dieses sofort einen Eindruck vom Zustand des Satelliten
gewinnen kann. Außerdem wird das aktuelle SNR des Kanals anhand der Roh-
Bitfehlerrate des empfangenen Begrüßungspakets geschätzt. Mit dessen Hilfe und
weiteren Informationen wie dem zukünftigen Verlauf der Elevation über dem Ho-
rizont schätzt ein Automat, welche Kombination von Paketlänge, Modulationsart
und Kanalcodierung am wahrscheinlichsten zu großem Datendurchsatz führt.
4. Die Bodenstation entscheidet sich für ein Kommando, welches sie zum Satelliten
senden möchte. Dies kann auch automatisiert geschehen. Das Kommando wird
gemäß einer noch festzulegenden Tabelle in einen DTMF-Folge gewandelt. Es
wird mit einem einfach zu dekodierenden Block-Code gegen Fehler geschützt.
5. Wenn das Kommando nur eine Fernwirkung im Satelliten erzielen soll, so mel-
det der Mikrocontroller dem Bordrechner dies entsprechend. Abhängig von der
Antwort über den Erfolg der Ausführung sendet der Satellit daraufhin ein dem
Begrüßungspaket ähnliches Paket, welches die Auswertung über den Erfolg des
Kommandos im Datenteil enthält. Die genaue Festlegung dieser Antwort ist Teil
weiterer Arbeiten.
6. Möchte die Bodenstation Nutzdaten anfordern, so sendet sie eine spezielle DTMF-
Folge zum Satelliten. Diese enthält die Spezifikation der gewünschten Daten. Dies
beinhaltet ebenfalls die Nummern der Pakete, die ggf. beim letzten Empfang als
nicht-korrigierbar gekennzeichnet wurden. Diese Anforderungen werden von der
Software der Bodenstation automatisch erzeugt und können vom Bedienpersonal
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aktiviert werden. Die Anforderung enthält ebenfalls Kommandos, die die vom
Satelliten zu verwendende Paketlänge, Modulationsart und Kanalcodierung vor-
schreiben. Die Kommandos zur Umschaltung können differentiell übermittelt
werden. Dadurch müssen sie nicht zum Satelliten gesendet werden, wenn sie sich
nicht ändern sollen.
7. Der Satellit wertet das Kommando aus. Entsprechend den Einstellungen zur
Paketlänge, Modulationsart und Kanalkodierung werden die Pakete im Satelliten
erstellt und ausgesendet.
8. Die Software der Bodenstation empfängt die Daten, führt die Kanaldekodie-
rung aus und verwertet die Nutzdaten in geeigneter Weise. Zum Beispiel kön-
nen sie in einer Datei abgespeichert werden. Liefert die Kanaldekodierung nicht-
korrigierbare Fehler, so wird die Paketnummer in eine Liste eingereiht. Für diese
Pakete werden automatisch Kommandos zur erneuten Anforderung erstellt und
zwischengespeichert. Außerdem schätzt der Automat erneut wie in Punkt 3 die
optimalen Parameter für die folgenden Sendungen.
9. Wenn alle angeforderten Pakete gesendet wurden, wartet der Satellit auf wei-
tere Kommandos. Diese können sich sowohl auf Fernwirkungen wie in Punkt 4
beschrieben als auch auf weitere Anforderungen von Nutzdaten gemäß Punkt 6
beziehen.
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Der Digitalteil des Prototypen ist für eine Versorgungsspannung von 3,3 Volt ausge-
legt. Zentraler Bestandteil ist der Mikrocontroller ATXMEGA265A3 der Firma Atmel
[23]. Dieser 8 Bit-Controller hat unter anderem 256 kB Flashspeicher, 16 kB RAM,
4 kB EEPROM-Speicher sowie eine Vielzahl von Schnittstellen. Die hohe Speicher-
größe des Flashspeichers ermöglicht eine ungezwungene Programmentwicklung, wie
sie in heutigen Tagen möglich ist. Der RAM ist mit 16 kB der größte seiner Klas-
se. Dies ist im Hinblick auf schnellen Transfer von großen Datenmengen durch das
Kommunikationsmodul notwendig. Es können wenige Sekunden der Sendedaten im
COM-Modul gepuffert werden. Eine Anforderung an den Bordcomputer ist daher die
Bereitstellung der Daten mit geringer Latenzzeit. Näheres dazu in Abschnitt 6.5.5.
Abbildung 6.1 zeigt den Hauptteil des Schaltplan für den Kommunikationscontrol-
ler. Klar zu erkennen ist oben links als IC1 der Mikrocontroller. Er wird mit einem
internen Oszillator bei 32 MHz betrieben. An ihn sind die weiteren Module angeschlos-
sen:
• Die Stromversorgung von 3,3 Volt, welche mit Stützkondensatoren C27 bis C31
und C34 versehen ist,
• die Programmierleitungen als I2C-Bus und ein Aktivierungssignal für den VCXO
an P7,
• der I2C-Bus zu allen Submodulen des Satelliten P12,
• die UART-Verbindung zum Bordcomputer P8,
• die Steuerleitungen für den Endverstärker P3,
• die Messleitungen für den Messkoppler des Stehwellenverhältnisses P2,
• der Programmierstecker für die In-Circuit-Programmierung des Controllers P1,
• der interne Temperatur-Sensor, der in der Nähe des Endverstärkers angebracht
sein wird IC2,
• der Platzhalter für das Untermodul eines USB-Seriell-Wandlers, der während der
Entwicklung eine Datenkommunikation mit einem PC erlaubt USB,
• der Platzhalter für das Untermodul der Modulationserzeugung Modulation und
• der Anschluss für noch nicht definierte Zusatzanwendungen P11.
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Abbildung 6.1: Hauptschaltbild des Digitalteils
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Beim modularen Aufbau des Prototypen werden über diese Stiftleisten mit der Be-
zeichnung P?? die Module verbunden. In der endgültigen Form sind alle diese Einhei-
ten auf einer Platine vereint und die Steckverbinder werden entfallen.
Abbildung 6.2 zeigt den Teil des Schaltplans, der sich mit dem USB-Seriell-Wandler
beschäftigt. Der verwendete Mikrocontroller ist über seine JTAG-Schnittstelle zwar
dazu in der Lage, ein OnChip-Debugging zu ermöglichen; dies ist aber nur in Ver-
bindung mit dem passenden Programmieradapter der Firma ATMEL möglich und
scheidet daher aus. In der Phase der Software-Entwicklung ist es zum Testen und De-
buggen sehr hilfreich, wenn der Controller an einen angeschlossenen PC Daten senden
kann. Durch die Interpretation dieser Daten können Rückschlüsse auf das Verhalten
des Programms gezogen und Fehler lokalisiert werden. Der Controller besitzt zwar ei-
ne Vielzahl UART-Schnittstellen, dennoch ist die Verbindung eines Gerätes mit einem
PC über eine COM-Schnittstelle sowohl altmodisch als auch in der Art schwierig, weil
viele heutige Computer gar keinen RS232-Port besitzen. Daher wird der USB-Seriell-
Wandler FT232R von FTDI [24] verwendet. Der USB-Anschluss ermöglicht auch in
der Integrationsphase des Satelliten eine einfache Diagnosemöglichkeit. Wie man im
Schaltplan in Abbildung 6.2 sieht, ist die äußere Beschaltung des ICs sehr spärlich. Es
werden lediglich vier Kondensatoren C15 bis C18 sowie ein Spannungsteiler für den
Resetanschluss R16, R17 benötigt. Wird der Chip über ein USB-Kabel mit einem mo-
dernen PC verbunden, so erstellt der Treiber einen virtuellen COM-Port, dessen phy-
sikalischer Aus- und Eingang die Pins 1 und 5 sind. Hier ist eine UART-Schnittstelle
des Mikrocontrollers angeschlossen.
Abbildung 6.2: Seriell-USB-Wandler zur einfachen Kommunikation mit PCs
Abbildung 6.3 zeigt die Oberseite der Platine des Prototypen. Gut zu erkennen ist der
Mikrocontroller als flächenmäßig größtest Bauteil. Links unter ihm ist der USB-Seriell-
Wandler. Die USB-Buchse ist auf der Rückseite montiert. Rechts unten sind die beiden
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Tiefpassfilter und ihre Beschaltung angeordnet. Der DAC und der Temperatursensor
befinden sich rechts neben dem Controller.
Abbildung 6.3: Foto des Digitalteils
6.1 Theorie zur Digital-Analog-Wandlung
Die in Kapitel 4 vorgestellten Signalformen liegen zunächst in digitaler Form vor.
Abschnitt 6.5 wird sich damit befassen, wie die zuvor mit MATLAB entwickelten Pro-
gramme auf die Hardware des Mikrocontrollers umgesetzt werden können. Zunächst
wird davon ausgegangen, dass die Werte der Samples bereits berechnet vorliegen. Nun
müssen diese Werte in analoge Spannungspegel umgesetzt werden.
6.2 Ideale Ausgabe
Die Samples seien als eine Folge von diskreten C Gewichten Ac gegeben. δ(n) sei die
Dirac-Distribution. Die mathematische Darstellung des Signals in digitaler Form im
Zeitbereich ist
s(n) =
C∑
i=1
Ai · δ(i) (6.1)
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Weiterhin sei fs = 1Ts die Sample-Frequenz. Für diese gilt die Nyquist-Bedingung:
fs = 2fg (6.2)
fs ist also zunächst doppelt so hoch wie die Grenzfrequenz fg des auszugebenden
Signals. Für die ideale zeitkontinuierliche Ausgabe gilt
s(t) =
(
C∑
i=1
Ai · δ(t− iTs)
)
∗ hTPideal(t) (6.3)
hTPideal ist dabei die Impulsantwort eines Tiefpasses mit der Grenzfrequenz fg. In der
zeitdiskreten Representation erscheint das Original-Spektrum unendlichfach kopiert
auf der Frequenzachse. Der Anti-Alias-Tiefpass hTPideal filtert das Basisband um f = 0
heraus. Der Tiefpass muss dazu eine unendlich große Flankensteilheit besitzen. Die
Fourier-Transformierte seiner Übertragungsfunktion ist
HTPideal(f) = rect
(
f
2fg
)
(6.4)
Dieses Modell ist für theoretische Betrachtungen sicher hilfreich. Es stellen sich aber
in der praktischen Umsetzung mindestens zwei Probleme: Die Erzeugung von Dirac-
Impulsen und die Realisierung eines idealen zeitkontinulierlichen Tiefpasses.
6.3 Grenzen realer Wandler
Die Erzeugung von physikalischen Größen wie Spannungen in Form einer Dirac-Verteilung
ist unmöglich. Ein Dirac-Impuls hat ein unendlich ausgedehntes Spektrum, welches
nicht erzeugbar ist. Ebenfalls ist es nicht möglich, einen Impuls zeitlich unendlich
schmal zu erzeugen. Der Digital-Analog-Wandler (DAC) hat genau diese Funktion.
Aus einer Folge von Gewichten Ac soll dieser ein Signal erzeugen, welches Gleichung
6.3 möglichst ähnlich ist. Ein DAC hat in der Regel einen digitalen Eingang, über
den die Gewichte Ac übertragen werden. Über eine zeitliche Auslösung wird eine zu
diesem Wert proportionale Spannung ausgegeben. Dabei ist die Geschwindigkeit der
Änderung nach oben begrenzt. Diese Spannung liegt nun solange am Ausgang an, bis
ein weiterer Wert in den DAC geschrieben wird. Diese Zeit sei mit TADC bezeichnet.
Die Impulsantwort eines Wandlers dieser Art ist
hADC(t) = rect
(
t
TADC
+
1
2
)
= rect
(
t+ TADC
2
TADC
)
(6.5)
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Somit wird der Frequenzbereich des Basisbandes mit der Fourier-Transformierten von
hADC multipliziert.
HADC(f) = |TADC | si (TADCpif) · e−j2pif
(
−TADC
2
)
(6.6)
Dies stellt eine Verfälschung des ursprünglichen Signals dar. Die si -Funktion liefert nur
für das Argument 0 den Wert 1, alle anderen Werte sind kleiner 1. Die erste Nullstelle
liegt bei fNS = 1tADC . Daraus wird ersichtlich, dass mit kleiner werdendem TADC die
Frequenz der Nullstelle in Richtung hoher Frequenzen auswandert. Die si -Funktion
wird also auf der Frequenzachse gedehnt. Der im Bereich des Nutzsignales von −fg
bis +fg liegende Frequenzbereich wird daher weniger stark gewichtet. Eine Verkleine-
rung von TADC bedeutet aber auch eine steigende Frequenz FADC = 1TADC mit der die
Samples zunächst berechnet und auch vom DAC ausgegeben werden müssen. Hier sind
sowohl durch den Wandler selbst, als auch durch die Rechenleistung des Mikrocontrol-
lers nach oben Grenzen gesetzt. Eine Möglichkeit, die Gewichtung mit der si -Funktion
zumindest zu mildern, ist eine digitale Vorverzerrung mit einer Impulsantwort, die der
inversen Fourier-Transformation von 1−HADC entspricht. Dadurch wird der Einfluss
des Digital-Analog-Wandlers herausgekürzt. Dies wird in Verbindung mit dem Konzept
aus Kapitel 4 vorgenommen und in Abschnitt 6.5.3 aufgegriffen.
Abbildung 6.4: Digitale Basisbanderzeugung mit DA-Wandler und Anti-Alias-
Filterung
Abbildung 6.4 zeigt das Teil-Schaltbild des Digital-Analog-Wandlers und des Tief-
passfilters. Als IC4 aufgeführt ist ein MAX5138BGTE der Firma Maxim [25]. Dieser
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16-Bit DAC hat einen SPI-Bus zum Anschluss des Mikrocontrollers. Die Taktfrequenz
kann bis zu 30 MHz betragen. Die interne Referenzspannungsquelle von 2,44 Volt hat
eine Temperaturdrift von typisch 10 ppm/◦C. Dieser Wert liegt im Rahmen von ver-
fügbaren externen Referenzquellen, weshalb auf eine solche verzichtet wird. C12 dient
zur Stabilisierung der Referenzspannung. Des Weiteren sind die Versorgungsanschlüsse
für den Digital- und den Analogteil getrennt ausgeführt, um Einflüsse der digitalen
Datenübertragung auf das analoge Ausgangssignal zu minimieren. Der DAC ist mit
maximal 1,6 mA Stromverbrauch sparsam.
6.4 Grenzen realer Tiefpässe
Die Realisierung eines analogen Tiefpasses mit einer Übertragungsfunktion nach Glei-
chung 6.4 ist nicht möglich. Die drei größten Abweichungen sind eine Welligkeit und
Einfügedämpfung im Durchlassbereich, eine endliche Sperrdämpfung und ein Transiti-
onsbereich mit einer endlichen Ausdehnung. Bei den ersten beiden Punkten kann man
nur durch gute Bauteilauswahl einen Kompromiss zwischen Stromverbrauch, Kosten
und Güte des Filters bilden. Es bleibt immer eine Annäherung an ideale Parameter.
Beim letzten Punkt der endlich steilen Transition von Durchlass- zu Sperrbereich hin-
gegen kann man das Problem entschärfen. Beim hierzu verwendeten Oversampling be-
trägt die Sample-Frequenz ein Vielfaches der doppelten Grenzfrequenz des Nutzsignals.
Gleichung 6.2 wird durch den Oversampling-Faktor z erweitert:
fs = z · 2fg = 1
TDAC
mit z ≥ 1 (6.7)
Ein steigendes z bedeutet mehr Samples pro Periode und damit auch eine Verkür-
zung der Haltezeit TDAC des Digital-Analog-Wandlers. Durch eine Übererfüllung der
Nyquist-Bedingung ergeben sich Lücken zwischen den spektralen Kopien des digitali-
sierten Signals, in denen der spektrale Anteil identisch 0 ist. In diesem Bereich kann
die Transition des Tiefpasses zu liegen kommen, ohne dass Alias entsteht. Je höher
der Oversampling-Faktor z ist, um so geringer kann die Steilheit des Tiefpasses sein.
Natürlich erhöht sich dadurch aber auch die Datenmenge, die berechnet und zum
DAC übertragen werden muss. Der begrenzende Faktor ist hier die Taktfrequenz des
SPI-Bus. Da die Überragung seriell geschieht und pro Sample 3 Bytes umfasst, ist die
maximale Samplerate näherungsweise
Sampleratemax =
30 · 106
3 · 8 = 1, 25 · 10
6 (6.8)
Wie sich in Abschnitt 6.5.1 noch herausstellen wird, kann diese aber nicht voll ausge-
nutzt werden.
Zur Auswahl eines geeigneten Tiefpasses wurde das frei verfügbare Programm Fil-
terCAD der Firma Linear Technology [26] verwendet. Nach Definition von Parame-
tern des gewünschten Filters sucht dieses Programm aus den von Linear Technology
hergestellten ICs jene heraus, die das Problem am Besten lösen. Es wird auch ein
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Schaltungsvorschlag angezeigt. Es gibt prinzipiell zwei Arten analoge Tiefpassfilter zu
realisieren: Ein RC-Tiefpass, bei dem eine Kombination aus Widerständen und Kon-
densatoren die Übertragungsfunktion bestimmt und ein Switched-Capacitor-Tiefpass,
bei dem die Umschaltfrequenz zwischen Kondensatoren die Grenzfrequenz bestimmt.
In der vorgestellten Version des Prototyps wurde untersucht, welche Variante besser
geeignet ist. Die Tiefpässe sind über Jumper auswählbar.
6.4.1 RC-Tiefpass
In Abbildung 6.4 ist oben rechts ein aktiver RC-Tiefpass vierter Ordnung zu se-
hen IC3. Die Werte der Widerstände R2 bis R7 sind nach einer Berechnungsvor-
schrift aus dem Datenblatt [27] für eine Grenzfrequenz von fCutoff = 8kHz ge-
wählt.
R = 10 kΩ
(
256 kHz
fCutoff
)
(6.9)
Mit dieser Gleichung ergibt sich ein Wert von 320 kΩ für die Widerstände. Dieser
Wert ist aber nicht Bestandteil der Widerstandsreihen, welche von üblichen Distri-
tutoren erhältlich sind. Daher wird der verfügbare Wert R = 316 kΩ gewählt, der zu
fCutoff = 8,101 kHz führt. Diese Abweichung ist zu tolerieren.
Wie aus dem Blockschaltbild 6.5 ersichtlich ist, sind die Kondensatoren bereits im
IC enthalten. Da der Satellit nicht dauernd senden wird, kann an Pin 9 der Filter
in einen Standby-Modus versetzt werden, um Energie zu sparen. Im aktiven Modus
verbraucht das Filter ungefähr 10 mA, im Standby-Betrieb hingegen nur maximal
20 µA.
Abbildung 6.5: Blockschaltbild des LTC1563 von Linear Technology (Quelle: [27])
Abbildung 6.6 zeigt einen Ausschnitt aus dem Datenblatt des LTC1563. Aus der Ord-
nung 4 des Filters ergibt sich ein Abfall von 80 dB pro Dekade. Es zeigt aber auch, dass
durch den hohen Oversamplingfaktor zum Erreichen der 80 dB Alias-Unterdrückung
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die Datenmenge stark ansteigt. Es wird im Folgenden als zweiter Typ ein Switch-
Capacitor-Tiefpass vorgestellt und mit dem hier beschriebenen RC-Tiefpass vergli-
chen.
(a) Sperrbereich (b) Durchlassbereich
Abbildung 6.6: Frequenzgang des RC-Tiefpass (Quelle: [27])
6.4.2 Switched Capacitor-Tiefpass
Der LTC1569-6 von Linear Technology ist ein linearphasiges Tiefpass-Filter 10ter Ord-
nung mit hoher Gleichspannungsgenauigkeit. Es ist im Schaltplan in Abbildung 6.6
als IC5 aufgeführt. Es ist mit 5 mA Stromaufnahme im aktiven Modus sparsamer
als der RC-Tiefpass. Das IC kann mit nur einer Versorgungsspannung von 3,3 Volt
betrieben werden. Die Ein- und Ausgänge sind in diesem Fall unsymmetrisch. Da der
DAC keinen differientiellen Ausgang besitzt, wird hier diese Betriebsart gewählt. Zur
Erzeugung des Taktes für die Umladung der internen Kondensatoren bietet das IC
zwei Möglichkeiten: Einen interner Generator und eine externe Taktzuführung. Mit
dem Generator ist die Grenzfrequenz über einen einzigen Widerstand einstellbar. Im
Schaltplan sind dazu R12 und R8 in Serie geschaltet, um durch Addition der Wi-
derstandswerte auch nicht in den genormten Reihen enthaltene Werte realisieren zu
können. Durch die Beschaltung von Pin 5 lassen sich nach Abbildung 6.7 zusätzliche
Teiler von 1, 4 oder 16 einstellen. Dieser Pin ist auch der Eingang eines externen Takt-
signals. Im Schaltplan ist dazu die Lötbrücke R15 vorgesehen, die im Bedarfsfall auf
einen speziellen Ausgang des Mikrocontrollers geschaltet werden kann. Dieser Ausgang
kann so programmiert werden, dass er ein Taktsignal erzeugt. Da die Grenzfrequenz
von der Frequenz des Taktes abhängt, kann diese somit durch Software im Betrieb
verändert werden, sollte dies in Zukunft nötig sein. Das IC hat von Hause aus kei-
nen Anschluss, um es in einen inaktiven Modus zu versetzen. Daher wurde Q1 als
PNP-Transistor in die Versorgungsspannungsleitung geschaltet. Dieser kann über den
Mikrocontroller gesteuert werden und somit das IC abschalten, wenn es nicht benötigt
wird.
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Abbildung 6.7: Takterzeugung beim LTC1569-6 von Linear Technology (Quelle: [28])
Im Vergleich der beiden Filtertypen kann ich das Switched-Capacitor-Filter für zukün-
fige Entwicklungen empfehlen. Seine Vorteile gegenüber dem RC-Filter sind
• der Stromverbrauch, der externer Beschaltungsaufwand und der Platzbedarf sind
geringer
• nur ein Bauteil bestimmt die Grenzfrequenz, es ist kein gutes Matching zwischen
6 Widerständen notwendig
• Falls nötig, kann die Grenzfrequenz vom Mikrocontroller während des Betriebs
verändert werden
• Die Ordnung von 10 bedeutet eine große Steilflankigkeit, welche eine geringe
Oversamplingrate bei gleicher Signalqualität ermöglicht
Die Gründe für den Test des RC-Filters waren Bedenken, dass das Switched-Capacitor-
Filter auf Grund seiner Arbeitsweise auch ein abtastendes Filter ist. Die dabei eventuell
entstehenden Alias-Frequenzen könnten schädliche Auswirkungen auf die Signalqualität
haben. Messungen haben aber gezeigt, dass dies nicht der Fall ist.
Abbildung 6.8 zeigt das Layout der Basisband-Erzeugung.
6.5 Programmiertechnische Umsetzung der
Basisbanderzeugung
Die Software für den Mikrocontroller ist in der Sprache C geschrieben. Als integrierte
Entwicklungsumgebung wurde AVR Studio der Firma ATMEL verwendet. In Ver-
bindung mit dem Compiler WinAVR [29] ermöglicht diese Kombination eine kom-
fortable Lösung, um C-Code zu schreiben, zu kompilieren und über einen InCircuit-
Programmer direkt in den Speicher des Prototyps zu laden. Der Code ist modular
aufgebaut. Zum einen gibt es die Hardware-Treiber, die sich um die Konfiguration
des SPI-Bus zum Digital-Analog-Wandler, um die Kommunikation über USB und um
die Timer kümmern. Darauf setzen höhere Funktionen auf, welche die Funktionalität
implementieren.
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Abbildung 6.8: Digitalteil - Platinenlayout
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6.5.1 Sample Timing
Der Mikrocontroller ist zur Laufzeit mit vielen unterschiedlichen Aufgaben beschäftigt.
Auch wenn kein Betriebsystem verwendet wird, so ist durch Interrupt-Betrieb doch
ein gewisses Maß an Multitasking möglich. Gewisse Ereignisse erfordern eine sofortige
Reaktion des Programms, wie zum Beispiel die Kommunikation mit dem Bordcom-
puter. Andere Aufgaben wie die Temperaturmessung sind weniger zeitkritisch und
können daher problemlos unterbrochen werden. Eine der zeitkritischsten Aufgaben
ist im Sendefall das Erzeugen von Samples durch den DAC. Der Sampletakt muss
sehr präszise sein, damit die Signalformen wie gewünscht erzeugt werden. Phasenrau-
schen des Sample-Takts verschlechtert die Signalqualität und kann die Dekodierung
am Boden stark erschweren. Daher wird einer der Timer des Mikrocontrollers verwen-
det, um in regelmäßigen Abständen Interrupts zu erzeugen. Diesen Unterbrechungen
wird die höchste Priorität eingeräumt. So ist sichergestellt, dass die Samples in einem
zum Oszillator des Mikrocontrollers phasenstarren Takt erzeugt und ausgesendet wer-
den. Abbildung 6.9 zeigt ein Oszillogramm der Taktleitung des SPI-Bus zum Digital-
Analog-Wandler. Es sind klar die Datenblöcke von drei Byte Länge zu erkennen. Die
Zeit zwischen zwei Blöcken beträgt 4,2 µs entsprechend einer Frequenz von 238,1 kHz.
Der hieraus resultierende maximale Oversamplingfaktor ist 39,7. In diesem Fall ist der
Mikrocontroller aber ausschließlich mit der Ausgabe der Sample beschäftigt, was nicht
wünschenswert ist. Wie sich später zeigen wird, ist eine Rate von 10 bereits aussrei-
chend. Abbildung 6.9 zeigt dennoch, dass die Hardware die Anforderungen mit einem
Reservefaktor von 4 übertrifft.
Abbildung 6.9: Oszillogramm der Takleitung des SPI-Bus zum DAC bei maximaler
Ausgaberate
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6.5.2 Kodierung der Basisfunktionen
Eine besondere Aufmerksamkeit muss auch bei der Implementation der Sende-Routine
auf das im vorherigen Abschnitt beschriebene Sampletiming gelegt werden. Jedes Sym-
bol besteht aus 2 · z Samples. z ist die Oversamplingrate aus Abschnitt 6.4. Diese
Samples werden mit einem Programm in MATLAB erzeugt und in eine Header-Datei
geschrieben, die zum Mikrocontroller-Programm dazugelinkt wird. Zunächst sei von
z = 10 ausgegangen. Dies bedeutet, dass zum Erzeugen einer Frequenz von 6 kHz die
Samplerate 120000 beträgt. Der DAC hat eine Auflösung von 16 Bit, welche pro Sample
übertragen werden müssen. Zusätzlich gibt es vor jeder Übertragung ein Befehlsbyte,
welches dem DAC mitteilt, dass die folgenden 2 Bytes die Sample-Information ist. Pro
Sample sind also 3 Bytes zu übertragen, was einer Roh-Bitrate von 2, 88 · 106 Bit pro
Sekunde entspricht. Der Mikrocontroller kann den Takt des SPI-Buses maximal mit
der Hälfte seiner Taktfrequenz bereitstellen, was einer Frequenz FSPImax = 16 MHz
entspricht. Hinzu kommen Setup-and-Hold-Zeiten für die Chip-Select-Leitung, wel-
che den DAC erst aktivieren muss. Während der Übertragung der 3 Bytes über den
SPI-Bus muss der Mikrocontroller aktives Warten betreiben. Ein Versuch, dies durch
Interrupt-Betrieb des SPI-Submoduls zu umgehen, ist nicht gelungen. Da der Con-
troller während des Sendes auch andere Aufgaben wie die Kommunikation mit dem
Bordcomputer weiterhin übernehmen muss, ist nun eine programmiertechnische Lö-
sung zu finden, welche
1. ein frequenz- und phasenstarres Erzeugen der Samples erlaubt und
2. die nötigen Adress-Berechnungen zur Ausgabe eines neuen Symbols auf ein Mi-
nimum reduziert.
Dadurch ist der Mikrocontroller in der Lage, zwischen Ende und Anfang eines Symbols
weitere Aufgaben zu übernehmen.
Punkt 1 der oben genannten Anforderungen wird dadurch erfüllt, dass direkt nach
dem Einsprung in die Interrupt-Routine der Aussendevorgang für ein neues Symbol
aktiviert wird. Die Berechnung der Adressen, an der die Sample-Werte für dieses Sym-
bol im Speicher stehen, wurde bereits vorher durchgeführt. Nach der Aussendung wird
überprüft, ob das Symbol, das Byte oder die ganze Sendung bereits vorbei ist. Falls
ja, wird die Sendung beendet, sonst wird die nächste Adresse berechnet und bis zum
nächsten Timer-Interrupt zwischengespeichert. Durch dieses Vorgehen ist die Aus-
führungszeit vom Eintreffen des Interrupts bis zum Senden der Daten an den DAC
immer gleich, unabhängig von der Komplexität der Adressberechnung. Diese kann
durch die unterschiedlichen Fälle wie „Symbol komplett gesendet“, „Byte komplett ge-
sendet“ oder „Datentransfer abgeschlossen“ variable Ausführungszeiten in Anspruch
nehmen.
Der zweite Punkt ist wichtig, um die Prozessorbelastung während des Sendens auf
ein Minimum zu reduzieren. Die Zuordnung der Symbolnummer zu einer Kombi-
nation der Basisfunktionen aus Abschnitt 4.1 ist willkürlich. Es sind aber mindes-
tens drei verschiedene Modulationsarten vorgesehen, welche unterschiedlich viele Bits
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pro Symbol übertragen. Um für alle diese Fälle einen einfachen und wenig komple-
xen Algorithmus zu entwickeln, wird die Zuordnung nach folgendem Schema vollzo-
gen:
• Wird ein Bit pro Symbol übertragen, so wird dieses mit einer Bitmaske maskiert.
• Bei den höherwertigen Verfahren werden entsprechend zwei der vier Bits mas-
kiert.
• Diese Bits werden als Ordinalzahl interpretiert.
• Ein entsprechendes Verschieben der Maske um 1, 2 oder 4 Bits liefert jeweils die
Ordinalzahl des nächsten Symbols.
• Die Zuordnung der Symbolnummer zur Kombination der Basisfunktions-Amplituden
ist so gewählt, dass mit steigender Wertigkeit des Modulationsverfahrens bereits
festgelegte Kombinationen beibehalten werden.
Der beschriebene Algorithmus kann durch ein Baum-Diagramm verdeutlicht wer-
den, wie in Tabelle 6.1 gezeigt ist. Die Einträge in den Zellen der Tabelle bedeu-
ten
1. das Bitmuster, welches zum Symbol gehört,
2. die Amplituden der Basisfunktionen u1 und u2 nach Abschnitt 4.1,
3. die Symbolnummer, welche mit der Ordinalzahl aus dem Algorithmus für die
Adresssberechnung übereinstimmt.
Die Zeile mit der Bezeichnung 3A2OAFSK ist hier nur zur Darstellung der Entwick-
lung aufgeführt, wird aber auf Grund der Tatsache, dass die Anzahl 3 Bits pro Symbol
eine ungerade Anzahl ist, nicht benutzt.
Die Sample-Werte inklusive des Befehlsbytes für den DAC werden in einem 3 · z = 60 Byte
umfassenden Array gespeichert. Gemäß der oben beschriebenen Reihenfolge liegen die
Blöcke für die Symbole hintereinander im Speicher. Die Adresse eines als nächstes
auszusendenden 3-Byte-Blocks ergibt sich also durch
nextTXData = Anfangsadresse des 0. Symbols (6.10)
+ Nummer des nächsten Samples
+ Symbolnummer · (3 · Anzahl Bytes pro Symbol)
Diese Berechnung besteht aus 3 Additionen, einer Ganzzahl-Multiplikation und ist
somit wenig rechenintensiv.
Zu den Bedeutungen der Amplitudenwerte ist noch Folgendes zu sagen: In der Modu-
lationsart 2AFSK wird nach Abschnitt 4.1.2 nur eine der Basisfunktionen gleichzeitig
ausgesendet. Daher sind die Gewichtungsfaktoren 0 bzw. 1 entsprechend den in der
Tabelle angegebenen Werten 0 bzw. 3. Bei den höherwertigen Modulationsarten tei-
len sich die Zwischenwerte 1 und 2 auf 1/3 und 2/3 auf. Zu beachten ist allerdings,
dass nach Gleichung 4.13 die Summe der gewichteten Basisfunktionen mit dem Faktor
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1/
√
M normiert wird. Um nicht diesen Faktor bei jedem Sample auf dem Mikrocon-
troller berücksichtigen zu müssen, sind für AFSK eigene Datenblöcke abgespeichert.
Eine Zustandsvariable sorgt für die Unterscheidung. Als klassisches Beispiel sei hier
die Aussendung der Präambel erwähnt. Diese geschieht nach Abschnitt 4.2 in 2AFSK,
während die Daten in einer anderen Modulationsart ausgestrahlt werden. Die Um-
schaltung zwischen diesen zwei Sende-Modi erfolgt ebenfalls automatisch mit einem
Zustandsautomaten. Zum Senden muss also nur der Transfer einmal angestoßen wer-
den, danach läuft er von selbst ab.
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Im Speicher sind die Sample-Werte nach dieser Zuordnung wie in Tabelle 6.2 darge-
stellt angeordnet.
Offset Symbolnummer Amplitude u1 Amplitude u2
0 0 3 0
60 1 0 3
120 2 3 3
180 3 0 0
240 4 3 1
300 5 1 0
360 6 1 3
420 7 0 1
480 8 1 2
540 9 2 3
600 10 2 1
660 11 0 2
720 12 2 0
780 13 3 2
840 14 2 2
900 15 1 1
Tabelle 6.2: Speicherbelegung der Sample-Blöcke
6.5.3 Digitale Vorverzerrung
Innerhalb der Übertragungsstrecke ist das Basisbandsignal mehrfacher Veränderung
durch nicht-ideale Übertragungsfunktionen unterworfen. Exemplarisch seien hier die
in Abschnitt 6.3 gezeigte Beeinflussung durch den DAC und der Frequenzgang der
Empfänger in der Bodenstation aus Abbildung 4.1 genannt. Um diesen Einfluss nähe-
rungsweise zu kompensieren, wurde das Sende- und das Empfangssignal bei Aussen-
dung der Präambel gleichzeitig mit einem Oszilloskop aufgezeichnet. Abbildung 6.10
zeigt in der oberen Hälfte das Sendesignal. Es ist klar die 2AFSK mit den Frequenzen
3 kHz und 6 kHz zu sehen. Im unteren Bereich ist das Empfangssignal aufgetragen.
Neben der Invertierung sind die unterschiedlichen Amplituden zu sehen, mit der die
beiden Frequenzen empfangen werden. Durch Ausmessen wurde der Proportionalitäts-
faktor bestimmt. Dieser beträgt
b =
V 2
V 1
=
372 mV
152 mV
≈ 2, 447 (6.11)
Dieser Faktor wird in bei Berechnung der Samplewerte berücksichtigt und damit das
Basisbandsignal vorverzerrt. Das Resultat ist ein Empfang beider Frequenzen mit der
selben Amplitude.
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Abbildung 6.10: Oszillogramm des Basisbandsignals vor dem Sender und hinter dem
Empfänger
6.5.4 Pufferspeicher
Der Mikrocontroller hat mit seinen 16 kByte RAM einen begrenzten Speicherplatz. Da
neben der Aussendung auch die Kanalcodierung realisiert werden muss, ist ein dyna-
mischer Datentransfer vom Bordcomputer zum Kommunikationssubmodul notwendig.
Die entsprechenden Puffer werden als Ringpuffer ausgeführt. Ein Treiber sorgt für die
notwendigen Funktionen, die den Füllstand angeben und Daten einspeichern oder aus-
lesen. Der verwendete Mikrocontroller ist mit einer DMA-Einheit ausgestattet. Diese
ermöglicht einen zuvor programmierten Datentransfer zwischen Peripherie-Einheiten
und dem RAM, ohne dass die CPU dafür benutzt werden muss. Somit können zum
Beispiel die vom Bordrechner ankommenden Daten direkt in einen Puffer geschrieben
werden.
6.5.5 Kommunikation mit dem Bordrechner
Die Kommunikation mit dem Bordrechner ist die wichtigste Datenverbindung des
Kommunikationsuntermoduls. Über diesen Bus werden sowohl die aufbereiteten Daten
für den Downlink als auch die Telekommandos vom Uplink übertragen. Im Falle der
Neuprogrammierung eines Mikrocontrollers im Orbit muss über diesen Bus auch die
Firmware gesendet werden. Hier sind besondere Sicherheitsmechanismen einzubauen,
die sicherstellen, dass die neue Software fehlerfrei übertragen wurde. Der Bus wird als
UART ausgeführt sein. Dies ermöglicht den geringsten Protokollaufwand, da es sich
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um eine direkte und exklusive Verbindung handelt. Neben den Datenleitungen wird es
eine Signalisierungsleitung in beide Richtungen geben. Hiermit wird die Empfangsbe-
reitschaft angezeigt. Dies ermöglicht eine einfache Flusskontrolle und verhindert, dass
die im vorherigen Abschnitt genannten Puffer überlaufen. Über ein noch zu definieren-
des Protokoll wird zwischen Steuerbefehlen und Daten unterschieden. Möglich ist hier
die Vereinbarung eines Zeichens, welches Kommandos kennzeichnet. Dieses Zeichen
darf in den normalen Daten nicht vorkommen, sondern muss durch andere Kombina-
tionen ersetzt werden. Eine weitere Möglichkeit wäre die Verwendung des I2C-Bus für
die Signalisierung. In Verbindung mit dem Entwicklungsteam des Bordrechners sind
diese Details noch zu bestimmen.
6.5.6 Kommunikation mit dem Temperatursensor
Der Endverstärker soll mit einem eigenen Temperatursensor überwacht werden. Dieser
Sensor vom Typ TMP 123 der Firma Texas Instruments [30] ist als IC2 in Abbildung
6.1 eingefügt. Über eine direkte SPI-Verbindung ist er mit dem Mikrocontroller ver-
bunden. In regelmäßigen Intervallen wird der Sensor abgefragt und die Temperatur mit
der Zustandsbake nach Abschnitt 4.1.6 ausgesendet. Außerdem ist der Wert durch den
Bordrechner auslesbar. Dadurch kann der Endverstärker als Heizung benutzt werden,
sollte dies für den Thermalhaushalt nötig sein. Eine abschaltbare Automatik wird
ebenfalls die Temperatur überwachen und so eine thermische Zerstörung des Verstär-
kers verhindern, sollte er sich einmal zu sehr aufheizen.
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7 Prototyp Hochfrequenzteil
7.1 Frequenzerzeugung und Frequenzmodulation
Die Sendefrequenz wird mit einem spannungsgesteuerten Quarz-Oszillator (VCXO)
erzeugt. Die Firma Silicon Labs vertreibt unter der Bezeichnung Si571 ein IC, dessen
Blockschaltbild in Abbildung 7.1 gezeigt ist. Es enthält einen Quarzoszillator, der als
Referenz für eine DSPLL arbeitet. Diese PLL kann über einen I2C-Bus programmiert
werden. Damit ist die Einstellung einer Frequenz zwischen 10 MHz und 1400 MHz
möglich. Ein Output-Enable-Pin kann dazu verwendet werden, den Oszillator abzu-
schalten, wenn nicht gesendet werden soll. Dies reduziert den Strombedarf von 120 mA
auf 60 mA. Die Versorgungsspannung passt mit 3,3 Volt in das bisherige Konzept. Die
Temperaturstabilität ist laut Datenblatt [31] besser als 20 ppm. Dies entspricht bei
437,5 MHz einer maximalen Drift von 8,75 kHz über einem Temperaturbereich von
-40◦C bis +85◦C. Diese Schwankungen werden aber mit Hilfe des Thermalkontroll-
system von COMPASS-2 nicht erreicht, so dass die tatsächliche Abweichung kleiner
ausfallen wird. Weiterhin ist es mögich, durch den in Abschnitt 6.5.6 beschriebenen
Temperatursensor die Temperaturdrift durch leichte Änderung der programmierten
Frequenz zu kompensieren. Nach einer Voralterung kann in einer Klimakammer die
Abweichung von der Soll-Frequenz in Abhängigkeit von der Temperatur ermittelt wer-
den und in einer Tabelle im Mikrocontroller an Bord von COMPASS-2 gespeichert
werden.
Abbildung 7.1: Blockschaltbild des VCXO Si571 (Quelle: [31])
Der Si571 hat als Besonderheit neben dem I2C-Bus eine weitere Möglichkeit, die Aus-
gangsfrequenz zu beeinflussen. Über den mit Vc bezeichneten Eingang kann über
einen analogen Spannungswert die Frequenz in beide Richtungen variiert werden.
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Beim hier vorgestellten Konzept wird dieser Umstand benutzt, um die Frequenz-
modulation direkt im Oszillator zu erzeugen. Der Ausgang der Basisbanderzeugung
wird nach einer Anpassung des Gleichspannungspegels mit diesem Eingang verbun-
den.
Um den Oszillator zu bewerten, wurde eine Test-Platine entworfen, deren Schaltplan
Abbildung 7.2 wiedergibt.
Abbildung 7.2: Schaltplan Frequenzerzeugung
Zum Zeitpunkt der Entwicklung war die Platine der digitalen Basisbanderzeugung
noch nicht fertig, so dass ein eigener Mikrocontroller vom Typ ATMEGA8-16 der Fir-
ma Atmel verwendet wurde. Dieser hat ausschließlich die Aufgabe, die Sendefrequenz
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in den Si571 zu programmieren. Über die Sub-D Buchse sind die Versorgungsspan-
nungen sowie alle niederfrequenten Signalleitungen herausgeführt. Die HF wird vom
differenziellen Ausgang über Platzhalter für eine Impedanzanpassung bestehend aus
R4 bis R6, C8 und C11 auf die Koppelkondensatoren C9 und C10 geführt. Es zeig-
te sich in Messungen, dass allein mit der Bestückung der Koppelkondensatoren ein
gleichspannungsfreies Ausgangssignal mit einem Pegel von 2 dBm an 50 Ω anliegt.
Das Anpassnetzwerk wurde daher bisher nicht betrachtet und dient zur späteren Op-
timierung. Ebenfalls zeigte sich kein Einfluss, wenn nur einer der Ausgänge beschaltet
war.
Abbildung 7.3 zeigt das Layout der Platine, Abbildung 7.4 ein Foto der Platine.
Abbildung 7.3: Platinenlayout Frequenzerzeugung
Abbildung 7.4: Foto Frequenzerzeugung
7.2 Vorverstärker
Der Ausgangspegel des Si571 ist für die direkte Speisung des Endverstärkers zu ge-
ring. Daher wird ein Vorverstärker eingesetzt, um den Pegel anzuheben. Es wurde
der MSA-0886 der Firma Agilent Technologies ausgewählt. Die im Datenblatt [32]
angegebenen S-Parameter beschreiben bei 400 MHz eine Verstärkung von 28,3 dBm,
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welche mehr als ausreichend ist. Der 1 dB-Kompressionspunkt ist mit 12,5 dBm an-
gegeben. Dieser Pegel ist ausreichend, um den Endverstärker zu treiben. Ein Nachteil
des MSA-0866 ist seine Versorgungsspannung von minimal 10 Volt. Es wurde trotz
umfangreicher Recherche kein MMIC gefunden, welcher auch bei 3,3 Volt die benö-
tigten Aufgaben erfüllen kann. Zum Betrieb im Satelliten ist also ein Hochsetzsteller
nötig, der die Spannung erzeugt. Dessen Entwicklung kann Teil weiterer Arbeiten sein.
Abbildung 7.5 zeigt den übersichtlichen Schaltplan des Vorverstärkers. An die SMA-
Buche P2 wird der Si571 angeschlossen. C1 bis C3 dienen in Verbindung mit L1 er
Gleichspannungsversorgung des Transistors. Ausgangsseitig sind vier Kondensatoren
vorgesehen, die für eine etwaige Optimierung der Anpassung verwendet werden kön-
nen. Wie in Abbildung 7.6(b) sichtbar ist, wurden diese bis auf den Koppelkondensator
durch einen Kurzschluss ersetzt.
Abbildung 7.5: Schaltplan Vorverstärker
(a) Platinenlayout (b) Foto
Abbildung 7.6: Prototyp des Vorverstärkers
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7.3 Endverstärker
Als Endverstärker wurde der RF5110G der Firma RF Micro Devices ausgewählt. Die-
ser Chip hat folgende technische Daten:
• Versorgungsspannung: 3,3 Volt bis 5,0 Volt
• Steuerbare Ausgangsleistung von maximal 32 dBm
• Maximale Stromaufnahme: 2,4 A
• Wirkungsgrad: 50,5 %
• Verstärkung: 32,5 dB
• Eingangsleistung für maximale Ausgangsleistung: 7 dBm
• Temperaturbereich -40◦C bis +85◦C
Abbildung 7.7: Interner Aufbau RF5110G (Quelle: [33])
Um den Schaltplan aus Abbildung 7.8 besser verstehen zu können, sei zunächst der
Fokus auf den internen Aufbau des Chips gelenkt. Abbildung 7.7 zeigt das dreistufige
Konzept der Schaltung. Über VCC1 und VCC2 wird die Betriebsspannung zugeführt.
Im Schaltplan sind diese Anschlüsse mit je einer Kondensatorbank gepuffert. Die mit
APC1 und APC2 bezeichneten Eingänge dienen der Steuerung der Ausgangsleistung.
Eine Spannung von ≤ 0,5 Volt schaltet den Ausgang quasi ab. Im Bereich von 0,2 Volt
bis 2,6 Volt kann die Ausgangsleistung mit einem Dynamikbereich von 75 dB gesteuert
werden [33]. Auf der Platine des Prototypen ist dieser Anschluss einzeln herausgeführt
und wird von einem Netzteil gespeist. Dieser kann mit einem der Digital-Analog-
Wandler im Mikrocontroller verbunden werden. In Abbildung 6.1 wird dieser als P3
aufgeführt.
78 7 Prototyp Hochfrequenzteil
Abbildung 7.8: Schaltplan Endverstärker
Bei einer Ausgangsleistung von 30 dBm = 1,0 Watt werden 1,55 Watt Wärme frei.
Diese muss vom Chip der Kantenlänge von 3 mm abgeführt und vom Satelliten auf-
genommen werden. Im Thermalhaushalt ist daher der Endverstärker ein wichtiger
Punkt. Eine Abführung der Wärme ist über das Masse-Pad auf der Unterseite in
Verbindung mit Durchkontaktierungen oder über einen von oben aufgebrachten Kühl-
körper möglich. Während des Testaufbaus ergaben sich unter Laborbedingungen keine
thermischen Probleme.
Eine besondere Aufmerksamkeit ist dem ausgangsseitigen Anpassnetzwerk zu widmen.
Der Hersteller gibt die optimale Lastimpedanz mit 1, 5 + j2, 5 Ω an. Diese muss auf
50 Ω transformiert werden. Mit dem gezeigten Anpassnetzwerk wird dies gewährleistet.
Diese Werte wurden durch Optimierung ermittelt. Es zeigte sich, dass der Serienwi-
derstand der Spule L2 von großer Bedeutung für eine hohe Ausgangsleistung ist. Diese
beträgt beim Prototypen 30 dBm.
(a) Platinenlayout (b) Foto
Abbildung 7.9: Prototyp des Endverstärkers
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7.4 Bandpassfilter
Wie alle realen Verstärker produzieren auch die zuvor vorgestellten ICs Oberwellen.
Das von der Sendeantenne abgestrahlte Signal soll diese möglichst gut unterdrücken.
Da resonante Antennen verwendet werden, sorgen diese durch ihre Frequenzselekti-
vität zusätzlich für eine Unterdrückung von Nebenaussendungen. Um am Ausgang
eine Oberwellenunterdrückung zu erzielen, muss zwischen Vor- und Endverstärker ein
Bandpassfilter geschaltet werden. Der Hersteller Neosid bietet für den Frequenzbereich
430 MHz drei verschiedene Filter an. Um diese zu bewerten, wurden kleine Platinen
entworfen, welche eine Kontaktierung der Filter über SMA-Buchsen zulassen. Diese
sind in Abbildung 7.10 zu sehen. Sie bestehen aus gekoppelten LC-Kreisen, die sich
über einen drehbaren Kern auf die gewünschte Frequenz abstimmen lassen. Mit einem
Netzwerkanalysator wurde die Einstellung so optimiert, dass sich bei 437,5 MHz ein
Minimum an Dämpfung ergab und die Steilflankigkeit maximal wurde. Anschließend
wurde die Durchlasskurve vermessen. Die Ergebnisse sind in Tabelle 7.1 dargestellt.
Die Bezeichnungen A, B und C beziehen sich auf die Kennzeichnung in Abbildung
7.10.
Frequenz A B C
- 40 MHz - 27 dB - 43 dB - 29 dB
- 30 MHz - 22 dB - 38 dB - 23 dB
- 20 MHz - 14 dB - 21 dB - 14 dB
- 10 MHz -4,2 dB - 12 dB -4,4 dB
- 5 MHz -1,2 dB -4,7 dB -2,3 dB
- 0 MHz -1,1 dB -2,2 dB -2,2 dB
+ 5 MHz -1,8 dB -4,6 dB -4,2 dB
+ 10 MHz -5,8 dB - 13 dB -8,8 dB
+ 20 MHz - 14 dB - 25 dB - 16 dB
+ 30 MHz - 21 dB - 35 dB - 22 dB
+ 40 MHz - 25 dB - 42 dB - 26 dB
+ 100 MHz - 38 dB - 68 dB - 36 dB
+ 200 MHz - 48 dB - 56 dB - 45 dB
+ 400 MHz - 53 dB - 51 dB - 54 dB
+ 600 MHz - 46 dB - 49 dB - 54 dB
+ 800 MHz - 33 dB - 45 dB - 48 dB
+1000 MHz -5,0 dB - 15 dB - 37 dB
Tabelle 7.1: Messungen der Durchlasskurve an verschiedenen Bandpassfiltern
Aus den Messwerten kann abgelesen werden, dass
• die Einfügedämpfung bei Filter B und C 1,1 dB um größer ist als bei Filter A,
• Filter A und C bei einem Frequenzversatz von 40 MHz 14 bis 16 dB schlechter
sind als Filter B,
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• Filter A und B in der Nähe der dreifachen Frequenz einen weiteren Durchlass-
bereich aufweisen; bei Filter A beträgt die Dämpfung nur 5 dB und
• die Bauhöhe der Filter A und B mit 1,5 mm mehr als doppelt so hoch ist als die
von Filter C.
Die Abwägung der Punkte liefert die Entscheidung für Filter C. Es besitzt im Vergleich
zu Filter B zwar eine geringe Steilheit, bietet aber bei gleicher Durchlassdämpfung bei
den kritischen Frequenzen der Oberwellen 875 MHz und insbesondere 1,3125 GHz eine
bedeutend bessere Sperrwirkung. Die geringe Bauhöhe ist zusätzlich ein Pluspunkt,
da dies die Integration in den Satelliten vereinfacht.
Abbildung 7.10: Untersuchte Bandpassfilter
7.5 Stehwellenmessung
Um Daten über den Sender während der Lebensdauer von COMPASS-2 zu erhalten,
ist die Verwendung eines Messkopplers in der Antennenzuleitung vorgesehen. Die-
ser Koppler soll dazu dienen, die hin- und rücklaufende Leistung zu messen. Dazu
wird ein Teil von ihr an zwei Stellen ausgekoppelt und einem Leistungsmesser zu-
geführt. Dadurch lassen sich sowohl das Stehwellenverhältnis als auch die absoluten
Leistungen bestimmen. Die Messung geschieht mit integrierten Schaltungen, welche
einen logarithmischen Detektor darstellen. Diese geben eine analoge Spannung aus,
die proportional zum Logarithmus der eingebrachten Leistung ist. Diese Spannung
wird mit zwei Analog-Digital-Wandler im Mikrocontroller digitalisiert und gemes-
sen.
7.5.1 Richtkoppler
Der Richtkoppler hat zwei Aufgaben. Er soll zum einen die vorlaufende von der rück-
laufenden Leistung trennen und zusätzlich nur einen Bruchteil dieser Leistung an ge-
trennten Toren abgeben. Mit der Simulationssoftware Advanced Design System 2009
wurde der Richtkoppler in Streifenleitungstechnik entwickelt und optimiert. Als Ba-
sismaterial dient FR4 mit einer Höhe von 1,5 mm. Der Hersteller gibt eine Permeabi-
lität  = 4,6 an. Der Verlustfaktor im Material soll bei der hier verwendeten Frequenz
tan(δ) = 0.015 betragen.
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Das Modell des Kopplers zeigt Abbildung 7.11. Die geraden Leitungen sowie die Winkel
sind mit der Funktion Design Guide auf einen Wellenwiderstand von 50 Ω optimiert.
In einer weiteren Optimierung wurden die Länge L, die Breite W der Leitungen und
ihr Abstand S des Kopplers so variiert, dass die in Tabelle 7.2 Ziele erfüllt wurden.
Die letzte Spalte zeigt die durch Simulation ermittelten Werte. Dabei representiert
die vorletzte Spalte Werte aus der analytischen Simulation, während die letzte Spalte
Werte aus einer Finite Elemente-Simulation darstellt.
Abbildung 7.11: Modell Richtkoppler
Zunächst wurde der Richtkoppler auf einer separaten Platine realisiert, welche mit
SMA-Buchsen angeschlossen wird. Abbildung 7.12 zeigt den Aufbau. Mit einem Netz-
werkanalysator wurde der Koppler bei der Frequenz 437,5 MHz vermessen und verifi-
ziert. Die Ergebnisse der Messung sind in Tabelle 7.3 dargestellt.
Die Tabelle zeigt die gute Symmetrie des Kopplers. Die im Institut für Hochfrequenz-
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Parameter Minimalwert Maximalwert Simulation Simulation FE
Eingangsanpassung S11 -100 dB -40 dB -40 dB -13 dB
Richtfaktor S41/S31 20 dB 50 dB 25 dB 11,5 dB
Kopplung S41 -40 dB -25 dB -25 dB -30 dB
Einfügedämpfung S21 -0,2 dB 0 dB -0,07 dB -0.29 dB
Länge L 10 mm 70 mm 11,755 mm 11,755 mm
Breite W 0,1 mm 8,0 mm 2,916 mm 2,916 mm
Abstand S 0,1 mm 10 mm 0,367 mm 0,367 mm
Tabelle 7.2: Ziele und ermittelte Werte der Optimierung für den Antennenkoppler
Abbildung 7.12: Verifikationsaufbau des Richtkopplers
Si1 Si2 Si3 Si4
S1j -30 dB -0,2 dB -45 dB -27 dB
S2j -0,2 dB -28 dB -27 dB -46 dB
S3j -45 dB -27 dB -31 dB -0,2 dB
S4j -27 dB -46 dB -0,2 dB -32 dB
Tabelle 7.3: Gemessene S-Parameter am Verifikationsaufbau des Richtkopplers
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technik verwendete Fertigungstechnik sowie das Platinenmaterial sind also für den
Aufbau von Streifenleitungstechnik bei 437 MHz geeignet. Des weiteren zeigt sich ei-
ne gute Eingangsanpassung von ≈ -30 dB sowie eine geringe Einfügedämpfung von
≈ 0,2 dB. Die Kopplung beträgt -27 dB und der Richtfaktor 18 dB. Es zeigt sich also,
dass die Realität nicht so schlecht ist, wie die Finite-Elemente-Simulation vorhersag-
te. Gegenüber den analytischen und idealisierten Berechnung ist die Eingangsanpas-
sung verschlechtert. Dennoch kann mit dieser Version des Kopplers die Aufgabe einer
Überwachung des Endverstärkers und der Antennenanlage am Satelliten erfüllt wer-
den.
7.5.2 Logarithmischer Detektor
Die durch den Richtkoppler ausgekoppelte Leistung muss gemessen werden. Dabei ist
nur der Betrag von Bedeutung. Zur Messung wurde der LT5534 von Linear Technology
ausgewählt. Dieses IC ist für einen Frequenzbereich von 50 MHz bis 3 GHz spezifiziert
und benötigt bei 3,3 Volt 7 mA Strom. Über einen Eingang kann es deaktiviert werden
und benötigt dann nur einen Strom von 0,1 µA. Der Dynamikbereich umfasst 60 dB
mit einem maximalen Eingangspegel von 0 dBm. Die hochfrequente Leistung wird in
eine Spannung umgewandelt, welche wiederum von einem Analog-Digital-Wandler im
Mikrocontroller digitalisiert wird. Abbildung 7.13 zeigt das Blockschaltbild und die
Kennlinie des Detektors.
(a) Blockschaltbild (b) Kennlinie
Abbildung 7.13: Logarithmischer Detektor LT5534 (Quelle: [34])
In der Tradition der modularen Aufbauweise des Prototypen wurde eine erste Version
einer Platine entwickelt, welche den Richtkoppler und die Detektoren beinhaltet. Sie
kann über eine Stiftleiste mit der Hauptplatine wie in Kapitel 6 gezeigt verbunden
werden. Über das Kabel wird neben der analogen Ausgangsspannung der Detektoren
auch die benötigte Betriebsspannung übertragen. Abbildung 7.14 zeigt den Schaltplan.
Die Betriebsspannung ist durch Kondensatoren von 100 pF und 100 nF möglichst nahe
am Detektor für die Hochfrequenz kurzgeschlossen. Ein RC-Netzwerk ermöglicht laut
Datenblatt eine Anpassung der Eingangsimpedanz des ICs. Diese beträgt bei 400 MHz
laut Datenblatt [34] (250− j · 440) Ω. Diese sehr große Impedanz wird durch R1, C5
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sowie R2, C6 auf ≈ 50 Ω angepasst. Der ausgangsseitige Kondensator kann zur Glät-
tung des Signals verwendet werden, falls dies nötig sein sollte.
Abbildung 7.14: Schaltplan Richtkoppler mit logarithmischen Detektoren - Version 1
(a) Platinenlayout (b) Foto
Abbildung 7.15: Aufbau Richtkoppler mit logarithmischen Detektoren - Version 1
Zur Vermessung und Bewertung des Kopplers wurde ein Messaufbau bestehend aus
einem Generator variablen Pegels, dem Koppler, zwei 20 dB-Dämpfungsgliedern und
einem Spektrumanalystor aufgebaut. Die Dämpfungsglieder schließen den Koppler mit
50 Ohm ab und sorgen darüber hinaus dafür, dass der Eingang des Spektrumanalysa-
tors nicht überlastet wird. An die Spanungsausgänge der Detektor-ICs wurden Multi-
meter angeschlossen. Eine Skizze des Aufbaus zeigt Abbildung 7.16.
In einer Messreihe wurde der Koppler in beiden Richtungen vermessen. Bei Messung 1
war der Generator an die mit 1 gekennzeichnete SMA-Buchse angeschlossen. Bei
Messung 2 wurde der Koppler gedreht. Die so aufgenommenen Kennlinien zeigt Ab-
bildung 7.17. Aus diesem Bild sind folgende Punkte zu entnehmen. Zunächst sieht
man, dass der Koppler unsymmetrisch ist. Beträgt die Richtwirkung bei Messung 1
15 dB, so wurde bei Messung 2 nur 10 dB ermittelt. Darüber hinaus sind diese Wer-
te deutlich schlechter als beim in Abschnitt 7.5.1 beschriebenen Versuchsaufbau. Als
dritten Punkt sieht man, wie in beiden Messungen die Detektoren von 15 dBm an in
Sättigung gehen. Da der darauf folgende Bereich von 15 dBm bis 30 dBm kann also
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Abbildung 7.16: Aufbau zur Vermessung der Kennlinie des Richtkopplers
nicht mehr linear gemessen werden. In diesem Bereich werden sich aber die normalen
Ausgangsleistungen des Endverstärkers befinden.
Abbildung 7.17: Kennlinie Richtkoppler mit logarithmischen Detektoren - Version 1
Diese Schwachpunkte haben mich zum Bau einer zweiten Version des Richtkopplers be-
wogen. Um eine bessere Dämpfung für S31 und S41 zu erzielen, wurden die Abwinklun-
gen der Leiterbahnen auf der Sekundärseite beibehalten. Darüber hinaus wurde noch
mehr Wert auf einen symmetrischen Aufbau gelegt. Um den maximalen Eingangspe-
gel der Detektoren variieren zu können, wurden außerdem Lötpads für vier weitere
Widerstände eingefügt. Diese können zu einem Π-Netzwerk verschaltet werden und so
als Dämpfungsglied dienen.
Abbildung 7.18 zeigt das geänderte Layout der 2. Version des Richtkopplers. Zunächst
wurde die Schaltung ohne Dämpfungsglied aufgebaut. Dies ermöglicht einen direkten
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(a) Platinenlayout (b) Foto
Abbildung 7.18: Aufbau Richtkoppler mit logarithmischen Detektoren - Version 2
Vergleich der 2. Version mit ihrem Vorgänger. Die Kennlinie ist in Abbildung 7.18
dargestellt. Man erkennt deutlich zwei Verbesserungen:
1. Der Abstand der Linien ist größer geworden. Dies bedeutet eine Verbesserung
der Richtfaktors. Dieser beträgt nun 20 dB und liegt damit innerhalb der in
Abschnitt 7.5.1 definierten Parameter. Gegenüber der Version 1 ist mit der ver-
besserten Variante eine bessere Trennung der hin- und rücklaufenden Leistung
möglich.
2. Der Ergebnisse von Messung 1 und Messung 2 sind sind nahezu gleich. Dies
bedeutet eine gute Symmetrie der Schaltung.
Abbildung 7.19: Kennlinie Richtkoppler mit logarithmischen Detektoren - Version 2
Die Änderungen am Platinienlayout haben sich also bezahlt gemacht. Nun besteht
noch das Problem, dass im normalen Betriebsbereich des Endverstärkers die Detekto-
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ren bereits in Sättigung sind. Daher wurden nach Aufnahme der Messreihe die Dämp-
fungswiderstände zwischen Koppler und Detektor gelötet. Die theoretische Auslegung
wurde für eine Dämpfung von 20 dB berechnet.
Die Ergebnisse einer weiteren Aufnahme von Messwerten sind in Abbildung 7.20 zu
sehen. Im Vergleich zur Messreihe aus Abbildung 7.19 erkennt man, dass die Kurven
auf der Ordinate um 10 dB in Richtung größerer Werte verschoben sind. Dies weicht
von den gewünschten 20 dB ab. Wie aus der Abbildung 7.20 hervorgeht, ist die Kenn-
linie bis zu einem Eingangspegel von 30 dBm linear. Die geringere Dämpfung ist also
akzeptabel. Durch die Messung der hin- und rücklaufenden Leistung kann nun sowohl
die Ausgangsleistung des Endverstärkers geregelt, als auch die Antenne bewertet wer-
den. Dies ist von Interesse, da so der Entfaltungsmechanismus im Weltall bewertet
werden kann. Für zukünftige Missionen ist diese Information von großer Bedeutung.
Die konkrete Erfassung der Werte erfolgt mit Analog-Digital-Wandler im Mikrocon-
troller. Die Steckerbelegung der Platine mit dem Richtkoppler ist identisch mit der
Stiftleiste auf der Platine der digitalen Basisbanderzeugung.
Abbildung 7.20: Kennlinie Richtkoppler mit logarithmischen Detektoren und Dämp-
fungsglied - Version 2
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7.6 Antennen
Die Antennenfrage ist bei einem Satelliten von großer Bedeutung, insbesondere die
Entfaltungsmechanismen. Diese müssen zuverlässig im All funktionieren und zuvor
die hohen Beschleunigungen beim Start der Rakete unbeschadet überstehen. Die An-
tennen werden im Fall von COMPASS-2 aus Metallbändern bestehen. Diese werden
vor dem Start auf der Außenseite des Satelliten aufgerollt. Ein Schmelzdraht sowie
mehrere kleine Winkel halten sie in dieser Form. Wenn der Satellit in der Umlauf-
bahn ist und aus dem P-POD herausgedrückt wurde, werden kleine Schalter aktiviert,
die dem Bordcomputer das Aussetzen melden. Dieser brennt dann den Schmelzdraht
durch und die innere mechanische Spannung der Metallbänder lässt diese sich ent-
falten. In Abbildung 7.21 ist eine Simulation der Antennenkonfiguration beim Start
dargestellt.
Abbildung 7.21: Antennenkonfiguration aufgerollt (Quelle: gemeinsamer Datenbe-
stand des COMPASS-2 Teams)
7.6.1 Sendeantenne
Die Sendeantenne muss für eine Frequenz von 437,5 MHz optimiert sein. Die dieser
Frequenz entsprechende Wellenlänge ist λ437,5 = 68, 52 cm. Dieser Wert bietet die
Verwendung einer Dipol-Antenne an. Die gesamte Ausdehnung der Strahler ist nä-
herungsweise λ437,5
2
= 34, 2 cm. Diese Länge lässt sich gut auf einer der Außenseite
des Satelliten aufwicklen. Die Speisung ist symmetrisch in der Mitte der Seitenfläche.
Durch Simulationen und Messungen kann die optimale Länge der Stahler bestimmt
werden. Die sich bei dieser Konfiguration ergebende Eingangsimpedanz wird ggf. durch
ein Anpassnetzwerk auf 50 Ω transformiert. Eine erste Abschätzung liefert [35]. Die
7.6 Antennen 89
Reaktanz ist für eine Länge der Strahler von λ
2
≈ 0 Ω. Der reelle Anteil liegt bei
≈ 70 Ω. Weitere Untersuchungen werden zeigen, ob die Verluste eines Anpassnetz-
werkes zum Beispiel unter Verwendung eines Koaxialkabels den Anpassungsgewinn
nicht übersteigen. In diesem Falle wird die Speiseleitung direkt mit den Dipolhälften
verbunden werden.
Abbildung 7.22: Antennenkonfiguration entfaltet (Quelle: gemeinsamer Datenbestand
des COMPASS-2 Teams)
Abbildung 7.22 zeigt die entfalteten Antennen. Man sieht, dass der Monopol senkrecht
zur Achse des Dipols steht. Dadurch sind die Antennen maximal entkoppelt. Wenn
die Lageregelung funktioniert, wird der Satellit mit der Längsachse in Nadir-Richtung
fliegen. Das heißt, die Antennen-Elemente sind senkrecht zueinander und senkrecht
zur Linie Satellit-Erdmittelpunkt. Bei dieser Konfiguration wird die theoretische Cha-
rakteristik der Antennen optimal ausgenutzt.
Um einen Eindruck davon zu erhalten, wie die Charakteristik durch die Metallflächen
des Satelliten beeinflusst wird, wurde eine Simulationsumgebung mit dem Programm
Microwave Studio der Firma Computer Simulation Technology geschaffen. Diese ent-
hält ein importiertes Modell der Struktur des Satelliten sowie die Antennen. Es wurden
Materialparameter wie Leitfähigkeit, Verlustfaktor und Permeabilität zugewiesen, um
die Simulation möglichst exakt gestalten zu können.
Zur Einordnung der Lage des Satelliten und seiner Antennen in den im Folgenden
gezeigten Simulationsergebnissen wird in Abbildung 7.23 das Modell des Satelliten in
der Simulationsumgebung gezeigt.
Wie man aus der farbkodierten Abbildung 7.24 des Fernfeldes erkennt, haben die
Metallflächen des Satelliten nur einen sehr geringen Einfluss auf die Charakteristik
des Dipols.
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Abbildung 7.23: Modell des Satelliten in Microwave Studio von CST
Abbildung 7.24: Simuliertes Fernfeld der Dipol-Antenne
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7.6.2 Empfangsantenne
Bei der Empfangsfrequenz von 145,9 MHz beträgt die Wellenlänge λ145,9 = 2, 054 m.
Da die Metallbänder aus der Startkonfiguration von selbst aufspringen sollen, ist ein
Dipol mit λ145,9
2
= 1, 027 m zu lang. Ein Monopol von der Länge λ145,9
4
= 51, 3 cm
ist aber im Bereich des Möglichen. Da dieser wie im Abschnitt 7.6.1 erwähnt senk-
recht zur Dipol-Antenne stehen soll, hat das Team von COMPASS-2 einen Ausklapp-
Mechanismus entwickelt, der in Abbildung 7.21 zu sehen ist. Der Hebel am Fußpunkt
des Monopols wird während der Entfaltung durch eine Feder so bewegt, dass der Mo-
nopol senkrecht von der Seitenplatte des Satelliten absteht. Die Auslösung geschieht
auch hier durch einen Schmelzdraht. Für den Monopol bieten die Metallflächen von
COMPASS-2 die Bezugsebene. Die simulierte Fernfeldverteilung ist in Abbildung 7.25
gezeigt.
Abbildung 7.25: Simuliertes Fernfeld der Monopol-Antenne
Wie ebenfalls bei der Sendeantenne festgestellt wurde, hat der Körper des Satelliten
keinen verzerrenden Einfluss auf die Charakteristik der Empfangsantenne.
Die Ergebnisse der Simulation müssen vor dem Start des Satelliten durch Messungen
an einem realen Prototypen verifiziert werden.
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8 Ergebnisse und Ausblick
Zum Abschluss der Diplomarbeit sollen hier kurz die Ergbenisse zusammengefasst
werden. Der Prototyp ist in der Lage, ein digitale Daten mit unterschiedlichen Mo-
dulationsverfahren zu senden. Diese Verfahren sind sowohl an den Übertragungskanal
des Basisbandes in Hinblick auf Betragsbildung und Bandbeschränkung, als auch an
die wechselnden Dämpfungen des Ausbreitungswegs der elektromagnetischen Wellen
angepasst. Die Umsetzung der digital erzeugten Daten in analoge Spannungen zur Mo-
dulation geschieht nach dem Verfahren des Oversampling. Das so erzeugte Basisband-
Signal wird zur Erzeugung einer Frequenzmodulation auf einen spannungsgesteuerten
Oszillator gegeben. Das von ihm erzeugte Signal wird in zwei Stufen regelbar auf
maximal 30 dBm verstärkt. Ein Richtkoppler liefert das Stehwellenverhältnis auf der
Antennenleitung sowie eine Messung der Ausgangsleistung.
8.1 Datenraten und Fehlerhäufigkeit
Zur Ermittlung der Roh-Symbolfehlerrate wurden Simulationen durchgeführt. Dabei
wurde jeweils 1 Megabyte an Nutzdaten übertragen und der SNR des AWGN-Kanals
variiert. Das Ergebnis für 2A4OAFSK ist in Abbildung 8.1 gezeigt.
Hierbei ist anzumerken, dass das Schaubild den maximal schlechten Fall darstellt, dass
alle Bits eines Symbols gestört waren. Bei jedem Symbolfehler wurden also 4 Bitfehler
angenommen. Die Kanalcodierung wird aber statt der Symbole die Rohbits erhalten,
so dass die tatsächliche Bitfehlerrate unter der hier gezeigten liegt. Außerdem wurde
zur Klassifizierung bei dieser Simulation eine harte Entscheidung vorgenommen. Es
ergibt sich weiterer Kodierungsgewinn durch Soft-Decision im Kanaldekoder. Kapitel
5 liefert hierzu die technischen Grundlagen. Eine genaue Festlegung der Parameter
der Kanalcodierung ist Teil der Software in der Bodenstation und damit nicht Be-
standteil dieser Arbeit. Zur Vermessung des Übertragungskanals und damit zur Be-
stimmung einer optimalen Kanalkodierung kann der aktuelle Satellit der FH Aachen
COMPASS-1 verwendet werden. Die erzielbare Nutz-Datenrate lässt sich erst nach
der Entwicklung der Kanalcodierung festlegen, da der benötigte Anteil an Redundanz
a priori nicht ermittelt werden kann.
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Abbildung 8.1: Bitfehlerrate bei 2A4OAFSK
8.2 Spektrale Reinheit des Sendesignals
Dem Satelliten werden nach Durchlaufen eines Antragsverfahrens von der Interna-
tional Amateur Radio Union (IARU) bestimmte Frequenzen zugewiesen. Neben der
Einhaltung dieser Mittenfrequenzen ist auch die Unterdrückung von unerwünschten
Nebenaussendungen ein Kriterium zur Beurteilung der Güte eines Senders. Daher
wurde der Sender mit einem Spektrum-Analysator vermessen. Abbildung 8.2 zeigt
die unerwünschten Nebenaussendungen (Oberwellen) gemessen nach dem Endverstär-
ker. Zum Schutz des Analysators wurden 40 dB Dämpfung in die Messleitung einge-
schleift. Zu den absoluten Werten ist also 40 dB zu addieren, um die tatsächlichen
Leitungen zu erhalten. Die zweite Oberwelle bei der doppelten Sendefrequenz ist mit
-30,6 dB gedämpft. Dies entspricht bei voller Sendeleistung von 30 dBm einem Pegel
von ≈ 0 dBm. Die dritte Oberwelle ist nicht existent. Die nachfolgende vierte Ober-
welle hat eine Dämpfung von -48 dB entsprechend einem realen Pegel von -18 dBm.
Diese Werte entsprechen den Anforderungen. Zusätzlich werden die Oberwellen durch
die Frequenzselektivität der Antenne gedämpft. Die tatsächliche abgestrahlte Leistung
der Oberwellen ist also weitaus kleiner.
Nach dieser makroskopischen Bewertung der Verstärkerstufen folgt die Bewertung der
Bandbreite durch das in Abschnitt 4.1 beschriebene Modulationsverfahren. Abbildung
8.3 zeigt eine Analyse des Spektrums um die Mittenfrequenz. Gesendet wurde im Mo-
dus 4-Amplituden-2-OAFSK. Da sich das Spektrum durch die Modulation zeitlich
ändert, wurde während 10 Durchläufen des Spektrum-Analysators der jeweilige Maxi-
malwert pro Frequenz festgehalten. Wie das Diagramm zeigt, ist in einem Abstand von
12,2 kHz zur Mittenfrequenz der Pegel 35,8 dB unter dem Maximalwert. Der Kanal-
abstand im 437 MHz-Band ist 25 kHz. Somit liegt die Nachbarkanalstörung in einem
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Abbildung 8.2: Oberwellen des Endverstärkers
akzeptablen Bereich. In einem Abstand von -18,2 kHz liegt das lokale Maximum bei
einer Dämpfung von ≈ -58 dB.
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Abbildung 8.3: Trägersignal in bei der 4A2OAFSK-Modulation
8.3 Anforderungen an die Software in der
Bodenstation
Die Implementation der Software zum Empfang in der Bodenstation ist nicht Teil die-
ser Arbeit. Dennoch werden hier die wichtigsten Anforderungen und Konzepte kurz
aufgeführt.
8.3.1 Digitalisierung des Empfangssignals
Die zum Empfang verwendeten Amateurfunkgeräte sind größtenteils Sprechfunkgerä-
te. Dies bedeutet, dass das demodulierte Signal vor der Verstärkung für den Laut-
sprecher durch ein Bandpassfilter mit dem Durchlassbereich von 300 Hz bis 3 kHz
geführt wird. Dies ist der Bereich, in dem der größte Teil der spektralen Energie
von Sprache liegt. Für die Datenübertragung ist diese Beschränkung des Spektrums
aber hinderlich. Daher verfügen moderne Amaterfunk-Transceiver neben dem Kopf-
hörerausgang über einen ungefilterten NF-Ausgang, der direkt mit dem Ausgang des
Demodulators verbunden ist. Dieser Ausgang wird mit dem Line-In-Eingang einer gu-
ten Soundkarte verbunden. Nach Möglichkeit sollte eine Potentialtrennung einschleift
werden, um Brummschleifen in der Verkabelung der Bodenstation zu vermeiden. Die
Potentialtrennung sollte einen flachen Frequenzgang im Bereich bis 20 kHz haben,
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um das Signal nicht künstlich zu verfälschen. Die Soundkarte sollte eine Auflösung
von 16 Bit bei einer Samplerate von mindestens 48 kHz, besser 96 kHz unterstüt-
zen.
8.3.2 Synchronisation
Die erste Aufgabe der Software besteht darin, den Anfang eines Datenpaketes zu
detektieren. Dazu wird wie in Abschnitt 4.2 beschrieben der von der Soundkarte emp-
fangene Datenstrom mit einem Muster der Pseudonoise-Folge korreliert. Ein Automat,
der aus einem einfachen Schwellwert-Entscheider oder einem komplexeren Algorithmus
bestehen kann, liefert ein Signal, wenn die Folge erkannt wurde. Damit ist das An-
fangssample bestimmt. Durch Temperatur-Schwankungen im Satelliten kann die Takt-
Frequenz des Mikrocontrollers leicht variieren. Zur exakten Bestimmung des Anfangs-
und End-Samples der Symbole ist es aber von großer Bedeutung, dass die Software
die genauen Frequenzen des Modulationsverfahren kennt. Um diese Synchronisation
herzustellen, kann die empfangene Pseudonoise-Folge verwendet werden. Ausgehend
von einem Anfangswert wird eine digitale PLL mit dem Takt der 2FSK-Modulation
der Folge synchronisiert. Damit kann die Software auf die Taktfrequenz des Mikro-
controllers im Satelliten schließen. Anschließend werden die Samples des Datenstroms
der Soundkarte überlappend in Symbole unterteilt und mit dem Goertzel-Algorithmus
analysiert.
8.3.3 Soft-Dekodierung
Der Goertzel-Algorithmus liefert für die Frequenzanteile, die er bestimmen soll, ratio-
nale Werte. Diese werden nicht einem harten Schwellwert-Entscheider zugefügt, son-
dern unverändert dem Kanal-Dekodierer zugeführt. Kapitel 5 beschreibt ausführlicher
die Möglichkeiten. Der Kanaldekodierer liefert an seinem Ausgang die zurückgewonne-
nen Bits des Datenstroms. Diese werden anschließend mit einer Prüfsumme bewertet
und weiter ausgewertet. Dazu gehört die Speicherung der Daten in einer Datei sowie
die Erstellung von ACK/NACK-Kommandos an den Satelliten.
Die Software sollte in der Lage sein, die Haushalts-Daten direkt zu dekodieren und
die Werte übersichtlich anzeigen zu können. Außerdem sollten öffentlich zugängliche
Formate für die Nutzdaten-Speicherung vorgesehen werden, um die Nutzdaten der
Experimente an Bord des Satelliten möglichst gut auswerten zu können. Es ist nicht
zu vergessen, dass das gesamte Kommunikationssubsystem nur Mittel zum Zweck ist,
um die Nutzdaten des Bordcomupters an die Bodenstation zu übertragen. Es sollte
sich daher so transparent wie möglich verhalten.
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