We consider the variable selection problem in the nonlinear discriminant procedure using local likelihood. The local likelihood method is an effective technique for analyzing data with complex structure, and various bandwidth selection methods have been suggested in recent years. Variable selection in a nonlinear model, however, is more complex than bandwidth selection, since the optimal bandwidth depends on the combination of the variables. We propose a technique for variable selection using generalized information criteria in logistic discrimination based on local likelihood. We derive the logistic discrimination method with a sample covariance matrix to account for the correlation of the variables. Real data examples are given to examine the effectiveness of our technique.
Introduction
Model selection is a crucial issue when constructing models from observed data. Variable selection is necessary in regression and discriminant analysis, especially for high-dimensional data, to overcome the 'curse of dimensionality' (that is, the rapid increase in the amount of data required as dimensionality increases). Cross-validation (CV), Akaike's information criteria (AIC; Akaike (1973) ) and Bayesian information criteria (BIC; Schwarz (1978) ) are used to select variables in linear models.
Selecting a smoothing parameter is also necessary for nonlinear models such as splines, neural networks and local polynomials. For smoothing parameter selection, generalized information criteria (GIC; Konishi and Kitagawa (1996) ) and an improved version of BIC (GBIC; Konishi et al. (2004) ) have been proposed recently (Imoto and Konishi (1999) , Ando et al. (2002) , Araki and Konishi (2004) ), and variable selection via penalized likelihood has been proposed (Fan and Li (2001) ). In nonlinear models, the issue of variable selection is more complex, since the optimal smoothing parameter depends on the combination of variables. However, the simultaneous choice of the smoothing parameter and variables has not been sufficiently discussed so far.
The main purpose of this paper is to construct a deterministic model by selecting both the smoothing parameter and variables. We suggest a variable selection method using GIC to overcome the variable selection problem in logistic discrimination based on local likelihood. Local likelihood estimation has received considerable attention as a useful technique for analyzing data with complex structure (Tibshirani and Hastie (1987) ). The local likelihood function is defined as a locally weighted log-likelihood with weights determined by a kernel function and a bandwidth. The local likelihood method has been investigated as a density estimation, as nonlinear regression modeling, and as a discriminant technique (Hjort and Jones (1996) , Deng and Moore (1996) , Loader (1999) , Lambert-Lacroix and Peyre (2005) ). For multi-dimensional data, the correlation of the variables may be a useful piece of information if the feature variables have high correlation. We derive the logistic discrimination method using a sample covariance matrix as a bandwidth matrix.
The paper is organized as follows. In Section 2, we describe logistic discrimination based on the local linear approximation for several groups. In Section 3, we describe the local likelihood method and regularized local likelihood method to estimate the model formulated in Section 2. In Section 4 we introduce GIC as a model selection criterion to evaluate the model estimated by the local likelihood method, and in Section 5 we describe the variable selection method using GIC. In Section 6, we introduce several methods for estimation of the error rate to measure the goodness of the proposed discriminant technique. In Section 7, we apply the proposed technique to real data sets. Some concluding remarks are given in Section 8.
Logistic discrimination
We consider an L-group discriminant problem. Suppose we have a set of training observations {(x i , g i ); i = 1, 2, . . . , n}, where x i = (x i1 , x i2 , . . . , x id ) are d-dimensional random feature vectors and g i denotes the group membership of x i ; g i = l if x i belongs to the group Π l (l = 1, 2, . . . , L). Let π l (x i ) = Pr(g i = l | x i ), where Pr(g i = l | x i ) is the conditional probability that the observed data x i is from Π l . The local logistic discrimination is constructed based on (L − 1) log-odds m k (x i ) (k = 1, 2, . . . , L − 1) for a point x 0 = (x 01 , x 02 , . . . , x 0d ) given by
where β k (x 0 ) = (β k0 (x 0 ), β k1 (x 0 ), . . . , β kd (x 0 )) and x * (x i ; x 0 ) = (1, (x i −x 0 ) ) . Equation (2.1) can be rewritten as
where e k is an (L − 1)-dimensional vector with 1 for the k-th element and 0 otherwise, and 0 L−1 is an (L−1)-dimensional zero vector. Then the log-likelihood function based on n observations can be expressed as
Model estimation

Local likelihood method
The unknown parameter β L (x 0 ) in (2.4) is estimated by maximizing the local log-likelihood function
where w H (x ; x 0 ) is a weight function and we have used the Gaussian product kernel
The d×d nonsingular matrix H is a bandwidth matrix which controls the smoothness of an estimated model. The bandwidth matrix is represented by various types of matrices, as given by
(see Wand and Jones (1993) , Simonoff (1996) Conventional linear logistic discrimination may not work well for data with feature variables with high correlation, since the technique ignores the correlation information. We can take the correlation of the variables into account for such data by using the local likelihood (3.1) and bandwidth matrix (3.5), even if we use the local linear approximation (2.1).
We estimate β L (x 0 ) by the Newton-Raphson method, and we obtain an L-group discriminant rule with the estimatorβ
. Future observations can then be classified in the group Π l (l = 1, 2, . . . , L) with the largest probability for
An advantage of the local likelihood method is that it allows flexible fitting with a weight function and a bandwidth (Fan and Gijbels (1996) , Loader (1999) , Eguchi and Copas (1998) , Eguchi et al. (2003) ). However, none of these bandwidth matrices defined in (3.3), (3.4), and (3.5) are enough to be able to handle all possible situations. Simonoff (1996) pointed out that both scaling and sphering based on the sample standard deviations and covariance matrix, respectively, could be arbitrarily poorly behaved, since these values do not measure scale in a meaningful way in terms of density estimation accuracy. Moreover, proposed local logistic discrimination may not work if the class-l has an uncommon covariance matrix.
Regularized local likelihood method
In fitting a model to data with a complex structure, the local likelihood method does not yield a satisfactory result, since the estimated model tends to be unstable. Nonaka and Konishi (2004) proposed estimating β L (x 0 ) to maximize the regularized local log-likelihood function given by
where λ(≥ 0) is a regularization parameter which controls the local log-likelihood and the complexity of the estimated model. The regularized local log-likelihood function (3.8) can be reduced to the local log-likelihood function (3.1) by setting λ = 0. We estimate β L (x 0 ) by the Newton-Raphson method and obtain an L-group discriminant rule in the same way as in Subsection 3.1. Lambert-Lacroix and Peyre (2005) introduce a ridge type penalty in the weighted log-likelihood for the case of small n and large d, such as for microarray data.
Example: Climatic zone classification data
We examine the difference between the bandwidth matrixes (3.3) and (3.5) by applying them to real high correlation data, namely, climatic zone classification data.
In this example, we use the observed data {(x i , g i ); i = 1, 2, . . . , n} in the form of a two-dimensional feature vector X = (X 1 , X 2 ) with group labels G ∈ {1, 2, 3}, where X 1 and X 2 express the monthly average temperatures of January and February in 2001 respectively, using three climatic zones (tropical humid climates, G = 1; severe midlatitude climates, G = 2; mild midlatitude climates, G = 3) as a classification. Judgment of the climatic zone is based on the coldest monthly average temperature. The data consist of 405 elements, which we divide into 203 elements of training data and 202 elements of test data (see Table 1 in Subsection 7.1). Figure 1 shows the relationship between the monthly average temperatures of January and February (X 1 , X 2 ), where the symbols '1', '2' and '3' denote the observations from tropical humid climates, severe midlatitude climates and mild midlatitude climates, respectively. The figure shows that X 1 and X 2 have a high correlation.
Figure 2(a) shows the following weight function for the point x 0 = (0, 0) : (3.9) where H 1 = hI 2 (h = 2). Figure 2(b) shows the contour of weight function (3.9) for the point x 0 = (0, 0) . Generally, for bandwidth matrix H 1 , the weight function (3.9) gives large weight for data points near x 0 = (0, 0) . 
where H 2 = hS min(
, where the symbols ' * ', '+' and '•' denote estimated points for G = 1, G = 2 and G = 3, respectively. The symbols '·' denote unclassified estimated points determined by the equationπ 1 (x ) =π 2 (x ) = π 3 (x ) = 1/3. The range of the classified region is small in Fig. 4(b) , since in this case the model is estimated taking into account the correlation between variables. The non-linear discriminant region is constructed using the regularized local likelihood method. The estimated discriminant region depends on the assumption of the bandwidth matrix in the case of high correlation data.
Selection of bandwidth matrix
A crucial issue for the local likelihood method is that the estimated multinomial distribution model (2.4) depends on the bandwidth matrix H. Strictly, H has d(d + 1)/2 different elements. However, selecting H becomes only a choice of h if we use the bandwidth matrixes (3.3), (3.4) or (3.5) given in Subsection 3.1. Konishi and Kitgawa (1996) and Konishi (1999) proposed a model selection criterion, the generalized information criterion (GIC), as an estimator of the Kullback-Leibler information between the true model and the estimated model. Using this result, we can obtain the information criterion to evaluate the estimated discriminant model based on the local likelihood method given by
We select the optimal bandwidth h which minimizes the value of the information criterion (4.1). Konishi (2004, 2005) proposed a GIC for the nonlinear regression and discriminant model based on the regularized local likelihood method.
Variable selection problem
A further crucial issue is selecting the variables in multivariate analysis. Various variable selection methods have been suggested; the stepwise method and AIC are especially useful for the linear model. However, AIC is an estimator of Kullback-Leibler information between the true model and the estimated model based on the maximum likelihood method. We propose a method to select a combination of variables which minimizes GIC as given by (4.1). The combination of bandwidth and variables is selected by considering two methods of model selection, as follows:
(i) Perform variable selection based on GIC for a fixed bandwidth h = h * and select bandwidth for the selected combination of variables.
(ii) Perform bandwidth choice for each combination of variable and select variables with the selected bandwidth. The computational burden of performing (i) is smaller than that of performing (ii), since (i) requires selecting bandwidth only for the best combination of variables. However, the result of model selection depends on h * . In contrast, (ii) is effective in selecting the combination of bandwidth and variables simultaneously. Generally, selecting using (ii) is preferable, since the optimal bandwidth h based on GIC depends on the combination of variables applied to the model.
In addition, careful consideration must be given to the choice of the variable d. The optimal combination of variables can be selected from all possible combinations for small d. However, this method requires enormous computational effort for large d. Moreover, logistic discrimination based on the local likelihood method cannot construct a stable discriminant region for large d. We perform variable selection based on the following forward selection method for a feature vector x = (x 1 , x 2 , . . . , x d ) ∈ X = (X 1 , X 2 , . . . , X d ) and apply it to real data in Subsection 7.1.
Step 1. Select the best single variable X
(1) = X s 1 (s 1 ∈ {1, 2, . . . , d}) which minimizes the value of GIC. Take the selected model as f (y | x (1) ;β
(1)
L (x (1) ) denotes the local likelihood estimator of β L (x (1) ) with optimal h.
Step 2. For j = 2, 3, . . . , d − 1, add the best j-th variable X s j (s j ∈ {1, 2, . . . , d}, s j / ∈ {s 1 , s 2 , . . . , s j−1 }) by selecting the j-dimensional variable X (j) = (X s 1 , X s 2 , . . . , X s j ) which minimizes the value of GIC. Take the se-
L (x (j) ) denotes the regularized local likelihood estimator of β L (x (j) ) with optimal h and λ.
Step 3. Select the optimal model f (y | x (k) 
. . , d}) which minimizes the value of GIC.
A crucial issue in variable selection is multicollinearity. It is necessary to consider the correlation (or covariance) when treating two variables which have high correlation. We introduced the bandwidth matrix (3.5) with the sample covariance matrix in Section 3. However, it is well known that the regularization method has the property of decreasing the effect of multicollinearity. We examine the effectiveness of the bandwidth matrix (3.5) by comparing it with the diagonal bandwidth matrix (3.3) in the classification procedure based on the regularized local likelihood method through a real data example in Subsection 7.1.
Estimation of error rate
It is necessary to predict the error rate for a randomly selected future observation (x , g) in order to evaluate the goodness of the discriminant method based on the training data χ n = {(x i , g i ); i = 1, 2, . . . , n}. The logistic discrimination method in Section 3 is expressed in the following form:
. . , L). (6.1)
As an index to measure the goodness of this discriminant method, we use the indicator function for (x , g):
The prediction error is then expressed as
where F is the probability distribution generating the training data, and the future observation (x , g) is taken from F at random. A critical problem in prediction error is how to estimate the right-hand side of (6.3).
For m test samples {(x * α , g * α ); α = 1, 2, . . . , m} observed from F , the prediction error (test error) is given as follows:
If there are no test samples, the following error rate (training error) is often used to predict the error rate: (6.5) whereF is the empirical distribution function of the probability distribution F .
However, the training error (6.5) tends to underestimate the prediction error due to the fact that the same data set is used both for constructing a discriminant rule and for estimating the error rate. In this section, we introduce prediction error estimates with better estimation accuracy than that obtained using the training error.
Cross-Validation (CV)
Probably the simplest and most widely used method for estimating prediction error is cross-validation (CV). This method directly estimates the prediction error rate by separating the available data into a set of training data to fit the model and a different set of data to test the model. We introduce leave-one-out CV in this section.
First, a model is constructed based on (n−1) data points with the i-th observation (x i , g i ) removed from the training data χ n = {(x i , g i ); i = 1, 2, . . . , n}. It is then determined whether the data (x i , g i ) is classified into the group g i . This process is repeated for each observation in turn. The proportion of incorrect allocations gives the cross-validated error rate.
The cross-validated error rate is given by
for the logistic discrimination based on the local likelihood method, wherê π (−i) l (x ) denotes the estimator of π l (x ) with the i-th data removed. CV is also used as a model selection method. It is well known that leaveone-out CV has low bias but can have variance (Hastie et al. (2001) ).
Prediction error estimation based on bootstrap samples (BSestimate)
Bootstrap is a general tool for assessing statistical accuracy. We consider here how it can be used to estimate prediction error. See Efron (1979 Efron ( , 1983 and Konishi and Honda (1992) for details on the theory and procedure of bootstrap sampling.
We consider estimating the bias
of the training error from the exact prediction error. We take B sets of bootstrap samples
obtained by sampling with replacement from the training data χ n = {(x i , g i ); i = 1, 2, . . . , n}. Suppose we have a classification method r(x | χ * n (b)) constructed based on a set of bootstrap samples χ * n (b). Then the apparent error rate and the estimator of the prediction error are given by
respectively, whereF * denotes the empirical distribution function of the probability distribution F * generated by χ * n (b). The bootstrap estimator of the bias is approximated by
From the above, the prediction error estimate based on bootstrap is given by
The 0.632 estimator (0.632EST)
It is known that (6.12), which adds a bias correction term to the apparent error rate, tends to underestimate the prediction error. This is because the probability of including the observed data (x i , g i ) in χ * n (b) converges to 0.632 as n increases. Efron (1983) proposed estimating the degree of underestimation in the prediction error, as follows:
Here,
Then the estimator of the prediction error (0.632 estimator) is given by
The 0.632 estimator in (6.14) has a lower bias than the BS-estimate in (6.12) and improves the CV in (6.6) by decreasing the variance. We examine the effectiveness of our technique in Subsection 7.2 by using these prediction error estimators.
Application examples
Climatic zone classification data
In this section, we apply the proposed discriminant method to the climatic zone discriminant data in the example of Subsection 3.2 in order to examine the effectiveness of the proposed variable selection method. We use a 12-dimensional feature vector X = (X 1 , X 2 , . . . , X 12 ) and label the group by G ∈ {1, 2, 3}. Here X j (j = 1, 2, . . . , 12) denotes the monthly average temperature of the j-th month in 2001. Table 1 and Figure 5 summarize the observational data and training data, respectively.
First, we consider the properties of the training data. Figure 6 (a) shows the relationship between X 1 and X 2 , where the symbols '1', '2' and '3' denote observations from tropical humid climates, severe midlatitude climates and mild midlatitude climates, respectively. We observe that X 1 and X 2 have a high correlation, and the data can be easily classified using X 1 and X 2 . Figure 6(b) shows the relationship between X 7 and X 8 . X 7 and X 8 also have a high correlation, but it is hard to classify the data correctly using X 7 and X 8 . The training data has the property that the variables X j and X j+1 (j = 1, 2, . . . , 11) have a high correlation and the data involves variables which do not influence the climatic zone classification. It is important to select the optimal parameter and combination of variables in this case. The purpose of this section is to examine whether the proposed variable selection method can select the optimal combination of variables.
We apply the logistic discrimination method with the bandwidth matrix (3.5) given in Section 3 and the model selection procedure given in Sections 4 and 5 to the climate data. Figure 7(a) shows the result of Step 1 in Section 5 for the training data, showing the relationship between a single variable X j and the minimum value of GIC for X j . We notice that the minimum value of GIC is smaller for winter temperatures than that for summer temperatures. We select the variable X 2 from Fig. 7(a) . Figure 7(b) shows the result of Step 2 and Step 3 in Section 5 for the training data, showing the relationship between the number of variables d and the minimum value of GIC. We select X (2) = (X 1 , X 2 ) ,
2 (h = 0.2) and λ = 10 −8 , which minimizes the value of GIC. Table 2 compares the error rates for various classification methods, where we have performed variable selection based on CV and used the forward selection method for the linear and quadratic discriminants. In the case of linear and quadratic discriminants, the selected variables were not appropriate and the error rates were high. In the case of regularized local likelihood using a diagonal bandwidth matrix (3.3), the test error was quite high since the correlation of the variables was ignored. The proposed discriminant method using bandwidth matrix (3.5) made the best choice of variables and obtained the smallest error rate.
Though the linear, quadratic and proposed discriminant techniques take into account the correlation between variables, the consequences of variable selection are different for each technique. Figure 8(a) and (b) show the relationship between the value of CV and the error rates for linear and quadratic discriminants, respectively, using p variables (p = 1, 2, . . . , 5). Here the labels '•' and '+' denote the training and test errors, respectively. The relationship between CV and error rate is an approximately monotonic increase. Many combinations of variables give a small value of CV.
In the case of variable selection based on GIC, the value of GIC may be quite different depending on the number of variables used in the model, even if the consequences of the error rate do not change. Figure 9(a) shows the relationship between the value of GIC and the error rates in the proposed method for H = hS 1/2 p , p = 1, 2, . . . , 5. The relationship is not monotonic. Figure 9(b) shows the relationship between the value of GIC and the error rates in the proposed method for H = hS 1/2 p , p = 1, 2. The relationship is an approximately monotonic increase. We believe that the value of GIC depends on the number of variables and the proposed method can select the minimum variables (X 1 , X 2 ) for many combinations of variables which give a small error rate.
Differential diagnosis data of calcium oxalate crystals in urine
We apply the proposed discriminant method to the differential diagnosis data of calcium oxalate crystals in urine (Andrews and Herzberg (1985) ). We use the observed data {(x i , g i ) ∈ (X, G); i = 1, . . . , 77} in terms of a 6-dimensional feature vector X = (X 1 , . . . , X 6 ) and label the group by G ∈ {1, 2}, where the feature variables X 1 , . . . , X 6 and G are denoted as follows: X 1 : specific gravity, X 2 : pH, X 3 : osmolarity (mOsm), X 4 : conductivity, X 5 : urea concentration, X 6 : calcium concentration, G = 1 group with no crystals 2 group with crystals .
There are 44 no crystal samples (G = 1) and 33 crystals samples (G = 2) in the 77 observed samples. We apply the logistic discrimination method with the bandwidth matrix (3.4) denoted in Section 3 and the model selection procedure denoted in Sections 4 Table 3 shows the result of model selection based on (i) and (ii) in Section 5, where h * is the fixed bandwidth in (i). In the case of (i), the selected variable depends on the fixed bandwidth h * . Table 4 shows the value of GIC for various fixed bandwidths (h * = 0.34, 0.5, 1, 2), where '--' indicates that GIC was not computable because the estimator diverges (the Hessian matrix degenerates). For example, the selected variable based on GIC is X 3 , X 4 , X 5 , X 6 when we use (i) with h * = 0.5, since the selected bandwidth h = 0.48 is near to h * in Table 3 . However, all variables are selected based on GIC when we use (i) with h * = 1, since the selected bandwidth h = 0.91 is near to h * in Table 3 . In the case of (ii), on the other hand, the selected variable and bandwidth are X 1 , X 4 , X 6 and h = 0.34, respectively, and the value of GIC is smaller than that of (i). We obtained results for the selected variable, X 1 : specific gravity, X 4 : conductivity and X 6 : calcium concentration, and bandwidth, h = 0.34.
We compare the proposed method with other classification techniques through the prediction error estimators given in Section 6. However, we note that the prediction error estimator may not be computable for bootstrap samples since the estimated model based on local likelihood is unstable. We use the regularized local likelihood method with regularization parameter λ = 10 −3 in order to estimate the prediction error for the bootstrap samples, where the bandwidth h is based on the results shown in Table 3 . Table 5 compares the prediction error estimates for 500 bootstrap samples, χ * (b) = {(x * i (b), g * i (b)); i = 1, 2, . . . , 77} (b = 1, 2, . . . , 500), where SD is the standard deviation of the prediction error estimates for χ * (b). The results for the selected variables for various discriminant methods are given in Table 6 . In the case of CV, the linear logistic discriminant is better than other discriminant methods since the value of CV is smallest. For the other two prediction error estimates, however, the proposed discriminant method is better since the values of the BS-estimate and 0.632EST are smallest. On the other hand, results for the selected variables are different for the different discriminant techniques, similar to the result in Subsection 7.1. However, we note that X 1 (specific gravity) and X 6 (calcium concentration) are often selected as important variables regardless of the classification technique.
Concluding remarks
In this paper, we proposed a logistic discrimination method based on local likelihood taking correlation of variables into account and selecting the combination of variables and bandwidth by using GIC in a framework of the local likelihood method.
For conventional linear regression models, it is possible to construct the optimum model uniformly by selecting the combination of variables, which minimizes the value of AIC. However, the nonlinear regression model constructed by the local likelihood method depends on the smoothing parameter and requires a choice of smoothing parameter for every combination of variables to perform variable selection.
We examined the efficiency of a variable selection method through two examples in logistic discrimination based on the local likelihood method. In Subsection 7.1, we applied our discriminant technique to climatic zone discriminant data. The j-th and (j + 1)-th monthly average temperatures have high correlation and a discriminant method to consider the correlation between two variables is necessary. We applied the logistic discrimination using a bandwidth matrix ((3.5) in Subsection 3.1) to this data. We obtained a desirable result in minimizing the prediction (test) error. In Subsection 7.2, our discriminant technique is used to analyze the differential diagnosis data of calcium oxalate crystals. We applied the logistic discrimination using a bandwidth matrix ((3.4) in Subsection 3.1) and obtained a result that minimizes the two prediction error estimates, the BS-estimate and the 0.632 estimator.
In summary, we could conclude that the proposed simultaneous choice of bandwidth and variables is effective for classifying multivariate data with complex structure from two viewpoints: decreasing the prediction error rate and using a small number of variables. We found that it is possible to apply our technique to nonlinear regression models and perform variable selection in a similar manner as for nonlinear models based on splines or neural networks. However, we always face two crucial issues for high-dimensional data: choice of the type of bandwidth matrix and computational burden of performing variable selection. It is necessary to develop more effective techniques of variable selection, theoretically and practically.
