I. Introduction
That economic decision makers do not share the same beliefs concerning the time series of economic variables relevant to their decisions is a key part of the writings of such diverse authors as Pigou forecasts of others have a reputation for being difficult to formulate and analyze.5 Indeed, the paper was originally motivated by a search for solution techniques which would prove useful in a variety of applications, under a variety of information structures. To that end, the paper adopts a highly stylized model and focuses attention on what problems arise and what formulation-solution techniques are needed as the information structure is varied. As it turns out, all the information variants examined here are easy to analyze. That is, techniques do vary somewhat across information variants, but, in one form or another, all techniques make use of standard formulas for conditional means and variances of normal random variables.
With interesting economic time series and tractable solution techniques, one can proceed to ask whether the models studied here have content in a more formal, econometric sense. That is, suppose an econometrician were confronted with data generated from one of the information variants of the basic model, and suppose that market beliefs are unobserved, latent variables. Would he be able to make sense of such time series, that is, interpret the time series relative to theory?6 More specifically, would the econometrician be able to fit the data to the theoretical model and identify key underlying parameters?7 As it turns out, in the linear-quadratic, normal random variable model under consideration, many of these questions can be answered in the affirmative.8
To summarize, the paper proceeds as follows. Section II describes the basic model, a partial equilibrium model of investment, following Lucas and Prescott (1971) , with unobserved permanent and transitory shocks to demand, so there is a nontrivial signal extraction probIn Lucas (1975) agents with different histories have different forecasts, and, in effect, these forecasts themselves become an object of speculation. But to simplify this complex picture, Lucas pools the forecasts and makes the average common knowledge. Futia has taken up models with disparate but rational expectations in two papers and emphasizes that Lucas's problem is one of making inferences front eodogenoto time series. Futia (1 98 1) has solved such a problem in a hierarchical structure with informed and uninformed traders. But in general the problem is nonlinear and seems difficult to solve. It is avoided in Futia's (1980) work on capturing what are believed to be the key elements of Lucas's model; agents are endowed with exogenous, distinct information sets but with more information than they can capture from endogellous time series. Chari (1979) studies models with dispersed information and turns up more difficulties. If agents do not see economy-wide output, then there cannot be a finite list of state variables; agents must be concerned with the infinite past in an explicit way. Of course, this paper does not propose a way out of all the difficulties associated with the abovementioned models. It does seek to identify a broad class of models under which such difficulties can be either handled or avoided. This paper delivers on Sargent's (1981) call for econometric analysis of models in which there are information discrepancies across agents. 7 The need for this type of analysis, to overcome Lucas's (1976) critique of conventional econometric practice, is eloquently described in Sargent (1981) . 8 There are some caveats on identification, however-. Grossman and Weiss 1980) , so the "forecasting-theforecasts" problem can be analyzed. Section III describes the dynamic, stochastic maximization problem confronting the individual (representative) firm in each market and derives the best decision rule. Section IV describes precisely the definition of equilibrium employed throughout the paper, a dynamic linear equilibrium with rational but disparate expectations. Section V generates a law of motion for the aggregate capital stock in each market, allowing one to focus attention entirely on inference problems. Section VI describes a "hierarchical" information variant, in which one market receives price but not quantity information from an informationally self-contained market lower in the hierarchy. This hierarchical system is easily solved with a recursive use of Kalman filtering techniques. The important point is that any firm sees a filtered version of (endogenous) time series generated by linear laws of motion of a finite number of state variables. Section VII presents the time-series dynamics for the hierarchical structure with some numerical examples. Section VIII describes a symmetric but disparate information structure in which firms in each market see economy-wide average price contaminated with measurement error. Here there is a confounding of laws of motion of observed and unobserved state variables with the inference problems of firms. But a method of undetermined coefficients is developed, a nonlinear but tractable procedure (see also King 1978; Chari 1979; Sargent 1979; Barro 1980; Futia 1981) . Moreover, two procedures for forecasting in this setting are described, at least on the assumption that there is full information after a finite number of periods. One procedure makes use of the entire relevant history, the other utilizes the distinction between moving average representations in the space of economic disturbances and representations in the space of disturbances which are innovations relative to agents' information sets (motivated by Hansen and Sargent [1981] ). Section IX describes the time-series dynamics for the symmetric structure, again with numerical examples. Finally, Section X discusses how the model might be fitted to data, in principle. This section extends the techniques of Sargent (1978 Sargent ( , 1981 and Hansen and Sargent (1980a, 1980b) and discusses the possibilities and limitations of more conventional econometric procedures, as well as the procedures of Sims (1980a Sims ( , 1980b and Kydland and Prescott (1982) .
II. The Basic Model
Imagine an economy in which a single commodity can be produced in each of a set of local "islands." At the level of abstraction adopted here, these islands can be interpreted as local markets within an industry, separate markets within a country, and so on. The essential aspect of the specification is that the commodity itself cannot be moved across islands or markets. Thus one may even suppose the commodity itself varies across islands as if there were separate industries, with all variables expressed in common units. But information can flow among islands, at least to a limited extent, consistent with Phelps's (1970) island paradigm.
More formally, then, suppose there is a set of markets indexed by i, i = 1, 2, . . , I. (Subsequently I may be either finite or infinite.) There is a continuum of firms (on the unit interval) in each market i, and each firm has a production function of the form
where yt is the output of the produced good of the (representative) firm in market i at time t and kt is the capital stock of the firm, chosen at time t -1. Thus, output is linear in the capital stock. Summing over all firms in market i, let Y' and Ki denote the corresponding aggregates of market i. Each market i is confronted with an exogenous, linear demand schedule for the produced good, a schedule which is buffeted by relatively persistent shocks and completely transitory shocks. The transitory shocks are independent across markets and the persistent component is common. Thus, to the extent that the persistent component is unobserved, markets are informationally linked. That is, economnic time series in one market may contain information on the persistent component, information which is of interest to firms in another market.
More formally, then, under market clearing,
where Pt is the price of the produced good in market i at time t and zt is a shock to market i demand at time t. Here z' is the sum of a persistent economy-wide component Ot and a completely transitory market-specific component Et, that is,
The common shock Q, follows a first-order autoregressive process Pt 6P-p + vt, 0 < IPI < 1,
where Vt, Et are jointly normally distributed, independent among themselves and over time, with mean zero and covariances 2! and cr, respectively. Note that in the formulation above a trend in economic variables is precluded. In fact, the system as specified has a steady state with mean zero. In what follows, however, all variables can be interpreted more generously as deviations from (unspecified) mean values.
III. Individual Firm Maximization
The decision problem confronting each firm in market i at time 0 is to choose a sequence of contingent plans for capital stocks kt so as to maximize discounted expected profits, that is,
fo,,f2 > Ofl ? 0.
Here E) denotes the expectation of (future) prices conditioned on information available to the firm in market i at time t = 0, fl); parameter P3 is the discount rate, 0 < 3 < 1; the term P fk' represents revenue from sales at time t; the price sequence {P'}t=(1 is taken parametrically and is bounded in mean; the term (f,12)(kt)2 induces a kind of "long-run" decreasing returns to scale (constant returns to scale if fl = 0); and the term (f212)(kt+ I -k)2 represents a cost of adjustment, thereby linking the period-by-period decisions of the firm.9 Such adjustment cost formulations capture the idea that firms do not respond immediately to perceived movements in market demand, giving explicit dynamics to the "static" long-run adjustment stories of standard price theory (see Lucas 1967 ). Again, a typical firm in market i is to choose a sequence of contingent plans or decision rules,
where flt is the information available to the representative firm at time t in market i and includes, among other things, current and past 
where EQ ft) denotes the expectation conditioned on the information set fQ. (Note that kt is included in fQ.) Thus, as one might expect, the capital stock decision of the representative firm in market i is a linear function of the beginning-of-period capital stock and the expectation of all future market-specific prices. As we shall see, these latter expectations are often expressed in terms of a finite number of state variables.
IV. A Definition of Equilibrium
The sequence of expected future prices, which each firm in market i takes as given, is of course determined in an equilibrium, with market-clearing condition (2). Moreover, this sequence will be required to have the rational expectations property that the firms' expectations be consistent with the statistical distribution of prices which the model generates. Note that these expectations across markets need not be identical, as information sets across markets need not be identical. But each firm's expectations are required to be statistically correct in the sense of minimizing the mean square forecast error given the model. Thus, to accommodate rational but disparate expectations, the equilibrium is specified at the level of decision rules. That is, firms act as if they know that prices are determined at each date by market-clearing considerations, that the demand at each date is determined by the schedule (2), and that the supply at each date is determined by a law of motion describing the evolution of the market-wide average capital stock. More formally, consider then (with some repetition of earlier equations) the following definition.
DEFINITION:
A dynamic linear equilibrium with rational but possibly disparate expectations is a law of motion for the aggregate capital stock in each market i, 
V. A Law of Motion for Market Aggregates
The definition of an equilibrium given above may appear somewhat forbidding in a computational sense. But one can make use of an insight of Sargent (1979) , that the law of motion of the aggregate capital stock in each market i can be derived without directly calculating firm-specific laws of motion. Moreover, the aggregate law can be computed without being at all specific about the information sets and forecasting. The details of this procedure are described in Townsend (1981) . The important result is fo-yIf PP Kt+1 = yKt + f -f3) M, (13) which has the form of (8) in the definition of equilibrium.
Given statistically correct forecasts determining M' and the law of motion (13), one can work backward to compute the firm-specific decision rule (11). But this is never done in what follows. Instead, advantage is taken of the insight that statistically correct forecasts along with (13) completely determine an equilibrium. Having already computed (13), finding an equilibrium here is equivalent to finding statistically correct forecasts, if the resulting price sequences are bounded in mean. These forecasts will be functions of the information structure, as the following sections illustrate.
VI. Equilibrium in a Hierarchical Information
Structure"
This section focuses on a highly stylized structure in order to illustrate the interplay of forecasts across markets. It is supposed in particular that there are two markets, one which is informationally selfcontained and one which receives price but not quantity information from the other. As we shall see in Section VII, this structure induces a special kind of volatility in the second market. The present section is devoted to formulation-analysis issues and makes the point that Kalman filtering techniques easily handle the inference problems of decision makers when the information structure is hierarchical, even if observed time series are endogenous. It will also set the stage for understanding the difficulties which emerge later on when the information structure is symmetric. More formally, then, suppose there are just two markets, so that I -2. Suppose also that the first market is informationally self- then, that this learning mechanism is the cause of some persistence. It converts serially uncorrelated economic shocks, the vt and the Elt, into serially correlated forecasts of the shocks vt. That is, E (vt fll) is correlated with E (v1 lQ -1), as both contain vt-1, for example, except in the special case of full information, a' = 0. By the same token, then, one anticipates that the mean forecasts of the variables, Or-say, E(Ot Dfi), E (0t-1 I I t -I), and so on-will be serially correlated with a persistence over and above that present in Ot itself.That is, the forecast error [E (Ot I f4l) -01] will be serially correlated, a moving average of past random variables vt and E'. This will be made clear in a moment.
A distinct disadvantage of the method described above for computing the conditional distribution of Ot is that the state vector x, increases in dimension with the length of history (back to t = 0)-there are more and more innovations. An alternative way to compute the con-ditional distribution of 0, exploits a recursive algorithm developed by Kalman (1960 
The point is that (34) and (32) represent a system to which the Kalman filtering algorithm may again be applied directly. In this application, then, firms in market 2 attempt to keep track of the capital stock and mean forecasts in the first market, as well as the persistent shock Ot. Again, all these variables are unobserved. Now, in this case a less trivial Kalman filtering theorem'2 ensures the convergence of the variance-covariance matrix of the conditional distribution of the state vector xt, defined in (31) and (32), with means satisfying the recursive relationship of (23) This is the market 2 analogue of (30), and it is again apparent that the forecast error in market 2 will be serially correlated as a moving average of shocks El, E , and vt. Note also that forecast errors will be serially correlated across markets 1 and 2 due to the influence of the v1 and the El terms.
In summary, then, this economy with two markets has laws of motion 
0~
The recursive manner in which this hierarchical system is determined is apparent from (38): apart from the shocks, motion in the first market determines beliefs in the second market which determine motion in the second market. Note also that this system is stable because the matrices along the diagonal are stable. So all variables are bounded in mean. Thus, prices in each market are bounded in mean, and the existence of an equilibrium is established.
VII. Time-Series Dynamics for the Hierarchical Structure
Now suppose an econometrician were given time series of capital stocks and prices in both markets. We might ask what implications the theory has for these series, at least for various possible parameter values. One way to answer that question is to look at the implied covariance structure of the data, and indeed that route will be taken in the discussion of formal estimation in Section X. Here we wish to characterize the data, perhaps in a more revealing way, by examining the response of the system from an initial steady state (of zero) to a positive, one-standard-deviation impulse in specified economic shocks at date 1, holding all other economic shocks at zero, following the suggestions of Lucas (1975) and Sims (1980a Sims ( , 1980b . Consider first the capital stock series in the first market. Note in particular that (31) can be written after repeated substitutions as In both (39) and (40), intrinsic persistence will be higher and the capital stock series will be smoother the higher is the serial correlation parameter p in the driving stochastic process 01, since demand stays high longer, and the higher is the ratio of adjustment costs to revenue (high h, is associated with highf2/fo) because it is costly to adjust more quickly. And the effects of economic shocks can not only persist in (39) and (40), they can also cumulate in the sense of Lucas (1975) . That is, the full effect of the shock is not immediate-there can be a rising portion in the response function (see fig. 1 ). But we might note that in (39), relative to (40), there is additional persistence induced by the learning, persistence which varies directly with the noise in current observations (high ratio of variances cre/Uv is associated with high at). On the other hand, (39) allows a response to entirely transitory shocks, the E', as these are partially mistaken for relatively persistent shocks v. This adds more volatility to the capital stock series.
The statistical process for price in the first market is linearly related to the statistical process for the capital stock via the market-clearing hypothesis. There is in addition a stochastic intercept, representing the period-by-period shocks to demand. That is,
The statistical process for the capital stock in the second market is more complicated than in (39) since, as noted, (41) is taken into account in the inference problems of firms in the second market."t It may be noted again that firms in the second market will respond to the relatively persistent shocks vt as well as to the transitory shocks elt and Et in both markets. In this sense, the second market is more volatile than the first. But possessing more observations, firms in the second market are relatively better informed. Thus market 2 responds more readily to persistent common shocks (see table 1 (see table 3 ), one again observes the strikingly different behavior forecasts in the two markets (see fig. 2 ). Here forecasts in the second market remain negative enough to pull the capital stock in the second market below its steady-state value (see fig. 3 ).
As between tables 2 and 3, the qualitatively different nature of the response to a transitory shock, for high and low adjustment costs, respectively, may be attributed in part to the different steady-state covariatuce matrix of the conditional distribution of beliefs in the secouid market, reported in the tables as the sigma (E) matrix, a matrix which is quite sensitive to the adjustment cost parametersf() and ft. In neither case, however, are there any zero entries in that matrix. In particular, under the assumed parameter specifications, firms in market 2 never learn with certainty the capital stock in market 1. This is what generates the interesting dynamics. That is, the space spanned by current and past prices in market 1 is not equivalent with the space spanned by current and past market 1 shocks, the zt. 
VIII. Equilibrium in a Symmetric Information Structure with Confounding
In the hierarchical structure, firms in the second market are forming inferences on the basis of an endogenous time series, prices in the first market. These prices depend on the aggregate capital stock in the first market, which the firms do not see. The law of motion of this capital stock is known, however, though it depends on beliefs in the first market, which the firms in the second market do not see. The law of motion of these beliefs is known, however, and depends on the underlying demand shock O0, with known law of motion. In summary, firms in the second market are forming expectations on the expectations in the first market, but the laws of motion of the market 1 expectations are well defined and can be expressed in terms of a finite number of state variables. Thus, the Kalman filter can be applied. In fact, we could well add on another layer to the hierarchical information structure, supposing that firms in some third market see prices in the second market and so on, building on system (38). 
Z1=0p'E(v, fQf). One might then average over markets i and deliver an equation of the form (42). One might then hope the coefficients in C(L) and D(L) could be determined.
A potential problem with this approach is the appearance of an infinite number of innovations. To circumvent that problem, one might suppose an initial starting date, an initial prior distribution, and an appropriate (and possible time-dependent) specification of (42). But that approach is awkward at best, and there remains the problem of increasing dimensionality over time, as in Section VI.
An alternative approach, which keeps the dimensionality finite but allows the advantage of an infinite past, is to alter the information structure somewhat. Suppose that all economic innovations dated tj and backward are known at date t (see also Chari 1979 
Pt-I = vt-1 + nt-1,
where the * and ** variables on the left-hand side of (47)- (50) 
We shall return to (54) momentarily. Of course, the procedure just described can be applied to any finite, full-information lag specification, that is, with economic innovations dated t -j and backward known at date t, j finite. But it is also apparent that the dimensionality problem begins to reemerge as j increases; a matrix of dimension 2j must be inverted. This observation alone might motivate the search for an alternative, more recursive procedure. And as it turns out, there exists an alternative procedure which is of intrinsic interest given the topic of this paper, since it makes clear and exploits the distinction between shocks to driving stochastic processes, the economic shocks, and shocks which are innovations relative to decision makers' information sets.
To begin to describe the alternative procedure, suppose one had under consideration a system of the form 
that is, with known innovation gt where
The reader is referred to Appendix A for details of the calculations.
f5 I would like to thank Lars Hansen for suggesting systems like (58) and the use of Weiner-Kolmogorov prediction formulas, and for teaching me about Blaschke factors (see below). Since rpt-2 is in the information set of firms at time t, it may appear that system (58) should be augmented to include 1t-2 in the vector on the left-hand side. But the procedure described in the text below can be applied to the augmented system with the result that the predictions of v, and vt I remain unaltered. It might also seem that parameter 8 must be less than unity to justify the procedure described in the text, but the augmented system makes clear that this need not be the case. We turn now to the problem of finding the undetermined C0 and Do from equation (54). We might note in particular that Co and Do enter on the left-hand side of (54) in the parameters 4'o and Po. That is, parameters Co and Do were taken as given by the firms in solving their inference problems. But these inferences in turn determine the law of motion in (42) and thus affect the parameters f(P and 4(o. This is the confounding problem. One may note, moreover, the fundamentally nonlinear nature of this problem. The parameters Co and Do determine (in part) the coefficients Wij, and 4'o and +0 are quadratic functions of the latter. Still, equations (54) turn out to be not all that awesome. Existence and uniqueness of solutions are established in Appendix B, making use of the Blaschke procedure.
The mapping described in Appendix B also suggests a scheme for computing solutions to (54): the method of successive approximations. And though there is no formal basis for supposing that solutions can be computed by this method-that is, the mapping is not shown to be a contraction-in practice this method generates the solution quickly for a broad range of initial parameter values (e.g., accurate to eight decimal places after 10 iterations). The economics behind this method is somewhat reassuring. Suppose firms were to take as given some (arbitrary) moving-average representation for economy-wide average forecasts of the common demand shock. Then the inference problem in each market becomes well defined and produces a best forecast in each market of the common shock. Averaging over markets, one arrives at a new moving-average representation. Repeating the process, there is convergence to a situation in which average forecasts in the population are consistent with best forecasts based on that average.'7 (This is reminiscent of a convergence result in .)
In concluding this section, it should be noted from (52) that the response of Mt+ to innovations mt, E', and vt is determined entirely by the coefficient pJ on vt after periods forj sufficiently large. Thus, M' 16 As Subramanian (1982) has established, the Blaschke procedure described above is numerically tractable for any finite, full-information lag system, with innovations known at t -j. (Lags up toJ = 50 have been computed.) The dimension of the matrices remains at 2 + 1 = 3 and does not increase with j. Of course, the Blaschke algorithm requires more and more iterations; that is, more and more matrices W, IV, and so on must be computed. But there is a sense in which the procedure is recursive, as is apparent from (63) and (64). The reader is urged to consult Subramanian for a more detailed account.
17 Subramanian (1982) has established that this procedure converges, and converges to apparently unique solutions, for arbitrarily large information lagj systems. is stable, and so K' and Pt are stable and therefore bounded in mean. Thus the existence of an equilibrium has been established.
IX. Time-Series Dynamics for the Symmetric Structure
Now suppose an econometrician were to observe economy-wide average capital stock and price series for the economy of Section VIII. To characterize the restrictions which the theory puts on these series, we shall examine responses to measurement errors and to innovations in economic shocks at date 1 for various possible parameter values. To begin, note from (42) We now ask if an econometrician could determine in principle whether the theories with learning and somewhat sophisticated expectation formation being proposed in this paper are consistent with actual data. One way one might hope to do this, consistent with the time-series dynamics already presented and with the work of Sims (1980a Sims ( , 1980b , is to look in the data for patterns of response to economic shocks or innovations and to try to match these with response patterns predicted by the theory. We shall comment on this procedure at the end of this section. But for now we merely note that these response patterns are a convenient way, but not the only way, of describing the variance-covariance structure of the variables observed by the econometrician. Formal estimation or "fitting" procedures try to match directly the variance-covariance structure of observables with the variance-covariance structure of corresponding variables of the theory.
To be more precise, we shall adopt here, with suitable modifications, a technique of Sargent (1978 Sargent ( , 1981 and Hansen and Sargent (1980a, 1980b ), a technique which lets the theory deliver the entire econometric model, including the error term. The econometric model is not exact, because the econometrician treats both forecasts and underlying economic shocks as unobservable, latent variables. And here, as in the Hansen-Sargent papers, the theory implies certain cross-equation restrictions on the coefficients of the econometric model and certain lag (zero) restrictions on its error terms as well. One then uses these restrictions to estimate and identify the underlying parameters of the theory, the parameters of preferences, technology, and driving stochastic processes. There follows a caveat on the "exact" nature of such error term models. This will provoke a discussion of the possibilities and limitations of more standard econometric procedures, on the one hand, and to a suggestion of Kydland and Prescott (1982) , on the other. As noted, this section concludes with some comments on Sims's suggestion for summarizing data and a caveat on that method.
To begin, suppose an econometrician had available time series on the capital stock and price in the first market in the hierarchical structure of Section VI. It is of interest to ask whether these underlying parameters can be identified, that is, whether there is any indeterminacy in the estimates for large (infinite) samples. Suppose one were armed with the true variance-covariance structure of the bivariate process K + i, Pt' so that the -y(h) and hence g(z) were actually known. We ask first whether the coefficients in the matrices of HI (z), H2(z) would be known and then whether the underlying parameters can be determined from these coefficients.
The first Data from the first market would allow one to determine the coefficients in the matrices C, A, M, and N, and thus S would be determined. These might then be used to identify the parameters in the second market from the analogue of system (72). The point is that the recursive structure can be exploited.
To proceed with more formal econometrics for the symmetric information structure, system (70)-(71) can be expressed as an ARMA process, and thus maximum-The technique described above for estimation and identification assumes that the data really are generated by the model of the theory. Note, for example, that the error term in a vector autoregression of price and capital stock in the first market is a linear combination of current and past unobserved economic shocks which constitute part of the model itself; in the model these shocks have effects on observables either directly, as on contemporary prices, or indirectly through their effect on decision makers' forecasts. Thus, movement in the error term plays a key role in identifying the underlying parameters of the model. And the variance of the error term is not necessarily small relative to the variance of' observables. Consider the model of capital stock movements in the econometric model (72). There is no reason a priori to believe that uncertainty is not a fundamental part of the problem confronting decision makers (as it would be if both cr and cr2 were small) or that current observations are unimportant in learning (as they would be if o l were small).
Unfortunately, though, this wedding of theory and econometrics is not without difficulties. The above-mentioned technique leaves no room for errors which result from theory as an abstraction or approximation. That is, all the rich detail of the data is forced on the free parameters of the model. Viewed as an observable-unobservable index model-as described, for example, in Sargent and Sims (1977)-the model is exact; there are no own error terms (with, we hope, small variances).
This leads us to a discussion of perhaps a more standard econometric procedure, deriving an exact model from theory and tacking on error terms as dictated by discretion and by the data. We shall now examine in what sense this is or is not possible if agents of' the model themselves have incomplete information on exogenous driving processes and thus are engaged in learning.
Suppose, first, that the econometrician has direct observations, along with the agents of the model, on the stochastic processes being forecast. Then the econometrician could potentially estimate the parameters of those stochastic processes, and, with guesses about agents' initial priors, the Kalman filtering algorithm could be used to compute agents' forecasts period by period. With these constructed forecast series and the other observables, part of the theoretical model likelihood techniques of Hansen and Sargent may again be used for estimation. Under such techniques the parameters C', D, must be computed, say, by successive approximations. But, these computations are no more burdensome than those used in solving the recursive eq. (24) of the Kalman filter. And, needless to say, numerical methods must be used in any event under any estimation procedure. One caveat is in order, though: here identification of the parameters in technology and demand miiay be a problem because there is no recursive way to attack the cross-equation restrictions, as in the twomarket hierarchical structure. This is left as an open question. may be exact. Thus, one might consider tacking on error terms for purposes of estimation. This is virtually the procedure adopted by Crawford (1979) ; it could be applied here to the model of the first market if the econometrician were to get direct observations on zt.
Without such direct observations, though, this recursive procedure cannot be applied. With data on the capital stock and price only, the pricing equation in the first market alone will not yield the parameters p, U2, and uE; that is, the parameter b must be estimated jointly. But to do this consistently, one needs to make explicit use of the evolution of the capital stock series. Thus, even if the econometrician and the agents of the model see the same time series, the agents, knowing the structure, can deduce more period by period. Thus, from the point of view of the econometrician, the model delivered by theory is not exact. This leads us back toward the first estimation strategy of Hansen and Sargent discussed above.
In some contexts it may be possible to loosen the Hansen-Sargent procedure directly by tacking error terms onto the econometric model derived from theory. This is especially true if the model from theory displays stochastic singularities, as the one here apparently does. Then one might hope to retain identification. In general, though, identification becomes an open question.
Another approach which takes theory seriously and which avoids tacking on error terms is that of Kydland and Prescott (1982) . Rather than asking theory to explain the entire variance-covariance structure of the data, as in maximum-likelihood techniques, those authors concentrate on key moments or "on certain statistics for which the noise introduced by approximations and measurement errors is likely to be small relative to the statistic." Under this approach, one tries to match specified sample moments from runs of the model under various possible parameter specifications with the specified moments from actual data. Thus, one again makes direct use of the Kalman filtering algorithm in computing agents' forecasts.
If one is unable or unwilling to focus on a subset of moments, then one is again faced with the problem of fitting the theory to the entire variance-covariance structure of the data. Sims (1980a Sims ( , 1980b ) has suggested that a nice way to summarize this structure is to estimate the coefficients in relatively unrestricted vector autoregressions and examine the response of the system to innovations in the error terms of these regressions. This brings us back to the response to economic shocks in Section VII as one way to summarize the implications of the theory. A caveat is in order here, however: the error term in the theoretical model (72), for example, has no natural economic interpretation, as it is a linear combination of current and past economic shocks. That is, the theoretical model (72) can be inconsistent with the assumptions Sims makes on error terms in his vector autoregressions (in other models, of course) and with his interpretation of error terms as surprises or forecast errors. Putting this another way, the error term in a vector autoregression can be sensitive to the assumed information structure for decision makers in the model itself. The error term in the full-information model (40) has a ready interpretation as a permanent shock. The error term in the learning model (39) is some mongrel. The full implication of this for (highly desirable) exploratory data analysis is left as a subject for future research. 
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