On [0, oo ), log(xx") is strictly convex. Matrix-matrix exponentiatiOn A 8 is defined when A is normal and nonsingular. Von Neumann's quantum-mechanical entropy S(A) of a density matrix A can be written S(A) = -log[ det(A A)]. Using convexity, an obvious generalization of S(A), namely -log[det(AA••)], is shown to satisfy the same monotonicity inequality as S(A). Matrix-matrix exponentiation is used to generalize several results about iterated exponentiation of scalars.
INTRODUCTION
A positive-valued function f on some real interval is called log-convex if logf is convex; f is called log-concave if logf is concave. For example, on the positive half-line, f(x) = x is log-concave and f(x) = xx is log-convex, but f(x) = xx> is neither log-concave nor log-convex on (0, 1 ). The first major result of this paper (Theorem 2.1) is that on [0, oo ), log (xx'-') is strictly convex (see Fig. 1 ). (Strict convexity of a real-valued function f means that if a+ f1 = 1 and a> 0, f1 > 0, thenf(aa + fJb) < af(a) +fJf(b) for all a, b, a :f. b, in the domain off Strict concavity means the inequality is reversed.) This utterly elementary result does not seem to have been noticed before, yet is unexpectedly painful to prove. The' proof given here is by brute force; a better proof would be welcome. Figure 1 and additional numerical studies suggest that the sixth iterated exponential, like the second and fourth, is log-convex on [0, 1] but that the eighth iterated exponential is not.
Matrix-matrix exponentiation A 0 is defined for certain matrices A and B (Definition 3.1 ), and properties of A 0 analogous to those of scalar-scalar exponentiation ab are described. Von Neumann's quantum-mechanical entropy can be written using matrix-matrix exponentiation in a form that suggests a natural generalization. The convexity of log(xxr) makes it possible to prove a monotonicity inequality for one of these generalizations (Theorem 4.1) analogous to a well-known mono tonicity inequality for the usual entropy. Finally, matrix-matrix exponentiation is used to generalize several results about iterated exponentiation of scalars.
2. THE LoGARITHM oF THE FouRTH HYPERPOWER Is CoNvEx THEOREM 2.1. On [0, oo ), log(xxr) is strictly convex.
Proof Because log(x) appears many times in the formulas that follow, we introduce L= log(x).
Thus, for example, £ 2 = [log(x)] 2 , dL/dx= 1/x, and x=eL.
Henceforth assume x e (0, oo ).
which is the inequality we aim to prove. By elementary calculus
Substituting these expressions into (2.
If we multiply (2.1.2) by x 2 and move the first term to the other side of the inequality, we obtain
Now consider xe(O, 1). Here 0<g(x)<1, g'(x)<O on (0, 1/e), and g'(x) > 0 on ( 1/e, 1 ). Also, for any natural numbers m and n, x"'L" is a negative function of x for odd n, is a positive function of x for even n, and in either case has a unique extreme point where x = cxp(-n/m For any interval [a, b] c [1/e, 1] and for xE [a, b] , For a density matrix A, the spectrum {A.;(A ), i = 1, ... , n} may be viewed as a probability density function on { 1, ... , n }. The physical interpretation of the density matrix is that a quantum mechanical system or quantity may be in one of n states, indexed by i = 1, 2, ... , n and the probability of observing the system described by A in state i is A.;(A ). Von Neumann [11] showed that the entropy of a gas with density matrix A is, except for a constant of proportionality,
Jacobi's identity states that for any matrix A, det(eA) = e A change in the density matrix of a system from A to B results in a change in its entropy from S(A) to S(B), which corresponds to a change in the number of possible microscopic states of the system proportional to es<B>-s<A> = det(AA)/det(B 8 ). When entropy increases, i.e., S(B)-S(A) > 0, the number of compatible microscopic states of the system also increases.
A well-known sufficient condition for an increase in the entropy of a system is that the probability distribution over the states be smoothed out or averaged [7] . More The inequality is strict if each element of P is positive, and also under much weaker conditions [7] . Proof Suppose two vectors with positive elements u and v satisfy u = Pv, for some doubly stochastic P. Let f/J be a convex real-valued function on [0, oo ). Then it is well-known [7] that " "
and the inequality is strict if t/J is strictly convex and all elements of P are positive and u =1= v. This theorem is an immediate translation, via the spectral theorem and the results of Section 3, of a well-known theorem from 1778 of Euler (see [3] and [5] ) on iterated exponentiation of scalars. This theorem is an immediate translation, via the spectral theorem and the results of Section 3, of theorems on scalar-scalar exponentiation due to Thron [10] and Shell [8] . In words, the "larger" tower (in the sense of the Loewner ordering) results from putting the larger of A; and Aj higher in the tower. This theorem is an immediate translation, via the spectral theorem and the results of Section 3, of a theorem on scalar-scalar exponentiation due to Brunson [ 1] .
