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a b s t r a c t
We focus on families of Pawlak approximation spaces, called multiple-source approximation
systems (MSASs). These reﬂect the situation where information arrives from multiple
sources. The behaviour of rough sets in MSASs is investigated – different notions of lower
and upper approximations, and deﬁnability of a set in a MSAS are introduced. In this con-
text, a generalized version of an information system, viz. multiple-source knowledge repre-
sentation (KR)-system, is discussed. Apart from the indiscernibility relation which can be
deﬁned on a multiple-source KR-system, two other relations, viz. similarity and inclusion
are considered. To facilitate formal reasoning with rough sets in MSASs, a quantiﬁed prop-
ositional modal logic LMSAS is proposed. Interpretations for sets of well-formed formulae
(wffs) of LMSAS are deﬁned on MSASs, and the various properties of rough sets in MSASs
translate into logically valid wffs of the system. LMSAS is shown to be sound and complete
with respect to this semantics. Some decidable problems are addressed. In particular, it is
shown that for any LMSAS-wff a, it is possible to check whether a is satisﬁable in a certain
class of interpretations with MSASs of a given ﬁnite cardinality. Moreover, it is also decid-
able whether any wff a is satisﬁable in the class of all interpretations with MSASs having
domain of a given ﬁnite cardinality.
 2008 Elsevier Inc. All rights reserved.
1. Introduction
Since the inception of rough set theory [15], work on it has proceeded in many directions. In this paper, we adopt a formal
logical approach to the theory, in particular, when a dynamic dimension enters the picture.
In the lines of [13], we may categorize dynamic phenomena related to Pawlak approximation spaces/information sys-
tems, into three kinds. We restrict our attention to a ﬁxed domain, say U, of discourse. One may ﬁnd that (i) with time,
the partition on U changes due to the inﬂow of varied information. There can be another situation, where (ii) information
arrives from different sources (possibly at the same time), and changes the partition on U. On the other hand, there may
be a situation that is (iii) a combination of (i) and (ii): at each time point there is information from multiple-sources, and
alongwith, there is change of information with time.
We are interested here in (ii). Information from each source determines a partition on the domain, and thus a family of
approximation spaces is obtained. In this context, one should mention work on collections of Pawlak approximation spaces
in [4,23,9]. In a more general setting, if sources are interpreted as ‘agents’, one ﬁnds discussions on multi-agent systems, for
instance, in [17,18,12,20]. A survey of some of these was made in [1].
Formally, our focus is on the following:
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Deﬁnition 1. A multiple-source approximation system (MSAS) is a tuple ðU; fRigi2NÞ, where U is a non-empty set, N an initial
segment of the set of positive integers, and each Ri; i 2 N, is an equivalence relation on the domain U.
We deal with countable families only. jNj is referred to as the cardinality of the MSAS ðU; fRigi2NÞ. A MSAS is thus a family
of approximation spaces with the same domain. These could be regarded as special ‘dynamic spaces’ [13]. In such a frame-
work, one may study the behaviour of rough sets – more speciﬁcally, their approximations. Considering a multi-agent pic-
ture, we may ﬁnd that the concept (rough set) of one agent may well be approximated in different ways by other agents [20].
Moreover, the sets of attributes used by the sources/agents for approximating a concept may vary. Hence when we consider
the views of these sources, the boundary region of the concept may change [14]. Many questions emerge. For example:
which objects are ‘deﬁnitely’ (not) elements of a set in all the approximation spaces of the family? Or, which objects are def-
initely elements of a set in some approximation space, but not in others? Is a set deﬁnable in all the approximation spaces?
This leads us to introduce notions of ‘strong lower (upper) approximation’ and ‘weak lower (upper) approximation’ of a
rough set, in a MSAS. As a result, we also obtain more than one notion of ‘deﬁnability’. We present these in Section 2.
Information from multiple-sources about the same set U of objects could also be encapsulated in a family of information
systems, or, more generally, of knowledge representation systems [10]. A natural query then would be about the relation be-
tween such a family, and a ‘corresponding’ MSAS. It is shown that the characterization theorems obtained in [22] for knowl-
edge representation systems, can easily be extended to the multiple-source case (cf. Section 3).
We next approach the issue from the viewpoint of formal logic. A quantiﬁed propositional modal logic LMSAS is proposed
here, the interpretations of which are based on MSASs. It will be seen how well-formed formulae (wffs) in the language of
LMSASmay be used to express the queries mentioned earlier. The logic and its properties including some decidable problems
are presented in Sections 4–6. Though the question of general decidability remains open, it is possible to check whether any
LMSAS-wff a is satisﬁable in a certain class of interpretations with MSASs of given cardinality. Furthermore, it is also decid-
able whether any wff a is satisﬁable in the class of all interpretations with MSASs having domain of a given ﬁnite cardinality.
Section 7 concludes the article.
2. Rough set notions in multiple-source approximation systems
Let us ﬁrst recall some basic deﬁnitions of rough set theory [16].
Given a Pawlak approximation space ðU;RÞ, we denote the lower and upper approximation of a set X  U by XR and XR,
respectively. Elements of the positive region XR and negative region ðXRÞc of X are, respectively, called the positive and neg-
ative elements of X. For these elements, we are certain whether these are elements of X (in the case of positive) or not (in the
case of negative). Possible elements are those residing in the possible region, i.e. the upper approximation XR of X. The ele-
ments of the boundary region BdðXÞR :¼ XR n XR are called the boundary elements – these are in the uncertain region. In these
terms, a set X is deﬁnable in ðU;RÞ, provided each element of U is either a positive or a negative element of X.
Let us consider the scenario when we obtain information regarding a set of objects from different sources. Information
from each source is collected in the form of an information system [16], and thus a family of approximation spaces with
the same domain is obtained. We illustrate this, and some possible questions related to rough sets that may be raised in
the context, through the following example:
Example 2. Let U :¼ fO1;O2; . . . ;O6g be a collection of six objects and suppose we have four machines M1; . . . ;M4 which
provide us information regarding attributes A;B;C of the objects. Let the values of all the attributes be taken from the set
fa; b; cg. Suppose the table below gives the information provided by these machines.
Each Mi then gives rise to an equivalence relation Ri
R1 :¼ ffO1;O5g; fO2;O3g; fO4g; fO6gg; R2 :¼ ffO1;O3g; fO2;O4;O5g; fO6gg; R3 :¼ ffO1g; fO2;O3;O5g; fO4;O6gg;
R4 :¼ ffO1g; fO2;O5g; fO3g; fO4;O6gg:
We thus have a MSAS ðU; fRig16i64Þ (cf. Deﬁnition 1). Many questions may be raised now. For example, for any Xð UÞ, we
may ask
M1 M2 M3 M4
A B C A B C A B C A B C
O1 b b a b b b b b a a a b
O2 a a b b b a b a c c b a
O3 a a b b b b b a c b b a
O4 a c a b b a b c a c c a
O5 b b a b b a b a c c b a
O6 c a a c a c b c a c c a
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Q1. Do we have an object such that no machine accepts it even as a possible element of X, i.e. it is a negative element in
each ðU;RiÞ?
Q2. Is there an object that is a possible element of X in ðU;RiÞ whatever machineMi we may consider, but is not a positive
element of X in any ðU;RiÞ?
Q3. Take any particular object of U, say O4. Is it a possible element of X for every Mi?
Q4. Are there objects that are positive elements of X for every Mi?
These kinds of questions motivate us to give the following deﬁnitions. Let l :¼ ðU; fRigi2NÞ be a MSAS, and X  U.
Deﬁnition 3. The strong lower approximation Xsl , weak lower approximation Xwl , strong upper approximation Xsl , and
weak upper approximation Xwl of X, respectively, are deﬁned as follows:
Xsl :¼
T
XRi ;
Xwl :¼
S
XRi ;
Xsl :¼
T
XRi ;
Xwl :¼
S
XRi :
Note 1. If there is no confusion, we shall omit l as the subscript in the above deﬁnition.
Observation 1. If l :¼ ðU; fRgÞ, then Xs ¼ Xw ¼ XR, and Xs ¼ Xw ¼ XR. So in the special case of a single approximation space,
the weak/strong lower and upper approximations reduce to the standard lower and upper approximations, respectively.
The domain U is thus divided into ﬁve disjoint sets (cf. Fig. 1), viz. Xs;Xw n Xs;Xs n Xw;Xw n Xs, and ðXwÞc . The possibility of
an element x 2 U to belong to X on the basis of information provided by l, reduces as we go from Xs to ðXwÞc. If x 2 Xs, then
we are certain that x is an element of X. On the other hand, ifx 2 ðXwÞc , then we are certain that x is not an element of X. Let us
give names to the elements of the different regions.
Deﬁnition 4. Let l :¼ ðU; fRigi2NÞ be a MSAS and X  U. x 2 U is said to be a
certain positive element of X, if x 2 Xs,
possible positive element of X, if x 2 Xw n Xs,
certain negative element of X, if x 2 ðXwÞc ,
possible negative element of X, if x 2 Xw n Xs, and
certain boundary element of X, if x 2 Xs n Xw.
From Deﬁnition 4, it is clear that if an element is a certain positive element of a set X, it is a positive element of X in each
approximation space ðU;RiÞ of l. If x is a possible positive element of X, then in each approximation space of l, it is either a
positive or a boundary element; moreover, there must be at least one approximation space where it is a positive element,
and one where it is a boundary element. Similar is the case with negative elements. If x is a certain boundary element of
X, it is a boundary element in each approximation space of l.
Proposition 5. Let l :¼ ðU; fRigi2NÞ be a MSAS, and X  U. Then the following hold:
(1) Xs  Xw  X  Xs  Xw.
(2) (a) X \ Ys ¼ Xs \ Ys (this does not hold for weak lower approximation).
(b) X [ Yw ¼ Xw [ Yw (this does not hold for strong upper approximation).
Fig. 1. A partition of U.
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(3) (a) X \ Ys  Xs \ Ys.
(b) X [ Yw  Xw [ Yw.
(4) (a) Xcs ¼ ðXwÞc; Xcw ¼ ðXsÞc .
(b) Xcs ¼ ðXwÞc; Xcw ¼ ðXsÞc .
(5) If X  Y then Xs  Ys, Xw  Yw;Xs  Ys and Xw  Yw.
(6) (a) Xw ¼ ðXwÞw; Xs ¼ ðXsÞs.
(b) Xw ¼ ðXwÞw ¼ ðXsÞw.
(c) ðXsÞw  Xw.
Proof of some of the items in the Proposition is provided in Appendix A.
In a natural manner, one can introduce various notions of deﬁnability of sets in MSASs. Let l :¼ ðU; fRigi2NÞ, and X  U. We
draw attention to the relationship in Proposition 5(1): Xs  Xw  X  Xs  Xw.
Deﬁnition 6. X is said to be lower deﬁnable in l, if Xw ¼ Xs.
X is upper deﬁnable in l, if Xw ¼ Xs.
Deﬁnition 7. X is said to be strong deﬁnable in l, if Xw ¼ Xs, i.e. every element of U is either certain positive or certain
negative.
X is weak deﬁnable in l, if Xs ¼ Xw, i.e. X does not have any certain boundary element.
We obtain a straightforward proposition, giving characterizations.
Proposition 8
(1) X is lower deﬁnable in l, if and only if XRi ¼ XRj , for each i; j 2 N, i.e. the sets of positive elements in all the approximation
spaces of l are identical.
(2) X is upper deﬁnable in l, if and only if XRi ¼ XRj , for each i; j 2 N, i.e. the sets of negative elements in all the approximation
spaces of l are identical.
(3) X is both lower and upper deﬁnable in l, if and only if the sets of boundary elements in all the approximation spaces of l are
the same.
(4) The following are equivalent:
(i) X is strong deﬁnable in l.
(ii) there is a collapse of the regions speciﬁed in Proposition 5(1): Xs ¼ Xw ¼ X ¼ Xs ¼ Xw:
(iii) X is both lower and upper deﬁnable in l, and X is deﬁnable in some approximation space of l.
(iv) X is deﬁnable in each approximation space of l.
(5) If X is deﬁnable in an approximation space of l, it is weak deﬁnable in l (but not conversely).
Let us return to Example 2. Suppose X ¼ fO1;O3;O5g. Then Xs ¼ fO1g, Xw n Xs ¼ fO3;O5g, Xs n Xw ¼ fO2g, Xw n Xs ¼ fO4g,
and ðXwÞc ¼ fO6g. So, X is neither lower/upper deﬁnable, nor weak/strong deﬁnable.
Q1–Q4 may now be rephrased (respectively) for the set X as:
Is ðXwÞc–;? Is Xs n Xw–;? Does O4 2 Xs? Is Xs–;?
Answers are clear from the above: Yes; Yes; No; Yes.
Observe that, for this example, the sets fO2g; fO1;O2;O3;O4;O6g and fO1;O3g are respectively lower, upper and weak deﬁn-
able, but there are no instances of (non-empty, proper) strong deﬁnable subsets of U.
3. Multiple-source approximation systems and information systems
One of the practical means of obtaining approximation spaces is through an information system, or, more generally,
through a knowledge representation system (brieﬂy, KR-system) [10]. A KR-system is formally deﬁned to be a tuple
K :¼ ðU;A; fValaga2A; f Þ, where U is a non-empty set of objects, and A a non-empty set of attributes. Vala, for each attribute
a, is a non-empty set of values of attribute a, and f : U  A! Pð[fVala : a 2 AgÞ is a function satisfying
f ðx; aÞ  Vala; for any x 2 U; a 2 A. (PðXÞ denotes the power set of X). f ðx; aÞ gives the set of ‘possible values’ of attribute a
for the object x.
We note that an information system is a special case of a KR-system, where the set f ðx; aÞ is a singleton, for any object x
and attribute a.
Further, whenK :¼ ðU;A; fValaga2A; f Þ is an information system, an equivalence relation RK is induced on U (thus giving
the approximation space ðU;RKÞ), as
xRKy in U; if and only if f ðx; aÞ ¼ f ðy; aÞ for all a 2 A:
The converse also holds: given any Pawlak approximation space ðU;RÞ, one can deﬁne an information system
K :¼ ðU;A; fValaga2A; f Þ such that the induced equivalence RK is just the relation R.
Md.A. Khan, M. Banerjee / International Journal of Approximate Reasoning 49 (2008) 466–477 469
In the general case of a KR-system K, one also obtains such a characterization [22], with respect to different relations
induced by f on U. One relation is the ‘indiscernibility’ RK, as just deﬁned. Two others are [10]:
simK : x simK y; if and only if f ðx; aÞ \ f ðy; aÞ–; for all a 2 A;
K : xK y; if and only if f ðx; aÞ  f ðy; aÞ; for all a 2 A:
Axioms deﬁning an indiscernibility ðRÞ, a similarity ðsimÞ and an inclusion ðÞ relation on any set U, may be stipulated as
follows (cf. e.g. [10]).
Let x; y; z;u; v 2 U.
(S1) x  x.
(S2) if x  y and y  z then x  z.
(S3) if x sim y for some y; then x sim x.
(S4) if x sim y then y sim x.
(S5) if x sim y; x  u; y  v then u sim v.
(S6) xRy; if and only if x  y and y  x.
Given any KR-system K, the relations RK, simK and K deﬁned above, satisfy (S1)–(S6). On the other hand, it can be
shown that, given any ðU;R; sim;Þ with R; sim; satisfying (S1)–(S6), there exists a KR-systemK :¼ ðU;A; fValaga2A; f Þ, such
that the induced relations RK, simK and K on U are respectively just R, sim and .
Let us now consider the situation when information arrives from multiple sources, in the form of a family of KR-systems.
Such a family may represent the information systems of a group of agents, discussing the same domain of objects, but not
necessarily the same set of attributes.
Deﬁnition 9. A family fKi :¼ ðU;Ai; fValaga2Ai ; fiÞ; i 2 Ng of KR-systems, with ﬁxed domain U of objects, is said to be a
multiple-source KR-system. Ai; i 2 N, is a set of attributes, Vala, the value set for each attribute a, and N is (as before) an initial
segment of the set of positive integers.
Observation 2. A dynamic information system ðU;A; fValaga2A;N; <; f Þ (cf. [11]), with N as above and < as the standard linear
order on N, is a special case of a multiple-source KR-system: it can be equivalently represented as a family
fKi :¼ ðU;A; fValaga2A; fiÞ; i 2 Ng of information systems.
It is then clear that one can extend the characterization results for information and KR-systems mentioned earlier to the
multiple-source case. We thus have
Proposition 10
(1) Let ðU; fRigi2NÞ be a MSAS. One can deﬁne a dynamic information system fKi :¼ ðU;A; fValaga2A; fiÞ; i 2 Ng (cf. Observation
2) such that each equivalence RKi induced by fi, is just the relation Ri; i 2 N.
(2) More generally, consider any family fðU;Ri; simi;iÞ; i 2 Ng, where Ri; simi;i, i 2 N, satisfy (S1)–(S6). Then there exists a
multiple-source KR-system fKi :¼ ðU;Ai; fValaga2Ai ; fiÞ; i 2 Ng, such that the induced relations RKi , simKi and Ki , on U
are respectively just Ri, simi and i; i 2 N.
4. A logic for multiple-source approximation systems: LMSAS
A search for a formal system of reasoning, the models of which would be MSASs, leads us to the logic LMSAS. We present
the syntax and semantics of LMSAS in this section. Questions of the kind raised in Section 2 are expressible through wffs of
the language of this system. It will be seen that properties of weak/strong lower/upper approximations translate into logical
validities of LMSAS.
4.1. Syntax
The alphabet of the language of LMSAS contains (i) a non-empty countable set Var of variables, (ii) a (possibly empty)
countable set Con of constants, (iii) a non-empty countable set PV of propositional variables and (iv) the propositional con-
stants >;?.
The set T of terms of the language is given by Var [ Con. Using the standard Boolean logical connectives : (negation) and ^
(conjunction), a unary modal connective hti (possibility) for each term t 2 T , and the universal quantiﬁer 8, wffs of LMSAS are
deﬁned recursively as: >j ? jpj:aja ^ bjhtiaj8xa, where p 2 PV ; t 2 T; x 2 Var, and a; b are wffs.
Derived connectives are the usual ones: _ (disjunction), ! (implication),$ (bi-implication), 9 (existential quantiﬁer). In
addition, for each term t and wff a, one deﬁnes ½t (necessity) as ½ta :¼ :hti:a.
Henceforth, for a set C of wffs of LMSAS, TermðCÞ and ConðCÞwill denote the set of terms and constants respectively, used
in the wffs of C.
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4.2. Semantics
Let C be a set of wffs of LMSAS.
Deﬁnition 11. An interpretation for C is given by a tripleM :¼ ðl;V ; IÞ, where l :¼ ðU; fRigi2NÞ is a MSAS (cf. Deﬁnition 1),
V : PV ! PðUÞ and I : ConðCÞ ! N.
An assignment for an interpretationM is a map v : TermðCÞ ! N such that vðcÞ ¼ IðcÞ, for each c 2 ConðCÞ.
LetM be an interpretation for C. As in classical ﬁrst-order logic, two assignments v; v0 forM are said to be x-equivalent for
a variable x, provided vðyÞ ¼ v0ðyÞ, for every variable y, (possibly) other than x.
We now proceed to deﬁne satisﬁability in an interpretationM :¼ ðl;V ; IÞ of a wff a of C, under an assignment v, and at an
object w of the domain U. In brief, this is denoted asM; v;w  a.
Deﬁnition 12
M; v;w  >; M; v;wK ?.
M; v;w  p; if and only if w 2 VðpÞ for p 2 PV .
M; v;w  :a; if and only if M; v;wKa.
M; v;w  a ^ b; if and only if M; v;w  a and M; v;w  b.
M; v;w  htia if and only if there exists w0 in U such that wRvðtÞw0 and M; v;w0  a.
M; v;w  8xa; if and only if for every assignment v0 x-equivalent to v;M; v0;w  a.
a is valid, denoted  a, if and only ifM; v;w  a, for every interpretationM :¼ ðl;V ; IÞ, assignment v forM and object w in
the domain of l.
As in ﬁrst-order logic, if a is a closed wff, it can be shown that in any interpretationM :¼ ðl;V ; IÞ, for any object w of U,
M; v;w  a either for every assignment v, or for no assignment v.
4.3. Interpretation in terms of rough sets
Given C, l :¼ ðU; fRigi2NÞ,M :¼ ðl;V ; IÞ, and assignment v, one can extend the map V to the set of all wffs of C such that
VðaÞ :¼ fw 2 U :M; v;w  ag. Let us recall Deﬁnition 3. It is not difﬁcult to see that
Vð:aÞ ¼ U n VðaÞ;
VðhtiaÞ ¼ VðaÞRvðtÞ ; Vð½taÞ ¼ VðaÞRvðtÞ ;
Vð8x½xaÞ ¼ VðaÞs;
Vð9x½xaÞ ¼ VðaÞw;
Vð8xhxiaÞ ¼ VðaÞs;
Vð9xhxiaÞ ¼ VðaÞw:
Thus questions of the kind posed in Example 2 – rephrased at the end of Section 2 – can now be looked upon as questions of
satisﬁability of some LMSAS-wffs in particular interpretations. More explicitly, for this example, l :¼ ðU; fRig16i64Þ, and we
take M :¼ ðl;V ; IÞ such that VðpÞ :¼ X ¼ fO1;O3;O5g, where p is a propositional variable. Then Q1-Q4 are equivalent to
checking the satisﬁability of the following wffs inM, for any assignment v.
Q1. M; v;w  9xhxip, for some w 2 U;
Q2. M; v;w  8xhxip ^ :9x½xp, for some w 2 U;
Q3. M; v;O4  8xhxip;
Q4. M; v;w  8x½xp, for some w 2 U.
Furthermore, the properties given in Proposition 5 turn into valid wffs of LMSAS as we see in the next proposition.
Proposition 13. The following are valid.
(1) (a) 8x½xa! 9x½xa.
(b) 9x½xa! a.
(c) a! 8xhxia.
(d) 8xhxia! 9xhxia.
(2) (a) 8x½xða ^ bÞ $ 8x½xa ^ 8x½xb.
(b) 9xhxiða _ bÞ $ 9xhxia _ 9xhxib.
(3) (a) 8xhxiða ^ bÞ ! 8xhxia ^ 8xhxib.
(b) 9x½xða _ bÞ ! 9x½xa _ 9x½xb.
(4) 8x½x:a$ :9xhxia.
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(5) ða! bÞ ! ð9x½xa! 9x½xbÞ.
(6) (a) 9x½xa$ 9x½x9y½ya.
(b) 9xhxi8y½ya! 9x½xa.
5. Soundness and completeness of LMSAS
We now propose an axiomatization of LMSAS. The standard notations and deﬁnitions of ﬁrst-order logic are followed. t
stands for a term in T.
Axiom schema:
(1) All axioms of classical propositional logic.
(2) 8xa! a½t=x, where a admits the term t for the variable x.
(3) 8x ða! bÞ ! ða! 8xbÞ, where the variable x is not free in a.
(4) 8x½ta! ½t8xa, where the term t and variable x are different.
(5) ½tða! bÞ ! ð½ta! ½tbÞ.
(6) a! htia.
(7) a! ½thtia.
(8) htihtia! htia.
Rules of inference:
8: b8xb MP:
a
a! b
b
N:
a
½ta :
Observation 3. The Barcan-like wff 8x½xa! ½x8xa, is not valid.
So this is the quantiﬁcation of a propositional modal system having ‘indexed’ modalities, obeying axioms of the system
S5. We note that this is different from both propositional quantiﬁcation of modal logic [2], and modal predicate logic [8]. The
notion of theoremhood is deﬁned in the usual way. Soundness of LMSAS with respect to the semantics of MSASs is then ob-
tained by making use of standard intermediate results of ﬁrst-order logic that work here as well.
Theorem 14. (Soundness) If a wff a is an LMSAS-theorem,  a.
5.1. Completeness
The completeness theorem is proved for any LMSAS-wff a, following the technique used in modal predicate logic (cf. e.g.
[6]). Let us mention here only the chief steps. Suppose n is the greatest integer such that the constant cn occurs in a. We ﬁx
the number of constants in the language of LMSAS to n, and denote the resulting language by Ln. In other words,
Con :¼ fc1; . . . ; cng, for Ln. The next step is to add inﬁnitely many new variables to Ln, giving the enhanced language Lnþ.
As in ﬁrst-order logic, we have the following notion and result. A set C of wffs inLnþ has the 8-property, if, for any wff a,
whenever 8xa 62 C, there exists a variable y in the language such that a½y=x 62 C. It can be proved that
Proposition 15. Every consistent set of wffs in Ln has a maximally consistent extension in Lnþ, having the 8-property.
We now describe the canonical interpretationMC :¼ ðlC ;VC ; ICÞ for LMSAS and assignment vC required for the main result
used in the proof, viz.
Proposition 16. (Truth Lemma) For any wff b in Lnþ and w 2 UC (the domain of lC), b 2 w if and only ifMC ; vC ;w  b.
Let N denote the set of positive integers.
Deﬁnition 17. Canonical interpretation
UC :¼ fw : w is maximally consistent and has the 8-property inLnþg;
VC : PV ! PðUCÞ is such that VCðpÞ :¼ fw 2 UC : p 2 wg, for p 2 PV;
IC : Con! Nis such that ICðciÞ :¼ i;
vC : Tþ ! N is such that vCðxiÞ :¼ nþ i, where Tþ is the set of terms inLnþ, and x1; x2; . . . is an enumeration of the variables
in Lnþ.We note that vC is a bijection.
Finally, we get lC :¼ ðUC ; fRCi gi2NÞ, the canonical MSAS, by deﬁning RCi as:
wRCi w
0, if and only if for every wff ½ta of Lnþ with vCðtÞ ¼ i, ½ta 2 w implies a 2 w0, where w;w0 2 UC .
The Truth Lemma (Proposition 16) is proved by induction on the complexity of wffs. The fact that the canonical assign-
ment vC is a bijection, is required in the proof. Again, a standard intermediate result of modal predicate logic (that works here
as well) is used. By Proposition 15 and this lemma, it is then easy to obtain.
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Theorem 18 (Completeness). For any LMSAS-wff a, if  a, a is a theorem.
6. Some decidable problems
We now address some decidability questions related to the logic LMSAS. The two main results of the section are given by
Theorems 23 and 27.
Deﬁnition 19. Let C be a set of wffs of LMSAS with ﬁnite ConðCÞ. By a C-modelMC, we mean a triple ðl;V ; vÞ, where
l :¼ ðU; fRigi2NÞ is a MSAS, N ¼ N or N is a proper initial segment of N with cardinality jNjP k, k being the largest integer
such that ck 2 ConðCÞ;
V : PV ! PðUÞ;
v : TermðCÞ ! N such that vðciÞ ¼ i, for each ci 2 ConðCÞ.
Remark 1. Every C-model MC :¼ ðl;V ; vÞ is thus an interpretation ðl;V ; I0Þ for C together with the assignment
v : TermðCÞ ! N (cf. Deﬁnition 11), where I0 : ConðCÞ ! N is given by I0ðciÞ :¼ i; i 2 N. Satisﬁability of a wff a in an a-model
Ma :¼ ðl;V ; vÞ at the object w (cf. Deﬁnition 12), will be denoted byMa;w  a.
The interpretation of constants in C-models helps in indicating properties with respect to particular approximation
spaces in MSASs. For example, take a MSAS l :¼ ðU; fRig16i69Þ, X  U, and suppose we wish to express XR5 in LMSAS. We con-
sider the wff a :¼ ½c5p and the a-modelMa :¼ ðl;V ; vÞ, where VðpÞ :¼ X. Then VðaÞ ¼ XR5 .
Let us recall Deﬁnition 3, and the rough set interpretations given in Section 4.3. Now suppose we have the query: is XR5  Xs?
In LMSAS, this is equivalent to checking whetherMa;w  ½c5p! 8x½xp, for all w 2 U.
Deﬁnition 20. Let C be a set of wffs of LMSASwith ﬁnite ConðCÞ, and k the largest integer such that ck 2 ConðCÞ. Consider any
integer mP k. We deﬁne
CmC :¼ fMC : l :¼ ðU; fRig16i6mÞg;
CN :¼ fMC : l :¼ ðU; fRigi2NÞg (N being the set of all positive integers); and
CC :¼ CN [
S
mPk
CmC . If C :¼ fag, we simply write Ca.
We shall see in the sequel (Proposition 22) that validity of a wff awith respect to all interpretations is effectively the same
as that with respect to only interpretations in Ca.
Proposition 21. Let a be a wff such that ci1 ; ci2 ; . . . ; cin gives the complete list of constants occurring in a, and let xj1 ; xj2 ; . . . ; xjr be
the variables which have free occurrences in a. Further, let M1 :¼ ðl1;V ; I1Þ and M2 :¼ ðl2;V ; I2Þ be two interpretations of a,
where l1 :¼ ðU; fR1i gi2NÞ;l2 :¼ ðU; fR2i gi2MÞ. Let v1 and v2 be assignments for the interpretationsM1 andM2 respectively, such
that the following hold:
(1) R1v1ðtÞ ¼ R
2
v2ðtÞ, for all t 2 fci1 ; ci2 ; . . . ; cin ; xj1 ; xj2 ; . . . ; xjrg, and
(2) fR1i gi2N ¼ fR2i gi2M .
ThenM1; v1;w  a if and only ifM2; v2;w  a, for all w 2 U.
Proposition 22.  a if and only if a is valid in all models in Ca.
Proof. One direction is obvious. We prove the converse. Let a be valid in all models in Ca. If possible, suppose 2a. Then there
exists an interpretationM :¼ ðl;V ; IÞ, where l :¼ ðU; fRigi2NÞ and an assignment v : TermðaÞ ! N such thatM; v;w  :a, for
some w 2 U. Let ci1 ; ci2 ; . . . ; cin give the complete list of constants which occur in a, where i1 < i2 < . . . < in, and xj1 ; xj2 ; . . . ; xjr
be the variables which have free occurrences in a. Let us consider an a-modelMa :¼ ðl0;V ; v0Þ, where l0 :¼ ðU; fR0igi2MÞ (so
jMjP in), and the following holds:
fRigi2N ¼ fR0igi2M;
R0ij ¼ Rvðcij Þ; j ¼ 1;2; . . . ; n;
R0v0 ðxji Þ
¼ Rvðxji Þ; i ¼ 1;2; . . . ; r:
By Proposition 21, using the interpretation and assignment corresponding to the a-modelMa (cf. Remark 1), it follows
thatMa;w  :a. This is a contradiction. h
From Proposition 22 it follows that given a wff a, if we could decide whether there exists a model in Ca where a is sat-
isﬁable, then we will be able to decide whether a is satisﬁable or not. This question remains open, but we have the following
result.
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Theorem 23. Given a wff a and an integer mP N, where N is the largest integer such that cN occurs in a, we can decide whether
there exists an a-modelMa 2 Cma such that a is satisﬁable inMa.
To prove this theoremwe shall use the ﬁltration technique. In the following, we assume that R is a sub-formula closed set
of wffs and k is the largest integer such that ck 2 ConðRÞ.
Let l :¼ ðU; fRig16i6mÞ;mP k, be a MSAS and V : PV ! PðUÞ. We deﬁne a binary relation R on U as follows:
wRw0, if and only if for all b 2 R and all R-modelsMR :¼ ðl;V ; vÞ,MR;w  b if and only ifMR;w0  b.
Deﬁnition 24 (Filtration model). Given F :¼ ðl;VÞ and R as above, we deﬁne Ff :¼ ðUf ; fRfi
Ig16i6m;Vf Þ, where
 Uf :¼ f½w : w 2 Ug; ½w is the equivalence class of w with respect to the equivalence relation R;
 Rfi  Uf  Uf is deﬁned as:½wRfi ½w0 if and only if there exist w1 2 ½w and w2 2 ½w0  such that w1Riw2; Rfi
I
is the transitive
closure of Rfi ;
 Vf : PV ! PðUf Þ is deﬁned as: Vf ðpÞ :¼ f½w 2 Uf : w 2 VðpÞg.
Ff is the ﬁltration of F through the sub-formula closed set R.
It can be shown that for any C, ifMC :¼ ðF; vÞ 2 CmC , thenMCf :¼ ðFf ; vÞ 2 CmC , whereFf is the ﬁltration ofF through R.
Furthermore, one can obtain
Proposition 25 (Filtration Theorem). For all wffs b 2 R, all R-models MR :¼ ðF; vÞ 2 CmR ;mP k, and all objects w 2 U,
MR;w  b if and only ifMRf ; ½w  a, whereMRf :¼ ðFf ; vÞ.
The proof is by induction on the complexity of the wff b.
Proposition 26 (Finite model property). Let a be a wff and k the largest integer such that ck occurs in a. If a is satisﬁable in an a-
modelMa :¼ ðF; vÞ 2 Cma ;mP k, then it is satisﬁable in a model in Cma with ﬁnite domain.
Proof. Let R be the set of all sub-wffs of a. Let VarðRÞ :¼ fx1; x2; . . . ; xng be the set of all variables occurring in wffs of R. Let
Asg denote the collection of all assignments v : TermðRÞ ! f1;2; . . . ;mg such that vðciÞ ¼ i for all ci 2 ConðR). Consider the
equivalence relation 	 deﬁned on Asg as follows:
v1 	 v2 if and only if v1ðxjÞ ¼ v2ðxjÞ; j ¼ 1;2; . . . ;n:
Let Asg= 	 denote the quotient set, as usual. Note that jAsg= 	 j 6 mn.
Let Ma;w  a. We consider the ﬁltration Ff of F through R (cf. Deﬁnition 24), and use the ﬁltration theorem to get
Maf ; ½w  a. Note that CmR ¼ Cma . SinceMaf 2 CmR , we therefore haveMaf 2 Cma . Now deﬁne a map g : Uf ! 2RAsg=	 as
gð½wÞ :¼ fðb; ½v1Þ 2 R Asg= 	: MR1 ;w  bg; MR1 ¼ ðF; v1Þ:
Clearly g is injective and hence Uf contains at most 2jRjm
n
elements. h
Proof of Theorem 23. Directly follows from Proposition 26.
In practical problems, MSASs with ﬁnite domains would be of particular relevance. We have the following decidable prob-
lem related to such approximation systems.
Theorem 27. Given an integer t and a wff a, we can decide whether there exists an a-model in Ca with a domain of cardinality t,
in which a is satisﬁable.
Proof. We shall construct a ﬁnite set F of MSASs with domain of cardinality t and an assignment v, such that if a is satisﬁable
in any a-model with domain of cardinality t, then it must be satisﬁable in an a-model based on some MSAS of F under v.
Let ci1 ; ci2 ; . . . ; cin and xj1 ; xj2 ; . . . ; xjr give, respectively, the complete list of constants and free variables of a, with
i1 < i2 < 
 
 
 < in; j1 < j2 < 
 
 
 < jr . Now consider any set U with jUj ¼ t. The set F consists of all MSASs ðU; fRigi2NÞ with
cardinality jNjP in þ r, that satisfy conditions (1)–(4) below.
Suppose m is the number of distinct equivalence relations on U. These relations may be assigned to the positions
i1; . . . ; in; in þ 1; . . . ; in þ r inmnþr ¼ g(say) different ways. Let A :¼ fAl11 ;Al22 ; . . . ;Algg g be the set of all distinct assignments of the
m relations to these positions. The superscript ls on A
ls
s indicates that ls of the nþ r relations assigned by Alss , are distinct.
(1) The relations Ri1 ; . . . ;Rin ;Rinþ1; . . . ;Rinþr in the MSAS ðU; fRigi2NÞ; jNjP in þ r, must be determined by an assignment in A.
Consider any such MSAS, corresponding to the member Alss , say, in A.
(2) The cardinality jNj must be such that jNj 6 in þ r þ ðm lsÞ. If m > ls, at the positions in þ r þ 1; . . . ; jNj, we must have
relations that are distinct from each other, as well as from each of Ri1 ; . . . ;Rin ;Rinþ1; . . . ;Rinþr .
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(3) For j < in þ r with j 62 fi1; . . . ; in; in þ 1; . . . ; in þ rg, Rj ¼ Rl, for some l in fi1; . . . ; in; in þ 1; . . . ; in þ r;
in þ r þ 1; . . . ; jNjg. Furthermore
(4) No two MSASs corresponding to the same Alss , have the same set of relations.
For a ﬁxed Alss , the number of corresponding MSASs in F is
Cmls0 þ Cmls1 þ 
 
 
 þ Cmlsmls1 þ C
mls
mls ¼ ds ðsayÞ:
As F is just the union of the collections of MSASs corresponding to all the assignments in A (satisfying (2)–(4)), jFj ¼Pgs¼1ds,
making F ﬁnite.
Let v be an interpretation such that vðcip Þ ¼ ip; p ¼ 1;2; . . . ;n and vðxjq Þ ¼ in þ q; q ¼ 1;2; . . . ; r. From Proposition 21, it fol-
lows that if a is satisﬁable in an a-model with domain of cardinality t, then it must be satisﬁable in one of thea-models based
on a MSAS in F under the assignment v. So by checking the satisﬁability under v in all a-models (ﬁnite in number) based on
the MSASs of F, we can decide whether a is satisﬁable in an a-model with domain of cardinality t. h
Let us illustrate the construction of the set F in Theorem 27 for the wff a :¼ ½c1p ^ ð½c3p! ð8x½xq ^ ½x2pÞÞ, and t ¼ 3. For
a; in ¼ 3; r ¼ 1. Take any U with cardinality 3. Thenm ¼ 5; denote by q1;q2;q3;q4;q5 the equivalence relations on U. MSASs
ðU; fRigi2NÞ in F would have cardinality jNjP 4, and the relations R1;R3;R4 would be determined by assignments from
A :¼ fAl11 ; . . . ;Algg g, g ¼ 53. Let us consider A2s . By condition (2), the MSASs corresponding to A2s would have jNj 6 7. Suppose
jNj ¼ 6, and A2s deﬁnes R1 :¼ q5;R3 :¼ q2;R4 :¼ q5. We consider all MSASs ðU; fq5;R2;q2;q5;R5;R6gÞ such that R5;R6 are dis-
tinct and are taken from the set fq1;q3;q4g (condition-2); R2 can be any of the relations R1;R3  R6 (condition-3). Now, for
example, both ðU; fq5;q3;q2;q5;q3;q4gÞ and ðU; fq5;q2;q2;q5;q4;q3gÞ satisfy the above. However, due to condition (4), we
choose any one of them. A2s would thus give 8(=ds) MSASs. Finally, F is the union of the collections of MSASs so obtained,
corresponding to each assignment Alss in A.
Corollary 28. Given an integer t and a wff a, we can decide whether there exists an interpretation with domain of cardinality t, in
which a is satisﬁable.
The assumption of ﬁniteness of the domain in this result, entails that there is a ﬁnite number of distinct equivalence rela-
tions on the domain. However, it should be noted that in the class of interpretations where decidability is being checked,
there is no restriction on the cardinality of the MSASs. This is in contrast to the assumption of Theorem 23 – the class of inter-
pretations considered there, must have a given ﬁnite cardinality.
7. Conclusions
We consider different sources imparting information, possibly at the same time, obtaining multiple-source approxima-
tion systems (MSASs). Rough set notions that may be deﬁned in the context are studied. A logic LMSAS for MSASs, which
can express these concepts, is presented. A sound and complete axiomatization of the system is given. Some decidable prob-
lems are also addressed.
In the deﬁnition of MSASs, a countable family of approximation spaces is taken. However, this may be extended to an
uncountable family. The notions of strong/weak lower/upper approximations can clearly be deﬁned for this kind of MSASs
also. The logic LMSAS can be modiﬁed accordingly as well, but whether theorems such as completeness hold for the new logic
and semantics, needs to be investigated.
It may be noted that multi-modal epistemic logics [3] will not sufﬁce for our purpose. The semantics for these logics con-
siders a ﬁnite and ﬁxed number of agents, thus giving a ﬁnite and ﬁxed number of modalities in the language. But in the case
of LMSAS, the number of sources is not ﬁxed, and could also be countably inﬁnite. So, unlike in the epistemic logics, it is not
possible here to refer to all/some sources using only the connectives ^, _, and quantiﬁers 8, 9 are used to achieve the task.
Pawlak’s rough sets have been generalized by considering non-equivalence relations (cf. e.g. [24]). The equivalence rela-
tions deﬁning MSASs, could also be replaced by other binary relations, and in fact, by a collection of binary relations. For
instance, one may use (collections of) the similarity or inclusion relations of Section 3. In the case of these relations, the logic
LMSAS can be extended to deﬁne a logic for ‘generalized’ MSASs (of the kind fðU;Ri; simi;iÞ; i 2 Ng, as in Proposition 10). In
the language, there would be three modal operators ½tR; ½tsim; ½t for indiscernibility, similarity and inclusion, respectively
(where, t is a term), satisfying axioms as in [10]. Moreover, because of the characterization result given in Proposition 10,
we would obtain a logic for multiple-source information systems as well. It may be interesting to check what kind of (gen-
eralized) rough-set theoretic concepts are expressible through these formal systems. Valid wffs in the logics may give an in-
sight about properties related to these concepts in the generalized MSASs.
Other generalizations have also been studied, cf. [24,25,19,21,26,5]. It should be possible to extend the basic idea of the
present work to these formalisms. For example, consider the rough set models of [7]. Suppose there is a family of these mod-
els corresponding to a group of sources, and let Pi, ei denote, respectively, the probability measure and collection of elemen-
tary sets corresponding to the source i. For certainty thresholds l;u, one may then deﬁne ‘strong/weak u-positive’, or ‘strong/
weak l-negative’ regions. Boundary regions would also vary, and accordingly one would obtain different notions of
deﬁnability.
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Appendix A. Some proofs
Proof of Proposition 5
We prove (2a), (3b), (4a) and (6). Rest can be done in a similar way:
(2a) x 2 X \ Ys
() ½xRi  X \ Y for all i
() ½xRi  X and ½xRi  Y for all i
() x 2 Xs and x 2 Ys
() x 2 Xs \ Ys.
(3b) x 2 Xw [ Yw
) ½xRi  X for some i or ½xRi  Y for some i
) ½xRi  X [ Y for some i
) x 2 X [ Yw.
(4a) x 2 Xcs
() ½xRi  X
c for all i
() ½xRi \ X ¼ ; for all i
() x 62 Xw
() x 2 ðXwÞc .
Thus Xcs ¼ ðXwÞc . The other part can be done similarly.
(6a) Since Xw  X, we have
ðXwÞw  Xw: ð1Þ
Let x 2 Xw, then
½xRi  X for some i: ð2Þ
Now
y 2 ½xRi ) ½yRi ¼ ½xRi  X ðby 2Þ ) y 2 Xw:
Thus ½xRi  Xw and x 2 ðXwÞw. This implies
Xw  ðXwÞw: ð3Þ
From (1) and (3), we have Xw ¼ ðXwÞw.
(6b) First note that
ðXwÞw  Xw and Xw  ðXsÞw: ð4Þ
Let x 2 Xw. Then ½xRi \ X–; for some i.
So there exists a z such that
z 2 ½xRi \ X: ð5Þ
Now, y 2 ½xRi
) z 2 ½xRi \ X ¼ ½yRi \ X ðby 5Þ
) ½yRi \ X–;
) y 2 Xw.
So ½xRi  Xw.
This implies that x 2 ðXwÞw.
Thus we have shown ðXwÞw  Xw. This together with (4) gives ðXwÞw ¼ Xw.
Next we prove ðXsÞw  Xw.
x 2 ðXsÞw
) ½xRi \ Xs–; for some i
) z 2 ½xRi \ Xs for some z
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) ½zRj \ X–; for all j
) ½zRi \ X–;
) ½xRi \ X–;
) x 2 Xw.
(6c) x 2 ðXsÞw
) ½xRi \ Xs–; for some i
) y 2 ½xRi \ Xs for some y
) ½yRj  X for all j
) ½yRi  X
) ½xRi  X
) x 2 Xw.
Thus ðXsÞw  Xw. h
Proof of Proposition 21. Proof is by induction on the complexity of a. The basis and Boolean cases are trivial.
Case: a is ½tb; t 2 fci1 ; ci2 ; . . . ; cin ; xj1 ; xj2 ; . . . ; xjrg.
Let
M1; v1;w  ½tb: ð6Þ
We prove thatM2; v2;w  ½tb. LetwR2v2ðtÞw0. Then we also havewR
1
v1ðtÞw
0. Therefore by (6), we obtainM1; v1;w0  b. By induc-
tion hypothesis,
M2; v2;w0  b. Converse is similar.
Case: a is 8xb.
Let
M1; v1;w  8xb: ð7Þ
We will prove thatM2; v2;w  8xb. Let v02 be x-equivalent to v2. Further, let v01 be an assignment for the interpretationM1
such that v01ðtÞ ¼ v1ðtÞ for all t–x and R1v01ðxÞ ¼ R
2
v02ðxÞ
. Therefore, using (7) and induction hypothesis, we obtainM2; v02;w  b.
Converse is similar. h
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