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Resumen El problema de la diversidad ma´xima o dispersio´n ma´xima
(MDP - Maximum Diversity Problem) presenta un gran nu´mero de apli-
caciones pra´cticas que surgen de la bu´squeda de los elementos mas dis´ımi-
les de un conjunto de datos. Este tipo de problema utiliza modelos de
diversidad y deﬁniciones de distancia o disimilitud (observar que en el
contexto de este trabajo distancia y disimilitud son considerados sino´ni-
mos) como forma de medir que tan diferentes son los elementos de un
conjunto dado. Como diversos expertos pueden preferir diferentes de-
ﬁniciones de distancia para problemas espec´ıﬁcos, se propone resolver
el MDP con un enfoque multi-objetivo, considerando por primera vez,
la utilizacio´n simulta´nea de mu´ltiples deﬁniciones de distancia. En es-
te nuevo contexto multi-objetivo, este trabajo propone la utilizacio´n de
un algoritmo evolutivo multi-objetivo (el reconocido NSGA-II), presen-
tando varios casos de prueba que demuestran la eﬁciencia del algoritmo
propuesto en comparacio´n con la bu´squeda exhaustiva.
Keywords: Maximum Dispersion Problem, Maximum Diversity Pro-
blem, MultiObjective Optimization, MultiObjective Evolutionary Algo-
rithm.
1. Introduccio´n
El problema de la diversidad ma´xima o dispersio´n ma´xima (observar que en
el contexto de este trabajo diversidad y dispersio´n son sino´nimos) consiste en
seleccionar un subconjunto M = {i}, i = 1, ..., |M | de un conjunto N = {j}, j =
1, ..., |N | (|M | < |N |), de forma a maximizar la diversidad entre los elementos
del subconjunto M seleccionado. En los u´ltimos an˜os se han propuesto diferentes
modelos para la resolucio´n de este tipo de problema, como por ejemplo:
Maximum Diversity Problem (MDP) [6];
Max-Min Diversity Problem (MMDP) [18];
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Maximum Mean Dispersion Problem (Max-Mean DP) [17];
Minimum Diﬀerential Dispersion Problem (Min-Diﬀ DP) [17].
Cada uno de estos modelos utiliza una deﬁnicio´n diferente para interpre-
tar el concepto de diversidad/dispersio´n, pero todas estas deﬁniciones tienen la
caracter´ıstica comu´n de necesitar para su implementacio´n de una medida de di-
versidad (div(M)) a ser aplicada sobre el conjunto de elementos estudiados. En
la literatura podemos encontrar varios me´todos que se han planteado para la
resolucio´n del MDP (mono-objetivo), como GRASP and Path Relinking [13],
Iterated Local Search [4], Variable Neighborhood Search (VNS) [1], Iterated Tabu
Search (ITS) [16], Memetic self-adaptive evolution strategies [5], a tabu search
based memetic algorithm [23], Opposition-based Memetic Search [24], Maximum-
score Diversity Selection [15], entre otros.
Las a´reas de aplicacio´n son las ma´s diversas, y entre estas se pueden citar: selec-
cio´n eﬁciente de equipos de trabajo [20], preservacio´n de la diversidad biolo´gica
[7], descubrimiento temprano de medicamentos [15], disen˜o de la estructura mo-
lecular, existencias de cr´ıa agr´ıcola, composicio´n de jurados [8], ubicacio´n de
instalaciones, disen˜o de productos, gene´tica, sistemas ecolo´gicos, tratamientos
me´dicos y promocio´n de la diversidad e´tnica entre inmigrantes [12] por citar
solo las aplicaciones ma´s conocidas.
La medida de diversidad o medida de dispersio´n esta´ relacionada a una deﬁni-
cio´n de distancia, por lo tanto, para resolver el MDP necesitamos generar la
matriz de distancias inter-elemento, para luego maximizar la diversidad (la de-
ﬁnicio´n de distancia utilizada depende en general del campo de aplicacio´n del
problema sobre el que se este´ trabajando y del experto que lo escoje, es decir,
diferentes expertos, utilizan diferentes deﬁniciones de distancia). En este con-
texto, este trabajo propone resolver el MDP multi-objetivo, utilizando varias
matrices de distancia (obtenidas cada una de ellas con una deﬁnicio´n diferen-
te de distancia) sobre la misma base de datos, convirtie´ndose as´ı cada una, en
la matriz de entrada que permite calcular cada funcio´n objetivo del problema.
De entre las meta-heur´ısticas disponibles para la resolucio´n de problemas multi-
objetivo, en este trabajo se utiliza el Nondominated Sorting Genetic Algorithm
II (NSGA-II) por ser el algoritmo evolutivo ma´s utilizado para resolver pro-
blemas multi-objetivo [11]. Este algoritmo es implementado y comparado con
un algoritmo de bu´squeda exhaustiva (BE) para resolver el Maximum Diversity
Problem (MDP) en un contexto puramente multi-objetivo.
El presente trabajo esta´ organizado de la siguiente manera: en la Seccio´n 2 se dis-
cuten los trabajos relacionados al Maximum Dispersion Problem, en la Seccio´n 3
se presentan deﬁniciones de distancia, diversidad y el problema de la diversidad
ma´xima, la Seccio´n 4 presenta el planteamiento y la formulacio´n matema´tica del
problema; la Seccio´n 5 presenta la propuesta de aplicacio´n del NSGA-II para
resolver el MDP multi-objetivo; en la Seccio´n 6 se discuten los resultados ex-
perimentales obtenidos, y ﬁnalmente, la Seccio´n 7 presenta las conclusiones y
l´ıneas de trabajo futuro.
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2. Trabajos Relacionados
Diferentes heur´ısticas y metaheur´ısticas se han presentado en el pasado para
el problema de dispersio´n ma´xima.
En el trabajo de Mart´ı et al. [13] se resuelve el Max-Mean Dispersion Problem,
aplicando un GRASP (Greedy Randomized Adaptive Search Procedure) con un
Path Relinking en el cual la bu´squeda local fue basada en la metodolog´ıa Varia-
ble Neighborhood. Los valores de distancia que consideraron pod´ıan tomar tanto
valores positivos como negativos, y no necesariamente satisfacer las propiedades
usuales de una distancia, como la desigualdad triangular. Los resultados fueron
comparados con trabajos previos tambie´n basados en GRASP demostrando las
ventajas del me´todo propuesto.
Sandoya et al. [21] describen modelos matema´ticos para los modelos de diver-
sidad y equidad; as´ı como un compendio de heur´ısticas y meta-heur´ısticas para
los mismos. La mayor´ıa de estas heur´ısticas y meta-heur´ısticas, esta´n basadas en
me´todos de construccio´n y bu´squeda local, como lo son GRASP y Tabu Search.
Dentro de las conclusiones ﬁnales se explica que existen implementaciones muy
espec´ıﬁcas para estos modelos, quedando todav´ıa pendiente, la implementacio´n
de soluciones ma´s gene´ricas.
Zhou et al. [24] presentan un Opposition-based memetic algorithm (OBMA) pa-
ra la resolucio´n del MDP . En e´l, se integraron el concepto de opposition-based
learning (OBL) con el memetic search framework, explorando las soluciones can-
didatas y sus soluciones opuestas durante los procesos de inicializacio´n y evo-
lucio´n. La diferenciacio´n del OBMA con otros algoritmos memeticos radica en
las siguientes tres caracter´ısticas: un procedimiento de bu´squeda de trayectoria
doble que simulta´neamente busca una solucio´n candidata y su opuesto, la apli-
cacio´n de tabu search para una optimizacio´n local efectiva y para mantener la
diversidad de la poblacio´n propusieron un rank-based quality-and-distance pool
updating strategy el cual utiliza una fo´rmula de distancia para determinar si la
nueva solucio´n generada, debe o no ser agregada a la poblacio´n.
3. Distancias, Diversidad y el Problema de la Diversidad
Ma´xima
El problema de la Diversidad Ma´xima consiste en seleccionar un subconjunto
de elementos de forma que la medida de diversidad del conjunto sea maximizada
[10]. Este problema es ya conocido como un problema NP −Hard [6].
En Smyth y McClave [22] se deﬁne a la diversidad de un conjunto M como
la disimilitud promedio entre todos los pares de elementos. A los efectos de
medir dicha diversidad div(M), se debe establecer una relacio´n dij que represente
la distancia o disimilitud entre cada pareja de elementos del conjunto M. La
deﬁnicio´n espec´ıﬁca de distancia a ser utilizada depende del problema con el que
se trabaje y de las consideraciones de cada experto.
Siendo dij la distancia entre los elementos i y j, y teniendo cada elemento K
atributos, se deﬁnen las variables xik y xjk como el k-e´simo atributo de los
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elementos i y j respectivamente. Como ejemplo de medida de disimilitud, se
presenta la deﬁnicio´n de la distancia Euclidiana utilizando la notacio´n arriba
presentada.
dij =
√√√√ K∑
k=1
(xik − xjk)2 (1)
Establecida la distancia dij entre elementos de un conjunto M, se puede pasar
a deﬁnir la medida de diversidad en dicho conjunto. La medida de diversidad
utilizada en este trabajo, es la dispersio´n de la suma, que se deﬁne como la suma
de las distancias inter-elementos de todos los elementos del conjunto M . Esta
medida es utilizada en el problema de optimizacio´n Max-Sum [21]:
div(M) =
∑
i<j,i,j∈M
dij (2)
El objetivo del MDP es obtener el subconjunto M ma´s diverso, a trave´s
de la seleccio´n de los elementos ma´s alejados unos de otros. Sin embargo, esta
medida de diversidad tiene la caracter´ıstica de que elementos cercanos pueden
quedar en el subconjunto o´ptimo, si estos se encuentran muy distantes de los
dema´s elementos. En consecuencia, varios autores preﬁeren evaluar tambie´n otros
modelos de diversidad como los citados en la Seccio´n 1.
4. Planteamiento del Problema
4.1. Me´tricas de distancias consideradas
Cada a´rea que trabaja con un problema espec´ıﬁco considerando la diversidad
ma´xima, puede utilizar una deﬁnicio´n de distancia diferente. En consecuencia,
surge la necesidad de resolver este problema como un problema de optimizacio´n
multi-objetivo, dado que diferentes investigadores pueden preferir deﬁniciones
distintas de distancia (o disimilitud). En http://www.ug.edu.ec/mdp/bases/,
se presentan 65 deﬁniciones de distancia encontradas en la literatura [2], [14]
y [9]. Inicialmente se ha calculado la correlacio´n (ρ) entre todos los pares de
deﬁniciones relevadas de distancia, y luego, las que presentaron una correlacio´n
unitaria (ρ = 1) fueron re-clasiﬁcadas para este trabajo, quedando 50 deﬁniciones
diferentes de disimilitud con correlacio´n de a par diferentes a la unidad, i.e. |ρ| <
1. En consecuencia, la novedad en este trabajo consiste en permitir la realizacio´n
de una optimizacio´n del problema MDP utilizando todas las deﬁniciones de
distancia que necesiten los diversos expertos que analizan un mismo problema,
por lo que el MDP es tratado en este trabajo como un problema con mu´ltiples
objetivos.
4.2. Formulacio´n del Problema
El problema MDP multi-objetivo puede ser planteado como:
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Maximizar
−→
div(M) = [div1(M)...divp(M)]T ∈ Rp (3)
donde la l-e´sima funcio´n objetivo divl(M) se deﬁne como:
divl(M) =
∑
i<j
dlij ; donde l ∈ {1...p} (4)
dlij representa la l-e´sima deﬁnicio´n de distancia considerada.
5. Algoritmo Multiobjetivo para el Problema de la
Ma´xima Diversidad
5.1. Bu´squeda Exhaustiva
El problema de la diversidad ma´xima considerado en este trabajo es el Multi-
Objective Max-Sum Dispertion Problem, deﬁnido en (3) y (4).
Por ser la primera vez que se plantea este problema en un contexto puramente
multi-objetivo, no se cuenta todav´ıa con un conjunto Pareto conocido. En con-
secuencia, se ha implementado un algoritmo de Bu´squeda Exhaustiva (BE) para
resolver el MDP multi-objetivo.
Si bien la BE puede encontrar la totalidad de los elementos ma´s dis´ımiles de una
base de datos dada, queda claro que este algoritmo no representa una solucio´n
escalable para problemas NP Hard, pues si aumenta el taman˜o de la base de
datos o la cantidad de objetivos utilizados, el mismo ya no es capaz de realizar
toda la bu´squeda en tiempo u´til, haciendo intratable el problema para la mayor´ıa
de los casos pra´cticos.
5.2. Algoritmo Evolutivo
El presente trabajo utiliza el Nondominated Sorting Genetic Algorithm ver-
sio´n 2, conocido como NSGA-II [3], un MOEA (MultiObjective Evolutionary
Algorithm) reconocido como el ma´s representativo y por ende utilizado en el es-
tado del arte [19]. El Algoritmo 1 presenta el pseudo-co´digo ba´sico del NSGA-II
para resolver el problema de la Ma´xima Diversidad, el cual recibe como datos
de entrada: una base de datos de |N | elementos, que conforman el conjunto N,
un vector de deﬁniciones de distancia dd (para este trabajo se tienen disponibles
50 deﬁniciones distintas de distancia1), la cantidad de elementos dis´ımiles a se-
leccionar |M |, el taman¯o de la poblacio´n PopSize, probabilidad de cruzamiento
pc, probabilidad de mutacio´n pm y la cantidad de iteraciones iter a realizar por
el algoritmo. Finalmente, este algoritmo retorna el mejor conjunto de solucio-
nes no dominadas P y el frente Pareto correspondiente PF al ﬁnal del proceso
evolutivo.
1 http://www.ug.edu.ec/mdp/bases/
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Algoritmo 1 Algoritmo Gene´tico NSGA-II para MDP
Entrada: N base de datos de elementos, dd vector de deﬁniciones de distancia (2 a
50 me´tricas disponibles), M cantidad de elementos dis´ımiles a seleccionar, PopSi-
ze Taman¯o de la poblacio´n, pc probabilidad de cruzamiento, pm probabilidad de
mutacio´n, iter : nu´mero de iteraciones a realizar.
Salida: Solucio´n P conjunto Pareto, PF frente Pareto ma´x(div(M)).
1: i ← 0
2: Pi ← InicializarPoblacio´n(PopSize)
3: EvaluarPoblacio´n(Pi)
4: Qi ←  [Poblacio´n Auxiliar]
5: mientras Condicio´nDeParada = falso hacer
6: Qi ← CrearNuevaPoblacio´n(Pi,PopSize) [usar seleccio´n, cruzamiento y muta-
cio´n sobre Ji para crear una nueva poblacio´n Qi de PopSize individuos]
7: EvaluarPoblacio´n(Qi)
8: Fi ← Qi ∪ Pi
9: Fi ← OrdenamientoNoDominado(Fi)
10: j ← 0
11: mientras |Pi+1| < PopSize hacer
12: AsignarDistancia(Fij)
13: Pi+1 ← Pi+1 ∪ Fij
14: j ← j + 1
15: ﬁn mientras
16: ORDENAR(Pi+1,≥n)
17: Pi+1 ← Pi+1[0 : PopSize]
18: i ← i+ 1
19: ﬁn mientras
20: PF ← Fi1
21: devolver P, PF
6. Resultados Experimentales
En esta seccio´n se exponen los experimentos realizados. Como no se cuen-
ta con un frente Pareto o´ptimo conocido, se toman los datos obtenidos por la
BE como frente Pareto de referencia, cuando este conjunto puede ser compu-
tacionalmente calculado. Se ha trabajado con dos bases de datos a los efec-
tos de buscar los |M | elementos mas dis´ımiles. Cada una de estas bases de
datos consisten en un conjunto de datos nume´ricos generados aleatoriamente.
Las bases de datos utilizadas en los experimentos esta´n disponibles en http:
//www.ug.edu.ec/mdp/bases/. En los experimentos se han utilizado diferentes
deﬁniciones de distancia. Los datos que se presentan a continuacio´n correspon-
den a P = 2 y P = 5 deﬁniciones distintas de distancia, representando cada
deﬁnicio´n una matriz de entrada diferente que permite calcular una funcio´n ob-
jetivo del problema. En la Tabla 1, se detallan 4 de las 5 deﬁniciones de distancia
utilizadas en los experimentos, dado que la distancia Euclidiana fue deﬁnida en
(1).
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# Nombre, Deﬁnicio´n y Referencia # Nombre, Deﬁnicio´n y Referencia
1 Canberra Distance
K∑
k=1
|xik − xjk|
|xik + xjk| [2] 3 Jaccard
d∑
j=1
(xik − xjk)2
K∑
k=1
x2ik +
K∑
k=1
x2jk −
K∑
k=1
xikxjk
[2]
2 Sorensen
K∑
k=1
|xik − xjk|
K∑
k=1
|xik + xjk|
[2] 4 Clark
√√√√
K∑
k=1
(
|xik − xjk|
xik + xjk
)2 [2]
Tabla 1: Algunas deﬁniciones de distancia utilizadas
A continuacio´n se presentan tres casos diferentes de pruebas en los que se
fue variando el taman˜o de la base de datos de entrada, la cantidad de elementos
dis´ımiles a seleccionar y la cantidad de objetivos considerados.
Los algoritmos fueron implementados con el lenguaje de programacio´n Java y
ejecutados sobre un computador Intel i3 de 1,40 GHz, 12 GB de memoria RAM
y sistema operativo Windows 10. El procedimiento ba´sico consistio´ en tomar la
base de datos de entrada y calcular todas las matrices de distancia inter-elemento
(tantas como objetivos se necesiten considerar). Una vez obtenidas las matrices
de distancia, se ha resuelto el problema de la Ma´xima Diversidad por Bu´squeda
Exhaustiva; luego el mismo procedimiento fue resuelto mediante la utilizacio´n
del NSGA-II. A continuacio´n se explican con ma´s detalles los tres experimentos
realizados. Para el experimento 1 se tomo´ una base de datos de 40 elementos
y las deﬁniciones de distancia Euclidean Distance y Canberra Distance como
objetivos. Cuatro corridas fueron realizadas, buscando los 3, 6, 8 y 10 elementos
ma´s dis´ımiles. Claramente se puede notar como aumenta signiﬁcativamente el
tiempo de procesamiento de la Bu´squeda Exhaustiva en la medida que aumenta
la cantidad de elementos dis´ımiles a seleccionar. Para el caso de 10 elementos,
se necesitaron casi 3 horas de co´mputo para encontrar todas las soluciones. En
la Tabla 2 se muestran los resultados obtenidos con la BE.
BE utilizando 2 objetivos BE utilizando 5 objetivos BE utilizando 2 objetivos
Elem. |M | Cnt.Sol. t (seg) Elem. |M | Cnt.Sol. t (seg) Elem. |M | Cnt.Sol. t (seg)
40 3 6 1,1 40 3 15 1,7 100 3 18 2,4
40 6 23 65,5 40 6 890 329 100 6 35 10.826
40 8 31 772 40 8 852 7.163 100 8 ** **
40 10 43 10.142 40 10 * * 100 10 ** **
Tabla 2: Resultados de la Bu´squeda Exhaustiva
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En el experimento 2 se tomo´ la misma base de datos de 40 elementos, pero en
vez de dos, se consideraron 5 deﬁniciones de distancia como objetivos (Euclidean
Distance, Canberra Distance, Sorensen Distance, Jaccard Distance y Clark Dis-
tance). En este caso, para la seleccio´n de los 10 elementos ma´s dis´ımiles ya no se
pudieron encontrar todas las soluciones en un tiempo razonable por Bu´squeda
Exhaustiva (el tiempo de procesamiento fue de ma´s de 7 horas).
Para el experimento 3, se tomo´ una base de datos de 100 elementos, las deﬁ-
niciones Euclidean Distance y Canberra Distance como objetivos y se repitieron
las corridas para la seleccio´n de 3, 6, 8 y 10 elementos. Bajo e´stas condiciones, la
BE solo pudo encontrar soluciones para |M | = 3 y 6 elementos. Para la bu´sque-
da de 8 y 10 elementos se tuvieron ma´s de 8 horas de procesamiento sin poder
encontrar todas las soluciones.
En la segunda parte de los experimentos, se utilizo´ el Algoritmo NSGA-II
para resolver los mismos problemas arriba citados, utilizando |M | = 3, 6, 8 y 10,
y considerando 20, 50, 100 y 250 iteraciones. El NSGA-II fue parametrizado de
la siguiente manera: popSize (Taman¯o de la Poblacio´n) = 100, pc (probabilidad
de cruzamiento) = 0,9 y pm (probabilidad de mutacio´n) = 1/|M |
En la Tabla 3 se muestran los resultados obtenidos por el NSGA-II. En
la columna t (seg) se muestra el tiempo de corrida del NSGA-II para las 250
iteraciones. Se puede notar que para estos casos, el NSGA-II es capaz de conse-
guir soluciones que se aproximan razonablemente al frente de referencia y en la
medida que se aumentan la cantidad de iteraciones, lo´gicamente se encuentran
soluciones ma´s pro´ximas al frente Pareto. En la Figura 1 se muestra la evolucio´n
para el experimento 3.
Instancias del Problema BE NSGA-II
Cnt.Obj. Elementos |M | Cnt.Sol. t (seg) Cnt. de Iteraciones t (seg)
20 50 100 250
2 40 3 6 1,1 4 3 4 5 4,29
2 40 6 23 65,5 9 14 17 21 4,81
2 40 8 31 772 16 20 21 26 4,64
2 40 10 43 10.142 10 14 30 33 4,61
5 40 3 15 1,7 3 11 14 14 21,51
5 40 6 890 329 7 33 52 186 19,27
5 40 8 852 7.163 22 48 67 93 17,69
5 40 10 * * 37 86 83 83 18,24
2 100 3 18 2,4 8 10 13 15 8,47
2 100 6 35 10.826 11 27 22 32 7,25
2 100 8 * * 8 13 29 37 7,58
2 100 10 * * 10 16 18 41 8,43
Tabla 3: Resultados experimentales del NSGA-II comparados con la Bu´sque-
da Exhaustiva (BE). La columna “Cnt.Sol.” muestra el nu´mero de soluciones
encontradas por bu´squeda exhaustiva mientras que las columnas “Cnt. de Itera-
ciones” muestran la cantidad de soluciones utilizando el NSGA-II con un nu´mero
diferente de iteraciones
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Figura 1: Experimento 3. BE vs NSGA-II con 20, 50, 100 y 250 Iteraciones
7. Conclusiones y trabajos futuros
Como se ha mencionado, el problema de la Dispersio´n Ma´xima MDP re-
sulta relevante para a´reas como biolog´ıa, gene´tica, medicina, para la justicia en
la conformacio´n de jurados, en las empresas para la conformacio´n de equipos
de trabajo entre otras aplicaciones. Existen varios modelos de diversidad que
pueden ser aplicados, y a su vez en cada modelo se pueden utilizar diferentes de-
ﬁniciones de distancia. Dadas las caracter´ısticas mencionadas, y como no existe
un consenso entre los expertos sobre que deﬁniciones de distancia utilizar, este
trabajo propone por primera vez maximizar la diversidad de una base de datos
determinada, con tantas deﬁniciones de distancia como lo requieran los diferentes
especialistas interesados en un problema. Se han presentado experimentos con
bases de datos de 40 y 100 elementos respectivamente, y seleccionado los 3, 6, 8 y
10 elementos ma´s dis´ımiles de cada base de datos, para lo cual se utilizo´ un algo-
ritmo evolutivo capaz de resolver el problema con tantas deﬁniciones diferentes
de distancias como sean necesarias. Como lo demuestran los resultados experi-
mentales presentados, el algoritmo propuesto basado en el NSGA-II resuelve el
problema de una manera razonable en tiempos admisibles. Como trabajo futuro
se podra´n considerar no solamente utilizar diferentes deﬁniciones de distancia,
sino tambie´n deﬁniciones de diversidad combinadas, as´ı como otros algoritmos
evolutivos multi-objetivo, segu´n sea el problema espec´ıﬁco y la necesidad de los
especialistas, ampliando tambie´n as´ı, la visio´n que puedan tener los mismos para
problemas espec´ıﬁcos en los que este´n trabajando.
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