This paper presents a comparison of some methodologies for the automatic construction of video summaries. The work is based on the simulated user principle to evaluate the quality of a video summary in a way that is automatic, yet related to the user's perception. The method is studied for the case of multiepisode video, where we do not describe only what is important in a video but rather what distinguishes this video from the others. Experimental results are presented to support the proposed ideas.
INTRODUCTION
The ever-growing availability of multimedia data creates a strong requirement for efficient tools to manipulate and present data in an effective manner. Automatic video summarization tools aim at creating, with little or no human interaction, short versions which contains the salient information of original video. The key issue here is to identify what should be kept in the summary and how relevant information can be automatically extracted. To perform this task, we consider several algorithms and compare their performance to define the most appropriate one for our application.
RELATED WORK
A number of approaches have been proposed to define and identify what is the most important content in a video. However, most have two major limitations. First, evaluation is difficult in the sense that it is hard to judge the quality of a summary or, when a performance measure is available, it is hard to understand its interpretation. Secondly, while the summarization of a single video has received increasing attention [1, 2, 3, 4, 5, 6] , little work has been devoted to the problem of multiepisode video summarization [7, 8] which raises other interesting difficulties.
Existing video summarization approaches can be classified in two categories. The rule-based approaches combine evidences from several types of processing (audio, video, text) to detect certain configuration of events to include in the summary. Examples of this approach are the "video skims" of the Informedia Project [3] and the movie trailers of the MoCA project [5] . The mathematically oriented approaches, on the other hand, use similarities within the video to compute a relevance value of video segments or frames. Possible relevance criteria include segments duration, intersegment similarities, and combination of temporal and positional measures. Examples of this approach include the use of singular value decomposition [9] and shot importance measure [6] . Among the most recent and noticeable work, the work of the Sundaram and Chang [10, 11] based on both audio and video content, developed a measure of complexity and comprehension time of the shot based on user evaluation. The summary presented as a skim of the original is constructed, thanks to a function which describes the utility of each shot. The methods we propose in this paper fall in the same category. However, our approach does not involve users but, instead, is fully automated.
A key issue in automated summary construction is the evaluation of the quality of the summary with respect to the original data. Since there is no ideal solution, a number of alternative approaches are available. With user-based evaluation methods, a group of users is asked to provide an evaluation of the summaries. Another method is to ask a group of users to accomplish certain tasks (i.e., answering questions) with or without the knowledge of the summary and to measure the effect of the summary on their performance. Alternatively, for summaries created using a mathematical criterion, the corresponding value can be used directly as a measure of quality. However, all these evaluation techniques present drawbacks; user-based ones are difficult and expensive to set up and their bias is nontrivial to control, whereas mathematically based ones are difficult to interpret and compare to human judgment.
In this paper, we propose a new approach for the automatic creation and evaluation of summaries based on the simulated user principle. This method addresses the problem related to the evaluation of the summary and is applicable to both cases of single video and multiepisode videos. This paper is organized as follows. Section 2 describes some basics about the simulated user principle approach. In Section 3, we describe the different algorithms used to construct multiepisode summaries. Experimental results and a study of summary robustness are presented in Sections 4 and 5. Conclusions and future extensions of the work are presented in Section 6.
SIMULATED USER PRINCIPLE
In the simulated user principle, we define a real experimentation, a task that some user has to accomplish, on which a performance measure is defined. Then, we use reasonable assumptions to predict the simulated user behavior on this task. The performance of the simulated user on the experiment is defined mathematically.
Applying the simulated user principle to the problem of multiepisode video summarization leads to the following scenario for the simulated user experiment:
(i) show all the summaries to the user, (ii) show a randomly chosen excerpt of a randomly chosen video, (iii) ask the user to guess which video this excerpt was extracted from.
The simulated behavior of the user is the following:
(i) if the excerpt contains images which are similar to one or several images in a single summary, he will provide the corresponding video as an answer, (ii) if the excerpt contains images which are similar to images in several summaries, the situation is ambiguous and the user cannot provide a definite answer, (iii) if the excerpt contains no image similar to any image in any summary, the user has no indication and cannot provide a definite answer.
The performance of the user in this experiment is the percentage of correct answers that he is able to provide when he is shown all possible excerpts of all videos. Note that only in the first case described above is the user able to identify a particular video. But this answer might not be necessarily correct, because an image in an excerpt of one video can be similar to an image in the summary of another video.
COMPARISON OF ALGORITHMS
In this paper, we present several algorithms employed to automatically construct multiepisode video summaries. We intend to compare the quality of the summaries created with our new method (and its possible variations) and other wellknown techniques for video or text summarization. The simulated user principle is then used to evaluate the "quality" of the different summaries. Finally, we compare and discuss evaluation results to define the most appropriate algorithm for the task in hand.
Each multiepisode summary building process is divided into five phases: video streams preprocessing, feature vectors construction, classification, selection, and summary presentation. The first three and the last one are the same for the six algorithms, nevertheless the fourth phase, which performs the selection of the elements to include in the summaries, is specific to each method.
Video streams preprocessing
The opening and ending scenes, common to all episodes, are removed from further processing since they are not of interest to a viewer attempting to understand the content of a particular episode.
Feature vectors construction
The next phase consists of analyzing the content of the video to create characteristic vectors to represent visual information included in the video frames. Frames are divided into nine equal regions on which the color histograms are computed to capture both locality information and color distribution. The nine histograms are then concatenated to make up the characteristic vector of the corresponding frame. In order to reduce computation and memory cost, we subsample the video such that only one frame per second is processed.
Classification
Frames are clustered with an initial step where we create a new cluster when the distance of a frame to existing clusters is greater than a threshold, followed by several k-Means type steps to refine the clusters. This clustering operation produces classes of video frames with similar visual content.
Video segment selection
For each episode, we select the most pertinent classes based on six alternative methods. More details are reported in Section 4.1.
Summary presentation
Finally, the global summary can be constructed and presented to the user as a hypermedia document composed of representative images or as an audio-video sequence of reduced duration. In this paper, summaries are presented in the form of a table of images (frames extracted from the video), where each row represents a particular episode. The number of images describing each episode (column) is, however, entirely user definable.
Alternative selection methods
Once video frames have been clustered, the videos might be described as sets of frame classes. The most pertinent classes will be kept. We now see a number of methodologies devised to compute this pertinence value.
First, we describe the principle of the first four methods which are based on our newly proposed ideas. Secondly, the fifth algorithm based on closely related published work is exposed. Finally, we describe method six inspired from the TF-IDF which is commonly employed for the construction of text summaries.
The basic method
Having described the principle of the simulated user, we may now formally describe the summary creation methodology. We need a process to automatically construct a summary with good (and, if possible, optimal) performance for this experiment. In the case of single video summarization, this turns out to be relatively simple.
Assume that the excerpts we consider have duration d. If the video contains N frames, there are the following N −d +1 different excerpts:
. . , f d+1 , (iii) and so on up to E N−d+1 , which contains frames f N−d+1 , f N−d+2 , . . . , f N .
We assume that the frames have been clustered into "similarity classes," so that two frames are considered to be similar if and only if they belong to the same class
This is a very strong assumption and the similarity classes are built as described in Section 4. Figure 1 illustrates the relations between excerpts, frames, and classes.
We define the coverage Cov(C) of a class C as the number of excerpts which contain at least one frame from class C,
The coverage of a set of classes C 1 , C 2 , . . . , C k is the number of excerpts which contain at least one frame from one of the classes If a video summary is composed of frames f 1 , f 2 , . . . , f k , it induces a performance in the simulated user experiment which equals
Therefore, the optimal summary is simply one which maximizes
This can be achieved in two steps as follows:
(i) first, find a set of classes with maximal coverage, (ii) second, select a representative frame in each class.
Summary construction
The optimal summary can be found by enumerating all the sets of k classes {C 1 , C 2 , . . . , C k } and keeping the best one. Because the enumeration can be computer intensive, it is profitable to carefully select the order in which classes are selected so that the best solutions are found early.
If a class C m is added to an existing set {C 1 , C 2 , . . . , C m−1 }, we can define the "conditional coverage" as its contribution to the coverage of the final set
Then, the coverage of a set of classes {C 1 , C 2 , . . . , C k } can be computed as
In order to enable multiple video to be considered at once for summarization, we denote by E v i an excerpt of a video v, and S v a summary for video v; the various cases that have been described in the simulated user behavior can be formally characterized by the following properties:
(i) unambiguous case:
(ii) ambiguous case:
(iii) unknown case:
The performance of the user is the number of correct answers, so it is the number of unambiguous cases for which v = v
In the multivideo case, similarity classes are globally defined for all the videos at once. The construction of the summaries becomes more difficult because when we choose to add a class in a summary, we have to consider not only the coverage of this class on this video, which should be high, but also take into account the coverage of this class on the other videos, which should be low to minimize erroneous or ambiguous choices. The coverage of a class on a video v is defined as
An exhaustive enumeration of all possible sets of summaries is computationally untractable, so we use a suboptimal algorithm to build a good set of summaries. Our algorithm proceeds as follows:
(i) each summary is initially empty, (ii) we select each video v in turn and add to its current summary S v the one class C with maximal value
where S is the set of all classes already included in any of the summary
(iii) when all summaries have the desired size, we iteratively replace any chosen class if we can find another class with better value.
The coefficient α is used to impose a penalty on classes whose coverage on other videos is large, because they are likely to generate ambiguous or erroneous cases in the simulated experiment.
Method 1. This method is based on the coverage value to each class as described previously. In this method, the coverage is computed considering only the excerpts from the video we intend to create a summary for. In other words, for this method, the coefficient α in (13) is set to 0. However, a class may only be selected once, so it cannot represent two videos in the same global summary. In order to respect this constraint, we use a conditional coverage. All excerpts containing classes that have already been selected will be neglected.
Method 2. This method is almost identical to the first one. The only difference is that coverage of candidate classes on other videos is taken into account during selection. To restrict ambiguous or erroneous cases, we use a negative coefficient α = 1 in (13) to impose some penalty on classes with a large coverage on other videos. Method 3. To compare dependant and independent selection and as a baseline experiment to validate the importance and specificity of multiepisode video summaries, we construct single-video summaries of each video (using global similarity classes). When we select classes to be included to summary for a video, we ignore classes present in the other summaries. Therefore, a class can be present twice or more in the global summary constituted of the concatenation of the different single summaries.
Method 4. In order to eliminate all ambiguous cases in the simulated experiment, we develop an algorithm based on the computation of coverage, similarly to the previous ones, but which is more sensitive to ambiguous cases. During the selection phase, candidate classes should not be present in other summaries and should not be present in excerpts containing previously selected classes of other videos.
Method 5. Based on the work of Uchihashi and Foote [6] , who defined a measure to compute the importance of shots, we adapted our multiepisode summarization method. Here, shots are constructed based on our classification by concatenation of successive frames belonging to the same class. The shot importance measure is slightly modified from the original work such that the weight of a class W i , which is the proportion of shots from the whole videos that are in cluster i, is computed as W i = S i / C j=1 S j , where C is the number of classes based on all frames from all video episodes under consideration and S i is the total length of all shots in cluster i, found by summing the length of all shots in the cluster. Thus, the importance I of shot j (from cluster k) is I j = L j log 1/W k where L j is the length of the shot j. A shot is important if it is both long and not similar to most other shots. In our case, in order to represent each video by specific shots and the longest possible, we compute the importance shot factor for all possible shots, and then, we select the most important shots from each video to be included to the corresponding summary. Method 6. The major idea of this method is to do a parallel with text summarization methodologies [12] , where the TF-IDF formula has proven to be very effective. For text summarization, this approach is based on terms which represent the items, whereas for multivideo summaries, items are classes. Therefore, the importance I of class c is computed as I c = L c log n/nc, where L c is the length (total duration) of the class c, n the number of videos, and nc the number of videos containing at least one frame from the class c.
Having computed the importance of each class, we select the most important ones to be included in the global summary. In the case where the class is present in more than one video, we have to determine to which summary it should be affected. We do this by computing for each video the proportion of frames belonging to this class that are present in this video, and we take the most probable one.
COVERAGE EXPERIMENTS
In this section, we present the evaluation results using the simulated user principal on multiepisodes video summaries created with six different algorithms. As test data, we recorded six episodes of the TV series "Friends." These recordings were compressed Mpeg1 with a digitization rate of 14 frames per second. We fixed the size of the summaries to six segments (which provides a convenient display on a conventional TV 4/3 or 16/9 screen).
The graph in Figure 2 shows the respective performance of the six methods presented in Section 4 when the duration of the excerpt used for both construction and evaluation varies. For additional information the exact data values obtained are presented in Table 1 . We note that the first two methods that build summaries, based on a mathematical criterion inspired for the evaluation criterion itself, give the best performance. We note also that the multiepisode summaries (Methods 1 and 2) are more efficient than the single video summaries (Method 3).
Method 5 consists in selecting the rarest and longest shots. Despite the fact that our performance criterion is based on the rate of correct simulated user responses (excerpts for which the simulated user has correctly guessed the corresponding video) and the fact that the rarest shots are by definition highly specific of the video they originate from, the results based on this method are quite poor. The reason is that the rarest shots are likely to be nonredundant (they occur only once) within the video and therefore unlikely to be widely spread across the video. This greatly reduces the number of possible excerpts covering the selected shots and, consequently, low performance results, based on coverage information, are obtained.
Method 6, inspired from TF-IDF, provides rather average results when compared with others. It should also be noted that the results obtained using Method 4 can be compared to those of Method 2 and that both give the best coverage for large excerpts duration.
As a general comment, we can observe on Figure 2 that, for excerpt duration of approximately over 27 seconds, the results of Method 2 (with α = 1) and Method 4 (with no ambiguity requirement) perform better than the basic method (Method 1), whereas it was the opposite for shorter excerpts. A possible explanation consist in considering that, for the longest excerpt, the probability of finding similar images in other videos increases. In this approach, the simulated user is more likely to make an incorrect guess, leading to a performance reduction which does not occur with the other two methods.
Similarly, the third method offers reasonable performance results for short excerpt. As the duration of the excerpt used for construction increases, the number of ambiguous cases increases. This is due to the fact that key frames from the same similarity class may be employed in many summaries.
ROBUSTNESS OF THE SUMMARIES
Having constructed multiepisode video summaries using six alternative methods, it is of interest to evaluate the performance of the summaries for unrestricted excerpt duration. The first four methods are dependent on the excerpt duration whereas the last two are not. To study robustness, summaries were built for various excerpts duration and then evaluated, using various excerpts duration. Figure 3 presents the results of this experiment for summaries based on Method 1. The choice was made to perform this study using the first method as it is the one which provided the best overall results in the performance experiments.
Note that the construction method itself suggests that the coverage of the summary over the video should be maximum when the same excerpt duration is employed for both construction and evaluation. However, the results shown in Table 2 do not follow the same trend. Indeed, for each of the summaries, the best coverage results are obtained for large evaluation excerpt size. Except in the case of summaries created with excerpt duration of 1 second, all the remaining methods provide rather similar performance. The coverage increases in a similar manner for all summaries, which indicates that, for reasonable well-chosen creation excerpt duration, the methods provides robust summaries with respect to evaluation conditions.
RUNNING TIMES
Although we have not speed-optimized our code, we provide some informative elements of the complexity of our algorithms. The execution times given in this section have been obtained while running the complete process of automatic summarization (as described in Section 3 on a SUN Ultra10 workstation). It took 5 minutes to compute and store the 2705 region histograms representing all 99 minutes worth of video material (the six Friend episodes). Classification of the representative key frame into 1285 classes based on histogram similarity took approximately 3.5 hours.
The selection method used here is the basic one (Method 1), and the computation time required for various excerpt duration is shown in Table 3 . It is interesting to note that, thanks to the implementation of a greedy selection mechanism, computation time increase sublinearly. Finally, evaluation is extremely quick as it takes only about a second to compute the performance of a summary.
Despite the fact that we do not perform automatic video summarization in real time, we believe that, with the appropriate optimization and the use of hardware tools, the construction of multivideo summaries is achievable on demand.
CONCLUSION
A comparison of some approaches to automatically construct multivideo summaries has been presented. Based on the newly defined simulated user principle, we evaluate the results obtained with six alternative methodologies.
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