It was recently conjectured that a vector with components equal to the Bethe permanent of certain submatrices of a parity-check matrix is a pseudocodeword. In this paper, we analyze some important cases for which the conjecture is true and investigate the obtained families of pseudocodewords.
I. INTRODUCTION
In [1] , a simple technique is presented for upper bounding the minimum Hamming distance of a binary linear code that is described by an m × n parity-check matrix H. This is done based on explicitly constructing codewords with components equal to F 2 -determinants of some m × m submatrices of H. Subsequently, this technique was extended and refined in [2] - [8] in the case of quasi-cyclic binary linear codes. By computing those determinant components over the ring of integers Z instead of over the binary field F 2 (and taking their absolute value) it was shown that the resulting integer vectors are pseudocodewords, called absdet-pseudocodewords, i.e., vectors that lie in the fundamental cone of the parity-check matrix of the code [9] , [10] . In addition, in [4] , a closely related class of pseudocodewords called perm-pseudocodewords was defined, obtained by taking the vector components to be equal to the Z-permanent of some m × m submatrices of H. ' Related to the construction of perm-pseudocodewords, Vontobel introduced in [11, Sec. IX] a similar vector but having components equal to the Bethe permanent of some m × m submatrices of a matrix H instead of the regular permanent, and conjectured that this vector is a pseudocodeword. The term Bethe permanent was first used by Vontobel in [11] , while the concept was introduced earlier in [12] , [13] , to denote the approximation of a permanent of a non-negative matrix, i.e., of a matrix containing only non-negative real entries, by solving a certain Bethe free energy minimization problem. In his paper [11] , Vontobel provided some reasons why the approximation works well, by showing that the Bethe free energy is a convex function and that the sum-product algorithm finds its minimum efficiently. Therefore, the Bethe permanent can be computed efficiently (i.e., in polynomial time) and so can be the Bethe perm-pseudocodeword based on a set S of some given column selection of the parity-check matrix. This is not the case for the perm-pseudocodeword. Therefore, * Supported by NSF Grant CCF-1252788. the set of Bethe perm-pseudocodewords, together with that of absdet-pseudocodewords, also efficiently computed due to the polynomial-time computation of the determinant, constitute useful objects in determining upper bounds on the minimum pseudo-weight and guiding the design of low-density paritycheck matrices. In this paper we give four equivalent statements of the conjecture and discuss a stronger version of the above mentioned conjecture in some cases.
The remainder of the paper is structured as follows. In Section II, we list basic notations and definitions, provide the necessary background, formally define the class of permpseudocodewords and Bethe permanent vectors and state the conjecture. In Section III, we give a few examples to better illustrate the new notions and the conjecture. In Section IV, we show how the conjecture can be simplified to include only matrices of a certain form for which only one inequality is needed and from this, how the conjecture is equivalent to a certain co(perm)factor expansion on a row of a square matrix. We discuss the rows of the parity-check matrix of degree 2 or lower in Section V-A, prove a stronger version of the conjecture for two special cases in Sections V-B and V-C and discuss the next case of interest in Section V-D.
II. DEFINITIONS, VONTOBEL'S CONJECTURE AND EXAMPLES
Let Z, R, and F 2 be the ring of integers, the field of real numbers, and the finite field of size 2, respectively. If H is some matrix and if α = {i 1 , . . . , i r } and β = {j 1 , . . . , j s } are subsets of the row and column index sets, respectively, then H α,β is the sub-matrix of H that contains only the rows of H whose index appears in the set α and only the columns of H whose index appears in the set β. If α is the set of all row indices of H, we will simply write H β instead of H α,β . Moreover, for any set of indices γ, we will use the short-hand γ \ i for γ \ {i}. For an integer M , we will use the common notation [M ] {1, . . . , M}. For a set α, |α| will denote the cardinality of α (the number of elements in the set α). The set of all M × M permutation matrices will be denoted by P M . The set of all permutations on the set [m] is denoted by S m . 
where sgn(σ) is the signature operator.
In this paper, we consider only permanents over the integers.
Definition 2.
Let H = (h ij ) be an m × n parity-check matrix of some binary linear code. The fundamental cone K(H) of H is the set of all vectors ω = (ω i ) ∈ R n that satisfy
where R i is the ith row vector of H and supp(R i ) is its support. A vector ω ∈ K(H) is called a pseudocodeword [14] . Two pseudocodewords ω, ω ∈ K(H) are said to be in the same equivalence class if there exists an α > 0 such that ω = α · ω . In this case, we write ω ∝ ω .
Definition 3. Let C be a binary linear code described by a parity-check matrix
we define the perm-vector based on β to be the vector ω ∈ Z n with components
The permanent operator is taken over Z. In [4] it was shown that these vectors are in fact pseudocodewords. We state this here for easy reference together with its proof. and m = 2. The following list contains the perm-vectors based on all possible subsets β ⊂ [4] of size m+1 = 3: (2, 1, 1, 0), (1, 1, 0, 1), (1, 0, 1, 1), (0, 1, 1, 2). It can be easily checked that these satisfy the inequalities of the fundamental cone above, as the theorem predicts. They give an upper bound on the minimum pseudo-weight of 8/3. 1
The following combinatorial description of the Bethe permanent can be found in [11] . We use it here as a definition.
Definition 6. Let θ be a non-negative (with non-negative real entries) m × m matrix and M be a positive integer. Define
If m = n, we will use Ψ m,M Ψ m,n,M . 1 The binary-input AWGNC pseudo-weight of a pseudocodeword ω = 0 is defined as [14] - [17] 
, where · 1 and · 2 are, respectively, the 1-norm and 2-norm.
For a matrix P ∈ Ψ m,M , the P-lifting of θ is defined as the mM × mM matrix
and the degree-M Bethe permanent of θ is defined as
where the angular brackets represent the arithmetic average of perm(θ ↑P ) over all P ∈ Ψ m,M . Then, the Bethe permanent of θ is defined as
Remark 7. Note that a P-lifting of a matrix θ corresponds to an M -graph cover of the protograph (base graph) described by θ. Therefore we can consider θ ↑P to represent a protographbased LDPC code and θ to be its protomatrix (also called its base matrix or its mother matrix) [18] . 
Similarly, we define degree-M Bethe permanent vector based on β to be the vector ω B,M ∈ R n with components
The following conjecture is stated in [11] .
Conjecture 9 ( [11] ). Let C be a binary linear code described by an m × n binary parity-check matrix H, with m < n, and let β be a size-(m + 1) subset of [n] . Then the Bethe permanent vector ω B based on β is a pseudocodeword of H, i.e., ω B ∈ K(H).
III. EXAMPLES
In this section we provide several examples in order to get a better feeling of what perm-and Bethe permanent pseudocodewords look like. 1, 1, 0) ), (1, 1, 0, 1), (1, 0, 1, 1), (0, 1, 1, (M +1) 1/M ). It can be easily checked that all the above vectors satisfy the inequalities of the fundamental cone above, so they are all pseudocodewords. They give an upper bound on the minimum pseudo-weight of 8/3, obtained for M = 1 case in which the set of perm-pseudocodewords listed in Example 5 is equal to the set of the degree-M Bethe permanent vectors described above. Taking the limit M → ∞ we obtain the following list of Bethe permanent vectors based on all possible subsets β ⊂ [4] of size m+1 = 3: (1, 1, 1, 0) , (1, 1, 0, 1), (1, 0, 1, 1), (0, 1, 1, 1) all of pseudo-weight 3. Table I , together with the perm-vectors based on the same sets of columns and their pseudo-weight for comparison. Since the sizes of the matrices are small in this example, their permanents can be easily computed. If the matrices are large, the perm-vectors can not be computed anymore and the approximation given by the Bethe permanents will be valuable. Even for relative small matrices (of size 100), computing the permanent is not immediate, while estimating the Bethe permanent is.
Example 12.
Consider the dumbbell-graph-based [7, 2, 3] binary linear code described by the Tanner graph in Figure 1 (left) . There is only one subset β of size m+1 = 7. It yields one perm-pseudo-codeword (2, 2, 2, 4, 2, 2, 2) of pseudo-weight 6.4 and a Bethe permanent pseudocodeword (1, 1, 1, 1, 1, 1, 1) of pseudo-weight 7.
Example 13. Consider the dumbbell-graph-based [9, 2, 4] binary linear code described by the Tanner graph in Figure 1 (right). It yields the perm-pseudo-codewords (2, 2, 2, 2, 4, 2, 2, 2, 2) of pseudo-weight 8.3333 and the Bethe -permanent (1, 1, 1, 1, 1, 1, 1, 1, 1 ) of pseudo-weight 9.
Remark 14.
Despite the fact that the permanent is lower bounded by the Bethe permanent [19] , perm B (θ) perm(θ), we observe that in all our examples, the pseudo-weights of the perm-vectors are lower than the pseudo-weights of the Bethepermanent vectors. In general, however, there is no immediate reason why this should happen.
Remark 15.
The examples provided are for small size matrices, for which the permanent can be easily computed. The Bethe permanent better shows its usefulness in cases for which computing the permanent is too complex and the Bethe permanent is used as a close approximation and a close upper bound on the pseudo-weight. For example, matlab computes in a second the Bethe permanent of the 73 × 73 parity-check matrix of the code based on the projective geometry PG(2, 8), but gets stuck when computing its permanent. 2 
IV. AN EQUIVALENT FORM OF THE CONJECTURE
In the following we show that it is enough to prove Vontobel's conjecture for a matrix having a column of weight 1. From this, we will show another equivalent description involving only square matrices. The Bethe-perm vectors are based on a set β of size m + 1, therefore, we can assume, without loss of generality, that n = m + 1. All the proofs in this and the remaining sections will be omitted; we invite the reader to see [22] for the complete proofs. (3)
4)
For any m × m binary (square) matrix T = (t ij ) 1 i,j m , its Bethe permanent is less than or equal to its "permanentco(perm)factor expansion" along any one of its rows, 3 i.e.,
Remark 17. Therefore, in order to prove the conjecture, we can assume that H has its first column equal to [1 0 · · · 0] T and prove that: ω B,1 l∈supp(R1)\1 ω B,l . Note that, in this case, ω B,1 ω B,l for all l ∈ supp(R 1 ) \ 1, so the first component is the largest among the components indexed by the supp(R 1 ).
In addition, in most our considerations, we will show that ω B,M is a pseudocodeword, for all M 1. Then, by taking the limit it will follow that ω B ∈ K(H). 
Lemma 18. Let C be a binary linear code described by a parity-check matrix H ∈ F m×n

V. CASES FOR WHICH THE CONJECTURE IS TRUE
A. Case of Row Degrees 2.
If a row in the matrix H has weight 2 or lower, then the associated inequalities (2) are always satisfied. It follows that, if the matrix has all rows of degree 2, the Bethe permanent vector is a pseudocodeword.
Lemma 19.
Let H be an m × (m + 1) binary matrix that has all its rows of degree 2 or lower. Then the Bethe permanent vector ω B is a pseudocodeword. (5) or, equivalently, (6) .
B. Case of H of the Form
In Examples 10 and 11, we observed that the sets of the degree-M Bethe permanent vectors and the Bethe permanent vectors based on all possible subsets β form two sets of pseudocodewords. In this section, we show that this stronger version of the conjecture is always true for a more general case, that of
where m 2 is an integer, and * can be either 0 or 1. Using a similar reasoning as in Section IV, we can see that, in fact, it is enough to show the conjecture for a matrix H of the form
for which it is enough to show ω B,1 l∈[m+1]\1 ω B,l , as in (3). This inequality can be rewritten as The proof of the inequality requires some heavy manipulations; [22] contains the details. We state here the result. Theorem 20. Let H be of the form (6) . Then, for all M 1, its degree-M Bethe permanent vectors ω B,M and its Bethe permanent vector ω B based on β [m + 1] are pseudocodewords. We call them degree-M Bethe permanent pseudocodeword based on β and the Bethe permanent pseudocodeword based on β, respectively. C. Case of H of the Form (7) .
In this section, we show the conjecture for a matrix in a slightly more general form : we will assume that the first row of H contains less than m+1 ones, where m 2 is an integer and * can be either 0 or 1. We assume that supp(R 1 ) < m+1, and for simplicity, we will assume only one extra zero on the first row. Using a similar reasoning as in Section IV, we can see that, in fact, it is then enough to show the conjecture for a matrix H of the form
for which, it is enough to show the inequality (3). This turns out to be equivalent to the following formal inequality:
Note that for the matrix in (7) , ω B,M is equal to The natural next step to consider is that of a matrix H with allowed zeros in the first two rows and ones elsewhere. We will consider the simplest case and discuss the problems that this case presents. Let Note that for the matrix in (7), ω B,M is equal to example, that the permanents of a block mM × mM matrix is equal to the permanent of a smaller matrix. In [22] , we illustrate this idea with an example.
