Abstract. In the present paper we establish a fixed point result of Krasnoselskii type for the sum A+B, where A and B are sequentially weakly continuous, and B is a nonexpansive mapping. As an application, we study the existence of solutions for an nonlinear integral equation in Banach spaces. In the last section we develop a sequentially weak continuity result for a class of operators acting on vector-valued Lebesgue spaces. Such a result is used as the main tool to provide an existence theory for integral equations in L p (E).
Introduction
Many problems arising from the most diverse areas of natural science involve the study of solutions of nonlinear equations of the form
where M is a closed and convex subset of a Banach space X, see for example [4, 7] . In particular, many problems in integral equations can be formulated in terms of (1.1). Krasnoselskii's fixed point Theorem appeared as a prototype for solving equations of the type (1.1), where A is a continuous and compact operator and B is, in some sense, a contraction mapping. Motivated by the observation that the inversion of a perturbed differential operator could yield a sum of a contraction and a compact operator, Krasnoselskii proved that the sum A + B has a fixed point in M , if: (i) A is continuous and compact, (ii) B is a strict contraction and (iii) Ax+By ∈ M for every x, y ∈ M . Since then a wide class of problems, for instance in integral equations and stability theory, has been contemplated by the Krasnoselskii fixed point approach. However, in several applications, the verification of (iii) is, in general, quite hard or even impossible to be done. As a tentative approach to grapple with such a difficulty, many interesting works have appeared in the direction of relaxing hypothesis (iii), as well as generalizing it to other settings (see [5] for a generalization to locally convex spaces). In a recent paper [4] , Burton proposes the following improvement for (iii): ( If u = Bu + Av with v ∈ M, then u ∈ M ). Subsequently, in [6] , the following new asymptotic requirement:
If λ ∈ (0, 1) and u = λBu + Av for some v ∈ M, then u ∈ M , was introduced. This was discussed by the first author in the weak topology setting. This new assumption has shown to be efficient when the perturbation operator B belongs to L (X) and B L (X) = 1.
Our paper is organized as follows: In Section 2 we reformulate the Krasnoselskii fixed point Theorem for sequentially weakly continuous mapping so that it can be applied to nonexpansive perturbations. This new version of the Krasnoselskii fixed point Theorem we provide here generalizes the results in [6] . One of our approach is based on the topological study of the set
Indeed, if B is nonexpansive and sequentially weakly continuous on F λ , for all λ ∈ (0, 1), we prove that A + B has fixed point in M (Theorem 2.1). In the case B is contraction, with an extra assumption on the relative weak compactness of F 1 , we prove that A + B has a fixed point in M (Theorem 2.5). In particular, M need not to be bounded.
In Section 3, we apply our fixed point theory in order to solve the following nonlinear integral equation:
where E is a reflexive space and
Finally, in Section 4, we study the following variant of (1.2):
where E is a uniformly convex space, 1 < p < ∞ and I = [0, T ]. In this case, the strategy used here is to reduce the existence of solutions to (1.3) to searching fixed points for the operator A + B, where
To this end, the basic tool used is the Schauder-Tychonoff fixed point Theorem.
A geometric condition is used in order to assure that ( 
Fixed Point Theory
The main results of this section are as follows. Proof. Fix an arbitrary v ∈ M . Then in view of (a) the mapping u → λBu + Av is a λ-contraction on X. By the Banach contraction principle there is a unique
Thus, the mapping T λ : M → M given by v → T λ v is well-defined. Notice that T λ v = (I − λB) −1 Av. We claim now that T λ is sequentially weakly continuous. Indeed, let (u n ) be a sequence in M such that u n ⇀ u in M . Hypothesis (b) guarantees that Au n ⇀ Au in X. Now set w n = T λ u n . Hence, (I − λB)w n ⇀ Au in X. Notice also that T λ (M ) is relatively weakly compact in M . Therefore, there is a subsequence (w nj ) of (w n ) such that w nj ⇀ w for some w in M . Since w n = T λ u n ∈ F λ , for all n ∈ N, we have, by (a), that (I − λB)w nj ⇀ (I − λB)w. Hence, (I − λB)w = Au and w = T λ u. This tells us that T λ u nj ⇀ T λ u. Now a standard argument shows that T λ u n ⇀ T λ u, which proves the claim.
Since M is convex and weakly compact, we can now apply the Arino, Gautier and Penot fixed point Theorem [2] , to get a fixed point u λ ∈ C for T λ , that is, u λ = λBu λ + Au λ for all λ ∈ (0, 1). By weak compactness, there is a subsequence (u µ ) of (u λ ) such that u µ ⇀ u in M , as µ → 1. Combining this fact with (a) and (b) we obtain that Au + Bu = u with u ∈ M . This completes the proof.
An immediate consequence of Theorem 2.1 is the following result for reflexive Banach spaces, where closed, convex and bounded sets are weakly compacts.
Corollary 2.2. Assume the conditions (a)-(c) of Theorem 2.1 for A and B. If M is a closed, convex and bounded subset of a reflexive Banach space, then A + B has a fixed point in M .
The next result follows immediately from Corollary 2.2.
Corollary 2.3. Let M be a convex and weakly compact subset of a Banach space
Remark 2.4. Note that this result was first obtained by Barroso [6] .
The next result can be useful in applications. Proof. Indeed, as above we find a mapping T : M → M such that for each u ∈ M , T u is the unique in M satisfying T u = B · T u + Au. In addition, in a similar way one shows that T is sequentially weakly continuous in M . Since F is weakly relatively compact and
Then, Krein-Šmulian theorem implies that C is weakly compact in M . Moreover, we have T (C) ⊆ C. Applying again the Arino, Gautier and Penot fixed point Theorem [2] , we find u ∈ C such that T u = u. This proves Theorem 2.5
Remark 2.6. Condition (d) in Theorem 2.5 substitutes reflexivity of X in Corollary 2.2.
The next result shows that in some settings the word (weakly sequentially continuous) may be substituted by a more general condition of continuity.
Theorem 2.7. Let M be a convex and weakly compact subset of
L ∞ (Ω, E). Assume that A, B : M → L ∞ (Ω, E) satisfies (a) A is weakly almost everywhere continuous, that is, if u n (x) ⇀ u(x) in E for a.e x ∈ Ω then Au n (x) ⇀ Au(x) in E for a.e x ∈ Ω, (b) B is
weakly almost everywhere continuous and Bu
Proof. This is a consequence of the fact that weak convergence in L ∞ (Ω, E) implies a.e. weakly convergence in E, (see [9] ). Indeed, this fact implies that for each λ ∈ (0, 1) the map T λ : M → M , defined in the proof of Theorem 2.1, is sequentially weakly continuous. To see this, one should notice that T λ is weakly almost everywhere continuous and since M is weakly compact, from Ergorov's Theorem we conclude T λ is sequentially weakly continuous (see details in the proof of Lemma 4.10).
A nonlinear integral equation
In this section we deal with the following integral equation
where E is a reflexive space and I = [0, T ]. Assume that the functions involved in equation (3.1) satisfy the following conditions (H 1 ) f : E → E is sequentially weakly continuous;
(H 4 ) for each t ∈ I, the map g t = g(t, ·) : E → E is sequentially weakly continuous;
(H 5 ) for each u ∈ C(I, E), t → g(t, u) is Pettis integrable on I;
Our existence result for (3.1) is as follows. (3.1) has at least one solution u ∈ C(I, E).
Proof. Let us define the functions
We now define the set
Our strategy is to apply Theorem 2.5 in order to find a fixed point for the operator A + B in M , where A, B : M → C(I, E) are defined by
and
The proof will be given in several steps.
Step 1. M is bounded, closed and convex in C(I, E).
The fact that M is bounded and closed comes directly from its definition. Let us show M is convex. Let u, v be any two points in M . Then, there holds
for all t ∈ I, which implies that (1 − s)u + sv ∈ M , for all s ∈ [0, 1]. This shows that M is convex.
Step 2. A(M ) ⊆ M , A(M ) is weakly equicontinuous and A(M ) is weakly relatively compact.
i. Let u ∈ M be an arbitrary point. We shall prove Au ∈ M . Fix t ∈ I and consider Au(t). Without loss of generality, we may assume that Au(t) = 0. By the Hahn-Banach Theorem there exists ψ t ∈ E * with ψ t = 1 such that ψ t , Au(t) = Au(t) . Thus,
This implies that A(M ) ⊆ M . Analogously one shows that,
for all t, s ∈ I. Thus it follows from (3.3) that A(M ) is weakly equicontinuous.
ii. Let (Au n ) be any sequence in A(M ). Notice that M is bounded. By reflexiveness, for each t ∈ I the set {Au n (t) : n ∈ N} is weakly relatively compact. As before, one shows that {Au n : n ∈ N} is a weakly equicontinuous subset of C(I, E). It follows now from the Ascoli-Arzela Theorem that (Au n ) is weakly relatively compact, which proves the third assertion of Step 2.
Step 3. A is sequentially weakly continuous.
Let (u n ) be a sequence in M such that u n ⇀ u in C(I, E), for some u ∈ M . Then, u n (s) ⇀ u(s) in E for all s ∈ I. By assumption (H 5 ) one has that g(s, u n (s)) ⇀ g(s, u(s)) in E for all s ∈ I. The Lebesgue dominated convergence Theorem yields that Au n (t) ⇀ Au(t) in E for all t ∈ I. On the other hand, it follows from (3.3) that the set {Au n : n ∈ N} is a weakly equicontinuous subset of C(I, E). Hence, by the Ascoli-Arzela Theorem there exists a subsequence (u nj ) of (u n ) such that Au nj ⇀ v for some v ∈ C(I, E). Consequently, we have that v(t) = Au(t) for all t ∈ I and hence Au nj ⇀ Au. Now, a standard argument shows that Au n ⇀ Au. This proves the Step 3.
Step 4. B satisfies the condition (b) of Theorem 2.5.
By (H 2 ) clearly we see that B is a λ-contraction in C(I, E). Now, in order to show that B is sequentially weakly continuous in F 1 , we first remark that by combining (3.3) with (H 2 ), it follows that F 1 is weakly equicontinuous in C(I, E). So is B(F 1 ). Let now (u n ) ⊂ F 1 be such that u n ⇀ u, for some u ∈ M . Then by assumption (H 1 ), we obtain Bu n (t) ⇀ Bu(t). Since (Bu n ) is weakly equicontinuous in C(I, E) and (Bu n )(t) ≤ λ u n (t) holds for all n ∈ N, we may apply the AscoliArzela Theorem and concludes that there exists a subsequence (u nj ) of (u n ) such that Bu nj ⇀ v, for some v ∈ C(I, E). Hence, Bu = v and by standard arguments we have Bu n ⇀ Bu in C(I, E). This completes the Step 4.
Step 5. The condition (c) of Theorem 2.5 holds.
Suppose that u = Bu + Av for some v ∈ M . We will show that u ∈ M . By condition (H 3 ) it follows that u(t) ≤ u(t) − Bu(t) = Av(t) .
Once v ∈ M implies that Av ∈ M , we conclude u ∈ M .
Step 6. Condition (d) of Theorem 2.5 holds.
Let now (u n ) ⊂ F 1 be an arbitrary sequence. Then, (u n ) is weakly equicontinuous in C(I, E). Also, one has that
for all t ∈ I, that is, for each t ∈ I the set {u n (t)} is relatively weakly compact in E. Thus, invoking again the Ascoli-Arzela Theorem we obtain a subsequence of (u n ) which converges weakly in C(I, E). By the Eberlein-Šmulian Theorem, it follows that F is relatively weakly compact. Theorem 2.5 now gives a fixed point for A + B in M , and hence a solution to (3.1).
Remark 3.2. Theorem 3.1 is a generalization of Theorem 2.4 in [12] .
We complete this section by presenting an illustrative example.
Example 3.3. Consider the equation
where 0 < α < T + 1 and g : I × R → R is a Carathéodory map satisfying the general growth condition (H 6 ). By Theorem 3.1, there is u ∈ C(I, R) satisfying (3.4).
Existence theory for nonlinear integral equations in
In this section we are interested in a variant of equation (3.1). Indeed we shall work on the following nonlinear integral equation:
where E is a uniformly convex space, 1 < p < ∞ and I = [0, T ]. The natural assumptions on f, k and Φ are:
We shall denote by C := k ∞ .
(A 3 ) Φ is a weak Carathéodory map satisfying
Let us recall that a map Φ : I × E → E is said to be a weak Carathéodory map if for each x ∈ E fixed, the map t → Φ(t, x) is measurable and for almost every t ∈ I the map x → Φ(t, x) is sequentially weakly continuous. Remark 4.1. As we shall see in the proof of Theorem 4.8, condition (A 1 ) only need to be held for x ∈ B E (R). In assumption (A 3 ) we may always assume ψ nondecreasing and everywhere defined. The existence of such a R in hypothesis (4.2) is less restrictive than natural assumptions on the asymptotic behavior of ψ.
A priori, equation (4.1) is more delicate than (3.1), since the nonlinearity Φ nulls the regularity property of the integral. To grapple with such a difficulty we will need to develop a sequential weak continuity result for a class of operators. Moreover a geometric assumption will also be needed to assure the existence of a solution to problem (4.1). Such an assumption is somehow related to monotonicity hypothesis on the operators involved in problem (4.1). Let us start by developing the definitions and main results involved in such a geometric condition. Definition 4.2. Let E be a normed vector space. We define the notion of angle between two nonzero vectors x, y as follows:
Let now E be a uniformly convex space. Its modulus of convexity, δ, is defined as
.., v n be nonzero elements of a uniformly convex space
where δ is the modulus of convexity of E.
Proof. It follows from the definition of the modulus of convexity that for each i, running from 1 to n, we have
Summing the above inequality over i we find
We now apply the standard triangular inequality to the left hand side of the above inequality and end up with
Cancelling V E out from the above and rearranging the reminder part we conclude the lemma.
Definition 4.4. Let E be a uniformly convex space. We define ǫ 0 = ǫ 0 (E) > 0 to be the smallest positive number such that whenever we write ǫ 0 = ǫ 1 + ǫ 2 with 0 ≤ ǫ 1 , ǫ 2 ≤ 2, we have
Definition 4.5. Let C be a cone in a normed vector space. We define its opening as follows: θ(C) := sup{α(x, y) : x, y ∈ C}.
Let us relate these definitions to problem (4.1). We define g(t,
u(t)).
Also we define A :
The condition on B is:
is sequentially weakly continuous.
Remark 4.6. The sequential weak continuity of substitution operators acting on vector-valued Lebesgue spaces was studied in [10] and [11] . We should mention that in many practical applications which arise from physical models one can verify condition (A 4 ). It has been of large interest of the authors the study of sufficient condition to assure condition (A 4 ). One of the simplest technic which has contemplated many practical situations is the following: There exists a Banach space F such that E is compacted embedded into F and for some s < 0 the operator [1] ). Let u n ⇀ u in L p (I, E). Since B is a bounded operator, up to a subsequence we might assume that B(u n ) ⇀ v for some v in L p (I, E). By the compact embed
Our geometric condition is as follows: 
Finally we recall that for any three nonzero vectors, v 1 , v 2 , v 3 in a normed vector space, we have,
We now can state the main result of this section. Before proving Theorem 4.8 we need to develop a sequentially weak continuity result for a class of operators acting on vector-valued Lebesgue spaces. This is the content of what follows. In our next result we shall make use of Dunford's Theorem, which we will state for convenience. 
K is uniformly integrable, and (3) for each B ∈ Σ, the set { B f dµ : f ∈ K} is relatively weakly compact.
The idea is to show that actually v = Ψ(u). From Theorem 1 in [9] , we know I(u n )(x) ⇀ I(u)(x) in E for µ-a.e. x ∈ Ω. Since f is weak Carathéodory map, Ψ(u n )(x) ⇀ Ψ(u)(x) in E for µ-a.e. x ∈ Ω as well. Now we shall conclude that v = Ψ(u) µ-a.e. To this end we start by throwing away a set A 0 of measure zero such that
is a separable and reflexive Banach space. The existence of such a A 0 is due to Pettis' Theorem. Let now {ϕ j } be a dense sequence of continuous linear functionals in F . By Ergorov's Theorem, for each ϕ j fixed, there exists a negligible set A j , such that ϕ j (v) = ϕ j (Ψ(u)) in Ω \ A j . Finally we define A = ∞ j=0 A j . In this way µ(A) = 0 and by the Hahn-Banach Theorem, v(x) = Ψ(u)(x) for all x ∈ Ω \ A.
Let us now study the case when p = q = 1. For simplicity, we will restrict ourselves to finite measure spaces. We shall use Dunford's Theorem. Let u n ⇀ u in L 1 (Ω, E). By the Eberlein-Smulian Theorem the set K = {u, u n } ∞ n=1 is weakly compact. Let us show Ψ(K) is relatively weakly compact in L 1 (Ω, E). (Ω,E) ). The last inequality also shows Ψ(K) is uniformly integrable. Since E is reflexive, we get item (3) of Durford's Theorem for free. Hence, Ψ(K) is relatively weakly compact in L 1 (Ω, E). Now we proceed as in the previous case.
We now have all the ingredients to prove Theorem 4.8. Proof of Theorem 4.8. As done before, let g(t, x) := f (t, x)−f (t, 0) and B : L p (I, E) → L p (I, E) be B(u)(t) = g(t, u(t)). We estimate We estimate
Above inequality says that (4.5)
We remind A : L p (I, E) → L p (I, E) was defined to be Let M := B L p (E) (R), be the ball in L p (0, T, E) with radius R. It follows from (4.6) that if u p ≤ R then
