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Abstract. Distributed computing which uses Web services as funda-
mental elements, enables high-speed development of software applica-
tions through composing many interoperating, distributed, re-usable,
and autonomous services. As a fundamental challenge for service develop-
ers, service composition must fulfil functional requirements and optimise
Quality of Service (QoS) attributes, simultaneously. On the other hand,
huge amounts of data have been created by advances in technologies,
which may be exchanged between services. Data-intensive Web services
are of great interest to implement data-intensive processes. However,
current approaches to Web service composition have omitted either the
effect of data, or the distribution of services. Evolutionary Computing
(EC) techniques allow for the creation of compositions that meet all the
above factors. In this paper, we will develop Genetic Algorithm (GA)-
based approach for solving the problem of distributed data-intensive Web
service composition (DWSC). In particular, we will introduce two new
heuristics, i.e. LCS (Longest Common Subsequence) and distance of ser-
vices, in designing crossover operators. Additionally, a new local search
technique incorporating distance of services will be proposed.
Keywords: Distributed computing · Genetic Algorithm · DWSC · LCS
heuristic · distance of services.
1 Introduction
Web services are software modules accessible by other programs over the Web
to accomplish a task. They have the ability to provide easy composition of dis-
tributed applications in heterogeneous environments [7]. Web services, which
are provided by service providers and distributed over different locations, re-
quire some inputs, and subsequently generate a set of outputs after execution.
However, in most cases, individual Web services are composed together to cre-
ate new services which are able to achieve some complex goals successfully, e.g
provide new functionality. As many Web services deliver the functionality, non-
functional properties i.e. Quality of Service (QoS), such as response time and
cost, are necessary for combining appropriate services.
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Additionally, the size of data available on the Web, is duplicating every 18
months [8], and many companies need to perform large scale data analysis. Data-
intensive Web services deal with huge amounts of data, distributed in different
locations in the network, and produce a huge amount of output data. There-
fore, a data-intensive Web service composition (DWSC) is defined as the task
of selecting data-intensive services from different locations and composing them
together to optimise QoS requirements, where the overall quality is ensured by
the careful transmission of mass data. Accordingly, the challenges of DWSC is
that the quality of composite service are affected by not only the QoS of compo-
nents, but also by the location of Web services and the size of data transferred
between services.
The WSC problem can be explained as a global optimisation problem [1].
Finding an appropriate solution by using services from a large repository of
Web services can be very difficult and time consuming, because there will be a
huge number of possible solutions to choose from in a limited time. Moreover,
there are typically two tasks to be considered in composing Web services in a
fully-automated manner: preserving the functional correctness of solutions, i.e.
ensuring all the services inputs can be fulfilled by the service task or by its
proceeding services, and optimising solutions according to their overall QoS.
Such problems are known to be NP-hard [21].
Therefore, DWSC as an NP-hard combinatorial optimisation problem (COP)
cannot be solved efficiently with traditional methods such as mixed linear pro-
gramming solvers and dynamic programming [4]. High computational complex-
ity in solving NP-hard COPs makes these algorithms inappropriate for WSC
problems. In this case, computing an optimal solution is impractical and re-
searchers are more interested in building efficient and effective approaches for
finding near-optimal solutions.
On the other hand, Evolutionary Computing (EC) techniques have shown
to be more efficient than traditional methods for solving difficult problems and,
in particular, for the WSC problem when the task increases in complexity [2].
EC algorithms are population-based search techniques with the ability to search
different areas of possible good solutions.
In a Genetic Algorithm (GA), however, the global random search will cause
a decline in results. Therefore, applying local search techniques to better balance
between exploration and exploitation seems to be useful. Accordingly, there is
an enormous effort to consider hybrid versions of EC techniques that incorporate
local search techniques resulting in various Memetic Algorithms (MAs) [16]. MAs
are often reported to achieve a clearly better performance [18, 11] for solving
WSC problems.
In this paper, to solve the DWSC problem, we will design a GA-based ap-
proach which considers the nature of the distributed data-intensive services. In
particular, we design powerful crossover operators for GA which incorporate the
domain knowledge of DWSC to diversify populations, and transfer good building
blocks of parents to offsprings. Two heuristics will be used: distance of services
and longest common subsequence of parents.
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Motivated by the large-scale DWSC problem, the aim of this paper is to
propose an effective fully-automated GA-based method for solving the DWSC
problem, considering the distributed nature of data-intensive services. To this
end, we will consider the distributed environment as in [17], which considers
location of services and the communication delay and cost (between two ser-
vices, for example) to improve end-to-end QoS. In this paper, first three dif-
ferent problem-specific crossover operators will be developed through applying
distance and longest common subsequence heuristics. Second, a local search for
the GA will be proposed for the DWSC problem. Our crossover operators will
be compared to the crossover operator suggested in [20] for the WSC problem,
and to each other, as well.
We will propose an effective GA-based approach for DWSC. In particular:
– We will propose three different crossover operators which use heuristics to
preserve valuable information through generations and to apply domain
knowledge;
– We will propose a local search technique for the DWSC problem;
– We will compare the performance of these different crossover operators, and
a baseline crossover operator for WSC.
The rest of this paper is organised as follows: Section 2 presents related works.
Section 3 presents the problem definition and the quality model of distributed
services. Section 4 describes the algorithm design. Section 5 describes experimen-
tal evaluation results and discussions of the results. Finally, Section 6 concludes
the paper.
2 Related Works
Various EC techniques have been applied to solve the WSC problem in the liter-
ature, examples are GA for WSC [20,18,6], Genetic Programming (GP)[14] for
WSC [18,20] and Particle Swarm Optimisation (PSO) [19]. The main difference
between GA and GP is that GA uses sequences to represent chromosomes (solu-
tions), while in GP, solutions are represented as trees. The application of genetic
operators on sequences in GA is more straightforward than trees in GP, i.e.,
operators can be applied without restrictions since the functional correctness
of the composition will be ensured during decoding, which will be explained in
more detail in section 4. Additionally, the superiority of the GA-based method
to Particle Swarm Optimisation [12] and integer linear programming methods
are demonstrated in [20] and [6], respectively.
Existing WSC approaches assume a centralised service repository for the
composition. Conversely, in a DWSC of great importance are the size of data,
and the location of a Web service which determines its distances to other Web ser-
vices and the communication cost and time. Additionally, a majority of existing
methods for solving DWSC are semi-automated [5,22,15]. As opposed to fully-
automated approaches, they depend on a predefined abstract process model, i.e.,
a predefined workflow which embodies a set of tasks and their data dependency.
4 S. Sadeghiram et al.
Clearly, these workflows should be statically generated by the service requester
or at the design time. The WSC process is limited to only selecting and bind-
ing single Web services to each task in the workflow rather than constructing
relevant workflows. Furthermore, none of them considers the communication be-
tween services in the network. For example, the approach for DWSC in [5] only
tackles selecting Web services for each slot in a predefined workflow and applies
a data placement strategy using a dependency matrix of data in order to reduce
the transfer cost [5]. Data items which are mostly used together, are grouped
and placed on the same server before the composition phase starts. Moreover, in
the above approach, services are stored in the same location as data they use, in
order to lower the frequency of data, and for diminishing the cost and response
time of composite services. Though using the dependency information increases
the effectiveness of the method, this idea does not apply in real application be-
cause placing data and services on data centres should be supported separately
by data providers.
Another group of approaches have investigated fully-automated DWSC [24,23,17].
A hybrid approach combining GP and Tabu Search [9] is proposed to solve the
DWSC problem [23]. However, this method does not clarify how it checks the
validity of a solution. Another approach to DWSC is proposed in [24], in which
tree-based representation and search space reduction techniques are adopted be-
fore the optimisation starts using fully and partially dependent Web services. In
another paper, a clustering-based GA algorithm which uses sequence-like rep-
resentation for fixed-length GA chromosomes has been suggested [17], where
the nature of Web service’s distribution is incorporated in generating the initial
population of GA.
In this paper, we propose a fully-automated DWSC approach which takes in
to account the distribution of services and the communication.
3 Problem Definition and Objective Function
The performance of a distributed DWSC is affected by the data transferred
between services at different locations. In fact, the challenge of a distributed
DWSC is that selecting component services for service composition demands to
consider QoS and relative locations of Web services to each other for transfering
input and output data, because all these factors have a significant impact on the
overall QoS of service composition.
In this section, we will first present the definition of the distributed DWSC
based on the definition in our previous paper [17]. We will present some basic
terms for the distributed DWSC problem, and then will present the objective
function of the problem.
3.1 Basic Terms
First, we define basic concepts that need to be used later in the objective func-
tion. We consider a data-intensive Web service as a tuple Si= (Ii, Oi, QoSi,
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Di, li ) where Ii is a set of inputs. Oi is a set of outputs of the service. QoSi is
the set of quality attributes of the service which describes non-functional prop-
erties. In this paper, for each Web service we define Ti and Ci, which refer to
the total time and cost required for executing that service. Di is the set of m
data items dj , j ∈ {1, ...,m} required by the service, and li is the location of the
Web service.
A service repository R consists of a finite collection of Web services Si, i ∈
{1, ..., n} together with their input/output specifications. A service request (also
called a composition task) is a tuple T = (IT , OT ) where IT is a set of task
inputs a customer can provide for the composition, and OT is a set of task
outputs expected by the user to be produced by the composition.
Data is defined as a tuple d= (costd, sized, ld ) where costd is the cost
applied by the data provider, i.e. the cost to provide data, sized is the data size,
and ld is the location of the data centre that hosts the data.
Results of the service composition request are often represented as Directed
Acyclic Graphs (DAGs) which include a set of services that could jointly accom-
plish the required task, where two special services can be used to represent the
overall composition’s inputs and outputs: a start service S0 with I(S0) = ∅ and
O(S0) = IT , and an end service Sn+1 with I(Sn+1) = OT and O(Sn+1)= ∅. In a
composite Web service, there is a communication link between S and S′ if some
outputs of S serve as inputs for S′. We need to ensure that composite services
are feasible. In particular, we need to ensure that any two directly connected
services in the DAG match considering their inputs/outputs.
In this paper we have made the following general assumptions for the DWSC
problem: first, all data and Web services have been deployed on servers across
the network before the composition starts; second, the required data by each
service should be transferred to the location of that service before its execution.
3.2 Quality of Composite Services
During the execution of a composed data-intensive Web service in a distributed
environment, a large amount of time is needed to transfer and access data.
The following definitions have been used in this work to accurately capture the
various time and cost components involved [17]:
– Server access latency (Tsal): the storage (server) related time, which depends
on the server attributes and the size of data to be retrieved.
– Data process time (Tproc): the service related time for processing a data.
– Service cost (Cs): the cost to process the data and the cost to provide the
service.
– Data provision cost (Cprov): the cost applied by data provider, i.e., the cost
to provide the data.
– Data transfer time (T t): the amount of time that it takes for a server to put
all bits of the given data over the communication link and is defined in terms
of the data size over the network bandwidth.
The distributed nature of DWSC is further captured through two quantities:
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1. Propagation delay (Tp): the duration that it takes for the data to travel from
the sender to the receiver over a given path. The sender is either a server
hosting the data or a server hosting a preceding service in the composition
which produces required data for the receiver. In the first case, we denote
the propagation time as Tpd while in the second case we denote it as Tps.
Similarly, the receiver is a server hosting a Web service which takes that data
as its input. Propagation delay can be computed as the ratio between the
link length and the propagation speed over the specific medium (the wave
propagation speed). In this paper, we define the propagation delay in terms
of the distance between two servers.
2. Communication cost (Cc): the cost to transfer a data from one Web service
to another. We denote it as Ccs if the data is transferred between two com-
municating Web services, while we use Ccd to demonstrate the cost to move
data from the hosting server to a Web service.
Accordingly, Ti and Ci (the total execution time and cost of a Web service
Si including data-related time and cost) are calculated in Equations (1) and (2),
respectively.
Ti =
m∑
j=1
(Tpddj + Tsaldj + Tprocdj + T tdj) (1)
Ci =
m∑
j=1
(Ccddj + Cddj + Cs) (2)
In the above functions, m is the total number of data items in Di.
The overall cost is obtained by adding together individual values of single
services in the composition, i.e., nodes and associated costs for edges in the graph,
and it is calculated in the same way for both parallel and sequence constructs
in Equation (3):
Ctotal = wc1
NODE∑
i=1
Ci + wc2
EDGE∑
i=1
Ccsi (3)
Ccs is the communication cost, and wc1 and wc2 are positive real values to
assign weights to each term. These parameters indicate the importance of each
corresponding attribute. NODE and EDGE are the total number of nodes
(Web services) and edges (links between services) included in that composition,
respectively.
Response time Ttotal is the time of the most time-consuming path in the
composition, i.e., assuming h is the number of path, Nj and Ej are the number
of nodes and the number of edges in a path, respectively. The overall time is
defined as in Equation (4):
Ttotal = MAX{(wt1
Nj∑
i=1
Ti + wt2
Ej∑
i=1
Tpsi)|j ∈ {1, 2, .., h}} (4)
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wt1 and wt2 are positive real weights.
Finally, we use the objective function in Equation (5) to evaluate QoS of
DWSC solutions. The best solution will be a composition with the minimum
objective value. This function will be used as fitness in our EC algorithm.
ObjectiveFunction = Tˆtotal + Cˆtotal (5)
where Tˆtotal and Cˆtotal are normalised values of Ttotal and Ctotal, respectively.
The upper bound for normalisation is calculated as it is discussed in [20].
4 GA-Based Algorithm for DWSC
GA maintains a population of individuals and uses the current population for
defining the promising region [10]. It relies on crossover to combine parts of
different individuals, to derive new solutions. New individuals may be modi-
fied by other operators, such as mutation, before being added to population.
The pseudocode of the GA-based method for DWSC is shown in Algorithm 1.
Distance-guided crossover operator is one of the new parts of the algorithm pro-
posed in this paper. One of the four crossover operators, which we discuss in this
paper, will be applied. In addition, a novel local search is developed and used.
Algorithm 1: Proposed algorithm for DWSC
Input : Service Repository
Output: A Service Composition Solution
1: Generate sequences with randomly ordered services in the servicerepository;
2: Apply Decoding to create a graph for each sequence and Calculate fitness of
each sequence;
3: Update sequences by removing redundant services;
4: while number of iterations not reached do
5: Select Individuals based on their fitness value using a tournament
selection;
6: Apply distance-guided crossover operator;
7: Apply mutation operator;
8: Apply local search operator;
9: Apply Decoding and calculate fitness for each graph; if fitness is better
than Bestfitness then
10: Bestfitness=fitness;
11: return SequenceWithBestF itness;
In this paper, we use sequence-like representation to reference composition
solutions. This representation was firstly adopted for the WSC problem in [19]
and then successfully applied to other works in this domain [17,18,20]. The initial
population is created by randomly ordering all the services in the repository, in
sequences. GA operators and local search are applied on sequences.
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In this paper, we adopt variable-length problem-specific crossover and mu-
tation operators, as well as a local search which has been specifically designed
for the DWSC. In particular, heuristics are used in defining new crossover oper-
ators for the DWSC. Distance of services, as a heuristic contributes to all three
crossover operators and to the local search. Considering distance in distributed
DWSC has shown to be effective, as a heuristic in creating initial population for
GA with fixed-length chromosomes.
The mutation follows the same idea as the mutation operator for WSC re-
search [20], without any changes. Distance-guided crossover operators and local
search will be discussed in 4.2 and 4.3, respectively.
4.1 Representation of Chromosomes
For the WSC problem, different representations have been investigated in [20],
but their core idea is to generate candidate services compositions encoded as
sequences of service. Sequences are converted to executable compositions, i.e.
feasible workflows, based on services input/output through decoding. A back-
ward decoding algorithm is then used to transform any sequences of services into
a corresponding feasible service composition, i.e. a feasible workflow [20,17]. An
example of backward decoding of a sequence, and the sequence after being de-
coded are illustrated in Fig.1. In fact, the decoding scheme generates workflows
automatically which is the requirement of a fully-automated DWSC method.
Resulting workflows cover parallel and sequence constructs, which frequently ap-
pear in a composed Web service. Our EC operators will produce chromosomes
with duplicated services that affect the efficiency of the algorithm. Therefore,
duplicated services are removed from the sequence before the decoding starts.
Moreover, as it is illustrated in Fig.1(a), during the decoding, each candidate
is reduced to contain only those services used in the composition solution. For
more information about the decoding algorithm refer to the backward decoding
in [20,19]. Additionally, sequences must include enough services so that decoding
could produce feasible solutions.
4.2 Distance-Guided Crossover Operators for the DWSC
We will use a crossover operator previously applied to WSC for variable-length
chromosomes as a baseline method. Existing research on WSC using problem-
specific variable-length chromosomes, determines a random crossover point for
each parent [20], where indices are independently chosen for the two parents.
Then, each parent is split from the index point into a prefix and a suffix. In
order to generate offspring, each original parent is embedded within the prefix
and the suffix of the other parent. The functionality of this crossover is demon-
strated in Fig. 2. This crossover is designed specifically for the problem of WSC
and no domain knowledge is used. We will use this crossover to obtain three
other crossovers for our problem, step-by-step, which use distance information,
and we call it index crossover. This crossover maintains feasibility, because its
offspring inherits all the services from their parents.
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Sb Sa SeSd Sc
Input: 1
Output: 8
Input: 3
Output: 5
Input: 2
Output: 3,4
Input: 4
Output: 6
Input: 5,6
Output: 7
Sc
Sa
Se
Sdstart end
1st 3st
2st
4st
Readingdirection
(a)
Sa SeSd Sc
Input: 3
Output: 5
Input: 2
Output: 3,4
Input: 4
Output: 6
Input: 5,6
Output: 7
(b)
Fig. 1: (a) Backward decoding example (note that the sequence is traversed as
many times as possible), (b) the sequence after being decoded in variable-length
GA.
In this work, new variable-length problem-specific crossover operators are
proposed to add diversity, maintain feasibility and incorporate the domain knowl-
edge. The effect of three different factors in designing such a suitable crossover
has been investigated: the longest common sub-sequence (LCS) of services within
two individuals, geographical distance between each pair of services, and the
amount of diversity that the crossover generates. In addition, it is necessary to
define these operators in a way that no infeasible individuals are generated.
Distance-guided index crossover: this crossover is designed to incorporate do-
main knowledge (e.g. location of services) into GA. Location of services are
applied as heuristics into the crossover operator. As illustrated in Fig.3, this
crossover is very similar to index crossover mentioned above, except that in-
stead of choosing crossover points in random, a crossover point is selected based
on the distance of services to each other in the sequence. In other words, in
a sequence of services, the crossover point is selected in a way that the dis-
tance between the two consecutive services adjacent to this point is greater than
the distance between any other pairs of consecutive services. In fact, this new
crossover operator combines index crossover in the distributed DWSC problem
with the domain knowledge, i.e., through the location of services.
Distance-guided two-point crossover: the difference between this crossover and
the two previously described crossover operators (i.e., index crossover and distance-
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Parent2
Parent1
60km 140km 30km 110km
h a b c d e f
m a e g y x
150km90km
60km 140km 80km 50km60km
Index Crossover
h a m a e g y x b c d e f
m a e g y h a b c d e f x
Child1
Child2
Random Points
Fig. 2: Example of index crossover
Parent2
Parent1
60km 140km 30km 110km
h a b c d e f
m a e g y x
150km90km
60km 140km 80km 50km60km
Distance-Guided Crossover
h a b m a e g y x c d e f
m a e h a b c d e f g y x
Child1
Child2
Fig. 3: Example of distance-guided crossover operator
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guided index crossover), is that this is a two-point crossover rather than a single
point one, where indices in each parent are chosen based on the first and second
greatest distance between pairs of consecutive services. Therefore, using these
two indices, each parent is split into three parts. Afterwards, to create children,
the three parts of the first parent are combined with the three parts of the second
parent, one in between. Two offspring differ each other in the order of combina-
tion. The aim of this crossover is to increase diversity in the resulted sequences
through breaking parents apart into three parts. In other words, though this
crossover is very similar to the distance-guided index crossover in that both em-
bed domain knowledge, the diversity is increased between children and parents
because each parent is split into three parts rather than only two parts.
Distance-guided LCS crossover: in this crossover, which is indicated in Fig.4,
a heuristic is incorporated to preserve the promising part of each parent and
transfer it to children. This new heuristic is called longest common subsequence
(LCS) between two parents, i.e. the longest sequence of services which appears
in both parents. The LCS is repeated in the offspring without any changes. For
this purpose, the crossover point is selected in the same way as the distance-
guided index crossover except that this point cannot be inside the LCS. In that
way, the crossover preserves the LCS from being split which can be a part of
a good solution. The feasibility is maintained in the same way as it was con-
ducted in above crossovers. Duplicated services as well as unused services in the
composition will be removed through decoding.
4.3 Distance-Guided Local Search for the DWSC
In a GA, however, the global random search will cause a decline in results. There-
fore, applying local search techniques to better balance between exploration and
exploitation seems to be useful. Accordingly, there is an enormous effort to con-
sider hybrid versions of EC techniques that incorporate local search techniques
resulting in various Memetic Algorithms (MAs) [16]. MAs are often reported to
achieve a clearly better performance [18,11] for solving WSC problems. In this
paper, a local search operator creates its neighbourhood by repeatedly inserting
a group of Web services into the original individual (see Fig.5). Once more, the
idea of distance is utilised for selecting a point in the individual where the new
sequence of services will be inserted. For example, if the distance between the two
consecutive services a and b is the largest, all services from the repository whose
outputs can be used to fulfil b are inserted in between a and b. Each neighbour
differs from others in terms of the order of services in the newly added sequence.
5 Evaluation
The aim of this paper is to propose a GA-based approach to the problem of
distributed data-intensive service composition in a fully automated manner. In
this section, we will conduct experimental evaluation to evaluate our proposed
GA method.
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Parent2
Parent1
60km 140km 30km 110km
h a b c d e f
m b c d y x
150km90km
60km 140km 80km  0km60km
LCS Crossover
h a b c d e m b c d y x f
m b c d h a b c d e f y x
Child1
Child2
Fig. 4: Example of distance-guided LCS crossover for the proposed method. The
longest common subsequence is identified by orange rectangle.
Parent1
60km 140km 30km 110km
h a b c d e f
150km90km
Local Search
h a b x z v w y c d e f
h a b v y z w x c d e f
Neighbour 3
h a b w x y z v c d e f
Neighbour 2
h a b x v w y z c d e f
Neighbour 5
h a b y x v z w c d e f
Neighbour 4
Neighbour 1
w x
y
…
Repository
z
Fig. 5: Example of local search and creating five different neighbours.
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5.1 Experiment Design
A set of experiments is carried out using WSC-2008 [3] and WSC-2009 [13]
benchmark datasets. WSC-2008 contains eight service repositories of varying
sizes, while WSC-2009 has five repositories with a greater variety of sizes. A
taxonomy of concepts is provided for determining which inputs and outputs are
compatible, and a number of service composition tasks are also given [3,13].
These datasets were chosen because they are the largest benchmarks that have
been broadly exploit in the composition literature; however, datasets do not
contain the location information of the server which hosts Web services nor the
data-intensive information. The distance between two Web services is estimated
using the same method as proposed in the previous paper [17] based on the
information in WS-dream open dataset [25].
Random values are assigned to T t for each connection line in the interval
(0,1], as well as to Ccs and Ccd. Additionally, each server has its own Tsal and
each data has its own Ccd similarly, which are both generated randomly in that
interval.
A data item provides each service with a price and response time which we
assigned them to Tproc and Cs, respectively. These values are normalised to
fit between 0 and 1. Values of weight parameters are wt1 = wc1 = 0.2, and
wt2 = wc2 = 0.3. Accordingly, wc1 + wc2 = 0.5, and wt1 + wt2 = 0.5 which
means that the time and cost have identical contributions to the fitness function.
Finally, the sum of all weights is equal to one, wt1 +wt2 +wc1 +wc2 = 1, which
means that the final fitness value will fit between 0 and 1.
Four methods are compared, i.e. variable-length GA-based method with four
different crossovers, each of them being run 30 independent times on desktop
computers with 8 GB RAM and an Intel Core i7-4790 processor (3.6GHz). All
methods have the same parameter set. Probability of local search, mutation
and crossover are 0.05, 0.05 and 0.95, respectively. Neighbourhood size for local
search is 10. Tournament selection with the size of 2 is adopted as the strategy
for choosing which candidates to update in these approaches. For example, in-
dividuals to undergo local search are chosen through a tournament selection of
size 2. Elitism size is 2 for all methods. To evaluate our proposed distance-guided
GA-based method, and to make a fair comparison, all parameters have been set
equally. All proposed methods use the same local search technique.
5.2 Results
Table 1 shows the mean solution fitness and standard deviation for 30 indepen-
dent runs of each approach. Distance-guided GA-I and GA-II indicate distance-
guided index and two-point approaches, respectively. Wilcoxon signed-rank tests
at 0.05 significance level have been carried out to verify whether fitness values
were significantly different. Pairwise comparisons have been conducted for all
possible combinations of methods on all datasets. The comparison results then
have been used to rank each approach and identify the top performers. For exam-
ple, for dataset 08-2 in Table1, the fitness achieved by the GAII was significantly
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better in all pairwise comparisons against other approaches. On the other hand,
for dataset 08-1 there was no significant difference between GA-LCS and GA-II.
Results show that quality of solutions which are produced using distance-guided
crossover operators, i.e., GA-I, GA-II and GA-LCS, are generally better than re-
sults of index crossover. The reason can be explained in the shortcoming of index
crossover, which has been adopted from a solution to the WSC problem [20] and
is not specifically designed for the distributed DWSC problem. Moreover, GA-
LCS have produced the best results out of the four crossovers, presumably due
to maintaining useful subsequence without breaking them into separate parts.
In addition, considering GA-II and GA-I, the former has indicated better re-
sults. This means that increasing the difference between offspring chromosomes
and their parents improves the quality of solutions. Finally, results in Table 1
confirms that a more powerful crossover operator for GA, which uses heuristics
and the domain knowledge, can produce better results than those of a general
method.
Table 1: Mean fitness values and standard deviations per 30 runs. Significantly
better values in all four comparisons are displayed in bold. (Note: the lower the
fitness the better)
Set of
Experiments
GA for WSC
(Index) [20]
Distance-guided
GA-I
Distance-guided
GA-II
Distance-guided
GA-LCS
WSC08-1 0.54 ± 0.04 0.45± 0.01 0.42 ± 0.04 0.42 ± 0.02
WSC08-2 0.51 ± 0.09 0.46± 0.03 0.42 ± 0.05 0.46 ± 0.04
WSC08-3 0.55 ± 0.18 0.52± 0.04 0.48 ± 0.01 0.47 ± 0.02
WSC08-4 0.52 ± 0.03 0.49± 0.02 0.45 ± 0.06 0.41 ± 0.01
WSC08-5 0.55 ± 0.08 0.52± 0.01 0.49 ± 0.01 0.48 ± 0.04
WSC08-6 0.58 ± 0.13 0.58± 0.01 0.55 ± 0.02 0.51 ± 0.15
WSC08-7 0.57 ± 0.01 0.59± 0.01 0.58 ± 0.04 0.56 ± 0.02
WSC08-8 0.54 ± 0.08 0.53± 0.02 0.47 ± 0.09 0.48 ± 0.08
WSC09-1 0.59 ± 0.03 0.59± 0.03 0.57 ± 0.07 0.56 ± 0.05
WSC09-2 0.56 ± 0.01 0.50± 0.002 0.49 ± 0.1 0.50 ± 0.01
WSC09-3 0.55 ± 0.09 0.52± 0.06 0.52 ± 0.09 0.52 ± 0.001
WSC09-4 0.55 ± 0.09 0.52± 0.01 0.51 ± 0.17 0.51 ± 0.21
WSC09-5 0.58 ± 0.09 0.49± 0.02 0.51 ± 0.02 0.48 ± 0.06
5.3 Discussion
Fig. 6(a) and 6(b) illustrate mean fitness values over 30 runs per generations
for datasets WSC08-5 and WSC09-4, respectively. Our experimental evaluation
shows that crossovers which utilises distance information of services, i.e. distance-
guided crossovers, indicated better fitness value than the other approach, i.e.
index crossover. In addition, distance-guided LCS crossover was designed, which
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maintains promising parts of both parents, adds diversity to compensate for the
offspring when it is not very different from its parents, and incorporates domain
knowledge, which is, considering the distribution and location of services. These
attributes leads to a good performance of the distance-guided LCS method.
In the future, we will investigate the effect of different local search operators
in combination with GA, and inspect where and when to apply them during
the search. In addition, designing powerful operators specific for the problem of
DWSC can be extended to fixed-length GA, though more efforts are required to
set up such operators for GA with fixed-length chromosomes, as the chromosome
size is not allowed to be changed.
6 Conclusion
In this paper we studied the problem of distributed DWSC. We applied an appro-
priate fitness function to include quality of services, properties of data items used
by those services, and communication attributes between services. We proposed
a GA-based approach with specific crossover operators and a local search tech-
nique. Our experimental evaluation using benchmark datasets shows that our
proposed distance-guided two-point GA approach to DWSC can effectively gen-
erates better results comparing with other approaches. These operators help the
offspring to inherit good parts from parents. Additionally, distance-guided two-
point crossover includes enough diversity to obtain good solutions for DWSC.
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