Abstract This paper studies structured data extraction from Web pages. Existing approaches to data extraction include wrapper induction and automated methods. In this paper, we propose an instance-based learning method, which performs extraction by comparing each new instance to be extracted with labeled instances. The key advantage of our method is that it does not require an initial set of labeled pages to learn extraction rules as in wrapper induction. Instead, the algorithm is able to start extraction from a single labeled instance. Only when a new instance cannot be extracted does it need labeling. This avoids unnecessary page labeling, which solves a major problem with inductive learning (or wrapper induction), i.e., the set of labeled instances may not be representative of all other instances. The instance-based approach is very natural because structured data on the Web usually follow some fixed templates. Pages of the same template usually can be extracted based on a single page instance of the template. A novel technique is proposed to match a new instance with a manually labeled instance and in the process to extract the required data items from the new instance. The technique is also very efficient. Experimental results based on 1,200 pages from 24 diverse Web sites demonstrate the effectiveness of the method. It also outperforms the state-of-the-art existing systems significantly.
multiple sources (Web sites and pages) to provide value-added services, e.g., customizable Web information gathering, comparative shopping, meta-search, etc.
In this paper, we focus on regularly structured data which are generated by script files based on some fixed templates. The values of these structured data are usually retrieved from backend databases, and then "plugged-into" a HTML template and published on the Web. One such example is the product description pages. Each merchant who sells products on the Web needs to provide a detailed description of each product. Figure 1 shows an example page. One may want to extract four pieces of information from this page, product name, product image, product description, and product price, for comparative shopping. Each of the items is marked with a dash-lined box in Figure 1 . We call each required piece of information a target item (or simply item).
Existing research on Web data extraction has produced a number of techniques [4, 7-9, 11, 13, 15, 20, 23, 26] , among which, the current dominant techniques are wrapper induction and automatic pattern discovery. In the approach of wrapper induction, the user first labels or marks the target items in a set of training pages or a list of data records in one page. The system then learns extraction rules from these labeled examples. The learned rules are then applied to extract target items from other pages. In Section 2, we discuss the existing approaches further. A major problem with inductive learning is that the initial set of labeled training pages may not be fully representative of the templates of all other pages.
For the pages that follow templates not covered by the labeled pages, learned rules will perform poorly. The usual solution to this problem is to label more pages as more pages should cover more templates. However, manual labeling is labor intensive and time consuming (still no guarantee that all possible templates will be covered). For a company that is interested in extracting all product information from a large number of merchant sites on the Web for comparative shopping, this represents a substantial work.
In this paper, we propose an instance-based learning approach to data extraction to deal with this problem. In classic instance-based learning, a set of labeled instances (more than 1) is stored first (no induction learning is performed). When a new instance is presented, it is compared with the stored instances to produce the results. The approach is commonly used in classification. The most popular instance-based learning methods are k-nearest neighbor and case-based reasoning [19] . However, we cannot directly apply these classic approaches because we will still need an initial set of many labeled instances, and thus will have the same problem as inductive learning.
We propose a different instance-based method that is more suitable for data extraction from Web pages. Instead of requiring an initial set of labeled pages, the algorithm can begin extraction from a single labeled page. Only when a new page cannot be extracted does the page need manual labeling. This avoids unnecessary labeling and also ensures that all different templates are covered.
We believe that instance-based learning is very suitable for structured data extraction because such Web data are presented by following some fixed layout templates. Pages from the same template can normally be extracted using a single page instance of the template.
The key to our instance-based learning method is the similarity measure. In our context, it is the problem of how to measure the similarity between the corresponding target items in a labeled page and a new page. Traditional measures based on the Euclidean distance or text similarity are not easily applicable in this context because the target items from different pages can be entirely different. We propose a novel technique that exploits the HTML markup context of the items and avoids comparing the items of the new instance and a labeled instance. This method is called sufficient match. It matches a minimum number of tokens in the new instance with the prefix tokens and suffix tokens of each target item in a labeled instance such that the target item in the new instance can be uniquely identified. This method is appropriate for templated pages because a template is essentially reflected by its sequence of formatting tags.
Our technique works as follows:
1. A random page is selected for labeling by the user. 2. The user labels/marks the items of interest in the page. 3. A sequence of tokens before each labeled item (called the prefix string of the item) and a sequence of token after the labeled item (called the suffix string of the item) are stored. 4. The system then starts to extract items from new pages. For a new page d, the system compares the stored prefix and suffix strings with the tag stream of page d to extract each item (this step is involved and will be clear later). The item extraction is based on whether the item can be uniquely identified using a minimum number of prefix and suffix matches, which we will explain later. If some target items from d cannot be uniquely identified (i.e., this page may follow a different template), page d is passed to step 2 for labeling.
We have implemented an extraction system, called IDE (Instance-based Data Extraction) based on the proposed approach. The system has been tested using 1,200 product pages from 24 Web sites. Our results show that IDE is highly effective. Out of the 1200 pages, only 6 pages were not extracted correctly, and only one of the items in each page was extracted incorrectly. For most Web sites, the user only needs to label 2-3 pages. We also compared IDE with the FETCH 1 system, which is the commercial version of the state-of-theart research system Stalker [12, [20] [21] [22] . Our results show that IDE outperforms FETCH in our experiments in both precision and recall.
The proposed technique aims to extract items from Web pages that focus on the description of a single object per page (called a detail page). Another type of data rich pages on the Web is list pages. A list page usually contains the descriptions of a list of objects. The description of each object is called a data record. We will show that data records can be identified automatically by finding repeated patterns in a list page. Then each data record can be treated as a single Web page, from which items can be extracted by the IDE system. The details will be discussed in Section 6. This paper is organized as follows: Section 2 discusses related work. Section 3 introduces the type of pages that we are dealing with and explains why our proposed approach is more suitable for the extraction task. Section 4 presents the algorithm of instanced-based extraction. Experimental results are reported in Section 5. Section 6 describes how to extend the proposed approach to list pages. Section 7 concludes the paper.
Related work
The closely related works to ours are in the area of wrapper generation. A wrapper is a program that extracts data items from a Web site/page and put them in a database. There are three main approaches to wrapper generation for data extraction. The first approach is the manual approach, where the user needs to find patterns manually from the HTML code to build a wrapper system. The second approach is wrapper induction (or learning), which is the main technique presently. The third approach is based on automatic pattern discovery.
In the manual approach, a number of toolkits to facilitate the user to construct wrappers are reported in [10, 18, 24] . In these systems, the user first studies the HTML code from a number of pages of a Web site to identify patterns from repeated objects and then write a wrapper program. The toolkits may provide visualization support and/or pattern specification languages so that the user can interactively build wrappers. This is a very time consuming process, and cannot scale up to a large number of Web sites.
As mentioned earlier, wrapper learning works as follows: users first manually label a set of training pages or data records in a list. A learning system then generates rules from the training examples. These rules can then be applied to extract target items from new pages. Example wrapper induction systems include Wien [13] , Softmealy [11] , Stalker [12, [20] [21] [22] , BWI [8] , WL2 [4, 23] , etc. A theoretical study on wrapper learning is also done in [14] . It gives a family of PAC-learnable wrapper classes and their induction algorithms and complexities. Wien [13] and Softmealy [11] are earlier wrapper learning systems, which were improved by Stalker [12, [20] [21] [22] . In Stalker, the extraction is done using a tree structure called EC tree (embedded catalog tree), which models the data embedded in a HTML page. The root of the tree is the document containing the whole token sequence of the page. The content of each child node is a subsequence of the sequence of its parent node. For each node in the tree, the wrapper identifies or extracts the content of the node from its parent, which contains the sequence of tokens of all its children. Each extraction is done using two rules, the start rule and the end rule. The start rule identifies the beginning of the node and the end rule identifies the end of the node. For a list node, list iteration rules are needed to break the list into individual data records. To extract items from the records, data extraction rules are applied to each record. All the rules are learned during wrapper induction. Given the EC tree and the rules, any node can be extracted by following the tree path P from the root to the node by extracting each node in P from its parent. Stalker learns rules for each item separately. It does not consider the ordering of items. This is more flexible but also makes learning harder for complex pages because local information is not fully exploited.
In summary, existing systems essentially learn extraction rules. The rules are then used directly to extract each item in new pages. Our work is different. Our technique does not perform inductive learning. Instead, it uses an instance-based approach. It can start extraction from a single labeled page. Although [2] can learn from one page (two for singlerecord pages), it requires more manual work because if the system does not perform well the user who monitors the system needs to change some system thresholds.
In recent years, researchers also studied automatic extraction, i.e., no user labeling is involved. In [3] , a method (called IEPAD) is proposed to find patterns from the HTML tag string of a page, and then use the patterns to extract data items. The method uses the Patricia tree and sequence alignment to find patterns that allow inexact matches. However, the algorithm generates many spurious patterns. Users have to manually select the correct pattern for extraction. In RoadRunner [5] , a matching algorithm is proposed to infer unionfree regular expressions from multiple pages with the same template. The resulting regular expression is used to extract data from similar pages. The full algorithm has an exponential time complexity. To limit the search, heuristic pruning techniques are employed, which compromise the expressive power of the inferred grammar. This approach is improved in EXALG [1] , which presents a polynomial time algorithm by using several heuristics. Both methods need multiple input pages with a common template. Another method for data extraction is proposed in [16] . Its main idea is to utilize the redundant information in list pages and detail pages (each of such pages containing additional details about the corresponding data record/object in list pages) to aid information extraction. However, these automatic methods are less accurate than the systems that ask the user to label training pages. Manual post-processing is also needed for the user to identify what he/she is interested in. Furthermore, current systems are deficient in providing the meaning of the attributes of the extracted data, which makes further processing, such as data integration from multiple sites, very difficult. In [26] , a more accurate technique is proposed based on tree matching. However, it is only for list pages and also has the same problems as other automatic methods. [6, 16] propose some techniques for finding data objects or data records. However, they do not perform data extraction from the records.
Two types of data rich pages
To start our discussion, let us see some real pages which contain structured data. There are mainly two types of data rich pages in e-commerce Web sites that we are interested in, detail pages and list pages. Data in these pages are usually retrieved from underlying databases and embedded in some templates by using script files.
Detail pages:
A detail page presents details of a single object. For example, in Figure 1 , the page focuses on the product Memorex 256 MB USB 2.0 Travel Drive. That is, it contains all the details of the product, its name, image, price, purchasing information, specifications, customer rating, etc. 2. List pages: A list page usually contains a list of objects. Figure 2 shows a segment of such a page. From a layout point of view, we see a contiguous region (called a data region) with more than one product listed in it. The description of each product is a data record. Within each region, data records are formatted using the same template.
In the next section, we will present the IDE algorithm to extract items from detail pages. For list pages, previous wrapper induction approaches work as follows [20] . The user first needs to mark the beginning and the end of the list in each training page in order to learn rules to identify the boundary of the list (which is also called a data region). He/she then needs to mark the beginning and the end of each data record in the list in order to generate rules (called list iteration rules) to break the list into individual data records. After that, all the items of interest in every data record are marked, from which data extraction rules are generated to extract items from the records.
The manual labeling effort is substantial, which is labor intensive and time consuming. However, much of the manual labeling is in fact not necessary. Both data regions and the boundaries of each data record inside a region (a list) can be identified automatically by finding repeated patterns as we will describe in Section 6. In other words, we can identify and segment data records without performing manual labeling and list iteration rules learning.
Once each individual data record is identified, we can treat it as a detail page. Then the IDE algorithm can be applied to extract the required items from it.
One question is whether we can extract data items from detail pages automatically as well. This is difficult for two reasons. First of all, a detail page usually contains a large number of data fields about an object (e.g., a typical Amazon.com product page contains more than 100 data fields for each product). However, only a few of them are of interest for a particular application. Even if the extraction is possible, the user still needs to manually select the target items from the extracted data. Furthermore, as we discussed earlier, current automatic extraction techniques are deficient in providing the meaning of the extracted data. Accurate annotation of the extracted data needs substantial human involvements.
Secondly, when we say that a page focuses on a particular object, we do not mean that the page contains no other information. In fact, it almost certainly contains voluminous other information such as navigation links, related products and recommendations, advertisements, copyright notices, etc. These irrelevant pieces of information can adversely affect the effectiveness and efficiency of data extraction based on automatic pattern discovery. If the irrelevant information does not follow fixed templates, it will make automatic extraction difficult. If it does follow templates, it will slow down the extraction algorithm substantially, and the user has to identify useful items afterward.
Instance-based extraction
We now present the proposed approach. As mentioned earlier, given a set of pages from a Web site, the proposed technique first (randomly) selects a page and asks the user to label the items that need to be extracted. The system then stores a certain number of consecutive prefix and suffix tokens of each item. After that, it starts to extract target items from each new page. During extraction, if the algorithm is unable to locate an item, this page is given to users to label. This process goes on until all the pages from the given site have been processed. Below, Section 4.1 presents the overall algorithm and the page labeling procedure. Section 4.2 presents the sufficient match technique used for extraction. Section 4.3 presents an efficient algorithm for implementation.
The overall algorithm
Let S be the set of pages from a Web site that the user wants to extract target items from. Let k be the number of tokens in the prefix or suffix string to be saved for each target item from a labeled page. We use k=20, which is large enough to distinguish an item in a typical page and at the same time, guarantee the efficiency of the algorithm. The setting of this value is not important because if it is too small, the system can always go back to the labeled page to get more tokens. The purpose of using a k is only to save memory so that the labeled pages do not need to reside in the main memory. Figure 3 gives the overall algorithm. In line 1, the algorithm randomly selects a page p from S. This page is given to the user for labeling (line 3). A detailed description of the procedure, page labeling, will be given later. Variable Templates (line 2) stores the templates of all labeled pages so far. For example, in the page of Figure 1 , we are interested in extracting four items from a product page, namely, name, image, description and price. The template (T ) for a labeled page is represented as follows:
T ¼ < pat name ; pat img ; pat description ; pat price > Each pat i in T consists of a prefix token stream and a suffix token stream of the item i (also called the prefix-suffix pattern of i). For example, if the product image is embedded in the HTML source as shown in the upper part of Figure 4 , then we have its pat img .prefix stored as shown in the lower part of the figure. Here, we use k=3 (in our experiments, we used k=20, which is sufficient).
In this work, we treat each page to be labeled as a sequence of tokens. A token can be an HTML element (consisting of a start tag, optional attributes, optional embedded HTML or textual content, and an end tag which may be omitted), a word, a punctuation mark, etc. Not all kinds of tokens before or after a target item will be saved as a part of the prefix or suffix token stream. Tag names and core attributes 2 of all HTML elements, as well as at most one word or punctuation mark right before (or after) the target item are regarded as part of the prefix (or suffix) string. Basically, we mainly rely on HTML tags to locate each target item.
After page p is labeled by the user, the algorithm can start extraction from the rest of the pages (lines 4-8). The extraction procedure, extract() (line 5), extracts all the items from page d.
To label a page, the user selects/marks the items to be extracted in the page through a Web browser. The corresponding parts of the HTML source of the items are then automatically located. This can be achieved by embedding a Web browser into the application. The parsing and rendering engine of the browser parses the HTML source of a Web page and renders it in the browser. Each HTML element is rendered as a rectangle with its specific spatial coordinates in pixels. When the user clicks or makes a selection in the browser, the event will be captured and handled by the system. Based on the location of the clicking or selection, the HTML elements corresponding to that location can be located automatically. There are some existing software that can be used for this task, such as Instant Source. 3 After the user labels all the required items in a page, the template T for this labeled page is generated and stored. This procedure is given in Figure 5 .
A requirement for the first page p is that it must contain all target items. The reason for this requirement is that if there is one or more missing items in this page, the extraction system will not know that additional items are needed.
Selecting such a page is not difficult as most pages have all target items. Another important issue is the handling of missing items (see below).
In line 1 of Figure 5 , the user labels the page. From lines 3 to 11, the procedure extracts and stores the prefix and suffix strings of each labeled item in p. In line 4, if a particular item i is not in the page, a Ø, which represents a missing item, is inserted into T (line 5). T is a new template that stores the prefix and suffix strings of every item in page p. In lines 12-13, if page p has missing items, we put T at the end of Templates, which stores all the templates of the labeled pages. This is to ensure that it will not be used before any other template.
The sufficient match technique
The key to a classic instance-based learning problem is the similarity or distance measure. In our context, it is the problem of measuring whether an item in the new page (to be extracted) is similar to or is of the same type as a target item in a labeled page. As indicated earlier, we do not compare the items. Instead, we compare their prefix and suffix strings. The score is the number of matches.
Definition 1 (Prefix match score): Let P=<p 1 , ..., p k > be the prefix string of an item in a labeled page and A be the token string of page d (to be extracted). A sub-string of 3 http://www.blazingtools.com/is.html Figure 5 
A (= <a 1 , ... a i , a i+1 , ... a i+h , ... a n >) matches P with a match score of h (h≤k), if p k =a i+h , p k−1 =a i+h−1 , ..., p k−h−1 =a i+1 , and (p k−h m a i or h=k).
Definition 2 (Suffix match score): Let P=<p 1 , ..., p k > be the suffix string of an item in a labeled page and A be the token string of page d (to be extracted). A sub-string of A (= <a 1 , ... a i , a i+1 , ... a i+h , ... a n >) matches P with a match score of h (h≤k), if p 1 =a i+1 , p 2 =a i+2 , ... p h =a i+h , and (p h+1 m a i+h+1 or h=k).
Note that the match starts from the right for the prefix match and the left for the suffix match. Thus, the above definition basically says that the match score is the number of consecutive prefix (or suffix) tokens of an item in a labeled page that can match an consecutive sub-string of the new page d. Figure 6 shows an example.
Assume that we saved 5 tokens <table><tr><td><i><b> (for simplicity of representation, here we omit core attributes of the elements and use the tag names only) in the prefix string of item price from a labeled page. The HTML source of a new page d to be extracted is shown in the box of the figure. From the figure, we see that there are four sub-strings in d that have matches with the prefix string of price. These are shown in four rows below the prefix string. The number within () is the sequence id of the token in page d. "-" means no match. The highest number of matches is 5, which is the best match score for this prefix string. The best score can also be computed for the suffix string.
In the actual implementation, we do not need the best match score. Instead, we only use the minimum match score that can uniquely identify the target item in the new page. We call this score the sufficient match score. In the example, the sufficient match score is 3, which is from the match of <td> (23) <i> (24) <b> (25) . This match can uniquely identify the item price. Additional item matches, i.e., <table> (21) and <tr> (22) , are not needed. This technique is thus called the sufficient match technique.
We note that the <i><b> match is not sufficient because there are two such matches, <i> (17) <b> (18) and <i> (67) <b> (68) , in the new page. Thus, we cannot use <i><b> to identify a target item because it is not unique. For a page, if the sufficient match score for the prefix or suffix match cannot be found for a particular target item, the extraction for the item fails, and the page is given to the user to label.
The extraction algorithm
We now discuss the extraction algorithm based on the sufficient match technique, which extracts target items from detail pages. List pages can be regarded as a combination of multiple detailed pages and therefore the algorithm presented here can be extended to deal with list pages, which will be discussed in Section 6.
The basic idea of the algorithm is as follows: For a new page d to be extracted, we try to use each labeled page (represented as a template of prefix and suffix strings) to extract the required items from d. Using the prefix and suffix strings of each item i, we can compute the prefix and suffix match scores of every item in page d. If a particular item j in d has a sufficient match score (≥ 1) for both the prefix and suffix strings of a target item i in a template, item j is regarded as i's corresponding item in d and is extracted. This means that the item can be uniquely identified in the page. After item j is extracted from d, we use the token strings of d before j and after j to identify and extract the remaining items. This process continues recursively until all items are extracted or an item cannot be extracted (which indicates that page d needs labeling). The detailed algorithm is more involved for efficiency reasons. This algorithm has the following characteristics:
1. In determining which item to extract, the system does not choose the item with the highest (prefix or suffix) match score among all items. Instead, it chooses the item with a sufficient match score for the item in d. 2. There is no pre-specified sequence of items to be extracted. For example, the user is interested in four items from each page. The ordering of items in the HTML source is: image, name, price, and description. If at the beginning we are able to find item price uniquely in the page, we then start from price and search forward to find item description and search backward to find item image and name. In searching for the remaining items, the same approach is used. The final extraction sequence of items may be the one in Figure 7 .
This method has a major advantage. That is, we can exploit local contexts. It may be the case that from the whole page we are unable to identify a particular item. However, within a local area, it is easy to identify it. Figure 8 gives the extraction control procedure, which basically tries each saved template T in Templates. T contains the prefix and suffix strings of each item in a previously labeled page. d is the page to be extracted. If using a template T, all the items can be extracted with the procedure extractItems() (line 2), it returns true (line 4) to indicate that page d is successfully extracted. If none of the template in Templates can be used to extract page d, the procedure returns false to indicate that page d cannot be extracted using any previous T. "1" is the sequence id number of the first token of page d, and end_id is the sequence id of the last token of page d. These two id's tell extractItems() where to locate the target items. Note that each token has a sequence id, which enables the algorithm to find every token quickly.
The extractItems() procedure is given in Figure 9 . It takes four parameters, which have the same meanings as those in procedure extract(). start and end are the start and end token id's, which defines a region in d to look for target items.
In line 1 of Figure 9 , we scan the input stream of page d. From lines 2-6, we try the prefix string in pat i of each item i to identify the beginning of item i. If token t and its predecessors match some tokens in the prefix string (line 3), we record the sequence id's of the matching tokens (line 4). Pat i ≠Ø means that item i is not missing. Let us use an example in Figure 6 to illustrate this part. Five tokens <table><tr><td><i><b> are saved in the prefix string of item price from a labeled page (assume we have only one labeled page). After going through lines 1 to 7 (Figure 9 ), i.e., scanning through the new page, we find four <b>'s, two <i><b> together, but only one <td><i><b> together. We see that the Figure 9 The extractItems procedure.
beginning of price can be uniquely identified (which is done in line 8 of Figure 9 ) because the sufficient match is unique.
The algorithm for finding the ending location of an item (line 10 in Figure 9 ) is similar to finding the beginning. This process will not be discussed further.
After item i is extracted and stored (line 11), if there are still items to be extracted before or after item i (line 12 and 17), a recursive call is made to extractItems() (line 13 and 18). idB i and idE i are the sequence id's of the beginning and the ending tokens of item i.
Extraction failures are reported in lines 14, 19, 22 and 26. Lines 24 and 25 say that if all target items to be extracted from start to end may be missing, we do nothing (i.e., we accept that the page does not have these items).
The functions before() and after() obtain the prefix-suffix string patterns for items before item i and after item i respectively. For example, currently T contains prefix-suffix string patterns for items 1 to 4. If item 3 has just been extracted, then before(T) should give the saved prefix-suffix string patterns for items 1 and 2, and after(T) gives the saved prefixsuffix patterns of item 4.
Finally, we note that in lines 13 and 18 of Figure 9 , both the start and end id's should extend further because the prefix and suffix strings of the next item could extend beyond the current item. We omit this detail in the algorithm to simplify the presentation. There are several special cases that we would like to highlight. (1) What happens if a target item has only prefix (or suffix) information? This will not happen as there are always tags before and after an item in a HTML page. Even if the prefix or suffix does not exist, we can use the beginning or the end of the file as the prefix or suffix. (2) If more than one template matches a new page, the algorithm only takes the first one. This is reflected in the extract() algorithm in Figure 8 . (3) If there is no unique best match exists for a page, the page is sent for manual labeling.
Empirical evaluation
Based on the proposed approach, we built a data extraction system called IDE. We now evaluate IDE, and compare it with the state-of-the-art system FETCH, which is the commercial version of Stalker (the research version of Stalker is not publicly available). Stalker improved the earlier systems such as Wien, Softmealy, etc. The experimental results are given in Table 1 . Below, we first describe some experimental settings and then discuss the results.
Web sites used to build IDE We used pages from three Web sites in building our system, i.e., designing algorithms and debugging the system. None of these sites is used in testing IDE.
Testing Web sites and pages Twenty-four e-commerce Web sites are used in our experiments to test IDE. From each Web site, 50 product description pages are downloaded. All the sites and pages are selected and downloaded by a student who is not involved in this project. See Table 1 for our test Web sites.
From each product page, we extract the name, image, description and price for the product as they are important for many applications in Internet commerce, e.g., comparative shopping, product categorization and clustering.
Evaluation measures We use the standard precision and recall measures to evaluate the results of each system.
Experiments We performed two types of experiments on FETCH:
1. The training pages of FETCH are the pages being labeled by the user using IDE.
These pages are likely to follow different templates and have distinctive features. Thus, they are the best pages for learning. However, they give FETCH an unfair boost because without IDE such pages will not be found by FETCH. Table 1 shows the results of FETCH and IDE in this setting. Table 2 ). Table 1 shows the results for experiment 1. Before discussing the results, we first explain the problem descriptions used in the table: miss: The page contains the target items, but some items are not found. found no: The page does not contain the target items, but the system finds some, which are incorrect.
wrong: The page has the target items, but incorrect ones are found. partial err.: The page contains the target items, but the system does not find the complete information of some items.
page err.: It is the number of pages with extraction errors (any of the 4 types above).
We now summarize the results in Table 1. 1. IDE is able to find all the correct items from every page of each Web site except for Web site 4. In site 4, IDE finds wrong product images in six pages. This problem is caused by irregular tags used before the image in many pages. This site also requires a high number of labeled pages which shows that this site has many irregularities. The FETCH system also made many mistakes in this site. 2. For 15 out of 24 Web sites, IDE only needs to label one or two pages and find all the items correctly. 3. We compute precision and recall (see Table 2 ) in term of the number of items extracted.
We also give a page accuracy value, which is computed based on the number of pages extracted correctly, i.e., every target item in these pages is extracted correctly.
In Table 2 , the results of IDE and the two experiments with FETCH are summarized. We can see that the results of FETCH in experiment 1, which uses the same labeled pages identified by IDE are significantly better than the results using a set of random pages (which is the standard use of FETCH). The recall value of FETCH drops significantly, and so does the page accuracy. IDE gives the best results.
Time complexity The proposed technique does not have the learning step as in FETCH and thus saves the learning time. The extraction step is also very efficient. The complexity is O (nmr), where n is the length of the page to be extracted, m is the number of items to be extracted from each page, and r is the number of templates in a site. Since both m and r (3 on average as our results in Table 1 show) are very small, the algorithm is essentially linear in the number of tokens in a page.
Extension to list pages
The above approach assumes that each page contains only a single object (e.g., a product) of interest, which is true for detail pages, but not true for list pages. However, once the data records in list pages can be segmented and extracted, each data record can be regarded as a simplified version of a detail page. Then the approach introduced in Section 4 becomes applicable as well. This section briefly describes how to identify data records from a list page and how to extend the above approach to lists of data records afterwards. For more detailed information, please refer to DEPTA [26] and MDR [17] .
The algorithm for data record identification, called MDR, is based on two observations about data records in a Web page, which are:
1. A group of data records that contains descriptions of a set of similar objects are typically rendered in a contiguous region of a page and are formatted using similar HTML tags. Such a region is called a data region. These data records have similar DOM 4 -tree structures. Figure 10 shows an example DOM-tree of a list page segment that contains two data records. We can use a tree matching algorithm to compare different subtrees to find those similar ones, which may represent data records with 4 http://www.w3.org/DOM/ Figure 10 An illustration of data regions and data records in a DOM-tree. similar patterns. The problem with this approach is that the computation is prohibitive because a data record can start from any tag and end at any tag. The next observation helps to deal with this computation problem. 2. A set of similar data records are often formed by some child subtrees rooted at the same parent node. This observation indicates that it is not necessary to search through all possible subtree combinations. Only the child subtrees under the same parent node need to be compared, which greatly reduces the complexity of the problem and makes it possible to design a very efficient algorithm based on string or tree mapping to identify data records.
Given a list page, MDR works in three steps:
Step 1 Building a DOM tree of the page.
Step 2 Mining data regions in the page based on the DOM tree.
Step 3 Identifying data records from each data region.
Building a DOM tree can be achieved either by analyzing the nested structure of the HTML source or by using the visual information after the page is rendered in a Web browser [26] .
To find the regions in a page that contain similar subtrees, the constructed DOM tree is traversed top down and for each node, comparisons are conducted among its child subtrees. Regarding the comparison, Simple Tree Matching algorithm [25] is adopted which calculates the top-down tree distance of two trees in quadratic time. We use an artificial tag tree in Figure 11 to explain the idea. Subtrees rooted at nodes 5 and 6 are similar and form the data region labeled 1. The combinations of subtrees rooted at node-pairs (11, 12) , (13, 14) and (15, 16) are similar and form the data region labeled 2. To avoid using both individual subtrees and subtree combinations, we introduce the concept of the generalized node to denote each similar individual subtree (node) or each similar subtree (node) combination. An example generalized node is the combination of the first three TR subtrees in Figure 10b and the combination of the last three TR subtrees in Figure 10b . A sequence of adjacent generalized nodes forms a data region. Each shaded node or node combination in Figure 11 represents a generalized node. The concept of generalized node captures the situations that a data record may be contained in a few sibling subtrees rather than one.
Due to the two observations above, the number of comparisons to find generalized nodes for identifying data regions is not very large. We only need to perform comparisons among the child subtrees of a node. The detailed process of identifying data regions can be found in [18, 26] .
The final step identifies data records from a data region, i.e., from generalizednodes. We note that each generalized node (a single or a combination of subtrees) may not represent a single data record (although in Figure 10b it is a data record). Below, we highlight two interesting cases to illustrate the general idea and to show some advanced capabilities of MDR: 1. Deciding at which level of a generalized node data records reside: For example, in Figure 12 , the subtree rooted at node p is identified at step 2 to contain a data region, which has two generalized nodes G1 and G2. At this point, we need to decide whether data records are located at level 1 or level 2, that is, whether each row (a generalized node) is a data record or each cell is a data record. Basically, we can traverse one level down to compare the child subtrees of node r1 to see if there are similar patterns under it. The same procedure is performed for r2. If there are similar patterns, we report the nodes at the lower level as the data records. Otherwise, G1 and G2 are reported as data records. 2. Identifying non-contiguous data records: In some Web pages, the description of an object (a data record) is not in a contiguous segment of the HTML code. Figure 13 shows an example where r represents row, n represents name and d represents Figure 13 An example of Noncontiguous data records. description. In this example, rows 1 and 3 list the names of the four objects and rows 2 and 4 list the descriptions of the objects. The result of such an arrangement is that nodes of the same data record are not adjacent to each other. For this kind of situations, the corresponding child subtrees of a generalized node should be linked together to form a non-contiguous data record. This is illustrated by the dashed lines in Figure 13 where (n1, d1), (n2, d2), (n3, d3), and (n4, d4) form four data records. G1 and G2 represent two generalized nodes.
We note that in some cases, a list page may contain more than one data region (e.g., Figure 11 ) and these regions may follow different templates. Data records generated from different templates should be put into separate groups after being identified. Then for each group of data records, which share a common template, we apply the approach presented in Section 4.
Extensive experiments on MDR, based on 200 pages from 142Web sites, have been conducted and reported in [26] . Table 3 summarizes the precision and recall results.
Conclusions
This paper proposed an instance-based learning approach to data extraction from structured Web pages. Unlike existing methods, the proposed method does not perform inductive learning to generate extraction rules based on a set of user-labeled training pages. It thus does not commit itself pre-maturely. Our algorithm can start extraction from a single labeled page (or instance). Only when a new page cannot be extracted does the page need labeling. This avoids unnecessary page labeling, and thus solves a major problem with inductive learning, i.e., the set of labeled pages is not fully representative of all other pages. For the instance-based approach is to work, we proposed a novel sufficient match technique. We also extend the approach to deal with different types of data rich pages. Experimental results with product data extraction from diverse Web sites show that the approach is highly effective.
