(0. 1) y(s+ 1)-A(s)y(s)=O, where s is a complex variable and A is an n n matrix function, meromorphic at More precisely, we shall assume that A Gl(n; C{s-}[s]), n N. We are interested in the global asymptotic properties of solutions of (0.1), i.e., their behaviour as s-o in an arbitrary direction.
It should be noted here that, in general, solutions of (0.1) are not analytic in a (reduced) neighbourhood of .However,i t is easily seen from (0.1) that any solution, implied by (0.1), shows that any solution, analytic in a right halfplane, can be continued analytically to a region of the form U(R), R>0 . Therefore, we shall consider the asymptotic behaviour of solutions of (0.1) in regions of either type.
The usual approach to this kind of problem is the following. First, the existence of fundamental solutions of the equation with a prescribed asymptotic behaviour, in different sectors covering a neighbourhood of oo is established. Next, the relations between these solutions are studied.
For example, let Y and Y2 be holomorphic fundamental solutions of (0.1), admitting the same asymptotic representation in a left and an upper halfplane, respectively. The connection matrix P is defined by (0. 3) Y:
As Yl(S-k-1) Yl(S) -1--Y2(s-k-1) Y2(s) -1--A(s), P is a periodic function of period 1. Obviously, (0.3) defines the analytic continuation of Y1 to an upper halfplane and knowledge of P implies knowledge of the asymptotic behaviour of Y1 in this upper half plane.
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The asymptotic representations that play a role in the study of (0. with d e Q and /j,h e C for each j e {1,. ., m}, h e {1,. ., p} (cf. [2] , [13] , [16] ). All constants figuring in this representation are uniquely determined by the matrix function A, except for/Xj,p, which is determined up to a multiple of 27ri (this is related to the fact that any matrix solution of (0.1), when multiplied from the right with a periodic matrix function, remains a solution of (0.1)).
If di d for all i, je{1,..., m}, the numbers 1 degr (qi q P will be called the "levels" of the difference equation. The most difficult case to deal with is when di # dj for at least one pair (i,j) with j. In this case we will say that the "level 1 +'' is present in (0.1). If d dj for all #j, we shall, with a slight abuse of terminology, speak of a difference equation of level 1 + (cf. [4] ).
Existence theorems for solutions of homogeneous linear difference equations with a prescribed asymptotic behaviour have been the subject of various studies since the beginning of this century (cf. [1] , [3] , [5] , [7] , [12] ). The most general result so far is a theorem by Birkhoff and Trjitzinsky (cf. [1] ). It states that, in every quadrant F of the form F= see-2_arg(s-so)<=(k+l)2;Isl>-R keT,z, soeC R>0, there exists a holomorphic fundamental solution of (0.1), represented asymptotically by a given formal fundamental solution as s in F, provided R is sufficiently large. However, the proof of this result contains some inaccuracies and its correctness has been questioned.
In [7] we have derived existence theorems for both linear and nonlinear difference equations using a method developed by Hukuhara, Sibuya, Malgrange and others, for analogous problems in the theory of differential equations (cf. [6] , [11] , [14] , [17] ).
It is based on the existence of right inverses of linear difference operators on Banach spaces of functions that are holomorphic in suitable ("proper") regions of the complex plane. Later we realized that the class of "proper" regions considered in [7] , at least in the presence of level 1 +, was too restricted, and that our results could be easily extended. This is explained in 2 of the present paper. These generalizations permit us to give a straightforward proof of the theorem of Birkhoff and Trjitzinsky, thereby settling the first half of our problem.
Next, we turn to the second part: the connection problem or Stokes phenomenon, i.e., the change in asymptotic behaviour of solutions of the equation, as they are continued analytically beyond certain "maximal regions." This phenomenon has been studied in [8] , under "generic" conditions, and in particular the link with the theory of resurgent functions was explained. It is closely related to the problem of analytic 240 G.K. IMMINK classification of difference equations, which has been solved by Ecalle in [4] . Nevertheless, the precise nature of the Stokes phenomenon in the most general case of (0.1) has remained somewhat mysterious. The results presented in 2 also contribute to a better understanding of this phenomenon. equations of level 1 +. We study the properties of the periodic matrix functions connecting two fundamental solutions of (0.1) represented asymptotically by the formal fundamental solution in different maximal regions (a method to compute the leading parts of these connection matrices from the asymptotic behaviour of the coefficients of the formal fundamental solution is discussed in [9] ).
Throughout this paper, we have restricted ourselves to "classical" asymptotic expansions, just as in [7] , however, all statements remain valid (with slight modifications) when these expansions are replaced by asymptotic expansions with suitable Gevrey-type error bounds (cf. also [10] ).
I. Definitions and notation. I.I. Classes of holomorphic functions admitting an asymptotic power series representation. In order to describe the asymptotic properties of solutions of (0.1), we introduce families of closed unbounded regions of C, indexed by a parameter R R+, which measures the distance to the origin. We define classes of holomorphic functions on these regions, admitting an asymptotic expansion with uniform error bounds.
We shall restrict our attention to subregions of C\E-. All results obtained for this type of regions can be easily "translated" into analogous statements for corresponding The problem of transforming a given matrix function A into a canonical form is equivalent to that of finding a solution of the equation
in some appropriate set of matrix functions Y. By o-(A) we shall denote the matrix function corresponding to the linear mapping
It is easily verified that o-() is a canonical form of o-(A). Hence it follows, for example,
It will often prove convenient to partition other matrices in the same way as a given canonical matrix (cf. (1.2.1)) associated with the particular problem under consideration. If M is an n x n matrix, the notation Mij (i, j e { 1, , m}) will always refer to a block of M in that partition and not to a single matrix element. (i) f is continuous on G and holomorphic in int G;
If S is an asymptotic set of closed regions the following two statements are equivalent:
(ii) There exists a positive number R such that f B,.(S(R)) for all r.
Let S be an asymptotic set of closed regions S(R) with the additional property that s S(R) implies s + 1 S(R) for all R > 1 and let A Gl(n; (S)). It is easily seen that there exists a real number u such that the difference operator AA maps Br(S(R)) into B,._,(S(R))" for all r and all sufficiently large R. We begin by deriving some properties of these curves. First of all, note that a change from 0 to -0 is equivalent to a reflection of crc(O) with respect to the real axis. Therefore, we shall restrict the discussion to nonnegative values of 0. 
Obviously, the function p(x)/x log x/(p(x)+ x) is bounded on Ixl> 1 and hence
For a more detailed description of the curve trc(0) it is convenient to distinguish the following three cases.
Case 1. 0= < 0 < 7r/2. The corresponding class of curves (reflected with respect to the imaginary axis) has been studied in [7] . These curves are completely contained in the right halfplane p>0. p(x) has an absolute minimum which is attained when arg (p(x)+ ix)=-0. The symmetrical case (0 =0) is represented in Fig. 1 . Case 2. 0= r/2. In this case p'(x) is positive for all x, but tends to 0 as x -o. The curve trc(Tr/2) is contained in the right halfplane p > 0 and is asymptotic to the negative imaginary axis. It is easily seen that p(x)= O(1/log x) as x-*-c (see 
but this is in contradiction with the fact that arg (p(x)+ ix)<-0 <-7r/2 and, consequently, p(x) < 0. Hence, by (2.2.2), it follows that p'(x) > 0 for all x e E (see Fig. 3 ). Br(So(R)) and possessing the properties mentioned in Definition 2.1.2, we proceed exactly as in [7, 12] . Thus we obtain the following addition to Proposition 4.12 in [7] . [7] can now be extended immediately to all proper asymptotic sets mentioned in Proposition 2.3.1. We shall not explicitly state the generalized versions of these theorems here, but refer the reader to [7] .
One immediate consequence of Proposition 2.3.1 is the following theorem. THEOREM 2.4.1. Let S U o,tl So, where a and fl are real numbers such that a <-t. Let A G1 (n; l (S)), let f4 be a canonical form of A, and let Gl (n;/) such that A*= f4. S(-,r) )) may be replaced by A e G1 (n; (So)) for some 0 greater than r/2 in case (i) or less than -zr/2 in case (ii).
The proof of Theorem 2.4.2 is roughly analogous to that of Theorem 18.13 in [7] .
The difference with the latter theorem consists in the fact that here the asymptotic expansion of the matrix function F is also valid as s If a is any direction in the complex plane, does there exist a matrix function F, analytic in a sector containing a half-line with direction a, such that AF= and /3=0? So far we have been able to answer this question in the affirmative for all directions except those of the positive and negative imaginary axis. In order to include the latter directions we had to impose a rather mild condition, viz. that either d(cr(A))= {0}, or else that 0 or r or both -r/2 and r/2 do not belong to E(tr(A)) (cf. Theorem 2.4.2 above and Theorem 18.18 in [7] ). It is the purpose of this section to remove this last restrictive condition. F(R)= sC'a<-arg(s-so)<-a+-,lsl>-R where So C, a 1(7r/2), 7/. THEOREM 3.2. Let A G1 (n; K) and let 4 be a canonical form of A. Let F be any quadrant. There exists a matrix function F G1 (n; (F)) such that AF=A.
As a matter of fact this theorem was proved by Birkhoff and Trjitzinsky in [1] . Unfortunately, their methods are not very transparent and the argument is very hard to follow. Here we have tried to remedy certain inaccuracies contained in this paper and have sketched a considerably simplified version of their proof.
We shall consider the case that a =-7r/2. All other cases can be proved analogously.
The proof consists of two steps. The first step is to carry the matrix function A into a block-triangular form by a suitable transformation. In the paper by Birkhoff and Trjitzinsky this is achieved by a rather particular method which has been exposed in earlier papers by Birkhoff alone. It is quite different from the one we used in [7] , but the results are essentially the same. These can be stated as follows (cf. Lemma For the proof of this proposition we refer the reader to Proposition 18.15 of [7] . The second and more delicate step is the final transformation of A F1 into A. Put AFt=A1. We now search a matrix function FG1 (n; s(F)) with the following The term Ii(s) in (3.9) and the product Y(s) Y(s') -1 exp {27ri(s'-s)} in (3.10) can be dealt with by the methods used in [7, 12] . Indeed, the integral Ii(s) is similar to the one figuring in (12.2) of [7] , where the above product can be estimated in much the same way as the integrand of I+(s) defined on p. 71 of [7] . Thus we find that Af Br+d(Fo,x(R)), provided R is sufficiently large. Hence it follows that Ah /(Fo,) for all x < Xo. This concludes the proof of the lemma.
Remark. With the aid of Lemma 3.7 we can prove a slightly stronger statement than the one made in Theorem 3.2, namely, the existence, for all x and all 0 O(tr(A)), of a matrix function FG1 (n; (Fo,)) with the property that A v= A. 4 . The Stokes phenomenon.
4.1. A preliminary transformation. In the remaining sections we shall determine the "maximal asymptotic sets" for and study the connection between different fundamental matrix solutions of the linear homogeneous difference equation where a 6 G1 (n; C{s-1}[s]).
In order to avoid the complications caused by the intermingling of different types of Stokes phenomena (associated with different levels) we shall make the simplifying assumption that the set d(A) defined in 1.2 has m distinct elements.
Let be a canonical form of A and let U denote the asymptotic set of closed regions U(R)(R > 1), defined by (0.2). According to Theorem 18.16 in [7] there exists a matrix function T G1 (n; (U)) such that a7"(s) a(s)(In + s-rB(s)), where r> 1, B End (n; (U)) and Bij 0if i>j, i,j {1, , m}. (Actually, Theorem 18.16 only states the existence of matrix functions TeG1 (n; (S[-Tr, 7r)) and Te G1 (n; (S(-Tr, 7r])) with analogous properties, but these can be seen to coincide in some sector, provided l '2.) Let S be an asymptotic set of closed regions with the property that $(R)c U(R) for all R > 1. In the following sections we shall consider fundamental matrix solutions of (4. . K. IMMINK with the properties that FGI(n;M(S)), F(oo)=In, and Fij---0 if i>j, i,j {1,... ,m}. In what follows we shall always be concerned with the case that one of the two regions G and G2 is a lower or an upper halfplane. It can easily be verified that (4.1.2) possesses a unique formal solution h=o Fhs-a/P(P t), with the property that Fo I,.
Hence, according to Theorem 2.4.6, there exist four unique matrix functions F0o G1 (n; M(S0O)), F-0o G1 (n; M(S_0O)), #oo 6 G1 (n; M(S'0O)), t 6-0o 6 G1 (n; M(_oo)),
with the properties mentioned in the theorem. Moreover, all four matrix functions are upper block triangular (cf. the remark below Theorem 2.4.6). Let P0o and P-0o denote the connection matrices of the pairs (F0o,/-0o) and (F-0o, #0o), respectively. Obviously, This function will again be denoted by F.
In the following lemma we consider the connection matrices of (F , F) and (F-,F). Proof. We shall prove the statement for all s S(Ro), by means of induction on j i. If j 1 we have, for all s So(Ro) and all n Z,
Due to the fact that d < d while (F) is bounded on q(Ro), the second term on the right-hand side of this identity tends to zero as n-c. Now suppose that j-> 1 and that the statement is true for all pairs of indices (k, l) such that l-k <j-i. Then we have
Again the product Y(s-n)-(F)(s-n)-Yh(s-n) tends to zero as nc for all h > i. By assumption, for all h <j the product Yh(s-n)-Fhj(S n) Y(s-n) tends to a finite limit, namely, Phi(S), as n c. Consequently, the right-hand side of the above identity tends to zero as n-+ oo and the result follows. For s S_oo(Ro) the proof is analogous. With the aid of residue calculus it is readily verified that, for all i,j {1,. ., m} such that <j and all N 7/, the matrix function (FN)j satisfies the equation 
