Heterogeneous information network (HIN) embedding has gained increasing interests recently. However, the current way of randomwalk based HIN embedding methods have paid few attention to the higher-order Markov chain nature of meta-path guided random walks, especially to the stationarity issue. In this paper, we systematically formalize the meta-path guided random walk as a higher-order Markov chain process, and present a heterogeneous personalized spacey random walk to efficiently and effectively attain the expected stationary distribution among nodes. Then we propose a generalized scalable framework to leverage the heterogeneous personalized spacey random walk to learn embeddings for multiple types of nodes in an HIN guided by a meta-path, a meta-graph, and a meta-schema respectively. We conduct extensive experiments in several heterogeneous networks and demonstrate that our methods substantially outperform the existing state-of-theart network embedding algorithms.
INTRODUCTION
Heterogeneous Information Networks (HINs) have been studied for several years and proven to be useful for many applications [4, 29] . Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CIKM '19, November 3-7, 2019, Beijing, China © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6976-3/19/11. . . $15.00 https://doi.org /10.1145/3357384.3358061 The heterogeneous information provided by the types of entities and their relationships in HINs can capture more semantically meaningful information than homogeneous networks [35] . For example, consider a scholar network, as illustrated in Figure 1 , which consists of three entity types: Author, Paper, and Venue, and two relationships: an author writes a paper, and a paper is published in a conference venue. We can introduce two meta-paths [35] : "Author-Paper-Author (APA)" and "Author-Paper-Venue-Paper-Author (APVPA)" which measure the similarity of two authors who co-author many papers or whose papers are published at the same venues. The semantics of the two meta-paths give two specific definitions about how the two authors are seen as similar. Many HIN-specific applications, such as entity typing [24, 25] , similarity search [35, 36] , and link prediction [11, 39, 42] , have been applied to use the semantics of different meta-paths in HINs and have been shown to be useful.
Recently, inspired by the DeepWalk algorithm for homogeneous networks [22] , meta-path(s) guided random walk based HIN embedding algorithms have also been developed [6, 8, 27, 41] . In general, these algorithms use a two-step approach to generate node embeddings. First, they perform random walks on an HIN guided by one or mutiple meta-path(s). Then they run a Skipgram algorithm which was invented in word embedding approach word2vec [18] to generate the node embeddings. The idea of Skipgram algorithm is to use a central node to predict its context nodes given by the randomwalk paths. Despite their success in capturing the heterogeneous information provided by meta-paths and thus learning valuable embedding vectors, there are still some problems. First, the metapath guided random walk uses sampling to generate node paths, which are in essence sampled from a higher-order Markov chain. For example, as illustrated in Figure 1 , for the random walks guided by the meta-path "APVPA", we will constrain that for the first "P" in the meta-path, the next node must be "V" and for the second "P" in the meta-path, the next node must be "A". That is, when we perform next walk from a "P", we need to know the previous state before "P" being "A" or "V" to judge the "P" being the first or the second. Thus, this is theoretically a second-order Markovian stochastic process. However, existing algorithms have paid few attention to the essence of the higher-order Markov chain property of meta-path guided random walk, especially to its limiting stationary distribution. As a random walk can be regarded as a random sampling from the stationary distribution, their inattentive sampling may result in less accurate approximation of the stationary distribution and consequently may have less effective node embeddings. Second, compared with single meta-path, meta-graph is able to capture richer information by integrating multiple meta-paths. However, Figure 1 : An illustrative heterogeneous scholar network with three entity types: Author(A), Paper(P), and Venue(V), as well as its metaschema and some meta-paths/meta-graphs on the meta-schema.
as different meta-paths characterize different semantics, it is still a challenge how to effectively select and balance multiple meta-paths with appropriate weights. Moreover, the design of meta-paths is usually domain-specific and is difficult for a non-proficient user. Thus, a more principled way of performing HIN embedding should be fit to extend to a general meta-schema driven embedding model for when proficient design is impracticable. In this paper, to address the above issues, first, we systematically clarify that the meta-path guided random walk is a higher-order Markov chain process. Then a meta-path based heterogeneous personalized spacey random walk (called HeteSpaceyWalk) is introduced to improve the walk effectiveness and efficiency by leveraging a non-Markovian spacey strategy. Given an arbitrary meta-path, instead of strictly constraining the walks by the meta-path, the HeteSpaceyWalk allows spacing out and skipping the intermediate trivial transitions, and in fact performs a special meta-graph guided random walk, which differs from the normal one in four aspects: (a) The special meta-graph integrates multiple meta-paths which are automatically produced by folding the original usergiven meta-path. (b) The trade-off of these integrated meta-paths are dynamically self-adjusted. That is, during the walk process, Het-eSpaceyWalk adaptively adjusts the probability of following each possible meta-path according to the carefully designed personalized spacey strategy. (c) HeteSpaceyWalk is mathematically guaranteed to attain the same unique limiting stationary distribution with the original meta-path guided higher-order Markovian random walk. (d) By spacing out and skipping the intermediate trivial transitions, HeteSpaceyWalk provides a cost-efficient sampling way to be stationary and thus can produce more effective embeddings with less walk-times and walk-length than original meta-path constrained random walk sampling.
Second, by leveraging the HeteSpaceyWalk process to generate heterogeneous neighborhood, and incorporating them to the Skipgram model, we develop a general scalable HIN embedding algorithm: SpaceyMetapath, which is able to produce semantically meaningful embeddings for multi-typed nodes in an HIN with an arbitrary user-given meta-path. Further, we extend the guidance from a single meta-path to a user-given meta-graph and a general non-handcrafted meta-schema, and develop two embedding algorithms: SpaceyMetagraph and SpaceyMetaschema. The main contributions of our work are summarized as follows:
• Existing approaches have paid few attention to the higher-order Markov chain nature of meta-path guided random walk, especially to its stationary distribution. We formalize the meta-path guided random walk as a higher-order Markov chain process, and present a heterogeneous personalized spacey random walk to efficiently and effectively attain the expected stationary distribution among nodes, which is based on a solid mathematical foundation [1] .
• We propose a generalized framework for heterogeneous spacey random walk for a meta-path based higher-order Markov chain for HIN embeddings. Based on this framework, we further extend to an arbitrary meta-graph integrating multiple meta-paths and a general meta-schema without any handcrafted meta-paths.
• We use extensive experiments in four heterogeneous networks to demonstrate that the proposed methods considerably outperform both conventional homogeneous embedding and heterogeneous meta-path/meta-graph guided embedding methods in two HIN mining tasks, i.e., node classification and link prediction.
The code is available at https://github.com/HKUST-KnowComp/ HeteSpaceyWalk.
PROBLEM DEFINITION
In this section, we introduce the formulation of the heterogeneous information network embedding problem. We first define several key concepts related to HINs as follows [34] .
Definition 2.1. Heterogeneous Information Network (HIN). An information network is defined as a directed graph G = (V, E) with an entity type mapping ϕ: V → A and a relation type mapping ψ : E → R, where V denotes the entity set, E denotes the relation set, A denotes the entity type set, and R denotes the relation type set. When the number of entity types |A| > 1 or the number of relation types |R| > 1, the network is called a heterogeneous information network. Otherwise, it is called a homogeneous information network.
The meta-schema (or network-schema) provides a high-level description of a given heterogeneous information network.
Definition 2.2. Meta-schema. Given an HIN G = (V, E) with the entity type mapping ϕ: V → A and the relation type mapping ψ : E → R, the meta-schema (or network-schema) for network G, denoted as T G = (A, R), is a graph with entity types as nodes from A and relation types as edges from R.
Another important concept is the meta-path [35] which defines relationships between entities at the schema level. Definition 2.3. Meta-path. A meta-path P is a path defined on the graph of meta-schema T G = (A, R), with the form of a sequence of node types A 1 , A 2 , ..., A L+1 and/or relation types R 1 , R 2 , ..., R L :
when there is no ambiguity), which defines a composite relation R = R 1 · R 2 · . . . · R L between types A 1 and A L+1 , where · denotes relation composition operator, and L is the length of P.
We call a path p = (v 1 →v 2 → . . . →v L+1 ) between v 1 and v L+1 in network G follows the meta-path P, if ∀l, ϕ(v l ) = A l and each edge e l = ⟨v l , v l +1 ⟩ belongs to each relation type R l in P. We call p as a path instance of P, denoted as p ∈ P. Besides the meta-path, the meta-graph (or meta-structure) is also very useful which captures complex semantics by integrating multiple meta-paths [7, 12] .
Definition 2.4. Meta-graph. A meta-graph (or meta-structure) is a directed acyclic graph T S = (A S , R S ) defined on the given HIN schema T G = (A, R), where A S ⊆ A and R S ⊆ R. In general, a metagraph has only a single source entity type A s (i.e., with 0 in-degree) and a single target entity type A t (i.e., with 0 out-degree). Specially, we call the meta-graph T S with A s =A t as a recursive meta-graph because it can be recursively extended by tail-head concatenation.
As an illustration, Figure 1 shows a heterogeneous network and its meta-schema, as well as the meta-paths and meta-graphs defined at the schema level. Finally, by considering an HIN as an input, we formally define the problem of HIN embedding as follows.
Definition 2.5. Heterogeneous Information Network Embedding. Given a heterogeneous information network, denoted as a graph G = (V, E; A, R). Embedding is to learn a function f : V → R d that projects each node v ∈ V to a vector in a d-dimensional latent space R d , d ≪ |V | that are able to capture the structures and semantics of multiple types of nodes and relationships.
HETEROGENEOUS SPACEY RANDOM WALK BASED EMBEDDINGS
In this section, we introduce the general HIN embedding frameworks for a meta-path, a meta-graph, and a meta-schema.
Meta-path based HIN Embedding
Given an arbitrary meta-path P = (A 1 → A 2 → . . . → A L+1 ), our goal is to learn the semantically meaningful embeddings for all entities under the constraint of P. We proceed by extending the meta-path guided random walk based embedding [6] in view of the scalability for large-scale networks.
3.1.1 Background of Random Walk over HIN. Meta-path guided random walk over an HIN was first considered in computing similarities in the path ranking algorithm (PRA) [14] . It defines the following transition probabilities:
where W A l ,A l +1 is the adjacency matrix between nodes in type A l and nodes in type A l +1 , and D A l ,A l +1 is the degree matrix with
When performing a random walk from a node v i in type A l , we choose next node v j in type A l +1 based on the probability P A l ,A l +1 (v i ,v j ). In PRA algorithm, it uses the normalized commuting matrix, i.e., P A 1 ,A 2 · P A 2 ,A 3 · . . . · P A L A L+1 to define the meta-path based similarities between nodes of type A 1 and A L+1 , and claims that this is an ad-hoc definition of hitting/commuting probability. The actual expected hitting/commuting probability can be approximated by the stationary distribution of the random walk following the meta-path constraints. However, as discussed in Section 1, the existing random walk based HIN embedding methods (e.g., [6, 8, 27, 41] ) directly use the random walk sampling but pay few attention to definitely explore the higherorder Markov chain property of meta-path guided random walk, especially to its limiting stationary distribution, which is essential for describing the long-run behavior of the random walk.
Higher-order Markov Chains.
In this section, we first clarify that the meta-path guided random walk is a higher-order Markov chain using the following lemma and its explanations.
For an arbitrary meta-path P = (A 1 → A 2 → · · · → A L+1 ), we can define a kth-order Markov chain, iff P can be divided into a set of unique k-length meta-paths (A l → A l+1 → · · · → A l+k ) which satisfy that if the last k states are determined by (A l , A l+1 , · · ·, A l+k−1 ), the current state can only be A l +k . After that, we can obtain the transition probabilities of the kth-order Markov chain by concatenating the normalized commuting/adjacency matrix of these k-length metapaths, and such transition probabilities can be used to guide a random walk constrained by P.
Note that to ensure the random walk runs continuously, we generally regard P should be cyclic with the same start and end entity types, i.e., A 1 =A L+1 (If not, it is easy to jump back from either start or end to get a symmetric one). Taking the meta-path "APVPA" illustrated in Figure 1 as an example, we can divide "APVPA" into a set of meta-paths: "APV", "PVP", "VPA", and "PAP". With these factorized meta-paths, walking to the current state is uniquely determined by the last two states. For example, if and only if the last state is a paper (P) and the second last state is an author (A), the current state can be only determined to be a venue (V). Thus a second-order Markov chain can be used to represent the "APVPA" guided random walk. Further, we can define a hypermatrix (threedimensional tensor) to denote the transition probability for such second-order Markovian random walk. Definition 3.2. A second-order hypermatrix H for the meta-path guided second-order Markovian random walk can be defined as:
where H i,j,k represents the transition probability to node v k , given the last node v j and the second last node v i ; "A l A l +1 A l +2 " is one of "APV", "PVP", "VPA", or "PAP"; ϕ(·) is the node type mapping; and P A l +1 ,A l +2 is defined as Eq. (1).
Although we have formalized the meta-path guided higher-order Markovian random walk, there can be some trivial walks. Due to the nature of higher-order Markov chain, the transitions following a meta-path usually depend on the last several states rather than just the last one. As a result, an entity may play a redundant role in the walks. For example, we define the meta-path "APVPA" based secondorder Markovian random walk to extract the author similarity by the semantic "Two authors published at a venue", and the walk path instances are illustrated in Figure 1 (a). Among them, we can find the red one a 1 →p 1 →v 1 →p 1 →a 2 actually expresses the same information as the path instance a 1 →p 1 →a 2 following "APA". In this case, the intermediate transitions p 1 →v 1 →p 1 are trivial walks and can be skipped, i.e., when we walked from an author a 1 to a paper p 1 , we then can immediately skip to another author as if the current p 1 was just walked from a venue v 1 . Such shortened walk path a 1 →p 1 →a 2 can be regarded as a faster instance of meta-path "APVPA". This fact motivates us that instead of strictly constraining the walks by the meta-path, it can be preferred to occasionally skip the intermediate trivial transitions with a principled probability. Then, the meta-path based higher-order Markovian random walk can be more efficient to attain the expected stationary distribution. Intuitively, for any meta-path P * = (A 1 → · · ·A l → · · ·A k · · · →A L+1 ) with A l =A k , we can probabilistically perform a faster random walk following the folded meta-path (A 1 → · · ·A l → A k+1 · · · → A L+1 ), and the walk path can be equivalently regarded as a special instance of meta-path P * . To achieve this, we introduce the following spacey random walk strategy. walks from "P" to the next, it forgets its second last state is "A" and uses Eq. (3) to choose a new state which is assumed as the precursor of "P". Constrained by "APVPA" based second-order Markov chain, the assumed precursor of "P" can be "V" or "A", and respectively, there are two rules to guide the next transition: directly walk to "A" (rule1), or walk to "V" as a normal Markovian random walk (rule2).
Heterogeneous
Personalized Spacey Random Walk. Given a higher-order Markov chain, the spacey random walk provides a space-friendly and efficient alternative approximation and is mathematically guaranteed to converge to the same limiting stationary distribution [1, 15] . Inspired by that, to obtain the embeddings of multi-typed entities in an HIN, we first define our meta-path based heterogeneous personalized spacey random walk (called HeteS-paceyWalk) as follows. We use the aforementioned "APVPA" based second-order Markov chain and transition hypermatrix H i,j,k as an illustration, while higher-order chains are similar.
Definition 3.3. Heterogeneous Personalized Spacey Random Walk for a Meta-path based Second-order Markov Chain. Given a second-order Markov chain, the transition hypermatrix H i,j,k is concatenated by a set of transition probabilities based on a set of factorized meta-paths (as defined in Eq. (2)). Then, these transition probabilities can be used to guide a personalized spacey random walk. Such stochastic process consists of a sequence of states/nodes X (0), X (1), X (2), · · ·, X (n), and the probability law is defined to use
to choose the second last state Y (n), and then use
to choose the next node, where F n is the σ -field generated by the random variables X (i), i = 1, 2, ..., n, X (0) is the initial state; α ∈ (0, 1) is a hyper-parameter that can control a user's personalized behavior; w(n) is the occupation vector at step n and is defined as:
where N is the number of total states.
In short, with personalization, once the spacey random walker visits X (n) at step n, it spaces out and forgets its second last state (i.e., the state X (n − 1)) with probability α. It then invents a new history state Y (n) by randomly drawing a past state X (1), ..., X (n). Then it transitions to X (n + 1) as if its last two states were X (n) and Y (n). Without personalization (i.e. α = 0), the spacey random walker performs a normal second-order Markovian random walk. Figure 2 shows an intuitive example of comparing normal metapath based Markovian random walk and our proposed meta-path based spacey random walk, given the meta-path "APVPA" on the scholar network illustrated in Figure 1 (a). We can see that, different from the Markovian random walk which strictly follows the constraints of the user-given meta-path, the spacey random walk allows skipping the intermediate transitions to improve walk efficiency and quality, which is actually a shortened random walk following the folded sub-path of the original user-given meta-path. In fact, as illustrated in Figure 2 (b), the spacey strategy produces a special meta-graph/multi-meta-paths (which we call as the meta-path based spacey graph integrating the original user given meta-path and its folded sub-meta-paths) guided random walk process. As a result, the proposed spacey random walk can efficiently and effectively capture richer information and thus achieve better performance than the normal Markovian random walk. For example, we can see the two walk instances in Figure 2 , which indicate that the spacey random walk can use shorter walk steps to capture richer relationships than normal Markovian random walk. Moreover, different from directly deploying meta-graph/multi-meta-paths guided random walk, which is problematic to determine appropriate proportions to balance multiple meta-paths, the proposed spacey random walk adaptively adjusts the probability of following the original metapath or any folded sub-meta-path according to a carefully designed personalized occupation probability (as defined in Eq. (3)) calculated dynamically by past states. The following theorem shows the guarantee of only more efficiently and effectively extracting the specific semantic of domain-proficient meta-path provided by users, i.e., the proposed spacey strategy will not absorb other heterogeneous information beyond the users' concern.
Theorem 3.4. The limiting distribution of the heterogeneous personalized spacey random walk for a meta-path equals to the same stationary distribution of the original meta-path based higher-order Markovian random walk under the rank-one approximation condition.
The proof follows the spacey random walk theory [1] and z eigenvector solution theory [15] which point out that by considering a "rank-one approximation" for a transition hypermatrix H of second-order Markov chain, the stationary distribution formula reduces to
where π k is node distribution and N is the number of nodes. Following this, we next demonstrate that the unique stationary solution of meta-path based second-order Markov chain is also the limiting distribution of the proposed personalized spacey random walk. First, we can formally express that the defined spacey random walker {X (n)} approximates a second-order Markov chain with a first-order transition probability matrix:
where x(n) is the nodes distribution at step n, w(n) is the occupation probability vector at step n (as defined in Eq. (5)).
Then, if the process {X (n)} converges to a unique stationary distribution x(n) satisfying Rx(n) = x(n), for the case n ≫ L > 0, we have:
In a continuous time limit L → 0, we have:
Thus, if this process converges, it must converge to a point where x(n) = w(n). Further, we can find that the limiting distribution x heuristically satisfy:
That is,
Therefore, the limiting distribution of matrix R is also the unique stationary solution of hypermatrix H. The defined heterogeneous personalized spacey random walk provides an efficient alternative approximation for the meta-path based higher-order Markovian random walk without changing the limiting stationarity.
Spacey Random Walk based
Embedding. Now we can use the heterogeneous personalized spacey random walk to generate node sequences in an HIN, and then feed them to the Skipgram model [17, 18] to learn node embeddings. We follow [6] to define the heterogeneous Skipgram model. Given the generated paths corpus V P guided by meta-path P, the model is to minimize following objective function:
where
is commonly defined as such softmax function:
where u j is the context vector of v j and v i is the embedding vector of v i . We also use the negative sampling technique [18] for optimizing Eq. (8) which is modified as:
where σ (x) = 1 1+exp{−x } and P n (v i ) is the sampling distribution. We call the above approach as SpaceyMetapath algorithm.
Meta-graph based HIN Embedding
In this section, we further propose a meta-graph based spacey random walk algorithm, named SpaceyMetagraph. Compared with single meta-path, a meta-graph can capture more complex heterogeneous structures and richer semantics by integrating multiple meta-paths. The challenge is how to concatenate these different higher-order Markov chains with appropriate proportions, i.e., how to balance the branch choices in a meta-graph. For example, for the meta-graph in Figure 1(d) , when we need to perform random walk from the first "P" to its successors, there are two choices: "A" or "V". Unlike a higher-order Markovian transition, this transition does not depend on any previous state. To deal with this issue, we extend our spacey random walk principle from choosing previous states to choosing the branch choices, and define our meta-graph based heterogeneous personalized spacey random walk as follows.
Definition 3.5. Meta-graph based Heterogeneous Personalized Spacey Random Walk. Given M second-order Markov chains based on a meta-graph T S = (A S , R S ) integrating M meta-paths, an integrated transition hypermatrix H for this meta-graph is defined as:
where H m is the transition probabilities of m-th Markov chain as defined in Eq. (2). Then, the probability law to guide the meta-graph based heterogeneous personalized spacey random walk is defined to use the personalized occupation probability (as defined in Eq. (3)) to choose the second last state Y (n), and use
to choose the next node type Φ(n + 1), and then use
is the set of successor types of edge (ϕ(v i ), ϕ(v j )) in T S , ϕ(·) is the node type mapping; z(n) is the partial occupation vector at step n:
In short, with personalization, when the meta-graph based spacey random walker visits X (n) at step n, it first forgets its second last state (i.e., the state X (n − 1)) with a probability α and invents a new history state Y (n) by randomly drawing a past state X (1), ..., X (n). Next, if there are branched node types, it chooses the next type Φ(n + 1) according to their history distribution with probability α.
Then it transitions to X (n + 1) as if its last two states were X (n) and Y (n) and current node type ϕ(X (n + 1)) is Φ(n + 1). Without personalization, it performs a non-spacey random walk and randomly chooses the next one from branched node types.
We develop the SpaceyMetagraph algorithm by leveraging the meta-graph based personalized spacey random walk to generate heterogeneous neighborhood, and then incorporating them to the Skipgram model to produce effective HIN embeddings. 
Meta-schema based HIN Embedding
Although the meta-path and meta-graph have proved to be useful to capture heterogeneous semantics in an HIN, it is quite difficult for a non-proficient user to design appropriate meta-paths or metagraphs. Therefore, it is considerable to extend meta-path/metagraph driven embedding algorithms to a general meta-schema driven embedding algorithm. Unlike a meta-path or a meta-graph, the meta-schema does not contain duplicate types. Thus, the metaschema guided random walk is a first-order Markov chain and we do not need to space out to choose previous states. However, similar to the meta-graph guided random walk, there is a balance issue for branch choices in a meta-schema. Therefore, we follow the SpaceyMetagraph algorithm to formalize the meta-schema based heterogeneous personalized random walk as follows.
Definition 3.6. Meta-schema based Heterogeneous Personalized Random Walk. Given an HIN G = (V, E) and its meta-schema T G = (A, R), the transition probability matrix P A l ,A k starting from type A l to type A k is defined similar as Eq. (1). Then, the probability law to guide the meta-schema based heterogeneous personalized random walk is defined to use
to choose the next node type Φ(n + 1), and then use 16) to choose the next node, where N T G (v i ) is the set of adjacency types of ϕ(v i ) in T G ; z(n) is the partial occupation vector at step n:
Note that the meta-schema based heterogeneous personalized spacey random walk is a special case of the meta-graph based one where the meta-graph only has first-order Markov chains. It is different from directly performing random walk on the HIN by treating it as a homogeneous graph, as it dynamically determines what is the type of next node and choose a random node under the chosen type. Given the random walk based node sequences, the Skipgram model can be used to learn embeddings as described in Section 3.1. We similarly denote this general framework as SpaceyMetaschema.
EXPERIMENTS
In this section, we show the experimental results.
Datasets
Here we use the following four heterogeneous networks:
• ACM: The ACM dataset [28] contains 196 venues (V), 12,499 papers (P), 1,533 terms (T), 17,431 authors (A), and 1,804 author affiliations (F). The meta-schema of ACM dataset is shown in Figure 3(a) .
• DBLP: The dataset contains 14,376 papers (P), 20 conferences (C), 14,475 authors (A), and 8,920 terms (T). The meta-schema of DBLP dataset is shown in Figure 3 
Experimental Settings
We compare the following state-of-the-art homogeneous and heterogeneous network embedding methods.
• DeepWalk [22] is a recently proposed homogeneous network embedding model, which learns d-dimensional node vectors by capturing the contextual information via uniform random walks.
• LINE [38] is a method that preserves first-order and secondorder proximities between nodes separately. We use the suggested version to learn two d/2-dimensional vectors (one for each-order) and then concatenate them.
• PTE [37] is an extension of LINE for heterogeneous network embedding, which decomposes an HIN to a set of bipartite networks by edge types.
• Metapath2vec [6] is the current state-of-the-art network embedding method for HINs, which formalizes meta-path-based random walks to generate heterogeneous neighborhood and then leverages a heterogeneous skipgram model to perform node embeddings.
• Metagraph2vec [41] uses a meta-graph to guide the generation of random walks and to learn latent embeddings for multiple types of nodes in HINs.
We evaluate the quality of embedding vectors learned by different methods over two classical heterogeneous network mining tasks: multi-label node classification and link prediction. For the common hyperparameters, we set learning rate lr = 0.025, negative samples m = 5, and the embedding dimension d = 128 for a trade-off between the computational time and accuracy. For random walk based methods, we set walk times per node t = 20, walk length of each walk l = 320, neighborhood size w = 10. Specially, for our proposed SpaceyMetapath, SpaceyMetagraph, and SpaceyMetaschema, we set the personalized probability α = 0.8. For LINE and PTE, we set the total number of samples as 100 million. For meta-path driven (Metapath2vec, SpaceyMetapath) and meta-graph driven (Metagraph2vec, SpaceyMetagraph) methods, we survey most of the meta-path/meta-graph based work and empirically use some meta-paths and meta-graphs (which has been proven to be the most commonly effectively used schemes to extract heterogeneous semantics [6, 28, 35, 41, 43] ). The selected meta-paths and metagraphs of each dataset are shown in Figure 3 .
Multi-label Node Classification
For the node classification task, we first learn the node embedding vectors from the full nodes on each dataset, and then use the embeddings of the labeled nodes as input features for a one-vs-rest logistic regression classifier. We repeat each classification experiment ten times by randomly splitting 50% of the labeled nodes for training and the others for testing, and report the average performance in terms of both Micro-F1 score and Macro-F1 score. We also calculate the variances of the scores to reflect the significance of the experimental results. We can observe that our proposed algorithms consistently outperform all the start-of-the-art baselines in both metrics on all datasets. For example, for the author node classification on the ACM dataset, our proposed models outperform all baseline models by around 0.01-0.10 (relatively 1%-18%) in terms of Micro-F1 scores and by around 0.04-0.12 (relatively 13%-52%) in terms of Macro-F1 scores. Moreover, given the same meta-path or metagraph, the proposed SpaceyMetapath/SpaceyMetagraph imporves the author node classification performance by around 0.01-0.03 in Micro-F1 score and 0.03-0.04 in Macro-F1 score over Metap-ath2vec/Metagraph2vec.
In most cases, we can find that, by capturing the semantically meaningful information of an appropriate meta-path or meta-graph, the meta-path/meta-graph driven algorithms (including our proposed methods and Metapath2vec and Metagraph2vec) obviously outperform DeepWalk, LINE and PTE. Among them, meta-graph driven algorithms can achieve better performance than meta-path driven algorithms by capturing richer semantics of integrating multiple meta-paths. In addition, we can find that the proposed SpaceyMetaschema achieves competitive performance compared with the best of other methods, which may be more practical in complex networks with a large variety of types for the dispense with handcrafted domain-specific meta-paths/meta-graphs. 
Operator
Average Hadamard Weighted-L1 Weighted-L2 Table 4 : The mean AUC scores for link prediction. "-" indicates that the used meta-path/meta-graph cannot generate embeddings for nodes of target type. The edge types for each dataset are shown in Figure 3 . 
Link Prediction
For each dataset, we follow [10] to randomly hide 20% of edges of each edge type as missing edges. Then, we learn the embedding using the rest of the 80% edges and predict these missing edges. For the computational effciency, we randomly sample 2,048 edges (from the 20% hided edges) as positive examples and equally split them into two partitions E t r ain and E t est . We also randomly sample 2,048 unobserved edges as negative examples and equally split them into two partitions E − t r ain and E − t est . Then, we consider the link prediction evaluation as a binary classification problem with (E t r ain , E − t r ain ) for training and (E t est , E − t est ) for testing. We study several binary operators [10] (as shown in Table 3 ) to construct features for an edge based on its two node vectors, and then the operated feature vector for an edge is as the input to a logistic regression classifier. We repeat the above link prediction experiment ten times and report the average performance in terms of AUC (Area Under Curve) score.
Overall, the results of link prediction are consistent with the results of node classification, and we can reach a similar conclusion as analyzed in node classification experiment. We can see that the proposed methods clearly achieve better performance than the comparative methods on all datasets. For example, on the ACM dataset, we improve the link prediction performance of different edge types by around 0.05-0.25 (relatively 6%-37%) over DeepWalk, LINE and PTE, and 0.01-0.21 (relatively 1%-29%) over Metapath2vec and Metagraph2vec, in terms of the mean AUC score. For the detailed AUC scores of all binary operators (which are reported in the supplementary material), the improvements are consistent. For example, on the DBLP dataset, we can observe that the proposed methods achieve 0.01-0.09 (relatively 1%-10%) gains over all baseline methods in all the link prediction experiments of different edge types, in terms of the best possible choice of the binary operators for each algorithm. Moreover, we can also evidently observe the effectiveness of the proposed spacey random walk compared with the normal meta-path/meta-graph based random walk. In most cases, given the same meta-path or meta-graph, the proposed SpaceyMetapath/SpaceyMetagraph can achieve around 0.01-0.07 improvements over Metapath2vec/Metagraph2vec in the link prediction experiments of different edge types on different datasets.
It is worth mentioning that, in some cases, the SpaceyMetaschema significantly outperforms SpaceyMetapath/SpaceyMetagraph, e.g., for the P-P link prediction on the ACM dataset and the U-U link prediction on the Yelp dataset, the improvements are almost 0.2. And even, in these cases, the homogeneous methods (e.g., DeepWalk and LINE ) can also perform better than the meta-path/meta-graph based methods. The possible reason we believe is the specialities of the relations and the biases of the used meta-paths/meta-graphs. A given meta-path/meta-graph usually expresses some important semantics, but may not be very sufficient to reflect other special link structures. As a result, the methods which homogeneously cover all links (i.e., DeepWalk and LINE) and which dynamically treat all links with a superior spacey stragety (i.e., SpaceyMetaschema) abnormally achieve better performance in these cases.
Parameter Sensitivity
In this section, we illustrate the parameters sensitivity by the Micro-F1 scores of author node classification experiments on the ACM dataset. For each experiment, we vary one parameter and fix the others as the default values (as shown in Sec. 4.2).
From Figure 4 (a) and Figure 4 (b), we can see that walk-times w and walk-length l are positive to performance for all random walk based algorithms, and the positivity gradually weakens with the parameter increasing. From Figure 4 (c), we can see that the performance increases with the personalized probability α increasing, and the tend will be weakened when α reaches around 0.7. Specially, from Figure 4 , we can clearly observe that the proposed SpaceyMetapath/SpaceyMetagraph outperforms Metapath2vec/Metagraph2vec given a relatively small w or l. For example, given meta-path P 1 as the input, we can find that the performance of the proposed SpaceyMetapath with l = 40 is equivalent to the performance of Metapath2vec with l = 640, giving us around 16x speedup. Further, we randomly trace 1000 walk sequences of meta-path P 1 guided spacey random walk and normal Marovian random walk respectively, and gradually compute the JS (Jensen-Shannon) divergence [9] of the node distributions between steps. The average variation is shown in Figure 5 . Compared with Metapath2vec, we can evidently observe that the distribution divergence for SpaceyMetapath quickly descends to a small level with a small walk-length. Overall, above comparision analysis indicates that the proposed 
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SpaceyMetapath-P1 SpaceyMetagraph-S1 SpaceyMetaschema spacey random walk frameworks are able to reach high performance under a cost-effective parameter choice (the smaller, the more efficient).
Complexity and Scalability Analysis
In this section, we demonstrate the scalability of the proposed frameworks by measuring both the walk time to generate heterogeneous neighborhood and the training time to learn node embeddings. We first follow the meta-schema of DBLP network to simulate a series of random graph datasets with the average degree of 10. The specific network sizes are [1k; 10k; 100k; 1000k; 10000k]. Then, we independently run experiments on these synthetic HINs in a computing server with 56 core Intel(R) Xeon(R) CPU E5-2680 v4 @ 2.40GHz. The time consumption is shown in Figure 6 , which shows that our methods all have a linear time complexity with respect to the number of nodes and can be easily applied to very large-scale networks. In fact, for the random walk phase in an HIN G = (V, E; A, R) with walk-times t and walk-length l, the spacey walk for each step takes O(|A|) time, and the total walk complexity is O(wl |A||V |), which is linear to the number of nodes. For the training phase, we use a Skipgram model to train the embeddings of different types of nodes, which also has a linear complexity and can be parallelized by using the same mechanism as word2vec [10] . Overall, the proposed algorithms are quite efficient and scalable for large-scale heterogeneous networks.
RELATED WORK
In the past decade, to marry the advantages of HIN and network embedding, embedding learning in an HIN has received increasing attention and many heterogeneous embedding algorithms have been proposed [2, 5, 6, 13, 23, 31, 33, 37, 40] . In general, there have been multiple ways to represent multityped nodes in an HIN. A straightforward method is to directly perform matrix/tensor factorization [16, 21, 23] to extract vector representations of nodes. For example, Collective matrix factorization of multi-type relational data [3, 20, 32] treats each binary relation as a matrix, and performs joint matrix factorization over different relations. However, such a way is usually costly for computation and memory. More recently, researchers apply stochastic optimization to optimize simple or deep models to predict the binary relations between two types of entities with large-scale knowledge graphs [19] . Representative approach include TransE [2] where one entity in a type is translated by a relation vector to another entity in another type given the co-occurrence of a binary relations between them and PTE [37] which decomposes an HIN to a set of bipartite networks by edge types, and learns node vectors by capturing 1-hop neighborhood of the resulting bipartite networks. All of these methods, although sometimes called higher-order factorization or embedding, are still dealing with the co-occurrence of binary relations among entities [19] . More recently, inspired by the DeepWalk model for homogeneous networks [22] , meta-paths or meta-graphs guided random walk based entity embedding models have also been well developed [6, 8, 26, 27, 41] using the Skipgram techniques introduced by word2vec [18] for very large graphs. However, as discussed in Section 1, these algorithms have few attention on the higher-order Markov chain nature of meta-path guided random walk. Following random walk based embedding algorithms, we focus on the higher-order Markov chains and design a new meta-path/meta-graph guided random walk strategy, and further develop several general scalable HIN embedding models.
CONCLUSIONS
In this paper, we propose a heterogeneous personalized spacey random walk strategy to efficiently generate heterogeneous neighborhood, which is based on a solid mathematical foundation. We further develop a scalable HIN embedding algorithms SpaceyMetapath to efficiently and effectively produce node embeddings in an HIN guided by an arbitrary meta-path. We also develop two scalable HIN embedding algorithms by extending the SpaceyMetapath from a meta-path to a meta-graph or a meta-schema. Experimental results show that our methods are able to achieve better performance with smaller walk-times and walk-length.
