For the mean vector of a p-variate normal distribution , the optimal estimation within the class of James-Stein type decision rules under the quadratic loss are given when the underlying distribution is that of a variance mixture of normals and when the norm in known. It also demonstrated that the optimal estimation within the class of Lindley type decision rules under the same loss when the underlying distribution is the previous type and the norm with and is known.
Introduction
The problem considered in that of estimating with quadratic loss function the mean vector of a compound multinormal distribution when the norm in known. The class of estimation rules considered will consist of James-Stein type estimators only. Such a class was introduced by James-Stein (1961) and Baranchick (1964) in order to prove that some of into members dominate the sample mean in the multinormal case. Strawderman (1974) also derived a similar result for the more general case considerd in this paper of a compound multinormal distribution.
The problem of estimation of a mean vector under constraint has an old origin and recently focussed again in the context of curved model in tho works of Efron (1978) , Hinckley (1977), Amari (1982) , Kariya (1989) , Perron and Giri (1990) , Marchand and Giri (1993), Park and Baek (2011), among others. A study of compound mutinormal distributions and the estimation of their location vectors was carried out by Berger (1975) and Kubokawa (1991) .
In Section 2, the general setting of this problem and necessary notations are presented. In section 3, the best Let another decision rule , be of the truncated form where and are positive constants. For a fixed , it will be found the teat in the sense of which constructed an improved estimator for a normal variance. Restated in terms of the family of probability functions of , the distributional assumption given by expression (2.1) and the restriction on the location parameter indicate that the p.d.f. of is (2.2) and . It will be also assumed that which will guarantee the existence of the covariance matrix and the mean vector . The performance of the estimator will be measured by it's risk function . 
Optimal James-Stein Estimation with Truncated

Conclusion
In the case of the previous result is coincided with that of Kobokawa (1991), irregardless of the value of the norm . It can be extended to the case when the norm is restricted to an interval. We can also consider another case of Stein type , where and .
(See Park and Baek (2011)). This case shrinks toward , where and is column vector of ones. By using the similar method, the estimator which minimizes it's risk can be derived.
