Abstract: We discuss conditions for complete intersections in a toric variety which allow to compute Hodge numbers if the complete intersection is a quasi-smooth complete variety. A preliminary step is the computation of the Euler characteristic of differential forms, we also look at symmetric or arbitrary forms instead of the usual alternating ones.
The notion of a complete intersection in a projective space is well-known. Here we will replace the projective space by an arbitrary toric variety and will use the notion of a complete intersection in this more general context. We will speak of toric complete intersections then (so a toric complete intersection need not be a toric variety). In contrast to the projective space a toric variety is not necessarily smooth. In fact, we will consider the case of a complete intersection which is smooth or at least quasi-smooth and therefore a V -manifold.
We will look at algebraic differential forms on such subvarieties, not only at the usual alternating forms but also at forms which are symmetric or arbitrary in the sense that no symmetry condition at all is imposed.
Since toric complete intersections are equipped with numerical data it is natural to compute the dimension of the cohomology groups of differential forms. We will restrict here to the easier task of computing the Euler characteristic.
In the case of alternating differential forms we will proceed to the question how to compute the Hodge numbers h pq . The main ingredient is the computation of the Euler-Hodge characteristics e pq for non-degenerate complete intersections in tori. These invariants have already been computed by Danilov and Khovanskiȋ [D-K] ; they dealt primarily with hypersurfaces and reduced the more general case of complete intersection to this special case by the trick of Lagrange multipliers. Here we will proceed in a different way: we will only partially reduce to hypersurfaces, in this way we will avoid increasing the dimension of the toric variety as in [D-K] .
Using the Euler-Hodge characteristics for non-degenerate complete intersections in tori it is possible to compute the Hodge numbers h pq at least in two cases: for compact smooth toric complete intersections and for compact quasi-smooth varieties which can be decomposed into non-degenerate complete intersections in tori. We will introduce a class which includes both cases. To this end we intoduce the notion of non-degeneracy at infinity and show that the Hodge numbers can be computed for compact quasi-smooth varieties which admit a decomposition into smooth complete intersections which are non-degenerate at infinity. We conclude with several examples where we calculate the Hodge numbers.
Note that this paper constitutes a revised and enlarged version of the preprint "Hodgezahlen vollständiger Durchschnitte in Tori" which was quoted in [H2] .
Toric varieties and subvarieties
Note that for the computation of the Euler characteristic of differential forms (section 2) we will only need sections 1.1 -1.3, whereas sections 1.4 -1.6 prepare section 3. , because we prefer to work in the algebraic category. Note that there is a canonical pairing <, > on N × M which comes from the canonical scalar product on R m . Now X is defined by a fan F in N R , where N R := N ⊗ Z R ≃ R m : X = X F . Note that X is endowed with a T -action. See standard references like [K-K-M-S] or [O] .
Remember that X F is complete, smooth, quasi-smooth if and only if F is complete, regular, or simplicial, respectively.
Let us fix a fan F and put X := X F . We may describe X in a different way, namely as a quotient. This possibility has been remarked very early, see [Dz] , but with restrictions on the fan; for the general case see [C] . See [A] , [Ba-C] , too. The model is P m ≃ (C m+1 \ {0})/ ∼ . In [Ba-C] this method has been used in order to study the Hodge theory of toric hypersurfaces.
We will use a modified approach here, however, which is comparable to the use of the graph of a mapping instead of the mapping itself and has numerical advantages. For the relation to the general process of forming quotients see also [H3] .
So we proceed as follows (see also [H3] ): Let p 1 , . . . , p r be the generators of the semigroups σ ∩ N, σ being the edges (i.e. one-dimensional cones) in F . Now let us look at the following fan F ′ in R r+m (and not in R r , as usual): Instead of p j let us take the canonical unit vector e j . If σ is a cone in F , generated by p j 1 , . . . , p js , we have a corresponding cone σ ′ , generated by e j 1 , . . . , e js . Let us take all cones σ ′ obtained in this way, together with their faces. In this way we get a fan F ′ . Let X ′ := X F ′ .
We have a partition of C r+m by subsets of the form S 1 × . . . × S r+m with S j = C * or S j = {0}. If σ ′ is a cone, generated by e j 1 , . . . , e js , then X σ ′ = U 1 × . . . × U r+m with U j := C for j = j 1 , . . . , j s and U j := C * otherwise. Now X σ ′ contains exactly one closed (C * ) r+m -orbit O σ ′ , and O σ ′ = S 1 × . . . × S r+m with S j = {0} für j = j 1 , . . . , j s and S j = C * otherwise, the partition above is therefore the partition into orbits. Furthermore,
m which can be written as union of sets of the partition above. Therefore X F ′ is much more intuitive than X F .
We have an action of the torus (C * ) r on C r+m :
where
Let σ be the cone in F generated by p j 1 , . . . , p js . Then we have a homo-
r is an abelian and therefore reductive group which acts on the affine variety X σ ′ the corresponding algebraic (and therefore categorical) quo-
Obviously, the morphisms π σ fit together to a morphism π : X F ′ → X F . Theorem 1.1.1 (cf. [H3] ) If σ ∈ F , the morphism π σ induces an isomorphism of the algebraic quotient
Proof. Let σ be as above. Then the monomials ζ We can describe the relation between O X ′ and O X in the following way, too. The action of (
is the complex vector space spanned by all monomials ζ
In particular, we obtain
1.2. The advantage of representing X as a quotient becomes clear when we pass to subvarieties of X. We will do this first in a special case. This is motivated by the case of projective varieties: A subvariety V of P m (C) can be written as {x ∈ P m (C) | f 1 (x) = . . . = f k (x) = 0}, where f j is a section of the line bundle O Pm(C) (d j ) on P m (C) . We can avoid the language of line bundles: f j corresponds to a homogeneous polynomial F j on C m+1 ; then
, and π : C m+1 \ {0} −→ P m (C) is the canonical mapping.
For s ∈ Z r we have the following action of (C * ) r on C:
Lemma 1.2.1: The following conditions are equivalent: a) H is equivariant with respect to (*), b) H is a linear combination of monomials of the form ζ ρ z q with ρ j − < p j , q >= s j , j = 1, . . . , r, c) H defines a global section h of (π * O X ′ ) s .
We can also proceed in the following way. Let us consider the following subsheaf S s of ι * O T , where ι : T → X F denotes the inclusion of T in X F : if σ ∈ F is generated by p j 1 , . . . , p j l , S s (X σ ) is by definition generated by the z q with < p j λ , q >≥ −s j λ , λ = 1, . . . , l. Here z q ∈ O(T ) is simultaneously considered as a section in (ι * O T )(X σ ).
If H satisfies the conditions of Lemma 1.2.1 and if we replace ζ ρ z q by z q within H, we obtain a Laurent polynomial h ∈ C[z 1 , z
m ], and h can be viewed as a section in S s . On the other hand, each Laurent polynomial which is a linear combination of monomials z q with < p j , q >≥ −s j , j = 1, . . . , r, can be interpreted as a section of S s and leads to an equivariant Laurent polynomial H, replacing z q by ζ ρ z q with ρ j :=< p j , q > +s j , j = 1, . . . , r.
In particular the global sections of (π * O X ′ ) s and S s correspond to each other. It is easy to see that in fact (π
We can look at the following action of
We want to show that Y is a closed algebraic subspace of X. This is easy under a supplementary hypothesis:
Suppose now that the following holds: For every σ ∈ F generated by p j 1 , . . . , p j l there is a q ∈ M such that < p j λ , q >= −s j λ , λ = 1, . . . , l. Then z q ∈ S s (X σ ), and z q trivializes S s |X σ : S s is a line bundle. In particular we may then speak of zeroes of sections.
Lemma 1.2.2: Assume that the following holds: For every σ ∈ F , spanned by p j 1 , . . . , p js , and every i ∈ {1, . . . , k} there is a q ∈ M such that < p j λ , q >= −d ij λ , λ = 1, . . . , s. Then Y is the set of zeroes of the sections g 1 , . . . , g k , Note that the hypothesis yields that we have sections in line bundles, so we can speak of zeroes of these sections. In particular, Y is a closed algebraic subset of X. 
For the next section let us make the following remark concerning non-simplicial fans. 1.3. Now we drop any hypothesis about the fan.
Generalizing the projective case let us call Y a (toric) complete intersection if Y has codimension k. We have:
Under assumption (**) the converse holds.
Proof: First we remark the following: Let σ ∈ F and τ ∈ F ′ such that π(O τ ) = O σ . Then the fibres of the mapping π|O τ :
b) First let us assume that we have the hypothesis of Lemma 1.2.3, so
In general we obtain the hypothesis of Lemma 1.2.2 if we replace M by some latticeM which contains M as a sublattice of finite index. This gives a toric varietyX with a finite map p :X → X. In analogy to π : X ′ → X we can formπ :X ′ →X, and we have a finite mapping
LetỸ ′ andỸ be defined as Y ′ and Y but starting from our different lattice. Since p ′ is finite we have dimỸ ′ ≤ m + r − k. By the special case treated before we get dimỸ ≤ m − k. Since p is finite we obtain dim Y ≤ m − k, too.
Remark: We cannot drop the assumption (**) in Lemma 1.3.2: Let σ be a cone of F which is not simplicial, spanned by 
Proof: a) It is sufficient to show that Y ∩X σ is a purely m−k-dimensional Vmanifold around Y ∩O σ , where σ ∈ F is arbitrary. Without loss of generality we may assume that σ is generated by p 1 , . . . , p s and that p 1 , . . . , p s , e s+1 , . . . , e m is a basis of
Then we have to show the existence of a c ∈ (C * ) r such that the following equations hold:
Note that c s+1 , . . . , c r are determined by the first equations. Let log denote a fixed branch of the logarithm, e.g. the standard branch log re iφ := ln r + iφ, −π < φ ≤ π, γ j := log c j 2πi , j = s + 1, . . . , r. Then let (γ 1 , . . . , γ s ) be a solution of the system of linear equations:
Now put c j := e 2πiγ j , j = 1, . . . , s. The group Γ is finite: Look at all (γ 1 , . . . , γ s ) such that
Since det((p ij ) 1≤i,j≤s ) = 0 the vectors in (ζ, z) must span a space of dimension k, which implies our assertion, because ζ 1 , . . . , ζ s , z s+1 , . . . , z m are coordinates for A. b) We can assume above: p 1 = e 1 , . . . , p s = e s . Then Γ is trivial.
Under the assumption of Lemma 1.3.3a) resp. b) we call Y a quasi-smooth resp. smooth complete intersection.
The hypothesis of Lemma 1.3.3 should not be confused with the stronger condition that the Jacobian matrix of
For σ ∈ F , generated by p j 1 , . . . , p js , let g
Lemma 1.3.4. The following conditions are equivalent: a) the Jacobian matrix of
Proof: Without loss of generality we may assume that σ is generated by . So we have that the following statements are equivalent: (i) the Jacobian matrix of G|O σ ′ has rank k along A, (ii) the Jacobian matrix of G|A has rank k along A.
r+m -orbit of A, so a) is equivalent to (i), whereas b) is equivalent to (ii).
1.4.
We may proceed the other way round, starting with
We may fix F and d ij as before. Then we suppose that for i = 1, . . . , k the following holds:
We say that σ is adapted to M 1 , . . . , M k and (d ij ) if the sets M 
By a suitable choice of F and d ij we can achieve that F is adapted to
If we assume that dim ∆ = m, let F 0 = F + 0 be the dual fan with respect to ∆. If dim ∆ = m ′ is arbitrary we must be more careful: Fix q ∈ ∆, let
We have a canonical map N R −→ N + R ; taking the inverse images of the cones of F + 0 we get a cone decomposition F 0 of N R which is only a fan if m ′ = m, we call it the dual cone decomposition. Let F 2 be a fan which refines F 0 , it is complete; we have a toric morphism
′ be correspondingly defined (i.e. for F 2 instead of F ), and let d
′ . Then we may apply the machinery above with d
. . , M k and (d ij ) the hypothesis of Lemma 1.2.2 holds, and
1.5. Now let us formulate non-degeneracy conditions: Let M 1 , . . . , M k , g 1 , . . . , g k be chosen as in section 1.4.
This condition is fulfilled if the coefficients a iq are chosen generically. If we call g non-degenerate this is understood with respect to supp g 1 , . . . , supp g k , where supp g i := {q | a iq = 0} (under the hypothesis that g 1 ≡ 0, . . . , g k ≡ 0). This is just the usual notion.
On the other hand, let us call g := (g 1 , . . . , g k ) weakly non-degenerate (resp. non-degenerate) with respect to M 1 , . . . , M k if for every cone σ ∈ F the mapping (g
Let F 1 be chosen as in Lemma 1.4.2a), X 1 := X F 1 . Lemma 1.5.1: a) If Y is a weakly non-degenerate complete intersection in X with respect to M 1 , . . . , M k we must have that Y is contained in X 1 . b) If Y ⊂ X 1 , Y is a weakly non-degenerate complete intersection in X with respect to M 1 , . . . M k if and only if Y is a weakly non-degenerate complete intersection in X 1 with respect to M 1 , . . . , M k .
We will now restrict to the case of an adapted fan.
Lemma 1.5.2: Suppose that F is adapted to M 1 , . . . , M k and (d ij ). Then the following conditions are equivalent: a) g is non-degenerate with respect to
In this case Y is a non-degenerate complete intersection with respect to M 1 , . . . , M k if the coefficients are chosen generically. Note that it is not necessary to specify the numbers d ij because we must have
Lemma 1.5.3: Let g be weakly non-degenerate with respect to M 1 , . . . , M k . Then the Jacobian matrix of G along Y ′ has rank k.
Proof: Use Lemma 1.3.4.
Therefore we can apply Lemma 1.3.3. This means that every weakly nondegenerate complete intersection is quasi-smooth resp. smooth if F is simplicial resp. regular. Note that the stronger condition of being non-degenerate is useful in order to have a compactification with the same property:
Lemma 1.5.4: Let Y be a non-degenerate complete intersection with respect to M 1 , . . . , M k and F adapted to M 1 , . . . , M k and (d ij ). Then there is a complete fan F and a non-degenerate complete intersection Y in X := X F such that F is a subfan of F and Y = Y ∩X. If F is regular (resp. simplicial) F can be chosen to be regular (resp. simplicial), too.
Proof. Let F + 0 and F 0 be chosen as in the proof of Lemma 1.4.1. If we take the intersections of cones of F 0 and F we just obtain the fan F . So we take a corresponding suitable refinement F of F 0 . (Note that we have a toric
So Y is a Zariski open dense subset of some non-degenerate compact variety Y which can be chosen to be a (quasi-)smooth toric complete intersection if Y is (quasi-)smooth.
It is useful to introduce a weaker notion. Note that the cones of F which are contained in ∂|F | form a subfan ∂F of F . In order to avoid complications we assume for the rest of section 1.5 that ∂F is adapted to M 1 , . . . , M k and (d ij ). Let us call (g 1 , . . . , g k ) non-degenerate at infinity with respect to M 1 , . . . , M k if the following holds: For every p / ∈ |F | the mapping (g
It is easy to see that this condition is generically fulfilled. In this case let us call Y non-degenerate at infinity with respect to M 1 , . . . , M k . Of course the condition is automatically true if F is complete, that is why we speak of non-degeneracy at infinity. Furthermore Y need no longer be a complete intersection. In the case M i = supp g i , i = 1, . . . , k, we simply say that Y is non-degenerate at infinity.
Then it is again possible to compactify in a suitable way. It is convenient to use in the case where F is complete the following notion: Let F 1 be a subfan of F and X 1 := X Proof. Let us take the intersection of all halfspaces in N R of the form {q | < p, q >≥ c} with p ∈ N R \ |F | which contain M 1 + . . . + M k . Let F 0 be the cone decomposition which is dual to this convex set, it is not necessarily complete. The cones contained in ∂|F | correspond to a subset F 1 of F 0 . Note that ∂F (the subfan of F whose cones are contained in ∂|F | ) is a refinement of F 1 . So we can find a refinement of F 0 which is a fan and contains ∂F as a subfan. If we add all cones of F \ ∂F we obtain F . The rest is easy.
Conversely, if Y is compact and non-degenerate along Y \ Y with respect to M 1 , . . . , M k we have that Y is non-degenerate at infinity with respect to M 1 , . . . , M k .
1.6. We want to calculate certain invariants for smooth complete intersections which are non-degenerate at infinity with the property that they do not depend on the particular choice of the coefficients involved in the defining equations.
Let us assume that F is regular and let us fix d ij , i = 1, . . . , k, j = 1, . . . , r, and let
Let us choose F as in the proof of Lemma 1.5.5, F regular. Then let p 1 , . . . , pr be the generators of the corresponding edges, wherer ≥ r, and
is defined in an obvious way.
The canonical projection induces a mapping p :
we look at the following condition (R):
(R) The fibre of p|Y over (a q ) is a smooth complete intersection which is non-degenerate at infinity with respect to M 1 , . . . , M k .
Let S be the set of all points in C M where (R) is not fulfilled. Then we have:
Theorem 1.6.1: S is a closed algebraic subset of C M , and p|Y as well as p|Y define topological fibre bundles over C M \ S.
Proof. We can define a Whitney regular stratification of X, taking X and the orbits O σ , σ ∈ F \ F , as strata. Taking the product with C M we get a corresponding stratification of X . Now Y is obtained by transversal intersection along X \ X , in particular Y is smooth along this set. So Y \ Y is endowed with a natural Whitney stratification. Now S is the union of the critical values of the restriction of p to Y and to the strata of Y \ Y, hence a closed algebraic subset of C M . Here a point of Y is called a critical point of p|Y if it is a critical point of p|Y reg or does not belong to Y reg . So we have a proper stratified submersion above the complement of S. Here we may apply Thom's first isotopy lemma in order to obtain topological fibre bundles.
In particular, C M \ S is a Zariski-open subset of C M , hence connected. So we get:
, all corresponding smooth complete intersections which are nondegenerate at infinity with respect to M 1 , . . . , M k are homeomorphic to each other.
The varieties Y for which we will give a method to compute the Hodge numbers are closed subvarieties of a compact toric variety which admit a partition into smooth locally closed subvarieties which are non-degenerate at infinity. The locally closed subvarieties are supposed to be the intersection of Y by some T -invariant and irreducible locally closed subvariety of X; as we will see in section 1.7, such a subvariety of X can be considered as a toric variety itself. An example of such a partition of Y is given as follows: Lemma 1.6.3: Let g 1 , . . . , g k and F be as above, F complete. Suppose that for all 0 < l ≤ k, 1 ≤ i 1 < . . . < i l ≤ k the mapping (g i 1 , . . . , g i l ) is non-degenerate with respect to M i 1 , . . . , M i l . Then the partition of Y into the sets O σ ∩ Y , σ ∈ F , is a partition into smooth locally closed subvarieties which are non-degenerate at infinity.
If F is complete and the coefficients of g 1 , . . . , g k are chosen general enough Y admits therefore a partition into smooth locally closed subvarieties which are non-degenerate at infinity.
There are, however, interesting cases which are not covered by Lemma 1.6.3 directly but where it is possible to reduce to Lemma 1.6.3 by a homeomorphism, by Theorem 1.6.1: Lemma 1.6.4 a) Suppose that Y is smooth and non-degenerate at infinity. By changing the coefficients of g 1 , . . . , g k we may obtain a homeomorphic variety Y 1 for which the intersections with all orbits are non-degenerate. b) Suppose that F is complete and that Y admits a decomposition into smooth complete intersections which are non-degenerate at infinity. Then the same conclusion as in a) holds.
Differential forms and Euler characteristics
2.1 . Let g 1 , . . . , g k and G 1 , . . . , G k be chosen as in section 1.3. Let us suppose that F is complete. We assume that the condition (**) of the end of section 1.2 is fulfilled. Let Y be correspondingly defined. We assume that Y is a complete intersection, in fact it is sufficient to assume that Y ′ is a complete intersection (see Lemma 1.3.2).
Before looking at the cohomology of differential forms let us consider the cohomology of π * O X ′ . In particular we will compute χ(Y, O Y ). Note that we can renounce here to the assumption that we have a simplicial fan! We can extend the action of (C * ) r on X ′ to an action of (C * ) r × (C * ) m , where the action of (C * ) m corresponds to the canonical action on C m . The corresponding characters are given by (s, q) ∈ Z r × Z m . This will lead to a finer graduation and a refined Poincaré series for S = O X ′ .
Let σ ∈ F be generated by p 1 , . . . , p l .
Proof: The only possible elements of H 0 (X σ ′ , O X ′ ) (s,q) are of the form cζ
For the higher cohomology groups we have of course, X σ ′ being affine:
Let us introduce the following formal Laurent series in the variables x 1 , . . . , x r , t 1 , . . . , t m :
Let σ 1 , . . . , σ l be the maximal (i.e. m-dimensional) cones in F . Then we have an open affine covering X σ ′ 1 , . . . , X σ ′ l of X ′ which we can use in order to compute cohomology.
In particular, putting
Let H(s, q) be the coefficient at x s t q in the series P (x, t), i.e.
For i = 1, . . . , l let J i ⊂ {1, . . . , r} be defined as follows: σ i is generated by the p j with j ∈ J i . Then σ j 1 ∩ . . . ∩ σ jν is generated by the p j with j ∈ J j 1 ∩ . . . ∩ J jν . By Lemma 2.1.1 the coefficient of
Now let I be a subset of {1, . . . , r} and ν > 0. Then let m I,ν be the number of all subsets K of {1, . . . , l} having ν elements , for which the intersection of all J κ , κ ∈ K, is contained in I. Furthermore let χ I := ν>0 (−1) ν−1 m I,ν . Then:
Let I be a subset of {1, . . . , r} and s ∈ Z m . Then let n I,s be the number of all q ∈ Z m with < p j , q >≥ −s j ⇔ j ∈ I, j = 1, . . . , r, i.e. n I,s := {q | I = I s,q }.
Since X is complete the vector spaces
Proof: a) By induction on j = 0, . . . , k:
For j = k we obtain the assertion.
b) follows from a).
In particular, this gives #Y if dim Y = 0 and the hypothesis of Lemma 1.3.3b) is fulfilled.
2.2. Now let us turn to differential forms. Therefore we want to work with manifolds or at least V -manifolds.
Therefore we suppose in this section from now on that the hypothesis of Lemma 1.3.3 is fulfilled.
In particular let F be a simplicial fan chosen as in §1, F complete. Let Y ⊂ X F be accordingly defined. Then Y is a compact V -manifold which is a complete intersection.
We consider algebraic differential forms in the sense of Zariski, cf. [O] . First let us look at 1-forms. Let Ω 1 X be defined as follows: If X is smooth it is defined as usual. If X is quasi-smooth let i : X 0 → X be the inclusion of the regular locus X 0 , and let Ω
. Note that the holomorphic analogue would be the sheaf of weakly holomorphic 1-forms. The reason for this modification will be clear from Theorem 2.2.1.
Similarly let Ω 1 X ′ be the sheaf of regular algebraic 1-forms on X ′ := X F ′ . The action of the torus (C * ) r on X ′ induces corresponding actions on the cohomology groups.
Furthermore, the action of the torus leads to vector fields D 1 , . . . , D r on X ′ :
Theorem 2.2.1:
Taking care of the grading we get i * ((
Lemma 2.2.2: For ρ = 1, . . . , r we have an exact sequence
Proof: We need only show that the mapping induced by D ρ is surjective. Here it is sufficient to work with
So let us look at the case ρ ∈ {i 1 , . . . , i l }. Note that l ≤ m and there are j 1 , . . . , j l such that det (p ij ) i=i 1 ,...,i l ,j=j 1 ,...,j l = 0. So we can find
p ij ψ j = 0 for i = 1, . . . , r, i = ρ and φ ρ − m j=1 p ρj ψ j = h. In fact, the ψ j , j = j 1 , . . . , j l are arbitrary (e.g. 0). Then, putting
Note that we can associate to Ω 1 X ′ a Poincaré series: Let S be an arbitrary equivariant coherent sheaf on X ′ , for instance S = Ω 1 X ′ . Then π * S is equipped with a grading:
. So the grading of π * S induces a grading of H j (X ′ , S). Since each (π * S) s is a coherent O X -module the vector space H q (X ′ , S) s is finite dimensional and we can consider the Euler characteris-
So we can finally define the formal Laurent series
In particular, we can look at S := Ω 1 X ′ . Then we will see:
2.3. Now let us look at alternating differential forms:
Note that Ω p X ′ and Ω p Y ′ are equivariant coherent sheaves.
Let
Proof: Note that Ω 1 X ′ is generated by dζ 1 , . . . , dζ r ,
When we pass to a complete intersection we lose the grading with respect to q, so we put t 1 = . . . = t m = 1.
Proof. By induction on j one shows for j = 1, . . . , k:
. This is because of the exact sequence
. This is due to the exact sequence
Proof. For ρ > 0 we have an exact sequence
In particular, we get Proposition 2.2.3.
The use of the Poincaré series made a compact formula possible, for the actual computation the Hilbert function seems to be more useful:
In the case Y = X we can derive more exactly:
2.4. Now let us look at symmetric instead of alternating differential forms.
To indicate this we writeΩ instead of Ω. SoΩ
where S p denotes the p-th symmetric tensor power.
Lemma 2.4.1:
(1−yx 1 )...(1−yxr)(1−y) m , cf. Lemma 2.3.2. For j = k we obtain the assertion.
Lemma 2.4.3:
Proof. We have an exact sequence
In the case Y = X we obtain more exactly:
. 2.5. Furthermore let us look at differential forms without any symmetry condition. Instead of Ω we writeΩ now, soΩ
First we have by induction:
Lemma 2.5.1:
For p = 0 cf. Proposition 2.2.5. In order to prove the induction step we show:
Lemma 2.5.3:
Finally we use the exact sequence 0
Lemma 2.5.4:
In particular, we get Proposition 2.2.3 again.
In the case Y = X we have an additional grading and obtain in the same way as before:
Theorem 2.5.6: χ(X,Ω p X ) q is the coefficient at x 0 y p t q in P (x,t) 1−y(x 1 +...+xr+m−r) .
2.6.
As an example let us take the case of complete intersections in weighted projective spaces. Let w 1 , . . . , w m be positive integers which are relatively prime. Then we have a corresponding grading for R := Spec C[z 1 , . . . , z m ]: R = ⊕ t≥0 R t , where R t is spanned by the monomials z j 1 1 · · · z jm m with w 1 j 1 + . . .+w m j m = t. Then P (w 1 ,...,wm) = P roj R is the corresponding weighted projective space. The transcendental topology gives
In fact, weighted projective spaces are toric varieties. It is easy to proceed as follows: Let w 0 := 1. Then P (w 0 ,...,wm) can be identified with X = X F where F consists of all cones in R m which are generated by at most m of the vectors p 0 , . . . , p m , where p 0 = (−w 1 , . . . , −w m ) and p j = e j , j = 1, . . . , m. The fan is complete and simplicial but not necessarily regular, so X is compact and quasi-smooth. Furthermore, let σ 0 be the cone spanned by p 0 , then X ∩ O σ 0 ≃ P (w 1 ,...,wm) .
Let P (x) be defined as in section 2.1. We want to calculate P (x). Let σ j be the cone generated by p 0 , . . . , p j−1 , p j+1 , . . . , p m , so J j = {0, . . . , j − 1, j + 1, . . . , m}. If I is a subset of {0, . . . , m} having µ elements we have J Now the number of all q such that < p j , q >≥ −s j , j = 0, . . . , m is by definition equal to n {0,...,m},s . We have the following formula:
Lemma 2.6.1: The number of all q such that < p j , q >≥ −s j , j = 0, . . . , m is n {0,...,m},s = res 0
Proof: We develop the function which appears on the right hand side in a Laurent series: On the other hand, the number of all q such that < p j , q >< −s j , j = 0, . . . , m is equal to the number of all q ′ such that < p j , q ′ >≥ s j + 1, j = 0, . . . , m, i.e.
1 − x wm as one sees using the substitution ξ = x −1 and Lemma 2.6.1. So we get, with res 0,∞ := res 0 + res ∞ : Lemma 2.6.2:
The following result will be useful:
Lemma 2.6.3: If Q(x 0 , . . . , x m ) is a Laurent series, the coefficient in
1−x wm Q(x, x w 1 , . . . , x wm ). (1, z 1 , . . . , z m ), d 0i := d i and d li := 0, l = 1, . . . , m, we can apply section 1. Note that Y is a quasi-smooth complete intersection as soon asg 1 , . . . ,g k define a complete intersection with an isolated singularity. By the previous results we get:
We can also treat complete intersections in quasi-projective spaces, passing to Y ∩ O σ 0 : look at the complete intersection defined by z 0 , g 1 , . . . , g k . In this way it is easy to see that Theorem 2.6.4 holds without the assumption that w 0 = 1 provided that w 0 , . . . , w m are relatively prime. In particular part a) proves then a formula which was announced in [H1] .
Computation of Hodge numbers
3.1. Recall that the cohomology of an algebraic variety Y is equipped with a canonical mixed Hodge structure, according to Deligne [D] : On H j (Y ; C) we have an increasing filtration W and a decreasing filtration The aim of section 3 is to compute the Hodge numbers h pq for compact quasi-smooth varieties Y which admit a decomposition into smooth complete intersections which are non-degenerate at infinity.
As we will see, the essential step is to calculate the numbers e pq for nondegenerate complete intersections in tori. But first we argue as follows:
So it is sufficient to calculate the numbers e pq c for smooth toric complete intersections which are non-degenerate at infinity. So it is sufficient to calculate the numbers e pq (Y ), Y being defined as in section 1, provided that the coefficients involved are chosen generically. This means that we fix M 1 , . . . , M k and choose the coefficients a iq generically. It is now no longer important that Y should be a smooth complete intersection which is non-degenerate at infinity. 
(perhaps with a different k) and the coefficients of g 1 ≡ 0, . . . , g k ≡ 0 are chosen generically. For the sake of completeness we note Corollary 3.1.2: The numbers e pq (Y * ) depend only on the supports of g 1 , . . . , g k if g = (g 1 , . . . , g k ) is non-degenerate.
So it is sufficient to compute the numbers e pq (Y * ).
3.2. Now let us compute the numbers e pq c for Y * = {z ∈ (C * ) m | g 1 (z) = . . . = g k (z) = 0} where g = (g 1 , . . . , g k ) is non-degenerate. Because of section 3.1, we may suppose that for all 1 ≤ i 1 < . . . < i s ≤ k the mapping (g i 1 , . . . , g is ) is non-degenerate, too. In fact, the proof in [D-K] needs this assumption too, without being mentioned explicitly.
By induction on m and -for fixed m -on k let us calculate the numbers e pq (Y * ).
Induction step: We distinguish the cases dim ∆ < m and dim ∆ = m, where ∆ is the convex hull of supp g 1 + . . . + supp g k .
If dim ∆ < m, we may reduce to the case of a torus of smaller dimension, using Künneth formula.
So suppose that dim ∆ = m. Let F 0 be the dual fan to ∆,Ỹ = {z ∈ (C * ) m | g 1 (z) · . . . · g k (z) = 0} Then we have the following Lefschetz theorem: Proof. There is an ample sheaf S on X F 0 associated with ∆, see [O] Theorem 2.22, and g 1 ·. . .·g k can be interpreted as a section of S, so X F 0 \{g 1 ·. . .·g k = 0} is affine. Therefore there is a fundamental system of neighbourhoods U of {g 1 · . . . · g k = 0} in X F 0 such that the pair ((C * ) m , (C * ) m ∩ U) is (m − 1)-connected. Because of the nondegeneracy assumptionỸ is a deformation retract of (C * ) m ∩ U. So we get the assertion.
There are other versions of Lefschetz theorems for the torus, see [Ok] .
So we get:
Lemma 3.2.2: e pq (Ỹ ) = e pq ((C * ) m ) für p + q < n := m − k.
Proof. Assume that p + q < n. Since g 1 · . . . · g k = 0 defines a divisor with normal crossings in (C * ) m , Gr Now we can compute the cohomology ofỸ by a spectral sequence which involves the cohomology of the spaces (C * ) m ∩ {g i 1 = . . . = g is = 0} with 1 ≤ i 1 < . . . < i s ≤ k. In particular we obtain Lemma 3.2.3: e pq (Ỹ ) = s>0,1≤i 1 <...<is≤k (−1) s−1 e pq ((C * ) m ∩ {g i 1 = . . . = g is = 0}).
By induction the numbers e pq ((C * ) m ∩ {g i 1 = . . . = g is = 0}) with s < k are known. Using Lemma 3.2.2 we obtain the numbers e pq (Y * ) with p+q < n.
By duality we get e pq c (Y * ) for p + q > n. 3.3. As we have seen in the examples the method described above can lead to complicated calculations. In special cases, however, shortcuts can reduce the labour consideraby.
In fact, the examples above belong to a class of examples which can be treated much more easily: complete intersections in weighted projective cases. The results have already been announced in [H1] . They generalize the calculation made by Hirzebruch [Hi2] Theorem 22.1.1 for complete intersections in projective space -in fact he assumed that the participating hypersurfaces are smooth, too, which is not true in Example 3.2.4. Numerically, however, this plays no role, as one sees by some deformation argument.
Let X := P w , w = (w 0 , . . . , w m ). Let Y be a complete intersection in X of dimension n. Then we have a Lefschetz theorem for rational cohomology:
Lemma 3.3.1: The mapping H j (X; Q) → H j (Y ; Q) is an isomorphism for j < n and injective for j = n. 
Now Lemma 3.3.1 implies that h
pq (Y ) = δ pq for 0 ≤ p ≤ n, 0 ≤ q ≤ n, p + q = n. So we get all h pq (Y ) as soon as we know e p (Y ), which can be computed using Theorem 2.6.4. Examples: Examples 3.2.4-3.2.6 can be treated much more easily by this method.
Another simple case is dim Y ≤ 1. Note Y is smooth because Y is a Vmanifold and that we have h 00 (Y ) = b 0 (Y ) = number of connected components of Y , which settles already the case dim Y = 0. In the case dim Y = 1 it is therefore sufficient to compute the numbers e p (Y ), using Theorem 2.3.5.
