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2Abstract
The ultimate aim of research into computer vision is designing a system which interprets
its surrounding environment in a similar way the human can do effortlessly. However, the
state of technology is far from achieving such a goal. In this thesis different components of
a computer vision system that are designed for the task of interpreting man-made scenes,
in particular images of buildings, are described. The flow of information in the proposed
system is bottom-up i.e., the image is first segmented into its meaningful components and
subsequently the regions are labelled using a contextual classifier.
Starting from simple observations concerning the human vision system and the gestalt laws
of human perception, like the law of “good (simple) shape” and “perceptual grouping”, a
blob detector is developed, that identifies components in a 2D image. These components
are convex regions of interest, with interest being defined as significant gradient magnitude
content. An eye tracking experiment is conducted, which shows that the regions identified
by the blob detector, correlate significantly with the regions which drive the attention of
viewers.
Having identified these blobs, it is postulated that a blob represents an object, linguistically
identified with its own semantic name. In other words, a blob may contain a window a
door or a chimney in a building. These regions are used to identify and segment higher
order structures in a building, like facade, window array and also environmental regions
like sky and ground.
Because of inconsistency in the unary features of buildings, a contextual learning algorithm
is used to classify the segmented regions. A model which learns spatial and topological
relationships between different objects from a set of hand-labelled data, is used. This
model utilises this information in a MRF to achieve consistent labellings of new scenes.
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8Chapter 1
Introduction
Nowadays, one is able to sit in front of his/her computer and virtually explore the street
views of various cities around the world from New York and London to Tokyo and Mel-
bourne, using freely available facilities provided by Google Earth. This, of course, has
simplified the exploration of neighbourhoods at street level and can offer the prospective
visitor a preview of the location. It assists new businesses in planning their new opera-
tions, simplifies locating shops, hospitals, restaurants and also getting driving directions.
However, there are still several ways to improve this type of applications, by integrating,
for example, algorithms which automatically construct 3D models of the streets and build-
ings using the street view images, or identifying and recognising different objects in the
scene. For instance, automatically identifying the entrance to a building or counting the
storeys of a building may improve the performance of navigation systems. The automatic
construction of 3D models of buildings is very useful in urban planning, but currently
available 3D models are simply geometric constructs, with no semantic identification of
the depicted components. So, such city models cannot be used for automatic navigation
through them, identification of facilities or other tasks that require the use of specific
structures. For such applications, an intelligent system is required for interpreting the
urban scenes automatically, in a manner similar to that in which the human vision can do
naturally and effortlessly.
An interpretation module in the context of computer vision and human perception can
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be viewed as a multi-layer system with the layers being fully connected to each other.
The lower layers are more related to the low-level tasks such as feature extraction, seg-
mentation and mapping, whereas the higher layers correspond to high-level tasks such
as object recognition, categorisation, event recognition and situation assessment. Based
on this realisation, two types of interpretation system have been introduced in the lit-
erature: 1) Bottom-up interpretation systems, in which the information flows from the
lower levels to the higher levels. These models are justified by the feed-forward theories
on the visual cortex in the human vision system. In this type of system the aim is to
assign semantic labels to the features or regions which are identified by an unsupervised
image processing module (like edge detectors, homogeneous region detectors and image
segmenter). The semantic labels are subsequently assigned to the identified regions using
logic based rules [1] [2] [3] [4] [5], probabilistic models [6] [7] and also more recently a com-
bination of probabilistic models and logic rules [8]. 2) Top-down interpretation in which
higher level knowledge guides the lower-level task. These models are based on theoretical
arguments and biological evidence which indicate top-down information should be used
to guide low-level vision tasks. In this type of system general knowledge, domain specific
knowledge and image specific knowledge (contributed interactively by a human collabora-
tor) are used for the low level tasks like segmentation. Some works in this domain can be
found in [9] and [10]. In addition, recently, researchers have become interested in designing
models in which the flow of information between low levels and high levels should become
bi-directional [11] [12].
The focus of this thesis is engineering a new “bottom-up” intelligent system for learning
to interpret images of buildings which are taken from the ground view. Interpretation is
defined as identifying and recognising different objects in a scene. Interpreting building
scenes has the same challenges as any other task of learning to recognise visual objects
(as opposed to recognising words, sounds, actions or situations). In addition, building
structures are much less consistent in their shapes, colours, textures and locations of their
parts. This is mainly due to cultural, functional and aesthetic factors influencing architec-
ture. For instance, conventional models of object detection methods use a sliding window
across the image and apply a binary classifier at each window to detect the presence or
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absence of the desired target object. While this approach has been successfully applied
to detecting objects which are rigid (consistent in low level features like shape, texture
and colour) such as faces and cars and even pedestrians, it is inappropriate for detecting
buildings or its subparts, in a scene as the buildings are not consistent in shape and colour.
This implies the need of designing new strategies for interpreting this type of image.
The first and foremost problem in learning tasks is the segmentation of the components
that are to be learnt by an intelligent system. It is very likely that segmentation and
learning the identity of the components is probably taking place simultaneously in the
human brain, but this is very difficult to emulate in computer applications, as it bridges
several steps between the raw data and the semantic level. Starting from simple obser-
vations concerning the human vision system and the gestalt laws of human perception,
like the law of “good (simple) shape” and “perceptual grouping”, we developed a blob
detector that identifies components in a 2D image. These components are convex regions
of interest, with interest being defined as significant gradient magnitude content. Similar
to the overt attentional mechanism of the human vision system which is considered to be
at the lowest level of interpretation in the human perception, the identified blobs in this
model are considered to be the lowest level of interpretation in the proposed interpretation
system.
Having identified these blobs, we may make the jump and postulate that a blob represents
an object, linguistically identified with its own semantic name. In other words, a blob
may contain a window a door or a chimney in a building. We may then make use of these
regions to identify and segment higher order structures in a building facade. By higher
order structures, we mean aggregates like “Window Array”, the “Facade” and “Roof”,
with aggregates being defined as entities which contain smaller parts. For instance, a row
of windows constitutes a window row, the facade consists of windows, doors, balconies etc.
and the roof may contain chimneys and dormers.
Finally, the identified regions are classified using a contextual based classifier. As men-
tioned earlier, because of inconsistency in shape, texture and colour of buildings and their
parts, recognition cannot be done with conventional pattern recognition methods, i.e. with
the help of textural, colour or shape features of segmented regions and the help of a good
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classifier. Instead, context should play a more significant role in the task, since most
buildings and their parts have common spatial arrangements. For example, a facade is
located above the ground and below the sky, a door is located at the top of stairs and
inside a facade, a roof is above the facade, etc.
This thesis is structured as follows: Chapter 2 describes an image processing scheme which
extracts busy convex blobs in an image distinct from their surrounding. In this scheme
we combined a non-linear smoothing algorithm (known as Toboggan enhancement) with
a linear smoothing algorithm and morphological operators in order to extract busy parts
of a building scene.
Chapter 3 presents an eye tracking experiment in which we compare the gazed regions
with the extracted blobs. We show that the extracted blobs correlate in a statistically
significant way with the regions that attract the attention of most viewers when the view-
ers are in investigative mood. In the same experiments we also validate the performance
of the saliency model of Itti et.al [13]. These experiments show that the investigative
mood vision is affected both by the pre-attentive vision (modelled by saliency) and by the
components of the image with semantic content.
Chapter 4 shows a technique for retrieving missing subparts of a building which were not
detected by the blob detector, by assuming that a building scene often includes a set of
repeated prototypes. For this, we first investigate the existence of a prototype from the
extracted regions and subsequently search the original image again to discover regions that
were missed in the first stage of processing. Using the discovered prototype, we generate
hypotheses for the other possible regions of interest. We employ some similarity measures
to verify or reject the existence of the generated hypotheses.
In order to have a more complete low-level interpretation of images of buildings, identi-
fying pixels which belong to the facade is also essential. In addition, identifying regions
which contain “Sky” “Ground” and “Foliage” can be useful for higher levels of interpreta-
tion, especially when contextual information is intended to be incorporated in the higher
interpretation modules. Chapter 5 describes the technique for addressing this problem.
For segmenting the facade we propose a probabilistic segmentation model based on the
colour models which are approximated from the identified blobs. Further, we use a combi-
1. Introduction 12
nation of an inpainting algorithm and mean shift algorithms to segment other parts of the
environment, like sky and ground. Later, in the same chapter, we integrate the segmented
regions and blobs into a single map in order to present it as a low-level interpretation to
the next part of the algorithm in which the regions are labelled.
Chapter 6 presents a contextual learning algorithm which is used for classifying the seg-
mented regions. For this, we use a model which learns spatial and topological relationships
between different objects from a set of hand-labelled data and it utilises this information
in a Markov random field (MRF) model to achieve a consistent labelling of new scenes.
The MRF is defined not over a pixel array, but over the set of regions that correspond
to objects. From training data the system learns a set of prototypes and the probability
distribution over labels for a region, given the objects in its local neighbourhood. These
supply the conditional probabilities that define the MRF and are used during an iterative
relaxation scheme to find a probable realisation given the structural relationships observed
in a new scene. Finally, in Chapter 7 we summarise and discuss various directions which
may improve the proposed interpretation scheme.
In summary, the original contribution of this thesis, is in the system level, since we engi-
neered a “bottom-up system” for interpreting images of man-made scenes, namely, building
structures. For this we designed an image processing algorithm for segmenting the scene
into meaningful regions and subsequently classified the regions on the basis of context.
Papers which have been published and submitted in accordance to the present thesis are
as follows:
Journal Paper:
• M. Jahangiri, M. Petrou. Investigative Mood Visual Attention Model. Journal of
Computer Vision and Image Understanding, Elsevier. (Under Review)
Conference Proceedings:
• M. Jahangiri, M. Petrou. An Attention Model for Extracting Regions that Merit
Identification. In Proceedings of the IEEE International Conference on Image Pro-
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cessing (ICIP 2009), Cairo, Egypt, November, 2009.
• M. Jahangiri, M. Petrou. Fully Bottom-Up Blob Detection in Building Facades. In
Proceedings of the 9th International Conference of Pattern Recognition and Image
Analysis: New Information Technologies (PRIA 2008), Nizhny Novgorod, Russian
Federation September, 2008.
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Chapter 2
Blob Detection
2.1 Introduction
The most interesting parts of an image are those that contain some variation i.e. some
local texture. For example, eye tracking experiments have shown that the gaze of the
viewer when looking at a face is attracted by the eyes and the mouth and far less by the
cheeks which are in comparison flat areas [14]. In general, parts of an image that may
contain interesting structures and may require interpretation are those where the image
gradient shows significant spatial variation. Flat regions are hardly informative on their
own. In an automatic system of interpretation, therefore, a mechanism is required to draw
attention of the system to those parts of the image that are most likely to contain useful
or meaningful information. This mechanism should not be scale or colour sensitive and it
should be such that regions of interest may be easily identified in its output in the form
of “blobs”, by a simple thresholding. Based on these ideas, a methodology for region of
interest extraction based on the calculation of local gradient magnitude at various scales
is proposed.
We wish to stress here that the regions of interest extracted by this module, are not the
same as those that would attract the attention of the viewer at the pre-attentive stage.
Those regions of interest tend to be salient points that are distinct from their surroundings
and depend on mechanisms having a lot to do with animal survival skills: a fast moving
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object in our direction, a green maggot on a red fruit, a red fruit in green foliage. Further,
we are not interested in identifying maximally stable features [15] or characteristic parts
of objects in order to detect the presence of certain objects in a scene [16]. Our purpose
is not to define the presence or absence of a specific object or to solve the correspondence
problem like the above mentioned references do. It is to extract the regions in an image
that merit further analysis by a higher level interpretation module.
Based on these ideas, in this chapter we present a methodology for identifying blobs in
images. These blobs may include the subparts of a building like windows, doors, chimneys,
a person in a room or a car in the street. This chapter is structured as follows. Section 2.2
describes similar techniques that have been proposed in the literature related to various
types of the so called blob detectors is reviewed. Section presents 2.3 the methodology for
extracting blobs in a scene. Section 2.4 reports on the performance of the blob detector
in the application of detecting subparts of buildings. Finally, we summarise and conclude
in section 2.5.
2.2 Literature Survey
“Blob” in the computer vision literature refers to points and/or regions in the image that
are either brighter or darker than their surroundings [17]. In some applications “blobs”
are already the desired objects to extract (eyes, particles, cells), however, in other systems,
blobs are used as input for higher levels of reasoning, e.g. for facade interpretation or car
detection.
There is an extensive work in the literature for extracting blobs in the images. These can
be can categorised as follows [18].
Matched filters/template matching: These methods are not robust to shape defor-
mations, therefore, their applicability is limited.
Watershed detection Blobs can be characterised by a quite homogeneous interior
which is surrounded by a boundary edge. The basic idea of watershed segmentation is to
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consider the regions to be extracted as catchment basins in topography. The watershed
lines are then the boundaries of catchment basins. Such kinds of structures can be ex-
tracted by the so called watershed algorithms [19]. The main disadvantage of this approach
is that it is highly sensitive to noise and it will usually result in over-segmentation.
Blob detection through scale space: There have been extensive efforts toward this
category of blob detection. Laplacian of the Gaussian (LoG) [17] is one of the first and
most common blob detectors in sthe literature. The DoG (Difference of Gaussian) blob
detector, which is in essence similar to the LoG, is the basis of the well known feature
extraction procedures known as the SIFT features [16]. The determinant of the Hessian
(DoH) matrix is another blob detector which was proposed in [17]. The hybrid Laplacian
and determinant of the Hessian operator (Hessian-Laplace) was proposed in [20]. In this
approach authors used the determinant of the Hessian to choose the location of the blobs.
The scale of each blob was then selected by using the scale-normalised Laplacian.
Maximally stable extremum regions (MSER) [15] can also be considered as another case
of blob detection, used for extracting descriptors that are robust under perspective trans-
formations. The authors of [15] studied level sets in the intensity landscape and measured
how stable these were along the intensity dimension. Based on this idea, they defined a
notion of maximally stable extremum regions. Although some of the blob detectors in-
troduced in this category show good invariance to some image transformations, that may
be useful for the tasks of matching, object recognition, tracking etc, they do not contain
much information if one wants to use context or object distribution in a classification task.
Structure tensor analysis: [21] [22]. In these methods, potential interest points
are detected by analysing and thresholding the eigenvalues of the structure tensor. This
method has the limitation of extracting circular structures only.
Biologically inspired region detectors: In order to extract interesting regions, some
works [13] [23] [24] try to simulate the human visual search strategies. In [13] a map known
as saliency map is built from the early visual features which are assumed to be colour,
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orientation and intensity. In another model [24] the authors proposed a feature extraction
scheme for the task of object recognition by simulating the cortex-like mechanisms. In
this technique the authors make use of Gabor filters at different scales and sizes to provide
a model of simple receptive fields. The authors in [24] claimed that their feature extrac-
tion procedure is more selective in comparison with other feature extraction procedures.
Therefore, better scene classification results may be obtained.
In this chapter we propose a blob detector which is inspired from the human brain but not
from the Ganglion cells of the retina which act as spot detectors. We are rather inspired
by the Ganglion cells of the V1 region that act as line and edge detectors. In contrast
to [13] this model does not include colour as one of the pre-attentive features: We are
interested in identifying a door for further interpretation either it is red or blue, and we
are not interested in interpreting first a red door that sticks out more prominently in a
yellow wall than a white door does. So, we are not ranking the extracted regions in any
sense of saliency. Such a strategy may result in extracting regions which merit further
analysis by higher levels of interpretation.
2.3 Methodology
Steps of the proposed methodology for extracting blobs in colour images are shown in
figure 2.1. In this method we wish to identify regions of interest on the basis of the
variation they show, irrespective of colour and scale. The human vision system makes
use of the output of Ganglion cells that are designed to estimate the first and second
spatial derivatives. The response of such cells may be modelled by the first and second
derivatives of a Gaussian. The use of derivatives of Gaussian has dual purposes: such
filters smooth and differentiate at the same time. Smoothing is linear as these filters are
linear. However, it is possible that alternative smoothing techniques to be applied before
differentiation. We propose, therefore, here to use a combination of an edge preserving
smoothing followed by Gaussian based filters. We shall then show the advantage of
using the edge-preserving smoothing in the application of detecting subparts of buildings.
Furthermore, as we wish to measure local structure independent of colour, we apply
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Considering the bounding boxes of all the extracted 
Taking the maximum over the colour channels at each scale.
 Adding the outputs of all scales.
component analysis. Removing less prominent regions
Thresholding. Mathematical morphology, Connected
regions as the regions of interest.
Toboggan enhancement for colour images
Input Image
Applying a combination of Gaussian filters at different scales
Figure 2.1: The block diagram of the proposed algorithm for extracting blobs
these operators in each colour band separately and take the maximum response of all
three bands for each combination of filters. Finally, as we are not interested in any
particular scale, the filters of various sizes are applied, just like the human vision system
does, having cells that work at a variety of scales. Once all these filter outputs have
been computed, their values are added, to produce the final output which is expected to
highlight the regions of interest where an interpretation module should be directed.
Having constructed a Gradient map based on the combination of the edge preserving
smoothing and a combination of Gaussian kernels, in which the various regions have
been enhanced appropriately, a thresholding algorithm is applied and a binary map is
estimated. The connected components in this binary map are often composite, highly
irregular and concave. Therefore, it is essential to separate the convex and regular
regions from the concave and highly irregular parts. For this we employed morphological
operators and connected component analysis techniques to distinguish and separate
regular parts from irregular regions.
For improving the extraction performance when blobs overlap with each other the regions
which are less prominent in comparison with the other ones, are deleted using the
constructed interest map. In the final stage the bounding boxes of the extracted binary
regions are considered as the regions of interest.
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In the following sections steps of the block diagram shown in figure 2.1 are described in
more details.
2.3.1 Toboggan Edge Preserving Smoothing
The input colour image may be smoothed and have its contrast enhanced via an algo-
rithm which was proposed in [25] and known as Toboggan contrast enhancement.
This technique is used for generating connected edges and connected subregions. Basi-
cally, the reason for using this algorithm is to create well-defined borders for the various
regions. In other words, we expect benefits from this pre-processing step in terms of en-
hanced regions which are affected by blurring. As an example, let us consider the image
shown in figure 2.2-a. It can be seen that the borders of the window are blurred (ramp
Figure 2.2: a) Image of a window before enhancement. b) After contrast enhancement
edges). After applying the contrast enhancement algorithm, the image shown in figure
2.2-b is obtained. From this image it can be seen that the ramp edges are transformed
into step edges, and the colour variation of the window area has become lower.
The Toboggan contrast enhancement algorithm consists of two main steps which are
smoothing and inheritance. The inheritance algorithm, which was used in [25], is
designed for grey images, however, we modified it to be suitable for colour images as well.
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Smoothing: The Inheritance algorithm can be quite sensitive to small details, in par-
ticular noise. To eliminate the effect of noise, the original image should be smoothed by
a linear operator. In order to smooth the image, we use the Gaussian kernel. As the
Gaussian kernels are separable, the image is first convolved with a one dimensional Gaus-
sian kernel along the x direction and the output is convolved along the y direction. The
smoothed image is stretched by applying a linear operator that maps the minimum value
to 0 and the maximum value to 255.
Inheritance: In some image processing algorithms (like adaptive smoothing) the grey
value at each pixel p is replaced by a weighted average of the grey values in the 9-
neighbourhood of p. In the inheritance algorithm this concept is radicalised and the
grey value at pixel p is replaced by one of the grey values in its 9 neighbours. In other
words, pixel p inherits the grey value of one of its 9 neighbours. As an example, if pixel
p1 inherits from pixel p2, and p2 inherits from p3, then ultimately p1, p2 and p3 would all
inherit the value originally at p3. The main question in the inheritance algorithm is to
p1p2p3
Figure 2.3: p1, p2 and p3 would all inherit the value of p3
decide which pixel inherits from which pixel. In Toboggan enhancement a pixel is
the ultimate ancestor of a set of pixels if it is a local minimum in the gradient
magnitude domain. For clarification, let us define the output image as T , the input
image1 as I and the gradient magnitude of I as G. The inheritance algorithm consists of
the following steps.
1. Define a matrix T with dimensions equal to image I and initialise its components to
−1.
2. Calculate Gx by convolving I with kernel S, where S is defined as:
1The smoothed version of the original image
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S =

1 0 −1
2 0 −2
1 0 −1

and Gy by convolving I with the transpose of kernel S.
3. Let G(i, j) = G2x(i, j) +G
2
y(i, j)
4. for i = 1, 2, · · · ,M (M is the height of the image) do
for j = 1, 2, · · · , N (N is the width of the image) do
5. if T (i, j) (the pixel value at coordinate [i, j] of matrix T ) is equal to −1, go to the
next step, otherwise go to the previous step and continue until all pixels of matrix
T inherit a value from image I.
6. Consider the following matrix.
To =

G(i,j)−G(i−1,j−1)√
2
G(i, j)−G(i− 1, j) G(i,j)−G(i−1,j+1)√
2
G(i, j)−G(i, j − 1) 0 G(i, j)−G(i, j + 1)
G(i,j)−G(i+1,j−1)√
2
G(i, j)−G(i+ 1, j) G(i,j)−G(i+1,j+1)√
2
 (2.1)
Find the maximum value of matrix To and let [i1, j1] be the pixel coordinate where
To is maximum. In other words [i1, j1] = argmaxTo. It should be noted that this
location is with respect to the original image coordinate system.
7. If [i1, j1] was not the same as [i, j], then store [i, j] in the memory stack and replace
i← i1 and j ← j1 and go to the previous step; otherwise all of the pixels of T which
are stored in the memory stack will inherit value I(i1, j1). In other words, I(i1, j1)
is the ultimate ancestor of all pixels which are stored in the memory stack.
In figure 2.4 a row of an image matrix before and after enhancement is depicted. It can be
seen that the ramp edges in the original image are transformed into step edges, and noisy
structures are eliminated in the transformed signal. As a result, edges become stronger
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and the connectivity in the sub-regions is increased. For demonstration purposes, we run
different steps of this algorithm on a synthetic 6 × 6 image. The intermediate steps are
shown in figures 2.5-2.8.
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Figure 2.4: A row of an image and its enhanced version are plotted as 1D signals.
Toboggan enhancement for colour images In order to enhance colour images, three
bands (Red, Green and Blue) of the input image should be considered. The basis of
inheritance is the gradient magnitude of the input image. For this, we define an energy
function which is the basis of inheritance in all three bands simultaneously. This energy
function, E, is defined as:
E(i, j) =
√
|∇IR|2 + |∇IG|2 + |∇IB|2 (2.2)
where ∇ is the gradient operator, IR, IG and IB correspond to the RGB colour bands of
image I. In this technique we used E to find the ancestor of a pixel, say p. In other words,
the pixel at location p in all three bands, inherits the value of the corresponding band at
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Figure 2.5: The first three phases of the inheritance algorithm which is applied to
a synthetic image, are shown in this figure. The original image and its gradient are
shown at the top of this page. It should be noted that a pixel inherits its value from
one of its 9-neighbours by considering the gradient values of them. (The borders of
the synthetic image are not processed)
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Figure 2.6: Steps four to six. The original image and its gradient are also shown at
the top of the page for the ease of tracking the procedure of inheritance. (The borders
of the synthetic image are not processed)
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Figure 2.7: Steps seven to nine. The original image and its gradient are also shown
at the top of the page for the ease of tracking the procedure of inheritance. (The
borders of the synthetic image are not processed)
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Figure 2.8: Steps nine to eleven. The inheritance algorithm will be stopped when all
of the Toboggan matrix have a value but −1. In this case, the inheritance algorithm
is repeated for 25 times. The final enhanced matrix is shown in this figure. (The
borders of the synthetic image are not processed)
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location q, where q is found by the energy function which is defined by equation (2.2).
2.3.2 Gaussian Kernel design
The discrete Gaussian kernels which we use are defined as:
gσ (n) = e
−n2
2σ2 |n| ≤M1 (2.3)
g′σ (n) = ne
−n2
2σ2 |n| ≤M2 (2.4)
g′′σ (n) =
(
n2 − 1
σ2
)
e
−n2
2σ2 |n| ≤M3 (2.5)
where σ is known as the scale (standard deviation) of the Gaussian function. The co-
efficients of the smoothing filter, equation (2.3), are normalised so their sum is equal to
1. This is a common characteristic for all smoothing filters, so that they leave the direct
component of the signal unchanged. The sum of the coefficients of the first and second
derivatives of the Gaussian kernel, equations (2.4) and (2.5), should be equal to zero, so
they produce zero responses when applied to a constant signal. So, the sum of the positive
coefficients of each filter is set to 1 and the sum of its negative coefficients to −1. The
number of coefficients of each filter is 2M1 + 1, 2M2 + 1 and 2M3 + 1, respectively. For
calculating M1, M2 and M3, the discontinuity, ǫ, created by the truncation of the kernels
has to be selected. For instance, the number of kernel coefficients used for designing gσ(n)
is 2M1+1, whereM1 is given by gσ(M1) ≃ ǫ, and similarly for the other kernels. It should
be noted that for fulfilling this constraint we first choose σ and from that we choose the
size of the kernel (M1, M2 and M3), so that the last value of each filter is less than the
chosen truncation error. A typical value of ǫ is 10−2.
Having designed these Gaussian kernels, they are convolved with each of the bands of the
image which was processed by the edge preserving smoothing, according to the following
procedure:
1. Gaussian smoothing along the x axis followed by the first derivative of the Gaussian
along the y axis.
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2. Gaussian smoothing along the y axis followed by the first derivative of the Gaussian
along the x axis.
3. Gaussian smoothing along the x axis followed by the second derivative of the Gaus-
sian along the y axis. of the output.
4. Gaussian smoothing along the y axis followed by the second derivative of the Gaus-
sian along the x axis.
5. The second derivative of the Gaussian along both axes.
Note that the first two filterings enhance edges along the x and y axis, respectively,
while, the third and fourth filterings are designed to enhance lines along the x and y axis,
respectively, while the fifth filtering enhances corners.
As we are not interested in the positive or negative edges, dark or bright lines and corners,
we first take the absolute value of all outputs. Furthermore, as we wish to measure local
structure independent of colour, we take the maximum response of all three bands for each
combination of filters. Finally, as we are not interested in any particular scale, various
sizes of filters are applied, just like the human vision system does, having cells that work
at a variety of scales. Once all these filter outputs have been computed, their values are
added, to produce the final output which is expected to highlight the regions of interest
where an interpretation module should be directed. Therefore, the filtered image, say P ,
in the proposed technique is constructed according to:
P (i, j) =
σ=s∑
σ=1
{
max
ch
(∣∣g′x,σ ∗ Ich ∗ gy,σ (i, j)∣∣)
+max
ch
(∣∣g′y,σ ∗ Ich ∗ gx,σ (i, j)∣∣)+max
ch
(∣∣g′′x,σ ∗ Ich ∗ gy,σ (i, j)∣∣)
+max
ch
(∣∣g′′y,σ ∗ Ich ∗ gx,σ (i, j)∣∣)+max
ch
(∣∣g′′y,σ ∗ Ich ∗ g′′x,σ (i, j)∣∣)} (2.6)
where, ∗ is the convolution operator, Ich(i, j) is the grey value of input image at pixel
(i, j) and colour band ch. Linear operators gα,σ, g
′
α,σ and g
′′
α,σ are the Gaussian based
filters (Gaussian function and its first and second derivatives) in the α direction and scale
equal to σ. The chosen scales are
(√
2,
√
2
2
, ...,
√
2
s
)
. This is because these scales have
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linear characteristics in the scale space [17]. In this application we used scales equal to(√
2,
√
2
2
,
√
2
3
)
and the truncation error is set to ǫ = 10−2. The size of each of the chosen
filters is according to table 2.1. The results of applying the Toboggan edge preserving
Scale Gaussian size First derivative size Second derivative size√
2 11× 11 11× 11 13× 13√
2
2
15× 15 17× 17 19× 19√
2
3
23× 23 23× 23 25× 25
Table 2.1: The size of the Gaussian kernels according to their scale
smoothing followed by the Gaussian based filterings on 2 sample images are demonstrated
in figure 2.9.
Figure 2.9: (a) Original images (b) Colour based Toboggan edge preserving smoothing
(c) The output of applying a combination of Gaussian based filters to the Toboggan
enhanced images, using equation (2.6).
2.3.3 Thresholding
In order to segment the enhanced regions of the constructed maps in section 2.3.2, a
thresholding technique is required. For this we utilised a fixed (global) grey-level threshold
for segmenting the map. In order to estimate a global threshold we use the cumulative
distribution function of the input map. The idea here is to identify the “knee” of the
cumulative distribution function (cdf) of the input map. For this we used the following
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steps:
1. Draw a line which connects the two ends of the cdf curve.
2. Find the point on the cdf curve with the maximum distance from the line.
3. The grey level which corresponds to the point obtained in step 2 is selected as the
global threshold.
These three steps are shown in figure 2.10. Pixels in the gradient map which their grey
values are above the chosen threshold are turned on and the remaining are turned off.
Results of applying this thresholding technique to the gradient maps are shown in figure
Figure 2.10: Thresholding technique for estimating a global threshold over the Gra-
dient map.
2.11.
2.3.4 Extracting and Selecting the Regions of Interest
The binarised map obtained in section 2.3.3 is the input to this part of the algorithm.
We utilise morphological operators and connected component analysis to extract and se-
2.3 Methodology 31
(a) (b)
Figure 2.11: (a) Input interest maps (b) Binary images which are obtained by using
global thresholding.
lect regions of interest. In our implementation a connected component should have the
following characteristics in order to be considered as a region of interest:
1. regions of interest tend to occupy a considerable area of the whole scene;
2. regions of interest are expected to be convex and regular blobs;
3. regions of interest are expected to consist of lines with different orientations, i.e. a
straight line is not considered to be a region of interest.
In order to fulfil the first condition, regions with area less than a threshold 1 are excluded
from the binarised map. We set this threshold to 5% of the image size.
For fulfilling the next condition a measure of regularity for a connected component is
defined as:
Regularity =
# {pixels ∈ (R ∩ C})
# {pixels ∈ C} (2.7)
1This threshold can be learnt from a set of hand segmented images
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where, C is the set of pixels that make up the boundary of the convex hull2 of the region,
and R is the set of pixels that make up the boundary of the region. Having calculated the
regularity value, regions with regularity more than a threshold are considered as regions
of interest. The effect of the regularity threshold on the performance of the blob detector
is investigated in the next chapter.
In order to investigate the third condition, different subparts of a connected region are
labelled according to their orientations. If a connected region consists of just one label
then that region is excluded from the regions of interest. For labelling a connected region
the concept of line support regions (LSR) which was introduced in [26] is used. Each
line-support region represents a candidate area for a straight line, since the local gradient
estimates share a common orientation. The steps which we used for labelling the pixels of
a connected region are:
• For every white pixel in the binary image consider a window around it of size say
M ×M .
• Consider only the pixels inside this window that are also white in the binary image.
For this subset of pixels, consider their gradient vectors, computed by using the
Sobel filter on the first colour band of the Toboggan enhanced image.
• Spatially average the x and the y components of these vectors. Let us call them Ix
and Iy.
• Compute an orientation from these averaged components using:
Orienatation = cos−1
 Ix√
I2x + I
2
y
 (2.8)
• Assign this orientation to the central pixel (the white pixel at the centre of the
window which was considered).
After identifying the orientations of all white pixels, the ones which share a relatively com-
mon orientation are labelled the same. The tolerance in orientation alignment is ±10◦.
2The smallest convex polygon that can contain the region
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In the whole process of identifying the regions of interest, any connected region which
consists of just one label of orientation is eliminated from the binary image, because it is
probably a line and we do not consider a single line to be a region of interest.
By considering the above conditions we would be able to distinguish the connected com-
ponents which are of interest from the connected components which are not of interest.
In order to identify and extract regions of interest from the binary image, we employ the
following steps:
1. Filling in the closed contours.
2. Using morphological opening to remove thin extrusions.
3. Selecting the regions which fulfil the conditions of regions of interest.
For filling in the closed contours we first applied connected component analysis to the
black pixels of the thresholded gradient map. Then any connected component that does
not touch the borders of the image is turned white in the binary map. Next, the thin
extrusions are removed by using morphological opening, i.e. N erosions followed by N
dilations all by a 3 × 3 structuring element. In order to determine N , the thickness
of the white lines which we wish to remove, are estimated. For this we estimated the
most populous thickness of lines in the horizontal and vertical directions. In other words,
for every row and for every column of the binary image the segments made up from
consecutive white pixels are identified. Then the number of pixels which make up each
segment is calculated. These numbers form a distribution. The mode of this distribution,
i.e. the number that appears most often, is considered as the thickness of the white lines
which most frequently occur in the binary image. Let us say that it is 6. This means that
the white lines are mostly of thickness 6. Therefore in order to eliminate unwanted lines,
N should be set to 3, because this corresponds to using a structuring element of size 7× 7
that will clear the lines and leave only blobs.
Next, each white connected component in the binary image is checked for fulfilling the
criteria of a region of interest. Those that fulfil the criteria are selected, while the remaining
white regions are processed further. The convex hulls of identified regions are saved and
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removed from the binary map. For extracting more regions from the remaining connected
regions we used the following steps:
1. Apply connected component analysis to the black pixels of the remaining regions.
Then, identify any connected component which does not touch the border of the
image and also fulfil the criteria of the regions of interest. The identified regions
are dilated and considered as another set of regions of interest. The pixels of this
new set of regions are turned to black in the input binary image, and the remaining
connected regions are handed to the next step.
2. From the remaining regions, connected regions which fulfil the regions of interest
criteria are considered as regions of interest.
In figures 2.12 and 2.13 we demonstrate the pipeline which we designed for extracting
the regions of interest of two example images. For improving the results, which may
include overlapping blobs, the regions which are less prominent in comparison with the
other ones are deleted, using the constructed gradient map in section2.3.2. For this we
did the following. Consider the convex hull of connected component, Ω, which consists
of overlapping regions. In other words, Ω = ω1 ∪ ω2 ∪ · · ·ωn where ω1, ω2, · · · , ωn are a
subset of the convex hull of extracted blobs and n > 1. We then implement the following
steps to remove the regions which may be of less interest.
1) Rank each region according to the number of regions with which it has an overlap.
2) Select the region with the highest rank, say ωm, which, say, is overlapped with regions
ωm1, ωm2 and ωm3.
3) Compute the prominence of each of the regions ωm ωm1, ωm2 and ωm3, defined as:
Prom(ωi) ≡
∑
k R (k)
Area (ωi)
(2.9)
Here the summation in the numerator is over all pixels that belong to the part of the
region that does not overlap with any other region, matrix R is the interest map and the
Area function computes the total area of the region.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 2.12: (a) Binarised interest map. (b) Filled white contours. (c) Opening (d)
Initial blobs extracted. (e) Removing the identified blobs from the binary map. (f)
Taking the negative binary map, and using the connected components of this binary
map to extract some more convex blobs. (g) Identified blobs from the first two steps.
(h) Binary interest map after removing the blobs extracted from the previous steps.
We also utilise this map to extract extra convex regions. (f) The bounding boxes of
all the identified blobs.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 2.13: (a) Binarised interest map. (b) Filled white contours. (c) Opening (d)
Initial blobs extracted. (e) Removing the identified blobs from the binary map. (f)
Taking the negative binary map, and using the connected components of this binary
map to extract some more convex blobs. (g) Identified blobs from the first two steps.
(h) Binary interest map after removing the blobs extracted from the previous steps.
We also utilise this map to extract extra convex regions. (f) The bounding boxes of
all the identified blobs.
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4) Omit the region which has the minimum value of Prom among all regions in Ω.
5) Repeat steps 1 to 4 until no regions overlap1.
In the output either the bounding boxes or the convex hull of the identified regions can
be considered as regions of interest. In our implementation the regions of interest are
identified by their bounding boxes. The results of applying the proposed technique on the
extracted regions shown in figure 2.14-a is shown in figure 2.14-b. In addition, in figure
2.15, results of applying the proposed blob detection algorithm to different types of images
are shown. It can be seen that the extracted regions usually contain a region which can
be further classified to be a window, a door, a chimney, a player, a face, eyes, a flag, lips,
etc.
(a) Before removal (b) After removal
Figure 2.14: Result of removing overlapping regions
1Note that in the final result, some bounding boxes of the extracted regions may partly overlap as we
used the convex hull of regions in the procedure of removing overlapping blobs. In other words, the convex
hulls of regions do not overlap with each other anymore, however, the bounding boxes may still overlap.
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Figure 2.15: Bounding boxes of identified blobs are superimposed on the images.
2.4 Experiments
In this section, we evaluate the performance of the proposed blob detection in detecting
the subparts of buildings, like windows, doors, balconies, etc. The performance of the
blob detector was evaluated using the true detection rates. We did not consider false
detection rates for the evaluation, as in the database that we use, all blobs in an image (a
shadow on the wall, a part of the cloud in the sky or a pedestrian in the street) were not
manually segmented. However, from the example results shown in figure 2.15 it can be
inferred that in comparison with other interesting region detectors like, [15] [16], the num-
ber of false detections is far less and most of the detected blobs correspond to meaningful
parts rather than patches which although are invariant to image transformations, they
occasionally correspond to meaningful parts of an image. We employed 300 images of the
eTRIMS database [27] in which the meaningful regions had been manually segmented and
annotated. For this database, 10 people contributed for annotating images of buildings.
The images were taken from four European cities, including, London, Hamburg, Bonn and
Prague. No inclusion criterion was considered for collecting this database. In other words,
there are images with various sizes, illumination conditions, occlusion conditions and also
viewing points. The database includes images of buildings of a variety of architectures,
ranging from very simple to very complex architectures. For this experiment we consid-
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ered the regions which were labelled as window, door, dormer, chimney, and balcony. For
testing whether an extracted region corresponds to a manually segmented region or not,
the following criterion was defined.
O = max
S
{
# {pixels ∈ (R ∩ Si})
max (# (pixels ∈ R) ,#(pixels ∈ Si))
}
(2.10)
where R is the set of pixels which belong to an extracted region of interest, and S is the
set of hand segmented regions, i.e S = {S1, S2, · · · , Sn}. If O is more than 0.6 then we
consider the identified region as a correct detection. We report the performance of the
various algorithms we tried in terms of detection rate, i.e. the proportion of manually
segmented regions that have been detected by the blob detector.
2.4.1 Robustness to Thresholding Technique
We evaluated the performance of the extraction algorithm with two different threshold-
ing techniques: 1) The global thresholding method described in section 2.3.3 and 2) An
adaptive thresholding technique proposed in [28] which a brief overview of it, is given in
Appendix A. After binarising the interest map with either of these techniques, we applied
the steps described in section 2.3.4 to the binarised maps for extracting regions of interest.
We compared the extracted regions of interest identified by each of these two thresholding
techniques, with the manually annotated images of building. The labels which we con-
sidered were window, door, dormer, chimney and balcony. The percentage of correctly
detected regions using the two different thresholding techniques are listed in table 2.2. We
Region Number of regions Global threshold Adaptive threshold
All regions 4137 61.80% 62.3%
Table 2.2: Comparing the detection rate of the global thresholding technique with
the adaptive technique.
also compared the two thresholding techniques with respect to their computational costs.
The average computation time on a Pentium 4 machine using Matlab 7.0.1, in the case
of the global thresholding was on average 3 seconds. However, the computational time
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for the adaptive technique was 268 seconds. Results imply that the performance of the
adaptive and global techniques are approximately the same, however, the computational
cost of the adaptive technique is more than that of the global one.
2.4.2 Evaluation of the Effectiveness of Toboggan Enhancement
In order to evaluate the usefulness of the Toboggan enhancement prior to the construction
of the gradient map, we compared the number of correctly detected regions of interest
in two ways. We created the interest maps with the use of Toboggan enhancement and
without it. The percentage of correctly extracted regions using these two approaches are
listed in table 2.3.
It can be seen that the use of Toboggan enhancement increases the number of correctly
Region Number of regions With Toboggan Without Toboggan
All regions 4137 61.08% 46.6%
Table 2.3: The effect of the Toboggan enhancement prior to the construction of the
interest map
extracted regions by 18%. This indicates the advantage of the use of this enhancement
prior to applying the Gaussian based kernels.
2.4.3 Class-wise Evaluation of the Blob Detector
In order to understand the strengths and weaknesses of the proposed methodology in
detecting specific regions, we divided the results according to their labels. Results of this,
are listed in table 2.4. This table shows that the proposed blob detector performs best
in detecting dormer, and worst in detecting doors. This may be explained by the reason
that regions like windows and dormers are less incurred by occlusion and are more isolated
from their surrounding in comparison with doors which are more likely to be occluded by
pedestrians or cars passing in the street.
2.5 Summary 41
Region Number of regions Final algorithm
Window 3778 63.3%
Door 214 39.7%
Chimney 67 43.2%
Dormer 44 68.1%
Balcony 34 52.9%
All regions 4137 61.80%
Table 2.4: The percentage of correctly detected regions of interest using the blob
detector.
2.5 Summary
In this chapter we defined a blob to be a region that merits further analysis by a scene
interpretation module, possibly depicting a perceptually meaningful entity. We proposed
a fully bottom up approach for extracting such blobs in images, independent of scale and
colour, and based on the use of edge preserving smoothing, Gaussian kernels, mathemat-
ical morphology and connected component analysis. We evaluated the performance of
the proposed blob detection using 300 manually annotated images of building facades,
containing more than 4000 subparts. Experiments showed that more than 60% of the
hand segmented subparts were identified with the proposed methodology. Furthermore,
application of the proposed blob detector to totally different images, with no change of
any of its parameters, produced plausible results, and the identified blobs usually contain
meaninful parts of the scene. In the subsequent chapters we will first investigate the corre-
lation of the detected blobs with the regions which drive the attention of the human using
a series of eye tracking experiments. Next we will use the blobs for identifying higher
order structures in building scenes, such as the facade and window array.
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Chapter 3
Investigative Mood Visual
Attention
3.1 Introduction
Visual sensors capture so much information that they can easily overwhelm even the
human brain. For example, sufferers of Asperger’s syndrome find difficult to function
because they cannot prioritise and reduce the input information. Visual attention, first
identified in [29] in the late 19th century, is the mechanism used by normal humans to
cope with the vast amount of input visual information. The factors that drive the visual
attention are still far from understood and there are two distinct questions which are of
interest to psychologists and also researchers in computer vision. First, what the role
of top-down factors (e.g., task, feelings and cultural background) is in relation to what
can be inferred from the stimulus (bottom-up), and how to integrate bottom-up and
top-down attributes for designing an interpretation module. Second, what the low-level
features, such as contrast, colour, orientation or motion, used in visual attention, are, and
what the higher level stimulus structures, such as objects or meanings, are, which drive
the attention. In relation to the above two questions, two attentional mechanisms have
been identified, namely goal-driven attention, where high level task oriented processes are
employed, and pre-attentive vision, where bottom up salient features attract the attention
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of the viewer [30]. The first type of attention has led to the development of successful
goal-driven attention models, like those developed by Tsotsos et al [31]. In these models,
what is sought in an image is the instantiation of a particular object. The second type of
attention has led to the development of the bottom up models of Itti et al. [13] and Koch
and Ullman [32] and the V1 model of Li [30]. There have also been developed several
models that combine bottom up with top down features, in an attempt to model fully the
attentional mechanisms [11].
In this chapter, we consider the blob detector proposed in the previous chapter as an
attentional model that perhaps could be classified in the hybrid category, as it uses low
level features, but it is also driven by a high level goal. The difference with other goal-
driven approaches is that the observer is not assumed to be looking for a particular object
in the scene, but rather is put in an anticipating mood, where he/she expects to be asked a
question in relation to the image, but he/she does not know the nature of the question. We
call this type of attention, where the task is not specified exactly, investigative attention.
This chapter is structured as follows. In section 3.2 we review saliency and attention and
provide an overview of the computational approaches for identifying image regions that
attract human attention. In section 3.3 we introduce the methodology for comparing
the detected blobs with the regions which drive the attention of the viewers in complex
scenes. In section 3.4 we evaluate the detected regions against human eye fixations and
also compare it with the regions which are extracted by the Itti et al. model [13]. In
section 3.5 we summarise and conclude.
3.2 Literature Survey
Many attention models are based on the so-called saliency map [13] [32] [30]. The saliency
map is constructed based on the characteristics and the neuronal architecture of the early
primate visual system. It is assumed that the part of the image which will first attract the
attention of the human visual system is the most salient region of it. The saliency map
is built using the early visual features which are assumed to be local colour, orientation
and intensity. The authors of [13], [32] and [30] assumed that these features are computed
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pre-attentively, in a parallel manner across the entire visual field. These features are
computed in different scales for making the saliency map invariant to scale. Features in
different scales are combined by some linear operators for constructing the saliency map.
The extracted features are finally ranked in order of saliency and according to another
psychophysics concept, known as inhibition of return1.
The saliency map was originally developed to model the attention in conjunction with
simple stimuli. However, recent studies have shown that saliency maps can also predict
fixations in complex scenes [33] [34]. Researchers working on the saliency map and its
applications hope that by refining this low-level model, human attention will eventually be
modelled perfectly. According to this point of view, attention operates independently from
object recognition and object detection. However, this view has recently been challenged.
Although it has been shown that the features of the saliency map correlates well with eye
fixations, some authors argue that the fixations are also dependant on some higher level
visual properties of the scene [35] [36] [37]. “Rhesus monkeys preferentially fixate image
regions with semantic content as compared to meaningless (noise) regions with the same
low-order statistics” [37]. Also it has been suggested that observers attend to “interesting
objects” more than the salient regions detected by the Itti et al. model [36]. In [36], the
interesting objects are the ones which are recalled more than the other objects of a scene.
In his seminal work [14] Yarbus studied the influences of task on eye motion extensively.
He used a variety of tasks, including abstract interpretations, such as the judgement of
social status. He argued that the task clearly dominates the fixation patterns. This work
opened up a new research direction in attention, known as goal-driven, (or task dependant
attention). Researchers with this view suggest that during visual search, early saliency
has a minor or no impact on fixation patterns [35] [38]. Some models regulate the low-level
features with top-down information in order to explain goal-driven vision [31] [11] [39].
In addition to task and low-level features, fixations are also influenced by some prior
knowledge on the spatial location and the contextual information of the searched target.
Some works suggest improvements in the fixation predication by modulating the saliency
1Inhibitory tagging of recently attended locations in human psychophysics is known as inhibition of
return. It means that the currently attended location will be suppressed and not revisited again soon
during human eye fixation movement.
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map with this prior knowledge [40]. The tendency of observers to fixate close to the
centre of photographs (“central bias”) is because of the prior knowledge that the objects
of interest are expected to be at the centre of the image. This bias can be seen as a
low-level feature which is learnt from experience.
In summary, the literature suggests that saliency maps have some power in predicting eye
movements, however, this is limited and other factors should also be considered. These
are: 1) high level stimulus features, like objects, semantic content and regions which
correspond to the meaningful parts of an image; 2) task and contextual information which
have considerable effect on the eye fixation patterns. Our work is related to the first type
of attribute. We believe that regions which contain meaningful parts of a scene attract
the gaze of the viewer. Therefore in this chapter we argue that the blobs extracted in the
previous section may also drive the attention of the viewers, as the blobs are more likely to
represent components that correspond to semantically identifiable units, than irregularly
shaped, non-convex and poorly delineated image regions. We base this observation on
our intuition, but also on the law “of good (simple) shape” and “perceptual grouping” of
gestalt psychology [41].
In the remaining of this chapter we first describe in section 3.3 the method that we use
for comparing the blobs with the regions which drive the attention of the viewer, and
subsequently, in section 3.4, we present the experiments that we undertook for validating
our hypothesis that the extracted blobs can predict the eye fixations of observers when
they view the scene in an investigative mood.
3.3 Methodology
As discussed earlier, we advocate that the blobs very likely correspond to meaningful
regions and in that case they are likely to attract the attention of a viewer, when he/she
is in an investigative mood. For validating this hypothesis, we conducted a series of
experiments with an eye-tracker and compared the results of the eye tracker with those
of the blob detector and with those of the Itti et al. model. We could not compare the
results with other goal-driven models, as they tend to be specific in the task performed
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and thus not directly comparable with our methodology. In the following, we describe
in detail the experiment that we conducted and the methodology used to compare their
results with those of the blob model and of the Itti et al. model.
3.3.1 Stimuli
The stimuli were 100 digital photographs collected randomly from the LabelMe database
[42]. The selected images contain both outdoor and indoor man-made scenes. The im-
ages were presented on a 17-inch TFT monitor (33 × 27 cm), located in a dark room at
approximately 70 cm from the observer. Therefore, the screen subtended 27× 22 degrees
of the visual angle. These specifications have been calculated using:
θhor = 2×atan
(
Width of the screen
2× distance of the observer from the screen
)
= 2×atan
(
33
2× 70
)
≈ 27◦
(3.1)
θvert = 2×atan
(
Height of the screen
2× distance of the observer from the screen
)
= 2×atan
(
27
2× 70
)
≈ 22◦
(3.2)
The screen’s resolution was set to 1280× 1024 pixels and the images were down-sampled
to fit the screen resolution, without changing their aspect ratio. Some example images of
this database are presented in figure 3.1.
3.3.2 Experimental Conditions
We designed the experiment so that the subjects looked at the images investigatively in
order to make sure that they are in an awareness state while viewing them. For this, we
instructed the subjects that a question was going to succeed each viewed image. A short
training session was used to clarify to the subject the procedure and ensure that the subject
realised that the questions after every image were different in nature. This was necessary
in order to avoid polarising the attention of the subject towards a specific type of question
or a specific type of object. After presenting an image for 10 seconds to the subject, a
multiple choice question about the contents of the image was asked. Subsequently, the
subject was asked to click on their chosen answer. The questions were chosen to be general
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and simple. Some example images and the multiple questions associated with them are
shown in figures 3.1 and 3.2. Note that this experiment is different from the goal-driven
experiments, where usually the subjects are either asked to find a target in an image, or
judge the contents of the image. The reason that we ask these general questions was to put
the observers in an awareness state and at the same time not to bias their eye movements,
i.e. the intention was to make them look at the images investigatively as if they were
trying to interpret the image. A brief central fixation cue, shown for 1 second, preceded
each 10 second image presentation. The order of the images presented was randomised.
To avoid person fatigue, each subject was shown only 25 images. The full duration of
the experiment for each subject was between 15 to 20 minutes depending on the time the
subjects spent for answering the questions.
3.3.3 Observers
Twenty volunteers (7 female, 13 male; mean age 27) from the Communication and Sig-
nal Processing Research Group of Imperial College participated in the experiment. The
participants were from different ethnic groups and had normal or corrected-to-normal vi-
sion, and also normal colour vision. All participants were naive to the purpose of the
experiment.
3.3.4 Recording Eye Position
The Tobii T60 infrared eye tracking system was used to record the eye position every 16
ms. In our analysis we used only data recorded during stimulus presentation. Twenty
five images were presented to each subject and each image was viewed by 5 subjects.
Therefore, 500 gaze paths were collected from the subjects. The eye tracker was calibrated
twice during the test. First, before starting the experiment and next after presenting the
13th image. Images were presented in a random order to different subjects, so that the
sequence of the images did not have any effect on the eye movements. In figure 3.3, we
show the flowchart of the experiment.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
(i) (j)
Figure 3.1: Examples of the images presented to the subjects.
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Question for (i)
6. Camera 
3. Television
4. Telephone
5. Computer
2. Ashtray
1. Shelf
4. Mediterranea
3. Scandinavia
Which of the following objects did you see in the image? How many traffic lights did you see in the image?
6. None
5. 5
4. 4
3. 3
2. 2
1. 1
What is the use of the building which you saw in the image?
7. I cannot tell
6. Other
5. Industrial
4. Education
3. Commercial
2. Adminstration
1. Residential 1. Africa
2. Europe
5. I cannot tell
Were there any paintings on the walls?
1. Yes
2. No
3. I cannot tell
1. Chair
2. Television
3. Computer
4. Camera
5. None
Were there any telephones on the tables?
1. Yes
2. No
3. I cannot tell
Which of the following objects you did not see in the image?
1. Computer
2. Printer
3. Chair
4. Telephone
5. Book
6. Bed
7. Table
From which city is this image?
1. Oxford
2. Manchester
3. London
4. Paris
5. I cannot tell
Which of the following objects you did not see in the image?
1. Picture
2. Clock
3. Bottle
4. Candle
5. Book
Question for (a) Question for (b)
Question for (c) Question for (d)
Where was this picture taken from?
Question for (e)
Which of the following objects did you see in the image?
Question for (f)
Question for (g) Question for (h)
Question for (j)
7. None
Figure 3.2: Questions associated with the images of figure 3.1
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Figure 3.3: : The flowchart of the eye tracking experiment
3.3.5 Constructing the fixation Map
Each fixation point was computed by taking the average of the right and the left eye
fixation points. The smallest distance (in pixels) that separates the fixations was set
to 15. Therefore, for constructing the fixation map of each image we took the fixation
point and considered a circle with radius 15 around it. The pixel values inside the circle
were set to the amount of time (in ms) that a viewer gazed at that fixation point. We
then accumulated the maps of the participants to construct the gaze map. Finally, we
normalised the gaze map to have values between 0 and 1. Some sample images and the
corresponding fixation maps are shown as heat maps in figure 3.4. The analysis was based
on eye positions from 0.4-10 s after the presentation of the image. The first 0.4 s were
omitted to avoid any bias due to the central fixation cue preceding each image.
Each pixel value of a gaze map is an indication of the amount of time the subjects spent
on that pixel in an investigative mood. The higher the value of a pixel the more time on
average was spent on the pixel, i.e. that pixel was more attended. In the next section
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.4: (a)–(d): Examples of the original images of the database that we used for
the experiments. (e)–(h) The heat maps of the fixated regions of the images at the
top.
we compare the detected blobs and the salient regions extracted by the Itti et al. model
using the gaze maps constructed in this section.
3.4 Experiments
The terminology that we use in the remaining of this section is as follows.
• Blobs: regions which are extracted from the proposed blob detector described in
chapter 2.
• Salient Regions: regions which are extracted from the saliency model of Itti et al..
• Random Regions: regions which are generated randomly using a random region
generator which will be described later.
At the end of this section we shall show the following.
1. Blobs and salient regions correlate equally well with the regions which attract the
attention of the viewers more frequently. However, regions which are less visited by
the gaze of the viewers correlate best with blobs.
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2. Both blobs and salient regions correlate with the regions that attract the attention
of the viewer significantly better than random regions.
3.4.1 Comparing the Blob detector with the Gaze map
As it was mentioned in chapter 2, in the blob detector model we do not rank the blobs in
any kind of saliency. Therefore, for comparing the performance of the blob detector with
the fixation map, we need to binarise the fixation maps. For this purpose, we selected a
threshold, Thresh, that can take values between 0 and 1 as the fixation maps were nor-
malised to take values in this range. Pixels with value larger than the selected threshold
were switched on and the remaining were switched off. Since the fixation maps were con-
structed using the average time that viewers spent gazing at each pixel, higher thresholds
yield binary regions which attracted most attention, while lower thresholds include also
regions which attracted less attention. One may argue that higher thresholds yield regions
which are more correlated with pre-attentive vision (which is a common psychology among
the different subjects), while lower thresholds result in regions which are correlated with
a combination of pre-attentive and task-driven vision. An example of a gaze map and the
binary maps obtained with different thresholds is shown in figure 3.5.
For measuring the correlation of the detected blobs in an image with the binary images
obtained from the gaze maps, we also need to construct binary images from the detected
blobs. To do this, we switched on all the pixels inside the detected blobs and switched
off the pixels outside the detected blobs. Examples of the detected blobs and the binary
images obtained from them are shown in figure 3.6. For measuring the correlation of two
binary images we used the Phi coefficient, which is a statistical measure for understanding
the association between two sets of binary random variables [43] [44].
Assume that X and Y are two sets of binary random variables. Then the population of
these two sets could be described by a 2× 2 contingency table as in table 3.1. If two sets
of binary random variables X and Y are highly correlated, then it is expected that TPR
and TNR have higher values in comparison with FNR and FPR. The Phi coefficient is
a statistical measure which describes the correlation between two sets of binary random
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(a) Original Image (b) Gaze map
(c) Thresh ≈ 1 (d) Thresh = 0.9 (e) Thresh = 0.8 (f) Thresh = 0.7
(g) Thresh = 0.6 (h) Thresh = 0.5 (i) Thresh = 0.4 (j) Thresh = 0.3
(k) Thresh = 0.2 (l) Thresh = 0
Figure 3.5: (a) Original image.(b) Corresponding gaze map.(c)-(l) Binary images
obtained by varying Thresh.
Y = 1 Y = 0 Sum
X = 1 TPR FNR P ≡ TPR+ FNR
X = 0 FPR TNR P ′ ≡ 1− P = FPR+ TNR
Sum Q ≡ TPR+ FPR Q′ ≡ 1−Q = FNR+ TNR 1.0
Table 3.1: The association of two sets of binary random variables can be described
using this table. TPR stands for True Positive Ratio, FNR stands for False Negative
Ratio, FPR stands for False Positive Ration and TNR stands for True Negative Ratio.
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Figure 3.6: Examples of the detected blobs (at the top) and their corresponding
binary images (at the bottom).
variables using a contingency table similar to 3.1. Based on the terminology defined in
table 3.1, the Phi coefficient is computed using:
Phi ≡ TPR× TNR− FNR× FPR√
P × P ′ ×Q×Q′ (3.3)
The range of possible values of Phi is between −1 and 1. The larger the value of Phi, the
better the values of the binary random variable X can be predicted by Y and vice versa.
We use the Phi coefficient for measuring the association between the binary images created
from the blobs and the binary images obtained from the gaze map. In our application,
for each threshold, Thresh, over the gaze map, TPRThresh, TNRThresh, FPRThresh and
FNRThresh are computed using:
TPRThresh =
1
N
N∑
i=1
#
(
pixels ∈ (Blobi1 ∩GMThreshi1 ))
Li ×Ki (3.4)
FPRThresh =
1
N
N∑
i=1
#
(
pixels ∈ (Blobi1 ∩GMThreshi0 ))
Li ×Ki (3.5)
FNRThresh =
1
N
N∑
i=1
#
(
pixels ∈ (Blobi0 ∩GMThreshi1 ))
Li ×Ki (3.6)
TNRThresh =
1
N
N∑
i=1
#
(
pixels ∈ (Blobi0 ∩GMThreshi0 ))
Li ×Ki (3.7)
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where N is the number of images in the experiment (N = 100), Ki and Li are the dimen-
sions of the ith image, Blobi1 and Blobi0 are the pixels in the i
th binary image created from
blobs, which are switched on and switched off, respectively, and GMThreshi1 and GM
Thresh
i0
are the pixels in the ith binary gaze map, which are switched on and switched off, respec-
tively. The Thresh superscript indicates that the gaze map is binarised with threshold
equal to Thresh. These measures express the average true positive, true negative, false
positive and false negative ratios in 100 images. In figure 3.7 We schematically show
the way of computing TPR, TNR, FPR and FNR between two binary images. For each
Figure 3.7: Schematic for computing TPR, TNR, FPR and FNR
threshold over the gaze map the Phi coefficient is computed using:
PhiThresh =
TPRThresh × TNRThresh − FPRThresh × FNRThresh√
PThresh × P ′Thresh ×QThresh ×Q′Thresh
(3.8)
The Phi coefficients between the binary images obtained from the blobs and the binary
images obtained from the gaze maps with different thresholds are shown in figure 3.8. It
can be seen that by decreasing the threshold the association increases. This is reasonable,
as by decreasing the threshold more pixels are viewed by subjects.
In the blob extraction procedure described in chapter 2, the convexity criterion of equation
(2.7) is thresholded in order to filter out the non-convex blobs. To investigate the effect
3.4 Experiments 56
1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.10
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Association between the blobs and Binarised Gaze maps obtained with varying Thresh
Figure 3.8: Phi coefficient of the binarised blobs and the binarised gaze maps with
different thresholds.
of this threshold on the correlation of blobs with the binarised gaze map, we varied this
threshold and subsequently computed the Phi coefficient. Results of this experiment are
shown in figure 3.9. From this figure, it can be inferred that convexity can be considered as
one of the factors of driving the gaze of the viewers, however, whether this is a consequence
of the gestalt law “of good shape” or concavity is one of the attributes that guide the
deployment of visual attention [45], cannot be inferred from this experiment. In this
experiment the blobs with convexity about 0.1 or 0.2 correlate most with the binarised
gaze map. We used a threshold equal to 0.2 in our further experiments.
3.4.2 Comparing Salient Regions with the Gaze map
In this section, we describe different techniques that we use for binarising the saliency map
of Itti et al. Next, we select the binarisation technique which has the highest correlation
with the binarised gaze map and consider it for comparison with the blobs and random
regions. For estimating binary images from the the Itti et al. model, we first compute the
saliency map using the toolbox which can be downloaded freely from [46]. Next, we resize
the saliency map to the same size as the original image. Further, we rescale the saliency
map to take values between 0 and 1. We adopt the following techniques for generating a
binary image from the saliency map.
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Regularity threshold=0.01
Regularity threshold=0.1
Regularity threshold=0.2
Regularity threshold=0.3
Regularity threshold=0.4
Figure 3.9: Phi coefficient of the binarised blobs obtained with different regularity
thresholds and the binarised gaze maps with different thresholds.
1. Switch on all pixels with values larger than 0 (Method 1).
2. Apply mean shift segmentation [47] to the image and subsequently switch on pix-
els inside those segments in which the average saliency of which is greater than a
threshold. The selected threshold was equal to the average of the saliency map.
This method was proposed in [48] for extracting salient objects from natural images
(Method 2).
3. Binarise the saliency map using the same threshold used for the gaze map. In this
technique, we binarise the saliency and gaze maps with the same threshold and
subsequently compute the Phi coefficient of the two binary maps (Method 3).
Examples of the binary images obtained from the saliency map using the first two methods
are shown in figure 3.10. An example of the binary images obtained from the saliency map
using the same thresholds as those used for binarising the gaze maps is shown in figure
3.11. We used the same technique discussed in section 3.4.1 for computing the association
between the binary saliency maps and the gaze maps. The Phi coefficients estimated from
these three binarisation techniques are shown in figure 3.12. From this figure it can be
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(a) (b) (c) (d)
Figure 3.10: (a) Original Images. (b) Saliency maps. (c) Binary maps obtained from
thresholding the saliency maps. (d) Binary maps obtained from the combination of
mean shift and saliency map.
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(a) Original Image (b) Saliency map
(c) Thresh ≈ 1 (d) Thresh = 0.9 (e) Thresh = 0.8 (f) Thresh = 0.7
(g) Thresh = 0.6 (h) Thresh = 0.5 (i) Thresh = 0.4 (j) Thresh = 0.3
(k) Thresh = 0.2 (l) Thresh = 0
Figure 3.11: (a) Original image.(b) Corresponding saliency map.(c)-(l) Binary images
obtained by varying Thresh.
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inferred that Method 3 performs worse than the others for all thresholds. Method 1
performs better than Method 2 up to Thresh = 0.5. In section 3.4.4 we compare methods
1 and 2 with the detected blobs.
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 Correlation of salient region detectors and the binarised gaze maps with different thresholds
 
 
MeanShift+Saliency (Method 2)
Fixed Thresholding (Method 1)
Varying Thresholding (Method 3)
Figure 3.12: Phi coefficients computed from different binarised saliency maps and the
binarised gaze maps with varying threshold over the gaze map.
3.4.3 Comparing Random Regions with the Gaze map
In order to show that the detected blobs and the salient regions do not coincide randomly
with the binarised gaze map, we developed a statistical significance test. In this experiment
the null hypothesis is that the detected regions coincide randomly with the binarised gaze
map. Prior to testing this hypothesis, we estimate a reference distribution for the Phi
coefficient using a random process. The reference distribution is approximated using the
following steps.
1. Take the gaze map of image I, say G(I),
2. Binarise G(I) with Thresh = m and consider it as Bin(G(I),m),
3. Over-segment image I using a segmentation algorithm. (Here we used the watershed
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algorithm as it also tends to over-segment an image into blobs.)
4. For i = 1, 2, · · · , 10, 000: repeat steps 5 and 6
5. Take randomly k segments of the image and construct a binary image, say Ri, by
switching on pixels inside the selected segments and switching off the rest. We set
k = 40 which is equal to the average number of blobs that were detected in the
dataset. It is noteworthy that taking random regions is likely to set a more stringent
measure of significance than simply taking random pixels. An over-segmented image
and the binary random regions created from it are shown in figure 3.13.
6. Compute the Phi coefficient between Bin(G(I),m) and Ri, say ti.
The reference distribution of the Phi coefficient is then computed using:
Pm(Phi < T ) =
∑10,000
i=1 U (T − ti)
10, 000
(3.9)
where U(x) is the step function defined as:
U(x) =
 1 if x ≥ 00 if x < 0 (3.10)
In (3.9) subscript m indicates that the reference distribution is computed using Thresh =
m. We estimated 10 reference distributions each corresponding to one of the thresholds
over the gaze map. The reference distributions for different thresholds are shown in figure
3.14. We use these reference distributions and confidence level equal to 0.95 for estimating
the critical values. Critical value is a number which causes rejection of the null hypothesis
if a given test statistic is this number or more, and not rejection of the null hypothesis if
the test statistic is smaller than this number. Critical values for different thresholds over
the gaze map are computed using:
Phicriticalm = arg︸︷︷︸
Phi
Pm(Phi) = 0.05 (3.11)
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(a)
(b) (c) (d)
Figure 3.13: (a) Over-segmented image using the Watershed algorithm. (b-d) Exam-
ples of the random binary images constructed from the over-segmented image.
In fact critical values are values of the Phi coefficient such that more than 95% of random
binary images yield values lower than that number. If the Phi coefficient computed
from a binary image and a binarised gaze map is more than this critical value, then
the null hypothesis is rejected, i.e. the binary image is not accidentally correlated with
the binarized gaze map. Critical values for different thresholds over the gaze map are
shown in figure 3.15. It can be seen that as the threshold decreases the critical values
are increasing. This figure shows that the lower the threshold, the more correlation exists
between a random process and the gazed regions.
3.4.4 Comparison and analysis of the results of different detectors
Results of comparing the different methods that were discussed in the previous sections
are shown in figure 3.16. It can be seen that the Phi coefficient for the blobs is higher
than that of the salient regions for all thresholds over the gaze map. However, for higher
thresholds, the correlations of blobs and salient regions are lower than the critical values.
This indicates that they are more probable to coincide accidentally with the binarised
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Figure 3.14: (a) Phi coefficient reference distributions obtained from the proposed
random process. (b) Zooming in part of (a). The critical values are computed from
the 5% cut off point of the reference distributions. The Phi coefficients corresponding
to the cut off point indicate the critical value computed from the binarized gaze map.
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Figure 3.15: Phi coefficient critical values obtained for different thresholds over the
gaze map.
gaze map for those thresholds. As the threshold decreases both the blob detector and the
saliency detector perform better than the random regions. In other words, these detectors
correlate significantly better than random regions with the gaze map and the null hypoth-
esis that the detected regions coincide randomly can be rejected at the 95% confidence
level.
Furthermore, in figure 3.16 it can be seen that for higher thresholds the degree of correla-
tion of blobs and salient regions with the binarised gaze map is closer in comparison with
that for lower thresholds, i.e. as the threshold decreases, the blobs show more correlation
with the gaze map in comparison with that of the salient regions. One may understand
this by observing that investigative mood vision is a combined process of pre-attentive
vision (modelled by saliency) and task driven vision which mostly drives the attention of
the viewer to the higher order structures (like blobs) which contain semantic parts of a
scene.
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Figure 3.16: Comparing different detectors with the binarised gaze map and random
process.
3.5 Summary
We argued in this chapter that apart from the pre-attentive vision and goal driven vision
there is also another type of visual attention, namely that of investigative mood vision,
in which the subject is looking for something without knowing what. We compared the
performance of the image processing scheme presented in the previous chapter, which
extracts busy convex blobs in an image, that are distinct exactly because they are “busy”
with high level of image derivate values, with the regions that drive the attention of the
viewers. We showed that such regions correlate in a statistically significant way with
the regions that are created by binarising gaze maps formed by a carefully designed eye
tracking experiment. We also showed that the most prominent gaze regions correlate well
with the regions produced by the Itti et al. [13] model and by the blob detector, while
regions which are less gaze intensive correlate more with blobs. Given that the gaze map we
use is an average gaze map over several subjects, we infer that salient regions that attract
the attention first is a common characteristic of all subjects and these form the most
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intensively gazed regions, while different subjects gaze at a subset of the detected blobs
in a fixed time, giving different priority to blobs according to what they are looking for.
In the next chapter we will use this attentional model as the basic model for extracting
the components of a building image. However, we will augment it with a module that
completes the blob extraction by looking for regularities and repetitions that might have
been missed at the first stage. This is based on the observation that buildings often contain
rows of windows or balconies and other structures, some of which may be missed in the
first stage. We may then try to complete their detection using a bootstrapping approach,
as described next.
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Chapter 4
Prototype Discovery, Hypothesis
Generation and Verification
4.1 Introduction
In chapter 2, we proposed a blob detector which may be used to identify the subparts of a
building, including windows, doors, dormers, chimneys, balconies and canopies using low-
level image analysis. Because of noise, clutter, occlusion, variable illumination and other
image degradation issues, which are inevitable in out-door scenes, the proposed algorithm
has the following limitations in its extraction procedure:
• Because of illumination conditions and also low contrast of a region of interest against
its surrounding, some subparts may not be enhanced appropriately in the Gradient
map. Therefore, these regions are not extracted in the thresholding phase.
• A fragment of a region or an aggregate of subparts may be extracted.
The consequences of these limitations can be seen in the extracted regions which are shown
in figure 4.1. In this chapter we introduced an algorithm for improving the performance
of the blob detector which we developed in chapter 2. The proposed technique consists of
two main parts which are as follows:
1. Prototype discovery.
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Figure 4.1: Some results which are obtained from the blob detector introduced in the
previous chapter. The blue rectangles are the bounding boxes of the identified blobs.
The number of missing subparts are noticeable in some of these results.
2. Hypothesis generation and verification.
We first retrieve missing subparts by assuming that a building scene often includes a set
of repeated prototypes. Therefore, we investigate the existence of a prototype from the
extracted regions and subsequently search the original image to discover regions which
were missed in the first stage of processing. Using the discovered prototype, we generate
hypotheses for the other possible regions of interest. We employ a similarity measure to
verify or reject the existence of the generated hypotheses. At the end, we remove the
overlapping regions from the newly identified regions and the old ones using the algorithm
introduced in section 2.3.4. The flowchart of the proposed methodology for improving the
performance of the blob detector is shown in figure 4.2.
In section 4.2 we present the methodology for prototype discovery. In section 4.3 the
measures of similarity which we used to assess the generated hypotheses are introduced.
In section 4.4 we present our experimental results, and in section 4.5 we summarise.
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End
    discovered?
Is a prototype 
Prototype discovery
Removing overlapping regions
Hypothesis generation
Hypothesis verification
Yes
No
Initially extracted blobs
Figure 4.2: Flowchart of the proposed algorithm for improving the results of the
previous chapter.
4.2 Prototype discovery
In most buildings, subparts such as windows, dormers and balconies constitute a set of
repeated prototypes. Therefore, we expect to discover these prototypes using the regions
which were extracted by the first stage of image analysis. For discovering prototypes
among the extracted regions of an N ×M image, we use the following steps:
1. Create an empty grid of size 2N × 2M , say Cor.
2. Generate a binary image from the identified blobs by turning on the pixels inside
the blobs and turning off the remaining pixels.
3. Take the centre of each of the connected components and place it at the centre of
the 2N × 2M Cor grid and accumulate the values.
4. Identify the peaks of matrix Cor. Each peak in association with the centre of the
grid constitutes a possible prototype.
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As an example let us consider the synthetic binary image shown in figure 4.3. Steps of
creating matrix Cor and also the prototypes which we shall discover using matrix Cor,
are shown in figure 4.4.
Figure 4.3: A synthetic binary image
Matrix Cor Final result
Figure 4.4: Steps of building matrix Cor and subsequently finding prototypes from
the binary image shown in figure 4.3. In the final result, each line which is drawn
from the centre, connects the two members of a prototype.
Figure 4.5 shows some real examples. The Cor matrices which were created using the
extracted regions shown in figure 4.5-b are visualised in figure 4.5-c. These regions were
extracted from the images shown in figure 4.5-a. In figure 4.5-c it can be seen that matrix
Cor is very noisy compared with the matrix we constructed for the synthetic image. This
is due to various reasons:
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(a) (b) (c)
Figure 4.5: a) Original image. b) Extracted regions using the low-level image analysis
module introduced in chapter 2. c) Matrix Cor created from the extracted regions.
The darker the grey value, the higher the value of an element of matrix Cor.
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• fragments of regions of interest extracted instead of full regions;
• incorrect blobs extracted;
• perspective effects.
So, for peaks to be identified in these maps, some smoothing has to be first applied.
From the blobs which was extracted, we first create the histogram of the areas of the
extracted blobs and identify the mode of the area. For constructing the histogram of the
areas, the range of the area values is divided into bins of equal width. The number of
bins is chosen to be roughly one order of magnitude smaller than the number of blobs
extracted. The mode area is defined as the average area of the blobs that fall in the most
populated bin. Let us call it Am. In figure 4.6 the histograms and the identified modes of
the extracted regions of figure 4.5, are shown. We then use an averaging window of size⌊√
Am + 0.5
⌋× ⌊√Am + 0.5⌋ to smooth the corresponding Cor map.
After smoothing the Cor map, the local maxima are identified. The smoothed Cor maps
and the corresponding extracted local maxima, for the example of figure 4.5, are shown in
figure 4.7. We search for different local maxima in four different directions by considering
the local maxima in 4 non-overlapping angular bins with ±22.5◦ tolerance, and with
respect to the centre of matrix Cor, about the horizontal and vertical mean directions.
Let us assume two vectors, say a and b, which emanate from the centre of matrix Cor,
pointing to the nearest local maxima with respect to the centre. These vectors are accepted
as a discovered prototype if:
|a · b|
|a| |b| > T1 (4.1)
and,
|Pa − Pb|
|Pa + Pb| < T2 (4.2)
where Pa and Pb are the values of the points of matrix Cor to which vectors a and b
are pointing. In our implementation we chose T1 and T2 to be equal to 0.9 and 0.1
respectively. These criteria mean that the central point and a neighbouring maximum are
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Figure 4.6: Histogram of the areas of the extracted regions of figure 4.5-b. Histograms
(a)-(d) correspond to the extracted regions shown in figure 4.5-b from top to bottom,
respectively. In these examples each range of the areas is divided into
⌊
N
10
⌋
bins, where
N is the number of initially extracted blobs. The average area of the regions in the
most populated bin is considered as the mode of the areas.
4.2 Prototype discovery 74
Figure 4.7: Smoothed Cor matrices and their identified local maxima.
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accepted as forming a prototype1 if there is a symmetrically placed maximum of roughly
equal strength on the other side of the central point. The prototypes which were identified
from the smoothed Cor maps are shown in figure 4.8. Note that although four vectors are
marked in each image, they correspond to two prototypes, one between vertically arranged
regions and one between horizontally arranged regions.
Using the discovered prototypes, we generate hypotheses for the existence of similar
Figure 4.8: Discovered prototypes are shown by lines emanating from the centre of
matrix Cor.
regions with those that have already been extracted. In the next section we discuss the
similarity measures which we shall use to reject or verify these hypotheses.
1A prototype in this application is a vector which describes the relative location of blobs with respect
to each other and it is used for describing the repetitive pattern of blobs.
4.3 Hypothesis Generation and Region Similarity Measures 76
4.3 Hypothesis Generation and Region Similarity Measures
In section 4.2 we discovered prototypes from the extracted regions, which we can utilise
to find a region in the original image similar to what has been already extracted. In other
words, once we know where to look to find a region similar to one we already identified,
we have to verify its existence by using a similarity measure. We considered that the
images we wish to compare may be dissimilar in some details, but similar in their overall
appearance. For example, we would like to discover a hypothesised window paired through
prototype discovery with an already identified one, even if this second window is open or
has its shutter closed or has a curtain. So, what we would like to compare between an
already identified region and a hypothesised one is the basic appearance rather than the
detail.
In this section we present different similarity measures which we used and evaluated for
verifying a generated hypothesis. In section 4.3.1 we describe the correlation coefficient
and the normalised mutual information, which are conventional similarity measures in the
literature. In section 4.3.2 a similarity measure, known as eigenconjugation, which was
proposed in [49] is presented. An alternative similarity measure based on singular value
decomposition (SVD) of the sub images is proposed in section 4.3.3. In section 4.3.4 two
techniques which we proposed for validating the generated hypotheses, using a similarity
measure, are explained.
4.3.1 Correlation Coefficient and Normalised Mutual Information
Mutual information and correlation coefficient are conventional techniques for measuring
the similarity between two images. The correlation coefficient measures the linear depen-
dency of the two images and mutual information measures the redundancy in them. The
similarity of two images, say A and B, based on the correlation coefficient is defined as:
ρA,B =
E {(A− µA) (B − µB)}
σAσB
(4.3)
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where E is the expectation operator, σA and σB are the standard deviations of images
A and B, respectively, and µA and µB are their mean values. Function ρA,B is bounded
between −1 and 1. The correlation is 1 in the case of an increasing linear relationship,
−1 in the case of a decreasing linear relationship, and some value in between in all other
cases. The closer the coefficient to either 1 or −1 the stronger the correlation between
the two images. If the two images are linearly independent then the correlation is 0.
In this application for comparing two sub-images, we consider the absolute value of the
correlation coefficient.
The similarity of images A and B, on the basis of mutual information, is defined as:
MI(A,B) = H(A) +H(B)−H(A,B) (4.4)
where, H(A) and H(B) are the marginal entropies of images A and B, respectively, and
H(A,B) is the joint entropy of A and B. The marginal entropy image A is defined as:
H(A) = −
∑
x
pA (x) log2 (pA (x)) (4.5)
where, pA(x) is the probability density function (normalised histogram) of image A. The
joint entropy of images A and B is defined as:
H(A,B) = −
∑
x,y
pAB (x, y) log2 (pAB (x, y)) (4.6)
where pAB(x, y) is the joint probability density function (normalised 2D histogram) of
the two images. The more similar the two images, the higher the mutual information. In
order to normalise the mutual information, a variation of it known as normalised mutual
information is usually used, which is defined as:
M˜I (A,B) =
MI(A,B)
H(A) +H(B)
(4.7)
This measure is bounded between
[
0, min(H(A),H(B))H(A)+H(B)
]
.
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4.3.2 Eigenconjugation
Eigenconjugation is an approach for computing the similarity between images of the same
class. In this method images are considered as matrices and the task is to compare matrices
“with all the information contained in each dimension of the bi-dimensional array” [49].
Since the eigenvectors and eigenvalues describe completely and univocally the intrinsic
information of a square matrix, the authors propose to employ them for quantifying the
similarity between two square matrices. The details of this technique are as follows.
Given two square matrices of size N ×N , say A and B, let ΛA and ΛB be N ×N diagonal
matrices having on their main diagonals the eigenvalues of the corresponding matrix.
Let VA and VB be N × N matrices which are composed of column vectors that are the
eigenvectors of matrices A and B, respectively. From linear algebra it is known that:
VA = AVAΛ
−1
A , VB = BVBΛ
−1
B
(4.8)
Then matrices V ′A and V
′
B, known as the eigenconjugation of A and B are defined as:
V ′A = BVAΛ
−1
A , V
′
B = AVBΛ
−1
B
(4.9)
where V ′A and V
′
B are of size N ×N . Since VA and VB are matrices composed of column
vectors, it is expected that V ′A and V
′
B will have the same structure. In fact V
′
A expresses the
effect of the conjugation of B with the eigenvectors and eigenvalues of A and analogously
V ′B expresses the effect of the conjugation of A with the eigenvectors and eigenvalues of
matrix B. Now, let us consider two N ×N matrices, say U and V , which are composed
of column vectors such as:
U =
[
u1 u2 · · · uN] , V = [v1 v2 · · · vN] (4.10)
The following sequence is created:
U ∗ V ≡ [e (u1, v1) e (u2, v2) · · · e (uN , vN)] (4.11)
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where e(ui, vi) calculates the Euclidean distance between vectors ui and vi. The result
is a sequence that contains the distances between consecutive pairs of column vectors
from both matrices. From matrices VA, V
′
A, VB and V
′
B the following sequences may be
generated in the same way:
d1 = VA ∗ V ′A, d2 = VB ∗ V ′B (4.12)
Sequence d1 expresses the Euclidean distances between pairs of columns of matrices VA
and V ′A, and sequence d2 expresses the Euclidean distances between pairs of columns of
matrices of VB and V
′
B. In [49] the authors postulate that “if the original matrices A and
B are similar then the behaviours of sequences d1 and d2 are also similar”, i.e. if A ≈ B
then d1 ≈ d2. Note that this expression is a one-way logic, in other words if d1 ≈ d2 it is
not necessarily true that A ≈ B.
For comparing sequences d1 and d2 a technique known as Dynamic Time Warping is
used. The objective of this method is to find an optimum match between two sequences.
A sequence S = 〈s1, s2, . . . , sN 〉 is an ordered list of elements, where N is the length of S
and si is the i
th element of sequence S. Let first(S) be the first element of S and rest(S)
be a subsequence of S that includes the elements from position 2 to the end. 〈〉 denotes
an empty sequence. Consider now sequences Q = 〈q1, q2, . . . , qn〉 and C = 〈c1, c2, . . . , cm〉.
The dynamic time warping is defined as:
DTW (〈〉 , 〈〉) = 0 (4.13)
DTW (Q, 〈〉) = DTW (〈〉 , C) =∞ (4.14)
DTW (Q,C) = dbase (first (Q) , first (S)) + min

DTW (Q, rest (C))
DTW (rest (Q) , C)
DTW (rest (Q) , rest (C))
 (4.15)
where dbase (qi, cj) = |qi − cj | returns the distance between two elements,
first (〈p1, p2, . . . , pk〉) = p1 and rest (〈p1, p2, . . . , pk〉) = 〈p2, p3, . . . , pk〉 . It should be high-
lighted that DTW is a recursive function and DTW (Q,C) = DTW (C,Q) since the cost
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function dbase (qi, cj) is symmetric in terms of qi and cj . Furthermore, when the charac-
teristic sequences are the same, i.e. Q ≡ C then DTW (Q,C) = DTW (C,Q) = 0. On
the other hand, when DTW (Q,C)→ 0 then the two sequences are similar, whereas when
DTW (Q,C) → ∞ they are considered to be different. In other words, the higher the
value of function DTW , the less similar the sequences are.
In order to address the effects of the dynamic range of the sequences in the computation
of DTW , the cost function dbase is modified according to:
dbase (qi, cj) =
∣∣∣∣qi − cjqi − q¯
∣∣∣∣ (4.16)
where q¯ is the mean value of sequence Q. When using the modified distance function,
DTW (C,Q) is not any more equal to DTW (Q,C). For this reason, the authors of [49]
propose to use the following criterion to evaluate the similarity of the two sequences:
D(Q,C) =
√
(DTW (Q,C)2 +DTW (C,Q)2) (4.17)
Value D is an indication of the dissimilarity of the two sequences (the higher the value
of D, the more dissimilar the sequences), and as a result, the dissimilarity of the two
matrices from which the two sequences are generated may be inferred. Therefore, for
original matrices A and B the value
√
(DTW (d1, d2)2 +DTW (d2, d1)2) is an indication
of the dissimilarity of the two square matrices.
To assess whether D(Q,C) is a metric or not, we considered several triplets of square
matrices,Q, C and F and checked how D(Q,F ) +D(F,C) compares with D(Q,C). For
D(Q,C) to be a metric, the triangle inequality has to be obeyed, i.e.
D(Q,F ) +D(F,C) ≥ D(Q,C) (4.18)
In figure 4.9 D(Q,F ) +D(F,C) is plotted versus D(Q,C) for 1000 triplets of matrices of
various sizes. Inequality (4.18) is obeyed in 86% of the cases. So, function D defined by
equation (4.17) is a reasonably good pseudometric.
Eigenconjugation may be applied only to square matrices. So, when eigenconjugation is
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Figure 4.9: Result of the investigation of the triangle inequality of the distance mea-
sure of equation (4.17).
used, one may consider either the maximum enclosed square in region A or the minimum
enclosing square of region A. Our pilot experiments showed that the use of the minimum
enclosing square resulted in more accurate and reliable results compared with those pro-
duced by the use of the maximum enclosed square. Therefore, in the reported experiments
we consider the minimum enclosing square of the extracted regions.
The dynamic range of dissimilarity measure which is defined by equation (4.17) is [0,+∞),
however, a threshold is required for verifying the generated hypothesis. For this we cali-
brate the computed value to be suitable for this application. Assume that the two sub-
images which were extracted are A and B. A is the prototype region and B is the region
which we wish to test for being the same as A. We use the following approach to calibrate
the similarity between these two sub-images using eigenconjugation.
1. Consider a region, C, which is known not to be the same as region A. We select C
to be a random noise image of the same size as A.
2. Next, we compute D(A,C) and D(A,B) using equation (4.17). If D(A,B)D(A,C) is less than
a threshold, then we infer that B is similar to A.
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In section 4.3.4 we present the procedure which we develope for choosing a threshold with
which we can determine whether A and B are similar or not.
4.3.3 A Similarity Measure based on Singular Value Decomposition
Eigenconjugation may be applied only to square images. Besides, pilot studies showed
that the metric properties of eigenconjugation reflect reasonably well the perceptual sim-
ilarity of images, when the images are of the same class, and thus very similar, but the
correspondence with perceived similarity is totally absent when the compared images be-
long to different perceptual classes. In addition, we considered that the images we wish
to compare may be dissimilar in some details, but similar in their overall appearance.
For example, we would like to discover a hypothesised window paired through prototype
discovery with an already identified one, even if this second window is open or has its
shutter closed or has a curtain. So, what we would like to compare between an already
identified region and a hypothesised one is the basic appearance rather than the detail.
For all the above reasons, we propose a measure of similarity based on the singular value
decomposition of the two regions. We decompose the two regions using singular value
decomposition (SVD). Two sub-images, say I1 and I2, that we wish to compare maybe
written as: [50]:
cccI1 =
r1∑
i=1
√
λi1~u
i
1~v
iT
1︸ ︷︷ ︸
Ei
1
I2 =
r2∑
i=1
√
λi2~u
i
2~v
iT
2︸ ︷︷ ︸
Ei
2
(4.19)
where λi1 and λ
i
2 are the eigenvalues of matrices I1I
T
1 and I2I
T
2 respectively and ~u
i
1 and
~ui2 are the corresponding eigenvectors. Parameters r1 and r2 are the ranks of the same
matrices, ~vi1 and ~v
i
2 are the eigenvectors of I
T
1 I1 and I
T
2 I2, respectively, also corresponding
to eigenvalues λi1 and λ
i
2. The eigenvalues in 4.19 are arranged in decreasing order, so
successive approximations of the two sub-images may be obtained by truncating these
expansions by keeping only the first few terms. The similarity measure which is defined
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as:
SIM(I1, I2) =
∑k
i=1
√
λi1λ
i
2
[
e−α‖Ei1−Ei2‖
]
∑k
i=1
√
λi1λ
i
2
(4.20)
where ‖.‖ is the norm operator. This criterion is bounded between 0 and 1 and the
higher the value of SIM(I1, I2) the more similar the two sub-images are expected to
be. Parameter α is used in order to avoid the saturation of the exponential function.
Some pilot experiments showed that for M ×N sub-images α = min (M,N) restricts the
saturation of the exponential function, satisfactorily. Furthermore, Ei1 and E
i
2 are scaled
to have values from 0 to 1.
To define a distance measure from equation (4.20) we set D1(I1, I2) = 1 − SIM(I1, I2).
This distance measure satisfies the properties of non-negativity and symmetry for metrics.
To assess whether it is a metric or not, we considered several triplets of rectangular matrices
I1, I2 and I3. In figure 4.10 we plot D1(I1, I2) + D1(I2, I3) versus D1(I1, I3) for 1000
triplets of matrices of various sizes. The triangle inequality (4.18) was obeyed in 100%
of the cases. So we can infer that the distance measure D1(I1, I2) and by extension the
similarity measure defined by (4.20) is a metric.
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Figure 4.10: Results of the investigation of triangle inequality for the distance measure
defined by the similarity measure of equation (4.20).
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As an alternative to SIM(I1, I2), we may use:
S˜IM(I1, I2) =
∑k
i=1
√
λi1λ
i
2
∣∣∣ρEi
1
,Ei
2
∣∣∣∑k
i=1
√
λi1λ
i
2
(4.21)
where ρEi
1
,Ei
2
is the correlation coefficient of Ei1 and E
i
2.
To define a distance measure from equation (4.21) we set D2(I1, I2) = 1 − S˜IM(I1, I2).
This distance measure satisfies the properties of non-negativity and symmetry for metrics.
To assess whether it is a metric or not, we did the same test as above by comparing
D2(I1, I2)+D2(I2, I3) with D2(I1, I3) for 1000 triplets of matrices of various sizes. Figure
4.11 shows the results of this experiment. In this test, the triangle inequality (4.18) was
obeyed in 98% of the cases. Therefore, in contrast to (4.20) this measure is a pseudometric
and by extension so is the similarity measure defined by (4.21).
In equations (4.20) and (4.21), parameter k can be used for determining to what extent
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Figure 4.11: Result of investigating the triangle inequality of the distance measure
defined from the similarity measure of equation (4.21).
the details of the two sub-images have to match. The more details to be matched the higher
the required value of k. At the limit where k = min (r1, r2) the two images have to match
exactly. As we are only interested in comparing the overall appearance of the subparts of
the buildings, we just considered the first three basis images in our implementation.
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4.3.4 Hypothesis verification using a similarity measure
The general framework for verifying a generated hypothesis using one of the similarity
measures which was until here, is as follows.
1. Consider an initially extracted region, say A, in the original image.
2. Consider one of the discovered vectors connecting the centres of the regions that
form prototypes.
3. Around the position pointed by the vector, which starts from the centre of region
A, consider a region, say B, of the same size as region A in the original image.
4. If region B corresponds to one of the previously extracted regions then ignore it and
consider another extracted region and go to step 2. Otherwise go to the next step.
5. Compute the similarity measure between A and B.
6. If the similarity between A and B is more than a threshold, T , then consider B as
a new region of interest.
7. Consider all extracted regions (including the new ones) and repeat steps 2 to 6 until
no more hypothesised region is verified.
According to this procedure, the main problem which needs to be addressed is in step 6
where a threshold , T , for the similarity measure should be selected. We use the following
technique for that.
For each image we considered all pairs of initially extracted regions which are placed in
relation to each other according to the discovered prototypes. Let us assume that there are
P pairs of such regions. Next, we select as threshold of similarity the X percentile of the
distribution of the similarity values. To identify this, the similarity values are sorted in an
ascending order. Next, we consider as threshold the value that corresponds to the region
at position ⌊XP + 0.5⌋. For example, let us say that we have P = 73 pairs of regions.
For X = 0.25, the threshold we shall use will be the similarity of the 18th pair, since
⌊0.25× 73 + 0.5⌋ = 18. A region that is more similar to a given region by this threshold
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is postulated as a true region of interest.
Note that as we discover a vertical and a horizontal prototype, we may opt to define two
thresholds, one by considering only the vertically paired regions and one by considering
only the horizontally paired regions.
In the same way we may choose a threshold for the eigenconjugation method of section
4.3.2. The only difference there would be that the measure of “similarity” is actually
a distance, i.e. a measure of dissimilarity and only regions that differ by less than the
threshold will be accepted.
4.4 Experiments
In this section we evaluate the performance of the hypothesis verification. The verification
procedure is mainly dependant on the similarity measure which is used. Therefore, in
this section we evaluate the performance of the different similarity measures which were
introduced in section 4.3. For this, we employed the manually segmented and annotated
images of 70 buildings.
An ideal verification procedure is the one which accepts all of the correctly generated
hypotheses and neglects the incorrectly generated ones. In order to distinguish the correct
hypotheses from the incorrect ones, we used the manually segmented images of [27]. A
hypothesis is generated correctly if it corresponds to one of the segmented regions of a
building. The correspondence between two regions is verified by the amount of the overlap
between them using the procedure described in equation (2.10). We used the Receiver
Operating Characteristic (ROC) curves for these experiments. The area under this curve
determines which similarity measure has the most satisfactory performance. Steps for
computing the ROC curve for each of the similarity measures introduced in section 4.3
are:
1. Divide the dynamic range of each of the similarity measures into 100 equally dis-
tanced values.
2. Take each of these 100 values (for each similarity measure) to be equal to the chosen
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verification threshold.
3. For each threshold compute the following numbers.
1. Number of correctly hypothesised regions which are verified (True Positive).
2. Number of correctly hypothesised regions which are not verified (False Negative).
3. Number of incorrectly hypothesised regions which are not verified (True Negative).
4. Number of incorrectly hypothesised regions which are verified (False Positive).
Next, compute sensitivity and specificity using:
sensitivity =
True Positive
True Positive + False Negative
(4.22)
and
specificity =
True Negative
True Negative + False Positive
. (4.23)
4. Plot sensitivity versus 1− specificity.
We computed the ROC curves for the following verification mechanisms:
• Similarity measure on the basis of eigenconjugation which was introduced in section
4.3.2.
• Similarity measure on the basis of SVD which was presented in section 4.3.3.
• Similarity measure based on correlation coefficient.
• Similarity measure based on normalised mutual information.
The ROC curves of these measures are shown in figure 4.12. From this figure the area
under the curve of the similarity metric defined by equation (4.20) is more than the other
similarity measures. This shows that the measure based on the SVD is a more suitable
similarity measure in the verification process. This may be justified by the reason that the
decomposed images represent an overall appearance of the subparts of buildings rather
than the detailed appearance.
Having used this similarity measure for the verification procedure, regions which have
been extracted from the images shown in figure 4.1 are shown in figure 4.13. It can
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Figure 4.12: ROC curves for different similarity measures
be seen that results have been improved by employing the technique proposed in this
chapter. Note that after generating new blobs, overlapping regions may be created. In
order to remove the overlapping blobs we used the technique presented in section 2.3.4. We
also evaluated the performance of the blob detector with this post-processing technique,
using the experiment described in section 2.4.3. The regions which we included in this
experiment were window, chimney, dormer, and balcony as these regions are more likely
to be located in repeated structures. The results of this experiment are listed in table 4.1.
It can be seen that using this post-processing technique improves the performance of the
blob detector in identifying these building subparts by 18%. The greatest improvement
was for label “window” as windows are more likely to construct repeated patterns in the
images of buildings.
4.5 Summary
In this chapter we proposed a method for detecting repeated structures from the images
of buildings. We also engineered a process of prototype discovery, hypothesis testing
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Figure 4.13: The whole regions which were extracted after, prototype discovery, hy-
pothesis generation and hypothesis verification. As it is shown in the flowchart of
figure 4.2 we use the algorithm introduced in section 2.3.4 for removing overlapping
regions which were created after the hypothesis generation procedure.
Region Number of regions Blob Detection Blob Detection+Prototype Discovery
Window 3778 63.3% 81.4%
Chimney 67 43.2% 43.2%
Dormer 44 68.1% 75%
Balcony 34 52.9% 65%
All regions 3923 62.9% 80.53%
Table 4.1: The percentage of detected regions of interest using the blob detector.
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and verification for identifying missed blobs when repeated patterns are present in the
image. A novel metric is proposed for assessing the similarity of sub-patterns. We showed
that the proposed measure outperforms other conventional similarity measures in our
application where we are interested in comparing the overall appearance of the subparts
rather than detailed appearance. Furthermore, our experiments showed that the proposed
hypothesis generation method, improves the performance of the blob detector by 18%
in identifying the subparts of buildings, especially subparts like windows which are more
likely to construct as repeated structures. Having identified all blobs in an image, however,
does not include the segmentation of larger scale components, like facades, the sky or the
ground. In the next chapter we will show how the system is augmented with a module
that uses the extracted blobs to identify the facade and segment the image fully.
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Chapter 5
From blobs to the full
segmentation of the image
5.1 Introduction
In chapter 2 we proposed an interest operator which extracts blob shaped regions from an
image. In chapter 4 we did further processing in order to identify blobs which are more
aligned with subparts of buildings, including windows, chimneys, balconies, dormer. In
order to have a more complete low-level interpretation of images of buildings, identifying
pixels which belong to the facade is also essential. In addition, identifying regions which
contain “Sky” “Ground” and “Vegetation” can be useful for higher levels of interpreta-
tion, especially when contextual information is intended to be incorporated in the higher
interpretation modules.
In the literature, there is extensive work on classifying pixels (non-overlapping blocks of
an image) to building and non-building in a single image [51] [52]. In these frameworks,
supervised classifiers [51] [52] are used for classifying pixels to building and non-building.
For this purpose we employ other alternatives which make use of the output of the blob
detector. We use two different approaches which are eventually combined to create an
almost complete segmentation of the scene:
1. In the first approach we use an inpainting algorithm in order to replace the pixels
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which belong to the identified blobs of the previous stages with their values from their
surrounding pixels. As a result of the inpainting algorithm, homogeneous regions
are produced in the image. Subsequently, we use the mean shift algorithm [47] for
segmenting the image into different clusters based on the pixels’ position and colour
(grey-value). A detailed description of these two steps is presented in section 5.2.
2. In the second approach we formulate the problem of segmenting the facade from the
other parts of the image as the minimisation of a cost function. Ideally the global
minimum of this cost function should correspond to a good segmentation of the
building. For this, we modelled the image using Markov random field and minimised
the Gibbs energy function which is associated with this MRF. In this model the Gibbs
energy function consists of two terms: 1) a data term which is estimated using the
initially detected blobs and 2) a smoothness term which is derived from the gradient
of the image. We use the global minimum of this energy function in order to infer
whether a pixel belongs to the building or not. Detailed description of this approach
is presented in section 5.3
In section 5.4 we combine these two approaches for the task of segmenting the facade and
the other parts of the image. It is worth noting that the second approach only identifies
the pixels which belong to the facade, however, the first approach clusters the image
into different regions and has the advantage of extracting the other parts of the image,
including “Sky”, “Ground”, “Vegetation” etc. at the possible cost of over-segmenting the
image. Further discussion will be given in sections 5.5 and 5.6.
5.2 Inpainting and Mean Shift
An overview of the different steps of the proposed method for segmenting the image based
on an inpainting algorithm and mean shift clustering is shown in figure 5.1. Having
identified the blobs, pixels which are inside the bounding boxes of the blobs are labelled as
“unknown”. Next, we use an inpainting algorithm in order to fill up the “unknown” regions
using values from their surrounding pixels. For this step of the algorithm we developed
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Figure 5.1: Steps for segmenting the image using a combination of inpainting and
mean shift.
an intuitive algorithm which will be further described in section 5.2.1. Subsequently the
image is segmented into different clusters using the mean shift algorithm proposed in [47].
This is presented in section 5.2.2.
5.2.1 Inpainting
Filling-in missing data is an active research area in the image processing and computer
graphics communities. It has a variety of applications ranging from removing objects from
a scene all the way to retouching damaged paintings and photographs. The basic idea is
to fill-in the gap of missing data in a way that it cannot be detected by ordinary observers.
In art this process is called inpainting [53].
The goal of this section is to introduce an algorithm for automatically filling-in the regions
which are labelled as “unknown” based on their surrounding photometric information.
The well known techniques [53] [54], for inpainting incorporate both the grey values (pho-
tometry) and the gradient direction (geometry) of the surrounding areas of the holes to be
filled-in. In these techniques by using the gradient of the image, not only the grey value
of the hole is synthesised but also the texture of the surrounding areas is reproduced. As
a result, a good continuity in the final image is obtained. In [53] the authors proposed a
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technique which makes use of diffusion to propagate colour values into the holes. In [54]
an a priori map is used to propagate colour into the holes. The drawback of both of these
approaches is that they are computationally expensive. We consider the inpainting step as
a preprocessing for segmentation, therefore, high quality of the inpainting algorithm, i.e.
retaining the texture characteristics of the image is not of our concern. We use a compu-
tationally cheap but effective algorithm which fills-in the gaps with just the photometric
information of their surrounding regions.
We adopt here notation similar to that used in the inpainting literature. The region to be
filled, i.e, the unknown region is indicated by Ω, and the bounding box around the blob is
denoted by δΩ. The bounding box evolves inward as the algorithm progresses. The known
region, Φ is all of the image except the unknown regions. The steps of the proposed algo-
rithm for filling in the regions are as follows. Note that these steps are applied to a grey
image.
1. We first quantise the image in order to have integer values between 0 − 15. We do
this because 1) the texture information is smoothed out and as a result the effect of
not using the texture information in the filling procedure is decreased; 2) it reduces
the computational cost and the memory required for the next step.
2. Consider the T-shaped image neighbourhoods shown in figure 5.2. We have as
many unique neighbourhoods of each type as we have combinations of (a, b, c) that
constitute the neighbours of pixel p. The idea is to use the combination of (a, b, c)
values to index the possible values of pixel p. We use these neighbourhoods to build
a hash table for each of them. Treating each possible value of pixels (a, b, c) as
the digits of a number in the hexadecimal system, we realise that there are 15 ×
162 + 15 × 161 + 15 × 160 = 4095 such distinct numbers. So, we construct a table
with 4095 rows and 16 columns similar to what it is shown in figure 5.3. One such
table associate with each type of neighbourhood. We then initialise all the cells of
these tables with 0. Next, for each pixel coordinate (i, j) with grey value p(i, j),
inside the known region, we consider the neighbouring pixels according to figure 5.2.
Next, we compute R = a × 162 + b × 161 + c × 160, where a, b and c are the pixel
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values of each of the neighbouring pixels. Subsequently, the value of is increased
h(R, p(i, j)) by 1 where h(R, p(i, j)) denotes the cell [R, p(i, j)] of hash table h. We
continue this process for all the pixels inside the known region and for all of the
different neighbouring structures shown in figure 5.2. This yields four hash tables
each corresponding to one of the neighbourhood structures. A row of such a table
is the histogram of the values of pixels for a specific combination of values of their
neighbours.
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Figure 5.2: Neighbouring patches which are used for building the hash tables.
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Figure 5.3: Structure of the hash table.
3. In this step grey-values are propagated into the unknown regions using the con-
structed hash tables. Pixels which are nearest to the bounding box, δΩ, as shown by
green blocks in figure 5.4, are considered first. Different neighbourhood structures
and their corresponding hash tables are employed to assign values to the unknown
pixels. First the key which corresponds to a neighbourhood is computed. For in-
stance, if the neighbouring pixels have grey values a1, b1 and c1, the key R is com-
puted using R = a1×162+ b1×161+ c1×160. In order to compute a value for pixel
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p a random number, r, is drawn according to the normalised histogram (probability
density function) which corresponds to the Rth row of the hash table h, where h de-
notes the hash table corresponding to the particular neighbourhood structure. The
random number is generated using the method described in [55]. Subsequently, r is
assigned to pixel p(i, j). This procedure is repeated until all pixels in the unknown
regions are filled with grey values.
Unknown Regionc4
b4
a4
c3b3a3
c2
b2
a2
c1b1a1
Figure 5.4: Filling procedure of the unknown regions.
The aim of the proposed algorithm is to assign to the pixels of the unknown regions grey
values which are most frequently occurring in the known region, given their neighbouring
values. Some results of the proposed inpainting technique are shown in figures 5.5 and
5.6. As mentioned earlier, this step is a preprocessing step for the mean shift algorithm,
and we have not considered problems like reconstructing the texture of the surrounding
regions of the unknown regions. Although the grey image values are from 0 to 15, for
displaying purposes, this range is stretched to the range [0, 255], by using:
gnew =
⌊gold
15
× 255 + 0.5
⌋
(5.1)
where gnew is the new stretched grey values and gold is the old grey values ranging from
0 to 15. It should be noted that for the next step, the raw values in the range [0, 15] are
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used.
(a) (b) (c)
Figure 5.5: (a) The bounding boxes of the identified blobs. (b) The unknown regions
in black. (c) The grey images obtained from the inpainting algorithm.
5.2.2 Mean Shift
“Mean shift is a nonparametric technique for the analysis of a complex multi-modal feature
space and for delineating arbitrarily shaped clusters in it” [47]. In vision this technique
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Figure 5.6: (a) The bounding boxes of the identified blobs. (b) The unknown regions
in black. (c) The grey images obtained from the inpainting algorithm.
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is used for different applications, including edge preserving smoothing (known as mean
shift filtering) and segmentation. In this step, we use mean shift in order to segment
the images obtained in the previous step into an unknown number of homogeneous and
distinct regions.
Mean shift has the advantage over other well known clustering methods like k-means,
and Gaussian mixture models, that it does not need a priori knowledge of the number of
clusters present, and it does not assume the same shape (most often elliptical) for all the
clusters in the space. In the feature space, dense regions correspond to the local maxima
of the probability density function (pdf), which are known as the modes of the pdf . The
purpose of the mean shift algorithm is to determine these modes iteratively. Subsequently,
the clusters associated with these modes are delineated based on the local structure of the
feature space. In the following the mathematical concepts behind the mean shift algorithm
are presented.
Kernel density estimation (like the Parzen window technique) is a popular technique
for estimating the density of the features in a feature space. Given n data points xi,
i = 1, · · · , n in the d-dimensional space Rd, the multivariate kernel density estimator with
kernel K(x) and a diagonal d × d matrix H which controls the width of the kernel in
different dimensions, computed at point x, is given by:
fˆ (x) =
1
n
n∑
i=1
KH (x− xi) (5.2)
In the mean shift implementation, matrix H is chosen to be proportional to the identity
matrix H = h2I. This implies that the widths of the kernel in different dimensions are
similar. A radially symmetric kernel for estimating the probability density function may
be defined as:
KH (x) = αh,dexp
(
−1
2
∥∥∥x
h
∥∥∥2) (5.3)
where h is a parameter for controlling the width of the kernel and αh,d is a normalising
constant which ensures that KH (x) integrates to 1. Using simple algebra and knowing
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that
∫ +∞
−∞ e
−x2dx =
√
π, αh,d is computed using:
αh,d =
(2π)−d/2
hd
(5.4)
replacing (5.4) and (5.3), in equation (5.2) the density estimation may be written as:
fˆ (x) =
(2π)−d/2
nhd
n∑
i=1
exp
(
−1
2
∥∥∥∥x− xih
∥∥∥∥2
)
(5.5)
The modes of the density of features are located among the zeros of the gradient∇f(x) = 0
and the mean shift algorithm is a way to locate these zeros without the need for estimating
the density. For showing this, let us consider the density gradient estimator as the gradient
of the density estimator (5.5).
∇fˆ (x) = (2π)
−d/2
nhd+2
n∑
i=1
(xi − x) exp
(
−1
2
∥∥∥∥x− xih
∥∥∥∥2
)
(5.6)
Expanding the difference inside the sum on the right hand side of equation (5.6) and taking
out as common factor
∑i=1
n exp
(
−12
∥∥x−xi
h
∥∥2), yields:
∇fˆ (x) = (2π)
−d/2
nhd+2
n∑
i=1
[
exp
(
−1
2
∥∥∥∥x− xih
∥∥∥∥2
)]∑ni=1 xiexp
(
−12
∥∥x−xi
h
∥∥2)∑n
i=1 exp
(
−12
∥∥x−xi
h
∥∥2) − x
 (5.7)
Both terms of the product in (5.7) have special significance. The first term is proportional
to the density estimate fˆN (x), equation (5.5), and the second term is known as the mean
shift vector denoted by mh,N . Therefore, equation (5.7) may be written as:
∇fˆ (x) = 1
h2
fˆN (x)mh(x) (5.8)
yielding:
mh(x) =
h2∇fˆ (x)
fˆ(x)
(5.9)
Expression (5.9) shows that at location x, the mean shift vector is proportional to the
normalised density gradient estimate. Therefore, it can be inferred that the mean shift
vector always points towards the direction of maximum increase in the density. The mean
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shift procedure obtained by successive computation of the mean shift vector mh,N (x) and
translation of the centre of the kernel withmh,N (x). This will lead to a stationary point of
the estimated density function. Denote by
{
yj
}
j=1,2,··· the sequence of successive locations
of the kernel. Therefore:
yj+1 =mh(yj)+yj =

∑n
i=1 xiexp
(
−12
∥∥∥yj−xih ∥∥∥2)∑n
i=1 exp
(
−12
∥∥∥yj−xih ∥∥∥2) − yj
+yj =
∑n
i=1 xiexp
(
−12
∥∥∥yj−xih ∥∥∥2)∑n
i=1 exp
(
−12
∥∥∥yj−xih ∥∥∥2)
(5.10)
The proof of convergence of (5.10) is given in [47].
For demonstrating the mean shift algorithm we used a toy example. First, we randomly
generated 800 data points from four Gaussian distributions (200 data points from each)
with different expected values and equal standard deviation as it is shown in figure 5.7a.
Next, we selected randomly an initial point and iteratively updated its location using
equation (5.10), until it converged to a point. The trajectory which leads the initial
point to the point where it has converged is shown in figure 5.7b. The same procedure
is applied to the remaining points. Trajectories estimated from different initial points
are shown in green in figure 5.7c. Having applied this procedure to all data points, four
cluster centres are identified and the generated data are segmented into four different
classes, each class represented with a different colour in figure 5.7d.
An image is usually represented as a two-dimensional lattice of p-dimensional vectors
(pixels), where p = 1 in the grey level case, and p = 3 for colour images. The space of the
lattice is known as the spatial while the grey level, and colour is represented by the range
domain. The purpose of image segmentation is to segment the image into homogeneous
and distinct regions. For this, in [47], the feature space that is used for segmenting an
image incorporates both the spatial and the range domain. As a result the feature space
is a spatial-range domain of dimension d = p+ 2.
Having introduced the basic concepts of the mean shift clustering and the pre-processes
required for image segmentation, in the following, the steps which we employed for
segmenting the grey images using mean shift clustering is presented.
Let xi, i = 1, · · · , n be the d-dimensional input and li, i = 1, · · · , n, be the labels
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(a) (b)
(c) (d)
Figure 5.7: a) Raw data generated from four different Gaussian distributions. b) A
trajectory which is estimated from the mean shift updating equation (5.10). c) Some
other estimated trajectories with different initial points. c) The classes estimated
after the mean shift clustering is applied are shown in different colours.
associated with each pixel i.
1. Initialise j = 1 and yi,1 = xi.
2. Compute yi,j+1 using (5.11), until convergence, y = yi,c
yi,j+1 =
∑n
i=1 xiexp
(
−12
∥∥∥yj−xi,rhr ∥∥∥2) exp(−12 ∥∥∥yj−xi,shs ∥∥∥2)∑n
i=1 exp
(
−12
∥∥∥yj−xi,rhr ∥∥∥2) exp(−12 ∥∥∥yj−xi,shs ∥∥∥2) (5.11)
where xi,r and xi,s denote the range and spatial component of a vector, respectively.
Since the range and spatial domains are of different natures, the multivariate kernel
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is defined as the product of two radially symmetric kernels and the Euclidean metric
allows a single bandwidth parameter for each domain. The bandwidth parameters
h = (hs, hr), determine the resolution of the mode detection.
3. Assign zi = yi,c.
4. In the basic segmentation procedure, vectors xi i = 1, · · · , n which converge to the
same mode, i.e yc, are labelled the same. In other words, if xm and xn converged
to the same mode, lm and ln would be the same. However, in order to avoid over-
segmentation in [47] a delineation procedure is proposed. In the delineation step, all
zi which are closer than hs in the spatial domain and hr in the range domain are
grouped together. As a result, pixels which converge to the modes which are closer
than hs in the spatial domain and hr in the range domain are labelled the same.
The bandwidth parameters h = (hs, hr) have a significant effect on the final result of
the segmentation. For demonstrating this, some of the results which are obtained from
applying mean shift to the grey images shown in figures 5.5c and 5.6c using different
bandwidth parameters are shown in figures 5.8-5.11. As mentioned earlier, the inpainted
grey and colour images have grey values ranging from 0 to 15. An initial interpretation
regarding the effect of the bandwidth parameters on the performance of the mean shift
classification is that the higher the value of hr, the less resolution in the range domain
will be obtained, i.e by using a large hr the effect of the small local variations in the
feature space will be discarded. The higher the value of hs, the less resolution in the
spatial domain will be obtained, i.e, larger connected components are obtained. In [56]
an adaptive technique for selecting the bandwidth parameters is also proposed. However,
selecting bandwidth parameters is a subjective issue. An advantage of the mean shift
clustering is that no prior knowledge is required for the number of clusters. However,
this may result in either over-segmentation or under-segmentation of different meaningful
regions. This can be seen in the segmented images shown in figures 5.8-5.11. In the next
section we propose a model for segmenting the facade from the other parts of the image
using the information which is obtained from the initially detected blobs.
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Grey Input
hs = 20, hr = 7 hs = 30, hr = 10 hs = 10, hr = 5
Figure 5.8: Results which are obtained with different bandwidth parameters. Mean
shift clustering is applied to the inpainted grey images. For displaying purposes the
clusters are randomly colour coded.
Grey Input
hs = 20, hr = 7 hs = 30, hr = 10 hs = 10, hr = 5
Figure 5.9: Results which are obtained with different bandwidth parameters. Mean
shift clustering is applied to the inpainted grey images. For displaying purposes the
clusters are randomly colour coded.
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Grey Input
hs = 20, hr = 7 hs = 30, hr = 10 hs = 10, hr = 5
Figure 5.10: Results which are obtained with different bandwidth parameters. Mean
shift clustering is applied to the inpainted grey images. For displaying purposes the
clusters are randomly colour coded.
Grey Input
hs = 20, hr = 7 hs = 30, hr = 10 hs = 10, hr = 5
Figure 5.11: Results which are obtained with different bandwidth parameters. Mean
shift clustering is applied to the inpainted grey images. For displaying purposes the
clusters are randomly colour coded.
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5.3 Facade/Non-Facade Segmentation
A probabilistic model for segmenting the facade from the other parts of the image us-
ing the initially detected blobs is proposed. This model is inspired from the works
of [57] and [58] in which the authors used similar techniques for efficient, interactive
foreground/background accurate segmentation. In the following we first describe the
probabilistic model which is used for formulating the segmentation problem. Next, we
describe the proposed technique for segmenting the class “facade” from the other parts
of the scene, using a similar formulation. However, in contrast to the interactive tech-
niques, this method is fully automatic.
Let the image be described by a vector of pixels y={y1, y2, · · · , yD} in the RGB colour
space, where the index i = 1, 2, · · · , D runs over all pixels. We assume that the task of
Foreground/Background (in our task Facade/Non-facade) segmentation is defined as esti-
mating an array of binary variables x={x1, x2, · · · , xD} where each pixel yi is classified
as foreground or background as follows: yi ∈ Facade if xi = 1yi ∈ Non-Facade if xi = 0. (5.12)
The two class segmentation can be described as estimating a binary vector x. For explain-
ing the probabilistic formulation of the segmentation, let us first consider the undirected
graphical model shown in figure 5.12. Each vertex in this graph represents a random
variable. The yellow vertices represent pixel colour values, y, and the blue vertices denote
the binary random variables, x. There are two types of edges in this graphical model.
1) Edges between the blue vertices which represent the correlation (dependency) of the
binary random variables. These edges indicate that the neighbouring pixels are strongly
correlated. In other words, it is very likely that pixels which are in a neighbourhood have
the same binary label. This constraint is for obtaining coherent segments in the segmen-
tation procedure. 2) Edges between the blue and yellow random variables, i.e. between
the binary random variables and the pixels’ colour. These edges reflect how a pixel value
yi fits into a model. For instance, how yi fits into the histogram of the foreground or back-
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ground. Based on this graphical model and the Bayesian rule, the posterior probability of
x3
x2
x1
x4
x9
x8 x7
x6
x5
y9
y8 y7
y6
y5y4y3
y2
y1
Figure 5.12: : An undirected graphical model representing an MRF for image seg-
mentation, in which xi is a binary variable denoting the state of pixel i and yi denotes
the corresponding value of pixel i in the observed image.
x given y can be estimated using:
P (x|y) ∝ P (y|x)︸ ︷︷ ︸
Likelihood
P (x)︸ ︷︷ ︸
Prior
. (5.13)
The aim of this model is to identify the configuration of the binary random variables that
maximises the posterior probability, i.e.:
x∗ = argmax
x
P (x|y). (5.14)
From figure 5.12 it can be inferred that in this model, random variables yi are conditionally
independent from each other, therefore, the likelihood term of (5.13) can be written as:
P (y|x) =
D∏
i=1
P (yi|xi) (5.15)
We may model the prior probability density function, P (x) as an MRF. Then, it may be
expressed as a Gibbs distribution of the form:
P (x) = P (x1, x2, · · · , xN ) = 1
Z
exp (−U (x)) (5.16)
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where Z is a normalising constant and U(x) is the prior energy. Assuming that only the
two-site clique potentials are non-zero, the prior energy in this graphical model has the
form:
U(x) =
∑
(i,j)∈C2
S (xi, xj) (5.17)
where C2 is the set of two-site cliques. Substituting (5.15) and (5.16) into (5.13) and
subsequently taking the negative of the logarithm of the posterior probability, reduces the
MAP estimation problem to:
x∗ = argmin
x
E(x,y) (5.18)
where E(x,y) has the form of:
E(x,y) =
D∑
i=1
Li (xi, yi)︸ ︷︷ ︸
Data term
+
∑
(i,j)∈C2
Si,j (xi, xj)︸ ︷︷ ︸
Smoothness
. (5.19)
Function Li (xi, yi) is the data term function which indicates the individual label prefer-
ences of pixel value yi based on the observed and pre-specified likelihood function. Function
Si,j (xi, xj) is the smoothness function which encourages spatial coherence by penalising
discontinuities between neighbouring pixels. Ideally, the global minimum of E(x,y) over
different labelling image configurations should correspond to the desired segmentation.
In [57] and [58] the authors used a combinatorial optimisation technique known as graph
cuts for minimising E(x,y). This technique and its powerful performance was first dis-
covered by Greig et.al [59] in the application of minimising important energy functions in
vision. Greig et al. used their result in the application of vision to show that iterative
techniques, like simulated annealing, reach solutions very far from the global minimum.
We formulate the problem of segmenting the class “facade” from the other parts of the
scene by defining an energy function which consists of a data term and a smoothness term.
In contrast to the interactive segmentation techniques, our technique is fully automatic
and no interaction is required. In section 5.3.1 we describe the technique which was em-
ployed for computing the data term of equation (5.19). In 5.3.2 we present the modelling
of the smoothness term of equation (5.19) and finally in 5.3.3 the graph cuts technique is
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explained.
5.3.1 Data term functions for “Facade” and “Non-Facade” regions
For estimating the data term function of (5.19) two models are required. One for the
“facade” class and the other for the “non-facade” class, i.e. for each pixel value yi two
values Li (1, yi) and Li (0, yi) are required. In this section we explain the procedure for
estimating these functions from the initially detected blobs.
Since most of the detected blobs are expected to be found on the facade, we first estimate
a rough outline of the facade from the blobs using morphological operators. For this we
construct a binary image by turning on the pixels which are inside the detected blobs and
turning off the remaining pixels. Next, we use a structuring element equal to the median
blob (in terms of area) to close the binary blob image. After applying this morphological
operation, from the pixels which are turned on (white) we use their corresponding pixel
colour values for estimating P (yi|xi = 1), and we employ the remaining pixel colour values
for computing P (yi|xi = 0).
The conditional probabilities can be estimated either using a parametric (like GMM) or
a non-parametric (like histogram) model. In this application we used a Gaussian Mixture
Model as it is considered more robust than the raw colour histogram model. In section 5.5
the performance of the GMM model with that of the histogram are compared. A GMM
has the form of:
P (yi|xi) =
M∑
k=1
π(k, xi)N (yi|µ(k, xi),Σ(k, xi)) (5.20)
where N (yi|µ(k, xi),Σ(k, xi)) denotes the kth 3D Gaussian with mean µ(k, xi) and covari-
ance Σ (k, xi). Coefficient π(k, xi) is the weight which is associated with the k
th Gaussian
function. We used the Expectation Maximisation algorithm described in [60][p 430-439]
for estimating the parameters of the Gaussian Mixture Models. Different steps of the
proposed pipeline for estimating the likelihood functions are shown in figure 5.13. The
grey images shown in figures 5.13(e-f) visualise P (yi|xi = 1) over i = 1, · · · , D which are
estimated from the initially detected blobs. Using the class conditional probabilities, the
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(a) (b) (c)
(d) (e) (f)
Figure 5.13: a) Detected blobs. b) Binary image constructed from the detected
blobs. c) Binary image obtained after closing the binary image of step (b) with a
structuring element equal in size to median blob (in terms of area). Colour values
of the original image which correspond to the white pixels of this binary map are
used for estimating the parameters of the GMM associated with the foreground. d)
Remaining pixels which are used for estimating the parameters of the GMM of the
background are marked in white. e) Grey image which demonstrates P (yi|xi = 1) for
i = 1, · · · , D i.e. the likelihood of a pixel being labelled as facade. The brighter a pixel
the more probable is to be labelled as “facade”. f) Grey image which demonstrates
P (yi|xi = 0) for i = 1, · · · , D i.e. the likelihood of a pixel being labelled as non-facade.
The brighter a pixel the more probable is to be labelled as “non-facade”.
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data term functions Li (1, yi) and Li (0, yi) are estimated using:
Li (yi, 1) = − logP (yi|xi = 1) , Li (yi, 0) = − logP (yi|xi = 0) . (5.21)
5.3.2 Smoothness term
The smoothness term which we used is defined so that it favours the pixels with similar
colour having the same label. This term should penalise a configuration in which two
neighbouring pixels have different labels but at the same time their colour values are
similar. For this we use the same smoothness function as it has been proposed in [57] [58]
[61]. This function is defined as follows:
Si,j (xi, xj) =
 λ exp
(
−‖yi−yj‖22σ
)
× 1dist(i,j) if xi 6= xj
0 if xi = xj
(5.22)
where dist is the distance function between two neighbouring pixels. We used the Eu-
clidean distance and the 8-neighbourhood system. Variable yi indicates the colour pixel
value which is associated with label xi. This function penalises for discontinuities between
pixels of similar intensities when ‖yi − yj‖ < σ. However, if pixels are very different,
‖yi − yj‖ > σ, then the penalty is less. Intuitively, this function corresponds to the distri-
bution of noise among neighbouring pixels in an image. The authors in [57] proposed to
set σ equal to that of the “camera noise”. However, as we do not know the camera model
of the images, and as the images are of low noise, a value of σ = 5 shall be appropriate.
Parameter λ is a tuning factor which we select subjectively so that it equalises the order
of magnitudes of the smoothness term and the data term.
5.3.3 Graph Cuts for Segmentation
Recently, the Graph Cuts optimisation technique has been used extensively in various
computer vision applications. It is an optimisation technique which is used for optimising
combinatorial energy functions. In [59] the authors showed that graph cuts outperforms
other optimisation techniques like simulated annealing and Iterated Conditional Modes
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(ICM). For describing the basics of this algorithm we use the terminology that pertains
to graph cuts in the context of the segmentation task. An undirected graph G = 〈V , E〉 is
defined as a set of nodes (vertices V) and a set of undirected edges (E) that connect these
nodes. An example of a graph that is used for formulating the segmentation problem is
shown in figure 5.14. Each edge e ∈ E in the graph is assigned a nonnegative weight ωe.
S
T
Building Terminal
L1(1,yi)
Cut
T
S
L1(1,yi)
Building Terminal
L1(0,yi)
Non−Building Terminal
L1(0,yi)
Non−Building Terminal
(b) Cut(a) Graph
jiji Si
,j(y
i,y
j)
Si
,j(y
i,y
j)
Figure 5.14: A simple example of the graph in the context of segmentation. The
weight of each edge is reflected by the edge’s thickness. The terminal nodes are S and
T . The data terms defined in section 5.3.1 are assigned to the edges which connect the
terminal nodes. These edges are known as t-links in the graph cut terminology. The
smoothness terms, described in section 5.3.2, are assigned to the other edges which
are known as n-links. Inexpensive edges are attractive choices for the minimum cost
cut.
There are also two special (S and T ) nodes called terminals. An s − t cut is a subset of
edges C ⊂ E such that the terminals become separated on the induced graph G(C) = 〈V , E〉.
The cost of a cut is defined as the sum of the costs of the edges that it severs:
|C| =
∑
e∈C
ωe (5.23)
A minimum s− t cut is a cut with minimum cost. The authors in [59] showed that a cost
function of the form (5.19) is equivalent to the cost of a cut. Therefore, the minimum s− t
cut cost is equivalent to minimising the cost function of (5.19).
In our model, the nodes of the graph represent the pixels and the edges represent the data
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term and the smoothness term which were described earlier in sections 5.3.1 and 5.3.2. A
cut partitions the nodes in the graph. This partitioning corresponds to a segmentation
of an underlying image and it corresponds to a binary image which minimises the Gibbs
energy function defined in equation (5.19). For computing the minimum cut we used the
max-flow/min-cut algorithm described in [62]. Examples of the binary images obtained
from minimising the cost function defined in (5.19) and the smoothness term and data
term defined in the previous sections are shown in figure 5.15.
Figure 5.15: White regions in the binary images correspond to the facade.
5.4 A unified module for full image segmentation
For estimating a low-level interpretation of the images of buildings, a unified module
is proposed by employing the previously developed algorithms. For recapitulation the
following image processing tools have been developed:
1. A blob detector based on an attention model which was further enhanced with a
prototype discovery module in order to extract regions which are more aligned with
the subparts of buildings like windows, chimneys, dormers etc.
2. A combination of inpainting and mean shift algorithms was used for extracting
regions with homogeneous colour like sky and ground. The purpose of incorporating
the inpainting algorithm was to construct homogeneous segments using the initially
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detected blobs.
3. A Markov model was developed for segmenting the facade from the other parts of
the image.
The unified module which we used for estimating an almost complete segmentation, is
schematically shown in figure 5.16. In this scheme we first identified blobs, mean shift
Facade Detection
A low−level interpretation of a building sceneBlob Detector
Third Layer
First layer
Second Layer
Inpainting+Meanshift
Image
Figure 5.16: Aggregation scheme that we used for estimating a low-level interpretation
of the building scene.
segments and the facade. Next, these regions are overlaid at the top of each other by
considering the mean shift segments in the first layer, segmented facade in the second layer
and the identified blobs in the third layer. When a layer is overlaid on another, identified
pixels which are in common with the two layers are overwritten with the top layer. In
other words, if a pixel belongs both to the segmented facade and a region identified by
the mean shift segmentation, in the final interpretation, it is part of the facade class if it
is not part of the identified blobs. The intuition behind this scheme is that subparts like
window and door are contained in the facade, and the building is contained in regions like
sky and ground. Examples of the estimated low level interpretation are shown in figure
5.17. For demonstration purposes, in these examples each region is labelled by a different
colour.
5.5 Experiments
For this experiments, we used 300 images of buildings from the eTRIMS repository (12-
class dataset). Each image was manually segmented into regions that corresponded to
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Figure 5.17: : Low-level interpretation of different building scenes. Each detected
region is labelled by a different colour.
parts of the building or parts of the environment, such as sky or vegetation. We allow for
the following twelve labels (with respective frequencies): “Facade”(0.0769), “Sky”(0.0587),
“Ground”(0.0337), “Roof”(0.0355), “Window” (0.6344), “Vegetation” (0.0387), “Bal-
cony” (0.0382), “Door” (0.0282), “Chimney” (0.0018), “Others” (0.0382), “dormer”
(0.0150), “stairs” (0.0018). The “others” label aggregates annotated regions like “car”
and “people”.
We report the performance of the low level interpretation module in terms of the true
detection rate. Note that in this section we just report on the performance of the image
segmentation algorithm as we are not classifying the regions. In other words, we would
like to understand what percentage of the manually segmented regions are detected by the
proposed segmentation algorithm. A hypothesised region is considered as a true detection
if the overlap computed by equation (2.10) is more than 60%. Table 5.1 shows the results
of the low-level interpretation module in detecting different parts of a scene. According
to this table, labels “Facade”, “Sky”, “Window” and “Dormer” are detected better than
the other labels. The worst detected regions are “Stairs”, “Vegetation” and “Roof”.
As we discussed earlier in section 5.3.1, in the MRF formulation for Facade/Non-facade
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Label Number of Regions Detection Rate in %
Facade 350 74.6
Sky 250 85
Ground 220 35.6
Roof 294 25.8
Window 3778 81.4
Vegetation 308 26.9
Balcony 34 65.0
Door 214 39.7
Chimney 67 43.2
Others 630 33.1
Dormer 44 75.0
Stairs 36 11.1
Table 5.1: Detection rate in percentage.
segmentation, the data term function can be estimated either by using a Gaussian Mixture
Model or the histogram of the colours of the seeds. We evaluated the performance of the
MRF segmentation algorithm using these two variations. The segmentation accuracy is
measured in terms of the F -measure, which combines the two complementary measures
of precision (fraction of pixels hypothesised as facade that are annotated as facade) and
recall (fraction of pixels annotated as facade found in the hypothesised facade). The
F -measure is computed using:
F =
2× recall × precision
precision+ recall
(5.24)
The higher the F the better a hypothesised region is aligned with the annotated facade.
Results of this experiment are summarised in table 5.2. According to this table using
GMM for modelling the data term would result in better segmentation.
Precision Recall F-measure
GMM data-term 80.65 ± 2.4 71.32 ± 4.6 73.7 ± 2.9
Histogram data-term 82.08 ± 2.6 62.6 ± 5.9 68.3 ± 4.1
Table 5.2: Results in percentage
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5.6 Summary
A unified module for interpreting images of buildings was proposed. This module is a
combination of three main components i) Blob Detection, ii) Facade/Non Facade Segmen-
tation and iii) Combination of Inpainting and Mean Shift segmentation. The performance
of this module was evaluated using the 12-class dataset of eTRIMS database [27]. In the
next chapter we use the output of the proposed module as an input for an MRF-based
contextual classifier algorithm.
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Chapter 6
An Asymmetric MRF Model for
Classifying Regions
6.1 Introduction
The previous chapter of this thesis concentrated on the segmentation of a building scene
into parts which might be perceptually meaningful. The next step is to label these parts.
The human visual system is able to recognise man made structures, like for example
buildings and their parts, naturally and effortlessly. Unlike most natural objects, build-
ing structures are much less consistent in their shapes, colours, textures and locations of
their parts. This is mainly due to cultural, functional and aesthetic factors influencing
architecture. So, identification of building parts cannot be done with conventional pattern
recognition methods, i.e. by the use of textural, colour or shape features of segmented
regions and with the help of a good classifier. Instead, it is argued that context should play
a more significant role in the task, since most buildings and their parts have common spa-
tial arrangements. For example, facades are located above the ground and below the sky,
doors are located at the top of stairs and inside the facade, roofs are above the facade etc.
In this chapter, we use contextual information as the core of our solution to the problem
of building part recognition. A human learns contextual relations and object identities
through life experiences. To learn to recognise objects, a teacher has to point out and
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name the different objects to the child. At the early stages of learning, the information
given to the child has to be clear and unambiguous, with good representative examples.
To emulate this process, we use a database of hand segmented and labelled objects in
order to learn contextual information that pertains to the building scenes. For recognis-
ing different parts of a new image, we first segmented the image into meaningful regions
using the procedures described in the previous chapters, and subsequently labelled the
segmented regions using the contextual information which had been learnt in the training
stage, from manually processed images.
A number of contextual models for object recognition have been proposed in recent years.
We consider here only those that are concerned with modelling peer-to-peer dependen-
cies between objects (as opposed to hierarchical dependencies). Several authors explore
Markov Random Fields for probabilistic modelling of local dependencies, e.g. [6, 63–66].
The authors in [66] and [6] define a conditional random field over individual pixels. In [6],
contextual information is incorporated by using the joint boosting algorithm [6] for learn-
ing potential functions and by employing a novel feature that captures local dependencies
in appearance. Neither of these pieces of work considers spatial relationships explicitly,
although the authors in [66] include the absolute position of a site in the proposed po-
tential function as a feature. In this work, first, we segment an input image into regions
and then label those regions using contextual information. To express contextual informa-
tion, we need an efficient framework that uses spatial and semantic context as the basis
of object recognition. While a number of existing methods share this objective, we follow
the method proposed in [67] and we create a spatial model of anisotropic configurations,
which are learnt from a set of training images.
This chapter is structured as follows. Section 6.2 presents the proposed contextual clas-
sifier model which we are going to use for classifying regions. Sections 6.2.1 and 6.2.2,
describe the training stage of this model in which a set of neighbourhood configurations us-
ing a set of 300 hand-segmented and labelled images are estimated. Section 6.2.3 presents
the inference stage of the proposed classifier using the learnt neighbourhood configura-
tions. Section 6.3 demonstrates the performance of the classifier using the manually and
automatically segmented images. Finally, we conclude in section 6.4.
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6.2 Contextual Classifier
The formalism that follows is similar to that in [67]. In this model, each region, i, is
associated with a random variable xi which takes its value from a discrete set of class labels
and a neighbourhood configuration Ni. The neighbourhood configuration of a region, Ni
comprises the labels and spatial relationships of regions that are within some radius r of the
focal region. The probability that label l is assigned to region i, given its neighbourhood
configuration, is defined as:
P (xi = l|Ni, R) = 1
Z
exp (−ϕ (Ni, Rl)) , (6.1)
where Z is a normalising constant, and ϕ (Ni, Rl) is a function which measures the distance
between the neighbourhood configuration Ni and a set of prototypes R with l at their focal
regions. A neighbourhood configuration or simply a configuration, Ni, consists of a focal
region with label l, a set of regions which are in the neighbourhood of the focal region
and the relative spatial relationships of the focal region and its neighbouring regions.
Prototypes are a subset of configurations which are learnt from a set manually segmented
and labelled regions. In section 6.2.1 we define how to approximate a neighbourhood
configuration for a region. In section 6.2.2 we address the problem of learning prototypes
from a set of configurations.
In the inference step, we would like to predict the labels of a set of regions (either segmented
automatically or manually) using the learnt prototypes. For this, let us assume that there
is a set of M regions. The aim of the inference step is to assign labels x = x1, x2, · · · , xM
to each region, such that the joint probability P (x1, x2, · · · , xM ) is maximised. The joint
probability is approximated by the product of the conditional probabilities of type (6.1).
In section 6.2.3 this module is described in more detail.
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6.2.1 Neighbourhood Configuration
Two regions are considered as neighbours if they are within a distance r from each other.
The distance between two regions A,B ⊂ R is expressed as:
d(A,B) =
∑
m∈x,y
min
a∈A,b∈B
‖am − bm‖√
X2 + Y 2
, (6.2)
where the subscript m indexes the pixel coordinates of points a and b. Variables X and Y
are the width and the height of an image, respectively. The denominator is for normalising
the distance in order to make it invariant to image resolution. After identifying a region’s
neighbourhood, spatial relationships between the focal region and its neighbouring regions
are estimated. In this application, we follow [67] and define five different relations between
region pairs. These are: relative vertical orientation, relative horizontal orientation, con-
tainment relation and the ratio of their widths and heights. The procedure for estimating
these relationships is described in the following.
Vertical and Horizontal Relationships: Let pci and pni be points from a pair of
regions, with subscript c indicating the points which belong to the central (focal) region
and subscript n is indicating the points which belong to the neighbouring regions. First,
angle, φi, between vector pni−pci and the reference direction (horizontal axis) is measured.
The degree of aboveness (or belowness) of pn with respect to pc is then computed as:
fvi (pni , pci) = sinφi, (6.3)
where fvi represents the vertical relationship of a point pair and reaches its maximum
when pn is exactly above point pc. For the horizontal relationship, we define:
fhi (pni , pci) = cosφi. (6.4)
Thus, to represent the vertical and horizontal relations between two regions, the average
over point-wise membership values: fvr =
1
N
∑N
i=1 fvi and fhr =
1
N
∑N
i=1 fhi is computed.
To be computationally efficient, N points, pfi and pni , within the respective regions are
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chosen, randomly.
Containment Relationships: To express whether region A includes region B, the
following function is used:
fcr(A,B) =

−1 if region A contains region B
+1 if region B contains region A
0 otherwise
(6.5)
Function fcr is set to zero when the relationships of the two regions are neither “contains”
nor “contained in”.
Width and Height Relationships: The width ratio is estimated as the ratio between
the width of region A and that of region B. Similarly, the height ratio is approximated
as the ratio between the height of region A and that of region B. The width ratio is
formulated as:
fwr(A,B) =
 1− wA/wB if wB/wA ≥ 1wB/wA − 1 otherwise. (6.6)
where w represents the width of a region’s bounding box. The formulation is intended to
make the values of the width ratio fall in the range [−1, 1]. Similarly, the height ratio, fhr,
can be formulated by replacing w with h that represents the height of a region’s bounding
box.
A neighbourhood configuration, Ni, consists of the label of the focal region, the labels of the
neighbours and the spatial relationships between the focal region and its neighbouring re-
gions, i.e. fvr, fhr, fcr, fwr, fhr. In our implementation, the neighbourhood configurations
are encoded by 6 × F matrices with F being the number of regions within a neighbour-
hood. Each column of this matrix is associated with one of the neighbouring regions and
it encodes the region’s label (1 component) and its spatial relationships (5 components)
with respect to the focal region.
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6.2.2 Prototype Discovery:
In this section the aim is to identify for each region label a small set of typical neighbour-
hood configurations, i.e. prototypes. A prototype, Rl, is a neighbourhood configuration
with label l at its focal region. In order to identify the prototypes, the set of configura-
tions, which have been extracted from themanually annotated images, are first partitioned
according to the label of their focal regions and subsequently each partition is clustered
using the k-medoids algorithm. This clustering algorithm is based on the pair-wise dis-
tances between the configurations’ respective matrix representations as described below.
Let us consider the two matrices A and B shown in figure 6.1, which are associated with
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Figure 6.1: : An example of two different configurations. For estimating the dis-
tance between these two configurations we use the l1 metric of the columns which are
highlighted with the same colour.
two configurations with label Window at their focal region. For estimating the distance
between A and B, i.e. distconf (A,B), for each column of configuration A, we first deter-
mine all those columns of configuration B that bear the same label (highlighted with the
same colour in figure 6.1). Next, the l1 metric of the columns with the same label are
computed, and consider the distance of the closest region as the best match to the region
of configuration A and add the distance to the overall cost. If configuration B does not
have any region of the same label as any of the neighbours A (like label Door), a fixed cost
is applied to penalise label discrepancies. This is repeated for all other regions (columns)
of configuration A. This measure reflects differences in the labels as well as differences in
the geometry and topology of regions carrying the same label.
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In order to have a symmetric measure, we take the average of distconf (A,B) and
distconf (B,A) as the distance between the two configurations, i.e. D(A,B) =
(distconf (A,B) + distconf (B,A)) /2. To assess whether D(A,B) is a metric or not,
we considered several triplets of various configurations A, B and C and checked how
D(A,B) + D(B,C) compares with D(A,C). For D(A,B) to be a metric, the triangle
inequality has to be obeyed. In figure 6.2 D(A,B)+D(B,C) is plotted versus D(A,C) for
1000 triplets of configurations of various sizes. In this experiment the triangle inequality
is obeyed in 91% of the triplets. According to this, the proposed distance measure is a
reasonably good pseudometric.
In the next step we use the proposed distance measure (dissimilarity measure) and the
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Figure 6.2: Result of investigating the triangle inequality of the proposed measure for
computing the distance between two configurations.
k − medoids algorithm for clustering the configurations. Similar to k-means, this algo-
rithm is a partitioner algorithm (breaking up the dataset into groups) and it attempts
to minimise the square error. In contrast to the k-means, k-medoids chooses data-points
as centres (medoids or exemplars) as opposed to numerical averages. The reason that
we chose k-medoids as the clustering algorithm is that the k-means algorithm is based
on the use of squared Euclidean distance as the measure of dissimilarity between a data
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point and a prototype vector. This assumption is not true in this application case, where
a non-Euclidean dissimilarity measure for clustering the dataset is used. The k-medoids
algorithm is applied as follows.
1. Initialisation: randomly select k of the n configurations as the medoids
2. Associate each configuration in the dataset to the closest medoid. (“closest” here
is defined using the proposed pseudo metric for measuring the distance between
neighbourhood configurations.)
3. For each medoid m:
For each non-medoid configuration c:
Swap m and c and compute the total energy of the clustering, which is estimated as:
Energy =
k∑
i=1
∑
j∈class i
D (cj ,mi) , (6.7)
where i and j are the indices which are associated with the configurations and
medoids, respectively. Function D is the distance measure for estimating the dis-
similarity between the neighbourhood configurations, as described earlier.
4. Select the clustering with the lowest energy.
5. Repeat steps 2 to 5 until there is no change in the medoids.
Like k-means, the final solution of k-medoids depends on the initialisation. To assess the
stability of the solution, we run the algorithm several times and compared the energy
before and after convergence. As figure 6.3 indicates, the converged energy function of
(6.7), remains within narrow bounds and suggests that the final solutions come close to the
global optimum. After applying the k-medoids algorithm to a set of neighbourhood con-
figurations, the centroids are considered as the prototypes. One example of an estimated
prototype is shown in figure 6.4. For a training set in which a region may be assigned to
N possible classes, a set R of size N × k prototypes is estimated. In this set k prototypes
are associated with each of the classes at the focal region.
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Figure 6.3: : Energy function before (top) and after (bottom) applying the k-medoids
algorithm using different initialisations. As it can be seen, the converged energy
remains within a narrow bound.
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Figure 6.4: Example of an estimated prototype.
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6.2.3 Inference
In contrast to the works presented in [68] and [67], in which the authors assumed that
the scene has been segmented manually into regions such that each region corresponds
to an object, in this implementation, the image is first segmented automatically, using
the technique which was presented in the previous chapters. This combination will yield
a full interpretation module with a raw image as an input and a number of classified
regions as the output. For labelling a set of M regions, the regions are first indexed
from i = 1, · · · ,M and subsequently they are labelled randomly by the class labels. For
initialisation we randomly select labels using a uniform distribution. Next, the labels
of the regions are updated using the simulated annealing algorithm. This algorithm is
implemented according to the following steps.
1. In order to iteratively update regions based on the current labelling of their neigh-
bourhood, we first partition the set of regions into a set of codings. A coding consti-
tutes a partitioning of the set of regions so that no neighbouring regions belong to
the same partition. We use the greedy colouring strategy as it is used in [68]. In this
scheme regions are considered as vertices of a graph. If two regions are neighbours
of each other, there is an edge between them. The aim is to partition the set of
vertices (=regions) so that no two adjacent vertices (=neighbouring regions) belong
to the same partition. Because of the assumption of Markovianity (equation (6.1)),
the likelihood over vertices of the same colour reduces to the product of the respec-
tive conditional probabilities. In the greedy colouring strategy, vertices are visited
in order of decreasing vertex degree (i.e. number of neighbours). Each vertex is
assigned the first possible colour from a list of colours. One example of a colouring
is shown in figure 6.5.
2. For each coding Ci:
3. Consider the neighbourhood configurations of the coding:
4. Update the label of a region by retrieving and sampling from the probability distri-
bution corresponding to the regions current neighbourhood configuration. In other
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Figure 6.5: An example of a coding. Vertices with the same number have non-
overlapping neighbourhoods.
words:
xn+1i ∼ P (xi|N ni , R) (6.8)
where the probability distribution, P
(
xi|N ni , Rxni
)
is estimated using (6.1). In equa-
tion (6.1) function ϕ (Ni, Rl) is chosen to be:
ϕ (Ni, Rl) = min
R∈Rl
D (Ni, R) (6.9)
where D(Ni, Rl) is the distance between the neighbourhood configuration Ni and
a prototype R. In other words, we have constructed a database of prototypes, one
for each possible label of the focal region. We consider the neighbourhood of the
region which we wish to label. For each possible label of the focal region, we find
the shortest distance between the neighbourhood of the region in question and the
various possible neighbourhoods that have been identified for the particular label.
Having now a value of function ϕ (Ni, Rl) for every l, we can draw a label for the
region in question according to probability (6.1). To do that, we first compute:
P (xi = l|Ni, R) ≡ exp (−sϕ (Ni, Rl))∑
t∈Λ exp (−sϕ (Ni, Rt))
, (6.10)
where Λ is the set of all possible labels. Parameter s is a scaling factor and
is approximated from the distribution over the distances between configurations
and prototypes (figure 6.6), using s = 1/mean (D (N , R)). For drawing a ran-
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Figure 6.6: Histogram of the distances between configurations and prototypes.
dom variable from P (xi = l|Ni, R), we first produce the cumulative distribution of
P (xi = l|Ni, Rl) using:
F (xi = l|Ni, R) ≡
l∑
t=1
P (xi = t|Ni, R) (6.11)
where t indexes the labels. Figure 6.7 shows an example of P (xi = l|Ni, Rl) and the
cumulative function associated with it. From the cumulative distribution we draw a
look up table as shown in 4. Then we draw a random value uniformly distributed in
the range of [0, 1]. The range in which the random number falls identifies the label
we assign to region xi.
5. After a new label is drawn for the region in question, the following pseudo-likelihood
function is computed for the old and the new label proposed for this region:
P (x1, x2, · · · , xM ) ≈ 1
M
∑
j
|Cj |
∏
i∈Cj
P (xi|Ni, R)
 1|Cj| (6.12)
where Cj is the set of regions which are in the same coding. This pseudo-likelihood
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Figure 6.7: An example of a probability density function over label indices (top) and
the cumulative density function associated with it (bottom).
index l label Fl − Fl−11 Range
1 Facade 0.088 0–0.088
2 Chimney 0.081 0.088–0.170
3 Door 0.072 0.170–0.243
4 Dormer 0.082 0.243–0.325
5 Roof 0.098 0.325–0.424
6 Stairs 0.075 0.424–0.499
7 Sky 0.103 0.499–0.602
8 Vegetation 0.089 0.602–0.692
9 Ground 0.081 0.692–0.773
10 Balcony 0.079 0.773–0.852
11 Window 0.072 0.852–0.925
12 Others 0.074 0.925–1.0
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function is defined in [67] and it is used as the criterion in the relaxation proce-
dure. It is actually the function which is aimed to be maximised using the simulated
annealing technique. The product that appears on the right-hand side of equa-
tion (6.12) is over all nodes of a single colouring of the graph. As these nodes have
non-overlapping neighbourhoods, their conditional probabilities are independent and
when multiplied they produce the joint probability density function of the combi-
nation of labels assigned to this colouring. For each colouring of the graph there is
a different such joint probability density function of its combination of labels. As
each colouring j of the graph may contain a different number of nodes (denoted by
|Cj |), each
∏
i∈Cj P (xi|Ni, R) is the product of |Cj | factors and in order to remove the
dependence the |Cj | root of it is taken. Then the sum of all of the partial likelihood
terms is weighted by the fraction of nodes, i.e. |Cj | /N , each represents.
6. Let us define:
U (x1, x2, · · · , xM ) ≡ − lnP (x1, x2, · · · , xM ) . (6.13)
Let us also call Uold the value of U (x1, x2, · · · , xM ) when the old label of the region
is kept and Unew the value of U (x1, x2, · · · , xM ) when the new label of the region is
considered. Hence, the ratio of the two likelihoods is:
p ≡ exp (−Unew)
exp (−Uold) = exp (− (Unew − Uold)) (6.14)
To allow control over the resolution of the configuration space, a parameter T is
introduced and subsequently function q is defined as follows:
q ≡ exp
(− (Unew − Uold)
T
)
(6.15)
Figure 6.8 shows the histogram of the values of Unew−Uold for various configurations,
at the first iteration step, and with the help of some pilot runs. From the order
of magnitude of these values, we select as a starting value T0 ∼ 0.002. Subsequent
values of T , in iteration steps labelled by n, are given by Tn = αTn−1, where α = 0.95.
If q > 1, i.e. Unew < Uold so the new label of the region is increasing the pseudo-
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Figure 6.8: Histogram of the values of Unew − Uold which is obtained from a pilot run.
likelihood function of equation (6.12), the new label is accepted. If Unew > Uold,
i.e. q < 1, a random number, r, uniformly distributed in the range [0, 1] is drawn.
If r < q then the new label of the region is accepted. In this optimisation process
as T (known as temperature) decreases in consecutive iteration the probability of
accepting a new label which lowers the pseudo-likelihood function is decreased. For
instance, in the first iteration, if an update makes Unew − Uold = 0.001, then the
probability of accepting the update is equal to exp(−0.5) ≈ 0.6. However, in iteration
n = 10 the temperature would be equal to T = 0.002 × 0.9510 ≈ 0.001. Therefore,
q = 0.43 and the probability of accepting an update which decreases the pseudo-
likelihood function is also decreased.
Note that after we consider all focal regions of one image coding, we proceed to
consider the next coding, with the labels of the focal regions of the previously visited
codings updated. When all codings have been considered, one iteration has been
completed and the value of the temperature is reduced. This procedure is then
repeated for a number of iterations.
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Figure 6.9 shows the values of P (x1, x2, · · · , xM ) for one of the images, as a function of
the iteration number. After applying the simulated annealing algorithm, a realisation of
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Figure 6.9: Dynamic of the pseudo-likelihood function, P (x1, x2, · · · , xM ), in different
iterations of simulated annealing.
the labels of the regions is obtained. Figures 6.10 and 6.11 show some results which were
obtained by the proposed interpretation pipeline.
6.3 Experiments
For testing the accuracy of the classifier and the proposed pipeline, we used 350 images of
the 12-class database of the eTRIMS repository [27]. The images were manually segmented
into regions that corresponded to parts of the building or parts of the environment, such
as sky or vegetation. For training we used 300 images selected randomly and for testing we
used the remaining 50 images. We evaluated the performance of the classifier using both
the manually segmented regions and the automatically segmented regions as its input. We
report on the performance of these two variations both in terms of classification accuracy
(the proportion of regions that have been labelled correctly) and the confusion matrices.
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Figure 6.10: (a) Original Images (b) Automatically segmented images using the
method described in the previous chapter (c) Labels which are estimated by the
MRF based classifier. Each colour is an indication of one of the 12 class labels which
we have used in our implementation.
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Figure 6.11: (a) Original Images (b) Automatically segmented images using the
method described in the previous chapter (c) Labels which are estimated by the
MRF based classifier. Each colour is an indication of one of the 12 class labels which
we have used in our implementation.
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Manually segmented regions as input to the MRF based classifier: The confu-
sion matrix which was estimated after classifying the regions which have been manually
segmented is shown in Table 6.1. In this approach 1722 regions out of 2794 regions were
Fac Chi Doo Dor Roo Sta Sky Veg Gro Balc Win Oth Accuracy
Facade 167 1 10 2 0 0 1 18 10 2 8 11 0.72
Chimney 0 20 1 1 0 0 2 10 0 0 0 0 0.58
Door 1 0 41 0 0 7 0 6 4 1 10 3 0.56
Dormer 0 12 1 21 2 1 0 2 2 0 3 0 0.46
Roof 0 12 0 1 41 0 26 6 1 0 2 2 0.46
Stairs 0 0 1 0 0 11 0 2 4 0 0 0 0.64
Sky 0 0 0 0 3 0 42 5 1 1 1 1 0.77
Vegetation 9 5 16 3 6 12 4 26 15 13 8 11 0.21
Ground 0 0 1 0 0 17 0 9 65 0 1 9 0.63
Balcony 1 2 8 12 33 1 2 7 9 193 38 5 0.62
Window 0 104 117 106 18 13 8 73 70 22 1057 9 0.66
Others 0 0 4 0 0 32 0 11 27 0 0 38 0.33
Table 6.1: Confusion matrix which was obtained by the manually segmented regions
as the input to the MRF based classifier.
labelled correctly (accuracy equal to 0.6163). Also the confusion matrix reveals that the
greatest accuracy, is achieved for regions with labels “Facade” and “Sky”. This may be
explained by the discriminative spatial relationships that these regions have with other
parts of the scene. Whilst, regions with labels “Vegetation” and “Others” achieved the
worst accuracy, which is because of their non-discriminative spatial relationships. Regions
with label “Window” and “Door” are most frequently mistaken for each other (117 times)
which may be because they are described by the very similar spatial relationships that
these regions have with other building parts.
Automatically segmented regions as input to the MRF based classifier: Prior
to constructing the confusion matrix of this approach the true label of the automatically
segmented regions need to be decided. For this we used the manually segmented regions
and the majority vote rule for estimating the true labels of the automatically segmented
regions. If an automatically segmented region overlaps with two different manually anno-
tated regions, its true label is chosen to be the label of the region with more pixels inside
the automatically identified region. The confusion matrix that was computed using the
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automatically segmented regions as input to the contextual classifier, is shown in Table
6.2. In this approach 908 regions out of 2914 regions are labelled correctly (accuracy equal
to 0.3143). This shows the sensitivity of the proposed contextual classifier on the accuracy
of the segmentation.
Fac Chi Doo Dor Roo Sta Sky Veg Gro Balc Win Oth
Facade 85 29 100 35 38 59 20 87 131 62 215 136
Chimney 0 3 0 1 0 0 0 2 0 1 0 0
Door 1 0 4 1 3 5 0 3 4 2 8 5
Dormer 0 0 0 0 0 0 0 0 0 0 0 0
Roof 4 15 0 12 32 0 7 10 2 0 14 0
Stairs 0 0 0 0 0 1 0 1 0 0 0 2
Sky 2 4 0 1 12 0 42 5 5 1 11 0
Vegetation 11 21 15 22 16 13 13 37 28 10 57 41
Ground 1 0 2 0 0 9 0 11 76 2 5 17
Balcony 1 3 13 17 10 4 0 15 8 24 58 7
Window 19 31 74 27 6 13 4 43 48 22 562 45
Others 1 0 11 0 0 23 1 21 87 7 38 41
Table 6.2: Confusion matrix which was obtained by the automatically segmented
regions as the input to the MRF based classifier.
MRF based classifier with non-random initialisation: As it was mentioned earlier,
in the optimisation process of simulated annealing, the labels of the regions were initialised
randomly. We also conducted an experiment where the regions were first labelled based
on topological and geometrical rules and a decision tree classifier. For a start, the region
identified by the facade detection algorithm of section 5.3 was assigned the label “Facade”.
Any detected blob in the bottom third of the image was given the label “Door”. All
other blobs were given the label “Window”. For the regions identified by the mean shift
algorithm we used the decision tree shown in figure 6.12. In this decision tree a region
that was identified by the mean shift algorithm and touches the top border of the image
was given label “Sky”. If it was touching the bottom border of the image it was given the
label “Ground”. Regions touching the left or right border of the image and identified by
the mean shift algorithm were given the label “Vegetation”. Other small regions at the
bottom half of the image were given the label “Others”, while the largest yet unlabelled
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Figure 6.12: The decision tree for classifying the regions extracted by the mean shift
algorithm using topological information.
Classifier Accuracy
Topo 0.39± 0.03
Random+MRF 0.31± 0.05
Topo+MRF 0.42± 0.04
Table 6.3: Accuracy of different classifiers.
region at the top half of the image was given the label “Roof”. All other smaller regions
in the top half of the image were given the label “Chimney” if their height was larger than
their width and “Dormer” otherwise. The accuracy of different classifiers (Topological
classifier (Topo), MRF based Classifier with random initialisation (Random+MRF) and
MRF based Classifier using the Topological classifier for initialisation (Topo+MRF)) are
listed in table 6.3. This table shows that the non-random initialisation improves the
performance of the contextual classifier and also the contextual classifier improves the
accuracy of the topological based classifier. The confusion matrix of the classifier based
on the combination of the topological classifier and the contextual classifier is shown in
table 6.4. In this table the greatest improvement in comparison with table 6.2 was in
detecting the label “Facade”.
6.4 Conclusion
A fully automated interpretation module for images of building scenes was proposed. The
input to this module is a raw image and the output is a number of classified regions. The
proposed algorithm is a combination of a low level interpretation module, which segments
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Fac Chi Doo Dor Roo Sta Sky Veg Gro Balc Win Oth
Facade 226 19 52 15 35 29 10 79 128 62 215 129
Chimney 0 3 0 1 0 0 0 2 0 1 0 0
Door 1 0 4 1 3 11 0 3 4 2 2 5
Dormer 0 0 0 0 0 0 0 0 0 0 0 0
Roof 4 15 0 6 42 0 7 10 2 0 10 0
Stairs 0 0 0 0 0 1 0 1 0 0 0 2
Sky 1 3 0 1 3 0 64 1 2 1 7 0
Vegetation 11 21 15 13 16 11 13 75 28 10 29 41
Ground 1 0 2 0 0 9 0 11 76 2 5 17
Balcony 1 2 1 10 10 4 0 15 8 21 75 6
Window 10 31 64 27 6 10 4 40 40 19 603 41
Others 1 0 11 0 0 14 1 21 70 7 20 84
Table 6.4: Confusion matrix which was obtained by the automatically segmented
regions as the input to the combination of the topological classifier and the MRF
based classifier.
the image into meaningful regions, and a high level interpretation module which classifies
the regions using contextual information. The context of a region in this model consists
not only the identity of neighbouring regions but also their spatial and topological relation-
ships. These relationships are typically asymmetric, therefore, in contrast to conventional
MRF models it is difficult to define clique potentials. The model is, therefore, formulated
in terms of conditional distributions and a set of prototypes that are learnt from a set of
manually segmented building images, rather than in terms of a Gibbs distribution.
Given a new scene, the image is first automatically segmented into potentially meaningful
regions using the algorithm described in the previous chapter. Next, an MRF model was
defined over the segmented regions, and subsequently the MRF was relaxed by iteratively
sampling from the conditional probabilities which were estimated from the learnt proto-
types. An objective function is used to help us identify good labelling solutions.
We compared the performance of the classifier using both the manually segmented regions
and the automatically segmented regions as its input. Experiments showed that the con-
textual classifier performs better when the manually segmented regions are used as its
input. This implies the sensitivity of the contextual classifier to the accuracy of the ini-
tial segmentation. Furthermore, another experiment showed that the contextual classifier
improves the performance of a simple topological based classifier.
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For improving the accuracy of the proposed interpretation module, not only the low-level
image processing technique for segmentation should be improved, so that the automati-
cally segmented regions be more aligned with the manually segmented regions, but also the
classifier should become more robust to inaccurate segmentations. Ideally, segmentation
and labelling should be integrated in a system with feedback loops, like for example the
system proposed in [12].
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Chapter 7
Summary and Future Work
The objective of this thesis was to develop a bottom-up system for interpreting images
of buildings. For this we designed a three-layer (schematically shown in figure 7.1) in-
terpretation system which in the lowest level it first identifies meaningful regions which
are salient in gradient, using the so called blob detector algorithm. After identifying the
blobs, in the second layer, we utilised algorithms for segmenting and detecting higher order
structures (aggregates) within the image such as repeated patterns, the building facade,
and other parts of the environment like sky and ground. The repeated patterns were
detected by a prototype discovery algorithm which we also utilised for retrieving missing
subparts, in a process of hypothesis generation and verification. In the same layer, we
segmented the facade, using a maximum a posteriori Markov Random Field (MAP-MRF)
inference model. For this technique, we made use of the information which pertains to the
blobs in order to estimate the likelihood functions. We also segmented other environment
regions, like sky, vegetation and ground using a combination of an inpainting and mean
shift algorithms. Finally, in the second layer of interpretation, we constructed a unified
map which was utilised for the high level interpretation where classification takes place.
The classification scheme in this system, was based on a contextual classifier algorithm.
The reason that we used the contextual classifier in this scheme was because of inconsis-
tency in the low-level features of the buildings and their parts. In the following sections
we summarise the results which were obtained in each of the chapters of this thesis.
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Figure 7.1: A block diagram which demonstrates an overview of the proposed
“bottom-up” interpretation system.
7.1 Blob Detection
In Chapter 2 we presented a blob detection algorithm for extracting regions of interest
which can be used for extracting regions that will be analysed further when interpret-
ing man-made scenes. The proposed algorithm consists of two main parts which were
1) Constructing a gradient map based on a combination of edge preserving smoothing
and Gaussian based kernels and 2) an image processing algorithm based on threshold-
ing, morphological operators and connected component analysis for extracting blobs. The
results of this section showed that more than 60% of the subparts of buildings such as
window, dormer, door, chimney etc which were annotated manually could be detected by
the proposed algorithm.
7.2 Blob Detection versus Eye Gaze
In Chapter 3 we conducted an eye-tracking experiment for investigating the correlation
between the detected blobs and the regions which drive the attention of the viewers.
We were able to show that the detected blobs correlate in a statistically significant way
with the regions that are created by binarising gaze maps obtained by the eye tracking
experiment. We also showed that the most prominent gaze regions correlate well with
the regions produced by the Itti et.al saliency model [13] and by the blob detector, while
regions which are less gaze intensive correlate more with blobs.
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7.3 Prototype Discovery, Hypothesis Generation and Veri-
fication
In chapter 4 we proposed an algorithm for extracting repeated structures like windows,
dormer, balcony etc in an image of a building. We devised a new similarity measure
based on the Singular Value Decomposition for the process of hypothesis verification,
where we were interested in comparing the overall appearance of images rather than de-
tailed structures. Experiments showed that the proposed similarity measure outperforms
other conventional similarity measures like correlation coefficient, mutual information and
eigenconjugation in our application. Furthermore, the module proposed in this chapter
improved the performance of the blob detector in identifying the subparts of buildings
noticeably.
7.4 Low-level Interpretation of Building
Having extracted the blobs and the post-processing methods described in chapters 2 and
4, in chapter 5 we utilised two different image segmentation methods for segmenting the
facade and other parts of the environment such as sky and ground. Extracting and seg-
menting these regions is essential for the interpretation model as in Chapter 6 we used a
contextual classifier for classifying the regions. We first used a combination of an inpaint-
ing algorithm and mean shift for segmenting coherent regions. The inpainting algorithm
was incorporated in the segmentation for constructing homogeneous regions, i.e. for re-
placing the pixels which belonged to a blob, say a window or door, with its surrounding,
say wall.
For segmenting the facade we used a MAP-MFR inference model. We showed that this
model could be transformed into an energy minimisation problem, with the energy con-
sisting of two terms: 1) A data term which was approximated by the colour information
extracted from the blobs and 2) a smoothness term which was modelled by the gradient
of the image. Subsequently, the energy function was minimised using the graph cuts opti-
misation technique. Binary configuration which corresponds to the minimised energy was
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considered as the segmented facade.
Finally, in chapter 5 we constructed a unified map from the regions which were detected,
in order to construct a low-level interpretation. For this, different detected regions were
overlaid into different layers, with the regions segmented by the mean shift algorithm be-
ing at the lowest layer and the detected blobs at the highest layer. We then compared the
performance of the proposed low-level interpretation system with the manually annotated
images of buildings.
7.5 High-Level Interpretation of Buildings using a Contex-
tual Classifier
In chapter 6 we presented a Markov random field model (over regions rather than pixels) for
contextual labelling of objects in structured scenes. The intuition behind this contextual
classifier model was that when humans view a scene, they first view it as a whole before
focusing on particular details that merit further interpretation. In other words, the context
of the scene is perceived earlier than details of particular objects. In our view, a pattern
recognition model, which is independent of the unary features of object classes, should be
used for labelling different parts of a building scene, as buildings and their subparts are
not consistent in shape, colour, texture and other unary features.
In this model, the context of a region consists not only of the identity of neighbouring
regions but also, crucially, on their relative spatial and topological relationships. In the
training stage of this model, a number of typical neighbourhood configurations (known as
prototypes) are approximated using a set of manually annotated images of buildings and
a clustering algorithm.
Given a new scene, the image is first segmented into its meaningful parts using the low-level
interpretation model devised in chapter 5. Next, a Markov random field was defined over
the segmented regions and each region was labelled randomly. The Markov random field
was relaxed by iteratively sampling from conditional probability distributions which were
derived using the neighbourhood configuration of a region and the prototypes which were
learnt from the manually annotated images. An objective function was defined to help us
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identify good labelling solutions. The objective function is based on the vertex colouring
of the region neighbourhood graph and is not the global cost function usually associated
with Gibbsian MRFs. This is because no such global cost function could be defined, given
that the MRF model could not be expressed in terms of Gibbs potentials [68]. So, only a
pseudo-likelihood function could be defined. We further evaluated the performance of this
contextual classifier using manually segmented as well as automatically segmented regions
as input. Experiments showed the sensitivity of this classifier to the quality of the initial
segmentation of the image.
7.6 Outlook and Future Work
I found several challenges in interpreting images of buildings. The first and foremost part
of a computer vision interpretation system is segmenting an image into meaningful regions.
However, as the experiments showed the accuracy of a low-level segmentation is far from
the manually segmented images. Because of this, some researchers in computer vision are
trying to bypass the need of a good segmentation in interpreting images as they believe
that an accurate segmentation can not be achieved automatically.
Difficulties in this area could be explained by various reasons such as variable illumination,
occlusion, noise, clutter, camouflage etc. Although, there are some works for making
segmentation less sensitive to some of these factors, in my view, designing a general purpose
and robust bottom-up segmentation tool is not achievable. I believe that the use of prior
knowledge and top-down information in the task of segmentation is necessary.
In the context of labelling different parts of the scene (higher level interpretation module
), as it was showed through out this thesis, the accuracy of a classifier is dependant on
the low-level information (features), i.e. the better the low-level features, the more the
accuracy of a classifier.
This implies that the problem of interpretation in vision is a chicken and the egg problem.
In future, I would like to focus on devising an interpretation module which makes the flow
of information between the low-level tasks and high-level tasks bi-directional. In other
words, the segmentation parameters being tuned by the high-level information and vice-
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versa. Such a system may also be more similar to the human vision where low-level and
high-level knowledge control the performance of each other.
For improving the current system I am in the process of incorporating unary features
in the classification. For a start, conventional contextual classifiers start from unary
measurements and used them to assign preliminary labels to the regions. Then they use
context to refine this label assignment [69]. As I have argued elsewhere in this thesis,
this approach was not appropriate for my problem, because of the diversity of the unary
attributes of the regions that I had to label. This led to the development of the contextual
classifier. However, putting context first, does not exclude the subsequent refinement of the
labels by using unary attributes. Having considered the unary attributes as inappropriate
and just now argued for their incorporation, may at first appear contradictory. This may
not be the case, however, if the unary attributes are dynamic, i.e. extracted from video
sequences indicating the functionality of the component. For example, a ground level glass
door and a ground level shop window may be (mis)labelled by context as “door” or as
“window”. The only way to disambiguate the two is to observe them over a period of time
and work out that one of the two is used for people to get in and out of the building.
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Appendix A
Adaptive Thresholding
In addition to global thresholding, we implemented and examined an adaptive threshold-
ing technique proposed in [28]. Various adaptive techniques have been proposed in the
literature. A simple adaptive technique is to fit the grey-values by a low order polyno-
mial [70]. A more complicated method is to create a threshold surface so that different
thresholds may be used for different pixels in the image [71]. In this method, first the
image is divided into a regular grid of non-overlapping subregions and a threshold is as-
signed to the centre of each subregion. Then the threshold surface is interpolated from
these local threshold values. In another approach [72], gradient or edge information is used
to segment the images. The authors of [72] assumed that an individual object had a fixed
threshold with respect to the background, but different objects might have had different
thresholds. In [72], various grey-level thresholds were tried to segment the image and the
segmented objects were validated by using the gradient values along their boundaries.
In [73], the authors suggested the use of the grey-level values at high gradient places as
known data to interpolate the threshold surface. First, the grey-level gradient magnitude
of the image was computed. Next, thresholding and a thinning algorithm were applied to
the gradient magnitude in order to identify the points with high gradient magnitude. The
grey-values of these points were used for estimating a thresholding surface. A smoothness
constraint was imposed by assuming that the Laplacian of the surface at each point should
be equal to 0 and the thresholding surface was estimated iteratively. In [28], the authors
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were inspired from the work of [73]. However, they formulated the problem of the estima-
tion of the thresholding surface so that there was no need to choose a gradient magnitude
threshold and apply a thinning algorithm. They proposed a variational formulation1 for
estimating the adaptive surface. Here, the adaptive thresholding technique which we use
is based on the variational formulation of [28]. A brief overview of this method follows.
Let I(x, y) be an image which is to be segmented by thresholding. G(x, y) is the normalised
gradient magnitude of I(x, y):
G(x, y) =
|∇I (x, y)|
maxx,y(|∇I (x, y)|) (A.1)
T (x, y) is the adaptive threshold we seek in order to binarise the image, i.e.:
L(x, y) =

1, if I(x, y) > T (x, y)
0, if I(x, y) ≤ T (x, y)
(A.2)
T (x, y) and I(x, y) are two dimensional surfaces and c = {(x, y) |I(x, y) = T (x, y)} are the
points where the two surfaces intersect. Ideally these points should be where the object
boundaries are. In order to estimate the thresholding surface, authors in [28], proposed
to use the following iterative procedure:
Tn+1i,j = T
n
i,j +
ω
4
ǫi,j (A.3)
where ǫi,j = Ti,j−1 + Ti,j+1 + Ti+1,j + Ti−1,j − 4Ti,j − α δFδT , and ω is known as the over-
relaxation parameter with 1 < ω < 2. By this range of ω the convergence of the iterative
procedure is guaranteed [28]. Parameter α may be considered as the tuning parameter.
1Variational formulation in optimisation problems has as objective to find a function which maximises
or minimises the objective function. This is different from the mathematical optimisation process in which
the objective is to identify the point where the objective function is maximised or minimised.
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δF
δT is obtained according to the following formula:
δF
δT
=

Fx
Ix−Tx +
Fy
Iy−Ty if (Ix 6= Tx) and (Iy 6= Ty)
Fx
Ix−Tx if (Iy = Ty)
Fy
Iy−Ty if (Ix = Tx)
0 if (Ix = Tx) and (Iy = Ty)
(A.4)
where F is given by:
F (x, y) =

−G(x, y), if (x, y) ∈ c
0, elsewhere
(A.5)
The initial threshold surface is considered to be the surface of the grey level of the input
map, so δFδT = 0 to begin with. Therefore in the first iteration, equation (A.3) acts as a
smoothing filter which lets the threshold surface become smaller than the original map at
some places. Then in the second iteration δFδT begins to take part in the deforming process
of the threshold surface. Results of applying the adaptive thresholding technique to some
example images are shown in figure A.1.
Figure A.1: Input interest maps and the binary images after applying adaptive thresh-
olding.
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