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In quantum mechanics some spatially separated sub-systems behave as if they are part of a
single system, the superposition of states of this single system cannot be written as products of
states of individual sub-systems,we say that the state of such system is entangled, such systems
give rise to non-local correlations between outcomes of measurements. The non-local correlations
are conditional probability distributions of some measurement outcomes given some measurement
settings and cannot be explained by shared information[1, 2].These correlations can be studied using
a non-local box(NLB) which can be viewed as a quantum systema. A NLB is an abstract object
which has number of inputs(measurement settings) and number of outputs(outcomes), such NLBs
can be both quantum and super-quantum[3–5]. The correlations are of use in quantum information
theory, the stronger the correlations the more useful they are, hence we study protocols that have
multiple weaker non-local systems, application of these protocols to weaker systems may result in
stronger non-local correlations, we call such protocols non-locality distillation protocols[6–
8]. In our work here we present non-locality distillation protocols for tripartite NLBs specifically
GHZ box and class 44,45 and 46 of no-signalling polytope.
I. INTRODUCTION:
The no-signaling box under consideration has three
parties, two measurement settings, two measurement
outcomes and is represented by the tuple (3, 2, 2). The
measurement settings/inputs are x, y, z ∈ {0, 1} and for
measurement outcomes/outputs we use either a, b, c ∈
{0, 1} or the so called fourier representation a, b, c ∈
{1,−1}. The three parties are Alice with input x and
output a, Bob with input y and output b and Charlie with
input z and output c. The correlations are in the form
of conditional probabilities P (abc|xyz), these correlations
satisfy three constraints of positivity , normalization
and no-signaling respectively:
P (abc|xyz) ≥ 0 for all a, b, c, x, y, z∑
a,b,c
P (abc|xyz) = 1 for all x, y, z
and
∑
a
P (abc|xyz) =
∑
a
P (abc|x′yz) for all b, c, x, x′, y, z
∑
b
P (abc|xyz) =
∑
b
P (abc|xy′z) for all a, c, x, y, y′, z
∑
c
P (abc|xyz) =
∑
c
P (abc|xyz′) for all a, b, x, y, z, z′
Positivity and normalization comes from the correla-
tions being conditional probabilities. No-signaling pre-
vents faster than light communication between parties.
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a we assume quantum correlations.
For the case of non-local tripartite boxes they also can
not be written in terms of shared information and corre-
lations of individual parties so they do not satisfy:
P (abc|xyz) =
∑
λ
p(λ)P (a|x, λ)P (b|y, λ)P (c|z, λ)
where p(λ) is probability distribution or shared infor-
mation, we are using a probability distribution because
the variable(s) may be beyond our control, from this
it follows that p(λ) ≥ 0 and
∑
λ p(λ) = 1. The con-
straints of positivity, normalization and no-signaling is
a description of a geometric object called polytope, it
is possible to change one description of polytope to an-
other, application of vertex enumeration algorithms to
the constraints will result in all vertices or boxes. There
are total 53856 boxes with 64 being local and rest of
them non-local.These boxes are classified in 46 equiva-
lent classes[9, 10].
Non-locality distillation protocol combines
multiple non-local boxes to produce stronger non-locality
using local operations without any classical commu-
nication. The depth of the protocol is the number of
non-local boxes that are part of the protocol. In the
case of depth n protocol the three parties Alice , Bob
and Charlie input three bits x,y and z to the protocol,
the input to the first box is the same as the input to the
protocol i.e. x1 = x , y1 = y and z1 = z, the output
bits from the first box are a1 , b1 and c1. The input
to nth box are bits xn , yn and zn, which are result of
each party using a local operation on their input bit and
output bit from the n−1th box i.e. xn = fn(xn−1, an−1)
, yn = gn(yn−1, bn−1) and zn = hn(zn−1, cn−1), we get
the output an , bn and cn from the nth box. The output
of the protocol is then define as a = fn+1(x, a1, ..., an) ,
b = gn+1(y, b1, ..., bn) and c = hn+1(z, c1, ..., cn).
A protocol is said to be non-adaptive if all the inputs
to the NLBs in the protocol depends on the original input
to the protocol i.e. xn = fn(x) , yn = gn(y) and zn =
2FIG. 1. Distillation protocol of depth n
hn(z) for all n while in the case of adaptive protocols
inputs to NLBs also depend on outputs from the previous
NLBs in the protocol which can be seen in the original
definition, hence non-adaptive protocols are a subset of
adaptive protocols[6, 8, 11].
II. GHZ BOX:
This NLB is based on GHZ correlations[12] and is de-
fined as:
Pabc|xyz=000 =
{
1
4 if a⊕ b⊕ c = 0
0 if a⊕ b⊕ c = 1
Pabc|xyz 6=000 =
{
1
4 if a⊕ b⊕ c = 1
0 if a⊕ b⊕ c = 0
and in matrix form:
PGHZ =


1
4 0 0
1
4 0
1
4
1
4 0
0 14
1
4 0
1
4 0 0
1
4
0 14
1
4 0
1
4 0 0
1
4
0 14
1
4 0
1
4 0 0
1
4


The inputs are limited to even parity i.e xyz ∈
{000, 011, 101, 110} and outputs a, b, c ∈ {0, 1}.
The GHZ box is not an extremal point of no-signaling
polytope, however It is possible to construct GHZ boxes
using boxes of class 46 as given in [9] by using:
FIG. 2. Noisy GHZ box
PGHZ =
1
2
P46 +
1
2
P ′46
where P46 and P
′
46 are both different boxes of class 46.
The GHZ box with even parity inputs can be constructed
in similar way using boxes:
P46 =
1
8
(1 + abc(−1)xy+xz+yz)
and
P ′46 =
1
8
(1 + abc(−1)x+y+z+xy+xz+yz)
where a, b, c ∈ {1,−1}
or just using P44 where P44 is the extremal point of class
44 given by:
P44 =
1
8
(1 + abc(−1)x+y+z+xy+xz+yz+xyz)
where a, b, c ∈ {1,−1}
The local deterministic vertices of no-signalling poly-
tope are grouped together as local polytope PL and has
64 vertices which is expressed as:
P
ικµνστ
L (abc|xyz) =
{
1 if a = ιx ⊕ κ, b = µy ⊕ ν, c = σz ⊕ τ
0 otherwise
where ι, κ, µ, ν, σ, τ ∈ {0, 1}
The PL results in 53856 inequalities which has been
classified in 46 different classes[13, 14], the amount of
3FIG. 3. General depth 2 distillation protocol
non-locality or box value for GHZ box is obtained using
the bell inequalities of class 2 :
−2 ≤ 〈A0B0C0〉 − 〈A0B1C1〉 − 〈A1B0C1〉 − 〈A1B1C0〉 ≤ 2
(1)
where
〈AxByCz〉 =
∑
a,b,c∈{0,1}
(−1)a⊕b⊕cP (abc|xyz)
III. GHZ DISTILLATION:
We now present the noisy form of a GHZ box with
parameters ǫ ∈ [1,−1] and δ ∈ [1,−1]
Pabc|xyz=000 =
{
1+ǫ
8 if a⊕ b⊕ c = 0
1−ǫ
8 if a⊕ b⊕ c = 1
Pabc|xyz 6=000 =
{
1+δ
8 if a⊕ b⊕ c = 0
1−δ
8 if a⊕ b⊕ c = 1
and in matrix form:
PGHZ(ǫ,δ) =
1
8

 1 + ǫ 1− ǫ 1− ǫ 1 + ǫ 1− ǫ 1 + ǫ 1 + ǫ 1− ǫ1 + δ 1− δ 1− δ 1 + δ 1− δ 1 + δ 1 + δ 1− δ
1 + δ 1− δ 1− δ 1 + δ 1− δ 1 + δ 1 + δ 1− δ
1 + δ 1− δ 1− δ 1 + δ 1− δ 1 + δ 1 + δ 1− δ


using inequality (1) we get the single box value:
V = ǫ− 3δ
To be able to achieve distillation we want to attain V ′
such that:
V ′ > V
Lemma III.1 In a depth n GHZ setting there is no
adaptive distillation protocol that is more optimal than
the non-adaptive distillation protocol.
Proof Consider a general depth n distillation proto-
col(see Fig. 1) with GHZ NLBs, the inputs to the pro-
tocol x,y and z are restricted to {000, 011, 101, 110} by
the definition of distillation protocol and GHZ box, now
suppose that the protocol is non-adaptive i.e. all of the
xk = fk(xk−1, ak−1) = xk−1 , yk = gk(yk−1, bk−1) =
yk−1 and zk = hk(zk−1, ck−1) = zk−1 (where k ≤ n)
are true, in this case each box gets the same input as
that of the protocol and hence every input contribute
towards V ′, we now suppose an adaptive protocol i.e.
atleast one of the xk = fk(xk−1, ak−1) 6= xk−1 , yk =
gk(yk−1, bk−1) 6= yk−1 and zk = hk(zk−1, ck−1) 6= zk−1
is true, which results in the input being changed to one
of the {001, 010, 100, 111} and therefore will not be ac-
cepted by the NLB and hence will not contribute towards
V ′.
We now consider depth 2 non-adaptive protocols, the
only protocols that distill are parity protocols i.e the final
output functions f3,g3 and h3 are polynomials of degree
at most 1 over GF (2)/Z2({0, 1}⊕,∧)) of outputs and or
input(protocol).
Since all distillation protocols are parity protocols we
can generalize protocols in a single protocol diagram (see
Fig. 3) by introducing further boolean variables sa,sb,sc
and t. The value attain by this protocol is then:
V ′ = (−1)1⊕sa⊕sb⊕scǫ2 + (−1)sa⊕sb⊕sc3δ2
The distillation plot is given in Fig. 4 the light gray
curved part in the plot highlights the region of distilla-
tion.
We now turn our attention to a specific non-adaptive
depth n distillation protocol NDPn(GHZ)(see Fig. 5)
this is the tripartite version of Forster et al.’s[6] parity
protocol with GHZ boxes instead of PR boxes, just as we
can represent an NLB in the matrix form, we can con-
sider the protocol as a new NLB with it’s inputs(x,y,z)
and outputs(a,b,c) without worrying about it’s internal
working, this neat abstraction allows us to write matrix
form of the protocol as an NLB.
Lemma III.2 For the distillation protocol
NDPn(GHZ) the matrix form is:
PNDPn(GHZ)(ǫ,δ) =
1
8


1 + ǫn 1− ǫn 1− ǫn 1 + ǫn 1− ǫn 1 + ǫn 1 + ǫn 1− ǫn
1 + δn 1− δn 1− δn 1 + δn 1− δn 1 + δn 1 + δn 1− δn
1 + δn 1− δn 1− δn 1 + δn 1− δn 1 + δn 1 + δn 1− δn
1 + δn 1− δn 1− δn 1 + δn 1− δn 1 + δn 1 + δn 1− δn


4FIG. 4. Distillation plot for depth 2 protocol with V ′ = ǫ2 −
3δ2
with box value:
V ′NDPn(GHZ) = ǫ
n − 3δn
Let V ′n be the value for any depth n non-adaptive GHZ
protocol, then V ′n ≤ V
′
NDPn(GHZ)
i.e. V ′n is bounded by
max1≤k≤n
∣∣ǫk − 3δk∣∣
Proof We use Fourier transform for boolean function in
our proof[11]. Let the n bit tuples (ai, bi, ci) be the out-
put of the n NLBs that Alice, Bob and Charlie obtain
for inputs x,y and z respectively. The tuple (ai, bi, ci)
is drawn from {000, 001, 010, 011, 100, 101, 110, 111} with
respect to the distribution µ = 18{1 + ǫ, 1 − ǫ, 1 − ǫ, 1 +
ǫ, 1− ǫ, 1+ ǫ, 1+ ǫ, 1− ǫ}, where ǫ is the bias for the row
corresponding to the inputs received by the players(x =
0, y = 0, z = 0 in this case). For inputs x,y and z let
A¯,B¯,C¯ ⊆ {0, 1}n be the set of strings for which Alice,
Bob and Charlie’s final output is 0.
Given that Alice, Bob and Charlie input bits x,y and z into n NLBs, the probability that they receive bit strings
a,b and c of length n is given by:
Pabc|xyz=
∏
1≤i≤n
(
1− ǫ
8
+
ǫ
4
[
a
i
⊕ b
i
⊕ ci = 1
])
Pabc|xyz=
(
1− ǫ
8
)n ∏
1≤i≤n
(
1 +
2ǫ
(1− ǫ)
[
a
i
⊕ b
i
⊕ ci = 1
])
Pabc|xyz=
(
1− ǫ
8
)n(
1 + ǫ
1− ǫ
)n−∣∣a⊕b⊕c∣∣
Pabc|xyz=
1
8n
(1− ǫ)
∣∣a⊕b⊕c∣∣ (1 + ǫ)n−∣∣a⊕b⊕c∣∣
The probability q(A¯,B¯,C¯)(ǫ) of obtaining output 000 is obtained by summing over all of the output bit strings a in A¯,
b in B¯ and c in C¯:
q(A¯,B¯,C¯)(ǫ)=
1
8n
∑
a∈A¯
∑
b∈B¯
∑
c∈C¯
(1− ǫ)
∣∣a⊕b⊕c∣∣
(1 + ǫ)
n−
∣∣a⊕b⊕c∣∣
Representing the above expression in terms of 2n characters of finite group (Zn2 )
q(A¯,B¯,C¯)(ǫ)=
1
8n
∑
a∈A¯
∑
b∈B¯
∑
c∈C¯
∑
z∈{0,1}n
χz (a⊕ b⊕ c) ǫ
∣∣z∣∣
Using the homomorphism from additive group to multiplicative group
q(A¯,B¯,C¯)(ǫ)=
1
8n
∑
a∈A¯
∑
b∈B¯
∑
c∈C¯
∑
z∈{0,1}n
χz(a)χz(b)χz(c)ǫ
∣∣z∣∣
q(A¯,B¯,C¯)(ǫ)=
1
8n
∑
z∈{0,1}n
ǫ
∣∣z∣∣

∑
a∈A¯
χz (a)
∑
b∈B¯
χz (b)
∑
c∈C¯
χz (c)


q(A¯,B¯,C¯)(ǫ)=
∑
z∈{0,1}n
ǫ
∣∣z∣∣



∑
a∈A¯
1
2n
χz (a)



∑
b∈B¯
1
2n
χz (b)



∑
c∈C¯
1
2n
χz (c)




q(A¯,B¯,C¯)(ǫ)=
∑
z∈{0,1}n
ǫ
∣∣z∣∣ ((∑
s
1
2n
χz (s)
[
s ∈ A¯
])(∑
t
1
2n
χz (t)
[
t ∈ B¯
])(∑
u
1
2n
χz (u)
[
u ∈ C¯
]))
5Let the functions f ,g and h be +1 when s,t and u are in A¯,B¯ and C¯, respectively and -1 otherwise:
q(A¯,B¯,C¯)(ǫ)=
∑
z∈{0,1}n
ǫ
∣∣z∣∣ ((∑
s
1
2n
χz (s)
(
f (s) + 1
2
))(∑
t
1
2n
χz (t)
(
g (t) + 1
2
))(∑
u
1
2n
χz (u)
(
h (u) + 1
2
)))
we know that fourier coefficientfˆS = 〈f, χS〉 = Ex [f(x).χS(x)] =
1
2n
∑
x∈{0,1}n f(x)χS(x) and fˆ0 = 〈f, 1〉
q(A¯,B¯,C¯)(ǫ)=
∑
z∈{0,1}n
ǫ
∣∣z∣∣ (( fˆz + [z = 0]
2
)(
gˆz +
[
z = 0
]
2
)(
hˆz +
[
z = 0
]
2
))
q(A¯,B¯,C¯)(ǫ)=
1
8
∑
z∈{0,1}n
ǫ
∣∣z∣∣ ((fˆz + [z = 0]) (gˆz + [z = 0]) (hˆz + [z = 0]))
q(A¯,B¯,C¯)(ǫ)=
1
8
∑
z∈{0,1}n
ǫ
∣∣z∣∣ ((fˆz gˆzhˆz + (1 + fˆ0 + gˆ0 + hˆ0 + fˆ0gˆ0 + fˆ0hˆ0 + gˆ0hˆ0) [z = 0]))
we obtain q(A¯,B,C),q(A,B¯,C) and q(A,B,C¯) similarly by flipping sign of fˆz,gˆz and hˆz
q(A¯,B,C)(ǫ)=
∑
z∈{0,1}n
ǫ
∣∣z∣∣ (( fˆz + [z = 0]
2
)(
−gˆz +
[
z = 0
]
2
)(
−hˆz +
[
z = 0
]
2
))
q(A¯,B,C)(ǫ)=
1
8
∑
z∈{0,1}n
ǫ
∣∣z∣∣ ((fˆz + [z = 0]) (−gˆz + [z = 0]) (−hˆz + [z = 0]))
q(A¯,B,C)(ǫ)=
1
8
∑
z∈{0,1}n
ǫ
∣∣z∣∣ ((fˆz gˆzhˆz + (1 + fˆ0 − gˆ0 − hˆ0 − fˆ0gˆ0 − fˆ0hˆ0 + gˆ0hˆ0) [z = 0]))
q(A,B¯,C)(ǫ)=
∑
z∈{0,1}n
ǫ
∣∣z∣∣ ((−fˆz + [z = 0]
2
)(
gˆz +
[
z = 0
]
2
)(
−hˆz +
[
z = 0
]
2
))
q(A,B¯,C)(ǫ)=
1
8
∑
z∈{0,1}n
ǫ
∣∣z∣∣ ((−fˆz + [z = 0]) (gˆz + [z = 0]) (−hˆz + [z = 0]))
q(A,B¯,C)(ǫ)=
1
8
∑
z∈{0,1}n
ǫ
∣∣z∣∣ ((fˆz gˆzhˆz + (1− fˆ0 + gˆ0 − hˆ0 − fˆ0gˆ0 + fˆ0hˆ0 − gˆ0hˆ0) [z = 0]))
q(A,B,C¯)(ǫ)=
∑
z∈{0,1}n
ǫ
∣∣z∣∣ ((−fˆz + [z = 0]
2
)(
−gˆz +
[
z = 0
]
2
)(
hˆz +
[
z = 0
]
2
))
q(A,B,C¯)(ǫ)=
1
8
∑
z∈{0,1}n
ǫ
∣∣z∣∣ ((−fˆz + [z = 0]) (−gˆz + [z = 0]) (hˆz + [z = 0]))
q(A,B,C¯)(ǫ)=
1
8
∑
z∈{0,1}n
ǫ
∣∣z∣∣ ((fˆz gˆzhˆz + (1− fˆ0 − gˆ0 + hˆ0 + fˆ0gˆ0 − fˆ0hˆ0 − gˆ0hˆ0) [z = 0]))
The probability of obtaining output when A⊕B ⊕ C = 0 is then:
r(A⊕B⊕C=0)(ǫ)= q(A¯,B¯,C¯)(ǫ) + q(A¯,B,C)(ǫ) + q(A,B¯,C)(ǫ) + q(A,B,C¯)(ǫ)
=
1
8
∑
z∈{0,1}n
ǫ
∣∣z∣∣ (4fˆz gˆzhˆz + 4)
=
1
2

1 + ∑
z∈{0,1}n
fˆz gˆzhˆzǫ
∣∣z∣∣


6The expected value for the bias ǫ can now be expressed:
r(A⊕B⊕C=0)(ǫ)− r(A⊕B⊕C=1)(ǫ)= r(A⊕B⊕C=0)(ǫ)−
(
1− r(A⊕B⊕C=0)(ǫ)
)
= 2r(A⊕B⊕C=0)(ǫ)− 1
= 2

1
2

1 + ∑
z∈{0,1}n
fˆz gˆzhˆzǫ
∣∣z∣∣



− 1
=
∑
z∈{0,1}n
fˆz gˆzhˆzǫ
∣∣z∣∣
The expected value for bias δ can be calculated similarly, using expected value of both biases in (1) we obtain:
V ′=

 ∑
z∈{0,1}n
fˆz gˆzhˆzǫ
∣∣z∣∣

−

 ∑
z∈{0,1}n
fˆz gˆzhˆzδ
∣∣z∣∣

−

 ∑
z∈{0,1}n
fˆz gˆzhˆzδ
∣∣z∣∣

−

 ∑
z∈{0,1}n
fˆz gˆzhˆzδ
∣∣z∣∣


V ′=
∑
z∈{0,1}n
fˆz gˆzhˆz
(
ǫ
∣∣z∣∣ − 3δ∣∣z∣∣)
≤
∑
z∈{0,1}n
∣∣∣fˆz∣∣∣ |gˆz| ∣∣∣hˆz∣∣∣
∣∣∣∣ǫ
∣∣z∣∣ − 3δ∣∣z∣∣∣∣∣∣
≤ maxk
∣∣ǫk − 3δk∣∣ ∑
z∈{0,1}n
∣∣∣fˆz∣∣∣ |gˆz| ∣∣∣hˆz∣∣∣
≤ maxk
∣∣ǫk − 3δk∣∣
Using Lemma III.1 and Lemma III.2 we conclude that
non-adaptive parity protocols are optimal for n copies of
GHZ box.
IV. CLASS 44,45 AND 46:
We use the same representatives as in [5, 9] and define
each of class 44,45 and 46 perfect boxes as:
P 44 =
{
1
4 a⊕ b⊕ c = xyz
0 otherwise
P 45 =
{
1
4 a⊕ b⊕ c = xy ⊕ xz
0 otherwise
P 46 =
{
1
4 a⊕ b⊕ c = xy ⊕ yz ⊕ xz
0 otherwise
when we want to refer to any of the perfect boxes we use
the notation:
PN =
{
1
4 a⊕ b⊕ c = f(x, y, z)
0 otherwise
where N can be any of the perfect boxes and f(x, y, z)
is a boolean polynomial of x, y, z overGF (2) for that box.
To calculate box value we select the following in-
equality of class 41:
−〈A0〉 − 〈B0〉 − 〈C0〉+ 〈A0B1〉+ 〈A1B0〉 − 〈A1B1〉+ 〈A0C1〉
+ 〈A1C0〉 − 〈A1C1〉+ 〈B0C0〉+ 3 〈A0B0C0〉+ 〈A0B0C1〉+ 〈A0B1C0〉
+2 〈A0B1C1〉+ 4 〈A1B0C0〉 − 〈A1B0C1〉 − 〈A1B1C0〉 − 2 〈A1B1C1〉 ≤ 7
(2)
calculating V for each of the perfect boxes using (2), we
get the same value of 11.
P c is the tripartite correlated box with even parity
and is defined as:
P c =
{
1
4 a⊕ b⊕ c = 0
0 otherwise
we are restricting ourselves to correlated noise model
hence we define noisy box as:
PNδ =
[
δPN + (1− δ)P c
]
where δ ∈ [0, 1]
Using (2) we get the box value V for PNδ :
V = 4δ + 7
7FIG. 5. NDPn(GHZ) distillation protocol
Finally we present couple of notations that we use in next
sections:
PN(1−δ) =
[
(1 − δ)PN + δP c
]
where δ ∈ [0, 1]
P f(x1,x2,.....,xn) → a⊕ b⊕ c = f(x1, x2, ....., xn)
where f(x1, x2, ....., xn) is polynomial of inputs.
V. PNδ DISTILLATION:
A. Common protocols
In this section we are going to present two distilla-
tion protocols of depth 2 that are common to these three
classes:
1. Protocol 1
This protocol(see Fig. 6) is the similar to the non-
adaptive protocol of depth 2 which has been presented
previously for GHZ box, we now give proof of it’s distil-
lability:
Lemma V.1 Protocol 1(see Fig. 6) distills for two copies
of PNδ with the same amount of V
′ for each class
FIG. 6. Protocol 1
Proof We start with two copies of PNδ :
PNδ P
N
δ =
[
δPN + (1− δ)P c
] [
δPN + (1− δ)P c
]
= δ2PNPN + δ(1 − δ)
(
PNP c + P cPN
)
+ (1− δ)2P cP c
Hence we need each of the four relations above to get to
the final box:
PNPN → For box 1 we have a1 ⊕ b1 ⊕ c1 =
f(x1, y1, z1) = f(x, y, z), for box 2 we have
a2 ⊕ b2 ⊕ c2 = f(x2, y2, z2) = f(x1, y1, z1) = f(x, y, z),
equating we get: 1⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1⊕ c1 ⊕ c2 = 0,
a⊕ b⊕ c = 0, hence P c
PNP c → For box 1 we have a1⊕b1⊕c1 = f(x1, y1, z1) =
f(x, y, z), 0 = f(x, y, z) ⊕ a1 ⊕ b1 ⊕ c1, for box
2 we have a2 ⊕ b2 ⊕ c2 = 0, equating we get:
1 ⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1 ⊕ c1 ⊕ c2 = f(x, y, z),
a⊕ b⊕ c = f(x, y, z), hence PN
P cPN → For box 1 we have a1 ⊕ b1 ⊕ c1 = 0, for box
2 we have a2 ⊕ b2 ⊕ c2 = f(x2, y2, z2) = f(x1, y1, z1) =
f(x, y, z), 0 = f(x, y, z) ⊕ a2 ⊕ b2 ⊕ c2 equating we
get: 1 ⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1 ⊕ c1 ⊕ c2 = f(x, y, z),
a⊕ b⊕ c = f(x, y, z), hence PN
P cP c → For box 1 we have a1 ⊕ b1 ⊕ c1 = 0,
for box 2 we have a2 ⊕ b2 ⊕ c2 = 0, equating we get:
1⊕a1⊕a2⊕b1⊕b2⊕1⊕c1⊕c2 = 0, a⊕b⊕c = 0, hence P
c
The final box is given by:
PNδ P
N
δ = (δ(2 − 2δ))P
N + (1− δ (2− 2δ))P c
Applying (2) to the final box we get:
V ′ = −8δ2 + 8δ + 7
The protocol distills(V ′ > V ) in the region of 0 < δ <
1
2
,
the grey curve in fig. 11 highlights the protocol.
8FIG. 7. Protocol 2
2. Protocol 2
We now turn our attention to another common proto-
col(see fig. 7), protocol 2 is a depth 2 adaptive protocol
with final box and expression given below:
Lemma V.2 Protocol 2(see fig. 7) distills for two copies
of PNδ with the different amount of V
′ for each class
Proof For each class we derive a different final box and
expression:
Class 44:
P 44δ P
44
δ = δ
2P 44P 44 + δ(1− δ)
(
P 44P c + P cP 44
)
+ (1− δ)2P cP c
P 44P 44 → For box 1 we have a1⊕b1⊕c1 = x1y1z1 = xyz,
0 = xyz ⊕ a1 ⊕ b1 ⊕ c1, for box 2 we have
a2 ⊕ b2 ⊕ c2 = x2y2z2 = x1y1z1b1 = xyzb1,
0 = xyzb1 ⊕ a2 ⊕ b2 ⊕ c2 equating we get:
1 ⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1 ⊕ c1 ⊕ c2 = xyz ⊕ xyzb1,
a⊕ b⊕ c = xyz (1⊕ b1), hence
1
2
(
P 44 + P c
)
P 44P c → For box 1 we have a1⊕b1⊕c1 = x1y1z1 = xyz,
0 = xyz⊕a1⊕ b1⊕ c1, for box 2 we have a2⊕ b2⊕ c2 = 0,
equating we get: 1⊕a1⊕a2⊕ b1⊕ b2⊕ 1⊕ c1⊕ c2 = xyz,
a⊕ b⊕ c = xyz, hence P 44
P cP 44 → For box 1 we have a1 ⊕ b1 ⊕ c1 = 0, for
box 2 we have a2⊕ b2⊕ c2 = x2y2z2 = x1y1z1b1 = xyzb1,
0 = xyzb1 ⊕ a2 ⊕ b2 ⊕ c2 equating we get:
1⊕a1⊕a2⊕b1⊕b2⊕1⊕c1⊕c2 = xyzb1, a⊕b⊕c = xyzb1,
hence 12
(
P c + P 44
)
P cP c → For box 1 we have a1 ⊕ b1 ⊕ c1 = 0,
for box 2 we have a2 ⊕ b2 ⊕ c2 = 0, equating we get:
1⊕a1⊕a2⊕b1⊕b2⊕1⊕c1⊕c2 = 0, a⊕b⊕c = 0, hence P
c
The final box is given by:
P 44δ P
44
δ = P
44
(
3
2
δ − δ2
)
+ P c
(
1−
(
3
2
δ − δ2
))
Applying (2) to the final box we get:
V ′ = −4δ2 + 6δ + 7
Class 45:
P 45δ P
45
δ = δ
2P 45P 45 + δ(1− δ)
(
P 45P c + P cP 45
)
+ (1− δ)2P cP c
P 45P 45 → For box 1 we have a1⊕b1⊕c1 = x1y1⊕x1z1 =
xy ⊕ xz, 0 = xy ⊕ xz ⊕ a1 ⊕ b1 ⊕ c1, for box 2 we have
a2 ⊕ b2 ⊕ c2 = x2y2 ⊕ x2z2 = x1y1b1 ⊕ x1z1 = xyb1 ⊕ xz,
0 = xyb1 ⊕ xz ⊕ a2 ⊕ b2 ⊕ c2, equating we get:
1⊕ a1⊕ a2⊕ b1⊕ b2⊕ 1⊕ c1⊕ c2 = xy⊕ xyb1⊕ xz⊕ xz,
a⊕ b⊕ c = xy (1⊕ b1), hence
1
2 (P
xy + P c)
P 45P c → For box 1 we have a1 ⊕ b1 ⊕ c1 =
x1y1 ⊕ x1z1 = xy ⊕ xz, 0 = xy ⊕ xz ⊕ a1 ⊕ b1 ⊕ c1,
for box 2 we have a2 ⊕ b2 ⊕ c2 = 0, equating we
get: 1 ⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1 ⊕ c1 ⊕ c2 = xy ⊕ xz,
a⊕ b⊕ c = xy ⊕ xz, hence P 45
P cP 45 → For box 1 we have a1 ⊕ b1 ⊕ c1 = 0, for box 2
we have a2 ⊕ b2 ⊕ c2 = x2y2 ⊕ x2z2 = x1y1b1 ⊕ x1z1 =
xyb1 ⊕ xz, 0 = xyb1 ⊕ xz ⊕ a2 ⊕ b2 ⊕ c2 equating we
get: 1 ⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1 ⊕ c1 ⊕ c2 = xyb1 ⊕ xz,
a⊕ b⊕ c = xyb1 ⊕ xz, hence
1
2
(
P xz + P 45
)
P cP c → For box 1 we have a1⊕ b1⊕ c1 = 0, for box 2 we
have a2⊕b2⊕c2 = 0, equating a1⊕b1⊕c1 = a2⊕b2⊕c2,
1⊕a1⊕a2⊕b1⊕b2⊕1⊕c1⊕c2 = 0, a⊕b⊕c = 0, hence P
c
The final box is given by:
P 45δ P
45
δ = δ
(
1
2
(δP xy + (1− δ)P xz) +
1
2
P 451−δ
)
+ (1− δ)P 45δ
Applying (2) to the final box we get:
V ′ = −6δ2 + 9δ + 7
Class 46:
P 46δ P
46
δ = δ
2P 46P 46 + δ(1− δ)
(
P 46P c + P cP 46
)
+ (1− δ)2P cP c
P 46P 46 → For box 1 we have a1⊕b1⊕c1 = x1y1⊕y1z1⊕
x1z1 = xy ⊕ yz ⊕ xz, 0 = xy ⊕ yz ⊕ xz ⊕ a1 ⊕ b1 ⊕ c1,
for box 2 we have a2 ⊕ b2 ⊕ c2 = x2y2 ⊕ y2z2 ⊕ x2z2 =
x1y1b1 ⊕ y1z1b1 ⊕ x1z1 = xyb1 ⊕ yzb1 ⊕ xz,
0 = xyb1 ⊕ yzb1 ⊕ xz ⊕ a2 ⊕ b2 ⊕ c2, equating we
get: 1⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1 ⊕ c1 ⊕ c2 = xyb1 ⊕ yzb1 ⊕
xz ⊕ xy ⊕ yz ⊕ xz, a ⊕ b ⊕ c = xyb1 ⊕ xy ⊕ yzb1 ⊕ yz,
a⊕ b⊕ c = (1⊕ b1) (xy ⊕ yz),hence
1
2 (P
xy⊕yz + P c)
P 46P c → For box 1 we have a1⊕ b1⊕ c1 = x1y1⊕ y1z1⊕
x1z1 = xy ⊕ yz ⊕ xz, 0 = xy ⊕ yz ⊕ xz ⊕ a1 ⊕ b1 ⊕ c1,
for box 2 we have a2 ⊕ b2 ⊕ c2 = 0, equating we get:
1 ⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1 ⊕ c1 ⊕ c2 = xy ⊕ yz ⊕ xz,
a⊕ b⊕ c = xy ⊕ yz ⊕ xz, hence P 46
P cP 46 → For box 1 we have a1 ⊕ b1 ⊕ c1 = 0, for
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box 2 we have a2 ⊕ b2 ⊕ c2 = x2y2 ⊕ y2z2 ⊕ x2z2 =
x1y1b1 ⊕ y1z1b1 ⊕ x1z1 = xyb1 ⊕ yzb1 ⊕ xz,
0 = xyb1 ⊕ yzb1 ⊕ xz ⊕ a2 ⊕ b2 ⊕ c2, equating we
get: 1⊕a1⊕a2⊕ b1⊕ b2⊕ 1⊕ c1⊕ c2 = xyb1⊕ yzb1⊕xz,
a⊕ b⊕ c = b1 (xy ⊕ yz)⊕ xz, hence
1
2
(
P xz + P 46
)
P cP c → For box 1 we have a1⊕ b1⊕ c1 = 0, for box 2 we
have a2⊕b2⊕c2 = 0, equating a1⊕b1⊕c1 = a2⊕b2⊕c2,
1⊕a1⊕a2⊕b1⊕b2⊕1⊕c1⊕c2 = 0, a⊕b⊕c = 0, hence P
c
The final box is given by:
P 46δ P
46
δ = δ
(
1
2
(
δP xy⊕yz + (1− δ)P xz
)
+
1
2
P 461−δ
)
+ (1 − δ)P 46δ
Applying (2) to the final box we get:
V ′ = −10δ2 + 9δ + 7
For class 45 protocol 2 distills in the region of 0 < δ <
5
6
and both for class 44 and class 46 in the region of 0 <
δ <
1
2
, white curves in fig. 11 refer to protocol 2.
B. Unique protocols
We present three different protocols that atleast distill
for each of their respective classes:
1. Protocol 3
Lemma V.3 Protocol 3(see fig. 8) distills for two copies
of P 44δ
Proof We start with two copies of P 44δ :
P 44δ P
44
δ = δ
2P 44P 44 + δ(1− δ)
(
P 44P c + P cP 44
)
+ (1− δ)2P cP c
FIG. 9. Protocol 4
P 44P 44 → For box 1 we have a1⊕b1⊕c1 = x1y1z1 = xyz,
0 = xyz ⊕ a1 ⊕ b1 ⊕ c1, for box 2 we have
a2 ⊕ b2 ⊕ c2 = x2y2z2 = x1(1 ⊕ y1)z1 = xz ⊕ xyz,
0 = xz ⊕ xyz ⊕ a2 ⊕ b2 ⊕ c2 equating we get:
1 ⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1 ⊕ c1 ⊕ c2 = xyz ⊕ xz ⊕ xyz,
a⊕ b⊕ c = xz, hence P xz
P 44P c → For box 1 we have a1⊕b1⊕c1 = x1y1z1 = xyz,
0 = xyz⊕a1⊕ b1⊕ c1, for box 2 we have a2⊕ b2⊕ c2 = 0,
equating we get: 1⊕a1⊕a2⊕ b1⊕ b2⊕ 1⊕ c1⊕ c2 = xyz,
a⊕ b⊕ c = xyz, hence P 44
P cP 44 → For box 1 we have a1 ⊕ b1 ⊕ c1 = 0, for box 2
we have a2⊕ b2⊕ c2 = x2y2z2 = x1(1⊕y1)z1 = xz⊕xyz,
0 = xz ⊕ xyz ⊕ a2 ⊕ b2 ⊕ c2 equating we get:
1 ⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1 ⊕ c1 ⊕ c2 = xz ⊕ xyz,
a⊕ b⊕ c = xz ⊕ xyz, hence P xz⊕xyz
P cP c → For box 1 we have a1 ⊕ b1 ⊕ c1 = 0,
for box 2 we have a2 ⊕ b2 ⊕ c2 = 0, equating we get:
1⊕a1⊕a2⊕b1⊕b2⊕1⊕c1⊕c2 = 0, a⊕b⊕c = 0, hence P
c
The final box is given by:
P 44δ P
44
δ = δ
(
δP xz + (1− δ)P xz⊕xyz
)
+ (1− δ)P 44δ
Applying (2) to the final box we get:
V ′ = 6δ + 7
The protocol distills in the region of 0 < δ 6 1.
2. Protocol 4
Lemma V.4 Protocol 4(see fig. 9) distills for two copies
of P 45δ
Proof We start with two copies of P 45δ :
P 45δ P
45
δ = δ
2P 45P 45 + δ(1− δ)
(
P 45P c + P cP 45
)
+ (1− δ)2P cP c
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P 45P 45 → For box 1 we have a1⊕b1⊕c1 = x1y1⊕x1z1 =
xy ⊕ xz, 0 = xy ⊕ xz ⊕ a1 ⊕ b1 ⊕ c1, for box 2 we have
a2 ⊕ b2 ⊕ c2 = x2y2 ⊕ x2z2 = 0 ⊕ x1z1 = xz,
0 = xz ⊕ a2 ⊕ b2 ⊕ c2, equating we get:
1 ⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1 ⊕ c1 ⊕ c2 = xy ⊕ xz ⊕ xz,
a⊕ b⊕ c = xy, hence P xy
P 45P c → For box 1 we have a1 ⊕ b1 ⊕ c1 =
x1y1 ⊕ x1z1 = xy ⊕ xz, 0 = xy ⊕ xz ⊕ a1 ⊕ b1 ⊕ c1,
for box 2 we have a2 ⊕ b2 ⊕ c2 = 0, equating we
get: 1 ⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1 ⊕ c1 ⊕ c2 = xy ⊕ xz,
a⊕ b⊕ c = xy ⊕ xz, hence P 45
P cP 45 → For box 1 we have a1 ⊕ b1 ⊕ c1 = 0, for box
2 we have a2 ⊕ b2 ⊕ c2 = x2y2 ⊕ x2z2 = 0 ⊕ x1z1 = xz,
0 = xz ⊕ a2 ⊕ b2 ⊕ c2 equating we get:
1⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1⊕ c1 ⊕ c2 = xz, a⊕ b ⊕ c = xz,
hence P xz
P cP c → for box 1 we have a1⊕ b1⊕ c1 = 0, for box 2 we
have a2⊕b2⊕c2 = 0, equating a1⊕b1⊕c1 = a2⊕b2⊕c2,
1⊕a1⊕a2⊕b1⊕b2⊕1⊕c1⊕c2 = 0, a⊕b⊕c = 0, hence P
c
The final box is given by:
P 45δ P
45
δ = δ (δP
xy + (1 − δ)P xz) + (1 − δ)P 45δ
Applying (2) to the final box we get:
V ′ = −4δ2 + 10δ + 7
The region of distillation for protocol 4 is 0 < δ 6 1.
3. Protocol 5
Lemma V.5 Protocol 5(see fig. 10) distills for two
copies of P 46δ
Proof We start with two copies of P 46δ :
P 46δ P
46
δ = δ
2P 46P 46 + δ(1− δ)
(
P 46P c + P cP 46
)
+ (1− δ)2P cP c
P 46P 46 → For box 1 we have a1⊕b1⊕c1 = x1y1⊕y1z1⊕
x1z1 = xy ⊕ yz ⊕ xz, 0 = xy ⊕ yz ⊕ xz ⊕ a1 ⊕ b1 ⊕ c1,
for box 2 we have a2 ⊕ b2 ⊕ c2 = x2y2 ⊕ y2z2 ⊕ x2z2 =
0 ⊕ 0 ⊕ (1 ⊕ x1)z1 = (1 ⊕ x)z = z ⊕ xz,
0 = z ⊕ xz ⊕ a2 ⊕ b2 ⊕ c2, equating we get:
1⊕a1⊕a2⊕ b1⊕ b2⊕ 1⊕ c1⊕ c2 = xy⊕ yz⊕xz⊕ z⊕xz,
a⊕ b ⊕ c = xy ⊕ yz ⊕ z, a ⊕ b ⊕ c = xy ⊕ yz ⊕ z, hence
P xy⊕yz⊕z
P 46P c → For box 1 we have a1⊕ b1⊕ c1 = x1y1⊕ y1z1⊕
x1z1 = xy ⊕ yz ⊕ xz,0 = xy ⊕ yz ⊕ xz ⊕ a1 ⊕ b1 ⊕ c1,
for box 2 we have a2 ⊕ b2 ⊕ c2 = 0, equating we get:
1 ⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1 ⊕ c1 ⊕ c2 = xy ⊕ yz ⊕ xz,
a⊕ b⊕ c = xy ⊕ yz ⊕ xz, hence P 46
P cP 46 → For box 1 we have a1 ⊕ b1 ⊕ c1 = 0, for
box 2 we have a2 ⊕ b2 ⊕ c2 = x2y2 ⊕ y2z2 ⊕ x2z2 =
0⊕0⊕(1⊕x1)z1 = (1⊕x)z = z⊕xz, 0 = z⊕xz⊕a2⊕b2⊕c2
equating we get: 1⊕a1⊕a2⊕b1⊕b2⊕1⊕c1⊕c2 = z⊕xz,
a⊕ b⊕ c = z ⊕ xz, hence P z⊕xz
P cP c → for box 1 we have a1 ⊕ b1 ⊕ c1 = 0, for
box 2 we have a2 ⊕ b2 ⊕ c2 = 0, equating we get:
1 ⊕ a1 ⊕ a2 ⊕ b1 ⊕ b2 ⊕ 1 ⊕ c1 ⊕ c2 = 0, a ⊕ b ⊕ c = 0,
hence P c
The final box is given by:
P 46δ P
46
δ = δ
(
δP xy⊕yz⊕z + (1− δ)P z⊕xz
)
+ (1− δ)P 46δ
Applying (2) to the final box we get:
V ′ = 8δ2 − 2δ + 7
The region of distillation for protocol 5 is
3
4
< δ 6 1.
From fig. 11 we can conclude that protocol 2 as com-
pared to protocol 1 performs much better for class 45, for
class 46 protocol 2 performs slightly better than protocol
1, however for class 44 protocol 1 performs better than
protocol 2, each of the unique protocols represented by
black curves in fig. 11 perform better than common pro-
tocols for their respective classes and distillation regions,
among unique protocols protocol 4 for class 45 performs
the best.
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VI. FINAL COMMENTS:
We presented here a limited study of distillation in tripartite NLBs, in comparison to the bipartite((2, 2, 2)) case the
tripartite((3, 2, 2)) case is much more complicated with 53856 extremal points classified into 46 classes[9], because of
this complexity we selected a limited part of tripartite no-signalling polytope specifically a representative of each class
44,45,46 and GHZ box, the reason for this selection is based on a common criteria that each of these genuine tripartite
boxes in their definition have no one and two party expectations. As is the case with tripartite extremal points the
distillation is also complicated and does lead to numerous distillation protocols, for GHZ box we selected a pair of
class 2 inequalities while for PNδ we selected a class 41 inequality out of 53856 inequalities[14], this inequality has a
limited no-signalling violation for PN which provides a common box value for PN , while GHZ box is distilled with
only single protocol, PNδ has much more distillation protocols, for P
N
δ we selected two common protocols, protocol 2
is selected for large no-signalling violation of P 45δ , with the same selection criteria we selected unique protocols, this
has led to the conjecture that common protocols cannot outperform unique protocols, clearly in our setting as far as
no-signalling violation is concerned class 45 has outperformed other classes. In future we intend to study distillation
in other classes however such a task will require a suitable representation of boxes in terms of boolean polynomials
which while is not impossible but still is much more complicated, of course such a exercise will lead to numerous
protocols, which perhaps can be classified according to some criteria.
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