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Resumen: Investigación cuasi-experimental es aquella que tiene como ob-
jetivo poner a prueba una hipótesis causal manipulando (al menos) una va-
riable independiente donde por razones logísticas o éticas no se puede asig-
nar las unidades de investigación aleatoriamente a los grupos. Debido a que 
muchas decisiones a nivel social se toman en base al resultado de investiga-
ciones con estas características, es imperativo que tengan una planificación 
exquisita de la aplicación del tratamiento, del control en el proceso de la in-
vestigación y del análisis de los datos. El pasado año 2013 los diseños cuasi-
experimentales cumplieron 50 años, y este trabajo es un homenaje a Camp-
bell y a todos los investigadores que día a día aportan ideas para mejorar el 
método cuasi-experimental en alguno de sus aspectos. De la mano de una 
revisión de las investigaciones cuasi-experimentales publicadas en un perío-
do de 11 años en tres revistas de Psicología destacamos algunos aspectos 
que se refieren al cuidado del método. Finalizamos el trabajo proponiendo 
el concepto de Validez Estructurada, que en resumen, es el hilo conductor 
que debe seguir la realización de toda investigación para poner a prueba con 
garantía las hipótesis que responden a los objetivos que en ella se plantean, 
concretamente, en las investigaciones cuasi-experimentales. 
Palabras Clave: Calidad; planificación; evidencia científica; validez estruc-
turada; revisión teórica y revisión sistemática no cuantitativa. 
  Title: Structured Validity for a quasi-experimental research of quality. They 
are fulfilled 50 years of the presentation in company of the quasi-
experimental designs. 
Abstract: Quasi-experimental investigation is that one that has as aim test 
a causal hypothesis manipulating (at least) an independent variable where 
for logistic or ethical reasons it is not possible to assign the units of investi-
gation at random to the groups. Due to the fact that many decisions at the 
social level take on the basis of the result of investigations with these char-
acteristics, it is imperative that have an exquisite planning of the application 
of the treatment, of the control in the process of the investigation and of 
the analysis of the data. Last year 2013 the quasi-experimental designs ex-
pired 50 years, and this work in an honoring to Campbell and to all the in-
vestigators who day after day contribute ideas to improve the quasi-
experimental method in someone of his aspects. From the hand of a re-
view of the quasi-experimental investigations published in a period of 11 
years in three journals of psychology we distinguish some aspects that refer 
to the care of the method. We finished work by proposing the concept of 
Structured Validity, which in summary, is the thread that must follow all re-
search to test with guarantee the hypothesis that respond to the objectives 
it raised, in particular, in quasi-experimental investigations. 
Key words: Quality; planning, scientific evidence; structured validity; theo-
retical review and no quantitative systematic review. 
 
Introducción 
 
Caía la hoja en Central Park aquel 17 de octubre de 1956 
cuando Robert James Fischer disputaba una partida de aje-
drez frente a Donald Byrne. Negras frente a blancas que,  
hasta el movimiento 16 en que las blancas dan jaque a la 
dama de Bobby, la partida se tornaba sólo interesante. Basta-
ron dos movimientos más y definitivamente Byrne se decide 
por la dama negra. Bobby ha sacrificado a su reina, pero pa-
ra entonces ya tenía la torre estratégicamente situada y tam-
bién un caballo y un alfil. Desde ese momento, lentamente, 
como saboreando a su presa, las jugadas poliédricas de 
Bobby logran hacerse con un control absoluto del tablero, y 
en el movimiento 41 también de la partida. A quienes somos 
profanos en la materia nos cuesta comprender que aquellos 
movimientos, desde el 16 y hasta el 18, no fuesen movimien-
tos improvisados de un adolescente de 13 años. A fuerza de 
perder, aprender y volver a perder entendemos de qué modo 
Bobby fue capaz de conseguir inmovilizar el rey blanco en 
una esquina, y en la esquina opuesta, movimiento a movi-
miento, restar todo el poder a la dama del mismo color a 
quien, por aquel entonces, era uno de los ajedrecistas más 
respetados de los Estados Unidos. 
Al tiempo, Donald Campbell trabajaba en el Departa-
mento de Psicología de la Universidad de Northwestern 
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desde 1953 (en la que estuvo 26 años). Campbell se había 
doctorado en Berkeley con la fortuna de haber tenido dos 
grandes maestros que por entonces estaban trabajando la 
idea representative design, Egon Brunswik y Edward Tolman. 
Cuando Bobby Fischer jugaba la que fue bautizada como “la 
Inmortal del Siglo XX” se publicó el libro Perception and the 
representative design of psychological experiments (Brunswik, 1956). 
El concepto de diseño representativo surge como contra-
punto al diseño clásico realizado en el laboratorio. Cuando 
un experimento se lleva a cabo en el ámbito ecológico en el 
que se manifiesta la conducta observada, entonces el diseño 
es representativo. No cabe duda, la investigación realizada 
en ambientes naturales entraña una enorme dificultad debido 
a que junto a las variables que se pretende estudiar pueden 
aparecer variables ajenas que es muy difícil, si no imposible, 
aislar o mantener constantes, y que provocan ambientes in-
ciertos e inestables estableciendo un complejo entramado 
causal. Esta idea fue recogida por Campbell y al año siguien-
te, en 1957, publica en la revista Psychological Bulletin el trabajo 
titulado Factors relevant to the validity of experiments in social set-
tings. Este artículo bien pudiera considerarse el punto de par-
tida de la obra científica extraordinaria de un virtuoso del 
método, que, desde el capítulo 5 de la obra de Gage (1963) y 
junto con Julian Stanley (Campbel & Stanley, 1963), por 
primera vez ofrecen al mundo los diseños cuasi-
experimentales comprensivamente explicados. Obras poste-
riores cuyo denominador común es la figura de Campbell 
(Cook & Campbell, 1979; Cook, Campbell & Peracchio, 
1990; Shadish, Cook & Campbell, 2002, int.al.) abundarían 
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en lo que podríamos denominar Mandamientos que, a modo 
de brújula metodológica, nos ilustran y guían cómo realizar 
correctamente una investigación en las ciencias sociales.  
Qué es un diseño cuasi-experimental: a vista de pájaro la 
trayectoria de los diseños cuasi-experimentales es obligada 
una definición. El diseño cuasi-experimental es un plan de 
trabajo con el que se pretende estudiar el impacto de los tra-
tamientos y/o los procesos de cambio en situaciones donde 
los sujetos o unidades de observación no han sido asignados 
de acuerdo con un criterio aleatorio (ver Arnau, 1995). A ve-
ces incluso, la aplicación del tratamiento no la ejerce direc-
tamente el investigador, viene impuesta por una organiza-
ción, por mandato gubernamental, etc., y si este es el caso, 
tampoco se tiene control sobre las circunstancias que rodean 
a la aplicación (Campbell & Stanley, 1963, p.34; Shadish et 
al., 2002, p.14), en este caso con frecuencia se los denomina 
experimentos naturales o experimentos de campo (Kunst-
mann y Merino, 2008; Trochim, 2001, int.al.).  
Cambiando el paso. Por su capacidad de movimiento, la 
dama es la pieza de mayor valor en el juego del ajedrez. No 
se conoce partida alguna disputada por jugadores de alto ni-
vel, ni de medio o bajo nivel tampoco, que hayan perdido la 
dama por un descuido y hayan conseguido remontar la par-
tida (J. Cordero Fernández, maestro de ajedrez y responsable 
de la página Web “Ajedrez de Ataque”, comunicación per-
sonal, 14 de mayo de 2012). Tampoco sucedió en “la Inmor-
tal del Siglo XX”. Bobby Fischer había previsto y calculado 
cómo impulsar el ataque asumiendo al mismo tiempo una 
defensa difícil cuando sacrificó a la reina. Haciendo gala de 
una técnica excelente, granada de recursos estudiados para 
ser utilizados en situaciones complicadas, ganó la partida 
sumando su talento e imaginación. En este punto, podría-
mos decir que la dama es al ajedrez lo que la aleatorización al 
método científico. Ítem más, tan indiscutible es que la alea-
torización y el control sobre la manipulación son recursos 
inestimables para poner a prueba las hipótesis de calado cau-
sal, como que las investigaciones realizadas en tan particula-
res circunstancias como las descritas al principio de este pá-
rrafo (frecuentemente con finalidad aplicada) son siempre 
previsibles por el mero hecho de que se conoce el cómo y 
cuándo de la sucesión temporal.  
Antes de aplicar el tratamiento: la investigación cuasi-
experimental es una herramienta poderosa para inferir rela-
ciones causales, pero es una herramienta condicionada que 
requiere el mimo de un artesano. En 1979 Cook y Campbell 
presentan la primera obra dedicada íntegramente a los dise-
ños cuasi-experimentales en la que se aprecia la profunda in-
fluencia de las ideas sobre causalidad de Kenny, y el 
feedback entre estos autores. No es casualidad, por tanto, 
que en ese mismo año Kenny publicase el magnífico trabajo 
Correlation and causality donde destaca los tres supuestos nece-
sarios en que fundamentar su existencia, a saber, las varia-
bles de tratamiento y de resultado deben covariar, la relación 
entre ellas no debe ser espuria y la causa debe preceder al 
efecto. Estos tres supuestos son ávidamente buscados en la 
investigación cuasi-experimental. Así las cosas, antes de apli-
car el tratamiento el investigador debe “profundizar” en el 
conocimiento de las condiciones particulares donde se va a 
realizar la intervención, de las complicaciones que puede 
conllevar,  de los posibles efectos no deseados, de las perso-
nas a las que va dirigida la investigación, debe conocer si las 
variables dependientes pueden serlo también de otras varia-
bles alternativas a la variable independiente, etc., todo ello 
con la finalidad de prever y anticiparse a las adversidades y 
dificultades capaces de dar jaque a la prueba de su hipótesis. 
Esta tarea compleja es lo que Shadish et al. (2002, p.484) de-
nominan The Centrality of Fuzzy Plausibility. Esto es, es necesa-
rio que el investigador tenga un juicio bien formado acerca 
de si las amenazas a la validez interna de su estudio son rele-
vantes y las posibilidades que tiene de eliminarlas o de redu-
cirlas (y hasta qué punto). Dicho de otro modo, si éstas sólo 
pueden ser controladas o ajustadas parcialmente deberá con-
siderar si el sesgo que podrían producir pudiera ser mayor 
que el tamaño del efecto que espera encontrar. En definitiva, 
el investigador debe ponerse en guardia.  
Este juicio que denominan de plausibilidad (op.cit) proba-
blemente desemboque en la necesidad de tomar nota de va-
riables del ambiente (en el que se realiza el experimento y 
ambiente adyacente también, características del responsable 
de la aplicación del tratamiento y del registro de los datos, 
condiciones en las que se lleva a cabo, cercanía entre los 
grupos control y experimental, etc.) y variables de sujeto (fí-
sicas y psicológicas, tanto actuales como históricas) que pue-
dan estar relacionadas con la variable dependiente (y/o in-
dependiente) y ejercer un efecto activo no deseado (sesgo) 
moderador, o supresor, o mediador, incluso un efecto de 
confundido, siendo auténticas explicaciones alternativas del 
resultado hallado. La única posibilidad de conocer si es así o 
no, y de controlar el sesgo que son capaces de producir, es 
tomar nota de ellas y registrarlas antes de aplicar el trata-
miento, “Better to have imprecise attention to plausibility 
than to have no attention at all paid to many important 
threats just because they cannot be well measured” (Shadish 
et al., 2002, p. 484). Esto tiene una importancia capital.  
El tiempo y las medidas: estas investigaciones llevan 
tiempo, y como consecuencia, tanto los sujetos como las 
condiciones naturales donde es implementado el tratamiento 
y recogidos los datos pueden cambiar y evolucionar. Si esas 
variables no son constantes en su estado se debe considerar 
su variabilidad, lo que obliga, de una parte, a estudiar de qué 
depende, y de otra, a elegir cuándo y de qué modo es nece-
sario tomar los registros para tenerla en cuenta.   
Inadvertidamente, en los tres párrafos anteriores ya he-
mos sumado el registro de muchas medidas de variables de 
control y del efecto del tratamiento, así pues, es imperativo 
no descuidar la posible pérdida accidental de datos o de suje-
tos en determinadas ocasiones (puntuaciones faltantes, regis-
tros inservibles, errores del investigador, etc.), o peor aún, el 
abandono de los sujetos (por falta de adherencia al trata-
miento, cambio de domicilio o condición social, incoheren-
cia en la administración del tratamiento, etc.). El diagnóstico 
y conocimiento de la causa es determinante para poner solu-
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ción a este problema que desafortunadamente es tan habi-
tual (ver West et al., 2008).  
Los grupos de control: no sólo de múltiples medidas de 
múltiples variables se alimentan los diseños cuasi-
experimentales, también necesitan grupos de control bien 
formados (mejor múltiples) que sean lo más homogéneos 
posible a los grupos experimentales con ánimo de tener ca-
pacidad para controlar el sesgo de selección, y otros, capaces 
de confundir la acción del tratamiento. Aunque se debate las 
ventajas y desventajas de utilizar grupos de control activos o 
pasivos (e.g.,  Datta, 2007; Donaldson & Chistie, 2005; Co-
ok, 2006), parece existir consenso acerca de que los primeros 
son mejores. Además, siempre que sea posible se debe evitar 
la autoselección (Shadish et al., 2002), la participación volun-
taria, la selección arbitraria, o que los pacientes con peor 
pronóstico (Kunz & Oxman, 1998) sean quienes formen el 
grupo de control. Precisamente, y a colación de lo comenta-
do en el párrafo anterior, son las investigaciones donde se 
presta escasa atención a la formación de los grupos (control 
y tratamiento) las que sufren mayor desgaste de muestra 
(Heisman & Shadish, 1996; Shadish & Ragsdale, l996).  
Sobre el diseño: hemos decidido qué variables controlar, 
cuántos registros efectuar y qué grupos van a participar en la 
investigación, pero aún resta determinar de qué modo va-
mos a aplicar el tratamiento y recoger los datos, es decir, qué 
diseño de investigación elegimos utilizar. Campbell y colabo-
radores han destacado que los distintos diseños cuasi-
experimentales varían entre sí con respecto a la transparencia 
y la capacidad para poner a prueba la hipótesis causal. De 
hecho, han ordenado deliberadamente los capítulos de sus 
libros para reflejar el aumento de la potencia inferencial que 
supone pasar de diseños sin una medida previa o sin un gru-
po de control, diseños pre-experimentales, a aquellos con 
ambas divisas, los diseños cuasi-experimentales. Sucintamen-
te, estos diseños se pueden organizar en dos grandes blo-
ques, transversales y longitudinales (ver Arnau, 1995). Los 
primeros se clasifican a su vez en dos tipos, diseños de gru-
po control no equivalente y diseños de discontinuidad en la 
regresión (ver Ato, 1995). De estos, los últimos tienen mayor 
potencia inferencial porque controlan la variable de selec-
ción utilizándola como criterio de formación de los grupos. 
Los primeros no deben olvidar que una de las medidas pre-
tratamiento debe referirse a la posible variable de selección 
para así ser eficazmente controlada estadísticamente. Los di-
seños longitudinales ocupan una gran variedad de diseños de 
series temporales (ver Vallejo, 1995), y, como Kenny argu-
mentaba en su obra de 1979, en estos es más fácil verificar 
los tres supuestos de causalidad. Volviendo a los capítulos de 
sus libros. Dentro de cada uno de ellos también ilustran có-
mo la inferencia se puede mejorar mediante la adición de 
elementos de diseño (añadiendo más puntos de observación 
pre-test, aplicando y retirando el tratamiento en varias oca-
siones, registrando variables dependientes no equivalentes, 
utilizando más grupos tanto de control como de tratamiento 
y poniendo esmero en su elección y/o formación, etc.). La 
capacidad para poner a prueba las hipótesis del investigador 
y descartar hipótesis alternativas es distinta en función de 
todas estas características.  
Sobre el análisis de los datos: Mimando la planificación 
de la investigación en los matices anteriormente comentados 
ya solo resta analizar los datos. Son varias las alternativas de 
análisis que existen, pero no se trata de elegir la más cómo-
da, sino la más oportuna en función de nuestras hipótesis, 
del modelo que estimamos explica los resultados, y de las ca-
racterísticas de nuestros datos. Más adelante nos extendere-
mos en este asunto, hasta entonces, sólo un apunte. Camp-
bell y colaboradores siempre han defendido que los ajustes 
estadísticos sólo se deben utilizar cuando se han extremado 
todos los controles anteriormente comentados con la finali-
dad de reducir todo lo posible la no equivalencia entre los 
grupos “In this book, we have advocated that statistical ad-
justments for group nonequivalence are best used after de-
sign controls have already been used to the maximum in or-
der to reduce nonequivalence to a mínimum” (Shadish, et 
al., 2002, p.503).  
Evolución del diseño cuasi-experimental: nada hemos 
leído de Campbell que pudiera presagiar la idea de que estas 
investigaciones fuesen otra cosa que investigaciones prima-
rias. Ahora, cuando se cumple medio siglo de historia, existe 
una segunda derivada, investigaciones cuasi-experimentales 
realizadas mediante técnicas de minería de datos. Esta idea 
ha sido desarrollada en la Universidad de Amherst por un 
grupo de investigadores liderados por David Jensen. En 
2001 fundaron Knowledge Discovery Laboratory con la fi-
nalidad de desarrollar técnicas innovadoras para el descu-
brimiento de conocimiento que denominan software de proxi-
midad. La materia prima con la que trabajan se extrae de las 
enormes bases de datos públicas que prácticamente existen 
en todos los ámbitos sociales (salud, educación, etc.), y que 
son alimentadas de modo regular con el registro temporal de 
una abundante cantidad de variables que guardan relación 
entre sí. En el año 2008 Jensen, Fast, Taylor and Maier pre-
sentaron el algoritmo AIQ (Automated Identification of Quasiex-
periments). Es el primer sistema automatizado que identifica 
lo que “denominan” diseños cuasi-experimnetales (es la 
primera versión, y sólo identifica Diseños de grupo control 
no equivalente).  
Evidencia científica: no existe objetivo más codiciado en 
cualquier disciplina de las Ciencias Sociales y de la Salud que 
buscar y encontrar evidencia científica en la que fundamen-
tar decisiones clínicas, sanitarias, educativas, etc., y los dise-
ños cuasi-experimentales alcanzan evidencia científica cuan-
do el investigador cuida los aspectos anteriormente mencio-
nados (e.g., Avellar & Paulsell, 2011 y Cook & Gorard, 
2007) en aras de conseguir con ellos las garantías que ofre-
cen las investigaciones experimentales. Así es, a pesar de que  
muchos científicos comparten la idea de que las investiga-
ciones experimentales constituyen el mejor modo de alcan-
zar evidencia científica (e.g., Cook, 2000; Nezu & Nezu, 
2008), quienes más saben de ésto están convencidos de que 
”in the best of quasi-experiments, internal validity is not 
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much worse than with the randomized experiment “ (Sha-
dish et al., 2002, p.484).  
Al hilo, y en este empeño, en 1968 en la Universidad de 
Northwestern se fundó The Institute for Policy Research (IPR) al 
abrigo de Campbell. IPR se gestó con la misión de estimular 
y apoyar la investigación de excelencia en las ciencias socia-
les sobre importantes cuestiones de política pública. Una vi-
sita a su página Web no dejará indiferente a ningún investi-
gador interesado en estos diseños,  
http://www.ipr.northwestern.edu/index.html. Desde el año 
2008 se celebran en la citada Universidad, y en colaboración 
con el Institute of Education Sciences (IES), importantes Works-
hops sobre cómo realizar una investigación cuasi-
experimental de calidad en el ámbito de Educación (diseño y 
análisis) organizados y dirigidos por dos de los grandes dis-
cípulos de Campbell, Thomas D. Cook y William Shadish. 
Desde la página anterior podemos conocer todo lo que en 
ellos se ha expuesto y debatido.  
Si nuestra investigación tiene calidad metodológica sufi-
ciente para garantizar evidencia científica quizá tenga el pri-
vilegio de formar parte de alguna revisión sistemática reali-
zada mediante técnicas de meta-análisis (Bai, Shukla, Bak & 
Wells, 2012; Centre for Review and Dissemination, 2010), 
hasta el momento, considerados los mejores estudios para 
sintetizar la evidencia científica capaces de responder a cues-
tiones específicas. En lo que a revisiones sistemáticas respec-
ta, dos asociaciones, The Cochrane Collaboration en el ámbito 
de la salud y The Campbel Collaboration en el ámbito de las 
ciencias sociales (en http://www.cochrane.org y 
http://www.campbellcollaboration.org/, respectivamente) 
son el referente. Desde que se constituyeron cada año cele-
bran un Colloquium en algún lugar del mundo. Si nos intro-
ducimos en sus páginas Web y visitamos los programas de 
los Colloquia ya realizados podemos advertir, además de su 
estrecha colaboración, cómo una parte importante de los 
trabajos presentados están relacionados con la incorporación 
de las investigaciones no aleatorizadas en las revisiones sis-
temáticas y las características de calidad que deben tener pa-
ra ser incorporadas. 
Práctica basada en la evidencia, evaluación y aplicación 
de programas de intervención: la evidencia científica certifi-
cada mediante revisiones sistemáticas realizadas con investi-
gaciones primarias de alta calidad metodológica con fre-
cuencia tiene buena acogida para dar respuesta a necesidades 
de políticas gubernamentales o a intereses de determinadas 
empresas que deciden transformar el conocimiento científi-
co en práctica efectiva realizando investigación aplicada.  
Cuando se utiliza la expresión “programa de interven-
ción” se está haciendo referencia a tareas múltiples y com-
plejas que requieren contemplar múltiples aspectos de dise-
ño, de implementación y de evaluación en contextos de in-
tervención, que no son otros que contextos naturales, que, 
además, están sometidos a cambio continuo (e.g., Rossi & 
Freeman, 1985 y Trochim, 1984). No es intención de este 
trabajo abundar en la aplicación y evaluación de programas, 
pero sí destacar tres aspectos fundamentales: 
Primero: ejecutar de facto la implementación de un pro-
grama requiere evaluaciones constantes antes, durante y des-
pués de la aplicación de la intervención (Avellar & Paulsell, 
2011; Brandy & Moore, 2011) por dos razones fundamen-
talmente. Además de que los motivos económicos no son 
baladí y es preciso asegurar que el programa se implanta co-
rrectamente y que no tiene consecuencias indeseadas, por-
que los objetivos del programa siempre son varios (prácti-
cos, económicos, teóricos, etc., donde la aplicación del tra-
tamiento es sólo uno de ellos) y nunca podrían abordarse 
todos desde una única aproximación metodológica. En los 
últimos 20 años el concepto de Metodología Mixta está co-
brando un auge extraordinario (se ocupa de integrar datos de 
una multiplicidad de fuentes para captar la diversidad de los 
fenómenos de modo profundo e integral), como muestra, la 
prestigiosa revista New Directions for Evaluation dedica el se-
gundo número del pasado año 2013 a este tema que titula 
Mixed Methods and Credibility of Evidence in Evaluation.  
Segundo: implantar un programa a nivel social requiere 
tener en cuenta que las personas no somos compartimentos 
estancos, sino que de modo natural estamos organizados en 
sociedad en unidades jerárquicamente superiores que nos 
imprimen características de grupo y diferencias entre los 
mismos que interesa conocer, controlar y tratar. La evalua-
ción o implantación de un programa demanda por tanto rea-
lizar un muestreo de estas unidades de agregación porque in-
teresa conocer lo que ocurre en cada nivel, pero también in-
teresa conocer el flujo de relaciones entre los distintos nive-
les con ánimo de examinar si la intervención ha tenido su 
impacto sobre los resultados previstos. El análisis de datos 
tradicional con técnicas contenidas en el Modelo Lineal Ge-
neral es inerme a dos particularidades, entre otras, que tienen 
los datos agregados, la existencia de más de un término alea-
torio, y el hecho de que las unidades pertenecientes a una 
misma unidad de agregación de nivel emiten respuestas co-
rrelacionas. En los últimos 20 años ha tenido lugar el desa-
rrollo de las técnicas de análisis de datos más potentes, ver-
sátiles y con mayores prestaciones de cuantas existen para 
poner en evidencia de qué modo, en qué medida y de qué 
depende que un programa de intervención tenga efectos 
(positivos, negativos, directos, inversos, etc) sobre las dife-
rentes unidades de análisis en que están inmersas las perso-
nas. Nos estamos refiriendo a los procedimientos estadísti-
cos enmarcados en los denominados Modelos Mixtos, Mo-
delos Jerárquicos o Modelos Multinivel.  
Tercero: La meta última de toda disciplina científica es 
disponer de teorías causales capaces de explicar todo el uni-
verso  de sea lo que sea que abarca esa disciplina. Elaborar 
un modelo causal capaz de explicar todo lo que sucede y por 
qué en el proceso de la intervención no es tarea fácil. El 
concepto de causalidad es complejo y multifacético (e.g., 
Funnell & Rogers, 2011), los agentes causales son muchos, a 
veces complementarios y a veces en conflicto, a veces la re-
lación entre causa y efecto no es lineal, a veces incluso es 
discontinua, incluso a veces la causa tiene que alcanzar un 
umbral determinado antes de producir un efecto, añadiendo 
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que los individuos a quien va dirigida la evaluación del pro-
grama lejos de ser agentes pasivos ejercen un papel activo en 
la determinación de los efectos del programa. El modelo 
causal casi nunca es unidireccional, pueden existir bucles de 
feedback, peor aún, incluso ese feedback puede ser incluso 
retardado complicando el análisis de los modelos causales. A 
la par que el desarrollo de los Modelos Mixtos en los últimos 
20 años se han desarrollado los Modelos de Ecuaciones Es-
tructurales que permiten poner a prueba relaciones de causa-
lidad y elaborar teorías causales basadas en la evaluación. 
El Fichero adicional 5 (ver Adenda) contiene referencias 
destacadas sobre la implantación y evaluación de programas, 
la Metodología Mixta, los Modelos Mixtos o Multinivel y so-
bre los Modelos de Ecuaciones Estructurales.  
Así comenzaron  Campbell y Stanley el capítulo 5 de la 
obra de Gage (1963):  
McCall as a model. In 1923, W.A. McCall published a book en-
titled How to Experiment in Education …. In this preface said: 
“There are excellent books and courses of instruction dealing 
with the statistical manipulation of experimental data, but there 
is little help to be found on the methods of securing adequate 
and proper data to which to apply statistical procedure”. This 
sentence remains true enough today to serve as the leitmotif of 
this presentation also.  (Campbell & Stanley, 1963, p.171).  
 
Este trabajo es un tributo a esta idea, y lo llevamos a ca-
bo realizando una revisión de las investigaciones cuasi-
experimentales y pre-experimentales publicadas en tres revis-
tas españolas de Psicología evaluando algunos aspectos me-
todológicos relacionados con la planificación del diseño, la 
recogida y análisis de datos, la exposición de resultados y la 
elaboración de conclusiones. El objetivo que perseguimos es 
saber cuáles son los diseños más utilizados y qué caracterís-
ticas tienen, pero también, y sobre todo, conocer si los in-
vestigadores toman las precauciones necesarias para que la 
investigación ofrezca confianza en sus resultados, saber cuá-
les son sus errores y sus vicios, y si son los mismos que los 
reportados en otros trabajos similares a éste.  
El pasado año 2013 los diseños cuasi-experimentales 
cumplen 50 años. Este trabajo es un homenaje a la persona 
que revolucionó los principios fundamentales de la investi-
gación científica en las Ciencias Sociales, Campbell,  y a sus 
discípulos Stanley, Cook, Shadish, Trochim, Myers, etc., que 
tanto están trabajando esta idea que tan buenos resultados 
aporta. Sirva para convulsionar a investigadores, revisores y 
editores para que (se) exijan, más si cabe, el cuidado del mé-
todo. Va por ellos, de quienes hemos aprendido tanto, y va 
para todos aquellos que gusten de hacer bien las cosas. 
 
Método 
 
Hemos realizado una revisión sistemática no cuantitativa 
(Shadish & Myers, 2004 a) de las investigaciones pre-
experimentales y cuasi-experimentales, en adelante Cx. y Px., 
contenidas en tres revistas españolas de Psicología durante el 
período temporal de 11 años entre 1999 y 2009, ambos in-
cluidos.   
 
Materiales 
 
El criterio para la selección de las revistas fue cumplir 
con tres requisitos, ser revistas de temática general en el 
campo de la Psicología, aparecer en el Journal Citation Reports 
(JCR) con factor de impacto en el año 2009, y constar en el 
IN-RECS con índice de impacto dentro del primer cuartil en 
el mismo año. Estos criterios los satisfacían las revistas Psi-
cothema,  Internacional Journal of Clinical and Health Psychology  y 
Psicológica.  
 
Unidad de análisis 
 
La unidad de análisis ha sido el estudio, considerando 
unidades independientes cada uno de los estudios Cx. y Px. 
publicados en un mismo artículo.  
 
Diseño y procedimiento  
 
Una vez identificados los artículos que contenían investi-
gaciones Cx. y Px. aleatoriamente fueron repartidos en dos 
grupos y cada uno de ellos fue asignado aleatoriamente a dos 
expertos en metodología de investigación que, de modo in-
dependiente entre e intra-grupo, examinaron las variables de 
interés. La información de cada estudio fue extraída de los 
apartados introducción, método, resultados y conclusiones. 
Posteriormente los expertos de cada grupo compararon sus 
datos. El porcentaje de acuerdo fue del 94%. Los casos en 
que hubo discrepancia fueron revisados por un tercer exper-
to. El contenido del estudio se discutía hasta que desembo-
cara en una conclusión compartida.  
 
Variables registradas 
 
Las variables que hemos observado han sido considera-
das de importancia capital en destacados trabajos sobre cali-
dad de las investigaciones no aleatorizadas en el ámbito mé-
dico (e.g., Li, Moja, Romero, Sayre & Grimshaw, 2009; 
Shahar & Shahar, 2009, int al.), educativo (e.g., Cook, Cook, 
Landrum & Tankersley, 2008; Cook, Tankersley & Lan-
drum, 2009, int al.), de las organizaciones (e.g., Creswell, 
2009; Gibbert & Ruigrok, 2010; Paluck & Green, 2009, 
int.al.), y en el ámbito de las ciencias sociales en general (e.g., 
Shadish & Myers, 2004 a). Anidadas en cinco bloques, de 
modo resumido son: 
1.- Características molares de la investigación Cuasi y Pre-
experimental: Prevalencia, área de conocimiento,  finali-
dad  de la investigación, y definición del diseño y meto-
dología utilizada. 
2.- Aspectos determinantes de la planificación para defender 
las inferencias sustantivas y estadísticas: Composición y 
tamaño de la muestra, cálculo del tamaño, composición y 
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formación de los grupos de control, número de variables 
dependientes y cantidad de registros efectuados.  
3.- Examen exploratorio de los datos y precauciones toma-
das antes de decidir qué estadístico utilizar para poner a 
prueba las hipótesis: Tamaño de los grupos y equilibrio 
entre ellos, relación entre el tamaño de los grupos y el 
tamaño de las varianzas, examen de outliers, evaluación 
de datos perdidos y comprobación de asunciones sobre 
los datos.  
4.- Análisis de los datos: Si comprueban o no la igualdad de 
los grupos antes de la aplicación del tratamiento y cómo, 
qué modelo asumen los investigadores que explica sus 
resultados, qué estadístico inferencial utilizan, si exami-
nan el tamaño del efecto, los intervalos confidenciales y 
la potencia de la prueba empírica. 
5.- Exposición y redacción de las conclusiones: Hemos 
examinado si se realizan comentarios de autocrítica sobre 
el tamaño y composición de la muestra y sobre amenazas 
a la validez interna, externa y de conclusión estadística. 
  
Una exposición detallada y sucintamente justificada de 
todas las variables registradas está expuesta en el Fichero 
Adicional 1. 
 
Análisis de los datos  
 
Los estadísticos utilizados son frecuencias, porcentajes y 
razones (de modo testimonial también medias y desviaciones 
típicas). Los cálculos se han realizado mediante el paquete 
estadístico SPSS 19. 
 
Resultados y discusión 
 
Utilizando como modelo el trabajo de Keselman et al., 
(1998) los resultados se exponen acompañados de una breve 
discusión. Sólo se comenta una selección de todos los análi-
sis realizados, sin embargo, nos van a permitir evaluar la 
coherencia metodológica interna de las investigaciones en 
todo su recorrido, desde la gestación del diseño hasta la ela-
boración de las conclusiones (en el Fichero Adicional 2 se 
exponen, libres de discusión, los resultados de todos los aná-
lisis llevados a cabo). En el texto hacemos referencia a unas 
Tablas donde se detalla la información que describimos. To-
das ellas están contenidas en el Fichero Adicional 3. 
En el período de 11 años comprendido entre 1999 y 
2009 las investigaciones Cx. y Px. contenidas en las tres re-
vistas examinadas apenas suponen un 4% en el volumen de 
sus publicaciones. En este período de tiempo, por cada 10 
investigaciones experimentales sólo se han publicado 1.2 Cx. 
o Px. 
El debate en torno al valor de las investigaciones cuya 
muestra está compuesta por universitarios es un clásico en 
vanguardia (Cooper, McCord & Socha, 2010; Highhouse & 
Gillespie, 2010; McNemar, 1946; Wiecko, 2010, int al.). En 
nuestro caso el porcentaje no es muy alto (21.21%), aunque 
en absoluto desdeñable. Las personas con algún problema 
que resolver o con alguna necesidad especial (que hemos 
denominado muestra específica enferma y no enferma res-
pectivamente) están presentes en el 53% de las investigacio-
nes. Si sumamos a las anteriores los niños menores de 12 
años y a las personas con más de 65 alcanzarían un porcen-
taje del 68.15% (Tabla 3). Este es el motivo por el cual la in-
vestigación con finalidad aplicada es muy superior (68.2%) a 
la básica, y la realizada en el área clínica superior a la realiza-
da en el resto de categorías contempladas. Aunque en la in-
troducción hemos destacado que la investigación Cx. y la 
evaluación del impacto de programas van de la mano, no 
hemos encontrado ningún trabajo que se refiera a la evalua-
ción del impacto de ningún programa de trascendencia social 
relevante.   
Ubicar la investigación que publicamos en su metodolo-
gía correspondiente y denominar correctamente el diseño 
utilizado para recoger los datos no es sinónimo de calidad 
del trabajo realizado, pero tampoco es baladí. Más al contra-
rio, es de importancia destacada para que los lectores y con-
sumidores de los productos de investigación ajusten sus len-
tes y puedan  juzgar su validez y determinar la confianza que 
les merece (Wilkinson & Task Force on Statistical Inferen-
cie, 1999). Que únicamente el 43.9% de los D.Cx. clasifiquen 
(en metodología) y definan el diseño correctamente en el 
trabajo que defienden no es, por escaso, un buen dato (Ha-
rris et al., 2005 hallaron resultados similares), aunque peor es 
saber que el 29.2% no definen la metodología o lo hacen in-
correctamente, y que el 51.2%  no definen el diseño o no lo 
hacen bien (ver Tabla 2). 
Sin embargo, el diseño “concreto” utilizado sí es sinóni-
mo de confianza en la capacidad para poner a prueba las hi-
pótesis del investigador. Abundando es este aspecto, Cook 
and Campbell (1979), Heisman and Shadish (1996), Mar-
cantonio and Cook (1994), Orwin (1997), Shadish and My-
ers, (2004 a y b), Shadish and Ragsdale (1996), Shadish et al. 
(2002) y Trochim (1984) int.al., han destacado que los D. 
Cx. de Discontinuidad en la Regresión y de Series Tempora-
les son más potentes que los diseños Cx. de Grupo Control 
no Equivalente (GCNE), incluso algunos investigadores 
piensan que son tan potentes como los diseños experimenta-
les (Avellar & Paulsell, 2011; Cook, 2008; Cook, Scriven, 
Coryn & Evergreen, 2010; Cook, y Wong, 2008; Shadish & 
Cook, 2009; Shadish, Galindo, Wong, Steiner, & Cook, 
2011). De otra parte, en lo que a los D.Cx.-GCNE respecta, 
muchos investigadores han destacado que existe una jerar-
quía en la que los diseños con intercambio de tratamiento, 
aquellos que tienen más de un grupo experimental (G.E), 
más de un grupo de control (G.C), más medidas post que 
una y más medidas pre que una son mucho más potentes 
por dos razones. La primera, porque tienen más capacidad 
para poner a prueba nuestra hipótesis. A la sazón existe una 
gran cantidad de trabajos meta-analíticos que han concluido 
que diseños Cx. distintos alcanzan tamaños del efecto (TE) 
distintos (e.g., Heisman & Shadish, 1996; Lipsey & Wilson, 
1993; MacLehose et al., 2000; Sacks, Chalmers & Smith, 
1982, 1983; Schochet 2009a; Schochet et al., 2010; Shadish 
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et al., 2002; Shadish & Heinsman, 1997; Shadish & Ragsdale, 
1996; Swaen, Teggeler & Van Amelsvoort, 2001; Weisburd, 
Lum & Petrosino, 2001). La segunda es porque son más ca-
paces de liberar nuestros datos de posibles amenazas a la va-
lidez interna (Deeks et al., 2003; Johnston, Ottenbacher, y 
Reichardt, 1995; Shadish et al., 2002; Shadish & Myers, 2004 
b).  
A pesar de lo comentado en el párrafo anterior, hemos 
visto que el Diseño Cx. de GCNE clásico (2x2) y el Diseño 
Px. de un solo grupo con medidas pre y post son los más 
utilizados, suponen casi el 50% de todos los de su clase (Ta-
bla 2). Estos resultados no divergen de los hallados por 
otros autores en ambientes disciplinares tan distintos como 
intervención temprana (Snyder, Thompson, Mclean & 
Smith, 2002), educación (Gersten, Baker, Smith-Johnson, 
Flojo & Hagan-Burke, 2004; Hsieh et al., 2005; Seethaler & 
Fuchs, 2005), Psicología de las organizaciones (Grant & 
Wall, 2009; Scandura & Williams, 2000), o enfermedades in-
feccionas (Harris, Lautenbach & Perencevich, 2005; Harris 
et al., 2006; Shardell et al., 2007). Solo hemos contado una 
investigación Cx. (2.4%) que realiza un diseño de GCNE 
con intercambio de tratamiento, y únicamente 7(17.1%) D. 
Cx. que “podrían ser” de  Discontinuidad en la Regresión 
(DR). Escribimos “podrían ser”, porque ninguno ha sido 
denominado con tal por sus autores, que sería lo de menos, 
lo de más es que tampoco han sabido aprovechar la potencia 
que tienen por el hecho de conocer qué variable es la que 
divide a los grupos experimental y control (Lesik, 2006; 
Reardon  & Robinson, 2012; Reichardt & Henry, 2012; Sha-
dish et al., 2002, int.al. En los trabajos revisados ha sido más 
habitual contar con más de un G.E (sucede en el 24.39% de 
los  D. Cx. y en el 48% de los D. Px.) que con más de un 
G.C (sucede en el 12.19% de los D. Cx. y en el 16% de los 
D.Px.). Este aspecto es de sumo interés. Los grupos experi-
mentales tienen el poder de replicar el efecto del tratamiento 
y también de controlar el efecto de historia. Los grupos de 
control tienen el poder extraordinario de poner a prueba los 
efectos de sesgo de selección, historia, maduración y regre-
sión a la media entre otros. 
Probablemente, cuando un investigador lleva a cabo una 
investigación Cx., más importante que cualquier otro aspec-
to de la planificación, es la elección adecuada de un G.C que 
sea comparable al G.E para evitar el riesgo de posibles ame-
nazas a la validez interna. En este sentido, se debe conside-
rar que la proximidad de los grupos no implica necesaria-
mente que sean comparables, que características de los suje-
tos que se antojan accidentales (e.g., unos eligieron cursar 
ética otros religión) pueden conllevar diferencias importan-
tes entre los grupos, que no basta con estimar que los gru-
pos son parecidos (hay que demostrarlo), que los sujetos vo-
luntarios nunca forman un buen G.C., y por supuesto, no 
decir nada de cómo es el G.C es enfatizar que nada se sabe 
de estos diseños (ver ICH Expert Working Group, 2000). 
En esta revisión, el 69.69% de los D. Cx. de GCNE han 
formado el G.C. de alguna de estas maneras (ver Tabla 5). 
Por el contrario, toda técnica utilizada para formar los gru-
pos que trate de emular la asignación no condicionada que 
supone la asignación aleatoria, utilizando la técnica del apa-
reamiento (matching) por ejemplo, o que permita considerar 
una continuidad entre los sujetos de los grupos experimental 
y control como por ejemplo dejar que el azar  decida cuál de 
los grupos incidentales (comparables, que no exclusivamente 
próximos) sea G.E y cuál G.C, que el G.C sea aquel que está 
en lista de espera, que el G.C esté compuesto por aquellas 
personas deseosas de participar en la investigación porque 
tienen un problema que resolver pero por algún motivo no 
pueden acudir a la terapia (e.g., coincide en horario laboral; 
no les van bien las fechas, etc.) “garantiza” un G.C válido 
(Marcus, Stuart, Wang, Shadish & Steiner, 2012; McCaffery 
et al., 2011; Walter, Turner, Macaskill, McCaffery & Irwig, 
2012), y de éstos hemos visto sólo el 30% en los D. Cx. de 
GCNE. [En el Fichero Adicional 5 se exponen referencias 
destacadas sobre el concepto, control y corrección del sesgo 
de selección].  
Además de la función de “control”, otro aspecto que se 
debe valorar del G. C es la potencia que puede aportar al di-
seño para poner a prueba las hipótesis del investigador. Los 
resultados meta-analíticos constatan que los TE son meno-
res cuando el G.E se compara con G.C activos (e.g., place-
bo, tratamiento de costumbre, tratamiento alternativo) que 
cuando se compara con G.C pasivos (e.g., sin tratamiento, 
en lista de espera) (Heisman & Shadish, 1996; Shadish & 
Ragsdale, 1996) (ni que decir tiene que el investigador tam-
bién debe cuidar que no surjan efectos reactivos, ni suyos ni 
de los sujetos, capaces de sesgar seriamente los resultados, y 
éstos es más fácil evitarlos cuando los G.C son activos). 
También se ha demostrado que el TE es mayor, y más preci-
so cuando se emplea la técnica de apareamiento anterior-
mente citada en la formación de los grupos (Shadish & 
Myers, 2004 a; Shadish & Ragsdale, 1996). 
Cuidar el G.C no tiene sentido si no cuidamos también el 
G.E. Es imperativo considerar si el tratamiento se adminis-
tra de modo individual o en grupo, y sea de un modo u otro 
es preciso asegurar que la administración sea homogénea pa-
ra todos los sujetos y que la adherencia al tratamiento sea sa-
tisfactoria. Estos aspectos y más tienen que ver con la inte-
gridad del tratamiento (Devito et al., 2011; Higgins & Green, 
2011; McLeod & Islam, 2011; Perepletchikova, Hilt, Chereji 
& Kazdin, 2009). Nosotros no hemos revisado estos mati-
ces. Algunas revisiones y otras  referencias destacadas sobre 
esta temática las exponemos en los Ficheros Adicionales 2 y 
5. 
El número de medidas registradas, tanto antes de la in-
tervención como después de ella es extraordinariamente im-
portante (Mara & Cribbie, 2012; Mara et al., 2012; Rausch, 
Maxwell & Kelley, 2003; Schulz, Czaja, McKay, Ory & Belle, 
2010; Shadish et al., 2011; Steiner, Cook, Shadish & Clark, 
2010; Venter, Maxwell & Bolig, 2002). Las efectuadas antes 
de la intervención son un bastión esencial para defender la 
no existencia de regresión a la media, de error en el registro, 
de efectos de maduración de los sujetos (evolución o involu-
ción emocional, conductual, intelectual, etc.), y para defen-
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der la estabilidad y confiabilidad en las medidas. Llevar a ca-
bo varios registros post tratamiento nos permitirán analizar 
la evolución de la conducta estudiada, si se mantiene el resul-
tado esperado, hasta cuándo se mantiene, si el efecto es in-
mediato o retardado, o si no hay efecto. Hemos comproba-
do que en ninguna investigación de esta revisión se efectúa 
más de una medida pre-tratamiento, y sólo en el 24.39% de 
los diseños Cx.  y en el 36% de los Px. se registra más de dos 
medidas post-tratamiento (Tabla 2).  
La planificación del tamaño de la muestra en base a un 
TE deseado tiene una importancia capital. Implica tener en 
cuenta tanto la sensibilidad de la investigación como la pre-
cisión de la misma, y ambos aspectos determinan la posibili-
dad de tener suficiente potencia de prueba. Ninguna de las 
investigaciones revisadas calcula a priori el tamaño de la 
muestra (Tabla 4), con el añadido de que los tamaños de 
muestra utilizados tampoco son elevados (Tabla 6). Sánchez 
Meca, Valera, Velandrino y Marín (1992), Valera, Sánchez 
Meca y Marín (1998) y Valera, Sánchez Meca, Marín y Ve-
landrino (2000) hallaron resultados similares. Así pues, sea 
grande o no el tamaño de la muestra, lo que no podemos sa-
ber es si fue suficiente para detectar el TE que deseaban en-
contrar. De otra parte, siendo el tamaño de muestra peque-
ño y recordando cómo fueron formados los grupos, es pro-
bable que algunas muestras tampoco fuesen representativas, 
con el problema que eso supone respecto a la trasferibilidad 
de los resultados y a la validez externa de población (Bur-
chett , Umoquit & Dobrow,  2011; Cambon , Minary, Ridde 
& Alla, 2012; Ferguson, 2004; Glasgow & Emmons, 2007; 
Green & Glasgow, 2006; Steckler & McLeroy, 2008; 
Thomson y Thomas , 2012).  
Tan preocupante como lo anteriormente expuesto es, de 
una parte, el desequilibrio en el tamaño de los grupos, y de 
otra, que a esto se sume la tan temida relación directa o in-
versa entre el tamaño de los grupos y el tamaño de las va-
rianzas. El examen de la potencia y robustez de los  proce-
dimientos analíticos frente a estos problemas es un tema 
candente en la actualidad tanto por lo habitual del problema 
como por las consecuencias indeseables que tiene. Es nume-
rosa la  investigación que ha puesto en evidencia la inflación 
del error de Tipo I y de Tipo II cuando la relación es negati-
va y positiva respectivamente. En esta revisión hemos en-
contrado un porcentaje de diseños no balanceados altísimo 
(82.69%) donde la diferencia media entre los tamaños de los 
grupos es de 28.6 (DT = 49.93) (Tabla 6). Ya se observe el 
desequilibrio entre el tamaño de los grupos en función de di-
ferencia o de razón es notable el fuerte sesgo positivo, lo que 
quiere decir, que, aunque no demasiadas, existen investiga-
ciones con una diferencia mucho mayor aún entre los tama-
ños de los grupos (Sánchez Meca et al., 1992, Valera et al., 
1998 y Valera et al., 2000 en revistas de Psicología editadas 
en España, y Keselman et al., 1989 y Ruscio & Roche, 2012 
en revistas editadas fuera de nuestras fronteras han encon-
trado parecidos resultados). Añadido a esto, observamos dos 
problemas más. Uno, que solamente hemos encontrado una 
razón entre el tamaño de los grupos y el tamaño de las va-
rianzas nula, en el resto, o es positiva o es negativa casi al 
50%. Otro, que esto sólo lo hemos podido observar en el 
50% de los D.Cx. no balanceados debido a que en la otra 
mitad no se exponen las varianzas (Keselman et al., 1989 ha-
llaron resultados similares). Este último dato no es inocuo, 
aquellos que realizan investigaciones meta-analíticas conocen 
como nadie la importancia de contar con los estadísticos 
descriptivos de las variables (Higgins & Green, 2011).  
Registrar la medida pre y otras variables relacionadas con 
la variable dependiente antes de aplicar el tratamiento tiene 
una importancia crucial dado que nos van a permitir poner a 
prueba la igualdad de los grupos antes de aplicar el trata-
miento. En 27 (84.37%) de las investigaciones Cx.-GCNE se 
comprueba de algún modo la igualdad de los grupos antes 
de aplicar el tratamiento, pero existen 5 (15.62%) en que no 
se hace. De mayor envergadura es el valor que tiene la medi-
da pre-tratamiento y el registro inicial de otras variables para 
aparear a los sujetos de los grupos antes de decidir qué gru-
po va a ser el experimental y cuál va a ser control y evitar así 
de modo mucho más eficiente el sesgo de selección (entre 
otros). En esta revisión esto sólo se hace en 4(12.5%) inves-
tigaciones Cx.-GCNE, luego en el 87.5%  de ellas ambos re-
gistros se han efectuado después de decidir qué grupo es el 
experimental y qué grupo es el control. Sólo en 3 (42.85%) 
investigaciones Cx.-DR se aparearon los sujetos de los gru-
pos en base a la información de variables relevantes. Todos 
estos resultados están expuestos en la Tabla 8 a.   
Todas las precauciones anteriores son necesarias pero no 
son suficientes para demostrar la veracidad de nuestra hipó-
tesis cuando la aleatorización no es posible.  Son imprescin-
dibles, al menos, dos condiciones más. Una, debemos de-
mostrar que otras variables no son responsables de los resul-
tados hallados, y para eso debemos de eliminar o tener con-
troladas variables extrañas capaces de ser explicaciones al-
ternativas a nuestra hipótesis. En este caso sólo en 
22(68.75%) investigaciones Cx.-GCNE y en 5 (71.42%) Cx.-
DR se registran variables consideradas “sospechosas” para 
examinar la equivalencia de los grupos en ellas o para formar 
los grupos en base a que esas características permanezcan 
constantes, pero sólo en 4 (12.5%) investigaciones Cx.-
GCNE (y en ninguna Cx.-DR) se lleva a cabo control esta-
dístico (se introducen en el modelo matemático) de las mis-
mas (ver Tabla 8 a). Dos, debemos tener meridianamente 
claro qué modelo explica mejor los resultados encontrados 
(Ato y Vallejo, 2011), y esto porque nuestra hipótesis quizás 
sea cierta con matices (puede haber variables mediadoras o 
moderadoras o supresoras de la relación causal). Que el in-
vestigador avance un modelo explicativo de sus resultados es 
de importancia capital en las investigaciones no aleatoriza-
das. En ninguna investigación de esta revisión los autores 
exponen que “asumen un modelo de cambio” o un “modelo 
mediacional”, o simplemente “un modelo causal directo”. 
En su lugar hemos encontrado que “escriben” que deciden 
analizan los datos mediante las puntuaciones de cambio, o 
que están interesados en la interacción, o en ambas  (sin sa-
ber que el resultado es el mismo estadísticamente), o que só-
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lo les interesa analizar las diferencias post-tratamiento, o que 
les interesa todo lo anterior (ver Tabla 8 a). Precisamente 
son aquellos que están interesados en las diferencias post los 
que únicamente analizan los datos mediante el análisis de la 
covarianza si es que hallaron diferencias iniciales entre los 
grupos en la medida pre u en otras. La medida pre u otras 
registradas antes de recibir el tratamiento nunca se utilizaron 
como covariables cuando las diferencias iniciales entre los 
grupos no fueron estadísticamente significativas, y debiera 
hacerse si se asume un modelo mediacional. En fin, los auto-
res parecen haber olvidado que en la investigación cuasi-
experimental el análisis de la covarianza no sólo se hace para 
reducir variabilidad e incrementar la precisión, sino también, 
porque la covariable puede ser una variable explicativa del 
resultado. En el Fichero Adicional 5 se exponen referencias 
destacadas sobre los efectos, la detección y el análisis de fe-
nómenos como mediación, moderación, etc.  
Antes de exponer qué estadístico escogen utilizar los in-
vestigadores para poner a prueba “las puntuaciones de cam-
bio, o la interacción, o la simple diferencia entre las medidas 
post“ hacemos un inciso para destacar de nuevo que, si la 
planificación de la investigación es deficitaria poco sentido 
tiene ocuparse del análisis de los datos. Campbell y Stanley 
(1963, p.22) ya hicieron hincapié en este aspecto:  
Good experimental design is separable from the use of statisti-
cal tests of significance. It is the art of achieving interpretable 
comparisons and as such would be required even if the end 
product were to be graphed percentages, parallel prose case 
studies, photographs of groups in action, etc. In all such cases, 
the interpretability of the results depends upon control oven 
the factors we have been describing.  
Cuarenta años más tarde se vuelve a insistir en ello:  
In this book, we have advocated that statistical adjustments for 
group nonequivalence are best used after design controls have 
already been used to the maximum in order to reduce none-
quivalence to a minimum. So we are not opponents of statisti-
cal adjustment techniques such as those advocated by the statis-
ticians and econometricians described in the appendix to Chap-
ter 5. Rather we want to use them as the last resort. (Shadish et 
al., 2002, p.503).  
 
Este pensamiento no es exclusivo del ámbito de las 
Ciencias Sociales, Deeks et al., (2003, p.91) en el ámbito mé-
dico expresan que “Statistical methods of analysis cannot properly 
correct for inadequacies of study design”. En definitiva, es notorio 
en todos los campos de investigación ver expresado que por 
muy elegante, novedoso, robusto y poderoso que sea el pro-
cedimiento de análisis utilizado,  nunca va a corregir ni  las 
deficiencias del  método ni la mala planificación del diseño 
elegido para recoger los datos (e.g., Des Jarlais, Lyles, Crepaz 
& TREND Group, 2004; Eastmond, 1998; Harris et al., 
2004; Scheirer, 1998; Shadish & Myers, 2004 a; Shardell et 
al., 2007; Sridharan & Nakaima, 2011; Stone et al., 2007; Va-
lentine & Cooper, 2003, int. al).  
La probabilidad de acertar en la elección del estadístico 
(conveniente y correcto) para poner a prueba nuestra hipó-
tesis es muy pequeña si antes no se realiza un examen explo-
ratorio de los datos (Cohen, 1992, 1994) para determinar por 
ejemplo, si algunos sujetos tienen puntuaciones extremas 
(valores atípicos debidos a un defectuoso instrumento de 
medida, a fallos en el registro, a una mala aplicación del tra-
tamiento, etc.), si tenemos pérdida de datos ocasionales (no 
acudieron ese día por algún motivo ajeno a la investigación, 
no se registró el dato debido a un fallo del experimentador, 
etc.) o si lo que sucede es que hay sujetos que abandonan 
(debido a la no adherencia al tratamiento, de modo circuns-
tancial se han trasladado a otro lugar, una enfermedad nos 
les ha permitido continuar, etc.). Es necesario también co-
nocer si se satisfacen o no las asunciones de normalidad y 
homoscedasticidad, que con frecuencia sucede cuando los 
grupos están desequilibrados como en este caso. Y si proce-
de, es imprescindible valorar la independencia entre la(s) co-
variada(s) y el tratamiento, si las pendientes en los grupos 
son paralelas, si existe o no multicolinealidad, si es posible 
que alguna variable esté mediando en la relación causal, etc. 
Las causas capaces de provocar estos problemas pueden ser 
varias y requerirían tratamientos distintos.  
La existencia de puntuaciones atípicas sólo se examina en 
una investigación. En ninguna se comenta si falta algún dato, 
a pesar de lo habitual que es este problema en los diseños 
Cx. (Shadish et al., 2002). Sólo en 14(21.2%) investigaciones 
se reconoce haber perdido sujetos (Tabla 7) pero en ningún 
caso los investigadores se plantean por qué se ha producido, 
cual ha sido el patrón de pérdida ni qué consecuencias puede 
tener para la inferencia. Investigaciones meta-analíticas han 
demostrado que el TE es sensible al abandono de los sujetos 
(Shadish & Ragsdale, 1996) y por lo tanto es preciso tener en 
cuenta el tamaño de la muestra al principio y al final de la in-
vestigación para valorar el efecto del desgaste de muestra 
(Shadish & Myers, 2004 a). Sin excepción, ya sean puntua-
ciones atípicas ya sea pérdida de sujetos, en las investigacio-
nes afectadas se afronta el problema eliminando el proble-
ma, esto es, eliminando del análisis a los sujetos que tienen 
puntuaciones atípicas y a los que abandonan (Tabla 7). Una 
excelente exposición sobre estos problemas y el modo de 
hacerlos frente la realizan West et al. (2008).  
En el 87.9% (Tabla 7) de las investigaciones no se com-
prueba si se satisfacen las asunciones de normalidad ni de 
homogeneidad, tampoco las asunciones añadidas a éstas 
cuando se hace análisis de la covarianza. En las pocas veces 
que se utiliza el análisis de la regresión o el análisis multiva-
riado no se examina la existencia de multicolinealidad, en el 
primero tampoco mediación y en el segundo nunca se com-
pleta con el análisis discriminante. Así las cosas, no se ha uti-
lizado ningún estadístico robusto (e.g., F de Brown Forsythe 
en ausencia de homogeneidad) y las pruebas no paramétricas 
se utilizan en pocas ocasiones, y cuando se utilizan se justifi-
can por ser escaso el tamaño de muestra. Por lo tanto, el 
análisis de los datos realizado para poner a prueba las hipó-
tesis es un fiel precipitado del diagnóstico que no se ha he-
cho de los datos. 
Aunque en las Tablas 8 b y 8 c podemos observar que 
casi cada diseño Cx. y Px. ha sido analizado de un modo dis-
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tinto, y que los diseños que comentamos “podrían ser” de 
DR ninguno se analiza como tal, sin duda alguna la prueba t 
de Student, estresándola hasta la saciedad, es la prueba estre-
lla. Con frecuencia no se tiene una visión conjunta del dise-
ño y, desmembrando los grupos y las ocasiones temporales, 
los autores ponen a prueba las hipótesis estudiando las dife-
rencias dos a dos en cada grupo (entre dos momentos tem-
porales) y dos a dos entre grupos (en cada momento tempo-
ral), y esto para cada una de las variables dependientes que, 
del mismo modo que otros autores han encontrado (e.g., 
Scandura & Williams, 2000; Snyder et al., 2002), aquí tam-
bién son muchas.  
Es indiscutible que analizando así los datos los investiga-
dores aseguran tener una alta probabilidad de rechazar la 
Ho, sin embargo no lo hacen cuidando la planificación de la 
investigación, sino que lo consiguen debido al nivel de signi-
ficación acumulado tras realizar una gran cantidad de con-
trastes, y no debemos olvidar que el estrés sometido al análi-
sis de los datos no convierte en válidas las comparaciones 
efectuadas “Use of significnce tests presumes but does not 
prove or supply the comparability of the comparison groups 
or the interpretability of the diference found” (Campbell & 
Stanley, 1963,  p.22). De esta parte, por tanto, cometer un 
elevado error de Tipo I está garantizado. De otra parte, pá-
rrafos atrás expusimos que el tamaño de los grupos es pe-
queño por lo general, en los diseños balanceados y en los no 
balanceados también. En este caso, los investigadores traba-
jan con escasa potencia de prueba para detectar, quizás, un 
TE relevante, que nunca sabremos si lo era porque pocas 
veces se calcula, y en aquellas que se calculó no hubo co-
mentario alguno sobre su relevancia a nivel sustantivo. De 
este modo, por tanto, los trabajos están destinados a tener 
una alta probabilidad de cometer error de Tipo II. Esta con-
ducta polarizada convierte la inferencia estadística en un 
ejercicio abandonado al capricho del azar. Desafortunada-
mente sigue siendo actual el comentario de Campbell y Stan-
ley “The tests of significance used with it are often wrong, 
incomplete, or inapropiate” (op.cit, pp. 21-22). 
Finalmente, aunque el valor empírico del estadístico de 
contraste y los gl. están reflejados prácticamente en la totali-
dad de los trabajos, el valor exacto de p se expone en 
41(62.1%) investigaciones y el TE en 13(19.7%). Sin embar-
go, la potencia de prueba empírica sólo se calcula en una y 
los intervalos confidenciales en ninguna (Tabla 11). Este pa-
norama también se ha detectado en otras revisiones sobre 
investigaciones Cx. (Hsieh et al., 2005; Snyder et al., 2002).  
En el Fichero Adicional 5 se exponen excelentes refe-
rencias sobre cómo analizar los D. Cx. de GCNE, de DR y 
de series temporales. 
Una vez redactados los resultados corresponde elaborar 
una discusión y concluir. Cuando se ha realizado una inves-
tigación Cx. o Px. es esperable, en mayor medida que cuan-
do se lleva a cabo una investigación experimental, que el in-
vestigador extreme precauciones al extender sus conclusio-
nes. Es el momento de reconocer las debilidades de la inves-
tigación, y de poner en tela de juicio si la pretendida relación 
causal ha podido resultar afectada por alguna de las posibles 
amenazas a la validez interna. Es el momento de valorar si la 
relación estadísticamente significativa encontrada es espuria 
en lugar de causal. O por el contrario, esa relación estadística 
que no hemos encontrado ha sido debida a la presencia de 
variables que estaban oscureciendo la relación o a la existen-
cia de una incontrolada varianza del error por ejemplo, entre 
otras razones de cariz estadístico. Esto es, el investigador 
debe valorar si también ha cuidado la validez de conclusión 
estadística. Sólo si ambas se han cuidado tiene sentido exa-
minar la validez externa y ecológica. Examinamos los apar-
tados “discusión” y “conclusiones” con ánimo de observar si 
los investigadores manifiestan la sospecha, o explicitan la 
certeza de que alguna amenaza a la validez pudiera estar pre-
sente, y si así es, saber de qué modo la ponen a prueba y de 
qué modo solventan el problema. En la Tabla 12 se exponen 
los resultados. 
Advertimos que en 31(77.5%) investigaciones Cx. no se 
comenta ninguna posible amenaza a la validez interna. Del 
resto, sólo en un trabajo el hallazgo de diferencias estadísti-
camente significativas entre las medidas pre de los grupos se 
denominó sesgo de selección, pese a que en 33(84.61%) se 
pone a prueba la igualdad inicial de los grupos de alguna 
manera y que en 6 (18.8%)  se efectúa un análisis de la cova-
rianza con la medida pre o con otras (ver Tabla 8 a) justifi-
cando que se hace debido a que ha habido diferencias entre 
los grupos en ellas y que así ya estarían controladas. Por lo 
tanto, existe la creencia generalizada de que si los grupos ex-
perimental y control son iguales estadísticamente con res-
pecto a la medida pre, y/o con respecto a alguna otra, no 
existe sesgo de selección, lo escriban así o no, y además, que 
basta el análisis de la covarianza para controlar esas diferen-
cias iniciales, de haberlas. Nada más lejos de la realidad. No 
basta con eso. El que no haya diferencias en la medida pre o 
el que las haya, ni es suficiente ni es necesario para que exista 
o no sesgo de selección. El sesgo de selección es un activo 
tóxico complejo responsable de las diferencias sistemáticas 
entre los grupos de comparación en la respuesta al trata-
miento o en su pronóstico, y se produce cuando variables re-
lacionadas con la variable dependiente existen en grado dis-
tinto entre los grupos sometidos a comparación (debido a 
distorsiones en los procedimientos utilizados para seleccio-
nar los sujetos, debidos a factores que influyen en la partici-
pación en el estudio, etc.) y pueden ser otras distintas a las 
registradas, esto es, quizás variables como la edad, el sexo, 
etc., no sean causa de sesgo en según qué muestra, pese a ser 
las que habitualmente se registran. Esta falsa creencia expli-
caría por qué las variables registradas antes recibir la inter-
vención nunca se han introducido como covariables cuando 
han resultado estadísticamente no significativas entre los 
grupos, cuando de hecho debiera hacerse si se asume un 
modelo mediacional (ver Judd & Kenny, 1981 y Huitema, 
2011). 
En 7 (17.5%) investigaciones Cx. se reconoce haber per-
dido muestra debido al abandono de sujetos aunque sólo en 
una se denomina mortandad experimental. Denominarlo así o 
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no pensamos que no tiene importancia, lo que sí la tiene es 
que en ninguna se ha examinado a qué ha podido deberse y 
sólo en 4 de ellas se estudia de algún modo el posible efecto 
que esto haya podido causar poniendo a prueba si los sujetos 
que abandonan tienen las mismas características que tiene el 
grupo al que pertenecían (Tabla 12). En las 7 investigaciones 
realizan los análisis inferenciales posteriores prescindiendo 
de los sujetos que han abandonado. Sin saberlo han realiza-
do lo que se denomina análisis por Protocolo (per-protocol-
analysis), pero podrían haber procedido de modo más salu-
dable realizando el análisis por Intención de Tratar (Intention-
to-Treat Analysis). Para conocer las particularidades y ventajas 
de uno y otro modo de proceder, y tomar el pulso al debate 
que sobre este tema está teniendo lugar se puede consultar 
Anderson (2012), Sedgwick (2011), Shah (2011), White, Car-
penter & Horton (2012), int. al.   
En dos investigaciones los autores sospechan que la can-
tidad de tiempo existente entre los registros de las medidas 
pudiera ser un problema. En ambas, y sólo en el G. C, exa-
minan si estas diferencias (post-pre) son estadísticamente 
significativas y en las dos resultó no serlo. En ambas conclu-
yeron entonces que la distancia temporal no influía en el 
efecto del tratamiento. Esta conclusión es errónea, pero sin 
saberlo estaban poniendo a prueba el efecto de la madura-
ción, pero también de la historia, de la regresión a la media 
(si las medidas hubiesen estado más próximas), pero de mo-
do tan débil que, en ningún caso, esas no diferencias estadís-
ticamente significativas pueden eliminar la sospecha de que 
estas amenazas pudieran estar presentes, máxime conocien-
do el escaso cuidado que se ha puesto en la formación de los 
grupos. De ahí la necesidad de contar con más de un G. C 
como anteriormente hemos comentado. De otra parte, los 
autores podrían haber observado lo mismo teniendo tam-
bién en cuenta al G. E. Si hubiesen tenido la sospecha de un 
cambio maduracional, examinar las puntuaciones de cambio 
tiene sentido. De haber resultado el análisis estadísticamente 
significativo pensaríamos que ambos grupos evolucionan 
con un ritmo distinto, esto es, es posible que pudiera haber 
cierto efecto de maduración pero sería posible concluir que 
el tratamiento ejerce un efecto añadido en el grupo que lo 
recibe. Si no hubiese sido estadísticamente significativo (y 
además observamos el gráfico de medias) tal vez podríamos 
concluir que los dos grupos evolucionan al mismo ritmo. Es-
ta podría haber sido una forma sencilla de proceder. Ahora 
bien, cuando la distancia entre las medidas es mucha (quizás 
debido a que el tratamiento tarda un tiempo en ser efectivo y 
eso justificaría esa distancia), o sea por otro motivo, hay que 
pensar que en mucho tiempo caben muchas circunstancias, y 
alguna es esperable que afecte a las variables dependientes 
que se toman. De ahí la necesidad de registrar variables de-
pendientes no equivalentes y de contar con más grupos tan-
to de tratamiento como de control y ponerlos a prueba en si-
tuaciones y momentos temporales distintos. En fin, necesi-
dades distintas requieren controles distintos. 
De otras amenazas a la validez se comenta sólo su sos-
pecha pero no se ponen a prueba, como el posible efecto de 
regresión a la media que se comenta en dos investigaciones, 
y los posibles efectos de orden que se comentan sólo en una.  
Otras amenazas ni siquiera se sospechan. A saber, en la 
Tabla 5 pudimos ver que en 12 (30.7%) ocasiones los grupos 
experimental y control están muy próximos entre sí y en es-
tas situaciones puede ocurrir rivalidad compensatoria, difu-
sión del tratamiento, etc., (Cook & Campbell , 1979) que en 
ningún caso se comentan.   
Sólo en una investigación Px. los autores calculan el ta-
maño de muestra, pero lo hacen  una vez que ya estaban 
formados los grupos con ánimo de saber si sería suficiente 
para estimar un tamaño del efecto medio según Cohen 
(1988). Lo fue. Así las cosas, teniendo en cuenta que en nin-
guna investigación se planificó el tamaño de la muestra espe-
rábamos leer algún comentario referente a ella tanto con 
respecto a su composición como con respecto a su tamaño. 
Advertimos que en 30(75%) investigaciones no se hace nin-
gún comentario explícito acerca de la muestra, del problema 
que pueda suponer tener poco tamaño, o tener diferente 
número de sujetos en los grupos, si su composición no es 
enteramente adecuada, etc. Únicamente en 2 (5%) los auto-
res advierten que podría estar sesgada, y, sólo en 8 (20%) in-
vestigaciones se comenta que el tamaño de la muestra puede 
ser escaso. Como anécdota, en una investigación los autores 
escriben que su tamaño de muestra es suficiente porque es mayor que 
el empleado en otras investigaciones. Ninguna investigación cues-
tiona la representatividad de la muestra utilizada. 
Finalmente estábamos interesados en saber si los autores 
que habían realizado una investigación con finalidad aplicada 
45(68.2%), sobre todo cuando la composición de la muestra 
fue “específica enferma” y habían concluido que la interven-
ción fue efectiva, manifestaban explícitamente el propósito 
de aplicar el tratamiento en los grupos que habían sido de 
control. En ningún caso se expresó explícitamente esto 
cuando de hecho debiera de hacerse por razones éticas, sin 
embargo, expresiones como “sería deseable” o “sería conve-
niente” fueron habituales. 
Es un clásico concluir los informes de investigación co-
mentando limitaciones en el sentido de que “manipulando 
otros niveles de variables…, aplicándolo a otras muestras 
distintas…, etc, los resultados pudieran ser otros”. Esto 
también se hace en los trabajos que revisamos, pero no es 
suficiente. A la misma conclusión han llegado otros investi-
gadores que también han realizado revisiones sobre la cali-
dad de las investigaciones Cx. A saber, Scandura & Willians 
(2002) manifiestan que tienen una baja validez de construc-
to, interna y externa. Castro & Mastropieri (1986), Deeks et 
al. (2003), Dunst & Rheingrover (1981), Farran (1990, 2000), 
Grant & Wall (2009), Higghouse (2009) y Snyder et al. 
(2002) lamentan el poco rigor en la planificación de estas in-
vestigaciones (diseño pobre, medidas imprecisas e inservi-
bles, etc.) e inadecuados análisis estadísticos. Harris et al. 
(2005) manifiestan su enorme preocupación por el hecho de 
que muy pocos autores describen las limitaciones de los di-
seños que utilizan en las investigaciones Cx. y por lo tanto 
no pueden esbozar las posibles amenazas a las conclusiones. 
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Ya se había avisado “Encouraging good design and logic 
will help improve the quality of conclusions.” (Wilkison & 
TFSI, 1999).  
 
Conclusiones y recomendaciones 
 
Hemos examinado minuciosamente las 66 investigaciones 
Cx. y Px. contenidas en las revistas Psicothema, International 
Journal of Clinical and Health Psychology y Psicológica en el perio-
do comprendido entre 1999 y 2009 (11 años). Debido a que 
son el total de las de su clase en el período temporal exami-
nado constituyen un censo. 
A colación de la cantidad. Es un hecho que conforme el 
total de casos se aleja de 100 en sentido negativo más grande 
nos parece el porcentaje de una cantidad dada, del mismo 
modo que cuando de 100 se aleja en sentido positivo nos pa-
rece más pequeño el de la misma cantidad. Por esta razón, 
contar con tan pocas investigaciones ha supuesto una virtud 
para el propósito que pretendíamos, ya que el cálculo de 
porcentajes ha hecho las veces de tinta de contraste que he-
mos aprovechado para destacar las debilidades de estas in-
vestigaciones y ahondar en la enorme importancia que tiene 
cuidar el método.  
Consideramos de justicia, antes de nada, realizar una di-
gresión para destacar tres aspectos. Primero. Estas 66 inves-
tigaciones sólo suponen el 4.02%, 4.47% y 2.2% de los tra-
bajos publicados por las tres revistas (respectivamente, en el 
orden anteriormente citado, ver también Tabla 1) y en abso-
luto son representativas del conjunto de trabajos publicados 
en ellas. Segundo. Entre las 66 investigaciones sometidas a 
revisión hay algunas extraordinarias, y salvo alguna que re-
queriría una revisión en mayor profundidad, el resto adole-
cen de una u otra deficiencia, pero no de todas, hecho que 
en absoluto va a suponer que pierdan su envergadura y su 
sentido y sirvan como fuente de tensión en su campo de es-
tudio sea el que sea. Tercero. Huelga comentar que la exce-
lencia de las tres revistas sometidas a examen es incuestiona-
ble, no sólo por su trayectoria, sino porque las tres han sido 
y son objeto de deseo de grandes científicos en el campo de 
la Psicología o afines que deciden publicar en ellas sus traba-
jos. Proseguimos. 
En el proceso de investigación desde que comienza hasta 
que se redactan los resultados existe un orden lógico en el 
que se debe considerar cada aspecto y cada matiz de la mis-
ma. Hemos tratado de ordenar el discurso del apartado ante-
rior en ese mismo orden, y lo hemos hecho así para destacar 
que la planificación de una investigación, sea la que sea, (cua-
litativa o cuantitativa, experimental o no experimental, etc.) 
es en sí un ejercicio estructurado que exige considerar la va-
lidez en toda su diversidad, aunque con distinta profundidad 
en función de la finalidad perseguida.  
Así pues, para comenzar a planificar una investigación 
cuasi-experimental es preciso reconocer que las condiciones 
son SIEMPRE adversas debido a la ausencia de aleatoriza-
ción. Esta falta de control exige que el investigador se ponga 
en alerta y comience a pensar que los supuestos que debe 
considerar son muchos y que ponerlos en evidencia no va a 
ser tarea fácil. Lo primero que debe hacer es familiarizarse 
con el contexto en el que se va a celebrar la investigación y 
conocer en profundidad las características de la población en 
la que desea poner a prueba su hipótesis.  Evidentemente a 
estas alturas las hipótesis las debe tener perfectamente defi-
nidas y el modelo explicativo también. En este momento se 
produce uno de los pasos más delicados, que es traducir o 
interpretar las piezas de las hipótesis para hacerlas operati-
vas. Es el momento de cuidar la validez de constructo (refe-
rente a sujetos, medidas, momentos, tratamiento, variables 
dependientes, etc.) porque será la que nos va a permitir cui-
dar la formación de los grupos, aplicar el tratamiento “con 
integridad”, y observar sus efectos en la extensión deseada  
para que la validez interna en la parrilla de salida sea impeca-
ble. El modelo explicativo de sus hipótesis y las posibilida-
des con las que cuenta para ponerlas a prueba van a deter-
minar el diseño de recogida de datos que garantizará que la 
validez interna no se malogre. En este punto la validez de la 
conclusión estadística ya está casi en su totalidad sentencia-
da. Si en lo que resta el investigador cuida que el modelo ex-
plicativo de sus hipótesis también sea el que dirija la elección 
del modo de análisis, y en este punto usa los estadísticos de 
prueba del modo que sea correcto y pertinente, el error de 
Tipo I y de Tipo II los tendrá controlados. A esto es lo que 
nosotros denominamos Validez Estructurada y condición sine 
qua non para que TODA investigación alcance niveles ópti-
mos de calidad. Conforme nos alejamos de la libertad que 
permite la asignación aleatoria es preciso molestarse más pa-
ra hacer el mismo recorrido.   
En resumen, la validez siempre va a venir explicada por 
un modelo no aditivo en el que aparecen enhebrados los 
cuatro tipos de validez del modelo capitaneado por Camp-
bell. Es la Validez Estructurada. Una investigación tiene Va-
lidez Estructurada cuando, en primer lugar se ha cuidado la 
validez de constructo. Cuidada ésta, es posible la validez in-
terna. Satisfechas ambas posibilitan, hacen eficaz la validez 
de conclusión estadística. La validez de conclusión estadísti-
ca no es validez interna, pero si el modelo que explica las hi-
pótesis ha sido el correcto, la validez de conclusión estadísti-
ca consolidaría la validez interna. La validez externa y ecoló-
gica en parte están delimitadas por la validez de constructo 
inicial, pero no tienen sentido si la validez interna no se lo-
gra. Cook & Campbell (1979, p.80-85) ya habían comentado 
la relación que había entre validez interna y de conclusión, 
de una parte, y validez de constructo y validez externa de 
otra. Nosotros hemos querido hacer una modesta aporta-
ción a su modelo de validez.  
In  science we are like sailors who must repair a rotting ship 
while it is afloat at sea. We depend on the relative soundness of 
all other planks while we replace a particularly weak one. Each 
of the planks we now depend on we will in turn have to re-
place. No one of them is a foundation, for point of certainty, 
no one of them is incorrigible. (Campbell, 1969, p. 43). 
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Recomendaciones prácticas que nos permitirán salir a 
flote: 
1.- Al principio de este trabajo redactamos que la dama es al 
ajedrez lo que la aleatorización al método científico, y 
pensamos que así es, sin embargo, es la posición del rey 
la que gana o pierde la partida. Los maestros del método 
nos han inculcado que la aleatorización no hace bueno el 
método, el buen método se hace gestionando bien los 
recursos.  
2.- Sólo es posible gestionar bien los recursos trabajando 
con Validez Estructurada. Es el único modo de evitar la 
acumulación de amenazas, activos tóxicos venidos desde 
distintos frentes, siendo uno de los más vulnerables el 
que a los grupos de control se refiere. Si éstos no están 
bien formados, o aún estándolo, no son adecuados para 
poner a prueba la hipótesis que se pretende, lejos de ser 
un valor, se convierten en testigos incómodos capaces de 
arruinar la investigación. 
3.- Nos guste o no, las hipótesis se ponen a prueba median-
te alguna técnica estadística, y como antes hemos comen-
tado, las ideas excelentes (hipótesis) no hacen válidos ni 
siquiera los más potentes procedimientos de análisis de 
datos. Si la validez de conclusión estadística está desnuda 
de masa sustantiva habrá una conclusión estadística que 
se mantendrá dentro de unos márgenes de error (cuando 
por ejemplo tenemos mucho tamaño de nuestra pero sin 
considerar el tamaño del efecto), pero la probabilidad de 
no ser válida (validez interna) será muy alta.     
4.- Resulta fatigoso leer el apartado de resultados en muchos 
trabajos publicados. Es imperativo embridar el derroche 
en el análisis de los datos. Los análisis no se hacen bien, 
más que por no elegir correctamente el estadístico, por el 
modo de hacerlo. Por ejemplo, es cierto que el análisis de 
la varianza es imperfecto en algunas situaciones, pero re-
petirlo múltiples veces conduce a generar un error de ti-
po I insostenible. Esta conducta ha sido y sigue siendo 
criticada hasta la saciedad en múltiples revisiones en 
cualquier área de investigación (e.g., Schochet, 2009b).  
5.- La conducta compulsiva anterior nos lleva a pensar que 
muchos investigadores quizás tengan la creencia errónea 
de que tener validez es equivalente a rechazar la Ho, con 
lo importantes que son las Ho cuando de significación 
práctica se trata, o simplemente para conocer qué ca-
mino nos lleva a ninguna parte, que no es poco. Recha-
zar la hipótesis nula (y su correspondiente análisis foren-
se) sólo es un punto de llegada (y siempre provisional) si 
antes hemos demostrado que las hipótesis alternativas 
(que hasta el momento conocemos o podemos poner a 
prueba) son falsas.  
6.- Es imperativo reconocer que no somos autosuficientes, y 
aunque estemos versados en el tema que investigamos 
conviene recurrir a un experto en metodología y análisis 
de datos que nos ayude a planificar la investigación que 
nos permita poner a prueba del mejor modo posible 
nuestras hipótesis y a analizar correctamente los datos 
(Altman, 2006; Harris et al., 2004, 2005; Shadish et al., 
2002; Shardell et al., 2007, int.al).  
 
Bobby Fisher reconocía que había aprendido a jugar al 
ajedrez observando el juego de los clásicos, de los jugadores 
románticos del Siglo XIX y principios del XX  que gustaban 
de comienzos difíciles, con sacrificios de piezas que ponían a 
prueba el talento e imaginación de quien defendía uno y otro 
color en el tablero. Pensamos que para investigar “bien y 
mejor” es absolutamente necesario saber lo que nos falta por 
aprender, y ahora ya lo sabernos, al menos parte. Es bueno 
también tener algún modelo de referente. En este sentido, y 
para abrir boca, recomendamos leer el trabajo de una de las 
investigaciones cuasi-experimentales realizadas de modo 
magistral por Campbell y Ross (1968), The Connecticut cra-
ckdown on speeding: Time-series data in quasiexperimental analysis. 
 
Así fue cómo en plena guerra fría se produjo la chispa 
que impulsaría, en el mundo del ajedrez, la carrera de uno de 
los más grandes genios de la historia, y en la ciencia, el punto 
de partida de una obra metodológica extraordinaria. 
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Adenda 
 
A lo largo de artículo se ha hecho referencia a cinco ficheros 
adicionales. Todos ellos se encuentran en la página 
http://www.unioviedo.es/dise_investigacion/. Los ficheros 
son: 
Fichero Adicional 1: descripción de todas las variables re-
gistradas en todas sus categorías de clasificación.  
Fichero Adicional 2: redacción de los resultados obtenidos 
libres de discusión.  
Fichero Adicional 3: exposición de los resultados obtenidos 
en 12 Tablas.  
Fichero Adicional 4: referencias bibliográficas selecciona-
das sobre investigación Cx. (y otras investigaciones no alea-
torizadas), algunas de carácter general y otras más específicas 
referidas a distintos ambientes disciplinares (educativo, clíni-
co, etc.), también sobre causalidad.  
Fichero Adicional 5: referencias bibliográficas selecciona-
das sobre aspectos concretos y específicos de las investiga-
ciones Cx. (y en general de las investigaciones no aleatoriza-
das): análisis de datos (para D-GCNE, D-DR y de series 
temporales), sesgo de selección, mediación, pérdida de da-
tos, evaluación de programas, Método mixto, Modelos Mul-
tinivel, Modelos de Ecuaciones Estructurales, etc. 
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