In this paper we compare the average performance of one class of low-discrepancy quasi-Monte Carlo sequences for global optimization. Weiner measure is assumed as the probability prior on all optimized functions. We show how to construct van der Corput sequences and we prove their consistency. Numerical experimentation shows that the van der Corput sequence in base 2 has a better average performance.
INTRODUCTION
The Monte Carlo method may be described, in simple terms, as a numerical method based on random sampling. It is therefore a method with a strong statistical and probabilistic flavor. Quasi-Monte Carlo methods are the deterministic version of the classical Monte Carlo methods, in the sense that the random samples in the Monte Carlo method are replaced by well-chosen deterministic points.
For numerical integration, the Monte Carlo method promises integration errors for which the order of magnitude, in terms of the number of nodes, is independent of the dimension. However, it yields only a probabilistic (unguaranteed) bound on the integration error. Moreover, the analysis shows that a deterministic error bound can be established if deterministic nodes are used. This leads to the idea of selecting deterministic nodes in such a way that the error bound is as small as possible. This idea expresses the fundamental principle of quasi-Monte Carol Method. The main aim is to select deterministic points for which the deterministic bound is smaller than the probabilistic Monte Carlo error bound. In fact, for many Monte Carlo methods, it is possible to develop corresponding quasi-Monte Carlo methods as their deterministic versions.
There are quasi-Monte Carlo methods not only for numerical integration, but also for various other numerical problems sulch as optimization. Quasi-Monte Carlo based (deterministic) algorithms have shown a superior average performance (asymptotically) compared to other Monte Carlo based (random) algorithms for approximating the global maximum of a Brownian motion. Calvin (1995) has shown that, for the Brownian motion prior, if observations form a deterministic equi-spaced gnd, then the average error is about 82% as large as if the points are chosen at random uniformly over the unit interval. Ritter (1990) investigated the optimality of the equi-spaced grid algorithm for finite number of observations. He showed that it is optimal for two observations, but not in general. AI-Mharmah and Calvin (1997) has shown that a deterministic algorithm that uses the imaiges of a certain deterministic sequence under the inverse cumulative probability function of the beta distribution has a better asymptotic average performance than the optimal Monte-Carlo based algorithm. The question of the optimal deterministic sequence that could minimize the average value of the approximation error is still an interesting question that needs to be answered.
The purpose of this paper is to present a comparison of the average performance on several quasi-Monte Carlo sequences for approximating the global maximum of onedimensional real-valued functions defined on the unit interval. The average performance is defined as the expected difference between the observed maximum value and the actual global maximum. For that, Brownian motion will be used as a probabilistic model for the one-dimensilonal continuous functions, and the objective function is to be taken as one realization of a Brownian motion process. We use an average-case framework, which can be thought of as averaging the error over many independent realizations of the algorithm on different objective functions. The concept of average optimality is more useful in this setting than the worst case analysis where the e:rror can be arbitrarily large unless stringent conditions aire placed on the set of objective functions, such as convexity and differentiability. Optimization algorithms based on average optimality are surveyed in Mockus (1989) , Torn and iilinskas (1989), and Betrd (1991) . Applications of quasi-Monte Carlo methods are surveyed in Niederreiter (1992) .
In the next section we introduce the problem and the terminology. In Section 3 we show how to construct van der Corput sequences as a class of low discrepancy quasiMonte Carlo sequences and we discuss their dispersion and consistency characteristics. In Section 4 we compare the average performance of different van der Corput sequences.
NOTATION AND TERMINOLOGY
Given the set of continuous real-valued functions defined Our goal is to compare the average performance of several deterministic sequences based on their average approximation error E(A,), where
Suppose that we have some prior knowledge about the relative likelihood of various functions, and that we can formalize this knowledge in a form of a probability measure p on C( [O, 11) . Consequently, we can view any function f E C( [O, 11) as a sample path of a stochastic process. Hence, The Wiener measure on C( [0,1]) will be taken as the probability distribution; i.e., f is taken to be a sample path of a Brownian motion process. It is natural to use a Gaussian measure, such as the Wiener measure, as a model for a random objective function that has multiple local minima with positive probability. Brownian motion is one of only a few non-trivial stochastic processes for which the distribution of the minimum is even known.
Consistency of any optimization method means that the observed maximum converges to the global maximum as the number of observations increases to 00, i.e. 
Discrepancy and dispersion of a certain set (or sequence) of observations are related to each other. Niederreiter (1992) shows that every low-discrepancy set (or sequence) is a low-dispersion point set (or sequence) but not conversely. Therefore, we will limit our average performance comparison to the average performance of one class of low-discrepancy sequences, the van der Corput sequences.
A composite non-adaptive algorithm is one that maintains its form as the number of observations increases; see Zhigljavsky (1991) . If we denote the set of observations made by an algorithm up to time n by S, = { t l , t 2 , . . . , t,}, then we will call an algorithm composite if S,+, 3 S,.
One clear advantage of van der Corput sequences is compositeness. A consequence of compositeness is that there is no need to determine in advance how many observations are to be taken in order to construct the observation set. In contrast, non-composite algorithms do not adapt gracefully as the number of observations changes. An example is the "uniform grid" algorithm (non-composite) that takes equally spaced observations; if a total of TI observations are to be made, they are placed at l / n , 2/n, . . ., 1. However, if the number of observations is increased to n + 1, there is no way to add an observation point so as to maintain a uniform grid.
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VAN DER CORPUT SEQUENCES
Construction
Van der Corput sequence in base b is a low-discrepancy sequence and can be constructed as follows (see Niederreiter 1992): for an integer b 2 2, we put z b = { 0 , 1 , . . . , b-1); i.e., z b is the least residue system mode b. Every integer n 2 0 has a unique digit expansion Table 1 shows the first ten observation sites for five van der Corput sequences in base 2,3,4, and 5 respectively.
For the purpose of comparing the average performance of the above sequences, we continue generating sites from all sequences as will be shown in Section 4.
Consistency
Torn and iilinskas (1989) discussed the necessary and sufficient conditions for the convergence of a global optimization method for continuous functions. They proved that a global optimization algorithm converges to the global extremum of any continuous function if and only if the sequence of the sampling observations is everywhere dense in the function domain. Hence to prove consistency of a certain algorithm, it suffices to show that the observations become dense everywhere. The above discussion suggests that the desirable observation sites should be evenly distributed over the unit interval.
In Theorem 1 we show that any van der Corput sequence in base b is consistent. 
Prooj
Let 0 5 kl :s k2 5 1. Consider an algorithm that places the observation sites according to a van der Corput sequence s b in base b., and assume that no observation will ever be made in the interval (k1, k2) . Therefore, 
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--b b b2 b2 * " bm 1 bm = I --, which converges to 1 as n ---f CO. Therefore, t , will be, eventually, greater than k2. Similarly, we can show that t , will eventually converge to zero, and, hence, less than kl if we piclk n = n d , and let m -) CO as n + 00. Therefore, eventually, there exists t , E (,kl, k2) which contradicts our assumption. approximation error E(A,) after placing n observations as four van der C o p t sequences in base 2,3,4, and 5
respectively. Linear regression is used to fit linear models to the estimates of the expected error values as function of the observation number for van der Corput sequences in base 2,3,4, and 5 respectively. Table 6 summarizes the outcomes, and shows that placing observations as an S 5 sequence will be as efficient as 98% compared to 5'2. 
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CONCLUSIONS
In this paper we compare the average performance of four low discrepancy quasi-Monte Carlo sequences, the van der Corput sequences in base 2,3,4,and 5. Numerical experimentation has shown that the sequence in base 2 has slightly better average performance as compared to other types of sequences. The asymptotic average performance of the investigated sequences will be addressed elsewhere.
