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I. INTRODUCTION
Fluorescent point sources are widely used in science and engineering as tracers of velocity fields, indicators of mechanical forces, and labels of biological structures. These applications have aroused broad interest in the past decade, particularly in the life sciences for single-molecule tracking, 1,2 super-resolution imaging, [3] [4] [5] blood-flow characterization, [6] [7] [8] traction force microscopy, 9, 10 microfluidics, 11 and in the development of lab-on-chip devices. 12, 13 High-resolution microscopy is typified by a restrictively small depth of field (DOF), normally less than the thickness of a single biological cell, and this impedes the probing of threedimensional behavior of the sample. Even though super-resolution technology has enabled the 2D localization of points to nanometer precision, localization throughout a useful depth range of the third dimension has remained, until recently, a significant challenge.
A number of techniques have emerged in recent years which optically encode the axial position of a particle in the recorded image and additionally enable localization through an axial range that exceeds the conventional DOF. These techniques, together with their necessary procedures for digitally postprocessing images to recover the positions of particles, encompass the field of 3D localization microscopy. Results from this field have consequently extended super-resolution microscopy for 3D imaging through thick samples and have enabled investigation of the dynamics of biological processes such as blood-flow mapping and 3D single-molecule tracking within a cell. This broad and rapidly advancing field has attracted wide interest in the past decade and several extended reviews provide excellent and detailed overviews, including the following:
• Three-dimensional localization of single molecules for super-resolution imaging and single-particle tracking 14 • Single particle tracking: from theory to biophysical applications 15 • A review of progress in single particle tracking: from methods to biophysical insights 16 • Fluorophore localization algorithms for super-resolution microscopy 17 • Precisely and accurately localizing single emitters in fluorescence microscopy 18 In Secs. II-V, we summarize the key developments in 3D point localization microscopy and compare several techniques using the well-known Fisher-information framework for determining localization precision. 19 We cover some practical methods for position estimation and finish with a perspective on the future of the field. The emphasis here is on fluorescence microscopy, but the principles are equally pertinent to bright-field imaging of scatterers, [20] [21] [22] with the caveat that photon fluxes for bright-field imaging tend to be much higher than those for fluorescence.
The image of a point source recorded by a microscope is characterized by the point-spread function (PSF), which in the diffraction limit has the form of an Airy disk. The resolution and DOF limits of a system are consequently given by
respectively, where NA is the numerical aperture and λ is the optical wavelength. These equations highlight an inverse-square relationship between resolution and DOF, which means that when traditional imaging optics are used, high resolution can be attained only for a small axial range close to best focus. A well-established method for extending the DOF is to sequentially sweep the focused object plane through the sample 23 to record in-focus images throughout the full sample depth. The so-called focus stacking then enables the computational construction of an image with a very large DOF. However, the time-sequential acquisition renders this technique inappropriate for time-critical experiments, such as where the tracking of moving particles is necessary. In this case, a snapshot method of image acquisition with potential for high frame rates is preferred.
The mostly used 3D single-shot microscopy for precise localization of fluorescent particles are multifocal-plane microscopy (MUM) and PSF engineering. In MUM, several images are recorded simultaneously at different degrees of defocus, and the disparities between the images are used to calculate 3D position of a particle. This is conceptually similar to focus stacking, but instead of incremental refocusing, multiple cameras are focused to several different fixed planes. PSF engineering involves encoding the position of a particle using a nonconventional PSF which exhibits the twin features of varying in some carefully engineered way with defocus, while also enabling recovery over an extended DOF. A detailed description of these methods follows in Secs. II-V.
In this Perspective article, we discuss the principles of operation and the relative merits of the most important techniques used for extended-depth localization microscopy. The key performance metrics are localization precision and the depth range over which high precision can be maintained. We also discuss here the logistics of implementation, the commercial availability, and phase mask fabrication, which may be important to some users. Localization precision is defined as the standard error of a series of measurements of position, whereas localization accuracy is defined as the deviation of the measurement of the mean position from the true position, due to, for example, imperfect calibration or systematic nonisotropic radiation by optical emitters. 24 The techniques described herein differ in their optical configurations and in how the 3D position of a particle is encoded by the PSF: for example, by rotation or divergence of the main lobes of the PSF with the range or by a change in form of the PSF. Nevertheless, provided that a suitable model of the image-formation process exists, all techniques can be compared using an information-based description of the measurement of the emitter position. In this way, a theoretical limit of the localization precision can be derived as the Cramér-Rao lower bound (CRLB) of the estimate of the particle position. 19 A full description of this quantity is discussed in Sec. III, where we compare the localization precision of a number of techniques.
II. TECHNIQUES FOR 3D POINT LOCALIZATION
The axial localization of a particle may be estimated simply from the radii of diffraction rings around the defocused Airy disk, as depicted in Fig. 1 . [25] [26] [27] [28] [29] Localization of the faint diffraction rings and hence of the particle is relatively poor however, due to the relatively low signal-to-noise ratio (SNR) for the side lobes. The extended PSF also limits the density of defocused particles that can be localized.
Several kinds of estimation procedures achieve improved robustness from the calculation of the defocus parameters of the Airy disks that optimally fit the recorded data 30 as discussed in Sec. IV. Localization based on model fitting can be further improved by including more accurate PSF models, such as the Hanser model 31 and Gibson and Lanni model, 32 which account for high-NA scenarios and variations in the refractive index.
A. Multifocal-plane microscopy (MUM)
Following the demonstration of biplane microscopy using two degrees of defocus by Prabhat et al., 33 the concept of multiplane microscopy has since been developed into the wider MUM framework, covering an arbitrary number of focal planes, 34 36 A model PSF is fit simultaneously to each image, accounting for the fixed level of defocus between each plane. This results in a more precise estimation of particle position in all three dimensions, owing to the larger information quantity from multiple plane acquisition. There is a clear trade-off between the localization precision, depth for localization, and the number of planes used to achieve a given axial range. In particular, increasing the number of planes increases the axial range, but the reduction in intensity at each plane due to partitioning the image intensity between each detector degrades the precision. 38 A variant of MUM is dual-objective MUM (dMUM), 37 which uses two opposing objective lenses in a configuration similar to a 4pi microscope 39 (Fig. 2 ). In this arrangement, twice the amount of light can be collected compared to conventional MUM, which allows for better localization precision.
In MUM, it is inevitable that higher-order aberrations, in particular, spherical aberration, arise due to the differing optical paths and beam splitters for each camera, particularly at high NA. Use of a diffractive multifocal grating (MFG) element, which replicates PSFs onto a single detector with, for example, three or nine differing values of defocus 40, 41 reduces this effect. This technique, termed "multifocus microscopy" (MFM), allows for a simpler optical configuration, employing just a single camera, but the MFG introduces chromatic aberration, which degrades performance and/or restricts spectral bandwidth, 42 although this can be mitigated using computational techniques. 43 A key benefit of MUM is that it can also be used to image extended objects, 41, 44 whereas the emphasis for PSF-engineering has been on localization of PSFs that are the images of pointlike objects. 45, 46 There is also the opportunity to use MUM/MFM in combination with engineered PSFs for even better localization precision, as has been done using an astigmatic PSF [47] [48] [49] and an Airy-beam-based PSF. 50, 51 
B. Digital holography
While our emphasis here is on 3D localization of fluorescent particles, we comment that 3D localization microscopy can also be achieved using holographic reconstruction of light scattered by particles. [52] [53] [54] [55] [56] [57] Holographic 3D localization of amplitude and phase objects, in both reflection and transmission, is possible in a single shot and with a greatly enhanced DOF. Both off-axis 52, 58 and in-line 53, 57 geometries have been reported, although the lower angles between scattered and reference beams in the in-line holography, with associated lower spatial frequencies, are particularly attractive for digital imaging and digital reconstruction of scattered light fields. 59 We restrict our comments here only to the high-level observations that holographic techniques cannot be used with fluorescent probes, such as those that are used in super-resolution microscopy, and do not benefit from the high-contrast, specklefree images provided by fluorescence. However, holography offers optimization of SNR through adjustment of the reference wave intensity.
Where particles are used simply as reflective tracers, both holographic and computational imaging techniques can be used. For example, holographic localization of gold nanoparticles has been reported with transverse and axial precisions of 5 nm and 100 nm, respectively, over ranges in excess of 100 µm. 60, 61 This level of performance is comparable to the engineered PSFs described here. 
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In this article, we will focus on 3D localization of nanoscale fluorescent emitters using pupil-engineered microscopy. There would be significant interest in a detailed and rigorous comparison between the relative merits of localization using holography with localization using pupil-engineered microscopy of sparse and dense distributions of nonfluorescent particles.
C. PSF engineering
The Airy disk or diffraction-limited PSF (DL-PSF) can be modified by modulation of the amplitude and/or the phase profile of the light field. This is most easily implemented in the pupil plane, where light from an in-focus point source propagates as a plane wave. The amplitude PSF is the Fourier transform of the pupil function multiplied by a z-dependent defocus wavefront 62, 63 PSFA(x, y, z) = F{P(kx, ky)e ik z (k x ,k y )z },
where P(kx, ky) is the pupil function and e ik z (k x ,k y )z is the z-dependent defocus term. For high-NA imaging, kz(kx, ky)
where n is the refractive index between the point source and the objective and λ is the wavelength. 63 Thus, to modulate a PSF, a corresponding amplitude and/or a phase profile is introduced into the pupil function, P(kx, ky).
In most modern microscopes, the exit pupil is situated inside the objective itself and so it is convenient to reimage the pupil plane, using a 4f relay to an external location where optical modulation can be conveniently introduced. Spatial light modulators (SLM) are popular devices for this purpose since they allow for flexibility in the PSF design, but they suffer from several disadvantages; in particular: they are expensive and optical efficiency is reduced by the need to operate with polarized light and the diffractive nature of an SLM yields multi-order-diffraction losses. Special optical configurations have been reported to make use of both polarizations; 64 however, loss through diffraction is inevitable. Fabricated refractive masks yield higher optical efficiency (almost 100% using modern laser polishing and antireflection coating), 51 but without the programmable flexibility of an SLM.
Early methods of PSF engineering
Willert and Gharib's three-pinhole mask 65 predates pupil engineering, but nonetheless succeeds in encoding 3D particle position through the variation in the PSF with axial position. As the name suggests, a mask with a triangular arrangement of three pinholes is placed at the back aperture of the objective (Fig. 3 ), which produces an array of three spots, which vary in separation according to the axial location of the point source. Originally developed for particle-tracking velocimetry (PTV), this technique has recently found uses in 3D flow characterization, 66 in sensors for microfluidic devices, 67 and in the macroscale for tracking the motion of zooplankton. 21 However, the drawback of using such a mask is that the pinholes block out much of the light. 68 In fact, phase-only masks tend to be generally favored over amplitude masks because they enable imaging with nearly all of the photon flux. This is particularly important in low-light scenarios, such as for single-molecule imaging.
By far, the most widely used technique for 3D point localization is astigmatic imaging, as evidenced by the wealth of literature which use this method: from micro-PTV [69] [70] [71] [72] to super-resolution microscopy [73] [74] [75] [76] (Fig. 4 ). Kao use astigmatic localization: they placed a cylindrical lens into the imaging pathway to yield an elliptical PSF whose ellipticity varies with defocus. Following calibration, measurement of the ellipticity directly yields axial and transverse localization. The popularity of astigmatic localization microscopy is due to the simplicity and low cost of implementation (just the cost of an additional simple cylindrical lens). For this reason, analytical models of the 3D astigmatic PSF profile have been derived, which enable better localization precision with more advanced estimation techniques. 73 
Rotating PSFs
Rotating PSFs for depth estimation were first proposed by Greengard et al. 80 A superposition of five Gauss-Laguerre (GL) modes was used to produce the twin-lobe PSF, which continuously rotates around a common center as defocus changes, to describe a double helix. Such a PSF, however, yields low photon efficiency as a large fraction of energy is distributed in the side lobes-typically only 1.8% is contained in the two main lobes used for localization. Pavani and Piestun optimized the design to improve the photon efficiency, resulting in the high-efficiency rotating PSF with 56.8% contained in the two main lobes (HER-PSF). 78, 81 In this design, they used the rotating PSF in Ref. 80 as a first estimation and optimized iteratively in the spatial domain by maximizing the energy in the main lobes of the PSF, in the Fourier domain by constraining the transfer function to be phase-only, and in the GL domain by multiplying the GL modal decomposition with a weight function that boosts the PSF rotation. The optimization process results in about 30 times more energy in the main lobes 81 (Fig. 5 ), providing a significant enhancement in performance for photonlimited experiments. Such a PSF was termed the double-helix PSF (DH-PSF) and used for three-dimensional single-molecule imaging. 78 To avoid the photon inefficiency of an SLM, Grover et al. utilized a fabricated phase mask using gray-level lithography. 82 Such a fabricated phase mask avoids single-polarization modulation and high-diffraction-order photon loss of an SLM, yielding a transmission efficiency of 87%-around twice that of an SLM. It is worth noting that the DH-PSF is perhaps the most widely used 3D localization technique after astigmatism.
Another version of DH-PSF was reported in the "SPINDLE" experiment with the aim of generating the DH-PSF with an analytical expression (the PSF was termed DH-PSF-S). 83 The analytical pupil function is formed by a set of vortex singularities on a straight line along a diameter of the pupil, which reduces the PSF design to two parameters: the number of vortex singularities N and the constant spacing d between them. The two parameters were then optimized with respect to the average localization precision (as defined by the CRLB). The DH-PSF-S improves the localization precision for imaging in the presence of high-background signals, but with a compromise in the depth range compared to the original DH-PSF. 83 Based on the same optimization process as described in the DH-PSF work, Lew et al. reported the design of a corkscrew PSF which yields a single lobe that rotates about an axis with changing defocus of the source 79 (Fig. 6 ). The energy in this PSF is more concentrated than the DH-PSF, having only one lobe; however, two measurements with a 180 ○ -rotated phase mask are needed for a single depth estimation because the rotation angle cannot be determined from a single image. The sequential image acquisition prevents this method from being applied to super-resolution experiments with blinking dyes as a fluorescent molecule cannot be guaranteed to be emitting during two consecutive frames. It is noted in Ref. 79 that two 4f sections can be used to avoid the sequential imaging using a biplane approach, although with a halving in light intensity, which cancels a major advantage over the DH-PSF. Higher-order helical PSFs such as triple helix and tetra helix have also been reported more recently, 84 and these have been shown to have superior robustness with respect to optical aberrations. For photon-limited experiments, these higher-order PSFs will yield lower SNRs, due to the distribution of the energy among a higher number of lobes, but aberration-robust PSFs could potentially offer enhanced localization through refractive or turbid thick biological samples.
Translating PSFs
An alternative encoding of axial displacement can be obtained by using several PSFs which translate with defocus. Yajima et al. developed a technique for 3D particle localization using a wedge prism located at the back focal plane of the objective, forming two split images at the image plane. 88 The linear phase introduced by the prism separates the two lobes in the transverse, y, direction.
An axial, z-directed, displacement of the point source is then converted into an x-directed disparity between the two split images. Sun et al. subsequently reported a similar, co-called parallax technique, using instead two closely spaced mirrors located at a reimaged back focal plane of the objective as shown in Fig. 7 . 87 This offers more flexibility for positioning the split views on the camera chip. The technique was used to study glucose-transporter-containing vesicles in living adipocytes. Another similar technique, the bisected pupil, uses an SLM with two linear phase ramps to create a twolobe PSF. 64 In this case, two orthogonal linear polarizations of light are recorded to enable correction of localization errors induced by the orientation of the dipole emitters. When imaging isotropic emitters, this technique also enables 3D localization from image disparities. These three techniques are all based on splitting the pupil of a conventional microscope and provide a depth range that is similar to that of the conventional DL-PSF; that is, there is no range extension.
Airy beams exhibit self-accelerating translations, 89, 90 which can be used for encoding the depth of particles. 51, 85, 86 The diffractionfree propagation of the beam increases the depth over which a particle can be detected with useful SNR, but the spatially extended intensity profile of the Airy PSF introduces difficulty in precise localization of the PSF and reduces the peak SNR. Jia et al. modified the Airy beam using a truncated cubic phase mask, yielding a selfbending PSF (SB-PSF) for 3D localization microscopy 85 (Fig. 8) . The pupil truncation eliminates the side lobes, enabling simple Gaussian functions to be used for centroiding the PSF profile, but at the cost of a 30% reduction in the optical efficiency, which degrades the achievable precision. A further disadvantage is that the PSF acceleration is symmetric about the focal plane, so only half of the diffraction-free range of the PSF (on one side of the focus) can be utilized for depth discrimination. 86 We have reported the use of an intact Airy-beam PSF (AB-PSF) without pupil truncation. 51, 86 Due to its depth-invariant intensity profile, the AB-PSF can be deconvolved with a single calibration PSF (deconvolution kernel), yielding a spot which exhibits the same lateral translation as the AB-PSF ( Fig. 9 ). To measure the lateral translation of the deconvolved PSF in practice, a biplane setup is used, in which a defocus offset is introduced between two imaging channels. This defocus offset causes image disparity in the two imaging channels which is a linear function of axial displacement of the source. This technique (termed Airy-CKM) enables the complete diffraction-free range of the AB-PSF on both sides of the nominal focus to be utilized (since the sign of defocus can be inferred) and yields a constant z sensitivity (which is proportional to the defocus offset and the inverse of the phase mask strength 51 ). Note that Airy-beam-based PSFs tend to have lower peak intensity compared to compact PSFs like the DH-PSF and corkscrew PSF. Although deconvolution restores the apparent peak intensity for the recovered compact PSF, the larger number of pixels used to record the extended PSF adds a higher noise level, tending to reduce the SNR compared to what would be recorded directly for a compact PSF.
CRLB optimized PSFs
Fisher information is used in microscopy to quantify the statistical limit on the localization precision that is achievable using a specific PSF. This limit is known at the Cramér-Rao lower bound. Shechtman et al. developed an information-optimized PSF family: the tetrapod PSFs. 91, 92 The first 55 Zernike polynomials were used as the basis set for optimization of the pupil function that yields a PSF with the best localization precision (i.e., the lowest CRLB) for a specific depth range. They first reported a saddle-point phase mask for 3 µm depth and a cat mask for a 6 µm range, and then a family of CRLB-optimized PSFs termed tetrapod PSFs were reported as shown in Fig. 10 .
A key distinction between the information-optimized PSFs and those described in Subsections II C 2 and II C 3 is that they yield extended PSFs where the depth is encoded, not in simple geometrical transforms (rotation and translation) but instead the depth is encoded in the complex shape of the PSF. To extract the 3D coordinates, a phase-retrieval-based maximum-likelihood estimation (PR-MLE) was utilized. 93 A stack of calibration PSFs with known z spacing is first recorded to retrieve the actual pupil function of the 
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scitation.org/journal/app imaging system, which is then used to generate a model PSF with free parameters (x, y, z coordinates; total number of photons, N ph ; and average number of photons per pixel, N bg ). By minimizing the negative likelihood function between the experimentally recorded PSF and the model PSF, one can determine the most probable values of the parameters corresponding to each recorded PSF. It has been shown that MLE can yield a localization precision close to the theoretical CRLB limit; 92, 94 however, the minimization process of the likelihood function is computationally intense, especially if the PSF shape is self-similar and induces many local minima in the optimization process. A disadvantage of the MLE-based estimation algorithm is that overlapping PSFs will inevitably alter the likelihood function and therefore degrade the achievable localization precision. It is possible to compute the joint likelihood for several emitters, but this requires a clustering step and significantly adds to the complexity and computational burden.
III. COMPARISON OF LOCALIZATION PRECISIONS
In this section, we compare the localization precision and the axial range that can be simultaneously achieved, for the various localization techniques. A key component in localization microscopy is the precise and accurate estimation of the 3D particle positions from the 2D image. Several types of estimators can be used, including least-squares fitting and maximum-likelihood estimation, discussed in Sec. IV, which complicates the comparison. For example, when using astigmatism for localization, the ellipticity of the PSF is usually calculated to estimate the 3D location; in rotationbased and translation-based techniques, 2D-Gaussian functions can be fitted to the main lobes to calculate rotation angles and disparities, while the tetrapod PSFs require the use of MLE for 3D localization. Furthermore, for any single technique, different estimators can provide different localization precisions; for example, MLE has been demonstrated to produce better localization precision than leastsquare fitting under low-background levels. 94 Thus, to assess and compare localization performance, a metric that is independent of the specific localization estimators is desirable. The CRLB is such a metric because it gives a lower bound on the variance of any unbiased estimators when estimating a parameter. Thus, if the spatial coordinates are parameters to be estimated, the CRLB gives the lowest achievable standard deviation in x, y, and z (i.e., the localization precision). This allows us to perform a direct comparison of localization techniques that is independent of the estimation method used. The PSF model which encodes more information about x, y, and z has better localization precision, regardless of the estimator used for localization.
To characterize the imaging system mathematically, we employ here the "Poisson model" which takes into account the pixelation of the detector, photon shot noise from the object, and from the background fluorescence. 19 This data model assumes that the detector does not introduce significant additional readout noise. However, it is reasonable and sufficient for comparison purposes and is often used in other CRLB simulations. 95 With this assumption, the Fisher information matrix can be written as
where θ = (x, y, z) are the coordinates to be estimated. µ θ,k is the expected count of signal photons for the kth pixel and β θ,k is the expected count of background photons. µ θ,k can be derived given the PSF model and the total number of detected photons. For pupilengineered techniques, a corresponding phase or amplitude is added to the pupil function P(kx, ky) [Eq. (3)], as depicted in Fig. 11 , to yield the associated PSF. From the Cramer-Rao inequality, the variance of θ is bounded by the inverse of the diagonal element. Thus, the best achievable precision of parameter θi is given by
We have conducted simulations to calculate the CRLB as follows. We assume a 100x, 1.45NA oil-immersion objective, with an oil refractive index of n = 1.515 and a detector with a 16 µm pixel pitch. We assume 4000 photons enter the objective aperture for each localization, at an emission wavelength of 650 nm, and a background of 10 photons per pixel at the detector. This approximates state-of-the-art measurement for typical low-photon, single-molecule experiments, using, for example, the Alexa Fluor 647 dye. Figure 11(a) shows the CRLBs for a conventional microscope, i.e., a diffraction-limited system. As expected, it yields the best CRLBs in x and y for in-focus imaging due to the highly concentrated DL-PSF. As defocus increases however, the achievable precision in x and y degrades rapidly due to the expanding PSF and associated reduction in SNR. In contrast, the DL-PSF has zero depth-sensitivity near the focal plane, yielding a very poor CRLB for z. Additionally, the DL-PSF is symmetric above and below the focus, making it difficult to assign an unambiguous z coordinate to the point source. All these aspects clearly demonstrate that the DL-PSF is ideal for 2D localization, but is not suitable for 3D applications.
The use of an astigmatic PSF can improve the z sensitivity near the focal plane and can break the sign ambiguity associated with the DL-PSF. In our simulation, quadratic phases with opposite signs in the x and y directions were added to the pupil function, with a 0.8 µm difference in the tangential and sagittal focal planes. This breaks the symmetry in the x and y CRLBs as shown in Fig. 11(b) . The best CRLB occurs at the focal plane of the corresponding direction. However, the z CRLB deteriorates at the two focal planes due to the lack of depth sensitivity. Astigmatism yields CRLBs better than 10 nm in xyz over a depth range of about 1.2 µm, which is double that achievable using the DL-PSF.
To test the biplane technique, we equally divided the total number of photons between two DL-PSFs with a 0.5 µm difference in their focal planes. The CRLBs were then calculated by concatenating the two images, or adding their corresponding Fisher-information matrix together, with the assumption that the total information is the summation of the information from both channels. From Fig. 11(c) , it is clear that the biplane technique produces better CRLBs than the conventional and astigmatic PSFs. The CRLBs in x and y do not exhibit the displacement as in Fig. 11(b) , and they plateau near the nominal focal plane. The z CRLB, however, behaves similarly to that of astigmatism, as it gets worse near the two focal planes. The biplane technique yields CRLBs better than 10 nm in all dimensions over a depth range of nearly 1.7 µm which is about three times the useful range of a conventional single-focal-plane system. 
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The parallax technique is based on the DL-PSF but splits the pupil into two halves, effectively creating two "side views." To simulate this, we generated PSFs for the two "side views" individually by placing an amplitude mask that is "half one, half zero" as shown in Fig. 11(d) . Similar to the biplane treatment, half the photons were used for each channel and the images were concatenated to calculate the CRLBs. This technique also yields a better performance than the conventional and astigmatic systems. It has good z sensitivity near the focal plane and does not exhibit the "M-shaped" z precision as in the astigmatism and biplane methods. Interestingly, the y CRLB is better than that in the x direction at large defocus. This is because the effective NA is lower in the y direction as the pupil is cropped to create the two channels, resulting in a larger DOF. The parallax technique yields CRLBs better than 10 nm over an axial range of about 1.3 µm.
To calculate the CRLBs for the DH-PSF, we performed an iterative simulation as described by Pavani and Piestun. 81 The phase mask obtained from this, and its corresponding CRLBs are shown in Fig. 11(e) . The DH-PSF yields better performance in terms of both the depth range and the precision, compared to the above discussed techniques. The fact that most of the photons are concentrated in the two rotating lobes yields a high SNR and, therefore, a good localization precision. Due to its continuous rotation, the DH-PSF has a constant z sensitivity over an axial range of about 1.8 µm. Note that the operable range of the DH-PSF is limited by both the achievable precision and the 180 ○ rotation. In this case, about 2.6 µm can be utilized without ambiguity.
An analysis for the tetrapod PSF was also performed based on the optimization process described in Refs. 91 and 92. A tetrapod mask optimized for 4 µm and the calculated CRLBs as shown in Fig. 11(f ) . Because the tetrapod PSF is optimized against the mean CRLB, it therefore displays the best mean CRLBs in all directions. As can be observed in Fig. 11(f ) , the CRLBs are flat between −2 and 2 µm, and are lower than 10 nm in all dimensions over a depth range of about 4.8 µm. This exceeds all of the above discussed techniques, making the tetrapod PSF a preferred tool for imaging over an extended depth range and through thick samples. However, the tetrapod PSF is a "shape-based" PSF and requires PR-MLE for the data analysis, which is time consuming, especially when global minimization is used to avoid the local minima in the likelihood function. Additionally, the likelihood function can be altered in the case of overlapping PSFs, degrading the localization precision. This may, in practice, lead to a worse achievable precision when using the tetrapod PSF.
Lastly, we calculated the CRLBs for the AB-PSF and bi-plane AB-PSF. A cubic phase with α = 2.5 was added to the pupil function, which yields the CRLBs as shown in Fig. 11(g) . The diffraction-free propagation improves SNR at large levels of defocus, as can be seen from the x and y CRLBs which stay below 10 nm for around a 4.6 µm depth range. The parabolic z-dependent lateral translation helps to maintain good depth sensitivity at large defocus. However, there are also obvious disadvantages: (1) the CRLB in z shows zero depthsensitivity near the focal plane as in the DL-PSF. (2) A sign ambiguity in z exists, as the AB-PSF translates symmetrically above and below the focal plane. Nevertheless, the AB-PSF still gives about 1.5 µm depth range on one side of the focal plane, over which the CRLBs are better than 10 nm in all dimensions. The Airy-CKM method 51, 86 combines the AB-PSF and bi-plane imaging to help eliminate the z insensitivity near the focal plane. With a 1.2 µm separation between focal planes, Airy-CKM yields the CRLBs shown in Fig. 11(h) . Compared to the conventional bi-plane technique with a DL-PSF, the AB-PSF greatly extends the depth range. The CRLBs are relatively uniform in all dimensions over a depth range of about 4 µm, and are better than 12 nm. The precision in Fig. 11(h) can be improved by using a weaker cubic phase modulation at the cost of a reduced overall depth range.
In addition to the CRLBs, we also calculated the precision from a maximum-likelihood estimation of each of the techniques compared in this section. MLE is a universal estimator that can be used for any PSF with xyz-dependence. The same parameters were used to generate the PSFs as in the CRLB calculations, and the MATLAB optimizer (fmincon as used in Refs. 91 and 92) was used to find the set of parameters that yields the maximum likelihood function. Again, only Poisson noise is considered here and the precision shown in Fig. 11 is the standard deviation from 100 repeated measurements. Our simulations show that MLE approaches the CRLB, and it furthermore approaches the CRLBs only in the regions where the PSF exhibits good SNR as shown in Fig. 11 . These results are in agreement with previous publications. 92, 94 Our simulation also shows that MLE falls easily into local minima (of the negative likelihood function 92 ) when used with PSFs that have periodic structures in their intensity profile, e.g., the AB-PSF (as shown in Fig. 8 ) and the in-focus region of the tetrapod PSF (as shown in Fig. 10 ). Global minimization can minimize the occurrence of local minima but is time consuming. Note that the MLE results in Figs. 11(f) and 11(g) were obtained using global optimization with multistarting points.
IV. PRACTICAL ESTIMATORS FOR POINT SOURCE LOCALIZATION
With all the aforementioned techniques, a reliable estimator is required to infer the 3D position of a particle from its PSF. As mentioned above, this can be as simple as measuring the radius of the Airy disk, but such an approach tends to have poor precision. In this section, we will discuss several popular methods for practical estimation and explain the advantages and disadvantages of each.
There are three major categories of algorithm for point source estimation: least-squares (LS) fitting, maximum-likelihood estimation (MLE), and compressed sensing (CS). Briefly, LS is the simplest and fastest approach, but is limited in its application to 3D localization; MLE is very precise, but slow to converge on a solution; and CS can cope with very high density images, but is slow and very memory intensive. Detailed comparisons of these techniques can be found in Cheezum et al., 96 Abraham et al., 94 and Small and Stahlheber. 17 A discussion of each technique will follow.
A. Least-squares fitting
Given a PSF model, µ k (θ), and some pixelated image data, q k , the method of least squares seeks to minimize the sum of the square errors between the image and model over the model parameters, θ arg min
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Practically, this can be achieved using nonlinear fitting with algorithms such as Levenberg-Marquardt. 97 LS is very commonly used for 2D point localization, by approximating the central lobe of the Airy disk with a 2D Gaussian function,
whose mean values (x 0 , y 0 ) are the estimated particle coordinates, and N and β are the signal and background photon counts, respectively. Gaussian estimation can approach the CRLB for localizing emitters in 2D, but the model cannot be extended to account for 3D PSF behavior, which requires more accurate models of the imageforming process. Given knowledge of the pupil function, P(kx, ky), a model can be derived from Eq. (3). For example, in the case of an Airy disk, the pupil is just a binary function over the aperture. Using this type of model requires reliable estimates of the microscope experimental parameters (e.g., NA, M, λ), such that the model accurately approximates experimental behavior. If there is some mismatch between model and experiment, results from the localization algorithm will be biased.
B. Maximum likelihood estimation
Maximum likelihood estimation was first demonstrated for point localization by Auget et al., 98 who showed that it could precisely predict the axial position of a particle from the shape of the Airy disk. Like least-squares fitting, MLE requires a suitable model of the PSF, but instead of finding the minimum least-squares error between the image and model prediction, it finds the model parameters which maximize the log-likelihood between the two. Given a PSF model, µ(θ), dependent on the parameter set θ = {x, y, z, N, β}, where (x, y, z) is the emitter spatial coordinates, N is the number of photons emitted, and β is a constant background, let the expected photon count in pixel k be written as µ θ,k . The Poissondistributed probability of observing q k photons in pixel k is therefore
The probability that an image, Q, is measured is therefore the joint probability over every pixel P(Q = {q 1 . . . qK}) = ∏ K k=1 P(q k ).
This means that given a measurement of an image, Q, the loglikelihood of the model values, µ(θ), that give rise to such measurement is
Maximizing the log-likelihood, (µ θ ) therefore gives the best statistical estimate of the parameters θ (i.e., the emitter coordinates) that result in the measurement of the image Q. Practically, this is an optimization procedure in which the PSF model is compared against the measured image over successive parameter values, θ. For this purpose, the log(q k !) term can be ignored since it does not change with θ.
A natural extension of the MLE concept is maximum a posteriori (MAP) estimation, which incorporates prior probabilities. Lindén et al. 99 have shown that by including some physical constraints on the likelihood function, such as excluding PSFs that are smaller than the diffraction limit and asserting an exponentially decaying probability for large PSFs, they can achieve better than CRLB localization precision.
C. Compressed sensing
Localization by compressed sensing takes a fundamentally different approach from the statistical estimation of LS and MLE. There are two varieties: convex optimization (CO) and matching pursuit (MP).
In CO, 100 we consider that the set of point emitters, x, within their 3D volume is downsampled and projected onto the image, q, by a function, A, representing the PSF. Under the assumption that x is sparse, the emitters can therefore be localized by minimizing the L 1 norm (i.e., number of elements) of x such that q = Ax. Practically, this can be written as
where ∥x∥ 1 is the L 1 norm of x, ∥q − Ax∥ 2 is the L 2 norm of the difference between the image and estimation (i.e., sum of square errors) and ε is a small number. With this constraint, CO converges on the Normally, LS and MLE algorithms fit a single PSF to each of the identified points. In cases where PSFs overlap, this can produce errors in localization or even false positives. Multiple PSF estimation is a possibility, but this requires prior knowledge of the number of overlapping points. 101, 104 CS makes no such assumptions and has therefore been demonstrated to work with very highdensity images. [105] [106] [107] [108] Figure 12 shows a comparison between typical maximum densities of LS and CS algorithms when used with the DH-PSF. 106 
V. CONCLUSION AND PERSPECTIVE
The importance of point localization microscopy arises from its ability to enable fundamental advances in fields ranging from biomedicine (e.g., single-molecule imaging) to physics and engineering (e.g., fluid-flow mapping, sensing with nanoparticles). This rapidly expanding field is reported in about 3000 articles per year according to Scopus. In particular, 3D-imaging techniques using high-NA objectives are capturing increasing attention, especially in pupil engineering, which allows researchers to design and optimize specific properties of the PSF, such as shape, rotation, or translation. We expect further advances in pupil-engineering techniques and believe that as this technology matures, many more interesting developments will continue to push the achievable limits of localization precision, DOF, and particle density. The techniques discussed in this article have enabled precise point localization in all three dimensions and in an extended axial region, with a localization precision comparable to that which can be achieved in 2D.
We have reviewed and compared the most important 3D imaging techniques for localization microscopy, in terms of localization precision and depth range. Their CRLBs were calculated as a gold-standard figure of merit. While the conventional DL-PSF, astigmatic PSF, biplane technique, and parallax technique yield a narrower depth range than the rest, they each offer specific advantages in terms of simple implementation or commercial availability. Thus, we expect each technique to continue to play an important role in this field, especially for applications where the sample or the volume of interest is relatively shallow. On the other hand, DH-PSF, corkscrew PSF, SB-PSF, Airy-CKM, tetrapod PSF yield extended axial ranges with high localization precision and are suitable for imaging thick samples. The DH-PSF has a relatively small depth range but is more robust at lower SNRs. The Airy-CKM technique and the tetrapod PSF have the largest depth range but they have their own drawbacks: Airy-CKM has a lower precision than the tetrapod and requires biplane imaging to deduce the z coordinate, while the tetrapod mask is nonanalytical and the 3D coordinates are encoded in the shape of the tetrapod PSF and so requires computationally expensive MLE algorithms for the localization. This can yield degraded precision if PSFs overlap. Therefore, we look forward to improved techniques to be reported on these two directions. There are additional considerations when choosing between these techniques, such as the complexity of implementation, the photon-efficiency of the phase mask, the commercial availability of components and systems, and the cost. Some of these aspects are listed in Table I , in which we also consider whether a phase mask can be described by an analytical function on the pupil, which influences both the flexibility for adjusting modulation strength and for its fabrication. Similarly, whether a mask exhibits a continuous surface is also important for its fabrication, as phase profiles with 2π jumps that cannot be unwrapped are not ideal for manufacturing and may also cause some additional photon loss due to scattering. A continuous phase profile is also required for implementation of a phase mask using a deformable mirror (which is preferred over SLMs due to their higher photon efficiency).
There has also recently been consideration of the extension of point localization precision beyond the classical limit of the CRLB. One approach involves deriving the Fisher information in terms of the quantum statistics of the emitter wave function, resulting in a localization precision limit which can be a factor of √ 2 smaller than what can be achieved in classically. It has been suggested that interferometric methods can approach this quantum bound. 109 Tsang et al. 110 showed that quantum treatment allows localization of two overlapping point sources without a reduction in precision. Another approach to achieving improved precision is to exploit prior knowledge: Lindén et al. extended MAP to MLE 99 including physical constraints on the likelihood function, such as excluding subdiffraction limit sized PSFs and an exponentially decaying probability of large PSFs, to achieve localization precision below the CRLB. This suggests there is room for more sophisticated prior probabilities to be used, which have not been explored yet.
Besides the extension in the depth range and isotropic localization precision, recent developments also suggest a trend for localizing emitters from images with ever higher densities of points, which is underlined by the need in super-resolution microscopy to perform image reconstructions using fewer frames, i.e., with faster acquisition process. Also, extending localization microscopy to thicker sample ranges increases the density of points projected onto the detector plane. Localization with compressed sensing has automated a large part of the traditional particle-identification and localization processes. The recent publication of sophisticated algorithms such as TVSTORM 108 and hybrid CO-MP algorithms 102 suggests a rich opportunity for refining CS even further. There may even be some possibilities for the development of deep-learning algorithms based on compressed sensing. It is noteworthy that Wiener deconvolution of the AB-PSF was reported in the Airy-CKM technique to yield compact PSF lobes, 51 which has potential for imaging high tracer densities with comparably fast and simple processing. We look forward to further explorations of deconvolution-based algorithms in this field.
