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MODULATIONAL INSTABILITY IN
A FULL-DISPERSION SHALLOW WATER MODEL
VERA MIKYOUNG HUR AND ASHISH KUMAR PANDEY
Abstract. We propose a shallow water model which combines the dispersion
relation of water waves and the Boussinesq equations, and which extends the
Whitham equation to permit bidirectional propagation. We establish that its
sufficiently small, periodic wave train is spectrally unstable to long wavelength
perturbations, provided that the wave number is greater than a critical value,
like the Benjamin-Feir instability of a Stokes wave. We verify that the asso-
ciated linear operator possesses infinitely many collisions of purely imaginary
eigenvalues, but they do not contribute to instability away from the origin in
the spectral plane to the leading order in the amplitude parameter. We discuss
the effects of surface tension on the modulational instability. The results agree
with those from formal asymptotic expansions and numerical computations for
the physical problem.
1. Introduction
In the 1960s, Benjamin and Feir [BF67,BH67] and Whitham [Whi67] discovered
that a Stokes wave˚ would be unstable to long wavelength perturbations — namely,
the Benjamin-Feir or modulational instability — provided that
κh ą 1.363 . . . ,
where κ denotes the carrier wave number, and h is the undisturbed water depth.
Corroborating results arrived about the same time, but independently, by Lighthill
[Lig65] and Zakharov [Zak68], among others. We encourage the interested reader
to [ZO09] for more about the early history. In the 1990s, Bridges and Mielke [BM95]
addressed the corresponding spectral instability in a rigorous manner. By the way,
it is difficult to justify the 1960s theory in a functional analytic setting. But the
proof leaves some important issues open, such as the stability and instability away
from the origin in the spectral plane. The governing equations of the water wave
problem are complicated, and they as a rule prevent a detailed account. One may
resort to approximate models to gain insights.
Whitham’s shallow water equation. As Whitham [Whi74] emphasized, “the
breaking phenomenon is one of the most intriguing long-standing problems of water
Date: September 26, 2018.
˚It is a matter of experience that waves typically seen in the ocean or a lake are approximately
periodic and they propagate over a long distance practically at a a constant velocity without
change of form. Stokes in his 1847 memoir (see also [Sto80]) made many contributions about
waves of the kind, for instance, observing that crests would be sharper and thoughts flatter as the
amplitude increases, and a wave of greatest possible height would allow stagnation at the crest
with a 120˝ corner.
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2 HUR AND PANDEY
wave theory.” The nonlinear shallow water equations,
(1.1)
Btη ` Bxpuph`  ηqq “ 0,
Btu` gBxη `  uBxu “ 0,
approximate the physical problem when the characteristic wavelength is of a larger
order than the undisturbed fluid depth, and they explain wave breaking. That
is, the solution remains bounded, whereas its slope becomes unbounded in finite
time. Here t P R is proportional to elapsed time, and x P R is the spatial variable
in the primary direction of wave propagation; η “ ηpx, tq represents the surface
displacement from the depth “ h, and u “ upx, tq is the fluid particle velocity
at the rigid flat bottom; g denotes the constant due to gravitational acceleration,
and  is the dimensionless nonlinearity parameter; see [Lan13], for instance, for
details. Throughout, B means partial differentiation. Note that the phase speed for
the linear part of (1.1) is
?
gh for any wave number, whereas the speed of a 2pi{κ
periodic wave near the rest state of water (see [Whi74], for instance) is
(1.2) cwwpκq “
c
g tanhpκhq
κ
.
But the shallow water theory goes too far. It predicts that all solutions carrying
an increase of elevation break. Yet it is a matter of experience that some waves in
water do not. Perhaps, the neglected dispersion effects inhibit wave breaking.
But, including some: dispersion effects, the Korteweg-de Vries (KdV) equation
Btη `
a
gh
´
1` 1
6
h2B2x
¯
Bxη ` 3
2
c
g
h
 ηBxη “ 0
goes too far and predicts that no solutions break. To recapitulate, one necessitates
some dispersion effects to satisfactorily explain wave breaking, but the dispersion
of the KdV equation seems too strong;.
Whitham noted that “it is intriguing to know what kind of simpler mathematical
equations (than the governing equations of the water wave problem) could include”
the breaking effects, and he put forward (see [Whi74], for instance)
(1.3) Btη ` cwwp|Bx|qBxη ` 3
2
c
g
h
 ηBxη “ 0,
where cwwp|Bx|q is a Fourier multiplier operator, defined as{cwwp|Bx|qvpκq “ cwwp|κ|qpvpκq,
and cww is in (1.2). Here and elsewhere, the circumflex means the Fourier transform.
It combines the dispersion relation of the unidirectional propagation of water waves
and a nonlinearity of the shallow water equations. In a small amplitude and long
wavelength regime, such that  “ κ2h2 ! 1, the Whitham equation agrees with the
KdV equation up to the order of  over a relevant time interval; see [Lan13], for
instance, for details. But it may offer an improvement over the KdV equation for
:In the long wave limit as κhÑ 0, one may expand the right side of (1.2) to find
cwwpκq “
a
gh
´
1´ 1
6
κ2h2
¯
`Opκ4h4q.
;This is not surprising because the phase speed “ ?ghp1´ 1
6
κ2h2q for the KdV equation poorly
approximates that for water waves when κh " 1.
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short waves. Whitham conjectured the wave breaking for (1.3) and (1.2). One of
the authors [Hur15] settled it.
The full-dispersion shallow water equations. In recent years, the Whitham
equation gathered renewed attention because of its ability to explain high frequency
phenomena of water waves. In particular, one of the authors [HJ15a] demonstrated
that a sufficiently small, 2pi{κ-periodic wave train of (1.3) and (1.2) be spectrally
unstable to long wavelength perturbations, provided that κh ą 1.145 . . . , like the
Benjamin-Feir instability of a Stokes wave, whereas it be stable to square integrable
perturbations otherwise.
But the Whitham equation does not include collisions of eigenvalues away from
the origin in the spectral plane, which numerical computations [MMM`81,McL82,
MS86], for instance, suggest to develop instability in the water wave problem. This
motivates us to propose the full-dispersion shallow water equations,
(1.4)
Btη ` Bxpup1` ηqq “ 0,
Btu` c2wwp|Bx|qBxη `  uBxu “ 0,
where cww is in (1.2). They combine the dispersion relation of water waves and
the nonlinear shallow water equations, and they extend the Whitham equation to
permit bidirectional propagation. Moreover, (1.4) and (1.2) exhibit the spectral
behavior of the physical problem (see [Whi74], for instance, for details).
When  “ κ2h2 ! 1, the full-dispersion shallow water equations agree with a
variant§ of the Boussinesq equations,
(1.5)
Btη ` Bxpuph`  ηqq “ 0,´
1´ 1
3
h2B2x
¯
Btu` gBxη `  uBxu “ 0,
up to the order of . Hence they as well go by the name of the Boussinesq-Whitham
equations. Indeed, one may modify the argument in [Lan13, Section 7.4.5] to verify
that the solutions of (1.4) and (1.5) exist, where cww is in (1.2), and they converge to
the solutions of the water wave problem up to terms of order  over a relevant time
interval. The global-in-time well-posedness for (1.5) was established in [Sch81] and
[Ami84], for instance, whereas the wave breaking for (1.4) and (1.2) was in [HT16],
under an assumption that η is considerably smaller than h.
Modulational instability. In the past decades, much research effort aimed at
translating Whitham’s formal modulation theory (see [Whi74], for instance) into
analytical stability results. It would be impossible to do justice to all advances in the
vein. We encourage the interested reader to [BHJ16] and references therein. But the
arguments as a rule make strong use of Evans function techniques and other ODE
methods. Hence they are not directly applicable to (1.3) or (1.4), which involve a
nonlocal¶ operator. The authors and collaborators [BH14,HJ15a,HJ15b,HP16] (see
also [BHJ16]) instead worked out the corresponding long wavelength perturbation in
a rigorous manner, whereby they successfully determined modulational stability and
instability, for a broad class of nonlinear dispersive equations permitting nonlocal
operators. In Section 2 and Section 3, we take matters further for the full-dispersion
§They do not appear explicitly in the work of Boussinesq. But (280) in [Bou77], for instance,
after several “higher order terms” drop out, becomes equivalent to (1.5).
¶ Indeed, cwwpκq and, hence, c2wwpκq are not polynomials of iκ.
4 HUR AND PANDEY
shallow water equations. Corollary 3.3 states that a sufficiently small, 2pi{κ-periodic
wave train of (1.4) and (1.2) is modulationally unstable, provided that
κh ą 1.610 . . . ,
and it is stable to square integrable perturbations in the vicinity of the origin in the
spectral plane otherwise. Note that the critical wave number compares reasonably
well with what is in [BH67,Whi67] and [BM95].
The proof follows along the same line as those in [HJ15a,HP16], making a lengthy
and complicated, but explicit, spectral perturbation for the associated linearized
operator. For the zero Floquet exponent, we distinguish four eigenvalues at the
origin and calculate the small amplitude expansion of the associated eigenfunctions.
It seems impossible to find the eigenfunctions explicitly without recourse to the
small amplitude theory. On the other hand, (1.4) and (1.2) lose relevances for large
amplitude waves. For small values of the Floquet exponent, we then determine four
eigenvalues near the origin in the spectral plane, up to the quadratic order in the
Floquet exponent and linear order in the amplitude parameter, whereby we derive
a modulational instability index as a function of the carrier wave number.
We do not expect to uniquely determine higher order terms in the eigenfunction
expansion. To compare, one may find the Whitham eigenfunctions to any order.
Fortuitously, we detect modulational instability at the linear order in the amplitude
parameter. We are able to calculate the quadratic order terms in the eigenfunction
expansion. But they are bulky, so that the index formulae become unwieldy.
Comparison to other Boussinesq-Whitham models. Perhaps, the best known
among Boussinesq’s equations of the shallow water theory is
(1.6) B2t η “ gh
´
1` 1
3
h2B2x
¯
B2xη ` 32B
2
xpη2q.
Including the full dispersion in water waves, one may follow Whitham’s heuristics
and replace the square of the phase speed “ ghp1´ 13κ2h2q by c2wwpκq in (1.2). The
result becomes
(1.7) B2t η “ c2wwp|Bx|qB2xη ` 32B
2
xpη2q.
It is one of many which stake the claim to be the Boussinesq-Whitham equation.
Unfortunately, (1.7) is not suitable to describing wave packet propagation. Indeed,
the Cauchy problem for (1.7) is ill-posed in the periodic setting, implying that a
negative constant solution is spectrally unstable however small it is; see [DT15] or
Appendix C for details.
Under the assumption Btη`Bxη “ Opq, which by the way enforces unidirectional
propagation, (1.6) is formally equivalent to
B2t η “ ghB2xη ` 13h
2B2xB2t η ` 32B
2
xpη2q
up to the order of . Including the full dispersion in water waves, likewise, we arrive
at
(1.8) c´2wwp|Bx|qB2t η “ B2xη ` 32B
2
xpη2q.
The Cauchy problem for (1.8) is well-posed at least for short times. But it fails to
predict modulational instability. Indeed, a sufficiently small, periodic wave train of
(1.8) is stable to square integrable perturbations in the vicinity of the origin in the
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spectral plane for any wave number; see [HP16] for details. In contrast, in Section 3
we establish the modulational instability for (1.4).
Moreover, proposed in [MKD14] are
(1.9)
Btη ` c2wwp|Bx|qBxu` Bxpuηq “ 0,
Btu` Bxη `  uBxu “ 0,
as a Boussinesq-Whitham model. Note that (1.9) is formally equivalent to (1.4) up
to the order of . But they are not suitable to explaining wave breaking. Indeed, to
the best of the authors’ knowledge, the well-posedness for (1.9) is not understood.
In contrast, in Appendix A, we establish the well-posedness for (1.4) for short times.
To recapitulate, (1.4) is preferred over other Boussinesq-Whitham models for the
purpose of studying the breaking and stability of water waves.
Stability and instability away from the origin. The spectrum of the linear
operator associated with (1.4) and (1.2) aligns with that for the water wave problem
(see [Whi74], for instance, for details). In particular, it contains infinitely many
collisions of purely imaginary eigenvalues. To compare, no Whitham eigenvalues
collide other than at the origin. In the 1980s, McLean and collaborators [MMM`81,
McL82] (see also [MS86]) numerically approximated the spectrum for the physical
problem, but in the infinite depth, whereby they argued that all colliding eigenvalues
for the zero amplitude parameter would contribute to instability as the amplitude
increases. Numerical computations in [DO11] and [AN14], for instance, in the finite
depth bear this out.
In Section 4, we make an explicit spectral perturbation to demonstrate that
all nonzero eigenvalues of the linear operator for (1.4) and (1.2) remain on the
imaginary axis to the linear order in the small amplitude parameter. Consequently,
the modulational instability dominates the spectral instability away from the origin.
The result agrees with the numerical findings in [MS86,DO11,AN14], for instance,
for the physical problem. Indeed, some unstable eigenvalue away from the origin for
the water wave problem grows like a quartic in the amplitude parameter; see [MS86],
for instance, for details.
It is interesting to analytically calculate higher order terms in the eigenvalue
expansion for (1.4) and (1.2), and their contribution to stability; see Appendix B for
some details. It is interesting to numerically study the stability and instability away
from the origin in the spectral plane, and the growth rates of unstable eigenvalues.
Effects of surface tension. In the presence of the effects of surface tension (see
[Whi74], for instance), c
pg ` Tκ2q tanhpκhq
κ
replaces (1.2), where T is the coefficient of surface tension. In Section 5, we adapt
the argument in Section 2 and Section 3 to demonstrate that the capillary effects
considerably alter the modulational instability in (1.4) and (1.2). Specifically, in the
κh and κ
a
T {g plane, we determine the regions of stability and instability, whose
boundaries are associated with an extremum of the group velocity, the resonance
of short and long waves, the resonance of the fundamental mode and the second
harmonic, and the resonance of the dispersion and nonlinear effects; see Figure 8
for details. The result agrees with those in [Kaw75] and [DR77], for instance,
from formal asymptotic expansions for the physical problem. To compare, the
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Whitham equation fails to predict the limit of “large surface tension;” see [HJ15b],
for instance, for details. Therefore, (1.4) offers an improvement over the Whitham
equation for gravity capillary waves.
Notation. For p in the range r1,8s, let LppRq consist of real or complex valued,
Lebesgue measurable functions over R such that
}v}LppRq :“
´ 1?
2pi
ż 8
´8
|vpxq|p dx
¯1{p ă 8 if p ă 8,
and }v}L8pRq :“ ess supxPR|vpxq| ă 8 if p “ 8.
For v P L1pRq, the Fourier transform of v is written pv and defined by
pvpκq “ 1?
2pi
ż 8
´8
vpxqe´iκx dx.
If v P L2pRq then the Parseval theorem asserts that }pv}L2pRq “ }v}L2pRq. For s P R,
let HspRq consist of tempered distributions such that
}v}HspRq :“
´ ż 8
´8
p1` |κ|2qs|pvpκq|2 dκ¯1{2 ă 8.
Let H8pRq “ ŞsPRHspRq.
Let T denote the unit circle in C. We identify functions over T with 2pi periodic
functions over R via vpeizq “ V pzq and, for simplicity of notation, we write vpzq
rather than vpeizq. For p P r1,8s, let LppTq consist of real or complex valued,
Lebesgue measurable, and 2pi periodic functions over R such that
}v}LppTq :“
´ 1
2pi
ż pi
´pi
|vpzq|p dz
¯1{p ă 8 if p ă 8,
and }v}L8pTq :“ ess sup´piăzďpi|vpzq| ă 8 if p “ 8. Let H1pTq consist of L2pTq
functions whose derivatives are in L2pTq. Let H8pTq “ Ş8k“0HkpTq.
For v P L1pTq, the Fourier series of v is defined byÿ
nPZ
pvpnqeinz, where pvpnq “ 1
2pi
ż pi
´pi
vpzqe´inz dz.
If v P L2pTq then its Fourier series converges to v pointwise almost everywhere. We
define the L2pTq inner product as
xv1, v2yL2pTq “ 12pi
ż pi
´pi
v1pzqv2˚ pzq dz “
ÿ
nPZ
pv1pnq pv2˚pnq.
Here and elsewhere, the asterisk means complex conjugation. The latter equality
follows from the Parseval theorem.
We extend the above to product spaces in the usual manner. In particular, we
define the Fourier series as
ˆ
ζ
v
˙
„
ÿ
nPZ
ˆpζpnqpvpnq
˙
einz and the L2pTq ˆ L2pTq inner
product asAˆ
ζ1
v1
˙
,
ˆ
ζ2
v2
˙E
L2pTqˆL2pTq
“xζ1, ζ2yL2pTq ` xv1, v2yL2pTq
“ 1
2pi
ż pi
´pi
pζ1pzqζ2˚ pzq ` v1pzqv2˚ pzqq dz.
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2. Sufficiently small, periodic wave trains
We determine periodic wave trains of the full-dispersion shallow water equations,
after normalization of parameters,
(2.1)
Btη ` Bxu` Bxpuηq “ 0,
Btu` c2wwp|Bx|qBxη ` uBxu “ 0.
Here and in the sequel, (by abuse of notation)
(2.2) cwwpκq “
c
tanhκ
κ
.
Indeed,  “ 1 turns (1.4) to (2.1); κh ÞÑ κ and gh “ 1 turn (1.2) to (2.2). We then
calculate their small amplitude expansion.
2.1. Properties of cww. Note that c
2
ww is even and real analytic, c
2
wwp0q “ 1, and
it decreases to zero monotonically away from the origin. Indeed,
tanhκ “
8ÿ
n“1
22np22n ´ 1q
p2nq! B2nκ
2n´1 “ κ´ 1
3
κ3 ` 2
15
κ5 ´ ¨ ¨ ¨ for |κ| ! 1,
where B2n is the Bernoulli number. Since
1
1` |κ| ď c
2
wwpκq ď 21` |κ| pointwise in R
by brutal force, c2wwp|Bx|q may be regarded equivalent to p1 ` |Bx|q´1 in the L2-
Sobolev space setting. In particular, c2wwp|Bx|q : HspRq Ñ Hs`1pRq for any s P R.
2.2. Periodic traveling waves. By a traveling wave of (2.1)-(2.2), we mean a
solution which propagates at a constant velocity without change of form. That
is, η and u are functions of x ´ ct for some c ą 0, the wave speed. Under the
assumption, we will go to a moving coordinate frame, changing x´ct to x, whereby
t will disappear. The result becomes, by quadrature,
´ cη ` u` uη “ p1´ c2qb1,
´ cu` c2wwp|Bx|qη ` 12u
2 “ p1´ c2qb2
for some b1, b2 P R; 1´ c2 is for convenience. We seek a periodic traveling wave of
(2.1)-(2.2). That is, η and u are 2pi periodic functions of
z :“ κx for some κ ą 0, the wave number,
and they solve
(2.3)
´ cη ` u` uη “ p1´ c2qb1,
´ cu` c2wwpκ|Bz|qη ` 12u
2 “ p1´ c2qb2.
Note that
(2.4) c2wwpκ|Bz|q : HkpTq Ñ Hk`1pTq for any κ ą 0 for any integer k ě 0.
Note that
(2.5) c2wwpκ|Bz|qeinz “ c2wwpnκqeinz for n P Z,
or, equivalently, c2wwpκ|Bz|qp1q “ 1,
c2wwpκ|Bz|qpcosnzq “ c2wwpnκq cosnz and c2wwpκ|Bz|qpsinnzq “ c2wwpnκq sinnz.
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Note that (2.3) remains invariant under
(2.6) z ÞÑ z ` z0 and z ÞÑ ´z
for any z0 P R. Hence, in particular, we may assume that η and u are even. But
(2.3) does not possess scaling invariance. Hence we may not a priori assume that
κ “ 1. Rather, the (in)stability results reported herein depend on the carrier wave
number; see Theorem 3.2 and Corollary 3.3, for instance, for details. Moreover,
(2.3) does not possess Galilean invariance. Hence we may not a priori assume that
b1 or b2 “ 0. Rather, we exploit variations of (2.3) in the b1 and b2 variables in the
course of the stability proof; see Lemma 3.1 for details. To compare, the Whitham
equation (see (1.3)) for periodic traveling waves, after normalization of parameters,
´cη ` cwwpκ|Bz|qη ` η2 “ p1´ cq2b for some b P R
remains invariant under
η ÞÑ η ` η0, c ÞÑ c´ 2η0, and p1´ cq2b ÞÑ p1´ cq2b` p1´ cqη0 ` η20
for any η0 P R; see [HJ15a], for instance.
We state an existence result for periodic traveling waves of (2.1)-(2.2) and their
small amplitude expansion.
Theorem 2.1 (Existence of sufficiently small, periodic wave trains). For any κ ą 0,
b1, b2 P R and |b1|, |b2| sufficiently small, a one parameter family of solutions of
(2.3) exists, denoted ηpa;κ, b1, b2qpzq, upa;κ, b1, b2qpzq, and cpa;κ, b1, b2q, for a P R
and |a| sufficiently small; η and u are 2pi periodic, even, and smooth in z, and c is
even in a; η, u, and c depend analytically on a, and κ, b1, b2. Moreover,
ηpa;κ, b1, b2qpzq “η0pκ, b1, b2q ` a cos z ` apb1cwwpκq ` b2q cos z(2.7a)
` a2ph0 ` h2 cos 2zq `Opapa` b1 ` b2q2q,
upa;κ, b1, b2qpzq “u0pκ, b1, b2q ` acwwpκq cos z ` 1
2
acwwpκqpb1cwwpκq ` b2q cos z(2.7b)
` a2cwwpκq
´
h0 ´ 1
2
`
´
h2 ´ 1
2
¯
cos 2z
¯
`Opapa` b1 ` b2q2q,
and
cpa;κ, b1, b2q “c0pκ, b1, b2q ` 3
4
a2cwwpκqp2h0 ` h2 ´ 1q `Opapa` b1 ` b2q2q(2.7c)
as a, b1, b2 Ñ 0;
η0pκ, b1, b2q “ b1cwwpκq ` b2 `Oppb1 ` b2q2q,(2.8a)
u0pκ, b1, b2q “ b1 ` b2cwwpκq `Oppb1 ` b2q2q,(2.8b)
and
c0pκ, b1, b2q “ cwwpκq ` b1
´1
2
c2wwpκq ` 1
¯
` 3
2
b2cwwpκq `Oppb1 ` b2q2q(2.8c)
as b1, b2 Ñ 0, where
(2.9) h0 “ 3
4
c2wwpκq
c2wwpκq ´ 1 and h2 “
3
4
c2wwpκq
c2wwpκq ´ c2wwp2κq .
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2.3. Regularity. As a preliminary, we establish the smoothness of solutions of
(2.3).
Lemma 2.2 (Regularity). If η, u P H1pTq solve (2.3) for some c ą 0, and κ ą 0,
b1, b2 P R and if c´ }u}L8pTq ě  ą 0 for some  then η, u P H8pTq.
Proof. We differentiate (2.3) to arrive at
´cη1 ` u1 ` uη1 ` u1η “ 0 and ´ cu1 ` c2wwpκ|Bz|qη1 ` uu1 “ 0,
whence
η1 “ 1` η
c´ uu
1 and u1 “ 1
c´ uc
2
wwpκ|Bz|qη1.(2.10)
Here and elsewhere, the prime means ordinary differentiation.
Note that 1c´u : H
1pTq Ñ H1pTq by hypothesis. Since η1 P L2pTq by hypothesis,
it follows from the latter equation of (2.10) and (2.4) that u1 P H1pTq. It then
follows from the former equation of (2.10) and a Sobolev inequality that η1 P H1pTq.
In other words, η, u P H2pTq. A bootstrap argument completes the proof. 
Notation. Throughout, we use
(2.11) u “
ˆ
η
u
˙
and v “
ˆ
ζ
v
˙
whenever it is convenient to do so.
2.4. An operator equation. Let f : H1pTq ˆ H1pTq ˆ R` ˆ R` ˆ R ˆ R Ñ
H1pTq ˆH1pTq such that
(2.12) fpu, c;κ, b1, b2q “
ˆ ´cη ` u` uη ´ p1´ c2qb1
´cu` c2wwpκ|Bz|qη ` 12u2 ´ p1´ c2qb2
˙
.
It is well defined by (2.4) and a Sobolev inequality. We seek a solution u P H1pTqˆ
H1pTq, c ą 0, and κ ą 0, b1, b2 P R of
(2.13) fpu, c;κ, b1, b2q “ 0
satisfying c´ }u}L8pTq ě  ą 0 for some  and, by virtue of Lemma 2.2, a solution
u P H8pTq ˆH8pTq of (2.3). Note that f is invariant under (2.6) for any z0 P R.
Hence we may assume that u is even.
For any c ą 0, and κ ą 0, b1, b2 P R, note that
Bufpu, c;κ, b1, b2q “
ˆ
u´ c 1` η
c2wwpκ|Bz|q u´ c
˙
: H1pTq ˆH1pTq Ñ H1pTq ˆH1pTq
is continuous by (2.4) and a Sobolev inequality. For any u P H1pTq ˆH1pTq, and
κ ą 0, b1, b2 P R, moreover,
Bcfpu, c;κ, b1, b2q “
ˆ´η ` 2cb1
´u` 2cb2
˙
: RÑ H1pTq ˆH1pTq
is continuous. Here (by abuse of notation) B means Fre´chet differentiation. Since
Bκfpu, c;κ, b1, b2q “
ˆ
0
1
κ psech2pκ|Bz|q ´ c2wwpκ|Bz|qq
˙
,
and
Bb1fpu, c;κ, b1, b2q “
ˆ
c2 ´ 1
0
˙
, Bb2fpu, c;κ, b1, b2q “
ˆ
0
c2 ´ 1
˙
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are continuous, likewise, f depends continuously differentiably on its arguments.
Furthermore, since the Fre´chet derivatives of f with respect to u, and c, b1, b2 of
all orders ě 3 are zero everywhere by brutal force, and since c2ww is a real analytic
function, f is a real analytic operator.
2.5. Bifurcation condition. For any c ą 0 for any κ ą 0, b1, b2 P R and |b1|, |b2|
sufficiently small, note that
(2.14)
η0pc;κ, b1, b2q “ b1c` b2 `Oppb1 ` b2q2q,
u0pc;κ, b1, b2q “ b1 ` b2c`Oppb1 ` b2q2q
make a constant solution of (2.12)-(2.13) and, hence, (2.3). Let u0 “
ˆ
η0
u0
˙
pc;κ, b1, b2q.
It follows from the implicit function theorem that if non-constant solutions of (2.12)-
(2.13) and, hence, (2.3) bifurcate from u “ u0 for some c “ c0 then, necessarily,
L0 :“ Bufpu0, c0;κ, b1, b2q : H1pTq ˆH1pTq Ñ H1pTq ˆH1pTq
is not an isomorphism. Here u0 depends on c0. But we suppress it for simplicity of
notation. Note that
(2.15) L0u1e
˘inz “
ˆ
u0 ´ c0 1` η0
c2wwpκ|Bz|q u0 ´ c0
˙
u1e
˘inz “ 0 for n P Z
for some nonzero u1 if and only if
(2.16) pc0 ´ u0q2 “ c2wwpnκqp1` η0q.
For b1 “ b2 “ 0 and, hence, η0 “ u0 “ 0 by (2.14), it simplifies to c0 “ ˘cwwpnκq
— the phase velocity of a 2pi{nκ periodic wave in the linear theory; ˘ indicate right
and left propagating waves, respectively. Without loss of generality, here we restrict
the attention to n “ 1 and we assume the ` sign. For |b1| and |b2| sufficiently small,
(2.16) becomes
c0 “ cwwpκq ` b1
´1
2
c2wwpκq ` 1
¯
` 3
2
b2cwwpκq `Oppb1 ` b2q2q.
Substituting it into (2.14), we find
η0pκ, b1, b2q “ b1cwwpκq ` b2 `Oppb1 ` b2q2q,
u0pκ, b1, b2q “ b1 ` b2cwwpκq `Oppb1 ` b2q2q.
They agree with (2.8). In the sequel, u0 “
ˆ
η0
u0
˙
pκ, b1, b2q and c0 “ c0pκ, b1, b2q.
Since cwwpκq ą cwwpnκq for n “ 2, 3, . . . pointwise in R (see Figure 1), a straight-
forward calculation reveals that for any κ ą 0, b1, b2 P R and |b1|, |b2| sufficiently
small, the H1pTq ˆ H1pTq kernel of L0 “ Bufpu0, c0;κ, b1, b2q is two dimensional
and spanned by u1e
˘iz for some nonzero u1 satisfying (2.15). Note from (2.15) and
(2.8) that
(2.17) u1 “
ˆ
1` η0
c0 ´ u0
˙
“
ˆ
1` b1cwwpκq ` b2
cwwpκq ` 12b1c2wwpκq ` 12b2cwwpκq
˙
`Oppb1 ` b2q2q
as b1, b2 Ñ 0 up to the multiplication by a constant. This agrees with (2.7a)
and (2.7b) at the order of a. By the way, in the presence of the effects of surface
tension, if cwwpκq “ cwwpnκq for some integer n ě 2 for some κ ą 0, resulting in the
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κ
Figure 1. Schematic plot of cww.
resonance of the fundamental mode and the n-th harmonic, then the kernel would
be four dimensional; see Section 5 for details.
Moreover, a straightforward calculation reveals that for any κ ą 0, b1, b2 P R and
|b1|, |b2| sufficiently small, the H1pTqˆH1pTq co-kernel of L0 is two dimensional and
spanned by uK1 e˘iz for some uK1 orthogonal to u1. In particular, L0 is a Fredholm
operator of index zero.
2.6. Lyapunov-Schmidt procedure. For any κ ą 0, b1, b2 P R and |b1|, |b2|
sufficiently small, we turn the attention to non-constant solutions of (2.12)-(2.13)
and, hence, (2.3) bifurcating from u “ u0 and c “ c0, where η0, u0, and c0 are
in (2.8). A Lyapunov-Schmidt procedure (see [Nir01, Section 2.7.6], for instance)
is instrumental for the purpose. Here the proof follows along the same line as
the arguments in [HJ15a, HP16], but with suitable modifications to accommodate
product spaces. Throughout the subsection, κ, and b1, b2 are fixed and suppressed
for simplicity of notation.
Recall fpu0, c0q “ 0, where f is in (2.12). Recall L0u1e˘iz “ 0, where L0 is in
(2.15) and u1 is in (2.17). We write that
(2.18) upzq “ u0 ` 1
2
u1paeiz ` a˚e´izq ` urpzq and c “ c0 ` cr,
and we require that a P C, ur “
ˆ
ηr
ur
˙
P H1pTq ˆH1pTq be even and
xur,u1paeiz ` a˚e´izqy “ 1
2pi
ż pi
´pi
pp1` η0qηrpzqpaeiz ` a˚e´izq(2.19)
` pc0 ´ u0qurpzqpaeiz ` a˚e´izqq dz “ 0,
and cr P R. Here and elsewhere, the asterisk means complex conjugation; x¨ , ¨y is
the L2pTq ˆ L2pTq inner product.
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Substituting (2.18) into (2.12)-(2.13), we use fpu0; c0q “ 0, and (2.15), (2.17),
and we make an explicit calculation to arrive at
L0ur “´
ˆ` 1
2 pc0 ´ u0qpaeiz ` a˚e´izq ` ur
˘ `
1
2 p1` η0qpaeiz ` a˚e´izq ` ηr
˘
1
2
`
1
2 pc0 ´ u0qpaeiz ` a˚e´izq ` ur
˘2 ˙
(2.20)
` cr
ˆ
1
2 p1` η0qpaeiz ` a˚e´izq ` ηr
1
2 pc0 ´ u0qpaeiz ` a˚e´izq ` ur
˙
“:gpur; a, a˚, crq
up to terms of order cr as cr Ñ 0. Recall that f is a real analytic operator. Hence
g depends analytically on its arguments. Clearly, gp0; 0, 0, crq “ 0 for any cr P R.
Recall that L0 is a Fredholm operator of index zero,
ker L0 “ spantu1e˘izu and co-ker L0 “ spantuK1 e˘izu,
where u1 and u
K
1 are orthogonal to each other. Let Π denote the spectral projection
of L2pTq ˆ L2pTq onto the kernel of L0. Specifically, if v “
ÿ
nPZ
ˆpζpnqpvpnq
˙
einz in the
Fourier series then
Πv “xv,u1eizyu1eiz ` xv,u1e´izyu1e´iz
“pp1` η0qppζp1qeiz ` pζp´1qe´izq ` pc0 ´ u0qppvp1qeiz ` pvp´1qe´izqqu1.
Since Πur “ 0 by (2.19), we may recast (2.20) as
(2.21) L0ur “ p1´Πqgpur; a, a˚, crq and 0 “ Πgpur; a, a˚, crq.
Moreover, L0 : p1´ΠqpH1pTq ˆH1pTqq Ñ range L0 is invertible. Specifically, if
v “
ˆ
1` η0
u0 ´ c0
˙
pv`1eiz ` v´1e´izq `
ÿ
n‰˘1
ˆpζpnqpvpnq
˙
einz,
for some constants v˘1, belongs to the range of L0 by (2.15) then
L´10 vpzq “
ˆ
0
1
˙
pv`1eiz ` v´1e´izq
`
ÿ
n‰˘1
1
pu0 ´ c0q2 ´ c2wwpnκqp1` η0q
ˆ
u0 ´ c0 ´1´ η0
´c2wwpκnq u0 ´ c0
˙ˆpζpnqpvpnq
˙
einz.
It is well defined since (2.16) holds true if and only if n “ ˘1. Hence we may recast
(2.21) as
(2.22) ur “ L´10 p1´Πqgpur; a, a˚, crq and 0 “ Πgpur; a, a˚, crq.
Clearly, L´10 p1´Πqg depends analytically on its arguments. Since gp0; 0, 0, crq “ 0
for any cr P R, it follows from the implicit function theorem that a unique solution
ur “ u2pa, a˚, crq exists to the former equation of (2.22) near ur “ 0 for a P C
and |a| sufficiently small for any cr P R. Note that u2 depends analytically on
its arguments and it satisfies (2.19) for |a| sufficiently small for any cr P R. The
uniqueness implies
(2.23) u2p0, 0, crq “ 0 for any cr P R.
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Moreover, since (2.12)-(2.13) and, hence, (2.22) are invariant under (2.6) for any
z0 P R, it follows that
(2.24)
u2pa, a˚, crqpz`z0q “ u2paeiz0 , a˚e´iz0 , crqpzq and u2pa, a˚, crqp´zq “ u2pa, a˚, crqpzq
for any z0 P R for any a P C, |a| sufficiently small, and cr P R.
To proceed, we write the latter equation of (2.22) as
Πgpu2pa, a˚, crq; a, a˚, crq “ 0
for a P C and |a| sufficiently small for any cr P R. This is solvable, provided that
(2.25) pi˘pa, a˚, crq :“ xgpu2pa, a˚, crq; a, a˚, crq,u1paeiz ˘ a˚e´izqy “ 0;
x¨ , ¨y is the L2pTqˆL2pTq inner product. We use (2.24), where z0 “ ´2 argpaq, and
(2.25) to show that
pi´pa˚, a, crq “ pi´pa, a˚, crq “ ´pi´pa˚, a, crq.
Hence pi´pa, a˚, crq “ 0 holds true for any a P C and |a| sufficiently small for any
cr P R. Moreover, we use (2.24), where z0 “ ´ argpaq, and (2.25) to show that
pi`pa, a˚, crq “ pi`p|a|, |a|, crq.
Hence it suffices to solve pi`pa, a, crq “ 0 for a, cr P R and |a| sufficiently small.
Substituting (2.20) into (2.25), where ur “ u2pa, a, crq “:
ˆ
η2
u2
˙
pa, crq, we make
an explicit calculation to arrive at
pi`pa, a, crq “: a2pcrpp1` η0q2 ` pc0 ´ u0q2q ` pirpa, crqq
for a, cr P R and |a| sufficiently small, where
pirpa, crq “ ´ a2p1` η0qppc0 ´ u0qxcos z η2pa, crq, cos zy
` p1` η0qxcos z u2pa, crq, cos zy ` a´1xpη2u2qpa, crq, cos zyq
´ 12a2pc0 ´ u0qp2pc0 ´ u0qxcos z u2pa, crq, cos zy ` a´1xu22pa, crq, cos zyq;
x¨ , ¨y means the L2pTq inner product. We merely pause to remark that pir is well
defined. Indeed, a´1η2 and a´1u2 are not singular for a P R and |a| sufficiently small
by (2.23). Clearly, pir and, hence, pi` depend analytically on their arguments. Since
pirp0, 0q “ 0 and pBcrpirqp0, 0q “ 0 by (2.23), it follows from the implicit function
theorem that a unique solution cr “ c2paq exists to pi`pa, a, crq “ 0 and, hence, the
latter equation of (2.22) near cr “ 0 for a P R and |a| sufficiently small. Clearly, c2
depends analytically on a.
To summarize,
ur “ u2pa, a, c2paqq and cr “ c2paq
uniquely solve (2.20) for a P R and |a| sufficiently small, and by virtue of (2.18),
(2.26) upaqpzq “ u0 ` au1 cos z ` u2pa, a, c2paqqpzq and cpaq “ c0 ` c2paq
uniquely solve (2.12)-(2.13) and, hence, (2.3) for a P R and |a| sufficiently small.
Note that u2 and, hence, u are 2pi periodic and even in z. Since u2 and c2 are near
0 and 0, Lemma 2.2 implies that u is smooth in z. We claim that c is even in a.
Indeed, note that (2.3) and, hence, (2.12)-(2.13) remain invariant under z ÞÑ z ` pi
by (2.6). Since pBauqp0qpzq “ u1 cos z, however, upzq ‰ upz ` piq must hold true.
Thus pBacqp0q “ 0. This proves the claim. Clearly, u and c depend analytically on
a P R and |a| sufficiently small. This completes the existence proof.
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2.7. Small amplitude expansion. It remains to verify (2.7). Throughout the
subsection, κ ą 0 is fixed and suppressed for simplicity of notation; b1, b2 P R and
|b1|, |b2| sufficiently small are fixed.
Recall from the existence proof that (2.26) depends analytically on a, b1, b2 P R
and |a|, |b1|, |b2| sufficiently small. We write that
ηpa; b1, b2qpzq “η0pb1, b2q ` ap1` η0pb1, b2qq cos z
` a2η2pzq ` a3η3pzq `Opa4 ` a2pb1 ` b2q ` apb1 ` b2q2q,
upa; b1, b2qpzq “u0pb1, b2q ` apc0 ´ u0qpb1, b2q cos z
` a2u2pzq ` a3u3pzq `Opa4 ` a2pb1 ` b2q ` apb1 ` b2q2q,
and
cpa; b1, b2q “c0pb1, b2q ` a2c2 `Opa4 ` a2pb1 ` b2q ` apb1 ` b2q2q
as a, b1, b2 Ñ 0, where η0, u0, and c0 are in (2.8), and we require that η2, u2, and
η3, u3 be 2pi periodic, even, and smooth functions of z, and c2 P R. We merely
pause to remark that η2, u2, η3, u3, and c2 do not depend on b1 and b2, whereas
η0, u0, and c0 do. In the following sections, we restrict the attention to periodic
traveling waves of (2.1)-(2.2) for a P R and |a| sufficiently small for b1 “ b2 “ 0,
and we calculate the spectrum of the associated linearized operator up to the order
of a. (The index formulae would become unwieldy when terms of order a2 were to
be added.) For the purpose, it suffices to calculate solutions explicitly up to terms
of orders a2, and ab1, ab2.
Substituting the above into (2.3), we recall that η0, u0, and c0 solve (2.3), and
we make an explicit calculation to arrive, at the order of a, at
´ c0p1` η0q cos z ` pc0 ´ u0q cos z “ 0,
´ c0pc0 ´ u0q cos z ` c2wwpκ|Bz|qp1` η0q cos z “ 0.
This holds true up to terms of orders b1 and b2 by (2.2), (2.8c), and (2.15), (2.17).
To proceed, we assume b1 “ b2 “ 0 and, hence, η0 “ u0 “ 0 and c0 “ cwwpκq by
(2.8). At the order of a2, we gather
´ c0η2 ` u2 ` c0 cos2 z “ 0,
´ c0u2 ` c2wwpκ|Bz|qη2 ` 12c20 cos2 z “ 0.
We then use (2.2), (2.8c) and we make an explicit calculation to find
(2.27) η2pzq “ h0 ` h2 cos 2z and u2pzq “ h0 ´ 1
2
`
´
h2 ´ 1
2
¯
cos 2z,
where h0 and h2 are in (2.9). Continuing, at the order of a
3, we gather
´ c0η3 ´ c2 cos z ` u3 ` u2 cos z ` c0η2 cos z “ 0,
´ c0u3 ´ c2c0 cos z ` c2wwpκ|Bz|qη3 ` c0u2 cos z “ 0.
Taking L2pTq inner products, we use (2.2) and (2.27), so that
´ c0xη3, cos zy ´ c2 ` xu3, cos zy ` h0 ´ 1
2
` 1
2
´
h2 ´ 1
2
¯
` c0
´
h0 ` 1
2
h2
¯
“ 0,
´ c0xu3, cos zy ´ c2c0 ` c2wwpκqxη3, cos zy ` c0
´
h0 ´ 1
2
` 1
2
´
h2 ´ 1
2
¯¯
“ 0.
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We then use (2.8c) and we make an explicit calculation to find
c2 “ 3
4
cwwpκqp2h0 ` h2 ´ 1q.
This completes the proof.
3. Modulational instability
Let η “ ηpa;κ, b1, b2q, u “ upa;κ, b1, b2q, and c “ cpa;κ, b1, b2q, for some a P R
and |a| sufficiently small, κ ą 0, b1, b2 P R and |b1|, |b2| sufficiently small, denote a
2pi{κ-periodic wave train of (2.1)-(2.2), whose existence follows from Theorem 2.1.
We address its stability and instability to “slow modulations.” Throughout the
section, we employ the notation of (2.11) whenever it is convenient to do so.
Well-posedness. The solution of the linear part of (2.1)-(2.2) does not possess
smoothing effects. Hence it is difficult to work out the well-posedness in spaces
of low regularities. But, for the present purpose, it suffices to solve the Cauchy
problem in some functional analytic setting. In Appendix A, we establish the local-
in-time well-posedness for (2.1)-(2.2) in HspRq ˆHs`1{2pRq for any s ą 2.
3.1. Spectral stability and instability. Intuitively, the stability of u means that
if we perturb u at time t “ 0 then the solution at later times remains near (a spatial
translate of) it. In a leading approximation, we will linearize (2.1)-(2.2) about u
in the coordinate frame moving at the speed c. Recall that u and c solve (2.3) and
z “ κx. The result becomes
Btv “ κBz
ˆ
c´ u ´1´ η
´c2wwpκ|Bz|q c´ u
˙
v.
We seek a solution of the form vpz, tq “ eλκtvpzq, λ P C, to arrive at
(3.1) λv “ Bz
ˆ
c´ u ´1´ η
´c2wwpκ|Bz|q c´ u
˙
v “: Lpa;κ, b1, b2qv,
where
L : H1pRq ˆH1pRq Ă L2pRq ˆ L2pRq Ñ L2pRq ˆ L2pRq.
We say that u is spectrally unstable to square integrable perturbations if the L2pRqˆ
L2pRq spectrum of L intersects the open right-half plane of C, and it is spectrally
stable otherwise. Note that η and u are 2pi periodic in z, but v needs not.
Note that (3.1) remains invariant under
λ ÞÑ λ˚ and v ÞÑ v˚,
where ˚ means complex conjugation, and under
λ ÞÑ ´λ and z ÞÑ ´z.
Together, the spectrum of L is symmetric with respect to the reflections in the real
and imaginary axes. Hence u is spectrally unstable if and only if the spectrum of
L is not contained in the imaginary axis.
Spectral instability reported herein promotes spatially localized and temporally
exponentially growing solutions of (2.1)-(2.2). We will investigate this in a future
publication. In stark contrast, spectral stability does not in general imply nonlinear
stability.
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3.2. Floquet characterization of the spectrum. It is well known (see [RS78,
Section 8.16] and [Chi06, Section 2.4], for instance, for details; see also [BHJ16]) that
the L2pRq ˆ L2pRq spectrum of L, which by the way involves periodic coefficients,
contains no eigenvalues. Rather, it consists of the essential spectrum. Moreover, a
nontrivial solution of (3.1) does not belong to LppRq ˆ LppRq for any p P r1,8q.
Rather, if v P L8pRq ˆ L8pRq solves (3.1) then, necessarily,
vpzq “ eiξzφpzq, where φpz ` 2piq “ φpzq,
for some ξ in the range p´1{2, 1{2s, the Floquet exponent. We take a Floquet
theory approach to characterize the L2pRq ˆ L2pRq spectrum of L in a convenient
form. By the way, L involves a nonlocal operator. Hence classical Floquet theory is
not directly applicable. Details are found in [BHJ16], for instance, and references
therein. Hence we merely hit the main points.
We begin by writing v P L2pRq as
vpzq “ 1?
2pi
ż 1{2
´1{2
´ ÿ
nPZ
pvpn` ξqeinz¯eiξz dξ “: ż 1{2
´1{2
vpξqpzqeiξz dξ,
where pv means the Fourier transform of v. It is well defined in the Schwartz class
by the Fubini theorem and the dominated convergence theorem, and it is extended
to L2pRq by a density argument. Note that vpξq P L2pTq for any ξ P p´1{2, 1{2s.
The Parseval theorem asserts that
}v}2L2pRq “ }pv}2L2pRq “ ż 1{2´1{2 }vpξq}2L2pTq dξ.
Hence v ÞÑ vpξq is an isomorphism between L2pRq and L2pp´1{2, 1{2s;L2pTqq. Let
M : L2pRq Ñ L2pRq denote a Fourier multiplier operator, defined asyMvpκq “ mpκqpvpκq
for a suitable function m, real valued and Lebesgue measurable. It is straightfor-
ward to verity that
pMvqpξq “ e´iξzMeiξzvpξq “: Mpξqvpξq
for any v P L2pRq and ξ P p´1{2, 1{2s. Note that Mpξq : L2pTq Ñ L2pTq for any ξ.
Moreover, for a suitable function f ,
pfvqpξq “ fvpξq for any v P L2pRq and ξ P p´1{2, 1{2s.
We extend this to product spaces in the usual manner. It is then straightforward
to verify that
pLvqpξq “ e´iξzLeiξzvpξq “: Lpξqvpξq
for any v P L2pRq ˆ L2pRq and ξ P p´1{2, 1{2s. Note that
Lpξq : H1pTq ˆH1pTq Ă L2pTq ˆ L2pTq Ñ L2pTq ˆ L2pTq
for any ξ P p´1{2, 1{2s.
Furthermore (see [RS78, Section 8.16], for instance, for details; see also [BHJ16]),
λ belongs to the L2pRq ˆ L2pRq spectrum of L if and only if it belongs to the
L2pTq ˆ L2pTq spectrum of Lpξq for some ξ P p´1{2, 1{2s. That is,
(3.2) λφ “ e´iξzBz
ˆ
c´ u ´1´ η
´c2wwpκ|Bz|q c´ u
˙
eiξzφ
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for some nontrivial φ P L2pTq ˆ L2pTq and ξ P p´1{2, 1{2s. Hence
specL2pRqˆL2pRqpLq “
ď
ξPr´1{2,1{2q
specL2pTqˆL2pTqpLpξqq.
Note that for any ξ P p´1{2, 1{2s, the L2pTq ˆ L2pTq spectrum of Lpξq consists of
eigenvalues with finite multiplicities. Thus we characterize the essential spectrum
of L as a one parameter family of point spectra of Lpξq for ξ P p´1{2, 1{2s.
Note that (3.2), when ˘ξ are taken in pair, remains invariant under
λ ÞÑ λ˚ and φ ÞÑ φ˚,
and under
λ ÞÑ ´λ and z ÞÑ ´z.
Hence we may assume ξ P r0, 1{2s.
3.3. Definition of modulational instability. Note that ξ “ 0 corresponds to
the same period perturbations as u. Moreover, ξ ą 0 and small corresponds to long
wavelength perturbations, whose effects are to slowly vary the period and other
wave characteristics, such as the amplitude. They supply the spectral information
of L in the vicinity of the origin in C; see [BHJ16], for instance, for details. We
then say that u is modulationally unstable if the L2pTq ˆL2pTq spectra of Lpξq are
not contained in the imaginary axis near the origin for ξ ą 0 and small, and it is
modulationally stable otherwise.
For an arbitrary ξ, one must study (3.2) numerically except for few cases — for
instance, completely integrable systems (see [BHJ16], for instance, for references).
But, for ξ ą 0 and small for λ in the vicinity of the origin in C, we may take a spec-
tral perturbation approach in [HJ15a,HP16], for instance, to address it analytically.
This is the subject of investigation here.
Notation. In the remaining of the section, κ ą 0 is suppressed for simplicity of
notation, unless specified otherwise. We assume b1 “ b2 “ 0. For nonzero b1 and b2,
one may explore in like manner. But the calculation becomes lengthy and tedious.
Hence we do not discuss the details. We use
(3.3) Lpξ, aq “ Lpξqpa;κ, 0, 0q
for simplicity of notation.
3.4. Spectra of Lpξ, 0q. We begin by discussing the L2pTq ˆ L2pTq spectra of
Lpξ, 0q for ξ P r0, 1{2s. This is the linearization of (2.1)-(2.2) about η “ u “ 0 and
c “ cwwpκq — namely, the rest state — in the moving coordinate frame.
Note from (3.2) and (2.8) that
Lpξ, 0q “ e´iξzBz
ˆ
cwwpκq ´1
´c2wwpκ|Bz|q cwwpκq
˙
eiξz.
We use (2.5) and make an explicit calculation to show that
(3.4) Lpξ, 0qepn` ξ,˘q “ iωpn` ξ,˘qepn` ξ,˘q for n P Z and ξ P r0, 1{2s,
where
(3.5)
ωpn`ξ,˘q “ pn`ξqpcwwpκq˘cwwpκpn`ξqqq and epn`ξ,˘qpzq “
ˆ
1
¯cwwpκpn` ξqq
˙
einz.
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Hence for any ξ P r0, 1{2s, the spectrum of Lpξ, 0q consists of two families of infinitely
many and purely imaginary eigenvalues, each with finite multiplicity. In particular,
the rest state of (2.1)-(2.2) is spectrally stable to square integrable perturbations.
The spectrum of the linear operator associated with the water wave problem
consists of iωpn` ξ,˘q for n P Z and ξ P r´1{2, 1{2q; see [Whi74], for instance, for
details. To compare, the spectrum of the linear operator for the Whitham equation
(see (1.3)) consists of iωpn ` ξ,´q for n P Z and ξ P r´1{2, 1{2q; see [HJ15a],
for instance, for details. Perhaps, this is because the Whitham equation merely
includes unidirectional propagation. In the following section, we discuss the effects
of bidirectional propagation in (2.1)-(2.2).
As |a| increases, the eigenvalues in (3.4) move around and they may leave the
imaginary axis to lose the spectral stability. Recall that the spectrum of Lp˘ξ, aq
is symmetric with respect to the reflections in the real and imaginary axes for any
ξ P r0, 1{2s for any a P R and admissible. Hence a necessary condition of the
spectral instability is that a pair of eigenvalues on the imaginary axis collide.
Note that the eigenfunctions in (3.4) vary, analytically, with ξ P r0, 1{2s. To
compare, the eigenfunctions of the linear operator for the Whitham equation do
not depend on ξ; see [HJ15a], for instance, for details.
To proceed, for ξ “ 0, note from (3.5) that
ωp0,`q “ ωp0,´q “ ωp1,´q “ ωp´1,´q “ 0.
Since
¨ ¨ ¨ ă ωp´3,´q ă ωp´2,´q ă0 ă ωp2,´q ă ωp3,´q ă ¨ ¨ ¨
and
¨ ¨ ¨ ă ωp´2,`q ă ωp´1,`q ă0 ă ωp1,`q ă ωp2,`q ă . . .
by brutal force, zero is an L2pTq ˆ L2pTq eigenvalue of Lp0, 0q with multiplicity
four. Note that
(3.6)
φ1pzq :“ 12 pep1,´q ` ep´1,´qqpzq “
ˆ
1
cwwpκq
˙
cos z,
φ2pzq :“ 12i pep1,´q ´ ep´1,´qqpzq “
ˆ
1
cwwpκq
˙
sin z,
φ3pzq :“ 12 ppcwwpκq ` 2qep0,`q ´ pcwwpκq ´ 2qep0,´qqpzq “
ˆ
2
´cwwpκq
˙
,
φ4pzq :“ 12 ppcwwpκq ´ 2qep0,`q ` pcwwpκq ` 2qep0,´qqpzq “
ˆ
cwwpκq
2
˙
are the associated eigenfunctions, real valued and orthogonal to each other.
For ξ ‰ 0, since ωpn ` ξ,`q increases in n ` ξ for any n P Z and ξ P p0, 1{2s,
and since ωpn ` ξ,´q decreases in n ` ξ if ´1{2 ă n ` ξ ă 1{2 and increases if
n` ξ ă ´1 or n` ξ ą 1 by brutal force, it follows that
ωp1{2,´q ď ωp0` ξ,˘q, ωp˘1` ξ,´q ď ωp1{2,`q,
and
¨ ¨ ¨ ă ωp´2` ξ,´q ă ωpξ,´q ă 0 ă ωp´1` ξ,´q ă ωp1` ξ,´q ă ωp2` ξ,´q ă ¨ ¨ ¨ ,
¨ ¨ ¨ ă ωp´2` ξ,`q ă ωp´1` ξ,`q ă 0 ă ωpξ,`q ă ωp1` ξ,`q ă ωp2` ξ,`q ă ¨ ¨ ¨ .
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Hence ωpn`ξ,˘q ‰ 0 for any n P Z and ξ P p0, 1{2s. But in Section 4.1, we observe
infinitely many collisions of purely imaginary eigenvalues of Lpξ, 0q away from the
origin. To compare, no eigenvalues of the linear operator for the Whitham equation
(see (1.3)) collide other than at the origin; see [HJ15a], for instance.
Continuing, for ξ ą 0 and sufficiently small, iωpξ,˘q and iωp˘1 ` ξ,´q are
L2pTq ˆ L2pTq eigenvalues of Lpξ, 0q in the vicinity of the origin in C. Moreover,
(by abuse of notation)
(3.7)
φ1pzq :“12
a
c2wwpκq ` 1
ˆ
ep1` ξ,´q
}ep1` ξ,´q} `
ep´1` ξ,´q
}ep´1` ξ,´q}
˙
pzq
“
ˆ
1
cwwpκq
˙
cos z ` iξ κc
1
wwpκq
c2wwpκq ` 1
ˆ´cwwpκq
1
˙
sin z ` ξ2p2 cos z `Opξ3q,
φ2pzq :“ 12i
a
c2wwpκq ` 1
ˆ
ep1` ξ,´q
}ep1` ξ,´q} ´
ep´1` ξ,´q
}ep´1` ξ,´q}
˙
pzq
“
ˆ
1
cwwpκq
˙
sin z ´ iξ κc
1
wwpκq
c2wwpκq ` 1
ˆ´cwwpκq
1
˙
cos z ` ξ2p2 sin z `Opξ3q,
φ3pzq :“12 ppcwwpκq ` 2qepξ,`q ´ pcwwpκq ´ 2qepξ,´qqpzq
“
ˆ
2
´cwwpκq
˙
` 1
6
ξ2κ2cwwpκq
ˆ
0
1
˙
`Opξ3q,
φ4pzq :“12 ppcwwpκq ´ 2qepξ,`q ` pcwwpκq ` 2qepξ,´qqpzq
“
ˆ
cwwpκq
2
˙
´ 1
3
ξ2κ2
ˆ
0
1
˙
`Opξ3q
span the associated eigenspace, orthogonal to each other, where }¨} “
b
x¨ , ¨yL2pTqˆL2pTq
and
(3.8) p2 “ 1
2
κ2
c2wwpκq ` 1
¨˚
˚˝c1wwpκq2 2c
2
wwpκq ´ 1
c2wwpκq ` 1 ´ pcwwc
2
wwqpκq
´3 pcwwpc
1
wwq2qpκq
c2wwpκq ` 1 ` c
2
wwpκq
‹˛‹‚.
Here and elsewhere, the prime means ordinary differentiation. For ξ “ 0, note that
φ1, φ2, φ3, φ4 become (3.6). Recall that cww is a real analytic function. Hence
they depend analytically on ξ P r0, 1{2s.
Note that φ1 and φ2 vary with ξ ą 0 and sufficiently small to the linear order. In
the following subsection, we take this into account and construct an eigenspace for
ξ, a ‰ 0 and sufficiently small, which varies analytically with ξ and a; see (3.10) for
details. Consequently, the spectral perturbation calculation in Section 3.6 becomes
lengthy and complicated. To compare, the eigenfunctions of the linear operator for
the Whitham equation (see (1.3)) do not depend on ξ for any a P R and admissible;
see [HJ15a], for instance, for details.
Note that φ1 and φ2 are complex valued. For real valued functions, one must take
˘ξ in pair and deal with six functions. But the spectral perturbation calculation
in Section 3.6 involves complex valued operators anyway. Hence this is not worth
the effort.
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3.5. Spectra of Lpξ, aq. We turn the attention to the L2pTq ˆ L2pTq spectra of
Lpξ, aq in the vicinity of the origin in C, for ξ P r0, 1{2s for a P R and |a| sufficiently
small.
Note from (3.2) and (2.7) that
Lpξ, aq “e´iξzBz
ˆ
c´ u ´1´ η
´c2wwpκ|Bz|q c´ u
˙
eiξz
“e´iξzBz
ˆˆ
cwwpκq ´1
´c2wwpκ|Bz|q cwwpκq
˙
` a
ˆ´cwwpκq ´1
0 ´cwwpκq
˙
cos z
˙
eiξz `Opa2q
as aÑ 0, whence
}Lpξ, aq ´ Lpξ, 0q}L2pTqˆL2pTqÑL2pTqˆL2pTq “ Opaq
as a Ñ 0 uniformly for ξ P r0, 1{2s. Recall from the previous subsection that
the L2pTq ˆ L2pTq spectrum of Lpξ, 0q contains four purely imaginary eigenvalues
iωpξ,˘q, iωp˘1 ` ξ,´q in the vicinity of the origin in C for ξ ą 0 and sufficiently
small. Since Lpξ, aq depends analytically on ξ P r0, 1{2s and a P R admissible, it
follows from perturbation theory (see [Kat76, Section 4.3.1], for instance, for details)
that the L2pTq ˆ L2pTq spectrum of Lpξ, aq contains four eigenvalues, denoted
λ1pξ, aq, λ2pξ, aq, λ3pξ, aq, λ4pξ, aq,
near the origin for ξ ą 0, a P R and ξ, |a| sufficiently small.
Moreover, a straightforward calculation reveals that
|λkpξ, 0q ´ λ`pξ, 0q| ě ω0 ą 0 for k, ` “ 1, 2, 3, 4 and k ‰ `
for any ξ ě ξ0 ą 0 for any ξ0 for some ω0. Hence it follows from perturbation
theory that λ1, λ2, λ3, λ4 remain purely imaginary for any ξ ě ξ0 ą 0 for any ξ0,
for any a P R and |a| sufficiently small. In particular, a sufficiently small, periodic
wave train of (2.1)-(2.2) is spectrally stable to “short wavelength perturbations” in
the vicinity of the origin in C. For ξ “ 0, on the other hand, we demonstrate that
four eigenvalues collide at the origin.
Lemma 3.1 (Spectrum of Lp0, aq). For a P R and |a| sufficiently small, zero is an
L2pTq ˆ L2pTq eigenvalue of Lp0, aq with algebraic multiplicity four and geometric
multiplicity three. Moreover, (by abuse of notation)
φ1pzq :“ 2c2wwpκq ` 2 ppBb1cqpBauq ´ pBacqpBb1uqqpzq(3.9a)
“
ˆ
1
cwwpκq
˙
cos z ` a
¨˚
˚˝ ´3h2 c
2
wwpκq
c2wwpκq ` 2
cwwpκq
´
1
2 ´ 3h2
1
c2wwpκq ` 2
¯‹˛‹‚
` 2a
ˆ
h2
cwwpκq
`
h2 ´ 12
˘˙ cos 2z `Opa2q,
φ2pzq :“´ 1a pBzuqpzq(3.9b)
“
ˆ
1
cwwpκq
˙
sin z ` 2a
ˆ
h2
cwwpκq
`
h2 ´ 12
˘˙ sin 2z `Opa2q,
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where h2 is in (2.9), and
φ3pzq :“ 2c2wwpκq ´ 1 ppBb1cqpBb2uq ´ pBb2cqpBb1uqqpzq(3.9c)
“
ˆ
2
´cwwpκq
˙
` a
ˆ
2
cwwpκq
˙
cos z `Opa2q,
φ4pzq :“13
c2wwpκq ` 4
cwwpκq
´
pBb2uq ` c
2
wwpκq ´ 2
c2wwpκq ` 4φ3,a
¯
pzq(3.9d)
“
ˆ
cwwpκq
2
˙
` a
ˆ
cwwpκq
1
2c
2
wwpκq
˙
cos z `Opa2q,
are the associated eigenfunctions. Specifically,
Lp0, aqφk “ 0 for k “ 1, 2, 3, and Lp0, aqφ4 “ 14apc
2
wwpκq ` 1qφ2.
For a “ 0, note that φ1, φ2, φ3, φ4 becomes (3.6). Theorem 2.1 implies that
they depend analytically on a P R and |a| sufficiently small.
Proof. Exploiting variations of (2.3) in the z, and a, b1, b2 variables, the proof is
similar to that of [HJ15a, Lemma 3.1], for instance. Here we include the details for
the sake of completeness.
Differentiating (2.3) with respect to z and evaluating the result at b1 “ b2 “ 0,
we infer from (3.1) that
Lp0, aqpBzuq “ 0.
Hence zero is an eigenvalue of Lp0, aq and Bzu is an associated eigenfunction. We
then use (2.7a) and (2.7b) to find (3.9b). By the way, this is reminiscent of that
(2.3) remains invariant under spatial translations.
Differentiating (2.3) with respect to a, and b1, b2, and evaluating at b1 “ b2 “ 0,
we infer from (3.1) that
Lp0, aqpBauq “ ´pBacqpBzuq,
and
Lp0, aqpBb1uq “ ´pBb1cqpBzuq, Lp0, aqpBb2uq “ ´pBb2cqpBzuq.
Hence
Lp0, aqppBb1cqpBauq ´ pBacqpBb1uqq “ 0 and Lp0, aqppBb1cqpBb2uq ´ pBb2cqpBb1uqq “ 0.
We then use (2.7) and (2.8) to find (3.9a) and (3.9c). Note that Bb2u is a generalized
eigenfunction. We use (2.7) and (2.8) to find (3.9d). This completes the proof. 
To recapitulate, for ξ ą 0 and sufficiently small for a “ 0, the L2pTq ˆ L2pTq
spectrum of Lpξ, 0q contains four purely imaginary eigenvalues iωpξ,˘q, iωp˘1 `
ξ,´q in the vicinity of the origin in C, and (3.7) spans the associated eigenspace,
which depends analytically on ξ. For ξ “ 0 for a P R and |a| sufficiently small,
the spectrum of Lp0, aq contains four eigenvalues at the origin, and (3.9) makes the
associated eigenfunctions, which depends analytically on a.
For ξ ą 0, a P R and ξ, |a| sufficiently small, the L2pTq ˆ L2pTq spectrum of
Lpξ, aq contains four eigenvalues λ1pξ, aq, λ2pξ, aq, λ3pξ, aq, λ4pξ, aq near the origin,
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and the associated eigenfunctions vary analytically from (3.7) and (3.9). Let (by
abuse of notation)
(3.10)
φ1pξ, aqpzq “
ˆ
1
cwwpκq
˙
cos z ` iξ κc
1
wwpκq
c2wwpκq ` 1
ˆ´cwwpκq
1
˙
sin z
` a
¨˚
˚˝ ´3h2 c
2
wwpκq
c2wwpκq ` 2
cwwpκq
´
1
2 ´ 3h2
1
c2wwpκq ` 2
¯‹˛‹‚` 2aˆ h2cwwpκq `h2 ´ 12˘
˙
cos 2z
` ξ2p2 cos z `Opξ3 ` ξ2a` a2q,
φ2pξ, aqpzq “
ˆ
1
cwwpκq
˙
sin z ´ iξ κc
1
wwpκq
c2wwpκq ` 1
ˆ´cwwpκq
1
˙
cos z
` 2a
ˆ
h2
cwwpκq
`
h2 ´ 12
˘˙ sin 2z ` ξ2p2 sin z `Opξ3 ` ξ2a` a2q,
φ3pξ, aqpzq “
ˆ
2
´cwwpκq
˙
` a
ˆ
2
cwwpκq
˙
cos z ` 1
6
ξ2κ2cwwpκq
ˆ
0
1
˙
`Opξ3 ` ξ2a` a2q,
φ4pξ, aqpzq “
ˆ
cwwpκq
2
˙
` a
ˆ
cwwpκq
1
2c
2
wwpκq
˙
cos z ´ 1
3
ξ2κ2
ˆ
0
1
˙
`Opξ3 ` ξ2a` a2q
as ξ, a Ñ 0, where h2 is in (2.9) and p2 is in (3.9b). For a “ 0, note that φ1, φ2,
φ3, φ4 become (3.7). For ξ “ 0, they become (3.9). Hence φ1, φ2, φ3, φ4 span
the eigenspace associated with λ1, λ2, λ3, λ4 up to terms of orders ξ
2 and a as ξ,
aÑ 0.
It seems impossible to uniquely determine terms of orders ξa and higher in the
eigenfunction expansion without ad hoc orthogonality conditions. Fortuitously, it
turns out that they do not contribute to the modulational instability. Hence we
may neglect them in (3.10). To compare, the eigenfunctions of the linear operator
for the Whitham equation (see (1.3)), which do not depend on ξ, extend to a ‰ 0;
see [HJ15a], for instance, for details. We are able to calculate terms of orders a2 and
higher in the eigenfunction expansion. But the index formulae become unwieldy.
Hence we do not use them in the calculation in the following subsection.
3.6. Spectral perturbation calculation. Recall that for ξ ą 0, a P R and ξ, |a|
sufficiently small, the L2pTq ˆ L2pTq spectrum of Lpξ, aq contains four eigenvalues
λ1pξ, aq, λ2pξ, aq, λ3pξ, aq, λ4pξ, aq in the vicinity of the origin in C, and (3.10)
spans the associated eigenspace up to terms of orders ξ2 and a. Let
(3.11) Lpξ, aq “
ˆxLpξ, aqφkpξ, aq,φ`pξ, aqy
xφkpξ, aq,φkpξ, aqy
˙
k,`“1,2,3,4
and
(3.12) Ipξ, aq “
ˆ xφkpξ, aq,φ`pξ, aqy
xφkpξ, aq,φkpξ, aqy
˙
k,`“1,2,3,4
,
where φ1, φ2, φ3, φ4 are in (3.10). Throughout the subsection, x , y means the
L2pTq ˆ L2pTq inner product. Note that L represents the action of Lpξ, aq on the
eigenspace associated with λ1, λ2, λ3, λ4, up to the orders of ξ
2 and a as ξ, aÑ 0,
after normalization, and I is the projection of the identity onto the eigenspace.
It follows from perturbation theory (see [Kat76, Section 4.3.5], for instance, for
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details) that for ξ ą 0, a P R and ξ, |a| sufficiently small, the roots of detpL´ λIq
coincide with the eigenvalues of Lpξ, aq up to terms of orders ξ2 and a.
For any a P R and |a| sufficiently small, we make a Baker-Campbell-Hausdorff
expansion to write
Lpξ, aq “ L0 ` iξL1 ´ 1
2
ξ2L2 `Opξ3q
as ξ Ñ 0, where
L0 “Lp0, aq “ Bz
ˆ
cwwpκq ´1
´c2wwpκ|Bz|q cwwpκq
˙
´ aBz
ˆ
cwwpκq 1
0 cwwpκq
˙
cos z `Opa2q,
L1 “rL0, zs “
ˆ
cwwpκq ´1
´rBzc2wwpκ|Bz|q, zs cwwpκq
˙
´ a
ˆ
cwwpκq 1
0 cwwpκq
˙
cos z `Opa2q,
L2 “rL1, zs “
ˆ
0 0
´rrBzc2wwpκ|Bz|q, zs, zs 0
˙
`Opa2q
as aÑ 0, and r¨, ¨s means the commutator. The latter equalities follow from (3.1),
(3.2), (2.7) and that Lpξ, aq depends analytically on ξ near ξ “ 0. We merely pause
to remark that L1 and L2 are well defined in the periodic setting even though z is
not. Indeed, rBzc2wwpκ|Bz|q, zs “ c2wwpκ|Bz|q ` rc2wwpκ|Bz|q, zsBz and
rc2wwpκ|Bz|q, zseinz “ ieinz
ÿ
m‰0
p´1q|m|`1
m
p´c2wwpκnq´c2wwpκpn`mqqqeimz for n P Z
by brutal force. One may likewise represent rrBzc2wwpκ|Bz|q, zs, zs in the Fourier
series. Unfortunately, this is not convenient for an explicit calculation. We instead
rearrange the above as
Lpξ, aq “Lp0, 0q ` iξrLp0, 0q, zs ´ ξ
2
2
rrLp0, 0q, zs, zs
´ aBz
ˆ
cwwpκq 1
0 cwwpκq
˙
cos z ´ iξa
ˆ
cwwpκq 1
0 cwwpκq
˙
cos z `Opξ3 ` ξ2a` a2q
“ : M´ aBz
ˆ
cpκq 1
0 cpκq
˙
cos z ´ iξa
ˆ
cwwpκq 1
0 cwwpκq
˙
cos z `Opξ3 ` ξ2a` a2q
(3.13)
as ξ, aÑ 0, and note that M agrees with Lpξ, 0q up to terms of order ξ2 for ξ ą 0
and sufficiently small. We then resort to (2.5) and make an explicit calculation to
find
Lpξ, 0q
ˆ
ζ
v
˙
einz “in
ˆ
cwwpκqζ ´ v
´c2wwpκnqζ ` cwwpκqv
˙
einz
` iξ
ˆ
cwwpκqζ ´ v
´ `c2wwpκnq ` κnpc2wwq1pκnq˘ ζ ` cwwpκqv
˙
einz
´ iξ2 κn
´
pc2wwq1pκnq ` 12κnpc
2
wwq2pκnq
¯
ζ
ˆ
0
1
˙
einz `Opξ3q
“M
ˆ
ζ
v
˙
einz `Opξ3q
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as ξ Ñ 0, for any constants ζ, v and n P Z. For instance, since c2wwp0q “ 1 and
pc2wwq1p0q “ 0, it follows that
M
ˆ
ζ
v
˙
“ iξ
ˆ
cwwpκqζ ´ v
cwwpκqv ´ ζ
˙
.
One may likewise calculate M
ˆ
ζ
v
˙"
cosnz
sinnz
*
explicitly up to the order of ξ2. We
omit the details.
We use (3.13), (3.10), and the above formula for M, and we make a lengthy and
complicated, but explicit, calculation to show that
Lφ1 “´ 2iξ κpcwwc1wwqpκq
ˆ
0
1
˙
cos z ` iξ κc1wwpκq
ˆ ´1
cwwpκq
˙
cos z
´ 1
2
iξa cwwpκq
ˆ
2
cwwpκq
˙
pcos 2z ` 1q ` iξa κc
1
wwpκq
c2wwpκq ` 1
ˆ
c2wwpκq ´ 1
´cwwpκq
˙
cos 2z
´ 1
2
iξa cwwpκq
¨˝
6h2
c2wwpκq ´ 1
c2wwpκq ` 2 ` 1´cwwpκq
‚˛
` 1
2
iξ acwwpκq
¨˝
2
cwwpκq
´
1´ 12κ pcwwc
1
wwqp2κq
c2wwpκq ´ c2wwp2κq
¯‚˛cos 2z
` ξ2 κp2pcwwc1wwqpκq ` κppc1wwq2 ` cwwc2wwqpκqq
ˆ
0
1
˙
sin z
´ ξ2 κcwwpκq
¨˝ ´1
cwwpκq
´
1` 2κ pcwwc
1
wwqpκq
c2wwpκq ` 1
¯‚˛sin z
` 1
2
ξ2 κ2
´
2
pcwwpc1wwq2qpκq
c2wwpκq ` 1 ´ c
2
wwpκq
¯ˆ ´1
cwwpκq
˙
sin z `Opξ3 ` ξ2a` a2q
as ξ, aÑ 0, where h2 is in (2.9). Moreover,
Lφ2 “´ 2iξ κpcwwc1wwqpκq
ˆ
0
1
˙
sin z ` iξ κc1wwpκq
ˆ ´1
cwwpκq
˙
sin z
´ 1
2
iξa cwwpκq
ˆ
2
cwwpκq
˙
sin 2z ` iξa κc
1
wwpκq
c2wwpκq ` 1
ˆ
c2wwpκq ´ 1
´cwwpκq
˙
sin 2z
` 1
2
iξa cwwpκq
¨˝
2
cwwpκq
´
1´ 12κ pcwwc
1
wwqp2κq
c2wwpκq ´ c2wwp2κq
¯‚˛sin 2z
´ ξ2 κp2cwwc1ww ` κppc1wwq2 ` cwwc2wwqqpκq
ˆ
0
1
˙
cos z
` ξ2 κcwwpκq
¨˝ ´1
cwwpκq
´
1` 2κ pcwwc
1
wwqpκq
c2wwpκq ` 1
¯‚˛cos z
´ 1
2
ξ2 κ2
´
2
pcwwpc1wwq2qpκq
c2wwpκq ` 1 ´ c
2
wwpκq
¯ˆ ´1
cwwpκq
˙
cos z `Opξ3 ` ξ2a` a2q,
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and
Lφ3 “iξ
ˆ
3cwwpκq
´c2wwpκq ´ 2
˙
´ 2iξa κpcwwc1wwqpκq
ˆ
0
1
˙
cos z `Opξ3 ` ξ2a` a2q,
Lφ4 “iξ
ˆ
c2wwpκq ´ 2
cwwpκq
˙
` 1
2
apc2wwpκq ` 4q
ˆ
1
cwwpκq
˙
sin z
´ 1
2
iξa
ˆ
c2wwpκq ` 4
cwwpκqpc2wwpκq ` 4` 2κpcwwc1wwqpκqq
˙
cos z `Opξ3 ` ξ2a` a2q
as ξ, aÑ 0.
To proceed, we take the L2pTq ˆ L2pTq inner products of the above and (3.10),
and we make a lengthy and complicated, but explicit, calculation to show that
xLφ1,φ1y “xLφ2,φ2y
“ ´ 1
2
iξ κc1wwpκqpc2wwpκq ` 1q `Opξ3 ` ξ2a` a2q,
xLφ1,φ2y “ ´ xLφ2,φ1y
“1
2
ξ2
´
κc1wwpκq ` 12κ
2c2wwpκq
¯
pc2wwpκq ` 1q `Opξ3 ` ξ2a` a2q,
xLφ1,φ3y “ 2cwwpκqxLφ1,φ4y
“ ´ 3iξa
´
2h2cpκqc
2
wwpκq ´ 1
c2wwpκq ` 2 ` cwwpκq `
1
6
κc1wwpκqpc2wwpκq ` 2q
¯
`Opξ3 ` ξ2a` a2q
as ξ, aÑ 0, where h2 is in (2.9). Moreover,
xLφ2,φ3y “xLφ2,φ4y “ 0`Opξ3 ` ξ2a` a2q,
xLφ3,φ1y “ ´ iξa cwwpκq
´
6h2
c2wwpκq ` 1
c2wwpκq ` 2 `
1
2
pc2wwpκq ` 2q ` 2κpcwwc1wwqpκq
¯
`Opξ3 ` ξ2a` a2q,
xLφ3,φ2y “0`Opξ3 ` ξ2a` a2q,
xLφ3,φ3y “iξcwwpκqpc2wwpκq ` 8q `Opξ3 ` ξ2a` a2q,
xLφ3,φ4y “xLφ4,φ3y “ iξpc2wwpκq ´ 4q `Opξ3 ` ξ2a` a2q,
and
xLφ4,φ1y “ ´ iξa
´1
4
pc4ww ` 3c2wwqpκq ` 1` 3h2c2wwpκqc
2
wwpκq ´ 1
c2wwpκq ` 2 `
1
2
κpc3wwc1wwqpκq
¯
`Opξ3 ` ξ2a` a2q,
xLφ4,φ2y “14apc
2
wwpκq ` 4qpc2wwpκq ` 1q `Opξ3 ` ξ2a` a2q,
xLφ4,φ4y “iξc3wwpκq `Opξ3 ` ξ2a` a2q
as ξ, aÑ 0, where h2 is in (2.9).
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Continuing, we take the L2pTqˆL2pTq inner products of (3.10) and we make an
explicit calculation to show that
xφ1,φ1y “xφ2,φ2y “ 12 pc
2
wwpκq ` 1q ´ 34ξ
2κ2
c1wwpκq2
c2wwpκq ` 1 `Opξ
3 ` ξ2a` a2q,
xφ1,φ2y “xφ2,φ1y “ 0`Opξ3 ` ξ2a` a2q,
xφ1,φ3y “xφ3,φ1y “ a
´
1´ 3h2 c
2
wwpκq
c2wwpκq ` 2
¯
`Opξ3 ` ξ2a` a2q,
xφ1,φ4y “xφ4,φ1y “ 14a cwwpκqpc
2
wwpκq ` 6´ 12h2q `Opξ3 ` ξ2a` a2q
as ξ, aÑ 0, where h2 is in (2.9). Moreover,
xφ2,φ3y “xφ3,φ2y “ 2xφ2,φ4y “ 2xφ4,φ2y “ 12 iξa
κpcwwc1wwqpκq
c2wwpκq ` 1 `Opξ
3 ` ξ2a` a2q,
xφ3,φ3y “xφ4,φ4y “ c2wwpκq ` 4`Opξ3 ` ξ2a` a2q,
xφ3,φ4y “xφ4,φ3y “ 0`Opξ3 ` ξ2a` a2q
as ξ, aÑ 0.
Together, (3.11) becomes
Lpξ, aq “1
4
apc2wwpκq ` 1q
¨˚
˚˝0 0 0 00 0 0 0
0 0 0 0
0 1 0 0
‹˛‹‚
` iξ
¨˚
˚˚˚˚
˚˝
´κc1wwpκq 0 0 0
0 ´κc1wwpκq 0 0
0 0 cwwpκqc
2
wwpκq ` 8
c2wwpκq ` 4
c2wwpκq ´ 4
c2wwpκq ` 4
0 0
c2wwpκq ´ 4
c2wwpκq ` 4
c3wwpκq
c2wwpκq ` 4
‹˛‹‹‹‹‹‚
` iξaL
¨˚
˚˝0 0 2 cwwpκq0 0 0 0
0 0 0 0
0 0 0 0
‹˛‹‚´ iξa 1c2wwpκq ` 4
¨˚
˚˝ 0 0 0 00 0 0 0
L31 0 0 0
L41 0 0 0
‹˛‹‚
` 1
2
ξ2κp2c1wwpκq ` κc2wwpκqq
¨˚
˚˝ 0 1 0 0´1 0 0 0
0 0 0 0
0 0 0 0
‹˛‹‚`Opξ3 ` ξ2a` a2q
(3.14)
as ξ, aÑ 0, where
L “´ 3cwwpκq
c2wwpκq ` 1
ˆ
2h2
c2wwpκq ´ 1
c2wwpκq ` 2 ` 1
˙
´ 1
2
κc1wwpκqc
2
wwpκq ` 2
c2wwpκq ` 1 ,
L31 “cwwpκq
ˆ
6h2
c2wwpκq ` 1
c2wwpκq ` 2 `
1
2
pc2wwpκq ` 2q ` 2κpcwwc1wwqpκq
˙
,
L41 “1
4
pc4wwpκq ` 3c2wwpκq ` 4q ` 3h2c2wwpκqc
2
wwpκq ´ 1
c2wwpκq ` 2 `
1
2
κpc3wwc1wwqpκq,
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and h2 is in (2.9). Moreover, (3.12) becomes
Ipξ, aq “I` a 2
c2wwpκq ` 1
¨˚
˚˝˚˚0 0 1´ 3h2 c
2
wwpκq
c2wwpκq ` 2 cwwpκq
`
1
4c
2
wwpκq ` 32 ´ 3h2
˘
0 0 0 0
0 0 0 0
0 0 0 0
‹˛‹‹‹‚
` a 1
c2wwpκq ` 4
¨˚
˚˝˚˚ 0 0 0 00 0 0 0
1´ 3h2 c
2
wwpκq
c2wwpκq ` 2 0 0 0
cwwpκq
`
1
4c
2
wwpκq ` 32 ´ 3h2
˘
0 0 0
‹˛‹‹‹‚
´ 1
2
iξa
κpcwwc1wwqpκq
pc2wwpκq ` 1q2pc2wwpκq ` 4q
¨˚
˚˝0 0 0 00 0 2pc2wwpκq ` 4q c2wwpκq ` 4
0 c2wwpκq ` 1 0 0
0 c2wwpκq ` 1 0 0
‹˛‹‚
`Opξ3 ` ξ2a` a2q
(3.15)
as ξ, a Ñ 0, where I means the 4 ˆ 4 identity matrix. Note that the coefficient
matrices are explicit functions of κ.
For a “ 0, (3.14) and (3.15) become
Lpξ, 0q “iξ
¨˚
˚˚˚˚
˚˝
´κc1wwpκq 0 0 0
0 ´κc1wwpκq 0 0
0 0 cwwpκqc
2
wwpκq ` 8
c2wwpκq ` 4
c2wwpκq ´ 4
c2wwpκq ` 4
0 0
c2wwpκq ´ 4
c2wwpκq ` 4 cwwpκq
c2wwpκq
c2wwpκq ` 4
‹˛‹‹‹‹‹‚
` 1
2
ξ2κp2c1wwpκq ` κc2wwpκqq
¨˚
˚˝ 0 1 0 0´1 0 0 0
0 0 0 0
0 0 0 0
‹˛‹‚`Opξ3q
and Ipξ, 0q “ I as ξ Ñ 0. It is then easy to verify that the roots of detpL´λIqpξ, 0q
coincide with the eigenvalues iωp˘1 ` ξ,´q and iωpξ,˘q of Lpξ, 0q up to terms of
order ξ2 for ξ ą 0 and sufficiently small. For ξ “ 0, (3.14) and (3.15) become
Lp0, aq “ 1
4
apc2wwpκq ` 1q
¨˚
˚˝0 0 0 00 0 0 0
0 0 0 0
0 1 0 0
‹˛‹‚`Opa2q
and Ip0, aq “ I`Opaq for aÑ 0. This is reminiscent of the Jordan block structure
of Lp0, aq; see Lemma 3.1.
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3.7. Modulational instability index. We turn the attention to the roots of
detpL´λIqpξqpa;κ, 0, 0q
“p4pξ, a;κqλ4 ` ip3pξ, a;κqλ3 ` p2pξ, a;κqλ2 ` ip1pξ, a;κqλ` p0pξ, a;κq
“:ppλqpξ, a;κq
(3.16)
for ξ ą 0, a P R and ξ, |a| sufficiently small for κ ą 0, where L and I are in
(3.14) and (3.15). Recall that they coincide with the L2pTq ˆ L2pTq eigenvalues of
Lpξqpa;κ, 0, 0q in the vicinity of the origin in C up to terms of orders ξ2 and a as
ξ, aÑ 0.
Note that p0, p1, . . . , p4 depend analytically on ξ, a, and κ for any ξ ą 0 and |a|
sufficiently small for any κ ą 0. Recall that the spectrum of Lpξ, aq is symmetric
with respect to the reflection in the imaginary axis for any ξ P r0, 1{2s and a P R
admissible for any κ ą 0. Hence p0, p1, . . . , p4 are real valued. Recall that
specLpξ, aq˚ “ specLp´ξ, aq.
Hence p1 and p3 are even in ξ, whereas p0, p2, p4 are odd. Moreover, the spectrum
of Lpξ, aq remains invariant under a ÞÑ ´a by (2.6) for any ξ P r0, 1{2s and a P R
admissible for any κ ą 0. Hence p0, p1, . . . , p4 are even in a.
For ξ “ 0, Lemma 3.1 implies that λ “ 0 is a root of pp0, a;κq with multiplicity
four for any a P R and |a| sufficiently small for any κ ą 0. Likewise, ξ “ 0 is a root
of pp¨ , a;κqp0q with multiplicity four. Thus we may define
qp´iξλqpξ, a;κq “ ξ4pq4pξ, a;κqλ4´q3pξ, a;κqλ3´q2pξ, a;κqλ2`q1pξ, a;κqλ`q0pξ, a;κqq,
where
(3.17) pkpξ, a;κq :“ ξ4´kqkpξ, a;κq for k “ 0, 1, . . . , 4.
Note that q0, q1, . . . , q4 are real valued and depend analytically on ξ, a, and κ for
any ξ ą 0 and |a| sufficiently small for any κ ą 0. Moreover, they are odd in ξ and
even in a. For a P R and |a| sufficiently small for κ ą 0, by virtue of Section 3.3,
a sufficiently small, periodic wave train ηpa;κ, 0, 0q, upa;κ, 0, 0q and cpa;κ, 0, 0q of
(2.1)-(2.2) is modulationally unstable, provided that q possesses a pair of complex
roots for ξ ą 0 and small.
Let
∆0 “256q34q30 ´ 192q24q3q1q20 ´ 128q24q22q20 ` 144q24q2q21q0
´ 27q24q41 ` 144q4q23q2q20 ´ 6q4q23q21q0 ´ 80q4q3q22q1q0
` 18q4q3q2q31 ` 16q4q42q0 ´ 4q4q32q21 ´ 27q43q20 ` 18q33q2q1q0
´ 4q33q31 ´ 4q23q32q0 ` q23q22q21 ,
and
∆1 “´ 8q4q2 ´ 3q23 ,
∆2 “64q34q0 ´ 16q24q22 ´ 16q4q23q2 ` 16q24q3q1 ´ 3q43 .
They classify the nature of the roots of the quartic polynomial q. Specifically, if
∆0 ă 0 then the roots of q are distinct, two real and two complex. If ∆0 ą 0 and
∆1 ě 0 then the roots are distinct and complex. If ∆0 ą 0 and if ∆1 ă 0, ∆2 ą 0
then the roots of q are distinct and complex. If ∆0 ą 0 and if ∆1 ă 0, ∆2 ă 0, on
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the other hand, then the roots are distinct and real. If ∆0 “ 0 then at least two
roots are equal; see [HP16], for instance, for a complete proof. Note that ∆0 is the
discriminant of q.
Note that ∆0, ∆1, ∆2 are even in ξ and a. We may write
∆0pξ, a;κq “:∆0pξ, 0;κq ` a2∆pκq `Opa2pξ2 ` a2qq,
and
∆1pξ, a;κq “∆1pξ, 0;κq `Opa2q,
∆2pξ, a;κq “∆2pξ, 0;κq `Opa2q
as a Ñ 0 for any ξ ą 0 and sufficiently small for any κ ą 0. We then use (3.14),
(3.15), (3.16), (3.17), and we make a Mathematica calculation to show that
∆0pξ, 0;κq “4ξ2κ2pppκcwwpκqq1q2 ´ 1q4ppκcwwpκqq2q2 `Opξ4q ą 0,
and
∆1pξ, 0;κq “ ´ 4p2` pcwwpκq ` κc1wwpκqq2q `Opξ2q ă 0,
∆2pξ, 0;κq “ ´ 16p1` 2pcwwpκq ` κc1wwpκqq2q `Opξ2q ă 0
as ξ Ñ 0 for any κ ą 0. Therefore, for a P R, |a| sufficiently small and fixed, if
∆pκq ă 0 for some κ ą 0 then it is possible to find a sufficiently small ξ0 ą 0 such
that ∆0pξ, a;κq ă 0 and ∆1, ∆2 ă 0 for ξ P p0, ξ0q. Hence q possesses two real and
two complex roots for ξ P p0, ξ0q, implying the modulational instability. We pause to
remark that one must take ξ small enough so that a2∆pκq dominates ∆0pξ, 0;κq “
Opξ2q. That means, the modulational instability is a nonlinear phenomenon. If
∆ ě 0, on the other hand, then ∆0 ą 0 and ∆1, ∆2 ă 0 for ξ ą 0 sufficiently small.
Hence the roots of q are real for ξ ą 0 sufficiently small. Recall from Section 3.5
the spectral stability in the vicinity of the origin in C for ξ away from zero. Hence
this implies the spectral stability in the vicinity of the origin in C.
We use (3.14), (3.15), (3.16), (3.17), and we make a Mathematica calculation to
find ∆ explicitly, whereby we derive a modulational instability index for (2.1)-(2.2).
We summarize the conclusion.
Theorem 3.2 (Modulational instability index). A sufficiently small, 2pi{κ-periodic
wave train of (2.1)-(2.2) is modulationally unstable, provided that
(3.18) ∆pκq :“ i1pκqi2pκq
i3pκq i4pκq ă 0,
where
i1pκq “pκcwwpκqq2,(3.19a)
i2pκq “ppκcwwpκqq1q2 ´ 1,(3.19b)
i3pκq “c2wwpκq ´ c2wwp2κq,(3.19c)
and
i4pκq “3c2wwpκq ` 5c4wwpκq ´ 2c2wwp2κqpc2wwpκq ` 2q(3.19d)
` 18κc3wwpκqc1wwpκq ` κ2pc1wwq2pκqp5c2wwpκq ` 4c2wwp2κqq.
It is spectrally stable to square integrable perturbations in the vicinity of the origin
in C otherwise.
30 HUR AND PANDEY
Theorem 3.2 elucidates four resonance mechanisms which contribute to the sign
change in ∆ and, ultimately, the change in the modulational stability and instability
for (2.1)-(2.2). Note that
˘cwwpκq “the phase velocity and ˘pκcwwpκqq1 “the group velocity
in the linear theory, where ˘ mean right and left propagating waves, respectively.
Specifically,
(R1) i1pκq “ 0 at some κ; that is, the group velocity achieves an extremum at
the wave number κ;
(R2) i2pκq “ 0 at some κ; that is, the group velocity at the wave number κ
coincides with the phase velocity in the long wave limit as κÑ 0, resulting
in the “resonance of short and long waves;”
(R3) i3pκq “ 0 at some κ; that is, the phase velocities of the fundamental mode
and the second harmonic coincide at the wave number κ, resulting in the
“second harmonic resonance;”
(R4) i4pκq “ 0 at some κ.
Resonances (R1), (R2), (R3) are determined by the dispersion relation in the linear
theory. For instance, i1, i2, i3 appear in an index formula for (1.8) and (1.2) (or
(2.2)), which shares the dispersion relation in common with (2.1)-(2.2); see [HP16]
for details. Moreover, i2 appears in [BM95], albeit implicitly. Resonance (R4),
on the other hand, results from a rather complicated balance of the dispersion and
nonlinear effects. For (1.8), for instance, i4 is replaced by 2i3`c2wwp2κqi2; see [HP16]
for details. To compare, a modulational instability index for the Whitham equation
(see [HJ15a,HJ15b], for instance)
pκcwwpκqq2ppκcwwpκqq1 ´ 1q
cwwpκq ´ cwwp2κq pκcwwpκqq
1 ´ 1` 2pcwwpκq ´ cwwp2κqq
elucidates the same resonance mechanisms which contribute to the change in the
modulational stability and instability, but in unidirectional propagation.
3.8. Critical wave number. Since pκcwwpκqq1 ă 1 for any κ ą 0 and decreases
monotonically over the interval p0,8q by brutal force, i1pκq ă 0 and i2pκq ă 0 for
any κ ą 0. Since cwwpκq ą 0 for any κ ą 0 and decreases monotonically over the
interval p0,8q (see Figure 1), i3pκq ą 0 for any κ ą 0. Hence the sign of ∆ coincides
with that of i4. By the way, i1, i2, i3 may change their signs in the presence of the
effects of surface tension; see Section 5 for details.
We use (3.19d) and make an explicit calculation to show that
lim
κÑ0`
i4pκq?
κ
5 “ 9 and limκÑ8κi4pκq “ ´3.
Hence ∆pκq ą 0 for κ ą 0 sufficiently small, implying the modulational stability,
and it is negative for κ ą 0 sufficiently large, implying the spectral stability in the
vicinity of the origin in C. Moreover, the intermediate value theorem asserts a root
of i4, which changes the modulational stability and instability.
It is difficult to analytically study the sign of i4 further. On the other hand, a
numerical evaluation of (3.19d) reveals a unique root κc, say, of i4 over the interval
p0,8q (see Figure 2) such that i4pκq ą 0 if 0 ă κ ă κc and it is negative if
κc ă κ ă 8. Upon close inspection (see Figure 3), moreover, κc “ 1.610 . . . . We
summarize the conclusion.
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Figure 2. The graph of i4pκq for κ P p0, 2q.
0.5 1.0 1.5 2.0
κ
-0.2
0.2
0.4
0.6
0.8
1.0
Figure 3. The graph of i4p1.61κ´1q for κ P p0, 2q.
Corollary 3.3 (Critical wave number). A sufficiently small, 2pi{κ-periodic wave
train of (2.1)-(2.2) is modulationally unstable if κ ą κc, where κc “ 1.610 . . . is a
unique root of i4 in (3.19d) over the interval p0,8q. It is spectrally stable to square
integrable perturbations in the vicinity of the origin in C if 0 ă κ ă κc.
Corollary 3.3 qualitatively states the Benjamin-Feir instability of a Stokes wave.
Fortuitously, the critical wave number compares reasonably well with that in [BH67,
Whi67] and [BM95]. The critical wave number for the Whitham equation (see (1.3))
is 1.146 . . . ; see [HJ15a], for instance.
We point out that the critical wave number in [BH67, Whi67] and [BM95] was
determined by an approximation of the numerical value of some explicit function
of κ, which seems difficult to calculate analytically. Therefore, it is not surprising
that the proof of Corollary 3.3 ultimately relies on a numerical evaluation of the
modulational instability index (3.18).
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4. Stability and instability away from the origin
Let η “ ηpa;κ, 0, 0q, u “ upa;κ, 0, 0q, and c “ cpa;κ, 0, 0q, for some a P R and
|a| sufficiently small for some κ ą 0, denote a 2pi{κ-periodic wave train of (2.1)-
(2.2) near the rest state, whose existence follows from Theorem 2.1. In the previous
section, we studied the spectrum of the associated linearized operator in the vicinity
of the origin in C, whereby we determined its modulational stability and instability.
We turn the attention to the spectral stability and instability away from the origin.
Throughout the section, we employ the notation in the previous section.
4.1. Collision condition. Recall from Section 3.4 that
Lpξ, 0qepn` ξ,˘q “ iωpn` ξ,˘qepn` ξ,˘q for n P Z and ξ P r0, 1{2s,
where
ωpn`ξ,˘q “ pn`ξqpcwwpκq˘cwwpκpn`ξqqq and epn`ξ,˘qpzq “
ˆ
1
¯cwwpκpn` ξq
˙
einz
for κ ą 0. Recall that iωp0,˘q “ iωp˘1,´q “ 0 and iωpn ` ξ,˘q ‰ 0 otherwise.
Moreover, no collisions take place among iωpn ` ξ,`q’s or among iωpn ` ξ,´q’s
except at the origin. But
iωpn1 ` ξ,´q “ iωpn2 ` ξ,`q ‰ 0 for some n1, n2 P Z and ξ P p0, 1{2s
for some κ ą 0 if and only if
(4.1) pn1 ` ξqcwwpκpn1 ` ξqq ` pn2 ` ξqcpκpn2 ` ξqq “ pn1 ´ n2qcwwpκq.
We claim that iωpn1 ` ξ,´q and iωpn2 ` ξ,`q do not collide for any n1, n2 P Z
such that |n1 ´ n2| “ 1 and ξ P p0, 1{2s for any κ ą 0. Suppose on the contrary
that iωpn1 ` ξ,´q “ iωpn2 ` ξ,`q for some n1, n2 P Z such that |n1 ´ n2| “ 1
and ξ P p0, 1{2s for some κ ą 0. Assume for now n1 “ n2 ` 1 and n2 ě 0. Since
n2 ` 1` ξ ě 1 and since zcwwpzq ą 0 and increases monotonically over the interval
p0,8q, it follows that
pn2 ` 1` ξqcwwpκpn2 ` 1` ξqq ` pn2 ` ξqcwwpκpn2 ` ξqq ą cwwpκq
for any integer n2 ě 0 and ξ P p0, 1{2s for any κ ą 0. This contradicts (4.1). One
may repeat the argument for n1, n2 ă 0. This proves the claim.
To proceed, a numerical evaluation of (4.1) reveals that iωpn1` ξ,´q “ iωpn2`
ξ,`q for some n1, n2 P Z such that |n1 ´ n2| “ 2 and ξ P p0, 1{2s and for some
κ ą 0 if and only if n1 “ 2 and n2 “ 0. Such a collision takes place for any κ ą 0
at some ξ P p0, 1{2s depending on κ; see Figure 4.
Moreover, iωpn1`ξ,´q “ iωpn2`ξ,`q for some n1, n2 P Z such that |n1´n2| “ 3
and ξ P p0, 1{2s for some κ ą 0 if and only if n1 “ 0 and n2 “ 3, or else n1 “ ´1 and
n2 “ ´4. Together, such a collision takes place for any κ ą 0 at some ξ P p0, 1{2s
depending on κ; see Figure 5.
Continuing, a numerical evaluation of (4.1) reveals five collisions for |n1´n2| “ 4
when pn1,´q “ p0,´q and pn2,`q “ p4,`q, p´1,´q and p´5,`q, p1,´q and p5,`q,
p´2,´q and p´6,`q, p2,´q and p6,`q. Together, such a collision takes place for
any κ ą 0 at some ξ P p0, 1{2s depending on κ; see Figure 6.
Indeed, for any κ ą 0 for any integer n ě 2, it is possible to find n1, n2 P Z
such that iωpn1 ` ξ,´q “ iωpn2 ` ξ,`q for some ξ P p0, 1{2s and |n1 ´ n2| “ n.
The number of collisions increases as |n1 ´ n2| increases. Therefore, iωpn1 ` ξ,´q
and iωpn` ξ,`q collide for infinitely many n1, n2 P Z. In Table 1, we record some
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Figure 4. κ vs. ξ when iωp2` ξ,´q and iωp0` ξ,`q collide.
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Figure 5. κ vs. ξ when iωpn1`ξ,´q and iωpn2`ξ,`q collide for
|n1´n2| “ 3. Along Curve 1, pn1,´q “ p0,´q and pn2,`q “ p3,`q
collide. Curve 2 represents the collision for p´1,´q and p´4,`q.
n1, n2 P Z (n1, n2 ě 0) and ξ P p0, 1{2s for which iωpn1 ` ξ,´q and iωpn2 ` ξ,`q
collide for κ “ 1.
The spectrum of the linear operator associated with the water wave problem
in the finite depth (see [DO11, AN14], for instance, for details) contains infinitely
many collisions of purely imaginary eigenvalues, which align with the collisions of
iωpn1 ` ξ,´q and iωpn2 ` ξ,`q for (2.1)-(2.2). To compare, no eigenvalues of the
linear operator for the Whitham equation (see (1.3)) collide other than at the origin;
see [HJ15a], for instance, for details.
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Figure 6. κ vs. ξ when iωpn1 ` ξ,´q and iωpn2 ` ξ,`q collide
for |n1 ´ n2| “ 4. Curves 1 through 5 represent the collisions for
pn1,´q “ p0,´q and pn2,`q “ p4,`q, p´1,´q and p´5,`q, p1,´q
and p5,`q, p´2,´q and p´6,`q, p2,´q and p6,`q, respectively.
n1 n2 ξ
2 0 0.261. . .
1 5 0.473. . .
4 10 0.184. . .
6 13 0.158. . .
11 20 0.250. . .
14 24 0.368. . .
26 39 0.006. . .
Table 1. Some n1, n2, and ξ when iωpn1`ξ,´q and iωpn2`ξ,`q
collide for κ “ 1 .
4.2. Signature calculation. The linear equation associated with (2.1)-(2.2) in
the moving coordinate frame may be written in Hamiltonian form as
Btu “
ˆ
0 ´Bz
´Bz 0
˙
δHpuq,
where
Hpuq “
ż ´1
2
ηc2wwpκ|Bz|qη ` 12u
2 ´ cηu
¯
dz
and δ means variational differentiation. By the way, to the best of the authors’
knowledge, the Hamiltonian structure for (2.1)-(2.2) itself is not understood. In
contrast, (1.9) and (1.2) (or (2.2)) are a Hamiltonian system. But the well-posedness
for (1.9) is not understood, whence it is not suitable for the purpose of describing
wave propagation. Note that the modulational instability proof in the previous
section makes no use of Hamiltonian structure.
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If iωpn` ξ,˘q for some n P Z and ξ P r0, 1{2s is a nonzero and purely imaginary
eigenvalue of
Lpξ, 0q “
ˆ
0 ´Bz ` iξ
´Bz ` iξ 0
˙
e´iξz
ˆ ´cwwpκq 1
c2wwpκ|Bz|q ´cwwpκq
˙
eiξz
“
ˆ
0 ´Bz ` iξ
´Bz ` iξ 0
˙
e´iξzδ2Hp0qeiξz
(see (3.2) and (2.8)) then e´iξzδ2Hp0qeiξz defines a non-degenerate quadratic form
on the associated eigenspace. If the eigenvalue is simple then the eigenspace is
spanned by epn` ξ,˘q, and
xe´iξzδ2Hp0qeiξzepn` ξ,˘q, epn` ξ,˘qy “ ¯ 2cwwpκpn` ξqqpcwwpκq ˘ cwwpκpn` ξqqq
“ ¯ 2κωpn` ξ,˘q,
where x¨ , ¨y means the L2pTq ˆ L2pTq inner product. This is either positive or
negative, called the Krein signature. It is straightforward to verify that the Krein
signature is positive for
(4.2) iωpn` ξ,´q for n “ ´1 or n ě 1 and iωpn` ξ,`q for n ě 0,
and negative for
(4.3) iωpn` ξ,´q for n “ 0 or n ď ´2 and iωpn` ξ,`q for n ě ´1
for any ξ P r0, 1{2s. The eigenvalue remains simple and the Krein signature does not
change, as parameters vary, so long as it does not collide with another eigenvalue;
see [MS86], for instance, for details.
It is well known (see [MS86], for instance, and reference therein) that a necessary
condition for spectral instability is that a pair of eigenvalues on the imaginary axis
with opposite signature collide, unless they are at the origin. Note from (4.1), and
(4.2), (4.3) that the signatures of all colliding eigenvalues of Lpξ, 0q are opposite,
unless they are at the origin. For the zero eigenvalue, the Krein signature calculation
becomes inconclusive. But in the previous section, we made a spectral perturbation
calculation and determined the modulational stability and instability.
4.3. Spetra of Lpξ0 ` ξ, 0q and Lpξ0, aq. Let
iωpn1 ` ξ0,´q “ iωpn2 ` ξ0,`q “: iω0
for some n1, n2 P Z and ξ0 P p0, 1{2s for some κ ą 0, denote a nonzero and purely
imaginary, colliding L2pTqˆL2pTq eigenvalue of Lpξ0, 0q. Recall that epn1` ξ0,´q
and epn2`ξ0,`q are the associated eigenfunctions, complex valued and orthogonal
to each other. For ξ, a P R and |ξ|, |a| sufficiently small, we calculate the spectra
of Lpξ0 ` ξ, 0q and Lpξ0, aq in the vicinity of iω0 in C.
For real valued functions, one must take ˘ξ0 in pair (and, hence, ˘iω0) and
deal with four functions. But the spectral perturbation calculation in the following
subsection involves complex valued operators anyway. Hence this is not worth the
effort.
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Notation. In the remaining of the section, κ ą 0 and ξ0 P p0, 1{2s are suppressed
for simplicity of notation, unless specified otherwise. We use
(4.4) c0 “ cwwpκq and cn,ξ “ cwwpκpn` ξ0 ` ξqq
and
(4.5) C0 “
ˆ
c0 1
0 c0
˙
and Cn,ξ “
ˆ
c0 ´1
´c2n,ξ c0
˙
for simplicity of notation.
For ξ P R and |ξ| sufficiently small, note from (3.4) that iωpn1 ` ξ0 ` ξ,´q and
iωpn2 ` ξ0 ` ξ,`q are L2pTq ˆ L2pTq eigenvalues of Lpξ0 ` ξ, 0q in the vicinity of
iω0 in C, and
(4.6)
ψ1pzq :“ epn1 ` ξ0 ` ξ,´q “
ˆ
1
cn1,ξ
˙
ein1z,
ψ2pzq :“ epn2 ` ξ0 ` ξ,`q “
ˆ
1
´cn2,ξ
˙
ein2z
are the associated eigenfunctions, complex valued and orthogonal to each other.
As |a| increases, two eigenvalues at iω0 of Lpξ0, 0q may move around and the
associated eigenfunctions vary, analytically, from epn1 ` ξ0,´q and epn2 ` ξ0,`q.
For a P R and |a| sufficiently small, we calculate the small amplitude expansion of
the eigenvalues and eigenfunctions of Lpξ0, aq up to terms of order a. To compare,
Lemma 3.1 implies that as a varies, zero persists to be an eigenvalue of Lp0, aq and
one may exploit the variations of (2.3) to find the associated eigenfunctions to any
order in a. Let (by abuse of notation)
(4.7) Lpξ0, aqψkpaq “ λpaqψkpaq for k “ 1, 2,
where
(4.8)
λpaq “ iω0 ` aλ1 `Opa2q and ψkpaqpzq “
ˆ
1
˘cnk,0
˙
einkz ` aψk,1pzq `Opa2q
as aÑ 0, λ1 P C and ψ1,1, ψ2,1 be 2pi periodic. Note from (3.2) and (2.7) that
Lpξ0, aq “e´iξ0zBz
ˆ
c0 ´1
´c2wwpκ|Bz|q c0
˙
eiξ0z ´ ae´iξ0zBzpC0 cos zqeiξ0z `Opa2q
“:L0 ` aL1 `Opa2q(4.9)
as aÑ 0.
Substituting (4.8) and (4.9) into (4.7), we make an explicit calculation to arrive,
at the order of 1, at
(4.10) L0
ˆ
1
˘cnk,0
˙
einkz “ iω0
ˆ
1
˘cnk,0
˙
einkz for k “ 1, 2,
which holds true by hypothesis.
To proceed, at the order or a, we gather
L0ψk,1 ` L1
ˆ
1
˘cnk,0
˙
einkz “ iω0ψk,1 ` λ1
ˆ
1
˘cnk,0
˙
einkz for k “ 1, 2.
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If ψk,1pzq “
ř
mPZ qnk,meipnk`mqz in the Fourier series then
ÿ
mPZ
ipnk `m` ξ0qCnk`m,0qnk,meipnk`mqz
´1
2
ˆ
cwwpκq ˘ cnk,0
˘cwwpκqcnk,0
˙
pipnk`1` ξ0qeipnk`1qz ` ipnk ´ 1` ξ0qeipnk´1qzq
“iω0
ÿ
mPZ
qnk,me
ipnk`mqz ` λ1
ˆ
1
˘cnk,0
˙
einkz
(4.11)
for k “ 1, 2. Upon inspection, it follows that qnk,m “ 0 unless m “ 0, ˘1. We
then take the L2pTq ˆ L2pTq inner products of (4.11) and
ˆ
1
0
˙
einkz,
ˆ
0
1
˙
einkz,
k “ 1, 2, to arrive at
ipnk ` ξ0qCnk,0qnk,0 “ iω0qnk,0 ` λ1
ˆ
1
˘cnk,0
˙
for k “ 1, 2.
Note from (4.10) that λ1 “ 0. This agrees with the result in [AN14], for instance,
for the water wave problem. Note that qnk,0 “
ˆ
1
˘cnk,0
˙
up to the multiplication
by a constant.
Continuing, we take the L2pTqˆL2pTq inner products of (4.11) and
ˆ
1
0
˙
eipn1˘1qz,ˆ
0
1
˙
eipn1˘1qz to arrive at
pn1 ˘ 1` ξ0q
´
2Cn1˘1,0qn1˘1 ´C0
ˆ
1
cn1,0
˙¯
“ 2ω0qn1,˘1.
A straightforward calculation then reveals that
qn1,˘1 “12
n1 ˘ 1` ξ0
pω0 ´ c0pn1 ˘ 1` ξ0qq2 ´ c2n1˘1,0pn1 ˘ 1` ξ0q2
(4.12)
ˆ
ˆ
c0pn1 ˘ 1` ξ0qpc0 ` 2cn1,0q ´ ω0pc0 ` cn1,0q
pn1 ˘ 1` ξ0qpc20cn1,0 ` c2n1˘1,0pc0 ` cn1,0qq ´ ω0c0cn1,0
˙
.
We take the L2pTqˆL2pTq inner products of (4.11) and
ˆ
1
0
˙
eipn2˘1qz,
ˆ
0
1
˙
eipn2˘1qz,
likewise, and we make an explicit calculation to find
qn2,˘1 “12
n2 ˘ 1` ξ0
pω0 ´ c0pn2 ˘ 1` ξ0qq2 ´ c2n2˘1,0pn2 ˘ 1` ξ0q2
(4.13)
ˆ
ˆ
c0pn2 ˘ 1` ξ0qpc0 ´ 2cn2,0q ´ ω0pc0 ´ cn2,0q
pn2 ˘ 1` ξ0qp´c20cn2,0 ` c2n2˘1,0pc0 ´ cn2,0qq ` ω0c0cn2,0
˙
.
We are able to calculate higher order terms in like manner. But the formulae become
lengthy and complicated. We will investigate the details in a future publication.
To recapitulate, for ξ P R and |ξ| sufficiently small for a “ 0, the L2pTq ˆL2pTq
spectrum of Lpξ0`ξ, 0q contains two purely imaginary eigenvalues iωpn1`ξ0`ξ,´q
and iωpn2 ` ξ0 ` ξ,`q in the vicinity of iω0 in C, and (4.6) makes the associated
eigenfunctions, which depend analytically on ξ. For ξ “ 0 for a P R and |a|
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sufficiently small, the spectrum of Lpξ0, aq contains two eigenvalues at iω0 up to
the order of a, and
(4.14)
ψkpaq “
ˆ
1
˘cnk,0
˙
einkz`aqnk,1eipnk`1qz`aqnk,´1eipnk´1qz`Opa2q for k “ 1, 2
makes the associated eigenfunctions, which depend analytically on a, where qnk,˘1
for k “ 1, 2 are in (4.12) and (4.13).
4.4. Spectra of Lpξ0 ` ξ, aq. For ξ, a P R and |ξ|, |a| sufficiently small, it follows
from perturbation theory (see [Kat76, Section 4.3.5], for instance, for details) that
the L2pTqˆL2pTq spectrum of Lpξ0`ξ, aq contains two eigenvalues in the vicinity of
iω0 in C, and the associated eigenfunctions vary analytically from (4.6) and (4.14).
Let (by abuse of notation)
(4.15)
ψ1pξ, aqpzq “
ˆ
1
cn1,ξ
˙
ein1z ` aqn1,1eipn1`1qz ` aqn1,´1eipn1´1qz `Opξ2a` a2q,
ψ2pξ, aqpzq “
ˆ
1
´cn2,ξ
˙
ein2z ` aqn2,1eipn2`1qz ` aqn2,´1eipn2´1qz `Opξ2a` a2q
as ξ, a Ñ 0, where qn1,˘1 and qn2,˘1 are in (4.12) and (4.13). For a “ 0, note
that ψ1 and ψ2 become (4.6). For ξ “ 0 they become (4.14). Hence ψ1 and ψ2
are the eigenfunctions associated with the eigenvalues of Lpξ0` ξ, aq near iω0 up to
terms of order a as ξ, a Ñ 0. It seems impossible to uniquely determine terms of
order ξa in the eigenfunction expansion without an ad hoc orthogonality condition.
Fortuitously, it turns out that they do not contribute to the spectral instability up
to the order of a as ξ, aÑ 0. Hence we may neglect them in (4.15).
We proceed as in Section 3.6 and calculate (by abuse of notation)
Lpξ, aq “
ˆxLpξ0 ` ξ, aqψkpξ, aq,ψ`pξ, aqy
xψkpξ, aq,ψkpξ, aqy
˙
k,`“1,2
(4.16)
and
Ipξ, aq “
ˆ xψkpξ, aq,ψ`pξ, aqy
xψkpξ, aq,ψkpξ, aqy
˙
k,`“1,2
(4.17)
up to the order of a as ξ, a Ñ 0. Throughout the subsection, x¨ , ¨y means the
L2pTq ˆ L2pTq inner product. For ξ, a P R and |ξ|, |a| sufficiently small, it follows
from perturbation theory that the roots of detpL´λIq coincide with the eigenvalues
of Lpξ0 ` ξ, aq up to terms of order a.
We begin by calculating
xψ1,ψ1y “1` c2n1,ξ `Opξ2a` a2q,
xψ2,ψ2y “1` c2n2,ξ `Opξ2a` a2q,
and xψ1,ψ2y “ xψ2,ψ1y “ 0`Opξ2a` a2q as ξ, aÑ 0, where cn,ξ is in (4.4). We
then write
Lpξ0 ` ξ, aq “ Lpξ0 ` ξ, 0q´ae´iξ0zBzpC0 cos zqeiξ0z
´iξae´iξ0zpC0 cos zqeiξ0z `Opξ2a` a2q
INSTABILITY IN A SHALLOW WATER MODEL 39
as ξ, aÑ 0 (see (3.2) and (2.7)), where C0 is in (4.5). We use (4.15), and we make
a lengthy but explicit calculation to show that
Lψk “iωpnk ` ξ0 ` ξ,¯q
ˆ
1
˘cnk,ξ
˙
einkz
` iapnk ` 1` ξ0 ` ξqCnk`1,ξqnk,1eipnk`1qz
` iapnk ´ 1` ξ0 ` ξqCnk´1,ξqnk,´1eipnk´1qz
´ 1
2
ia
ˆ
c0 ` cnk,ξ
c0cnk,ξ
˙
ppnk ` 1` ξ0 ` ξqeipnk`1qz ` pnk ´ 1` ξ0 ` ξqeipnk´1qzq
`Opξ2a` a2q
for k “ 1, 2, as ξ, aÑ 0, where Cn,ξ is in (4.5). Exact formulae of Cnk˘1,ξqnk,˘1
are lengthy and tedious; see Section B for instance. But they do not influence the
result. Hence we omit the details. Continuing, we take the L2pTq ˆ L2pTq inner
products of the above and (4.15), and we make a lengthy but explicit calculation
to show that
xLψk,ψky
xψk,ψky “ iωpnk ` ξ0 ` ξ,¯q `Opξ
2a` a2q
for k “ 1, 2, and
xLψ1,ψ2y
xψ1,ψ1y “
xLψ2,ψ1y
xψ2,ψ2y “ 0`Opξ
2a` a2q
as ξ, aÑ 0.
Together, (4.16) and (4.17) become
Lpξ, aq “
ˆ
iωpn1 ` ξ0 ` ξ,´q 0
0 iωpn2 ` ξ0 ` ξ,`q
˙
`Opξ2a` a2q
and Ipξ, aq “ I`Opξ2a` a2q as ξ, aÑ 0, where I means the 2ˆ 2 identity matrix.
Clearly, for ξ, a P R and |ξ|, |a| sufficiently small, the roots of detpL´ λIqpξ, aq are
purely imaginary up to terms of order a. Therefore, a sufficiently small, periodic
wave train of (2.1)-(2.2) is spectrally stable to square integrable perturbations away
from the origin in C to the linear order in the amplitude parameter. To compare,
it is spectrally unstable in the vicinity of the origin in C at the linear order in
the amplitude parameter if the modulational instability takes place. Hence, the
modulational instability dominates the spectral instability away from the origin for
(2.1)-(2.2), if the latter takes place.
Numerical computations in [MMM`81,McL82,MS86,DO11,AN14], for instance,
report that nonzero colliding eigenvalues of the linear operator for the water wave
problem contribute to spectral instability as the amplitude increases. The results
are implicit, but the growth rate of an unstable eigenvalue seems the steepest at
the origin. For instance, for pn1,´q “ p2,´q, pn2,`q “ p6,`q and the colliding
eigenvalue at i3.353 . . . but for a “ 0.245 . . . , the unstable eigenvalue grows like a4;
see [MS86], for instance, for details. But it is difficult to analytically find colliding
eigenvalues away from the origin in C for a ‰ 0.
In Section B, we calculate some higher order terms near the colliding eigenvalues
for pn1,´q “ p2,´q and pn2,`q “ p0,`q. Unfortunately, we do not detect spectral
instability up to the orders of ξa and a2. But the result seems to agree with that
in [AN14], for instance, from a numerical computation for the physical problem.
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5. Effects of surface tension
The results in the previous sections may be adapted to other related equations.
We illustrate this for the full-dispersion shallow water equations in the presence of
the effects of surface tension. That is,
(5.1) cwwpκ;T q :“
c
p1` Tκ2q tanhκ
κ
replaces (2.2), where T is the coefficient of surface tension. Throughout the section,
we employ the notation in Section 2 and Section 3.
(a)
1
κ (b)
1
κ
Figure 7. Schematic plots of cwwp¨ ;T q when (a) T ě 1{3 and
(b) 0 ă T ă 1{3.
Properties of cwwp¨ ;T q. For any T ą 0, since
c2wwpκ;T q “ p1` Tκ2qc2wwpκq,
note from Section 2.1 that c2wwp¨ ;T q is even and real analytic, and c2wwp0;T q “ 1.
Moreover, c2wwp|Bx|;T q may be regarded equivalent to 1 ` |Bx| in the L2-Sobolev
space setting. In particular, c2wwp|Bx|;T q : Hs`1pRq Ñ HspRq for any s P R.
When T ě 1{3, note that cwwp¨ ;T q increases monotonically and unboundedly
away from the origin. When 0 ă T ă 1{3, on the other hand, c1wwp0;T q “ 0,
c2wwp0;T q ă 0 and cwwpκ;T q Ñ 8 as κ Ñ 8. Hence cwwp¨ ;T q possesses a unique
minimum over the interval p0,8q; see Figure 7.
Well-posedness. For any T ą 0, it follows from harmonic analysis techniques
that the solution of the linear part of (2.1) and (5.1) acquires a 1{4 derivative of
“smoothness,” compared to the initial datum. By the way, for T “ 0, the solution
does not possess smoothing effects. Nevertheless, it seems difficult to work out the
well-posedness in spaces of low regularities. But, for the present purpose, it suffices
to solve the Cauchy problem in some functional analytic setting. In Appendix A,
we comment how to establish the local-in-time well-posedness for (2.1) and (5.1) in
HspRq ˆHs`1{2pRq for any s ą 2.
5.1. Existence of sufficiently small, periodic wave trains. Let T ą 0. We
begin by discussing periodic wave trains of (2.1) and (5.1). That is, η and u are
2pi periodic functions of z :“ κpx´ ctq for some κ ą 0, the wave number, for some
c ą 0, the wave speed, and they solve
(5.2)
´ cη ` u` uη “ p1´ c2qb1,
´ cu` c2wwpκ|Bz|;T qη ` 12u
2 “ p1´ c2qb2
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for some b1, b2 P R; compare (2.3). For any T ą 0, note that
(5.3) c2wwpκ|Bz|;T q : Hk`1pTq Ñ HkpTq for any κ ą 0 for any integer k ě 0.
Note that
(5.4) c2wwpκ|Bz|;T qeinz “ c2wwpnκ;T qeinz for n P Z;
compare (2.4) and (2.5).
Here the existence proof follows along the same line as that in Section 2. Hence
we merely hit the main points. We use (2.11) whenever it is convenient to do so.
Lemma 5.1 (Regularity). For any T ą 0, if η, u P H1pTq solve (5.2) for some
c ą 0, and κ ą 0, b1, b2 P R and if 1 ´ }η}L8pTq ě  ą 0 for some  then η,
u P H8pTq.
Proof. We rearrange (5.2) as
(5.5) u “ 1
1` η pcη ` p1´ c
2qb1q and c2wwpκ|Bz|qη “ cu´ 12u
2 ` p1´ c2qb2.
Since u P H1pTq by hypothesis, it follows from the latter equation of (5.5), a Sobolev
inequality, and (5.3) that η P H2pTq. Since 11`η : H2pTq Ñ H2pTq by hypothesis,
it follows from the former equation of (5.5) that u P H2pTq. A bootstrap argument
then completes the proof. Compare Lemma 2.2 and the proof. 
For any T ą 0, let (by abuse of notation) f : H1pTqˆH1pTqˆR`ˆR`ˆRˆRÑ
L2pTq ˆ L2pTq such that
fpu, c;T, κ, b1, b2q “
ˆ ´cη ` u` uη ´ p1´ c2qb1
´cu` c2wwpκ|Bz|;T qη ` 12u2 ´ p1´ c2qb2
˙
;
compare (2.12). It is well defined by (5.3) and a Sobolev inequality. We seek a
solution u P H1pTq ˆH1pTq, c ą 0, and κ ą 0, b1, b2 P R of
fpu, c;T, κ, b1, b2q “ 0
satisfying 1´ }η}L8pTq ě  ą 0 for some  and, by virtue of Lemma 5.1, a solution
u P H8pTqˆH8pTq of (5.2). We may repeat the argument in Section 2.4 to verity
that f is a real analytic operator.
For any T ą 0, for any c ą 0, κ ą 0, b1, b2 P R and |b1|, |b2| sufficiently small, note
that u0 :“
ˆ
η0
u0
˙
pc;T, κ, b1, b2q makes a constant solution of fpu, c;T, κ, b1, b2q “ 0
and, hence, (5.2), where η0 and u0 are in (2.14). It follows from the implicit function
theorem that if non-constant solutions bifurcate from u “ u0 for some c “ c0 then,
necessarily, (by abuse of notation)
L0 :“ Bufpu0, c0;T, κ, b1, b2q : H1pTq ˆH1pTq Ñ L2pTq ˆ L2pTq
is not an isomorphism. This is not in general a sufficient condition, but note from
Section 2 that bifurcation does take place, provided that the kernel of L0 is two
dimensional. Note that
L0u1e
inz “
ˆ
u0 ´ c0 1` η0
c2wwpκ|Bz|;T q u0 ´ c0
˙
u1e
inz for n P Z
for some nonzero u1 if and only if
pc0 ´ u0q2 “ c2wwpnκ;T qp1` η0q;
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compare (2.16). For b1 “ b2 “ 0 and, hence, η0 “ u0 “ 0 by (2.14), it simplifies
to c0 “ ˘cwwpnκ;T q. Without loss of generality, we restrict the attention to n “ 1
and we assume the ` sign. For |b1| and |b2| sufficiently small, we then make an
explicit calculation to find (2.8), where cwwp¨ ;T q replaces cww.
When T ě 1{3, since cwwpκ;T q ă cwwpnκ;T q for any n “ 2, 3, . . . pointwise
in R (see Figure 7a), a straightforward calculation reveals that for any κ ą 0,
b1, b2 P R and |b1|, |b2| sufficiently small, the H1pTq ˆ H1pTq kernel of L0 “
Bufpu0, c0;T, κ, b1, b2q is two dimensional and spanned by u1e˘iz, where u1 is in
(2.17) and cwwp¨ ;T q replaces cww. Hence, non-constant solutions bifurcate from
u “ u0 and c “ c0.
When 0 ă T ă 1{3, on the other hand, for any integer n ě 2, it is possible to find
some κ such that cwwpκ;T q “ cwwpnκ;T q (see Figure 7b). If cwwpκ;T q ‰ cwwpnκ;T q
for any n “ 2, 3, . . . then the kernel of L0 is likewise two dimensional. Hence, non-
constant solutions bifurcate from u “ u0 and c “ c0. But if cwwpκ;T q “ cwwpnκ;T q
for some integer n ě 2, resulting in the resonance of the fundamental mode and
the n-th harmonic, then the kernel is four dimensional.
To compare, for T “ 0, recall that cwwpκ; 0q ă cwwpnκ; 0q for any n “ 2, 3, . . .
pointwise in R (see Figure 1). Hence, for any κ ą 0, b1, b2 P R and |b1|, |b2|
sufficiently small, the kernel is two dimensional.
To proceed, for any T ą 0, for any κ ą 0 satisfying
(5.6) cwwpκ;T q ‰ cwwpnκ;T q, n “ 2, 3, . . . ,
b1, b2 P R and |b1|, |b2| sufficiently small, we may repeat the Lyapunov-Schmidt
procedure in Section 2.6 to establish that a one parameter family of solutions of (5.2)
exists, denoted (by abuse of notation) ηpa;T, κ, b1, b2qpzq, upa;T, κ, b1, b2qpzq, and
cpa;T, κ, b1, b2q, near η0pT, κ, b1, b2q, u0pT, κ, b1, b2q, and c0pT, κ, b1, b2q, for a P R
and |a| sufficiently small. Note that η and u are 2pi periodic and even in z, and
they belong to H8pTq. Note that η, u, and c depend analytically on a, and κ, b1,
b2. Moreover, we may repeat the small amplitude expansion in Section 2.7 to verify
(2.7) and (2.8) as a, b1, b2 Ñ 0, where cwwp¨ ;T q replaces cww. We omit the details.
If cwwpκ;T q “ cwwpnκ;T q for some integer n ě 2 for some κ ą 0 then the
proof in Section 2 breaks down. Nevertheless, one may employ the Lyapunov-
Schmidt procedure in [Jon89], for instance, to prove the existence of sufficiently
small, periodic wave trains of (2.1) and (5.1). But the modulational instability
calculation becomes tedious, involving 6ˆ6 matrices. We do not discuss the details.
5.2. Modulational stability and instability. Let T ą 0. Let η “ ηpa;T, κ, 0, 0q,
u “ upa;T, κ, 0, 0q, and c “ cpa;T, κ, 0, 0q, for some a P R and |a| sufficiently small
for some κ ą 0 satisfying (5.6), denote a 2pi{κ-periodic wave train of (2.1) and (5.1)
near the rest state, whose existence follows from the previous subsection. We turn
the attention to its modulational stability and instability. Recall from Section 3.3
that the modulational instability means that the L2pTqˆL2pTq spectra of (by abuse
of notation)
Lpξqpa;T, κ, 0, 0q :“ e´iξzBz
ˆ
c´ u ´1´ η
´c2wwpκ|Bz|;T q c´ u
˙
pa;T, κ, 0, 0qeiξz
are not contained in the imaginary axis in the vicinity of the origin for ξ ą 0 and
small.
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Here the modulational stability and instability proof follows along the same line
as that in Section 3. Hence we merely hit the main points. In the sequel, κ ą 0
satisfying (5.6) is suppressed for simplicity of notation, unless specified otherwise.
We use the notation of (3.3).
For any T ą 0 for a “ 0, a straightforward calculation reveals that (by abuse of
notation)
Lpξ, 0qepn` ξ,˘;T q “ iωpn` ξ,˘;T qepn` ξ,˘;T q for n P Z and ξ P r0, 1{2s,
where
ωpn` ξ,˘;T q “ pn` ξqpcwwpκ;T q ˘ cwwpκpn` ξq;T qq
and epn ` ξ,˘;T qpzq “
ˆ
1
¯cwwpκpn` ξq;T q
˙
einz; compare (3.4) and (3.5). Note
that
ωp0,`;T q “ ωp0,´;T q “ ωp1,´;T q “ ωp´1,´;T q “ 0.
Since cwwpκ;T q ‰ cwwpnκ;T q for any n “ 2, 3, . . . by hypothesis, a straightfor-
ward calculation reveals that zero is an L2pTq ˆ L2pTq eigenvalue of Lp0, 0q with
algebraic and geometric multiplicity four. Moreover, (3.6) makes the associated
eigenfunctions, where cwwp¨ ;T q replaces cww.
For ξ “ 0 for a P R and |a| sufficiently small, one may repeat the proof of
Lemma 3.1 to establish that zero is an L2pTq ˆ L2pTq eigenvalue of Lp0, aq with
algebraic multiplicity four and geometric multiplicity three. Moreover, (3.9) makes
the associated eigenfunctions, where cwwp¨ ;T q replaces cww. We omit the details.
For any T ą 0, for ξ ą 0, a P R and ξ, |a| sufficiently small, one may then proceed
as in Section 3.6 and calculate (3.11) and (3.12) up to terms of orders of ξ2, ξa, and
a, where φ1, φ2, φ3, φ4 are in (3.10) but cwwp¨ ;T q replaces cww. It follows from
perturbation theory (see [Kat76, Section 4.3.5], for instance, for details) that the
roots of detpL´λIqpξ, aq coincide with the L2pTqˆL2pTq spectrum of Lpξ, aq up to
terms of orders ξ2 and a as ξ, aÑ 0. We then repeat the argument of Section 3.7
and derive a modulational instability index for (2.1) and (5.1).
Theorem 5.2 (Modulational instability index). For any T ą 0 and T ‰ 1{3 for
any κ ą 0 satisfying cwwpκ;T q ‰ cwwpnκ;T q for n “ 2, 3, . . . , a sufficiently small,
2pi{κ-periodic wave train of (2.1) and (5.1) is modulationally unstable, provided
that
∆pκ;T q :“
´ i1i2
i3
i4
¯
pκ;T q ă 0,
where
i1pκ;T q “pκcwwpκ;T qq2,
i2pκ;T q “ppκcwwpκ;T qq1q2 ´ 1,
i3pκ;T q “c2wwpκ;T q ´ c2wwp2κ;T q,
and
i4pκ;T q “3c2wwpκ;T q ` 5c4wwpκ;T q ´ 2c2wwp2κ;T qpc2wwpκ;T q ` 2q
` 18κpc3wwc1wwqpκ;T q ` κ2pc1wwq2pκ;T qp5c2wwpκ;T q ` 4c2wwp2κ;T qq;
cwwpκ, T q is in (5.1). It is spectrally stable to square integrable perturbations in the
vicinity of the origin otherwise.
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The proof is nearly identical to that of Theorem 3.2. Hence we omit the details.
If T “ 1{3 then the result becomes inconclusive.
Theorem 5.2 elucidates four resonance mechanisms which contribute to the sign
change in ∆ and, ultimately, the change in the modulational stability and instability
for (2.1) and (5.1). When T “ 0, note that ∆pκ; 0q becomes (3.18). But for T ą 0,
several differences are present. For instance, i2pκ; 0q ă 0 for any κ ą 0, but the
effects of surface tension are to increase the group velocity, and they may do so to
the extent that i2 changes the sign.
When T ą 1{3, since cwwpκ;T q and pκcwwpκ;T qq1 increase monotonically over
the interval p0,8q and since pκcwwpκ;T qq1 does not possess an extremum by brutal
force, i1, i2, i3 in Theorem 5.2 do not vanish over the interval p0,8q. Moreover, a
numerical evaluation reveals that i4 changes the sign once over the interval p0,8q.
Together, a sufficiently small, periodic wave train of (2.1) and (5.1) is modula-
tionally unstable, provided that the wave number is greater than a critical value,
and it is modulationally stable otherwise; compare Corollary 3.3. Furthermore, a
numerical evaluation reveals that the critical wave number κcpT q, say, satisfies
lim
TÑ8
?
TκcpT q « 1.054.
When 0 ă T ă 1{3, on the other hand, a straightforward calculation reveals
that pκcwwpκ;T qq1 achieves a unique minimum over the interval p0,8q. Moreover,
pκcwwpκ;T qq1 “ 1 and cwwpκ;T q “ cwwp2κ;T q each takes one transvere root over
the interval p0,8q. Hence, i1 through i4 each contributes to the change in the
modulational stability and instability.
Figure 8 illustrates in the κ versus κ
?
T plane the regions where a sufficiently
small, periodic wave train of (2.1) and (5.1) is modulationally stable and unstable.
Along Curve 1, i1pκ;T q “ 0 and the group speed achieves an extremum at the wave
number κ. Curve 2 is associated with i2pκ;T q “ 0, along which the group speed
coincides with the phase speed in the long wave limit as κ Ñ 0, resulting in the
resonance of short and long waves. In the deep water limit, as κ Ñ 8 while κ?T
is fixed, it is asymptotic to κ “ 94κ2T ´ 34 . Curve 3 is associated with i3pκ;T q “ 0,
along which the phase speeds of the fundamental mode and the second harmonic
coincide, resulting in the second harmonic resonance. In the deep water limit, it is
asymptotic to k2T “ 12 . Moreover along Curve 4, i4 vanishes as a result of a rather
complicated balance of the dispersion and nonlinear effects. The “lower” branch
of Curve 4 passes through κ “ 1.160 . . . , the critical wave number when T “ 0;
see Corollary 3.3. The “upper” branch passes through κ
?
T “ 1.054 . . . , the large
surface tension limit in [Kaw75], for instance.
The result qualitatively agrees with those in [Kaw75] and [DR77], for instance,
from formal asymptotic expansions for the water wave problem. To compare, the
Whitham equation (see (1.3)) in the presence of the effects of surface tension fails
to predict the critical wave number in the large surface tension limit; see [HJ15b],
for instance, for details. Perhaps, this is because the Whitham equation neglects
many “higher order” nonlinearities of the physical problem. It is fortuitous that
the full-dispersion shallow water equations proposed herein includes more physically
realistic nonlinearities to predict all resonances in gravity capillary waves.
Note that along Curve 3, the modulational instability index becomes singular. It
is interesting to justify the resonant interactions in [McG70a,McG70b], for instance,
from formal asymptotic expansions for the physical problem.
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Figure 8. Stability diagram for sufficiently small, periodic wave
trains of (2.1) and (5.1). To interpret, for any T ą 0, one must
envision a line through the origin with slope T . “S” and “U”
denote stable and unstable regions. Solid curves represent roots
of the modulational instability index and are labeled according to
their mechanism.
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Appendix A. Well-posedness
We discuss the solvability of the Cauchy problem associated with (2.1)-(2.2) or,
equivalently,
(A.1)
Btη ` Bxu` Bxpuηq “ 0,
Btu´Hη ` γ2p|Bx|qη ` uBxu “ 0.
For v P L2pRq, the Hilbert transform of v is written Hv and defined in the Fourier
space as xHvpκq “ ´ipsgnκqpvpκq.
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Since
|sgnκ´ tanhκ| ď e´|κ| pointwise in R
by brutal force (see also [Yos82], for instance),
(A.2) }γ2p|Bx|qv}HspRq ď C}v}L2pRq for any s ě 0
for some constant C ą 0 independent of v.
Theorem A.1 (Local-in-time well-posedness). For any s ą 2 for any η0 P HspRq
and u0 P Hs`1{2pRq, a unique solution, denoted ηptq “ ηp¨, tq and uptq “ up¨, tq, of
(A.1)-(A.2),
ηp¨, 0q “ η0 and up¨, 0q “ u0,
exists in HspRqˆHs`1{2pRq over the interval r0, tLWPq for some tLWP ą 0. Moreover,
pη0, u0q ÞÑ pηptq, uptqq is continuous for any t P r0, tLWPq.
The proof follows along the same line as the argument in [Kat83], for instance.
The main difference is how one establishes an a priori bound. The same proof works
in the presence of the effects of surface tension, for which
Btu` p1´ TB2xqp´H` γ2p|Bx|qqη ` uBxu “ 0
replaces the latter equation of (A.1). The same proof works in the periodic setting.
Preliminaries. Note that }Hv}L2pRq “ }v}L2pRq and H2 “ ´1. Note that |Bx| :“
HBx is self adjoint, and ż 8
´8
pv2 ` u|Bx|vq dx
is equivalent to }v}2
H1{2pRq. Moreover, commutators of H and |Bx| are “smoothing.”
Lemma A.2 (Smoothing).
(A.3)ż 8
´8
fv|Bx|v dx ď C}f}H3{2`pRq}v}2H1{2pRq and
ż 8
´8
fpBxvqHBxv dx ď C}f}H5{2`pRq}v}2L2pRq
for some constant C ą 0 independent of f and v.
Proof. Note that |Bx|1{2 is self adjoint, and we calculate thatż
fv|Bx|u dx “
ż
fp|Bx|1{2vq2 dx`
ż
p|Bx|1{2r|Bx|1{2, f svqv dx.
Clearly, the first term of the right side is bounded by }f}L8pRq}|Bx|1{2v}2L2pRq. We
claim that the second term of the right side is bounded by }|κ| pf}L1pRq}v}2H1{2pRq up
to the multiplication by a constant. Indeed, since
p|Bx|1{2r|Bx|1{2, f svqppκq “ 1?
2pi
ż 8
´8
|κ|1{2p|κ|1{2 ´ |κ1|1{2q pfpκ´ κ1qpvpκ1q dκ1
and since |κ|1{2||κ|1{2´|κ1|1{2| ď C|κ´κ1| for any κ, κ1 P R for some constant C ą 0
by brutal force (see also [Yos82], for instance), it follows from Young’s inequality
and the Parseval theorem that
}|Bx|1{2r|Bx|1{2, f sv}L2pRq ď C}|κ| pf}L1pRq}v}L2pRq
for some constant C ą 0 independent of f and v. Ho¨lder’s inequality then proves
the claim. The first inequality of (A.3) follows by a Sobolev inequality.
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Note that H is skew adjoint, and we calculate thatż
fpBxvq|Bx|v dx “´
ż
fpHBxvqBxv dx´
ż
prH, f sBxvqBxv dx
“´ 1
2
ż
prH, f sBxvqBxv dx.
Since
pBxrH, f sBxvqppκq “ ´ 1?
2pi
ż 8
´8
κpsgnpκq ´ sgnpκ1qq pfpκ´ κ1qκ1pvpκ1q dκ1
and since |κ|` |κ1| “ κ sgnκ`κ1sgnκ1 ď |κ´κ1| whenever sgnκ ‰ sgnκ1 by brutal
force (see also [Yos82], for instance), it follows from Young’s inequality and the
Parseval theorem that
}BxrH, f sBxv}L2pRq ď C}|κ|2 pf}L1pRq}v}L2pRq
for some constant C ą 0 independent of f and v. Ho¨lder’s inequality and a Sobolev
inequality then prove the second inequality of (A.3). This completes the proof. 
A priori bound. For k ě 1 an integer, let
(A.4) E2kptq “ 12}η}
2
L2pRqptq `
1
2
}u}2L2pRqptq `
kÿ
`“1
e2`ptq,
where
(A.5) e2`ptq “ 12
ż 8
´8
ppB`xηptqq2 ` pB`xuptqq|Bx|pB`xuptqqq dx.
Clearly, Ekptq is equivalent to }η}HkpRqptq ` }u}Hk`1{2pRqptq.
Lemma A.3 (A priori bound). For any integer k ě 2 if η P HkpRq and u P
Hk`1{2pRq solve (A.1)-(A.2) over the interval r0, t0q for some t0 ą 0 then
(A.6) Ekptq ď Ekp0q
1´ CEkp0qt for any t P r0, t1s
for some constant C ą 0 independent of η and u for some t1 P p0, t0q depending on
Ekp0q. Moreover,
(A.7) }η}HkpRqptq ` }u}Hk`1{2pRqptq ď Cpt, }η}HkpRqp0q, }u}Hk`1{2pRqp0qq
for any t P r0, t1s.
Proof. For ` ě 1 an integer, we differentiate (A.5) with respect to t and use (A.1)
to arrive at that
de2`
dt
“
ż
ppB`xBtηqpB`xηq ` pB`xBtuq|Bx|pB`xuqq dx
“´
ż
B`xpBxu` BxpuηqqpB`xηq dx´
ż
B`xp´Hη ` γ2p|Bx|qη ` uBxuq|Bx|pB`xuq dx
“:pIq ` pIIq
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over the interval p0, t0q. An integration by parts leads to that
pIq “ ´
ż
pB``1x uqpB`xηq dx`
´
`` 1
2
¯ ż
pBxuqpB`xηq2 dx(A.8)
´
ż
pB``1x puηq ´ upB``1x ηq ´ p`` 1qpBxuqpB`xηqqpB`xηq dx.
Recall |Bx| “ HBx. Since H is skew adjoint and H2 “ ´1, moreover,
pIIq “ ´
ż
pB``1x ηqpB`xuq dx´
ż
pHB``1x γ2p|Bx|qηqpB`xuq dx(A.9)
´
ż
upB``1x uqHpB``1x uq dx´ `
ż
pBxuqpB`xuqpHB``1x uq dx
´
ż
pB`xpuBxuq ´ upB``1x uq ´ `pBxuqpB`xuqq|Bx|pB`xuq dx.
Note that the first term of the right side of (A.8) and the first term of the
right side of (A.9) cancel each other when added together after an integration
by parts. Note that the second term of the right side of (A.8) is bounded by
p`` 12 q}Bxu}L8pRq}B`xη}2L2pRq and the last term of the right side of (A.8) is bounded
by }u}H`pRq}B`xη}2L2pRq up to the multiplication by a constant by the Leibniz rule.
Moreover, note that the second term of the right side of (A.9) is bounded by
}η}L2pRq}B`xu}L2pRq by (A.2), the third and the fourth terms of the right side of
(A.9) are bounded by }u}H5{2`pRq}B`xu}2H1{2pRq by (A.3). Note that for ` ě 2, the
last term of the right side of (A.9) is bounded by }u}2
H``1{2pRq}|Bx|1{2B`xu}L2pRq up
to the multiplication by a constant by the Leibniz rule and a Sobolev inequality.
Together,
(A.10)
de2`
dt
ď Cp1` }u}H5{2`pRq ` }u}H``1{2pRqqp}η}2H`pRq ` }u}2H``1{2pRqq
for any integer ` ě 2 over the interval p0, t0q, for some constant C ą 0 independent
of η and u.
To proceed, we make an explicit calculation to show that
1
2
d
dt
}η}2L2pRq “´
ż
pBxu` Bxpuηqqη dx(A.11)
ď}Bxu}L2pRq}η}L2pRq ` 12}Bxu}L8pRq}η}
2
L2pRq,
1
2
d
dt
}u}2L2 “
ż
pHη ´ γ2p|Bx|qη ´ uBxuqu dx(A.12)
ď2}η}L2pRq}u}L2pRq ` }Bxu}L8pRq}u}2L2pRq
over the interval p0, t0q. Here the first equalities of (A.11) and (A.12) use (A.1).
Adding (A.10) through (A.12), we deduce that
dEk
dt
ď CE2k
for any integer k ě 2 over the interval p0, t0q, for some constant C ą 0 independent
of η and u. We then deduce (A.6) because it invites a solution until the time t1 “
pCEkp0qq´1. Moreover, we deduce (A.7) because Ekptq is equivalent to }η}HkpRqptq`
}u}Hk`1{2pRqptq. This completes the proof. 
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Appendix B. Collision of p2,´q and p0,`q
Throughout the section, we employ the notation in Section 3 and Section 4. In
particular, we use the notation of (3.3), and (4.4), (4.5) for simplicity of notation.
Let
iωp2` ξ0,´q “ iωp0` ξ0,`q “: iω0
for some ξ0 P p0, 1{2s denote a nonzero and purely imaginary, colliding L2pTqˆL2pTq
eigenvalue of Lpξ0, 0q. For ξ, a P R and |ξ|, |a| sufficiently small, recall that the
spectrum of Lpξ0 ` ξ, aq contains two eigenvalues in the vicinity of iω0 in C, and
(B.1)
ψ1pzq “
ˆ
1
c2,ξ
˙
e2iz ` aq2,1e3iz ` aq2,´1eiz `Opξ2a` a2q,
ψ2pzq “
ˆ
1
´c0,ξ
˙
` aq0,1eiz ` aq0,´1e´iz `Opξ2a` a2q
are the associated eigenfunctions as ξ, aÑ 0, where
(B.2)
q2,˘1 “1
2
2˘ 1` ξ0
pω0 ´ c0p2˘ 1` ξ0qq2 ´ c22˘1,0p2˘ 1` ξ0q2
ˆ
ˆ
c0p2˘ 1` ξ0qpc0 ` 2c2,0q ´ ω0pc0 ` c2,0q
p2˘ 1` ξ0qpc20c2,0 ` c22˘1,0pc0 ` c2,0qq ´ ω0c0c2,0
˙
,
q0,˘1 “1
2
˘1` ξ0
pω0 ´ c0p˘1` ξ0qq2 ´ c2˘1,0p˘1` ξ0q2
ˆ
ˆ
c0p˘1` ξ0qpc0 ´ 2c0,0q ´ ω0pc0 ´ c0,0q
p˘1` ξ0qp´c20c0,0 ` c2˘1,0pc0 ´ c0,0qq ` ω0c0c0,0
˙
;
see (4.12) and (4.13). In Section 4.4, we calculated (4.16) and (4.17) up to the order
of a as ξ, a Ñ 0. Here we take matters further and calculate terms of orders ξ2a
and a2. One may explore other collisions in like manner.
For ξ “ 0 for a P R and |a| sufficiently small, it turns out that terms of order a2
in the eigenfunction expansion do not contribute to the spectral instability. Hence
we may neglect them in (B.1).
We begin by calculating
xψ1,ψ1y “1` c22,ξ ` a2q2,1 ¨ q2,1 ` a2q2,´1 ¨ q2,´1 `Opξ2a` ξa2 ` a3q,
xψ2,ψ2y “1` c20,ξ ` a2q0,1 ¨ q0,1 ` a2q0,´1 ¨ q0,´1 `Opξ2a` ξa2 ` a3q
and
xψ1,ψ2y “xψ2,ψ1y “ a2q2,´1 ¨ q0,`1 `Opξ2a` ξa2 ` a3q
as ξ, aÑ 0, where cn,ξ is in (4.4),
q2,˘1 ¨ q2,˘1 “1
4
´ ξ0 ` 2˘ 1
pω0 ´ c0pξ0 ` 2˘ 1qq2 ´ c22˘1,0pξ0 ` 2˘ 1q2
¯2
ˆ ppd2,1ω0 ´ c0d2,2pξ0 ` 2˘ 1qq2
` pc0c2,0ω0 ´ pc20c2,0 ` d2,1c22˘1,0qpξ0 ` 2˘ 1qq2q,
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and d2,1 “ c0 ` c2,0, d2,2 “ c0 ` 2c2,0. Moreover,
q0,˘1 ¨ q0,˘1 “1
4
´ ξ0 ˘ 1
pω0 ´ c0pξ0 ˘ 1qq2 ´ c2˘1,0pξ0 ˘ 1q2
¯2
ˆ ppd0,1ω0 ´ c0d0,2pξ0 ˘ 1qq2
` pc0c0,0ω0 ´ pc20c0,0 ´ d0,1c2˘1,0qpξ0 ˘ 1qq2q,
and d0,1 “ c0 ´ c0,0, d0,2 “ c0 ´ 2c0,0. We merely pause to remark that q2,´1 ¨ q0,1
is real valued. The exact formula is lengthy and tedious. It does not influence the
result. Hence we omit the detail. A straightforward calculation reveals that
xψ1,ψ1y
xψ1,ψ1y “
xψ2,ψ2y
xψ2,ψ2y “ 1
and
xψ1,ψ2y
xψ1,ψ1y “ a
2q2,´1 ¨ q0,1
1` c22,ξ
`Opξ2a` ξa2 ` a3q,
xψ2,ψ1y
xψ2,ψ2y “ a
2q2,´1 ¨ q0,1
1` c20,ξ
`Opξ2a` ξa2 ` a3q
as ξ, aÑ 0. Note that terms of order a2 are real valued.
To proceed, we use (3.2) and (2.7) to write
Lpξ0 ` ξ, aq “Lpξ0 ` ξ, 0q
´ ae´iξ0zBzpC0 cos zqeiξ0z ´ iξae´iξ0zpC0 cos zqeiξ0z
´ a2e´iξ0zBz
ˆ
h0 ´ 12 h0
0 h0 ´ 12
˙
eiξ0z
´ a2e´iξ0zBz
ˆ
h2 ´ 12 h2
0 h2 ´ 12
˙
cos 2zeiξ0z `Opξ2a` ξa2 ` a3q
as ξ, aÑ 0, where C0 is in (4.5), h0 and h2 are in (2.9). It is then straightforward
to verify that
Lpξ0 ` ξ, aq
ˆ
ζ
v
˙
einz “ ipn` ξ0 ` ξq
ˆ
c0ζ ´ v
c0v ´ c2n,ξζ
˙
einz
´ 1
2
ia
ˆ
c0ζ ` v
c0v
˙
ppn` 1` ξ0 ` ξqeipn`1qz ` pn´ 1` ξ0 ` ξqeipn´1qzq
´ ia2pn` ξq
ˆ
h0 ´ 12h` h0v
h0 ´ 12v
˙
einz
´ 1
2
ia2
ˆ
h2 ´ 12h` h2v
h2 ´ 12v
˙
ppn` 2` ξ0qeipn`2qz ` pn´ 2` ξ0qeipn´2qzq
`Opξ2a` ξa2 ` a3q
as ξ, aÑ 0 for any constants ζ, v and n P Z.
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We use the above formula for Lpξ0` ξ, aq and (B.1), and we make a lengthy and
complicated, but explicit, calculation to show that
Lψ1 “iωp2` ξ0 ` ξ,´q
ˆ
1
c2,ξ
˙
e2iz
` iap3` ξ0 ` ξqC3,ξq2,1e3iz ` iap1` ξ0 ` ξqC1,ξq2,´1eiz
´ 1
2
ia
ˆ
c0 ` c2,ξ
c0c2,ξ
˙
pp3` ξ0 ` ξqe3iz ` p1` ξ0 ` ξqeizq
´ 1
2
ia2
ˆ
h2 ´ 12 ` h2c2,ξ
h2 ´ 12c2,ξ
˙
pp4` ξ0qe4iz ` ξ0q
´ ia2
ˆ
h0 ´ 12 ` h0c2,ξ
h0 ´ 12c2,ξ
˙
p2` ξ0qe2iz
´ 1
2
ia2C0q2,1pp4` ξ0 ` ξqe4iz ` p2` ξ0 ` ξqe2izq
´ 1
2
ia2C0q2,´1pp2` ξ0 ` ξqe2iz ` ξ0 ` ξq `Opξ2a` ξa2 ` a3q
as ξ, aÑ 0, where cn,ξ is in (4.4), h0 and h2 is in (2.9). Moreover,
Lψ2 “iωpξ0 ` ξ,`q
ˆ
1
´c0,ξ
˙
` iap1` ξ0 ` ξqC1,ξq0,1eiz ` iap´1` ξ0 ` ξqC´1,ξq0,´1e´iz
´ 1
2
ia
ˆ
c0 ´ c0,ξ
´c0c0,ξ
˙
pp1` ξ0 ` ξqeiz ` p´1` ξ0 ` ξqe´izq
´ 1
2
ia2
ˆ
h2 ´ 12 ´ h2c0,ξ´h2 ´ 12c0,ξ
˙
pp2` ξ0qe2iz ` p´2` ξ0qe´2izq
´ ia2
ˆ
h0 ´ 12 ´ h0c0,ξ´h0 ´ 12c0,ξ
˙
ξ0
´ 1
2
ia2C0q0,1pp2` ξ0 ` ξqe2iz ` ξ0 ` ξq
´ 1
2
ia2C0q0,´1pξ0 ` ξ ` p´2` ξ0 ` ξqe´2izq `Opξ2a` ξa2 ` a3q
as ξ, a Ñ 0, where cn,ξ is in (4.4), h0 and h2 are in (2.9). The exact formulae of
C2˘1,ξq2,˘1, C0˘1,ξq0,˘1, and C0q2,˘1, C0q0,˘1 are lengthy and tedious. They do
not influence the result. But we include them for completeness:
C2˘1,ξq2,˘1 “1
2
ξ0 ` 2˘ 1
pω0 ´ c0pξ0 ` 2˘ 1qq2 ´ c22˘1,0pξ0 ` 2˘ 1q2
ˆ
ˆ pξ0 ` 2˘ 1qpc20d2,2 ´ c20c2,0 ´ c22˘1,0d2,1q ´ ω0c20
c0pξ0 ` 2˘ 1qpc20c2,0 ` c22˘1,0d2,1 ´ c2n,ξd2,2q ` ω0pc2n,ξd2,1 ´ c20c2,0q
˙
,
where d2,1 “ c0 ` c2,0 and d2,2 “ c0 ` 2c2,0, and
C˘1,ξq0,˘1 “1
2
ξ0 ˘ 1
pω0 ´ c0pξ0 ˘ 1qq2 ´ c2˘1,0pξ0 ˘ 1q2
ˆ
ˆ pξ0 ˘ 1qpc20d0,2 ` c20c0,0 ´ c2˘1,0d0,1q ´ ω0c20
c0pξ0 ˘ 1qp´c20c0,0 ` c2˘1,0d0,1 ´ c2n,ξd0,2q ` ω0pc2n,ξd0,1 ` c20c0,0q
˙
,
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where d0,1 “ c0 ´ c0,0 and d0,2 “ c0 ´ 2c0,0. Moreover,
C0q2,˘1 “1
2
ξ0 ` 2˘ 1
pω0 ´ c0pξ0 ` 2˘ 1qq2 ´ c22˘1,0pξ0 ` 2˘ 1q2
ˆ
ˆpξ0 ` 2˘ 1qpc20d2,2 ` c20c2,0 ` c22˘1,0d2,1q ´ ω0c0d2,2
c0pξ0 ` 2˘ 1qpc20c2,0 ` c22˘1,0d2,1q ´ ω0c20c2,0q
˙
and
C0q0,˘1 “1
2
ξ0 ˘ 1
pω0 ´ cpκqpξ0 ˘ 1qq2 ´ c2˘1,0pξ0 ˘ 1q2
ˆ
ˆpξ0 ˘ 1qpc20d0,2 ´ c20c0,0 ` c2˘1,0d0,1q ´ ω0c0d0,2
c0pξ0 ˘ 1qp´c20c0,0 ` c22˘1,0d0,1q ` ω0c20c0,0
˙
.
Continuing, we take the L2pTq ˆ L2pTq inner products of the above and (B.1),
and we make a lengthy and complicated, but explicit, calculations to show that
xLψ1,ψ1y
xψ1,ψ1y “ iωp2` ξ0`ξ,´q
` ia
2
1` c22,ξ
´
´ p2` ξ0q
´
h0 ´ 1
2
p1` c22,ξq ` h0c2,ξ
¯
` p3` ξ0 ` ξq
´
C3,ξq2,1 ¨ q2,1 ´ 1
2
ˆ
c0 ` c2,ξ
c0c2,ξ
˙
¨ q2,1
¯
` p1` ξ0 ` ξq
´
C1,ξq2,´1 ¨ q2,´1 ´ 1
2
ˆ
c0 ` c2,ξ
c0c2,ξ
˙
¨ q2,´1
¯
´ 1
2
p2` ξ0 ` ξqC0pq2,1 ` q2,´1q ¨
ˆ
1
c2,ξ
˙
´ ωp2` ξ0 ` ξ,´qpq2,1 ¨ q2,1 ` q2,´1 ¨ q2,´1q
¯
`Opξ2a` ξa2 ` a3q
“: iωp2` ξ0`ξ,´q ` ia2L1,1 `Opξ2a` ξa2 ` a3q
as ξ, aÑ 0, where cn,ξ is in (4.4) and h0 is in (2.9). Moreover,
xLψ1,ψ2y
xψ1,ψ1y “
ia2
1` c22,ξ
´
C1,ξq2,´1 ¨ q0,1 ´ 1
2
ξ0
´
h2 ´ 1
2
p1´ c0,ξc2,ξq ` h2c2,ξ
¯¯
`Opξ2a` ξa2 ` a3q
“:ia2L1,2 `Opξ2a` ξa2 ` a3q,
xLψ2,ψ1y
xψ2,ψ2y “
ia2
1` c20,ξ
´
p1` ξ0 ` ξq
´
C1,ξq0,1 ¨ q2,´1 ´ 1
2
ˆ
c0 ´ c0,ξ
´c0c0,ξ
˙
¨ q2,´1
¯
´ 1
2
p2` ξ0qph2 ´ 1
2
p1´ c0,ξc2,ξq ´ h2c0,ξq
¯
`Opa3 ` ξa2q
“:ia2L2,1 `Opξ2a` ξa2 ` a3q,
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where cn,ξ is in (4.4) and h2 is in (2.9), and
xLψ2,ψ2y
xψ2,ψ2y “ iωpξ ` ξ0,`q
` ia
2
1` c20,ξ
´
´ ξ0ph0 ´ 1
2
p1` c20,ξq ´ h0c0,ξq
` p1` ξ0 ` ξq
´
C1,ξq0,1 ¨ q0,1 ´ 1
2
ˆ
c0 ´ c0,ξ
´c0c0,ξ
˙
¨ q0,1
¯
` p´1` ξ0 ` ξq
´
C´1,ξq0,´1 ¨ q0,´1 ´ 1
2
ˆ
c0 ´ c0,ξ
´c0c0,ξ
˙
¨ q0,´1
¯
´ 1
2
pξ0 ` ξqC0pq0,1 ` q0,´1q ¨
ˆ
1
´c0,ξ
˙
´ ωpξ0 ` ξ,`qpq0,1 ¨ q0,1 ` q0,´1 ¨ q0,´1q
¯
`Opξ2a` ξa2 ` a3q
“: iωpξ0 ` ξ,`q ` ia2L2,2 `Opξ2a` ξa2 ` a3q
as ξ, aÑ 0, where cn,ξ is in (4.4) and h0 is in (2.9).
Together, (4.16) and (4.17) become
Lpξ, aq “
ˆ
iωp2` ξ0 ` ξ,´q 0
0 iωpξ0 ` ξ,`q
˙
` ia2
ˆ
L1,1 L1,2
L2,1 L2,2
˙
`Opξ2a` ξa2 ` a3q
and
Ipξ, aq “I` a2
¨˚
˝ 0
q2,´1q0,1
1` c22,ξ
q2,´1q0,1
1` c20,ξ
0
‹˛‚`Opξ2a` ξa2 ` a3q
as ξ, a Ñ 0, where Lk,` for k, ` “ 1, 2 are found above, cn,ξ is in (4.4), qn,˘1
is in (4.12) and (4.13), and I means the 2 ˆ 2 identity matrix. Note that the
coefficient matrix of Ipξ, aq is real valued at the order of a2. Hence for ξ, a P R and
|ξ|, |a| sufficiently small, the roots of detpL´ λIqpξ, aq are purely imaginary up to
terms of orders ξa and a2, implying the spectral stability in the vicinity of iω0 in
C. The result seems to agree with that in [AN14], for instance, from a numerical
computation for the water wave problem.
Appendix C. Ill-posedness for (1.7)
For any b P R, note that η “ b makes a constant traveling wave of a Boussinesq-
Whitham equation, after normalization of parameters,
(C.1) B2t η “ c2wwp|Bx|qB2xη ` B2xpη2q,
where cww is in (2.2). Linearizing (C.1) about η “ b in the coordinate frame moving
at the speed c, and seeking a solution of the form eλtζpxq, λ P C, we arrive at
λ2ζ ´ 2cλBxζ ` c2B2xζ “ pc2wwp|Bx|q ` 2bqB2xζ.
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A straightforward calculation reveals that it possesses infinitely many eigenvalues
and eigenfunctions:
λpn` ξ,˘q “ inpc˘ac2wwpn` ξq ` 2bq and ζpn` ξqpzq “ eipn`ξqz
for n P Z and ξ P r0, 1{2s. If b ą 0 then λpn ` ξ,˘q are purely imaginary for
any n P Z and ξ P r0, 1{2s, implying spectral stability. If b ă 0, on the other
hand, then since c2ww decreases to zero monotonically away from the origin, it is
possible to find n`ξ P R sufficiently large such that λpn`ξ,´q is real and positive,
implying spectral instability. In other words, a negative constant solution of (C.1) is
spectrally unstable however small it is. This is physically unrealistic. Nevertheless,
in [DT15], the spectral instability in (C.1) away from the origin in C was argued
by a numerical approximation of the spectrum of the linearization about a periodic
wave train but for b ą 0.
To compare, for any κ ą 0, for any b1, b2 P R and |b1|, |b2| sufficiently small,
the linearization of (2.1)-(2.2) about η “ η0pκ, b1, b2q, u “ u0pκ, b1, b2q and c “
c0pκ, b1, b2q possesses infinitely many eigenvalues and eigenfunctions
λpn` ξ,˘; b1, b2q “ ipn` ξqpc0 ´ u0 ˘
a
1` h0cwwpκpn` ξqqq
and
epn` ξ,˘; b1, b2qpzq “
ˆ ?
1` h0
¯cwwpn` ξq
˙
eipn`ξqz
for n P Z and ξ P r0, 1{2s, where η0, u0, and c0 are in (2.8). For b1 “ b2 “ 0, note
that λpn` ξ,˘; 0, 0q and epn` ξ,˘; 0, 0q agree with (3.5). Since 1`h0 ą 0 for any
b1, b2 P R and |b1|, |b2| sufficiently small by (2.8a), it follows that λpn` ξ,˘; b1, b2q
lies on the imaginary axis for any n P Z and ξ P r0, 1{2s for any b1, b2 P R and
|b1|, |b2| sufficiently small. In other words, a sufficiently small, constant solution of
(2.1)-(2.2) is spectrally stable.
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