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Abstract
Recently, we proposed short-time Fourier transform (STFT)-
based loss functions for training a neural speech waveform
model. In this paper, we generalize the above framework and
propose a training scheme for such models based on spectral
amplitude and phase losses obtained by either STFT or contin-
uous wavelet transform (CWT), or both of them. Since CWT is
capable of having time and frequency resolutions different from
those of STFT and is cable of considering those closer to human
auditory scales, the proposed loss functions could provide com-
plementary information on speech signals. Experimental results
showed that it is possible to train a high-quality model by using
the proposed CWT spectral loss and is as good as one using
STFT-based loss.
Index Terms: speech synthesis, neural waveform modeling,
STFT, CWT
1. Introduction
The performance improvements of speech synthesis systems
brought by recent neural speech waveform models have been
remarkable. Various high-quality models such as WaveNet [1],
SampleRNN [2], Parallel WaveNet [3], WaveGlow [4], LPC-
Net [5], and LP-WaveNet [6] have been proposed. These mod-
els are frequently used as vocoders to convert acoustic features,
e.g., the mel spectrogram, into speech waveforms. Such neural
vocoders are an essential component in various speech synthesis
applications.
One open question of such models is their training proce-
dure. Several training methods and criteria for these models
have been studied. To give a few examples, it was initially
proposed to train a neural waveform model as a classification
model by using a quantized speech waveform [1]. This method
was improved on the basis of a discretized mixture of logistic
distributions [3]. Distillation from an auto-regressive (AR) net-
work to a non-AR network was also investigated [3, 7]. Nor-
malizing Flows and Glow were also investigated to consider
invertible transformations from an AR structure to a non-AR
structure [8, 4]. A combination of linear AR (linear predictive
coding) and non-linear AR was also investigated [9, 5, 6].
Recently, we proposed a new loss defined in the short-time
Fourier transform (STFT) time-frequency domain for training
neural speech waveform models [10] as shown in Figure 1. The
loss can be used for efficiently training a model without using
a time-consuming AR structure because the STFT spectrum can
contain multiple speech waveform samples and because a wave-
form model can be explicitly optimized on the basis of spectral
amplitude and phase information [11].
In this paper, we generalize the above framework and pro-
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Figure 1: Overview of proposed CWT-based loss for neural
speech waveform models
pose a new training scheme for neural speech waveform models
based on spectral amplitude and phase losses obtained by ei-
ther STFT or continuous wavelet transform (CWT), or both of
them. In STFT, time and frequency resolutions are determined
by the shape of the analysis window and frame shift, and it is not
straightforward to balance them. Time-frequency analysis with
different temporal and frequency resolutions can be achieved
by using the CWT. It is also possible to adjust the CWT’s time-
frequency analysis so that we can consider scales similar to hu-
man auditory scales. In this paper, we investigate the training
of a high-quality neural speech waveform model by using both
STFT and CWT spectral losses.
The rest of this paper is structured as follows. In Section 2,
we overview CWT. We explain the proposed loss in Section 3
and report experimental conditions and results in Section 4 as a
proof of concept. We summarize our findings in Section 5.
2. Continuous wavelet transform (CWT)
In this paper, CWT for discrete signals y is represented by using
CWT matrix W ∈ CLT×T as shown in Figure 2 [12]:
Y =Wy, (1)
W =

W0
W1
...
WL−1
 ,Wl =

ψl,0 ψl,1 . . . ψl,T−1
ψl,T−1 ψl,0 . . . ψl,T−2
...
...
. . .
...
ψl,1 ψl,2 . . . ψl,0
 ,
(2)
where l and t represent a scale and time shift parameter in the
continuous wavelet transform. Also, ψl,t = ψ(tδ/al) is a
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Figure 2: CWT complex spectra calculated by using matrix W .
Here,W ∈ CLT×M and indexes represent CWT operation and
scales. In STFT case, scale indexes andL denote frequency bins
and frame length. White parts in matrix W represent 0.
scaled mother wavelet, and al and δ represent a scale param-
eter and a signal sampling interval, respectively. Since a special
case of the CWT matrix W includes a transformation to per-
form STFT [12], we use Eq. (1) to represent both STFT and
CWT in the following sections.
CWT can analyze a speech waveform with a time-
frequency resolution different from that of STFT. Fig. 3 shows
an STFT spectrogram and CWT spectrograms in which, from
top to bottom, the frequency resolutions are on a linear-
frequency scale, mel-frequency scale, and log-frequency scale.
3. CWT spectral loss
As described in Section 2, both STFT and CWT spectra can be
represented by Eq. (1). This provides a unified way of defin-
ing both STFT spectral loss and CWT spectral loss in order to
train a neural speech waveform model. We define amplitude and
phase spectral losses the same as those proposed in [10]. An
STFT/CWT complex spectrum Yl,t, amplitude spectrum Al,t,
and phase spectrum exp(θl,t) (to which the Euler formula is
applied) of scale l at time t are represented by using the t-th
row vector of Wl:
Yl,t =Wl,ty, (3)
Al,t = |Yl,t|
= (y>WHl,tWl,ty)
1
2 , (4)
exp(iθl,t) = exp(i∠Yl,t)
=
Yl,t
Al,t
=
Wl,ty
(y>WHl,tWl,ty)
1
2
. (5)
Amplitude and phase spectral losses used for training a neu-
ral speech waveform model are defined by Eqs. (4) and (5).
Please see [10] for details on the derivatives.
3.1. Amplitude spectral loss
The amplitude spectral loss is defined as follows.
E
(A)
l,t =
1
2
(Aˆl,t −Al,t)2 (6)
=
1
2
(Aˆl,t − (y>WHl,tWl,ty)
1
2 )2, (7)
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(a) STFT spectrogram
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(b) CWT spectrogram with mel-frequency scale
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(c) CWT spectrogram with log-frequency scale
Figure 3: STFT spectrogram (a) and CWT spectrograms whose
frequency resolution are equally spaced on mel-frequency scale
(b) and log-frequency scale (c). 0th is not included, and total
number of scales is 256.
where ·H represents a Hermitian transpose. A partial derivative
of E(A)l,t with respect to y is as follows.
∂E
(A)
l,t
∂y
=
(
Al,t − Aˆl,t
)
R
(
exp(iθl,t)W
H
l,t
)
, (8)
whereR(z) represents a real part of a complex number z.
3.2. Phase spectral loss
The phase spectral loss is defined as follows to consider this
periodic property.
E
(P )
l,t =
1
2
∣∣∣1− exp(i(θˆl,t − θl,t))∣∣∣2 (9)
= 1− 1
2
(
Yˆl,t
Aˆl,t
(y>WHl,tWl,ty)
1
2
Wl,ty
+
Yˆ l,t
Aˆl,t
(y>WHl,tWl,ty)
1
2
W l,ty
)
, (10)
where · represents a complex conjugate. A partial derivative of
E
(P )
l,t with respect to y is as follows.
∂E
(P )
l,t
∂y
= sin(θˆl,t − θl,t)I
(
1
Y l,t
WHl,t
)
, (11)
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Figure 4: Network architecture of neural vocoders used in ex-
periment
Name Conditions Weights
WORLD mgc, F0, bap -
STFT α(A,FT )l,t = 1, α
(A,WT )
l′,t′ = 0
STFT+CWT Mel spec. α(A,FT )l,t = 0.5, α
(A,WT )
l′,t′ = 0.5
CWT α(A,FT )l,t = 0, α
(A,WT )
l′,t′ = 1
Table 1: List of evaluated vocoders. Here, WORLD, mgc, and
bap mean WORLD vocoder [13], mel cepstrum coefficients, and
band aperiodic components, respectively. FT, FT+WT, and WT
were neural vocoders and were trained on basis of different
weights.
where I(z) represents an imaginary part of a complex number
z.
3.3. Proposed loss function for model training
In this paper, the proposed loss function used for model training
E is represented by the weighted sum of an STFT amplitude
loss E(A,FT )l,t , STFT phase loss E
(P,FT )
l,t , CWT amplitude loss
E
(A,WT )
l,t , and CWT phase loss E
(P,WT )
l,t .
E =
∑
l,t
(
α
(A,FT )
l,t E
(A,FT )
l,t + α
(P,FT )
l,t E
(P,FT )
l,t
)
+
∑
l′,t′
(
α
(A,WT )
l′,t′ E
(A,WT )
l′,t′ + α
(P,WT )
l′,t′ E
(P,WT )
l′,t′
)
,
(12)
where α(A,FT )l,t , α
(P,FT )
l,t , α
(A,WT )
l′,t′ , and α
(P,WT )
l′,t′ are weights
for STFT amplitude and phase spectral losses and CWT ampli-
tude and phase spectral losses, respectively.
4. Experiments
Neural vocoders were trained by utilizing mel spectrograms as
conditional features on the basis of the proposed loss. We con-
ducted analysis-by-synthesis experiments1.
4.1. Experimental condition
Database We used 1, 032 utterances as training data and 50
utterances as test data of a female speaker, SLT, from the CMU-
ARCTIC database. The sampling rate was 16 kHz.
Network The same architecture as that used in [10], shown in
Fig. 4, was used as a neural vocoder. Conditional features were
first converted into hidden representations through a conditional
network consisting of an 80-unit bi-directional LSTM and a
1Synthetic speech samples can be found at https:
//nii-yamagishilab.github.io/samples-STFTCWT/
index.html
CNN with 80 filters whose size was 5 (time direction) × 80
(frequency direction). Then, hidden representations were dupli-
cated to adjust the time resolution. The previous 400 samples
and hidden representations obtained from the conditional net-
work were fed into an output network. The output network was
composed of three 256-unit uni-directional LSTMs. As with
[10], waveform samples obtained by removing amplitude infor-
mation were used as feedback. Mini-batches were created, each
from 120 randomly selected speech segments. Each mini-batch
contained speech waveform samples that each totaled 15 s (each
speech segment equaled 0.125 s). We used the Adam optimizer
[14], and the number of updating iterations was 80k.
Conditional features An 80-dim. mel spectrogram was used as
the conditional feature of the neural vocoder. To extract a mel
spectrogram, the frame shift, frame length, and FFT size were
set to 80, 400, and 512, respectively.
Spectral loss The frame shift, frame length, and FFT size
were 1, 400, and 512 respectively, in the calculation of the
STFT spectral loss. Equal intervals on the mel-frequency scale,
ω = 6, and a complex Morlet wavelet were used to calculate
the CWT spectral loss. The total number of scales for CWT
was set to 25 when a combination of STFT and CWT spectral
losses was used and to 257 when only CWT spectral loss was
used.
Weights of loss function From preliminary experimental re-
sults, it was found that a noisy speech waveform was generated
when CWT phase spectral loss was used. Thus, we omitted this
loss from the training criterion E, i.e., α(P,WT )l′,t′ = 0. Further-
more, voiced/unvoiced flags (1: voiced, 0: unvoiced) were used
as weights for the STFT phase spectral loss, i.e., α(P,FT )t,n = vt,
because [10] has shown that voiced/unvoiced flags were useful
in training a neural speech waveform model. The tested weights
for STFT and CWT amplitude spectral losses were as follows.
• α(A,FT )l,t = 1, α
(A,WT )
l′,t′ = 0: Only STFT amplitude
spectral loss was used as in the conventional training.
• α(A,FT )l,t = 0.5, α
(A,WT )
l′,t′ = 0.5: A combination of
STFT amplitude spectral loss and CWT amplitude spec-
tral loss was used.
• α(A,FT )l,t = 0, α
(A,WT )
l′,t′ = 1: Only CWT amplitude
spectral loss was used.
In the experiment, we compared the above neural vocoders
with the WORLD vocoder. We extracted spectral envelopes,
F0, and aperiodic components, and they were converted into
low-dimensional features of 59-dim. mel cepstrum coefficients
and 21-dim. band aperiodic components. During the synthe-
sis phase, the low-dimensional features were converted into
original high-dimensional features and input to the WORLD
vocoder.
4.2. Objective results
In the experiments, analysis-by-synthesis speech samples, gen-
erated from the four vocoders listed in Table 1, and natural
speech samples (NAT) were evaluated.
Parts of spectrograms obtained from natural speech and
analysis-by-speech speech samples by utilizing the vocoders are
shown in Fig. 5. First, comparing spectrograms obtained from
speech samples generated by utilizing neural vocoders with mel
spectrograms as inputs [Figs. 5(c), 5(d), and 5(e)], we can see
that all spectrograms look similar. This means that CWT ampli-
tude spectral loss can be used for training a high-performance
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Figure 5: Parts of spectrograms obtained from natural speech and analysis-by-synthesis speech samples
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Figure 6: Subjective evaluation results. All pairs are statisti-
cally significant except for STFT vs. STFT+CWT.
speech waveform model, although the effectiveness of the com-
bination of STFT and CWT spectral losses could not be ob-
served from the spectrograms.
4.3. Subjective results
The quality of the speech samples was evaluated in preference
tests. This evaluation was carried out with a web-based inter-
face on a crowdsourcing platform. On each web page, we pre-
sented two audio files and asked evaluators to state which sam-
ple sounds better. The evaluators were required to fully listen to
the two samples before evaluating them. In total, 162 evaluators
participated in the test. Each pair was evaluated 40 times.
Six pairs were compared:
• World vocoder vs. Neural vocoder using the STFT loss
• World vocoder vs. Neural vocoder using the CWT loss
• World vocoder vs. Neural vocoder using the STFT and
CWT loss
• Neural vocoder using the STFT loss vs. Neural vocoder
using the STFT and CWT loss
• Neural vocoder using the STFT loss vs. Neural vocoder
using the CWT loss
• Neural vocoder using the CWT loss vs. Neural vocoder
using the STFT and CWT loss
Figure 6 shows the results of the preference tests. We can
see that the neural waveform model using the proposed CWT
loss was better than the standard deterministic World vocoder.
We can also see that the proposed CWT loss was as good as our
previous STFT-based loss from a comparison of “CWT” and
“STFT.” However, unfortunately, we could not observe any ben-
efits from combining the proposed CWT loss and STFT-based
loss. One possible reason is that we used the AR-structure neu-
ral network for waveform modeling, and the impact of the con-
ditional features may not have been significant. We should in-
vestigate the effectiveness of the proposed loss using a non-AR
waveform model [11] as a next step.
5. Conclusion
In this paper, we extended STFT-based loss functions for train-
ing a neural speech waveform model and proposed a more gen-
eralized framework where we can use either STFT or CWT, or
both of them. Experimental results showed that it is possible to
train a high-quality model by using the proposed CWT spectral
loss. Synthetic speech generated with the proposed loss sounds
better than that generated with a standard deterministic speech
vocoder and is as good as that with the STFT-based loss.
However, in contrast to our expectation, combining the pro-
posed CWT loss and STFT-based loss did not improve the qual-
ity of synthetic speech. Our future work includes investigating
the effectiveness of the proposed loss for a non-AR waveform
model [11].
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