Abstract. In this article we study injective representations of infinite quivers. We classify the indecomposable injective representations of trees and then describe Gorenstein injective and projective representations of barren trees.
Introduction
The major impetus for the study of the representations of quivers was given by Gabriel's study of the finite quivers of finite representation type (see [11] ) and their connection with the Dynkin diagrams associated with finite dimensional semisimple Lie algebras over the field of complex numbers.
The classical representation theory of quivers involved finite quivers and assumed that the ring was an algebraically closed field with the assumption that all vector spaces involved were finite dimensional. In [14] the study of semisimple representations of these kinds of quivers were considered. Recently representations by modules over more general quivers have been studied. the graded ring R[x] = R + Rx + Rx 2 + · · · (here R is any ring with identity) is equivalent to the category of representations over R of the infinite line quiver. Less trivial examples can be given involving group rings R[G] with the obvious grading. In [3] it was shown that the category of quasi-coherent sheaves over any scheme is equivalent to a category of representations of a quiver (with certain modifications on the representations). In many of these cases the quiver viewpoint leads to simplifications of proofs and of the descriptions of objects in related categories. This has certainly proved true in the case of finite quivers and promises to be so when the quivers are infinite.
Our techniques are necessarily different from the usual ones concerning quivers without oriented cycles, and in general for the classic treatment of representation theory of associative algebras (see for example [1] ). We consider the geometric properties of the quiver and also have used infinite matrix techniques to classify projective representations (see [2] ). In [9] flat representations were studied and in [6] the so called noetherian quivers were characterized.
So our main concern in this paper is the study of injective representations over a possibly infinite quiver in terms of local properties of the representations (see properties i) and ii) of Proposition 2.1). As we will see in Section 6 these local properties turn to be very useful in studying and characterizing Gorenstein injective, projective and flat representations of quivers.
These are of particular interest for defining a version of relative homological algebra that is called Gorenstein homological algebra. For it has been recently proved in [5] (by using the results of [4] ) that a fruitful version of Gorenstein homological algebra can be developed in the category of representations over an arbitrary quiver, when the base ring is Gorenstein. Moreover by [4] we get that two model structures can be derived in the category of representations over a quiver where we use these Gorenstein injective and Gorenstein projective representations to define the cofibrations (see [12] for a deep study on model category structures).
On the other hand, infinite and barren trees (see Section 5) appear naturally in the study of finiteness conditions in the category of representations of quivers. In particular concerning the question of when this category admits a family of noetherian generators (cf. [6] ) and in the characterization of a Gorenstein path ring (cf. [5] ). So in Section 3 we study indecomposable injective representations of trees to determinate the structure of injective representations on barren trees (see the remark after Corollary 5.5).
Sections 4 and 5 are devoted to exhibiting a wide class of quivers whose injective representations admit the previous "local" characterization (the so called source injective representation quivers, see Definiton 2.2). One interesting question is to ask if this characterization carries over to quivers with relations. For instance, in [10] it is proved that this is the case when we consider the infinite line quiver on both sides and then take the monomial relation given by the composition of N -paths. So we get a local structure theorem for injective representations in the category of N -complexes of modules (N ≥ 2)) and all machinery of Section 6 can be applied in this situation.
Preliminaries
Throughout this article we will use the terminology and results of [7] .
We keep the notation introduced in [1] . All rings considered in this paper will be associative with identity and, unless otherwise specified, not necessarily commutative. The letter R will usually denote a ring.
As usual we denote a quiver by Q with the understanding that a quiver is a fourtuple Q = (V (Q), Γ(Q), s, t) where V (Q) is a set of vertices, a set Γ(Q) of arrows between these vertices and two maps s, t : Γ(Q) → V (Q), where for each a ∈ Γ(Q), s(a) and t(a) assign to an arrow a the source vertex and terminal vertex of a respectively. All quivers considered in this paper may be infinite, that is, one of the two sets V (Q) or Γ(Q) can be infinite. Note that we do not exclude loops or multiple arrows in the definition of a quiver. Sometimes we will denote V (Q) (resp. Γ(Q)) simply as V (resp. Γ) if the quiver is understood. A finite path p of a quiver A is a sequence of arrows a n · · · a 2 a 1 with t(a i ) = s(a i+1 ) for all i = 0, . . . , n − 1. Therefore s(p) = s(a 1 ) and t(p) = t(a n ). Two paths p and q of a quiver can be composed, getting another path qp whenever t(p) = s(q). A quiver can be thought as a small category where the objects are the vertices and the morphisms are the paths. The vertices of Q can be considered as the identities of Q, that is, a vertex v of Q is a trivial path where s(v) = t(v) = v. A tree is a quiver T having a vertex v such that for another vertex w of T there exists a unique path p such that s(p) = v and t(p) = v. Such vertex v is called the root of the tree T . A forest is a quiver in which every connected component is a tree. For a path p of Q we denote by t(p) (resp. s(p)) the final (resp. the initial) vertex of p.
A representation by modules X of a given quiver Q is a functor X : Q → R-Mod. Such a representation is determined by giving a module X (v) to each vertex v of Q and a homomor-
representations X and Y is a natural transformation, so it will be a family {η v } v∈V such that
Thus the representations of a quiver Q by modules over a ring R is a category, denoted by (Q, R-Mod), which is a Grothendieck category with enough projectives.
The category (Q, R-Mod) is equivalent to the category of modules over the path algebra RQ, which is a ring with enough idempotents that in general does not have a unit (unless |V | is finite).
For a given quiver one can find a family injective cogenerators from an adjoint situation as it is shown in [7] . For every vertex v ∈ V and the embedding morphism {v} ⊆ Q the family {e v * (E) : v ∈ V } is a family of injective cogenerators of (Q, R-Mod), whenever E is an injective
where Q(w, v) denotes the set of paths p in Q such that s(p) = w and
M is given by the coordinate-wise function e v * (M )(a) = Q(w 2 ,v)a id Q(w 2 ,v) . Then by [7, Theorem 4 .1] e v * is the right adjoint functor of the evaluation functor T v : (Q, R-Mod) → R-Mod given by
We will need the property satisfied by injective representations given by the next result. 
ii) For any vertex v the morphism
Proof. We consider the injective representations e v * (E) associated with a given vertex of Q and an injective left R-module E. By the construction given in the proof of [7, Theorem 4 .1] we see that each e * (E) has the property of the Proposition. As noted in [7, pg.303 ] the e v * (E) (varying v and E) cogenerate (Q, R-Mod). So any injective representation is a retract of products of the various e v * (E)'s. The property is preserved under taking products and retracts and so we get the desired result.
Since the category of representations of a quiver Q is always a Grothendieck category, it has enough injective representations. In this paper we are mainly concerned with studying when injective representations are characterized in terms of conditions i) and ii) of Proposition 2.1. These conditions involve local properties of the representation on the vertices and their corresponding sources, so they motivate the following definition which is pivotal for the rest of the paper.
Definition 2.2. We say that a quiver Q is a source injective representation quiver if for any R the injective representations of (Q, R-Mod) can be characterized in terms of conditions i) and ii)
of Proposition 2.1. We will denote by I the class of all source injective representation quivers.
One of the main goal of the paper is to study the class I and more precisely to determine which trees belong to it. For this purpose, it is convenient to start Section 3 by determining the indecomposable injective representations of trees. As we will see in Section 6, there are important properties which can be derived from the fact that a quiver is in I. ii') For a vertex v ∈ V , the morphism ⊕ t(a)=v X (s(a)) → X (v) (where X (s(a)) → X (v) is X (a)) is a splitting monomorphism.
We will denote by P the subclass of the class of all sink projective representation quivers.
Left rooted quivers are examples of quivers in P, but as it is shown in [2, Theorem 4.1], A ∞ ∞ is not a sink projective representation quiver. Cyclic quivers are also examples of quivers which do not lie in P.
Indecomposable injective representations.
The main aim of this section is to characterize the indecomposable injective representations of trees. So let T be a tree quiver. We recall that for a given v as above, e * is the right adjoint of the restriction functor (T, R-Mod) → ({v}, R-Mod) (where the last category is essentially R-Mod).
Since our quiver is a tree, these representations have an especially simple form. These are such that e v * (E)(w) = E if there is a path (necessarily unique) from w to v and such that e v * (E)(w) = 0 otherwise. And e v * (E)(a) = id E for any arrow a such that e v * (E)(t(a)) = e v * (E)(s(a)) = E. This follows from Theorem 4.1 of [7] . It is easy to see that if E is an indecomposable injective module then each e v * (E) is also an indecomposable injective object of (T, R-Mod). But in general these e v * (E) do not give all such objects. However, if we introduce the notion of vertices w at infinity of T and modify the construction of e v * (E) to include objects e w * (E) for such vertices at infinity, we will get all the indecomposable injective objects.
We begin by noting that given the vertex v of T there is a unique path p = a n a n−1 · · · a 1 of Q such that s(a 1 ) is the root of T and such that t(a
, · · · , s(a n ), t(a n ). We consider infinite paths p = · · · a 3 a 2 a 1 such that s(a 1 ) is the root of T . For each such path we associate a w (distinct from all the vertices of T ) that we call a vertex at infinity. With two distinct such paths we associate distinct vertices at infinity (we note the analogy with the procedure of adding points at infinity to form a projective space from an affine space).
Now let p = · · · a 3 a 2 a 1 be an infinite path with s(a 1 ) the root of the tree and with w its associated vertex at ∞. For an injective left R-module E we define the object e w * (E) of (T, R-Mod) to be that unique object such that e w * (E)(a i ) = id E for each a 1 , a 2 , a 3 , · · · and such that e w * (E)(v) = 0 if v is any vertex distinct from all the vertices s(a j ), t(a j ) for j = 1, 2, 3, · · · .
We now shall prove
Proposition 3.1. If w is a vertex at infinity for T and if E is an injective left R-module then
e w * (E) is an injective object of (T, R-Mod).
Proof. We first prove the claim when our tree is
(the infinite line to the right). Note that here we have one vertex at infinity, say w, and that then for E, e w * (E) is just
is any object of (A + ∞ , R-Mod) then the morphisms M → e w * (E) are in one-to-one correspondence with maps lim
This in turn gives an extension M → e w * (E) and shows that e w * (E)
is injective.
Now we consider an arbitrary tree T . Given a vertex w at infinity of T there is an embedding
A + ∞ ⊆ T that identifies A + ∞ with the infinite path p from the root of T and having w as its vertex at infinity. We now apply the comment at the bottom of page 302 of [7] . Letting X be our e w * (E) (as an object in (A + ∞ , R-Mod)) and letting f : A + ∞ → T be the embedding above we see that f * (e w * (E)) is precisely what we denote e w * (E) as an object of (T, R-Mod). Since these right adjoint functors preserve injectivity (see Section 5, pg. 303 of [7] ) we get that e w * (E) is injective.
Note that if E is also indecomposable then e w * (E) is an indecomposable injective object of (T, R-Mod).
Theorem 3.2. If X is an indecomposable injective object of (T, R-Mod) where T is a tree, then
X ∼ = e w * (E) for some vertex w of T (finite or infinite) and some indecomposable injective left
Proof. We will use Proposition 2.1. 
Then let X ′′ be the subobject of X such that X ′′ (v 0 ) = E ′′ and then such that for v = v 0 , X ′′ (v) = 0 if the path from v 0 to v does go through b and such that X ′′ (v) = X (v) otherwise.
Checking the compatibility conditions we see that in fact X ′ and X ′′ are subobjects and then that X = X ′ ⊕ X ′′ . So by the indecomposability of X we get X = X ′ or X = X ′′ .
is an isomorphism and since X (v 0 ) = 0 there is at least one b such hat X (t(b)) = 0. Choosing this b we then get that X ′ = 0 and so that X = X ′ .
So we note that our argument shows that for exactly one arrow b with s(b) = v 0 we get that X (b) is an isomorphism and that X (a) = 0 for all a = b with s(a) = v 0 . Let t(b) = v 1 for this b.
Now consider the subtree T ′ ⊂ T of T with root v 1 and which contains all paths of T beginning at v 1 . If we repeat the arguments above with T ′ instead of T we see that if we are then in the first situation we get X = e v 1 * (X (v 0 )). If this does not occur then the procedure above will give us a v 2 and a corresponding subtree T ′′ ⊂ T . Continuing we see that either the procedure stops and we get that X = e vn * (X (v 0 )) for some vertex v n . If the procedure does not stop then the vertices v 0 , v 1 , v 2 , · · · will determine an infinite path beginning at v 0 and so a vertex w at infinity such that X = e w * (X (v 0 )).
Remark. The E and w such that X ∼ = e w * (E) are uniquely determined up to isomorphisms.
Injective representations of right rooted quivers
In this section we prove that a wide class of quivers, the so called right rooted quivers, is contained in the class I of all source injective representation quivers.
Right rooted quivers can be intuitively defined as follows: We use the same notation as that introduced in [9] to characterize right rooted quivers in terms of certain subsets of the set of vertices, that is, for a quiver Q = (V, Γ) we shall define by transfinite induction the following subsets of V ,
there exists no arrow a of Q with s(a) = v}.
For a successor ordinal α, we define
there exists no arrow a of Q α−1 with s(a) = v},
is the subquiver of Q with
For a limit ordinal we define
Then if a quiver is right rooted there will exist an ordinal number λ such that
The converse is also true by [9, Proposition 3.6]. Proof. Let us see that conditions i) and ii) of Proposition 2.1 are sufficient to get an injective representation. By transfinite induction on the set of vertices V α , we shall construct a family of injective subrepresentations of E whose direct product coincides with E. Let E 0 = v∈V 0 e v * (E(v)). Now, if α is a successor ordinal and v ∈ V α+1 it follows, by hypothesis,
(where the product s(a)=v E(t(a)) is actually the product of E µ (v) with µ ≤ α). Then we define
Notice that E α+1 (v) = 0 for all v ∈ V µ , µ < α + 1. Now if γ is a limit ordinal, we define
Since the quiver is right rooted it is easy to see that there will exist an ordinal number λ such
and, since every E α is injective (e * preserves injective objects), it follows that E will be also injective.
Example 1. Consider the quiver T ≡ • → •, and the representations S = S 1
Example 2. The way of constructing extensions of the previous example can be easily generalized to many other right rooted quivers. For example,
• or more generally to any dual tree or finite multiple (dual) tree. By the dual tree of a given one we mean a tree whose arrows are inverted, that is, a quiver with a vertex v 0 such that for any other vertex w there exists a unique path from w to v 0 . A multiple (dual) tree is defined as a (dual) tree that admits multiple arrows from a vertex another (so it is not properly a (dual) tree). noetherian and whose projective objects have finite injective dimension (see [13] ). We recall from [6] the definition of a barren tree: if T is a tree with root v, we can divide the set of vertices into "states" in such a way that the first state V 1 = {v} and, for i ∈ N,
Then T is barren if the sequence (n i ) i∈N stabilizes (where n i = |V i |).
Example. The following is an example of an infinite barren tree. Given such a decomposition we easily see that each Ker(M n → M m ) (m ≥ n) is a homogeneous
submodule (again with respect to the decomposition). This means that
where K is this kernel. We now apply these remarks. 
If now in fact M is such that each
is an injective envelope of
Proof. We use the earlier remarks to construct a known injective representation which is isomorphic to E. We let U be the representation
tation is injective. We will try to find a direct summand which is isomorphic to the representation of the theorem. So we construct a direct sum decomposition of U. This representation is such that the maps
So we use this fact to construct our
Since E ′ is injective we have a decomposition
is homogeneous with respect to this decomposition. This is trivial since E 0 ⊕ · · · E n−1 ⊂ E ′ for each n ≥ 1. So we now use our procedure and construct the corresponding decomposition E = E ′ ⊕ E ′′ . By construction it is clear that E ′ is isomorphic to the representation
Hence this representation is injective.
To see that it is an envelope, note that E/(E 0 ⊕· · · ⊕E n−1 ) is an injective envelope of ⊕ ∞ i=n E i for each n. Hence any E → E that makes the obvious diagram commutative gives automorphisms of each E/(E 0 ⊕ · · · ⊕ E n−1 )and so E → E is an automorphism.
We now want to give a characterization of injective representations. We will need
Lemma 5.2. If E is an injective module then E = E → E → · · · is an injective representation.
Proof. This follows from the observation (made in the first part of the proof of Proposition 3.1) that morphisms M → E are given by maps lim
So we note that any E = E 0 → E 1 → · · · with all E n injective and each E n → E n+1 an isomorphism is an injective representation.
We note that there is a natural torsion theory on the category of representations where M = M 0 → · · · is torsion if for each n and each x ∈ M n there is an m > n such that x ∈ ker(M n → M m ). Then for an arbitrary representation M we let t(M) be the torsion subrepresentation.
Note that N 0 → N 1 → · · · torsion free just means that each N n → N n+1 is an injection. Proof. By Proposition 2.1 we know the conditions are necessary, so assume these conditions.
We want to argue that G is injective. Let E 0 = ker(G 0 → G 1 ). Then E 0 is injective and is a submodule of the injective Ker(G 0 → G 2 ). So we can find an E 1 so that
We proceed in this manner and find E n for all n so that ⊕ n−1
By the above it is an injective representation and in fact is the injective envelope of
Clearly E is t(G). So G = E ⊕ G ′ . Since E ⊃ t(G), G ′ is torsion free. But then G ′ has all its terms injective and all its maps surjective. But this means all its maps are isomorphisms. Hence G ′ is injective and so G as the direct sum of two injectives is injective.
Remark 1.
From the arguments it is easy to see that an injective representation is uniquely determined up to isomorphism by the family (E i ) i≥0 as above and the single injective module E so that the torsion free quotient of the injective is isomorphic to E → E → · · · .
Remark 2. Since a torsion theory is stable if and only if injective envelopes of torsion objects are torsion we see that if our theory is stable, then using the notation above, ⊕ ∞ i=0 E i must be its own injective envelope for any family (E i ) i≥0 of injective modules. So this means the ring R must be left noetherian. If conversely R is left noetherian then by our arguments we see that for any injective G, t(G) is also injective. This quickly gives that injective envelopes of torsion objects are also torsion. So the torsion theory is stable. Hence we get that R is left noetherian if and only if our torsion theory is stable.
Theorem 5.3 allows us to prove that some non right rooted quivers are also source injective representation quivers.
Then E is injective if, and only if, E i is an injective R-module and E i → E i+1 is an splitting
epimorphism for all i ∈ Z, that is, the quiver A ∞ ∞ lies in the class I. We finish by characterizing injective representations for infinite barren trees.
Corollary 5.5. Let Q be a forest whose connected components are barren trees. Then Q ∈ I.
Proof. We need to check that conditions i) and ii) of Proposition 2.1 are sufficient to get an injective representation.
It is clear that we only need to prove the result for a barren tree T . Since T is barren there ex-
where we denote by v 1 , · · · , v m the vertices at infinity, so we have 
, for all 1 ≤ j ≤ m, i ∈ N and for a fixed 1 ≤ j ≤ m the morphisms {t(v i j ) : i ∈ N} induce a morphism of representations over the quiver
Now from the morphisms
is shown in Example 1 (and by the comments made in Example 2) and following repeatedly until we reach to the root V 1 = {v}. So at the end we will have a representation t : X → E extending h : S → E via g : S → X and satisfying the compatibility condition, that is, if a : v → w is an arrow of T the diagram
is commutative.
Remark. If the ring 0 = R is left noetherian and again our quiver is a tree T , then in [6] it was proved that (T, R-Mod) is a locally noetherian Grothendieck category if and only if T is barren. In this case every injective object of (T, R-Mod) is uniquely up to isomorphism the direct sum of the indecomposable injectives e w * (E) of Section 3.
Applications: Gorenstein representations
As an application of the results of the previous sections, we study and characterize the representations of finite injective dimension (resp. finite projective dimension) and its right orthogonal class (resp. its left orthogonal class) with respect to the Ext 1 functor, that is, the class of Gorenstein injective (resp. Gorenstein projective) representations. We also study Gorenstein flat representations and give and upper bound of the Gorenstein injective dimension of a representation having finite Gorenstein injective dimension on every module associated with each vertex.
We recall (see, for example, [8] ):
Definition 6.1. An object M of an abelian category A is said to be Gorenstein injective if there is an exact sequence
of injective objects such that M = Ker(E 0 → E 1 ) and such that the sequence is Hom(E, −)-exact for every injective object E (i.e. the functor Hom(E, −) leaves the sequence exact).
We also recall from [4] the definition of a Gorenstein category.
Definition 6.2. We will say that a Grothendieck category A is a Gorenstein category if the following hold:
1) For any object L of A, projdim L < ∞ if and only if injdim L < ∞.
2) Finitistic projective dimension and finitistic injective dimension of A are both finite, that is,
Then in [5] it is proved that, for any arbitrary quiver Q, if R is such that R-Mod is Gorenstein 
Proof. Suppose M is Gorenstein injective, then there will exist an exact sequence of injectives
, which is Hom(E, −) exact, for all injective representations. Then, for a fixed vertex v we have the corresponding exact sequence of injective modules the exact sequence of injective kernels:
which is Hom(E, −) exact for all injective R-modules E, by a reasoning similar to the preceding.
Let us see that the conditions are sufficient. Since (Q, R-Mod) is a Gorenstein category we may find a short exact sequence
with G a Gorenstein injective representation and L a representation of finite injective dimension.
By the previous proof G(v) is a Gorenstein injective R-module and Ker(h v ) in the exact
is also Gorenstein injective. Moreover, since L is of finite injective dimension, it is obvious that
is also of finite injective dimension (and this map is a surjection). So by the definition of a source injective representation quiver it follows that L is an injective representation, so M will be also Gorenstein injective.
In a dual manner and using the results of [2] we can characterize Gorenstein projective representations of quivers. We can also characterize the class of all representations of finite injective dimension for quivers in I.
Proposition 6.5. A representation M of a source injective representation quiver is of finite injective dimension if and only if sup{injdim
Proof. It is obvious that the condition is necessary, for if injdim Q M ≤ n then, for all vertex
Conversely, suppose that n = sup{injdim R M(v) < ∞ : v ∈ V }, and let v ∈ V be a vertex, then there exists an exact sequence of injective R-modules,
But then we have the short exact sequence of representations
such that injdim R M 1 (v) ≤ n − 1, for every v ∈ V . Now we repeat the same procedure to get
So finally we get the exact
is an exact sequence with E n injective, by Proposition 2.1, we have that C(v) is an injective R-module and C(v) → s(a)=v C(t(a)) is an epimorphism with injective kernel, for all v ∈ V , so since the quiver is a source injective representation quiver, C will be an injective representation.
Remark.
Notice that the previous proposition shows that if
The converse clearly is not true.
When (Q, R-Mod) is a Gorenstein category, we can define the Gorenstein injective dimension of a representation M as the least natural number k such that the nth cosyzygy of M is Gorenstein injective, that is, k is the least integer such that there exists an exact sequence
with E i injective 0 ≤ i ≤ k−1 and G k Gorenstein injective (k = ∞ if there exists no such a natural number). We denote the Gorenstein injective dimension of a representation by Ginjdim Q M.
Proposition 6.6. Let (Q, R-Mod) be a Gorenstein category and let M be a representation.
Proof. We consider a short exact sequence 0 → M → G → C → 0 with G a Gorenstein injective representation and injdim Q C < ∞. Let E → G → 0 be exact with E injective. We have the pullback diagram 0 0 c c
K K
Remark. The argument of the previous proposition can be easily extended and show that if
In [9] , the authors characterize flat representations of left rooted quivers. We may use this result with Theorem 4.2 to relate flat and injective representations. We need to introduce the following notation: we denote by (Q op , R-Mod) the category of representations over the quiver 
Proof. This follows from [9, Theorem 3.7] and Theorem 4.2 by noticing that
is a pure exact sequence of left R-modules if, and only if,
is a split short exact sequence of right R-modules. 
of flat objects such that M = Ker(F 0 → F 1 ) and such that the sequence is E ⊗ −exact for every injective object E (i.e. the functor E ⊗ − leaves the sequence exact). Proof. Since M is Gorenstein flat, there exists an exact sequence such that M = Ker(F 0 → F 1 ) with F i a flat representation for all i ∈ Z, then this will be E ⊗ − exact for all injective representation E. Furthermore, by [5, Theorem 3.7] , injdim RQ RQ < ∞ so then the complex will be exact.
