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Abstract
Molecular dynamics (MD) has a long history of being used to advance our un-
derstanding of the natural world, and is a powerful tool to guide experiments by
unraveling the ﬁne details of individual interactions and how these interactions
drive dynamics. For molecular events that occur at biological interfaces, MD is
unique in being able to simultaneously probe small spatial and temporal scales.
This unparalleled resolution oﬀers unique insight to the speciﬁc interactions that
govern interfacial processes. In the context of this dissertation, MD is applied
to processes in membrane biology and biofuel research.
Through the use of the Highly Mobile Membrane Mimetic (HMMM) to accel-
erate phospholipid motion, we show that phospholipid tails insert signiﬁcantly
faster than they do in a conventional bilayer, and repeated insertion of the pe-
ripheral membrane protein α-synuclein shows larger conformational variability
in the HMMM than was observed in conventional bilayers. Separately, simula-
tions of C2 domain binding of synaptogamin (Syt) to the HMMM demonstrate
clear diﬀerences in the binding properties between Syt isoforms, and explain the
atomic origins of the observed diﬀerential kinetics between Syt-1 and Syt-7. De-
velopment of the HMMM to extend its applicability to transmembrane systems
is also discussed.
Transmembrane systems in conventional bilayers are also presented. In con-
junction with the parameterization of ubiquinone, its binding and dynamics are
reported in both the QA and QB sites of the photosynthetic reaction center
of Rhodobacter sphaeroides and the quinone-binding site of ubiquinol oxidase.
Recent structural work on the polyaromatic cation transporter EmrE, and its
electrostatic locking mechanism governing conformational change, are also dis-
cussed.
Interactions at the interface of cellulose have also been simulated. The im-
pact of lytic polysaccharide monooxygenase (LPMO) action on cellulose struc-
ture and potential product inhibition of cellulose degrading enzymes by oxidized
cellulose were monitored while on practicum at the National Renewable Energy
Laboratory. Similarly, the mechanism of how lignin interferes with cellulose
degradation by cellulases was determined by a multimillion atom simulation
analyzed while on practicum at Oak Ridge National Laboratory.
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1 Computation and
Experimental Symbiosis at
Biological Interfaces
Biology is ﬁlled with interfaces in a symphony of sizes and dimensions. At a
basic level, there is an interface between us and our environment. Our eyes
see, our ears hear, we can touch one another, and generally interact with the
world around us and the machines we create. The man-machine or entity-
environment interface continues to evolve around us as technology progresses,
and is a tantalizing example of wetware combining with hardware to advance
the human condition in a symbiotic manner.
At a smaller scale, this symbiosis repeats again and again in biology. Plants
depend on bacteria to ﬁx nitrogen from the atmosphere. Eukaryotes depend
on mitochondria for their energy production, an organelle that appears to have
developed a symbiotic relationship with its cellular host in the distant past.
Complex biological processes, such as DNA replication or gene transcription,
depend on a collection of proteins and cofactors to be carried out correctly and
completely.
Many of these ﬁndings arose from traditional experimental techniques, prob-
ing biology with cells, gels, and spectra to develop models of how biological
processes are accomplished. However, there are fundamental limits on what
experiment can see and how they should be interpreted. Our experience and
intuition from the macroscopic world does not always translate well into the
realm of molecules and atoms, and can mislead research if not constantly com-
pared to theoretical models. This comparison is essential to science, as science
takes the greatest leaps when a result disagrees with theory.
Generating theoretical models with applicability to experiment is thus the
prime challenge facing a theoretician. For speciﬁc kinds of systems, a ﬁrst
approximation “spherical cow” model can be appropriate, particularly as a toy
model to tease out the basic physics. However, for interfaces in biology, where
a great deal of heterogeneity exists in a small space, these models break down,
and must be thought of diﬀerently. The approach taken here is to harness the
advance of available research computational horsepower to create atomic models
for systems of experimental signiﬁcance, propagate the system forward in time
to collect statistics, and analyze the results to extract value to the broader
community. Using classical molecular dynamics simulation in this way creates
a framework to ascribe mechanistic details to experimental ﬁndings, creating a
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natural symbiotic relationship between experiment and computation.
Applications of this methodology as well as technical advances required for
their execution are the dominant themes in the summarized work. It begins
with a review of the basic principles of molecular dynamics (Chapter 2), as well
as a more detailed overview of using contact number as a binding metric (Chap-
ter 3), and technical elements for how diﬀerent simulation packages can be made
interoperable (Chapter 4). The part concludes with a description of the Highly
Mobile Membrane Mimetic (HMMM), a review of how it evolved over time
(Chapter 5), and proof that it is an accurate model for the membrane periphery
(Chapter 6). A discussion of a new approach that extends the applicability of
the HMMM to transmembrane systems is also presented (Chapter 7).
After the technical preliminaries, three example applications of the HMMM
to studying phenomena at the membrane interface are presented. First there
is the presentation for the mechanism of a single-lipid adsorbing or inserting
into a lipid bilayer (Chapter 8). The binding of the SNARE associated α-
Synuclein (α-Synuclein) to anionic phospholipids is then discussed together with
the potential controls of conformational change in α-Synuclein(Chapter 9). The
ﬁnal chapter in this section compares the binding interactions of the C2 domain
from two diﬀerent Synaptotagmin isoforms, which act as the Ca2+ sensors for
neurotransmitter release (Chapter 10).
The subsequent section contains three chapters studying transmembrane
protein function. Two are centered on the structure of ubiquinone binding,
either to the photosynthetic reaction center of Rhodobacter sphaeroides (Chap-
ter 11) or ubiquinol oxidase (Chapter 12). Both are excellent examples of how
MD can be used to complement experiment, and are the result of collabora-
tions with other students here at the university. The third chapter is focused on
how speciﬁc interactions govern the conformational transition of EmrE, a drug
exporter from Escherichia coli, requiring the construction of a atomistic model
from available experimental observables (Chapter 13).
The ﬁnal section contains two chapters dealing with a diﬀerent interface in
biology, the interface between lignocellulosic biomass and enzymes that aid in
their deconstruction and extract useful industrial products. The ﬁrst chapter
focuses on the downstream impact of cellulose oxidation on the decrystallization
free energy and product inhibition (Chapter 14). The second chapter takes
this further to see the eﬀect of crowding on the interactions formed between
lignocellulosic biomass and cellulases (Chapter 15).
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By three methods we may learn
wisdom: First, by reflection, which is
noblest; Second, by imitation, which
is easiest; and third by experience,
which is the bitterest.
Confucius, philosopher, 551–479 BC
I
Methods
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2 Computational Modeling
Principles
Molecular dynamics (MD) is a computational method for studying molecular
systems by ﬁrst deﬁning the atomic structure of the system under study, and
then allowing the system to evolve forward in time.1 At its core, this requires
solving Newton’s equations of motion for each particle under study, computing
the instantaneous forces acting on each particle in order to trace their mo-
tion through the simulation system.2,3 Many approaches exist to compute the
forces, and represent the ﬁrst division among the wider MD community. The
approaches resolve diﬀerent levels of detail, with the most detailed methods be-
ing more accurate, but requiring additional computational eﬀort compared with
coarser representations of the system (Fig. 2.1).
Each of these representations have their own niche in the modeling com-
munity. Quantum-mechanical methods are obligatory if electronic structure
is important to the result, and are frequently used with excited states found
throughout biology.4 The weakness of this approach is the limited dimension
quantum methods allow, as the time to solution scales polynomially in the
Figure 2.1: The ladder of force computation methods. At the top are the most
accurate methods that are the most computationally intensive. Descending the
MD method ladder, the speed increases, allowing one to reach longer simulation
timescales, but the level of detail contained within the simulation diminishes.
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number of atoms.5 Classical molecular dynamics is an evolution of this, using
empirical potential energy functions to mimic the potential energy landscape
observed in quantum-mechanical target data.6,7 For classical simulation, the
time to solution scales linearly with the number of atoms.6,8
For further increases in speed, the amount of work per simulation time must
decrease. In united atom or coarse-grained simulations, removal of hydrogens
or collecting atoms into larger particles reduces the number of particles that can
interact with one another and increases their mass, allowing timestep integra-
tion to occur with larger steps.9 Brownian dynamics goes further by removing
elements of the system, instead mimicking their eﬀect via an additional poten-
tial energy term.10 Finally, reaction diﬀusion studies with a master equation
eschew particles altogether, and instead use matrix operations to simulate cel-
lular growth and division.11
To study biological interfaces, the use of atomistic classical molecular dy-
namics is the most appropriate. Classical MD has the simultaneous spatial and
temporal resolution required to capture events at biological interfaces, serving as
a computational microscope into the nanoscopic molecular world that drives bi-
ology.12,13 Just as with many tools and techniques in conventional microscopy,
such as Fluorescence Resonance Energy Transfer (FRET)14 or Fluorescence
Imaging with One-Nanometer Accuracy (FIONA),15 operation of the compu-
tational microscope requires a robust understanding of the methods and tools
employed, which are described in detail in the sections to follow.
2.1 Molecular Model Construction and
Parameterization∗
As in experimental protocols, the ﬁrst step in computational microscopy is sam-
ple preparation. In practical terms, this means obtaining a starting conﬁgura-
tion to be simulated that represents a conﬁguration that might be reasonably
expected to model interactions that take place in vivo. In its simplest form,
this protocol amounts to ﬁnding a relevant protein structure from a structural
database such as the PDB17,18 and decorating the system environment to mimic
certain experimental conditions. However, while accurate, this simple prescrip-
tion glosses over many key decisions that must be made during system prepa-
ration, such as capping or modeling missing pieces of the protein, determining
the protonation state, and determining the appropriate lipid environment for a
∗This section borrows heavily from a recently submitted book chapter to Methods in En-
zymology. This was a collaborative effort among many coauthors from the entire Tajkhorshid
group. J. V. Vermaas, N. Trebesch, C. G. Mayne, S. Thangapandian, M. Shekhar, P.
Mahinthichaichan, J. L. Baylon, T. Jiang, Y. Wang, M. P. Muller, E. Shinn, Z. Zhao, P.-
C. Wen, E. Tajkhorshid Microscopic charaterization of membrane transporter function by in
silico modeling and simulation.Methods in Enzymology 2016, accepted.16 Of particular signif-
icance are Melanie Muller and Yuhang Wang, who contributed to drafts related to membrane
construction, and Christopher Mayne, who was the primary author of the parameterization
section on which the current one is based.
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membrane-associated protein. Additionally, obtaining force-ﬁeld parameters to
model the system under study can be another impediment to simulation.
2.1.1 Structural Refinement
The starting point for all protein structures is the protein databank (PDB).17,18
With over 100,000 protein structures contained within it, it is the largest public
repository of protein structural data. The vast majority (more than 97,000)
of the structures are derived from X-ray crystallography studies, which probe
protein crystals with X-rays to obtain a diﬀraction pattern that can then be
used to determine the position of individual atoms within the crystal lattice.
Since the structure depends on the diﬀraction pattern, which can be destroyed
by conformational heterogeneity of the protein, the best-resolved structural ele-
ments are eﬀectively static. This means that mobile elements of a protein, such
as loops or termini, can be poorly resolved or missing in crystal structures.
A number of modeling tools exist to ﬁll in these structural gaps. Tools such
as MODELLER19 or Rosetta20,21 can be used to supplement homology modeling
approaches to complete the protein. Alternatively, neutral terminating caps can
be used instead of a conventional charged cap if many residues are missing from
the termini. To correct honest mistakes in the crystal structure, such as cis-
peptide bonds or chirality errors that are appearing in the PDB at an increasing
rate,22 MolProbity23 or Chirality/Cispeptide plugins24 of VMD25 can be used.
Additionally, structural reﬁnement using guided MD to incorporate experi-
mental observables is also a possibility, and is used extensively in Chapter 13.
cryogenic electron microscopy (Cryo-EM) or X-ray derived electron densities can
be used as a biasing potential applied to the protein structure using molecular
dynamics ﬂexible ﬁtting (MDFF).26,27 Electron paramagnetic resonance spec-
troscopy (EPR)28 or double electron-electron resonance (DEER)29 data can also
be used as a structure preparation tool by using restrained ensemble simulations
to apply a series of distance restraints.30 Other data, such as nuclear Overhauser
eﬀect (NOE)31 or residual dipolar couplings (RDC)32 from NMR, can also be
applied to simulation structures to improve their veracity33,34 using collective
variables.35,36
2.1.2 Protonation Assignment
Protonation states for individual residues are sometimes overlooked when con-
structing a simulation system. However, the protonation state of individual
side-chains can have large eﬀects on protein structure, as is demonstrated clearly
in the case of EmrE in Chapter 13. Protonation of the N- and C- termini tends
to be a fairly clear decision, as the termini are nearly always protonated and
deprotonated, respectively, according to their pKa and their environment. For
ionizable residues such as histidine or aspartate, their pKa can shift dramati-
cally depending on their protein environment, and their protonation state should
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be assigned accordingly. If the ionization state is unknown, the pKa of each
residue can be estimated using tools such as PROPKA37,38 or H++,39 allow-
ing the protonation state to be assigned. PROPKA is particularly suitable to
this task, as when combined with PDB2PQR, a program originally designed for
Poisson-Boltzmann electrostatics calculations,40 PROPKA generates an output
that assigns protonation locations, including the always ambiguous histidine,
which has two neutral forms.
2.1.3 Membrane Construction
For membrane-embedded or membrane-associated systems, building the mem-
brane itself involves substantial research prior to construction. Pertinent ques-
tions include if interaction partners for the proteins of interest are known, what
the native membrane composition is in the living system, and how large the
patch of membrane needs to be.
As an example, for the peripheral proteins discussed in subsequent chap-
ters, it is known that they bind to anionic phospholipids. However, the speciﬁc
anionic phospholipids the proteins associate with are relatively rare in living sys-
tems, frequently comprising less than 15% of the total membrane in the leaﬂet.
This presents a dilemma for designing the simulation. For many atomistic sys-
tems with a single copy of the protein, there may only be 60–100 lipids per
leaﬂet to minimize the size and thereby the computational cost. To see speciﬁc
interactions with so few lipids, the simulation membrane is typically enriched
with these rare lipids, under the assumption that microclusters and general lipid
heterogeneity will form spontaneously in vivo and that locally these rare lipids
may well be substantially enriched. Thus, for the simulations of α-Synuclein
(Chapter 9) and Synaptotagmin (Chapter 10), we use a very high amount of
phospholipids with phosphatidylserine (PS) headgroups, in a 1:1 ratio with the
largest constituent of mammalian membranes, phosphatidylcholine (PC) head-
groups.
Assembling the membrane itself can be done with a number of tools, in-
cluding both webservers and stand-alone programs.41–43 The CHARMM-GUI
membrane builder43 is used in many instances throughout the text, as the in-
terface includes most physiological mammalian and bacterial phospholipids and
sterols,44 and can be scripted to generate many independent starting conﬁgura-
tions of the membrane. CHARMM-GUI also permits the membrane geometry
to be selected and contains a recently developed interface to setting up HMMM
simulations.45 The validation and testing the interface was conducted locally,
however that process is not discussed further.
Marrying the protein and the membrane together would be the next step.
For peripheral systems, this is straightforward, in that the two components are
initially segregated, and can simply be merged into one large system using tools
native to VMD.25 For membrane-embedded systems, the embedding process
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can happen through a number of diﬀerent approaches. Since we use CHARMM-
GUI43 for constructing the membrane, the simplest approach is to use the native
protein-embedding routines inherent to CHARMM-GUI.46 As an input, this
procedure needs a pre-oriented protein, which can be obtained through the
orientation of proteins in membrane (OPM) database.47 The OPM itself orients
the protein by trying to minimize the transfer energies of the protein from water
to an artiﬁcial lipid bilayer.48 Subsequent solvation and ionization completes the
structure-building aspect of system preparation.
2.1.4 Parameterization
Classical MD simulations are founded on molecular mechanics (MM) force-ﬁelds,
a mathematical description of interatomic (comprising intra- and intermolecu-
lar) interactions,6,49–51 expressed as a sum of diﬀerent potential energy terms,
including intramolecular (bonded), intermolecular (non-bonded), or additional
user-deﬁned potentials (extra).
Utotal = Ubonded + Unon−bonded + Uextra
Ubonded= Ubonds + Uangles + Udihedrals + Uimpropers
=
∑
i∈bonds
ki (bi − b0)
2
+
∑
j∈angles
kj (aj − a0)
2
+
∑
k∈dihedralterms
kk (1 + cos (nkχk + δk)) +
∑
l∈impropers
kl (χl − χ0)
2
Unon−bonded= UV DW + Uelectrostatic
=
∑
i,j∈pairlist
ǫij

(Rminij
rij
)12
− 2
(
Rminij
rij
)6+ qiqj
4πǫ0rij
(2.1)
In Eq. (2.1), many parameters depend on the molecule of interest, which control
geometrical properties such as bondlength and the dynamics of the molecule
through the force constants for each term. In short, these parameters dictate
the structure and behavior of the simulation system.
Parameter sets are derived by ﬁtting the MM potential energy surface to
quantum mechanical target data. Decades of research have led to the avail-
ability of robust parameter sets for commonly studied biopolymers (e.g., pro-
teins,52–59 DNA/RNA,60–65 carbohydrates66–72) and other biological structures
for which dynamic studies are required (e.g., lipids73–77). However, there are
times when these parameters are insuﬃcient, and parameters describing the
interaction between a molecule and its surroundings need to be obtained.
Several subsequent chapters deal with parameterization. Chapter 7 deals
with parameterizing in silico solvents suitable to extending the HMMM treat-
ment of the membrane with large transmembrane systems. Here, Lennard Jones
particles are tested with a diverse array of parameters to empirically ﬁnd pa-
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rameters that match the density and compressibility of the membrane. Using
physical properties as the basis for parameters is quite common to determine
Lennard Jones parameters, which are otherwise taken by analogy from other
parameter sets.
Parameterization by analogy can be quite an eﬀective strategy if the new
molecules contain functional groups similar to those already found in the param-
eter set. The utility of the approach is reﬂected in the number of tools available
to assist in the analogy process, including CGenFF78,79 and MATCH80 for the
Charmm Generalized Force Field (CGenFF), AnteChamber81 and R.E.D.82 for
the AMBER force-ﬁeld, and the Automated Topology Builder (ATB)83 and
PRODRG84 for the GROMOS force-ﬁeld. CGenFF was used as the basis for
parameterizing the substrate bound to EmrE (Chapter 13), but when the func-
tional groups present are not well-represented in the parameter set, the param-
eters must be ﬁt to match these functional groups.
The Force Field Toolkit (ﬀTK)85 is designed speciﬁcally for these types of pa-
rameterization tasks, and is used in several subsequent chapters to parametrize
key molecules. These molecules include ubiquinone (Chapter 11), oxidized sug-
ars (Chapter 14), and the central phosphorus atom from tetraphenylphospho-
nium (TPP+, Chapter 13). ﬀTK facilitates parameterization of novel substrates
by automating tedious and error-prone tasks, providing reasonable defaults for
novice users, and featuring a set of analytical tools to assess the details of the
optimization calculations and allow for extensive customization. Critically, it
allows the users chemical intuition to guide the parameter choices in a struc-
tured way by optionally locking the phase of dihedral terms, a feature added
during ﬀTK’s initial development in support of quinone parameterization.
2.2 Simulation Conditions∗
With an initial structure and a complete parameter set in hand, traditional
simulation can begin. At a base level, this means we will be solving Newton’s
equations of motion forward in time for each particle p in the simulation system
Eq. (2.2).
xp (t+∆t) = xp (t) + ∆tvp (t) +
(∆t)
2
2
ap (t) (2.2)
In this simple form, the acceleration, ap (t) =
Fp
mp
= −
∇Up
mp
, velocity, and posi-
tion are updated every timestep, representing the movement of particles through
space in response to the changing potential energy landscape deﬁned by the
force-ﬁeld Eq. (2.1). However, this simple form is not used for production sim-
∗This subsection borrows heavily from a recently submitted book chapter to Methods in
Enzymology. This was a collaborative effort among many coauthors from the entire Tajkhor-
shid group. J. V. Vermaas, N. Trebesch, C. G. Mayne, S. Thangapandian, M. Shekhar,
P. Mahinthichaichan, J. L. Baylon, T. Jiang, Y. Wang, M. P. Muller, E. Shinn, Z. Zhao,
P.-C. Wen, E. Tajkhorshid Microscopic charaterization of membrane transporter function by
in silico modeling and simulation. Methods in Enzymology 2016, accepted.16
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Figure 2.2: Comparison of the energy drift when using Euler (circles) or Verlet
(squares) integrators. The comparison was made with a toy simulation system
simulated for 100 timesteps, and comparing the energy drift for the system
during simulation. Verlet integrators are much more accurate than the Euler
equivalent.
ulation. Instead, further developments since the birth of molecular dynamics
include more accurate integrators to more faithfully conserve energy, and com-
putational thermostats and barostats to reproduce in vitro conditions in silico.
2.2.1 Simulation Integrators
Given the structure of Eq. (2.2), it is very tempting to numerically integrate
the diﬀerential equations using Euler’s method, where the particle velocities
and positions are updated every timestep based on the accelerations derived
from the forces acting on the particle. However, it was observed that through
careful manipulation of the typical position and velocity update cycles, a more
accurate integrator would emerge that has the same computational cost but
greater accuracy as measured by smaller energy drifts (Fig. 2.2). The widely
used Verlet integrator,86 presented here in its velocity form, uses acceleration
information from adjacent timesteps to compute a more accurate velocity.
vp (t+∆t) =
∆t
2
(ap (t) + ap (t+∆t)) + vp (t) (2.3)
The great beneﬁt of using the Verlet integrator is that larger timesteps can be
taken without sacriﬁcing accuracy relative to a simpler integrator (Fig. 2.2),
and only requires one expensive force evaluation per step.
However, stable integration of the position demands that the timestep be-
tween force evaluations be approximately ten times shorter than the timescale
of the fastest degree of freedom.87 In the original formulation of biomolecu-
lar MD, each particle in the simulation system represents a speciﬁc atom, and
the fastest degrees of freedom are the bond vibrations to hydrogen. The rele-
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vant vibrational modes are observed at ∼ 3000 cm−1 in IR spectra,88 implying
∼ 1014 vibrations of the bond per second, limiting unconstrained atomic MD
timesteps to 1 fs. If the length of bonds to hydrogen atoms are ﬁxed, such as
with the SHAKE,89,90 RATTLE,91 SETTLE,92 or LINCS93 algorithms, the next
fastest modes are heavy atom vibrations, which limit the timesteps to 2–2.5 fs
each. Further extension for atomistic systems can be achieved through creat-
ing virtual sites to represent functional group dynamics94 or molliﬁed impulse
integrators.95
2.2.2 Simulation Temperature Control
Experimental measurements are generally taken at constant temperature, and
so it is desirable to conduct simulations that also regulate their temperature.
Temperature within a simulation has a very precise deﬁnition related to the
average kinetic energy of the system.
〈KE〉 =
1
2
〈
mv2
〉
=
3
2
kbT (2.4)
There is no inherent reason why the kinetic energy of the system should remain
constant over time, as energy is free to slosh back and forth between kinetic
and potential energy. Thus, in principle, a constant energy simulation may vary
in temperature over incredibly short timescales. In order to closely replicate
experimental conditions, simulation thermostats have been developed to allow
the temperature of the simulation to be tuned.
The simplest thermostat simply rescales the velocity of all atoms such that
the average kinetic energy matches the expectation for the given temperature
at every timestep. This crude thermostat, as well as similar thermostats such
as the Berendsen thermostat,96 are unsuitable for production simulation since
they do not actually correspond to any particular ensemble, and are divorced
from experimental reality in that they do not conserve momentum. Instead,
their utility is strictly in quickly heating up a system to a diﬀerent temperature
during initial equilibration from the starting structure.
For production simulations in NAMD,3 the Langevin thermostat is what is
most commonly used. It relies on exploiting the ﬂuctuation dissipation theo-
rem97 to balance the eﬀect of a noise term that continuously adds energy into
the system and a drag term that takes it back out again.98 Thus, the dynamics
equation is modiﬁed from Eq. (2.3) to change the particle velocities in order to
take the dissipative and stochastic forces into account.99
vp (t+∆t) =
∆t
2
(ap (t) + ap (t+∆t)) + (1− γp∆t) vp (t) +
√
2kTrefγp∆tm
−1
p ξ
(2.5)
Under this formalism, a drag scaling factor for each particle γp is coupled to a
correct scaling factor for a white noise term ξ such that the long time temper-
ature behavior will trend the system temperature towards Tref .
98
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2.2.3 Simulation Pressure Control
Similar to temperature, the eﬀective pressure on a simulation system is diﬃcult
to predict a priori. Instead, the simulation is ﬁrst assembled and then subse-
quently simulated with additional forces applied to replicate benchtop atmo-
spheric pressures. Instantaneously, the pressure within a simulation is deﬁned
as:
P =
1
3V
(∑
i
mivi·vi + ri·fi
)
(2.6)
where P is the pressure, V the system volume, and mi, vi, ri, and fi are the
mass, velocity, position, and force for particle i. Recognizing that the ﬁrst term
in the sum is an expression of kinetic energy, determining the mean pressure
from Eq. (2.6) simpliﬁes though the application of Eq. (2.4) to:
P =
〈
NkbT
V
〉
+
〈
1
3V
∑
i
ri·fi
〉
(2.7)
The second term in addition to the familiar ideal gas law is the virial term,
as deﬁned by Clausius.100 The virial term is directly responsible for system
expansion. If particles on the edge of the system are pushing outwards, the virial
is positive and the pressure is higher than the temperature and volume would
indicate. Likewise if intermolecular forces are pulling inward on the system, the
computed pressure is lower, and the system should contract.
Since the virial depends on the instantaneous position and force, instanta-
neous pressures can vary widely during simulation. Thus, the barostats that
regulate the pressure keep a running average of the pressure so that changes to
the system are made slowly enough for the system. NAMD3 implements two
barostats, the Berendsen barostat96 and the Nose´-Hoover Langevin piston pres-
sure control.101,102 The Berendsen thermostat rescales the size of the system
periodically so that the eﬀective pressure is maintained. The piston method
adds a damping term to the “velocity” of volume change as well as noise to the
box dimensions.
2.2.4 Non-bonded Force Methods
The ﬁnal aspect of simulation conditions is not focused on accuracy, but rather
on eﬃciency. Given the formalism for the force-ﬁeld presented in Eq. (2.1),
most of the sums grow linearly with the number of atoms, since the number
bonded terms grows linearly as the system size gets larger. The non-bonded
terms, however, grow as the square of the number of atoms, as in principle even
distant atoms have some force between them in our models. From an eﬃciency
standpoint it is ludicrous to calculate the pairwise interactions for all possible
pairs, since most terms do not contribute very much to the sum due to the large
separation between atom pairs. Instead, methods have been devised to calculate
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the important neighboring pairs and deal with longer range eﬀects eﬃciently.
Fundamentally, the adjacent atom pairs contribute the most to the inter-
actions. Thus, the ﬁrst optimization MD algorithms make is to deﬁne a cutoﬀ
distance. If the atom pairs are closer together than this cutoﬀ distance, they are
computed as described in Eq. (2.1) after making allowances for energy conserva-
tion by changing the functional form for larger pairwise distances. If the atom
pairs are further than this cutoﬀ, the pairwise interaction is truncated, and do
not contribute to the dynamics. Since most potential pairs are ignored, most
MD engines implement some type of pairlist that keeps track of which pairs
are close enough to do the distance comparison. This dramatically reduces the
number of interactions present in the simulation, since the number of pairs per
atom is eﬀectively ﬁxed by the number of atoms contained in the ball of space
around the initial atom. Generating the pairlist and computing the pairs are
both operations that scale linearly with the number of particles, allowing for the
simulation of much larger systems. However, even with this linear scaling, since
there are so many more non-bonded interactions to consider, typical MD engines
spend upwards of 95% of the time calculating non-bonded interactions.103
As written, this approach nearly exactly describes how van der Waals (VDW)
interactions are computed. The functional form of this potential with its r−6
and r−12 dependence converges rapidly, and a cutoﬀ of 9 to 12 A˚ is enough to
have minimal error. The same cannot be said for the electrostatic term. The
r−1 dependence on distance does not actually converge with distance, and in
principle an inﬁnite cutoﬀ would be needed to accurately model the physics
inherent to our models. To get around this limitation, a number of diﬀerent
protocols have been devised to deal with how to incorporate information on the
electrostatics of the surroundings into our models. The simplest is the reaction
ﬁeld method,104 which assumes that all atoms outside the cutoﬀ sphere act like a
continuous dielectric. The reaction ﬁeld method scales linearly with the number
of atoms, but has been shown to introduce artifacts in some simulations, and
thus is only used for the largest simulations (Chapter 15). Particle mesh Ewald
(PME)105,106 is most frequently used for moderately sized systems. PME oper-
ates by doing nearby electrostatic interactions in real space, where there are few
important terms, but computes the more distant interactions in Fourier space,
where the important contributions to the sum are again near the origin. PME
has a proven track record in correcting cutoﬀ artifacts in biomolecules,107,108
notably DNA, and scales as N logN in the number of atoms in the system.
PME requires periodic boundary conditions. If this is not desired, the multi-
level summation method109–111 (MSM, not to be confused with Markov state
models112) can be used to handle non-periodic systems.
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Figure 2.3: Example of a simple 3 state free energy proﬁle, with two isoenergetic
minima separated by a intermediate state with barrier height ∆G.
2.3 Non-equilibrium and Free Energy
Methods∗
In principle, free energies from MD simulations can be directly computed by
measuring the probability of each state in an equilibrium trajectory.
pi =
exp (−Gi/kbT )
N∑
j=1
exp (−Gj/kbT )
(2.8)
In practice, this is a very ineﬃcient way of computing a free energy. Consider
the example of a three state system where there is an intermediate state between
two isoenergetic minima (Fig. 2.3). The probability of sampling the transition
state would be 11+2 exp(Gi/kbT ) . Even if we assume a modest barrier such as
2kbT , the simulation would be expected to be in the transition state only 6%
of the time. As the barriers get higher and more states need to be reached, the
eﬃciency of MD for sampling and overcoming these barriers becomes worse, and
alternative solutions are required. One simple solution is just to include more
copies of a potential substrate for binding simulations (Fig. 2.4A), and improve
the sampling by brute force. However, for the research presented in subsequent
chapters, alternative techniques are used, which are brieﬂy described here.
∗This section borrows heavily from a recently submitted book chapter to Methods in
Enzymology. This was a collaborative effort among many coauthors from the entire Tajkhor-
shid group. J. V. Vermaas, N. Trebesch, C. G. Mayne, S. Thangapandian, M. Shekhar,
P. Mahinthichaichan, J. L. Baylon, T. Jiang, Y. Wang, M. P. Muller, E. Shinn, Z. Zhao,
P.-C. Wen, E. Tajkhorshid Microscopic charaterization of membrane transporter function by
in silico modeling and simulation. Methods in Enzymology 2016, accepted.16 Of particular
significance to this section are Tao Jiang and Javier Baylon, who originally drafted sections
on alchemical and other alternative free energy methods.
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Figure 2.4: Schematic of widely employed techniques for characterizing sub-
strate association and dissociation, including their energetics. (A) Flooding sim-
ulations are where a high concentration of substrate (green circle) is allowed to
interact with the protein, gathering statistics for computing free energies directly
from the probability distribution. (B) Steered molecular dynamics (SMD) and
umbrella sampling (US) use biasing forces applied along a reaction coordinate
(curved arrows) to steer a binding or unbinding process. (C & D) Alchemical
methods such as free energy perturbation (FEP) or thermodynamic integra-
tion (TI) permit absolute binding (C) and relative binding (D) free energies to
be computed without knowing the binding or unbinding pathway. This ﬁgure
was prepared by Eric Shinn and Zhiyu Zhao, as part of a recently submitted
review.16
2.3.1 Binding Pathways and Mechanism from Biased
Simulation
Binding to and particularly unbinding from biological interfaces are relatively
rare events. Over computationally accessible timescales, small substrates such
as a sugar will travel a great distance (tens of nanometers) if left to freely diﬀuse,
and so proteins bind their substrates tightly to conﬁne the substrate during the
cycle. Thus, the barrier to unbinding is suﬃciently high such that equilibrium
MD may not capture the unbinding event. Similarly, the high entropy of a single
substrate in solution can render binding too slow of a process to capture with
equilibrium MD. By applying forces in addition to those of the force-ﬁeld (the
green text in Eq. (2.1)), the membrane binding and unbinding process can be
examined in detail.
The simplest of these approaches is steered molecular dynamics (SMD,
Fig. 2.4B), where a force is applied to induce a change within the simulation,
such as a conformational change of a protein (Chapter 13) or the unbinding
of cellulose (Chapter 14). SMD comes in two major ﬂavors, a constant force
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mode that was originally implemented, and a constant velocity mode analogous
to that adopted in atomic force miscroscopy (AFM), which records the force
required over a chosen pathway. In order to be consistent with an AFM setup,
the pulling reaction coordinate should be in a constant direction, although the
freedom of working in silico also permits the exploration of other reaction coor-
dinates that might better reﬂect the unbinding or binding reaction coordinates,
such as coordination number or the distance to a binding site.35,36 In either
context, the choice of a proper force constant determines the accuracy of the
SMD simulation. The force constant must be high enough so that the free
energy barrier for the substrate transport in the membrane transporter is over-
come, but ideally not so high that the measurement is far from equilibrium.113
A common rule of thumb is to make sure that the thermal ﬂuctuations as a
result of pulling lies in the order of 0.5 A˚.113
For SMD, it is critical to think statistically. A single SMD pull has lim-
ited signiﬁcance in elucidating the binding and unbinding pathway. The non-
equilibrium work from repeated pulls places an upper bound on the free energy
diﬀerence of the process at hand,114 thereby providing a method by which dif-
ferent candidate pathways can be evaluated. For as far as is possible, these pulls
should start from diﬀerent starting conﬁgurations, such as by taking diﬀerent
timepoints from a trajectory as the starting point for individual pulls.
However, SMD does not overcome the fundamental problem of equilibrium
simulation, in that high energy states are still only rarely sampled. To sample
these rarely visited states of a binding process, an additional external potential
can be added to constrain the reaction coordinate to force sampling of a small
region of reaction coordinate space,115 typically taken along a SMD trajectory
to seed the initial positions. Since the added potential is known, the underly-
ing free energy proﬁle near this highly sampled region can be deduced through
self-consistently solving for the unweighted free energies given the weighted pop-
ulation distribution in each local environment. By repeating this procedure for
many adjacent regions of reaction coordinate space, the total free energy pro-
ﬁle can be estimated in a self-consistent manner116 via a number of diﬀerent
packages.117–119 Since the individual applied potential looks like an umbrella,
and each “umbrella” spans a region of the reaction coordinate, this sampling
method is called umbrella sampling.120
Setting up umbrella sampling calculations to study substrate binding to
transporters requires carefully balancing the force constants used to add the
external, usually harmonic, potential. If the force constant is too weak, the
underlying potential energy surface can overpower the biasing potential, causing
speciﬁc regions of the free energy landscape to remain too high in energy to be
thermally accessible, and leads to undersampling these rare events. If the force
constant is too strong, each umbrella will span only a small amount of the
reaction coordinate. Since the sampled regions must overlap for a complete
proﬁle, strong force constants can dramatically increase the computational cost
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by forcing additional umbrellas to be placed in undersampled gaps. Umbrella
placement and strength can be approached algorithmically,121 although as a
rule of thumb, the spacing between adjacent umbrellas should be such that the
potential bias is ∼3 kT at the center of the adjacent umbrellas.
A more modern development in the ﬁeld has been the proliferation of replica
exchange umbrella sampling (REUS) studies, based on studies by Sugita et
al.,122 where the biasing potentials are exchanged over the course of the simula-
tion set. The goal of this approach is to overcome a shortcoming of conventional
umbrella sampling studies, where the simulations may be exploring conforma-
tional space orthogonal to the measured reaction coordinate, thereby changing
the free energy proﬁle in a hidden way.123 Replica exchange methods eliminate
the eﬀect of these hidden degrees of freedom, and can dramatically accelerate
free energy proﬁle convergence.124,125
2.3.2 Alchemical Perturbation Applied to Substrate
Binding
There are times when rather than an unbinding or binding process, the relative
or absolute binding free energies are the critical observables comparable to ex-
periment.126,127 Alchemical methods such as free energy perturbation (FEP)128
and thermodynamic integration (TI)129 exploit the fact that free energy is a
state function (i.e., it is path independent) by computing a free energy diﬀer-
ence from in silico alchemical transmutation to complete a thermodynamic cy-
cle, even if it is by a path inaccessible to experiment.130 By carefully choosing the
thermodynamic cycle, complicated absolute (Fig. 2.4C) or relative (Fig. 2.4D)
binding free energies can be computed far more eﬃciently than via other meth-
ods.131,132
From the perspective of membrane transporter binding calculations, there
is very little diﬀerence between FEP and TI methods, and the two methods be-
come equivalent in the limit of inﬁnitesimal step sizes.132,133 They diﬀer in their
formalism of how the free energy diﬀerence is computed, but generally speaking
both operate by slowly decoupling one set of atoms from the calculation while
coupling an originally decoupled set of atoms. The progress of this alchemical
process is characterized by the scaling parameter λ, which varies between 0 and
1 to represent the initial and ﬁnal states.134 This setup makes the free energy
change a continuous function of λ between the initial and ﬁnal states.135 Inter-
mediate values of λ must be chosen for both methods, and are frequently not
equally spaced between the end points, as the largest free energy changes occur
when a particle is being grown into or out of existence, where the non-bonded
interactions may introduce large values as the weakly-coupled atoms overlap
with other atoms in the system.136 These “end-point catastrophes”137 are gen-
erally handled by altering the non-bonded interactions when λ is near extrema,
but it is still a good idea to sample more in these regions.132
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The principle diﬀerences between FEP and TI comes in analysis. FEP takes
discrete steps, and so one basic estimate of the error comes from taking the
steps forward (from λ = 0 to λ = 1) and backward (from λ = 1 to λ = 0) and
evaluating the hysteresis.138 This approach is implemented with the ParseFEP
tool in VMD to analyze NAMD simulations,139 and other MD packages have
other tools such as g bar in Gromacs140 to evaluate the output of alchemical
simulations.
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3 Contact Number and
Surface Area as a
Measurement Metric in
Biomolecular Simulation
The output from an MD trajectory is a series of coordinates for every atom in
the system. Translating the series of coordinates into a quantitative description
for an interface can be fraught with misleading metrics. One popular metric
is the “interaction energy” between the two components forming the interface
under study, where the total potential energy (see Eq. (2.1)) is measured for the
interaction between them. Since this metric is blind to the particles between
the components, eﬀects such as solvent screening, which signiﬁcantly reduces
the interaction strength, are left out. Another frequently used metric is the
concept of a “contact”. This metric counts the number of atom pairs that are
within some arbitrary cutoﬀ value to determine the interaction strength between
the components. The contact metric is better, since eﬀects like solvation are
implicitly taken into account through the force-ﬁeld that put the elements into
close contact. However, since the choice for the cutoﬀ is arbitrary, weaker
interactions (e.g., hydrophobic contacts) and much stronger interactions (e.g.,
hydrogen bonds) are given the same weight. Since lipid-protein interactions are
one of the research foci in this dissertation, an alternative contact-based metric
will be described, with examples of how it is applied in subsequent chapters.
Additionally, this chapter will discuss an eﬃcient algorithm to compute the
surface area of biological interfaces to provide a complementary assessment of
the interaction extent.
3.1 Defining a Distance-Weighted Contact
Metric for Quantifying Biological Interfaces
For lipid-protein interactions, there are two predominant interaction modes.
The strongest interactions are between the hydrophillic lipid headgroups and
charged or polar side-chains, although these interactions can be disrupted by
high salt concentrations. Weaker but more numerous interactions exist between
hydrophobic side-chains and the bilayer interior. Using a traditional cutoﬀ-
based approach to quantify the interactions between protein and membrane
therefore leads to two poor choices: 1) use a short cutoﬀ (< 3.3 A˚) to capture
the strongest interactions, and ignore the hydrophobic contacts, or 2) use a
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Figure 3.1: Demonstration the dependence of Eq. (3.1) on the parameter a.
For progressively larger values for a (bluer lines), the transition between a full
contact and smaller fractional contacts becomes sharper.
larger cutoﬀ (∼ 5 A˚) to capture all interactions, but underweight the stronger
electrostatic interactions. By weighting the contacts by distance, the shortcom-
ings of both cutoﬀ choices can be avoided by weighting short, strong interactions
more heavily than weaker, long distance interactions.
Frequently, smooth step functions are used for the weighting. Many smooth
step functions exist. Based on the contact deﬁnition used to describe native
contacts in folding simulations,141 there is an exponential form for the step
function:
C (x) =
1
1 + exp (a (x− x0))
(3.1)
where C is the weighted contact number between two atoms, and x is the sep-
aration between two atoms. In this functional form, when x << x0, C (x) ≅ 1,
when x >> x0, C (x) ≅ 0, and when x = x0, C (x) =
1
2 . The behavior between
these extremes is controlled by a, with larger values for a tending to make the
transition more abrupt (Fig. 3.1). This formalism is similar to titration curves or
competitive binding assays, although the parameters for calculating the contact
number have unclear physical meanings.
Determining what the parameters a and x0 should be is the central decision
that needs to be made in order to use contact number as a binding metric. In
the applications of this metric presented in chapters 9, 10, 13, and 15, a =
5 A˚
−1
and x0 = 4 A˚, and the contacts are only calculated between heavy atoms
to reduce the computational cost required. The parameters are based on the
types of interactions that need to be highlighted. Typical hydrogen bonds are
approximately 3 A˚ long, and should be counted as a full contact. Hydrophobic
contacts are longer-range interactions since one extra hydrogen separates the
heavy atoms, and heavy-atom heavy-atom distances can be up to 5 A˚ apart
for adjacent molecules without a water separating them. Given C (3) ∼ 1 and
C (5) ∼ 0, the chosen parameters fulﬁll these criteria.
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Figure 3.2: Comparison of two diﬀerent parameter sets for Eq. (3.2), one from
the unbinding of Synaptotagmin from the membrane (n=8, m=16, x0 = 10,
Chapter 10), and the other for the decrystallization of cellulose chains from a
cellulose ﬁbril (n=2, m=24, x0 = 10, Chapter 14).
The weighted-contact approach is comparable in computational cost to the
simple cutoﬀ contact analysis. Like the simple cutoﬀ analysis, the ﬁrst step
is to determine all heavy atom pairs that are within 5 A˚ of one another for
each frame in the trajectory. Whereas the simple cutoﬀ would end here and
count the number of pairs, the weighted contact analysis determines the distance
between each pair and applies the weighting function Eq. (3.1). The value of
the weighting function can then be accumulated per atom and stored, allowing
for easy and meaningful visualization of the speciﬁc contacts formed on a per-
atom or a per-residue basis. Examples of these visualizations are included in
subsequent chapters (Figs. 9.11, 9.12, 10.11, 13.17, and 15.5).
One thing that cannot be done using the contact deﬁnition from Eq. (3.1)
is to bias the simulation to lead to unbinding. Contact number would be an
excellent reaction coordinate for unbinding processes, since it changes more
closely with interaction formation and breaking than would a center-of-mass
distance, and therefore more accurately represents the process that occurs in
vivo. The reason Eq. (3.1) cannot be used for unbinding is technical: it takes
many more cpu cycles to compute the value of an exponential than it does
to compute a polynomial. For that reason, the collective variables module of
NAMD3,35 uses a polynomial form for a step function:
C (x) =
1− (x/x0)
n
1− (x/x0)
m (3.2)
In this form, there are three parameters to choose, n and m, which must be even
integers with n < m, and x0, which again acts as the “in-between” distance
where C (x0) =
n
m .
The liberal parameter space can be exploited for diﬀerent purposes, such
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as to unbind Syntaptotagmin from the membrane or cellulose chains from the
ﬁbril (Chapters 10 and 14). To minimize the number of atoms involved in the
reaction coordinate, Synaptotagmin uses a wide contact deﬁnition to induce
unbinding even if not all lipid or protein atoms are involved in the interaction
(Fig. 3.2). For cellulose unbinding, the critical feature was to make the contact
number go to zero at 10 A˚, and to be nearly linear outside of that regimee.
Thus, in that instance, a much more aggressive set of n and m were used to
achieve a linear eﬀect, despite using the same value for x0 as the Synaptotagmin
study (Fig. 3.2). In this way, Eq. (3.2) is a more versatile contact deﬁnition
than Eq. (3.1), although both can be used productively for analyzing interfacial
contacts throughout biology.
3.2 Rapid Interface Surface Area Measurement
using Graphical Processing Units∗
As an additional metric to measure interfaces, the surface area between adjacent
system components can be used to quantify the degree of complementarity be-
tween system components. For small systems, this can be accomplished quickly
with inbuilt methods within VMD25 that sample the surface area of each com-
ponent. Then, the surface area of the interface between components A and B
(Ainterface) can be computed with:
Ainterface ≃
1
2
(AA +AB −AA+B) (3.3)
where AA and AB are the surface areas of each component separately, and
AA+B is the surface area of the union of both components. The built-in surface
area calculation evaluates the accessibility of 500 random points around each
atom within a selected component. For multi-million atom simulations that are
beginning to come online, a more eﬃcient algorithm is required.
For the lignocellulose simulations conducted in Chapter 15, a new tool to ef-
ﬁciently calculate interfacial surface area was developed by utilizing methodolo-
gies from the computer graphics literature that had already been incorporated
into VMD.25 The surface area for each term from Eq. (3.3) is calculated using
the grid-based QuickSurf.143 This approach is ∼ 100 times faster than the con-
ventional SASA (Solvent Accessible Surface Area) calculation implemented in
VMD. A conventional SASA calculation on 100,000 atoms evaluates 500 points
per atom and determines if they are within a cutoﬀ distance (3–5 A˚) of other
nearby atoms (20–30 atoms) in that selection, which overall requires over 1
billion distance comparisons. In contrast, the QuickSurf surface calculation
performed on the same 100,000 atoms evaluates the value of a Gaussian on a
∗This work has been published as part of a research article. J. V. Vermaas, L. Petridis, X.
Qi, R. Schulz, B. Lindner, J. C. Smith Mechanism of lignin inhibition of enzymatic biomass
deconstruction. Biotechnology for Biofuels 2015, 8, 217.142
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Figure 3.3: Accuracy (left) and runtime (right) of a conventional approach vs.
our GPU-accelerated surface area calculation for test atom selections of a given
size. The r-value for the linear ﬁt between the conventional surface area and
the GPU-calculated surface area is 0.99997 with a slope of 0.9997; however, the
intercept in the plot is not zero, indicating a consistent percentage oﬀset. The
runtimes represent the time required to calculate the surface area of a single
atom selection once.
grid with a resolution on the order of 1 A˚. The Gaussian function is assumed to
be negligible 5-7 A˚ away from its center (depending on the resolution requested),
and therefore in total we only evaluate the Gaussian ∼ 100 million times for
each atom selection for which the area is computed. Additional computation
is required to generate a surface using the marching cubes algorithm144 and to
calculate the surface area from the resulting triangles. The reduction in the
computational work by a factor of 10 is substantial, but not the only beneﬁt.
All of the aforementioned steps were carried out on a GPU, which can perform
these processes in parallel. The net result is a calculation that is 100-300 fold
faster, depending on the size of the selection, compared to a conventional SASA
calculation performed on one CPU.
The drawback to using the above approach is that the surfaces tend to be
10-20% smaller than those computed by SASA, due to the smoother Gaussian
surfaces relative to the sharp edges between atoms in the conventional imple-
mentation. However, while the absolute values may be diﬀerent, the trends and
the relative surface areas are consistent between the two methods (Fig. 3.3).
There are several parameters that need to be set for this method. The radius
of the atoms may be adjusted to reduce the atom count further, and some value
for the density must be chosen to determine the surface using marching cubes.
To compute the surface in this case, 3 A˚ was added to the radius of every
heavy atom, so as to represent the radii of both the heavy atom and the missing
hydrogens, then scaled them by 0.47 when calculating the Gaussian, and use 0.4
as the Gaussian density threshold for computing the surface. These parameters
were determined by converting the optimal parameters found by Grant and
Pickup,145 with a 1.5 A˚ grid spacing found through experimentation. Example
surfaces and how they compare are shown in Fig. 3.4.
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Figure 3.4: Conventional SASA (blue, left) and QuickSurf (red, center) surfaces
around a single copy of Cel7A, in addition to their overlay (right). The surfaces
used are 3 A˚ surface beyond the heavy atom radii. The QuickSurf resolution
shown is 1.5 A˚, as was used in the surface area calculation. Finer resolutions
yield more aesthetically pleasing ﬁgures, but also increase runtime.
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4 Developments Towards
Simulation Portability†
4.1 Introduction
In principle, all classical molecular dynamics (MD) packages operate in ap-
proximately the same way. Given a system of particles (atoms), the initial
conditions of the system, such as the initial positions, velocities, and topologi-
cal relationships (bonding structure) between particles must be speciﬁed at the
outset. While the initial velocities are typically taken from a statistical distri-
bution, each MD package speciﬁes its input positions and topology in a diﬀerent
Figure 4.1: Schematic comparison of the input ﬁle formats and procedures
needed to run a simulation using CHARMM/NAMD (left) or Gromacs (right).
Arrows indicate the ﬂow of information during conversion processes, and are
labeled according to the tool that carries out the process. The conversion process
highlighted here is shown as a black arrow and labeled in black, while the
existing tools and methods are gray. The border on the Gromacs side indicates
the border of the three distinct ﬁles needed by grompp to generate a binary run
(.tpr) ﬁle.
†This work has been recently submitted. Many thanks to my coauthors, David Hardy,
John Stone, Axel Kohlmeyer, and Emad Tajkhorshid.
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way. In general, the initial coordinates are easily transferable between formats,
since common input formats such as the pdb (CHARMM,146 NAMD,3 Gro-
macs,140 AMBER,147 OpenMM,148 ACEMD,149 and others), crd (CHARMM),
gro (Gromacs), and xyz (LAMMPS2) are all text-based, and many visualization
(VMD,25 Chimera,150 Pymol) and script-based (CHARMM,146 MDAnalysis,151
OpenMM,148 MDTraj152) programs can trivially convert between them.
Converting between topological formats is less straightforward, due to his-
torical factors that led the independent groups that developed the diﬀerent MD
packages to choose diﬀerent methods for specifying topological information. In
the Amber and Gromacs packages, for instance, topological information and
force-ﬁeld parameters needed to evolve the system forward in time are com-
bined in a single entity, while in CHARMM146 the topological information is
kept separate from the parameters (Fig. 4.1). Many packages have the capa-
bility of using multiple diﬀerent types of input speciﬁcation, such as NAMD,3
OpenMM148 and ACEMD;149 however, there still exists the need to convert be-
tween ﬁle formats to take advantage of the strengths of diﬀerent packages. This
need is partially met by converters between CHARMM and Amber153 and be-
tween Gromacs and a variety of formats.154 What is presented here speciﬁcally is
a comprehensive tool to allow for general CHARMM-formatted topologies (.psf
ﬁles) to be combined with CHARMM parameters in a single step and within a
single program to allow simulations to be carried out with Gromacs.
The need for such a tool is due to the diﬀering strengths of the packages.
The CHARMM community has built a number of tools to construct complex
systems using its force-ﬁeld, such as biological membranes,42,44,155,156 carbohy-
drates,157,158 proteins,25,146 and includes extensions and approaches to model
drugs and other small molecules of biological interest.78,79,85 The Gromacs devel-
opers have made their code among the fastest MD packages.103,159 In addition,
the Gromacs analysis facilities for post-processing trajectories are quite exten-
sive, with freely available implementations of the weighted histrogram analysis
method (WHAM),118 the direct computation of both small angle x-ray scat-
tering (SAXS) and small angle neutron scattering (SANS) structure factors,
and many other tools that increase a researcher’s productivity. Thus, the total
time to solution can be minimized by using CHARMM-compatible tools for the
system setup and incorporating Gromacs in simulation and analysis.
By providing a conversion tool incorporated into the widely used visualiza-
tion program VMD25 (version 1.9.2 and higher) that leverages the capabilities
of VMD in general and the TopoTools plugin in particular, we enable this work-
ﬂow and allow researchers to focus on using the most eﬃcient tool for the task
at hand. In the following, after describing the conversion methodology in detail,
benchmark energetic and structural comparisons between simulations performed
with NAMD3 and Gromacs140 will be presented.
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4.1.1 TopoTools Overview
The TopoTools package∗ acts as a middleware in the structure building tools
within VMD. While VMD proper has the capability of adding bonds, deﬁning
improper torsions, and replicating molecules, the interface can be cumbersome
for simple tasks. TopoTools simpliﬁes the process by providing an interface layer
that is easier to use for structure preparation tasks, but also extends what is
possible by providing an interface for the user to automatically infer properties
from the structure. For instance, given a set of bonded atoms, TopoTools can
guess the required angle and dihedral terms from connectivity, and can addition-
ally guess which atoms will require an improper torsion to maintain the correct
geometry. It also enables the user to focus on building their system one compo-
nent at a time by providing utilities to combine entire subsets of structures with
one another into a single simulation system. Other powerful utilities include
molecular replication and the ability to read and write LAMMPS topology ﬁles.
The conversion from CHARMM to Gromacs was thus a natural extension of
these existing features.
4.2 Conversion Methodology
The typical workﬂow in Gromacs is to begin with a ﬁle containing the coordi-
nates of the system of interest (.gro or .pdb), and pass it through pdb2gmx, a
gromacs-speciﬁc tool that will generate a ﬁle that describes the topology of the
system (.top) according to a user-speciﬁed force-ﬁeld, and has options to alter
protonation states and additional linkages. As stated in the pdb2gmx man-
ual, “the program has limited intelligence,” and does not have the ﬂexibility of
CHARMM or psfgen to select linkages between residues at will, a feature es-
pecially useful for simulations of branching carbohydrates. Any parameters for
non-standard residues or unknown molecules, as well as their topologies, need
to be passed to pdb2gmx in a compatible manner via .itp (include topology)
ﬁles. These ﬁles may not be readily available if the user is working with a novel
drug, and has obtained parameters through using ParamChem78,79 or ﬀTK.85
However, even in these cases the output format of the .top ﬁle is predictable,
with the ﬁrst portion containing parameters needed to describe the potential
energy functions of the force-ﬁeld used, and the latter sections describing the
number and topology of molecules present in the system. This is fundamentally
identical to the information available within a CHARMM/NAMD formatted
structure ﬁle (.psf) and the parameter ﬁles used by these programs for simula-
tion (Fig. 4.1). Our approach is to use the powerful scripting interface within
VMD25 to automate the conversion task.
In greater detail, the ﬁrst three sections of the .top ﬁle are related to how
∗The full documentation is available for the package is available at http://www.ks.uiuc.
edu/Research/vmd/plugins/topotools/
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non-bonded forces are treated, and enumerate all the atom types in the sys-
tem. In the defaults section, we specify that we are using the same combination
rules for the Lennard-Jones parameters ε (ǫij = (ǫiǫj)
1
2 ) and σ (rij = 2
1
6σij ,
rij =
1
2 (ri + rj)) as are used in a typical CHARMM force-ﬁeld. When listing
the atom types, the respective columns are populated based on the informa-
tion available to VMD when reading in the psf and parameter ﬁles. The atom
types themselves are assumed to be alphanumeric as in XPLOR-formatted .psf
ﬁles, rather than the strictly numeric CHARMM-formatted .psf ﬁles (the two
can easily be converted using CHARMM or the psfgen plugin within VMD).
This reduces the potential for errors when combining parameters from diﬀerent
sources, and additionally improves the readability of the .top ﬁle to check for
potential mistakes. Gromacs–required ﬁelds such as atomic number are deter-
mined from the atomic masses present in the .psf ﬁle and the generic σ and ε are
computed from the CHARMM parameters, which are combined using the com-
bination rules to provide parameters for the non-bonded interactions between
distant pairs. Certain atom types in CHARMM have diﬀerent parameters if
they are involved in a 1-4 interaction, and these cases are handled by their in-
clusion in the pair-types list, where σ and ε for 1-4 interactions are explicitly
precomputed if they diﬀer from the generic case. No attempt is made to reduce
the size of the list based on the topology of the system in question, as the ﬁle size
savings are outweighed by the increased runtime required for large systems to
check if a particular pair is involved in a 1-4 interaction. The next ﬁve sections of
the resultant .top ﬁle are related to the calculation of the bonded forces, and are
a direct translation of the applicable CHARMM parameters (kcal/mol and A˚)
to Gromacs units (kJ/mol and nm). Unlike in the case of 1-4 interactions, the
check for whether a certain set of parameters are required within the simulation
simpliﬁes to testing whether each atom type present in the interaction is also
within the simulation system, reducing the ﬁle size for minimal computational
cost. Due to the diﬀerences in the parsing logic for wildcards in dihedral terms
between CHARMM/NAMD and Gromacs, dihedral and improper parameters
are reordered such that wildcard terms are picked up last, and only apply when
no more speciﬁc dihedral term exists in the system.
After specifying the parameters, the sections that follow describe each molec-
ular species present in the simulation system, enumerating the details of each
atom (name, type, residue identiﬁcation, charge, charge group, and mass). Most
of these data elements can be copied directly from the input data; however,
the charge group and the 1-4 pair list need to be calculated separately. Charge
groups are identiﬁed algorithmically by including sequential atoms until the sum
of the charges in the group is an integer. For many molecular species (lipids,
amino acids, and nucleic acids), this procedure results in compact charge groups.
In species where atoms belonging to a charge group are not sequential in the
CHARMM topology ﬁle (such as in cyclic sugars), the charge groups expand
signiﬁcantly, and a single charge group may contain most of the residue. Since
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charge groups are not used in the most common electrostatic treatments in Gro-
macs (PME105,106 and RFZ104), incorrect charge groups in these cases are not
an impediment to running simulations.94 CHARMM and NAMD automatically
calculate the 1-4 pair list for each molecule; however, in Gromacs the 1-4 in-
teractions must be explicitly speciﬁed so that they properly take into account
diﬀerent parameters that may be used for 1-4 terms. The pair list is built for
each molecule by iterating over the bonds, thereby building up a complete list
of pair interactions. Duplicate pairs and pairs in the 1-2 or 1-3 exclusion lists
arising from cyclic systems are removed from the pair list as appropriate. For
each molecule, the remaining bonded terms are copied directly from the input
structure.
Unlike CHARMM structure ﬁles, which list each atom and bonded term
explicitly, repeated molecules in Gromacs topology ﬁles are represented as a
single copy with a multiplicity. We detect this multiplicity by iterating through
the fragments (molecules) within the selected structure, and comparing succes-
sive fragments to previous fragments to determine if the names and atom types
of the atoms are identical. Once a new fragment is detected, a new molecule
is written to the output topology ﬁle. This last step completes the topology
translation to a Gromacs-formatted topology ﬁle.
As a whole, these automated steps provides a translation layer, establishing
a simpliﬁed pipeline to setting up molecular simulation systems and allowing
the end-user to make an educated selection of MD-engine based on the perfor-
mance on the hardware available to them. This conversion process only adds
in one Gromacs-speciﬁc feature new to VMD 1.9.3, which detects the TIP3 wa-
ter model160 and writes speciﬁc topological information that represent water as
a rigid molecule rather than explicitly enumerating bonds and angles to allow
for 2 fs timesteps. Other Gromacs-speciﬁc features, such as heavy hydrogens
or virtual site interactions, are not currently supported. Instead, the process
is a faithful translation of CHARMM-formatted molecules and parameters into
a Gromacs topology ﬁle. The translation is available within the TopoTools∗
package.
When a list of CHARMM parameter ﬁles is not provided, or when they
are not applicable, e.g., when an AMBER or LAMMPS trajectory is loaded
into VMD, the topology ﬁle will not contain parameter information. Instead,
a minimal set of fake parameters are generated, so that the resulting topology
can be used by many Gromacs analysis tools. Such a topology is unsuitable
for running a simulation. However, since VMD is force-ﬁeld agnostic, and our
approach leverages the tools and features within VMD to provide a methodology
that is easily extensible to other force-ﬁelds implemented in Gromacs, only the
reimplementation and validation of the parameter conversion is required to add
support for any other desired force-ﬁeld.
∗Full documentation for the package is available at http://www.ks.uiuc.edu/Research/
vmd/plugins/topotools/
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4.3 Validation
As a demonstration of the reliability and accuracy of the developed inter-
face, a collection of benchmark simulations using NAMD 2.113 and Gromacs
5.1.1103,140 were performed. The benchmarks include a multitude of in vacuo
small molecule simulations to exercise each potential energy term in a controlled
manner, larger standard benchmark proteins, namely solvated DHFR (dihydro-
folate reductase) and ApoA1 (both updated to use CHARMM 3654,74), and new
benchmark systems designed to show the strengths of CHARMM-compatible
building routines such as CHARMM-GUI44,155,156 (which now has its own inde-
pendent method for generating Gromacs output161) or CarbBuilder.158 These
simulations were chosen to sample a range of sizes and biomolecule types, high-
lighting the generality of the tool to generate Gromacs-compatible inputs for
any system constructed in CHARMM or by psfgen and thoroughly exercising
the diﬀerent interaction types present in the CHARMM force-ﬁeld. We evaluate
these test cases in increasing levels of complexity based on the energy diﬀerence
for individual terms of the total potential energy Utotal of the system at identical
starting conﬁgurations, using the standard potential energy terms common to
the CHARMM force-ﬁeld (Eq. (4.1)).146
Utotal = Ubond+Uangle+Udihedral+Uimproper+Uelectrostatic+UV DW +UCMAP
(4.1)
4.3.1 Water Hexamer
The simplest system to begin the validation is a water hexamer, with the initial
conﬁguration taken from a quantum mechanically optimized geometry of a water
hexamer.162 The initial water “prism” was simulated at 15K for 1 ns using
1 fs steps, eﬀectively inﬁnite cutoﬀ and switching distances for the non-bonded
potentials, and a Langevin thermostat163,164 with a 1 ps−1 damping coeﬃcient.
Using both MD engines (NAMD and Gromacs), the hexamer subtly changes
its conformation within 20 ps from the initial “prism” geometry (Fig. 4.2A &
B) to a “prism-book” geometry. The expectation at these low temperatures is
for the “prism” geometry to dominate, and with the “prism-book” geometry
only prevalent as the temperature increases.162,165 The TIP3P water model160
used here is known to have many weaknesses (e.g., a self diﬀusion constant
that is too high and incorrect phase transition temperatures), even near room
temperature,166,167 so it is unsurprising that there are some unexpected results
at low temperature far from the ambient-temperature conditions for which it
was initially parameterized and used.52,160
The simple structure of the water hexamer makes it the perfect place to begin
testing individual terms of the conversion process into a Gromacs-compatible
format. The system contains only a limited number of interaction types, namely
the bonds and angles internal to the water molecule, and the non-bonded inter-
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A B
C D
Figure 4.2: (A) Heavy-atom root mean square deviation (RMSD) of the water
system relative to its initial geometry (solid) or the prism-book state (dotted).
(B) A snapshot comparing the initial prism state (white) with the states after
1 ns using NAMD (blue) or Gromacs (red) relative to the prism-book state
(gray). (C) A term-by-term breakdown of the diﬀerence in energy computed
by NAMD and Gromacs at t=0 for the water hexamer. (D) A term-by-term
breakdown of the relative diﬀerence in energy at t=0.
actions between molecules. Importantly, there are no 1-4 interactions present,
so the conversion process in this example does not need to consider intramolec-
ular non-bonded pairs. Starting from the same initial “prism” structure in both
simulations, the reported energies are virtually indistinguishable from one an-
other (Fig. 4.2C & D), necessitating editing the NAMD source such that NAMD
will emit more than 4 digits after the decimal in the output ﬁles, which would
otherwise serve as the limit in accuracy.
4.3.2 Monomeric Sugars, Nucleic Acids, Amino Acids,
and Lipids
There are 73 distinct sugar residues, 5 nucleic acids, 20 amino acids, and 35
lipids commonly found in the CHARMM 36 force-ﬁeld.54,61,168–171 Each species
was simulated as a monomer in vacuo for 10 ps from a minimized structure with
an inﬁnite cutoﬀ and no initial velocity (T=0K initially) in order to monitor
energy drift and to determine the binary reproducibility of the simulation. The
inﬁnite cutoﬀ was chosen to eliminate the diﬀerences in the potential switching
functions used by NAMD and Gromacs, and was the approach originally em-
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Figure 4.3: Energy diﬀerence of each potential energy term for monomeric sys-
tems computed by NAMD and Gromacs. The lowest line in each bar indicates
the maximum energy diﬀerence observed, the highest line the minimum en-
ergy diﬀerence observed, and the middle line the mean energy diﬀerence. The
∆NBFIX term is calculated by computing the diﬀerence between the VDW term
both with and without the sodium-carbonyl correction173 and comparing the
diﬀerence between NAMD and Gromacs. These results encompass 73 distinct
sugar residues, 5 nucleic acids, 20 amino acids, and 35 lipid types commonly
found in the CHARMM 36 force-ﬁeld.54,61,168–171
ployed when validating the implementation of CHARMM within Gromacs.172
These molecules introduce dihedral and improper terms, as well as complexities
arising from ring structures, such as ensuring that the 1-4 interactions across
rings are not double-counted in the Gromacs topology ﬁle. To test the correct
translation of NBFIX terms, which allow non-bonded interactions between spe-
ciﬁc atom types to be tuned independently from the general ε and σ parameters,
a sodium ion was placed adjacent to one of the carbonyl oxygen atoms of the
lipids tested, and the lipid simulations were conducted both with and without
an NBFIX correction term to the sodium-carbonyl interaction.173
As with the water hexamer, the energies at the initial state are nearly
indistinguishable, with diﬀerences between the energies calculated in NAMD
and Gromacs arising only in the fourth or ﬁfth digit after the decimal point
(Fig. 4.3). Terms with fewer interactions that contribute to the overall sum,
such as the sparingly used improper dihedrals, generally have even smaller en-
ergy diﬀerences than those where more terms are summed together, such as
the non-bonded interactions. Fundamentally, this trend arises from the diﬀer-
ence in numerical precision. Gromacs employs mixed-precision ﬂoating point
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Figure 4.4: Energy diﬀerence of each potential energy term for tripeptide sys-
tems computed by NAMD, CHARMM, and Gromacs. The lowest line in each
bar indicates the maximum energy diﬀerence observed in all 8,000 tripeptides,
the highest line the minimum energy diﬀerence observed, and the middle line
the mean energy diﬀerence.
arithmetic by default, with a compile-time decision to use exclusively double-
precision arithmetic, while NAMD and CHARMM use double-precision.94 The
repeated mathematical operations needed to determine each term accumulate
errors on the order of machine epsilion, and thus the more numerous non-bonded
interactions show the greatest deviation between Gromacs and NAMD. The
small diﬀerences in energies indicate that the implemented algorithm faithfully
converts the CHARMM-based inputs into equivalent Gromacs inputs.
4.3.3 Tripeptides
In the previous two sections, we exercised the conversion of all but one term of
the force-ﬁeld, namely the CMAP term (dihedral crossterm), which was origi-
nally added to the CHARMM force-ﬁeld to improve the protein backbone di-
hedral distribution.54,171 By constructing, minimizing, and simulating all 8,000
possible tripeptides in vacuo with an inﬁnite cutoﬀ within a constant energy en-
semble for 10 ps in NAMD 2.11,3 Gromacs 5.1.1,103,140 and CHARMM c39b1,146
we can evaluate the diﬀerence brought about by conversion of the CMAP term
and the energy conservation of the system overall. For the CMAP term, al-
gorithmic diﬀerences between the MD packages have resulted in clear energy
diﬀerences in the computed CMAP dihedral energy previously.172 In versions
2.10 and earlier, NAMD used a diﬀerent algorithm to interpolate between grid
points within the CMAP potential, and as a result deviates from Gromacs and
CHARMM, which have been previously noted to match more closely to one an-
other.172 NAMD was changed after the release of NAMD 2.10 to use the same
algorithm as CHARMM, and as such NAMD 2.11 matches CHARMM output
(Fig. 4.4).
The diﬀerent Coulomb constants used by the various MD packages also
are apparent in the diﬀerences within the electrostatic term. CHARMM uses
332.0716 kcalmol−1 A˚ e−2 for historical reasons,153 NAMD uses 332.0636 kcal
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Figure 4.5: Energy drift distribution of all 8,000 10 ps tripeptide simulations,
representing the distribution of the diﬀerence between the starting energy value
and the value after 10 ps. CHARMM results are in black, NAMD results are in
blue, and Gromacs results are in red.
mol−1 A˚ e−2, and Gromacs uses 332.063693 kcalmol−1 A˚ e−2, which causes
noticeable diﬀerences when comparing energies from NAMD or Gromacs to
CHARMM for the same structure. In practical terms, these small changes in
calculated energies are unlikely to impact statistical properties of a long tra-
jectory in a meaningful way, although they do guarantee that simulations from
identical starting conditions will diverge regardless of other implementation de-
tails due to the diﬀerent electrostatic forces calculated at equivalent geometries.
In any event, the conversion process implemented here is true to the underlying
force-ﬁeld, and is accurate up to the limitations of the implementation of the
MD package.
As a general note, for constant energy simulations, such as those carried
out here, there is a natural tendency for energy drift to occur due to numerical
imprecision that propagates errors forward in time. Even in these short simu-
lations, there is a noticeable drift from the beginning of the simulation to 10 ps
later (Fig. 4.5). The eﬀect of mixed precision in Gromacs here manifests itself
as an energy drift that is typically twice as large as the fully-double precision
CHARMM or NAMD. For typical simulation ensembles with a thermostat, the
modest energy drift is a small eﬀect relative to a thermostat, and should not be
considered an impediment to the reliability of the simulation.
4.4 Applications to Larger Biomolecular
Systems
The previous simulations performed in vacuo exercised the conversion of every
interaction type found in the CHARMM force-ﬁeld, and found that the conver-
sion process itself conserves energy, computing identical energies for identical
geometries of isolated test systems to within the speciﬁcations of the diﬀerent
programs. These test systems are not representative of simulation conditions
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employed in practical biomolecular simulations; the atom count is too small,
the timescale of the simulation is very short, and perhaps most damningly, the
electrostatic and VDW cutoﬀs are inﬁnite. An inﬁnite cuttoﬀ scheme was used
when validating the implementation of the CHARMM force-ﬁeld in Gromacs,
and was settled on after no other conditions exactly reproduced the energies
in each MD package.172 Inﬁnite cutoﬀs are not practical in most simulations
because the number of potential interactions to consider grows with the particle
count squared, and is infeasible for anything but the smallest systems. Instead,
cutoﬀs and switching functions are used to reduce the computational work re-
quired at each timestep. Using cutoﬀs alone is known to lead to simulation
artifacts,107,108 so methods that take into account long-range contributions but
are faster computationally, such as particle mesh Ewald (PME),105,106 general-
ized reaction ﬁeld,104 or multilevel summation109–111 are obligatory for nearly
all biomolecular systems.
Four diﬀerent biomolecular systems modeled under periodic boundary con-
ditions were converted into Gromacs format: the frequently used benchmark
DHFR,94,149,153,174,175 the larger ApoA1 benchmark,176 and two newly con-
structed systems (a branched carbohydrate and the membrane protein BtuCD-
F) from CHARMM compatible tools. The 23,558-atom DHFR and 92,224-
atom ApoA1 benchmarks were updated to use CHARMM 36,54,74 using their
customary periodic box sizes for simulation with NAMD3 and Gromacs.140 A
short xyloglucan ﬁbril, similar to that found in plant cell walls,177 was built
using CarbBuilder,158 solvated within a water box with side length of 70 A˚ us-
ing VMD25 yielding a solvated system size of 32,271 atoms, and simulated for
10 ns at 300K using 2 fs timesteps. The initial crystal structure the vitamin
B12 transporter BtuCD-F in its nucleotide bound state (PDBID: 4FI3178) was
aligned using the OPM (Orientations of Proteins in Membranes) database,47 and
inserted into a POPE (1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine)
membrane using CHARMM-GUI,43,44,155 resulting in a 191,708-atom system.
Since construction, CHARMM-GUI has added the capability of generating in-
put for a variety of MD packages,161 but this functionality was not used here.
With the exception of DHFR, the simulations were performed only in NAMD
and Gromacs, with identical cutoﬀ setups of a spherical cutoﬀ at 12 A˚ and po-
tential switching applied after 10 A˚. The DHFR system was also simulated with
CHARMM version c39b1146 for comparison, and used a diﬀerent non-bonded
cutoﬀ scheme: a spherical cutoﬀ at 9 A˚, with potential switching applied after
7.5 A˚.
When using conditions that more closely mimic common production simu-
lations, there are notable implementation details that cause energy diﬀerences
for identical input structures (Figs. 4.6 and 4.7). The diﬀerences due to imple-
mentation are small, amounting to less than 1% of the total energy for the term
in the case of the electrostatic term in ApoA1. Potentially more concerning
in practical terms are the diﬀerences observed in the VDW energies. NAMD
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Figure 4.6: Relative energy diﬀerence within each term for periodic benchmark
systems between NAMD and Gromacs simulations at t=0. (A) DHFR com-
parisons between NAMD, Gromacs, and CHARMM. (B) ApoA1 comparison
between NAMD and Gromacs. (C) BtuCD-F (a membrane protein) compari-
son between NAMD and Gromacs.
and CHARMM result in comparable VDW terms for DHFR, but Gromacs is
an outlier. As shown earlier, the energies are identical with an inﬁnite cutoﬀ,
so rather than an error in the conversion process, the energy diﬀerence is due
to a combination of numerical imprecision and diﬀerent cutoﬀ handling em-
ployed by NAMD and Gromacs. Again, this has been noted before,172 and is
likely the result of implementation decisions that are beyond the scope of the
conversion process presented here. It should be emphasized that larger sources
of error exist within the force-ﬁelds themselves, and that these implementa-
tion diﬀerences may not have any impact on statistical properties in a typical
constant-temperature simulation.
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Figure 4.7: Absolute energy diﬀerence within each term for periodic benchmark
systems between NAMD and Gromacs simulations. (A) DHFR comparisons
between NAMD, Gromacs, and CHARMM. (B) ApoA1 comparison between
NAMD and Gromacs. (C) BtuCD-F (a membrane protein) comparison between
NAMD and Gromacs.
Figure 4.8: (Left) Relative energy diﬀerence for a xyloglucan structure at t=0
between NAMD and Gromacs. (Right) Xyloglucan surface area (blue) and
end-to-end distance (red) for a short xyloglucan over 20 ns of simulation using
NAMD (darker colors) and Gromacs (lighter colors).
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As a demonstration of the independence of statistical properties, we con-
structed a xyloglucan polysaccharide using CarbBuilder,158 and simulated it for
20 ns in a water box using NAMD and Gromacs. The relative energy diﬀerences
for this system show the same trends observed in the other systems studied,
with substantially larger relative deviations for the non-bonded terms, again
due to diﬀerences in numerical precision and PME implementations (Fig. 4.8).
These diﬀerences do not matter on either the macroscopic scale, with substrate
surface area and end-to-end distance for the polymer varying as one would ex-
pect from two independent simulations (Fig. 4.8), or on the microscopic scale, as
heavy atom dihedral distributions between the two MD packages are virtually
identical (Fig. 4.9).
4.5 Conclusion
The presented extension to TopoTools allows for a seamless transition between
building a biomolecular system using existing tools from the CHARMM com-
munity for simulation in Gromacs. After testing a wide variety of biomolecules
and thoroughly exercising each component of the topological conversion from
the psf/pdb format used in NAMD and CHARMM to the topology ﬁle required
for simulation in Gromacs, no diﬀerences in the reported energies for identical
coordinates were observed beyond those attributable to implementation diﬀer-
ences between the MD packages. By automating the tedious translation step
within the widely used program VMD,25 experienced users of structure gen-
eration tools within the CHARMM ecosystem can now use Gromacs to run
their simulations without the frustration of setting up complex systems using
Gromacs tools (e.g. pdb2gmx). Furthermore this conversion framework can be
applied to other formats to allow the output of simulations conducted in a wide
variety of simulation packages to be analyzed using Gromacs tools. In this way,
automatic translation allows for direct comparisons in MD package performance
to be routinely conducted for a user’s speciﬁc system, allowing the user to make
an informed choice between MD packages, and developers to better assess which
algorithmic implementations need further reﬁnement.
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5 Abridged Philosophy and
Development History of the
Highly Mobile Membrane
Mimetic†
5.1 Diffusion Limits in Membrane Simulation
Biological membranes are an essential component of all living cells.180,181 The
cellular membrane is a complex and dynamic environment with a large diver-
sity of lipids that shape its characteristics.182–184 It has been estimated that
several hundred distinct types of lipids populate the typical mammalian plasma
membrane,185,186 inﬂuencing membrane ﬂuidity, geometry, pressure, and surface
charge.186
Approximately 26% of the human proteome is known to be functional only
within membranes187 and these membrane proteins account for an estimated
60% of current drug targets.188 Membranes, and the proteins embedded in the
membrane, are essential to life. They actively establish and maintain electro-
chemical gradients, and further exploit these gradients to perform meaningful
transport of nutrients and waste into and out of the cell. Membrane proteins are
also indispensable to cellular signaling, as they provide the coupling mechanism
between the inside and outside of the cell.189 Peripheral membrane proteins,
which contain structurally varying lipid-binding globular domains that recog-
nize speciﬁc membrane components,190 associate with the membrane surface
and are involved in signaling, traﬃcking, and regulating cell structure.
The membrane itself can also be used as a signal. By modulating the lipid
composition through leaﬂet dependent182,183 exposure of anionic phospholipids
(e.g. phosphatidylserine (PS)) or biosynthesis of particular rare lipid species,
such as phosphatidylinositides or cardiolipin, the activity of peripheral190 and
transmembrane191 proteins can be drastically altered. Thus, the importance
of the membrane and its dynamic character in cellular homeostasis cannot be
overstated.
Despite the importance of the membrane and membrane proteins to the
maintenance and survival of the cell, the inherent ﬂuid nature of the lipid bi-
layer192,193 makes detailed experimental studies on the speciﬁc roles of lipids in
membrane proteins extremely challenging. This problem is compounded for pe-
†This chapter is derived from a recent review of the HMMM. Reprinted from J. V.
Vermaas, J. L. Baylon, M. J. Arcario, M. P. Muller, Z. Wu, T. V. Pogorelov, E. Tajkhorshid
Efficient exploration of membrane-associated phenomena at atomic resolution. Journal of
Membrane Biology 2015, 248, 563–582179 with permission of Springer.
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ripheral membrane proteins. Due to the reversible nature of the interaction be-
tween peripheral proteins and the membrane, crystallizing the membrane-bound
structure of peripheral proteins is exceedingly diﬃcult. While techniques such
as SAXS,194–196 EPR,197,198 NMR,199 FRET,198,200 and mutagenesis studies
can help determine the approximate binding face of peripheral proteins, more
structural information is needed to reveal molecular details critical to membrane
binding of peripheral proteins and the role of lipids within this binding.
Molecular dynamics (MD) simulations oﬀer suﬃcient spatial and temporal
resolutions to capture speciﬁc lipid-protein interactions and have been exten-
sively used for this purpose.201–207 Due to the slow dynamics of lipids208,209
on time scales accessible to conventional atomistic MD simulations, the mem-
brane is eﬀectively static, preventing one from suﬃciently describing the lipid
motion necessary for lipid mixing and adequate sampling of lipid-protein inter-
actions. Alternative computational approaches have been devised to circum-
vent the problem of slow lipid dynamics, including coarse-grained210–215 and
implicit216–220 membrane models. These approaches, which sacriﬁce atomistic
detail for accelerated dynamics, are of limited utility in resolving lipid-speciﬁc
interactions vital to membrane protein function.
In order to circumvent the aforementioned technical issues precipitated by
slow lipid diﬀusion, a recently developed atomic membrane model, termed the
Highly Mobile Membrane Mimetic (HMMM),221,222 provides a suitable alterna-
tive for studying protein-lipid interactions. The HMMM model ﬁrst fully devel-
oped by Ohkubo et al.222 was constructed using a combination of surfactant-like
short-tailed lipids, representing in full atomic detail the lipid head groups that
are often the main protein-interacting elements, with a liquid representation
of the membrane core (Fig. 5.1). The HMMM representation signiﬁcantly ac-
celerates lateral lipid diﬀusion and enhances lipid-protein sampling.221,222 A
particular strength of this membrane representation is that it aﬀords multiple
simulations of spontaneous protein interactions with the membrane in less time
than is required to simulate the biased binding of a peripheral protein in a
conventional simulation,222–225 providing for eﬃcient and enhanced sampling
of protein-lipid interactions. By design, the kinetics of membrane-associated
processes are accelerated by the HMMM model due to faster lipid diﬀusion.
As far as thermodynamical properties are concerned, the energetics associated
with protein-membrane interactions is adequately captured for the interfacial
and surface regions of lipid bilayers, but signiﬁcant deviations are evident in the
core of the membrane due to the ﬂuid nature and polarity of the solvent used
to replace the bulk of lipid tails (Chapter 6).226
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Figure 5.1: Comparison of a full-tail and HMMM membrane representations
pictorially illustrated by gradual transformation of a POPC (1-palmitoyl-2-
oleoyl-sn-glycero-3-phosphocholine) membrane (left) into an HMMMmembrane
(right). The hydrophobic core of the membrane (yellow) is replaced by an or-
ganic solvent in the HMMM membrane, while the headgroup and short tails of
the lipids (typically ﬁrst ﬁve carbons) are preserved.
5.2 Development Trajectory of the HMMM
The initial development of the HMMMwas driven by a need to study membrane-
binding processes and other phenomena at the membrane surface that were
inaccessible to MD simulations. The test case that accompanied the initial de-
velopment of the HMMM is the GLA domain, the membrane-binding domain
of the vitamin K dependent clotting factors. The GLA domain is named for
its characteristic vitamin K-dependent γ-carboxyglutamate (Gla) residues that
tightly coordinate multiple Ca2+ ions. The coordinated Ca2+ ions serve two
functions: they play a structural role, maintaining the “active” form of the
GLA domain, as well as an adhesive role, interacting with anionic phospholipid
headgroups, including phosphatidylserine (PS).201 Despite the established im-
portance of PS lipids in the process, it was unclear which moieties of the GLA
domain interacted with these lipids and to what degree the protein inserted in
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the membrane; while Nelsestuen227 proposed the N-terminal ω-loop and K32 of
the GLA domain made interfacial contact with the membrane, Falls et al.228
and Mizuno et al.229 suggested that only residues in the hydrophobic “keel”
inserted into the membrane. Given the overly simplistic view of the membrane
going into these postulated models, they turned out to only partially capture
the interactions involved in membrane binding of the GLA domain.
Ohkubo and Tajkhorshid201 explored membrane binding of the fVII GLA us-
ing conventional atomistic MD simulations with two alternative methods of trig-
gering membrane binding, and incorporated available experimental data230–232
into the modeling process. The ﬁrst method was to remove lipids from the
membrane patch below the inserting species, and through successive minimiza-
tion stages, forcibly insert the protein domain into the bilayer. In the second,
the GLA domain was inserted into the bilayer through the use of steered MD
(SMD),233–235 in which an external applied force drives the insertion over the
course of the simulation. The resulting model was unique, in that both the hy-
drophobic ω-loop and Ca2+ ions contributed substantial interactions with the
membrane.
While the devised approach successfully produced the most detailed model
of a membrane-bound GLA domain, this approach was not broadly applicable
to studying the insertion of other proteins that interact with the membrane.
Without a target depth, SMD can easily result in a biased membrane-bound
conﬁguration and, due to the slow relaxation time of lipids, equilibration of sev-
eral hundred nanoseconds or longer may be required to unbias the simulation
system. Furthermore, without an applied bias, Ohkubo and Tajkhorshid201 did
not observe GLA domain insertion into the membrane in over 350 ns of simu-
lation. Finally, the model also depended on a homogeneous lipid composition
(a pure PS bilayer), since lateral lipid exchange is a slow process on atomistic
MD timescales, and the mixing time for a realistic membrane is rather large,
estimated to be on the microsecond timescale by Ingo´lfsson et al.184 through
coarse-grained simulations.
In order to address these sampling shortcomings, Arcario et al.221 tested
atomistic biphasic solvent systems for their ability to facilitate rapid partitioning
of the human protein C (hPrC) GLA domain, an anticoagulant, at the interface
between water and a hydrophobic phase. In these biphasic models, hydrophobic
compounds whose parameters were available in the CHARMM general force-
ﬁeld236 were constructed into a layer designed to represent the hydrophobic
membrane core. The optimal compound had to be largely hydrophobic, liq-
uid under typical simulation conditions, and preferably have a large diﬀusion
constant to enable the membrane constituents to quickly reorganize around an
inserting species. To a ﬁrst approximation, the diﬀusion constant is inversely
proportional to molecular size;237 however, small hydrophobic compounds are
gaseous. This poses a diﬃcult optimization problem, as no natural compound is
simultaneously small, hydrophobic, and liquid at ambient conditions, and so a
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Figure 5.2: (A) The optimization triangle for desirable membrane mimics, em-
phasizing that natural compounds can only satisfy 2 of the 3 desired properties.
(B) Self-diﬀusion constants for tested membrane mimics. Smaller compounds
diﬀuse more rapidly, thereby quickly accommodating protein insertion. DCLE
is 1,1-dichloroethane, DMS is dimethyl sulﬁde, and EPE is ethyl propyl ether.
Adapted from Arcario et al..221
compromise needs to be struck between these three competing goals (Fig. 5.2).
Arcario et al.221 tested four compounds, including 1,1-dichloroethane (DCLE),
dimethyl sulﬁde (DMS), ethyl propyl ether (EPE), and heptane, which all rep-
resent approximate solutions to this problem.
Partitioning of the GLA domain to the water/DCLE interface and partial
insertion into the organic phase was fast, occurring spontaneously in under
10 ns, whereas for the other solvents tested, complete and permanent insertion
was not observed.221 Additionally, DCLE showed the largest diﬀusion constant
among the compounds tested (Fig. 5.2), making it the clear choice for use as
the membrane core mimic in biphasic simulation system studies. This biphasic
insertion model, where a bilayer is modeled as a box of organic solvent, formed
the initial step towards the development of the HMMM model.
What was added into the biphasic model formulation by Ohkubo et al.222
are two layers of surfactants (short-tailed lipids), whose headgroups are iden-
tical to those found in physiological phospholipids, but where the acyl-tails
are truncated beyond the ﬁfth carbon atom. The surfactants spontaneously
partition to the interface of the DCLE-water biphasic system, generating a
membrane mimetic.222 When used to study the insertion of GLA domains, the
mimetic enables not only the rapid spontaneous binding of the GLA domain
to the membrane, but also recovers the speciﬁc Ca2+–headgroup interactions
(Fig. 5.3). This result, combined with the favorable enhanced lipid lateral diﬀu-
sion and headgroup atomic distributions,222 began a push in the ﬁeld to apply
this methodology to proteins which are known or are thought to have substantial
membrane interaction.223–225,238–240
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Figure 5.3: Spontaneous binding and insertion of the GLA domain to anionic
membranes captured by HMMM. (A) The binding of GLA domains (purple
trace) to PS headgroups is mediated by bound Ca2+ ions (purple spheres) and
basic side-chains (green licorice). Ohkubo and Tajkhorshid201 and Ohkubo et
al.222 studied the binding process in both conventional (left) and HMMM (right)
bilayers. (B) Penetration depth over time for 10 independent HMMM binding
simulations, which all bound to the target membrane within 30 ns and converged
to a single insertion depth.
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5.3 HMMM Best Practices
There are several key points where the setup of HMMM simulations is diﬀerent
from a conventional membrane simulation. The most consequential diﬀerence is
that use of the HMMM requires a membrane with ﬁxed surface area, either by
running at constant volume or with a constant area barostat. In a conventional
constant-ratio barostat, the surfactant-like headgroups may cause membrane
expansion (Fig. 5.4A). For membrane-binding studies, this expansion is beneﬁ-
cial to a degree, as it both increases lateral lipid diﬀusion modestly (Fig. 5.4B)
and creates space for an incoming protein. However, if left unchecked the expan-
sion may result in a sparse membrane, and so prior HMMM simulations used a
ﬁxed-area ensemble, with the pressure controlled only by varying the dimension
parallel to the membrane normal.222–225,239,241 A good starting area per lipid
molecule considers the estimated volume of lipids displaced by the incoming
protein. Even though it is not possible to know a priori how deep the pene-
tration of the protein into the membrane will be, a reasonable rule of thumb
is that the area per lipid initially should be approximately 5–10% higher than
what is observed in a conventional bilayer, which results in a ﬁnal eﬀective area
per lipid that is nearly physiological.223,224
In dense membranes, the short acyl-tails of the headgroup surfactants may
also cause the headgroups to go into solution. While partitioning into the aque-
ous phase is a natural surfactant-like behavior expected for short-tailed lipids,
this is generally undesirable for a bilayer mimic, as it reduces the number of lipids
A B
Figure 5.4: (A) The evolution of the area per lipid of HMMM bilayers in a con-
stant ratio barostat for both PC (black) and PS (red) headgroups, highlighting
the bilayer expansion possible due to the shorter acyl-tails. For reference, the
range of experimental areas per lipid (AL) determined through a combination
of X-ray and neutron scattering methods by Fogarty et al.242 are reported as
shaded regions, with the mean as a dashed line. (B) Time evolution of the
lateral lipid diﬀusion constant (DL) for PC HMMM bilayers over a range of
AL maintained by a ﬁxed-area barostat. The dashed line in this panel repre-
sents the DL of ∼ 8× 10
−8 cm2s−1 for DPPC lipids,208,209 consistent with most
conventional bilayers. The simulations behind these data were conducted using
NAMD 2.103 on bilayers constructed using CHARMM-GUI43,44,155 at 310K.
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in the membrane. In order to address this behavior, a mild 0.1 kcal/mol/A˚2 re-
straint along the membrane normal can be applied to the carbonyl carbon of
the acyl-tails (C21 and C31 in CHARMM parlance). With this restraint, the z-
positions of the membrane components still readily ﬂuctuate by approximately
3.5 A˚ in each direction at room temperature, resulting in excellent overlap be-
tween the membrane proﬁles of corresponding atoms in HMMM and conven-
tional bilayers. As for the requirement for ﬁxed area ensembles, these recom-
mendations can be adjusted to suit the system, such as using a physiological
lipid density for transmembrane peptides that are already inserted.239
For larger transmembrane systems than those discussed in this review, spe-
cial care needs to be taken to avoid intercalation of organic solvent into the
transmembrane domain (Chapter 7). Since DCLE is slightly polar, it can and
will disrupt the interactions that hold together transmembrane proteins if left
unchecked. This can be addressed by specialized in silico solvent models cur-
rently in development. However, for many applications it is suﬃcient to restrain
the transmembrane domain to retain its shape through the use of harmonic re-
straints on the atomic positions to keep the protein packed correctly. Such
restraints have minimal bearing on the lateral diﬀusion rate of the lipids around
the protein, and do not prevent exploration of speciﬁc lipid binding sites around
the protein.
In terms of constructing HMMM systems, the step by step procedure is vir-
tually identical to how one would construct a conventional bilayer. For typical
situations, where the interest is on sampling an unbiased range of conformations,
it is important to generate a diverse starting pool of initial bilayers so that the
ﬁnal state is not unduly biased by the starting geometry of the bilayer. The sim-
plest means of manufacturing HMMM bilayers with diverse lipid compositions is
to use the HMMM Builder as recently implemented in CHARMM-GUI.43,44,155
An HMMM bilayer can also be constructed from a conventional bilayer by re-
placing the entire acyl-tail beyond carbon 5 with an organic solvent. Special
care, however, should be taken in packing in the right amount of organic solvent,
as overﬁlling or underﬁlling the bilayer interior can lead to unstable bilayers. In
order to match membrane volumes between HMMM and conventional bilayers,
3 DCLE molecules should be added for every 14 acyl-tail carbons that have
been removed, plus any additional adjustments that need to be made to create
a higher AL if desired:
M =
3
14
C
AHMMML
AconventionalL
Here, M is the number of DCLE molecules to be added to the bilayer center, C
is the number of acyl-tail carbons removed from the conventional bilayer, and
AHMMML
Aconventional
L
is the ratio of the AL (area per lipid) between the target HMMM
bilayer and the conventional bilayer initially generated.
The ﬁnal point is that the HMMM excels in the initial sampling phases,
but should be converted back into a conventional bilayer at the end prior to
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extensive equilibrium simulations. In general, it is preferred that the existing
short acyl-tails from the HMMM lipids are preserved during this conversion
process, since the existing tails will not already clash with the other membrane
components. Vermaas and Tajkhorshid224 described an additional procedural
enhancement through the use of the organic solvent heavy atom coordinates
to seed the positions of the acyl-tails around the inserted species. However, in
many instances using internal coordinate tables to extend the tails results in
acceptable starting geometries for continued simulation,223,238 and is a much
simpler process.
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6 Energetic Characterization
of the Highly Mobile
Membrane Mimetic†
6.1 Introduction
Biological membranes are indispensable and multifunctional components of all
living cells and serve as a dynamic platform for a wide range of vital cellular pro-
cesses, including signaling and transport.243 Cellular membranes are a complex
environment characterized by high leaﬂet asymmetry and heterogenous compo-
sition,180,182 where more than 25% of surface area is occupied by proteins.193 Far
from the initial perception of serving as a passive enclosure, cellular membranes
regulate numerous membrane-associated proteins190,244 via the mechanical and
electrical properties of the lipid bilayer. The importance of the membrane to life
cannot be overstated as nearly a third of the 34,000 identiﬁed human proteins
are thought to function only in their membrane-bound forms and depend on
membranes for proper function.245
Experimental biophysical and biochemical studies have contributed signiﬁ-
cantly to our understanding of membrane–protein interactions.246 Such inter-
actions are particularly key to peripheral membrane proteins, in which case
the binding and activity of the protein are strongly coupled to the lipid com-
position of the bilayer. A number of membrane anchoring domains are now
structurally resolved and display a wide range of diversity in structural mo-
tifs and modes of interaction with the membrane including varying insertion
depth, requirement for a particular ion or lipid for proper membrane binding,
post-translational modiﬁcations to enhance membrane binding, and the need
for dimerization.190,246 Although interactions of peripheral proteins with the
membrane are thought to be mediated by both lipid–speciﬁc interactions190,244
and response to bulk electrical and mechanical properties of the lipid bilayer,247
challenges to and limitations of experimental approaches have prevented de-
tailed atomic characterization of the membrane binding process and associated
phenomena for most peripheral membrane proteins.
Molecular dynamics (MD) is a valuable tool for atomistic description of
protein-membrane interactions, as it oﬀers temporal and spatial resolutions
†This work has been published as a research article. Reprinted with permission from
T. V. Pogorelov, J. V. Vermaas, M. J. Arcario, E. Tajkhorshid Partitioning of amino acids
into a model membrane: capturing the interface. Journal of Physical Chemistry B 2014, 118,
1481–1492.226
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needed to study molecular events at an unparalleled level of detail.3,248 In-
deed, combining experimental approaches and computational methodologies in
a number of peripheral proteins has proven very eﬀective in understanding how
atomic-level phenomena aﬀect cellular-level events.201,249 However, relatively
slow lateral lipid dynamics and limits to timescales achievable have made cap-
turing spontaneous binding and insertion of peripheral proteins into a mem-
brane challenging to computational studies. These challenges led us to develop a
novel membrane model, termed the highly mobile membrane mimetic (HMMM),
which expedites computational studies of membrane-associated phenomena by
enhancing lipid dynamics.222
The HMMM is based on the conceptually simple idea of representing a large
part of the membrane hydrophobic core by a more ﬂuid representation, while us-
ing short-tailed lipids to maintain atomistic description of the head groups. The
HMMM accelerates lipid dynamics without compromising accurate description
of the lipid head groups, which are key to the interactions of peripheral pro-
teins with membranes. The model has been successfully applied to capture the
spontaneous membrane binding and insertion of various membrane anchoring
domains,222,223 as well as insertion of individual transmembrane helices.250 A
number of other applications of the model are now in progress in our labora-
tory.225,241
Despite its utility in accelerating insertion events, concerns remain as to the
degree to which the in silico changes to the membrane perturb the energetic
cost of partitioning a protein into the membrane. To characterize the energetics
of the HMMM model and gain a better understanding of protein-membrane
interactions in the model, we report the potentials of mean force (PMF) of
side-chain insertion into an HMMM membrane. These PMFs are compared to
reported experimental,251 computational all-atom (FULL-AA)252 and coarse-
grained (FULL-CG)253 free energies. Reconstructed PMFs analyzed based on
four regions within the membrane252,254 demonstrate that the HMMM model
accurately reproduces the free energy of side-chain partitioning at the membrane
interface, an essential feature needed for a proper description of protein-lipid
interactions in peripheral proteins. On the other hand, the HMMM in its present
form has diﬃculty describing membrane core energetics for all side-chains due
to the ﬂuid and slightly polar nature of the core solvent, currently limiting the
model’s use to peripheral proteins and single-pass transmembrane proteins. We
also compare the results to previously reported hydrophobicity scales based on
the free energy of side-chain insertion into lipid membranes. As the HMMM
model was designed to describe the interactions of peripheral proteins with the
membrane we devote particular attention to the interactions of the side-chains
with the interfacial regions of the membrane.
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6.2 Methods
In order to assess the accuracy of the HMMM model in describing the parti-
tioning of proteins into membranes and isolate the impact of individual residues
on the overall protein-membrane interaction, we prepared simple side-chain
analogs of ten amino acids and calculated the PMF for their insertion into
an HMMM membrane. The analogs were constructed by removing both the
amino and carboxylate moieties of each side chain and replacing the α-carbon
by a hydrogen. The new hydrogen was assigned a partial charge of +0.09,
typical for an aliphatic hydrogen in CHARMM,52,236 and the charge on the
β-carbon was adjusted by −0.09 to maintain the net charge of the side-chain.
The partitioning of the constructed side-chain analogs was investigated for ten
residues that span four major classes, namely 1) hydrophobic/aliphatic residues
Ala (methane) and Ile (n-butane); 2) aromatic residues Trp (3-methylindole),
Phe (toluene), and Tyr (p-cresol); 3) polar residues Asn (acetamide), Cys
(methanethiol), and Ser (methanol); and 4) charged residues Asp (acetate)
and Arg (N-propylguanidinium). Similar amino acid analogs have been used
in previous experimental251 and computational252,253 studies.
6.2.1 System preparation with the HMMM model
Each system was constructed by placing two copies of a protein side-chain ana-
log, oﬀset by 32.5 A˚ in the z-direction, in a pre-equilibrated HMMM membrane
containing phosphatidylcholine (PC) short-tailed lipids (st-lipids) along with
water and ions. The total charge of the system was neutralized by adding two
Na+ to the system with Asp and two Cl– ions to the system with Arg (one
counterion for each copy of the analog). The HMMM membrane used in this
study was made of 72 st-lipids (36 PC lipids per leaﬂet) with an area per lipid of
68 A˚2, matching the experimentally determined value for dioleoylphosphatidyl-
choline (DOPC).255 1,1-dichloroethane (DCLE) was used as the liquid solvent
representation of the hydrophobic core of the bilayer.221 Each system, slightly
varying depending on the side-chain size, contained approximately 21,300 atoms,
including nearly 4,300 water molecules.
6.2.2 Simulation protocol and analysis
Simulations were performed using NAMD 2.83 with the CHARMM 36 force-ﬁeld
parameter set for lipids and small molecules,74,236 the CHARMM 27 parameter
set for the side-chains,53,256 and the TIP3P model for water160 in the NPnAT
(constant normal pressure, area, and temperature) ensemble. Langevin dynam-
ics with a damping coeﬃcient of 0.5 ps−1 and the Langevin piston Nose´-Hoover
method101,102 were employed to maintain the temperature at 298K and pressure
at 1.0 atm. The long-range electrostatic forces were calculated using the particle
mesh Ewald (PME) method105 with a grid density of 1 A˚−3. The cut-oﬀ for van
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der Waals interaction was set at 13.5 A˚ with a smoothing function applied after
10 A˚. An integration time step of 2 fs was used. In order to prevent artiﬁcially
large, out-of-plane ﬂuctuations of the st-lipids and their occasional partitioning
into bulk water, we applied a weak harmonic constraint (0.05 kcal/mol·A˚2) to
the z-position to the carbonyl carbon atoms of each st-lipid. The choice of the
weak force constant allowed for ﬂuctuations of ±3.5 A˚ along the z-axis, consis-
tent with membrane ﬂuctuations seen in a conventional bilayer. No restraints
were applied in the xy-plane, allowing for rapid lateral lipid diﬀusion.
6.2.3 Umbrella Sampling
The umbrella sampling method was used to calculate the PMFs for inserting
the side-chain analogs into an HMMM membrane. Using the membrane normal
(z-axis) as the reaction coordinate, the space to be sampled was divided into
36 windows with neighboring windows separated by 1 A˚. Since each system
contains two copies of the side-chain analog and each copy is oﬀset by 32.5 A˚
along the normal (Fig. 6.1), the eﬀective window spacing is 0.5 A˚. The force
constant for the harmonic umbrella potential was 7.17 kcal/mol·A˚2. Data for
each simulation were collected for 10.5 ns per window. The ﬁrst 500 ps was
considered equilibration time and not included in the analysis. In aggregate,
these simulations encompass more than 3.7µs of simulated trajectories. The
free energy proﬁles were reconstructed using the weighted histogram analysis
method (WHAM).116,135 The WHAM calculations and error estimates were
carried out using the g wham program in the GROMACS package.94,118 All
data within 35 A˚ of the membrane center were used for the WHAM calculation.
Error estimates were calculated using the bootstrap error analysis.118,257,258
6.2.4 Free-energy perturbation calculations
Solvation free energies were calculated using alchemical free-energy perturbation
(FEP).128 In FEP calculations, side-chain analogs were alchemically solvated in
a liquid of interest, namely, DCLE, water or dodecane. Growth of the side-
chain into solution was controlled by the parameter λ, ranging from 0 to 1,
which couples the side-chain to the Hamiltonian of the rest of the system.130
A scaled-shifted soft-core potential259 was used for van der Waals interactions
to reduce occurrences of singularities for small values of λ. Each simulation
was run in both directions: forward (solvation, λ from 0 to 1) and backward
(desolvation, λ from 1 to 0). The calculations were divided into 25 windows,
where λ increased linearly by 0.04 between windows. Each window consisted of
10 ps equilibration and 250 ps of data collection, for a total of 13 ns for each side-
chain analog/solvent combination. Analysis of FEP results was performed using
the Bennett acceptance ratio260 as implemented in the ParseFEP plugin139 of
VMD.25
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Figure 6.1: (Top) A snapshot of the system used to calculate the PMFs of
membrane-insertion of the ten side-chain analogs. In the HMMM membrane,
DCLE is shown in green, bulk water in blue and the short-tailed PC lipids as
sticks with carbon in gray, oxygen in red, nitrogen in blue, and phosphorus in
gold. The Ala analog, methane, is included to demonstrate the initial position-
ing of the two copies in the system. (Bottom) The atomic density of various
chemical groups in the HMMM system. The dashed lines show the demarca-
tion between the diﬀerent regions used in the analysis of PMF plots. Region I,
RI–core, is deﬁned to be the area in the center of the membrane with |z| ≤ 10 A˚
and is composed mostly of liquid DCLE. Region II, RII–tails, occupies the area
10 < |z| ≤ 17.5 A˚ and encompasses the tails of the st-lipids as well as the glyc-
erol moiety and some phosphate density. Region III, RIII–heads, consists of
17.5 < |z| ≤ 25 A˚ and contains the majority of the phosphate density as well as
all of the choline density and associated water molecules and ions. Region IV,
RIV–water, is |z| > 25 A˚ and is comprised of bulk aqueous solution.
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6.3 Results and Discussion
The PMFs resulting from the umbrella sampling calculations were analyzed
based on four distinct regions of the modeled membranes (Fig. 6.1). These
regions correspond to the changing properties of the membrane, and also
allow direct comparison to previous computational and experimental re-
ports,251,252,254,261 which made use of this regional analysis scheme. The
original deﬁnition of the regions was based on the free volume accessible to
spherical particles.254 Here, region I (RI–core) is deﬁned to be |z| ≤ 10 A˚ (with
z = 0 representing the midpoint of the membrane), where liquid DCLE, repre-
senting the hydrophobic core of the HMMM membrane predominates. Region
II (RII–tails) 10 < |z| ≤ 17.5 A˚ is the region encompassing the acyl chains
of the short lipid tails. This region has the highest density of the lipid tail
atoms. It resembles a soft polymer where lipid tails may introduce restrictions
on rotational and translational degrees of freedom of penetrants. Region III
(RIII–heads) 17.5 < |z| ≤ 25 A˚ is the lipid head group region, which also con-
tains water molecules and ions that are strongly bound to the head groups. The
RIII–heads region contains most of the phosphate atomic density and is the
interfacial region of the membrane. Region IV (RIV–water) includes all atoms
with |z| > 25 A˚ and contains primarily bulk water. The HMMM model221,222
was developed to facilitate studies of peripheral protein interactions with mem-
branes. Therefore, special attention in the following analyses is devoted to
RII–tails and RIII–heads regions, where most of membrane-anchoring protein
domains appear to interact with lipids.190,222 For ease of understanding, we use
descriptive abbreviated names (i.e. RI–core) throughout the text.
The main goal of this report is to quantitatively assess the accuracy of the
HMMM model membrane in describing protein side-chain insertion into distinct
regions of a membrane and, in doing so, to facilitate further development and
application of model membranes. We compare our calculations to the previously
reported computational studies of full-tail membrane models described with all-
atom OPLS (FULL-AA)252 and coarse-grained MARTINI (FULL-CG)253 force-
ﬁelds. Additionally, we compare our results to the free energy values reported
based on experiments by Wimley and White261 (WW), Hessa et al.,262 Radzicka
and Wolfenden251 (RW), and Moon and Fleming.263
6.3.1 Aliphatic side-chains
Aliphatic protein side-chains are critical in the binding and insertion of pe-
ripheral proteins into the membrane. The calculated PMFs for insertion of
representative aliphatic side-chains, Ala and Ile, into the HMMM membrane
show excellent agreement, both in the shape and in the absolute values, when
compared to the FULL-AA and FULL-CG calculations (Fig. 6.2). The PMFs
display a small (∼1 kcal/mol or 1.5 kT) barrier at the interface between water
and the membrane, the RIII–heads region, followed by an attractive basin that
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Figure 6.2: PMFs for representative aliphatic side-chain analogs, Ala (left) and
Ile (right). Data are presented for the HMMM membrane (blue), FULL-AA
(black),252 and FULL-CG (purple).253 No FULL-CG data was reported for Ala.
All PMFs are presented by setting the free energy to zero in aqueous solution.
Regions I–IV are deﬁned in Fig. 6.1. Error estimates were obtained using boot-
strap analysis.
reﬂects the hydrophobic nature of the side-chains. The free energy steeply de-
creases from the RIII–heads and RII–tails regions into the RI–core region as
the side-chains move into a less dense and more non-polar environment. The
liquid core of the HMMM reproduces the free energy of transfer from water to a
full-tail membrane core for both the linear Ile side-chain (n-butane) and for the
nearly spherical Ala (methane). The absolute values of the transfer free ener-
gies of Ala and Ile from water into the center of the membrane (RI–core region)
agree very well with the values reported from early experiments of Radzicka and
Wolfenden251 on partitioning of same side-chain analogs between water and cy-
clohexane: Ala, −2.0 kcal/mol (HMMM) vs. −1.8 kcal/mol (RW251) and Ile,
−4.7 kcal/mol (HMMM) vs. −4.9 kcal/mol (RW251).
Free energy of Ile transfer from water into the center of the RII–tails re-
gion (−3.0 kcal/mol at z=13.75 A˚) is in closer agreement with the experimental
measurements by Wimley and White of the partitioning of speciﬁcally designed
peptides from water to the POPC membrane interface (−4.5 kcal/mol),261 than
with the calculated value for the transfer from water into the center of the RIII–
heads region (0.75 kcal/mol at z = 21.25 A˚). This suggests that the interfacial
interactions between membrane and peptides reported byWimley and White261
were likely reﬂecting localization of the side-chain at the beginning of the lipid
tails, just below the lipid head groups, which agrees well with computational
results for similar systems.264 The small diﬀerences in the absolute values be-
tween the HMMM and experimental measures can be attributed to the absence
of the protein backbone in our calculations.
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Figure 6.3: PMFs for aromatic side-chain analogs, Phe (top), Tyr (middle), and
Trp (bottom). Data are presented for the HMMM membrane (blue), FULL-AA
(black),252 and FULL-CG (purple).253 All PMFs are presented by setting the
free energy to zero in aqueous solution. Regions I–IV are deﬁned in Fig. 6.1.
Error estimates were obtained using bootstrap analysis.
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6.3.2 Aromatic side-chains
The aromatic side-chains studied here (Tyr, Trp, Phe) display a more complex
behavior due to variations in shape, hydrogen bonding capacity, and dipole
moments.252,265 The free energies of aromatic side-chain insertion into all regions
of HMMM except for the RI–core region agree well with FULL-AA252 and
FULL-CG253 PMFs. The three aromatic side-chains display more favorable free
energy values for insertion into the RI–core region than for the FULL-AA252 and
FULL-CG253 membranes (Fig. 6.3). An interesting observation, which we will
further discuss below, is that Tyr and Trp are nearly twice as overstabilized as
Phe in the RI–core region of the HMMM membranes as compared to full-tailed
membranes (FULL-AA252 and FULL-CG253).
Reconstructed PMFs for insertion of Tyr and Trp capture small minima close
to the center of the RIII–heads region that are recovered by the FULL-AA but
not by the FULL-CG PMFs. The calculated PMF for insertion of Phe recovers
the small barrier in the center of the RIII–heads region (Fig. 6.3) that is likely
due to insertion of a hydrophobic species into the densely charged head group
region.
The RII–tails region, particularly the lipid tail–headgroup interface, displays
stabilization relative to solution in the calculated PMFs (Fig. 6.3). Trp and Tyr
are especially known for their abundance in the ”interfacial belt” of membrane
proteins and for their role in anchoring transmembrane helices.265–267 Indeed,
we observe the deepest minimum in the PMF of Trp (−5.0 kcal/mol), followed
by slightly shallower minima for Tyr (−3.5 kcal/mol) and Phe (−4.1 kcal/mol)
(Fig. 6.3). While preserving the general form of the PMFs, the free energies
within the RII–tails region deviate slightly, but are in good agreement with
previous computational252,253 and experimental data (adjusted to the value for
Ala) on interfacial free energies:261 Trp, −2.85 kcal (HMMM) vs. −3.7 kcal/mol
(FULL-AA252) vs. −2.0 kcal/mol (WW261); Tyr −2.15 kcal/mol (HMMM) vs.
−2.0 kcal/mol (FULL-AA) vs. −1.1 kcal/mol (WW); and Phe, −2.25 kcal
(HMMM) vs. −1.8 kcal/mol (FULL-AA) vs. −1.3 kcal/mol (WW).
The RI–core region of the HMMM membrane shows the largest free energy
deviation from the FULL-AA252 and FULL-CG253 data for aromatic side-chains
(Fig. 6.3). Insertion free energies of aromatic side-chains to the center of the
membrane are more favorable in the liquid core of HMMM than in the center
of FULL-AA membranes252 by 4 kcal/mol for Tyr and Trp and 2 kcal/mol for
Phe. These diﬀerences can be partially attributed to additional translational
and rotational freedom oﬀered by the liquid DCLE as compared to the lipid
tails in the center of the FULL-AA and FULL-CG membranes. In RI–core
of the HMMM, bulky side-chains are free to rotate, and are not constrained
laterally by lengthy acyl-tails. Fig. 6.4 (top and bottom) shows that in the
center, RI–core, of the HMMM Tyr has a similar, nearly uniform, distribution
of orientation as in the water layer, RIV–water. In contrast, the Tyr orientation
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Figure 6.4: Distribution of the orientation of Tyr at diﬀerent regions in the
HMMM membrane: RI–core (top), RII–tails (middle), and RIV–water (bot-
tom). The distribution of orientations in RI–core and RIV–water is fairly un-
biased, whereas the orientation in RII–tails shows a dramatic skew towards
remaining parallel to the membrane normal. The orientation is determined by
measuring the angle between the membrane normal and the long axis of Tyr
(i.e., the vector from the carbon at the para position to the phenol oxygen
atom).
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DCLE water dodecane ∆DCLE-water ∆dodecane-water ∆DCLE-dodecane
Tyr -6.31±0.07 -4.27±0.06 -4.61±0.07 -2.04 -0.34 -1.70
Phe -4.57±0.05 0.29±0.05 -4.02±0.06 -4.89 -4.31 -0.55
Table 6.1: Free energy (kcal/mol) of side-chain solvation in diﬀerent solvents
calculated using free energy perturbation.
distribution near the membrane center reported for FULL-AA is biased,252 as
the presence of the semi-ordered lipid tails restricts the movement of the side-
chain. As expected, the distribution of the orientations in the RII–tails region is
biased for both HMMM (middle, Fig. 6.4) and FULL-AA.252 The upper bound
on the estimate of the entropic contribution to the observed overstabilization
in the liquid center is 1.8 kcal/mol: six degrees of freedom (three translational
and three rotational) each contributing kT/2. This is an overestimation of
the entropic stabilization for bulky side-chains in DCLE as these degrees of
freedom are not completely restricted in full-tail membranes and the true value
lies within the interval of 0.55–1.8 kcal/mol, with the lower bound estimated by
FEP simulations discussed below.
The other source of overstabilization is the polar nature of DCLE, the sol-
vent used in HMMM membrane core, which has been shown to eﬃciently orient
its dipole around inserted polar groups in order to reduce the energy penalty for
burying these species.221 Consistent with this, Trp and Tyr are overstabilized
more than Phe, as both have polar functional groups (-NH and -OH). We cal-
culated the free energy of solvation of Tyr and Phe (diﬀering only in the -H to
-OH substitution in the former) in three solvents, DCLE, water, and dodecane
(Table 6.1), using FEP130 calculations as described in Methods. Here, dodecane
serves as a better representation of the membrane core as it is more hydropho-
bic and more restrictive than DCLE. The calculated overstabilization of Tyr in
DCLE compared to dodecane is 1.7 kcal/mol (Table 6.1). Values calculated for
Tyr solvation in DCLE indicate ∼2 kcal/mol of overstabilization with respect
to Phe (Table 6.1), and are thought to be caused by the interaction between
the dipoles of DCLE and Tyr. The data for hydrophobic Phe provide an ad-
ditional estimate for the entropic contribution to overstabilization, providing a
lower bound of 0.55 kcal/mol. However, the entropic contribution is likely even
larger due to the fact that dodecane is not as ordered as the membrane core
and, therefore, is not as restrictive to the rotational and translational degrees of
freedom as the lipid tail of a full-tail membrane. As an additional control, the
free energy diﬀerence of insertion into water relative to DCLE for Tyr and Phe
calculated using FEP (-2.04 kcal/mol and -4.28 kcal/mol, respectively) agree
closely with the free energy diﬀerence between RIV–water and RI–core recov-
ered using umbrella sampling (Figure 6.3). Therefore, we believe the diﬀerences
in the free energy of insertion into the RI–core region are due to an increased
entropic stabilization of these bulky groups and the polar nature of DCLE. As
the HMMM model is designed primarily for studies of peripheral proteins in-
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teracting with the membrane, the variances in the free energy of insertion into
the membrane center are unlikely to be of a major concern for speciﬁc systems
of interest. Work on designer solvents, which remedy the dipole-dipole over-
stabilization artifact, as an alternative to DCLE in the core of the HMMM is
currently under way in our laboratory.
6.3.3 Polar side-chains and cysteine
Representative polar side-chains, Ser (methanol) and Asn (acetamide), show
good agreement with the FULL-AA252 and FULL-CG253 PMFs in the RIII–
heads and RIV–water regions (Figure 6.5), while the minima in the RII–tails
region appear to be more shallow in the HMMM membrane. This can be at-
tributed in part to the less favorable electrostatic interactions with the tips
of the short lipid tails of the HMMM in the RII–tails region. Interestingly,
the FULL-CG PMF calculated with the MARTINI coarse-grained force-ﬁeld253
similarly failed to capture the minimum in RII–tails for Asn (Fig. 6.5). Given
that the MARTINI force-ﬁeld also underestimates the free energy minimum in
the RII–tails region, this suggests that the relative lack of orientational stabi-
lization of the Asn side-chain, present in the full-tail FULL-AA membrane,252
may also play a role in recovering the minima in this case. The RI–core region,
the center of the membrane, shows overstabilization due to increased entropic
contributions and due to the polar nature of DCLE.
The calculated PMF for Cys is in good agreement with the FULL-AA
PMF252 in the regions II-IV (Fig. 6.5), particularly with the slope of the free
energy from the RIII–heads to the RII–tails regions, which is mainly due to the
amphipathic nature of the side-chain. Overstabilization in the RI–core region
is due to entropic contributions of the liquid center of the HMMM membrane.
6.3.4 Charged side-chains
Calculated PMFs of representative charged side-chains, Asp (acetate) and Arg
(N-propylguanidinium), show good agreement with both types of full-tail lipid
calculations, FULL-AA252 and FULL-CG,253 in the regions RIII–heads and
RIV–water (Figure 6.6). Negatively charged Asp displays a continuous increase
in free energy as it moves from bulk water to the membrane center. In the RI–
core region Asp experiences an overstabilization of ∼4 kcal/mol as compared
to the FULL-AA membrane. The diﬀerence is likely due to the polar DCLE
interacting with the charged Asp carboxylate group. The ﬂat proﬁle for Asp
within the interior of RI–core reﬂects the position at which Asp is fully immersed
in DCLE and further insertion results in no free energy change.
Characterizing membrane-insertion of positively charged Arg has been a sub-
ject of active research and intensive debate.268 Experimental studies269,270 and
recent computational work have shown the possibility for Arg to be present in
membranes271,272 while a number of experimental and computational studies
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Figure 6.5: PMFs for representative polar side-chain analogs, Asn (top), Ser
(middle), and Cys (bottom). Data are presented for the HMMM membrane
(blue), FULL-AA (black),252 and FULL-CG (purple).253 All PMFs are pre-
sented by setting the free energy to zero in aqueous solution. Regions I–IV are
deﬁned in Fig. 6.1. Error estimates were obtained using bootstrap analysis.
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Figure 6.6: PMFs for representative charged side-chain analogs, Asp (left) and
Arg (right). Data are presented for the HMMM membrane (blue), FULL-AA
(black),252 and FULL-CG (purple).253 All PMFs are presented by setting the
free energy to zero in aqueous solution. Regions I–IV are deﬁned in Fig. 6.1.
Error estimates were obtained using bootstrap analysis.
have highlighted the high energetic cost for Arg insertion.268 For small molecule
analogs of Arg in the membrane the cost of burying a charge can be quite
substantial251,252,273 and explains the sizable barriers seen in both the HMMM
and FULL-AA252 proﬁles (Fig. 6.6). The energetic cost can be smaller when
Arg can interact with other components of the system, for instance the protein
backbone.261,269–272 Experimental studies with systems containing the protein
backbone, speciﬁcally designed pentapeptides261 or a complete membrane pro-
tein (OmpLA),263 have reported much lower barriers, indicating that the ener-
getic penalty for inserting Arg into the membrane center might be paid at the
interface.
Our calculated PMF of Arg insertion into the HMMM membrane shows
close similarity to the PMFs of FULL-AA252 and FULL-CG253 (Figure 6.6).
A distinct feature of the Arg PMF is the sizable minimum in the RII–tails
region, prior to the steep increase toward the center of the membrane. This
can be attributed to the ability of the Arg guanidinium group to simultaneously
interact with up to three lipids (Fig. 6.7), while simultaneously partitioning its
alkyl chain into the membrane interior. These interactions have been proposed
to facilitate membrane penetration by arginine-rich peptides.268 Additionally,
water molecules have been shown to play a role in facilitating the penetration
of polar and charged amino acids into membranes.252,268,274
Partitioning of polar and charged side-chains into the membrane has been
shown to be accompanied by the formation of stable water-ﬁlled membrane
defects.252,274 Additionally, Johansson and Lindahl have shown correlation
between the hydration level of transmembrane helices and hydrophobicity
scales.274 During our simulations we observed formation of a stable water-ﬁlled
defect when charged side-chains, Arg or Asp, are positioned in the center of
HMMM membrane (Fig. 6.8). The water-ﬁlled defect was the widest at the base
on the membrane interface and was narrowed down to a few water molecules
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Figure 6.7: Snapshot of the system with Arg side-chain analog (spheres) in the
interfacial region (RIII–heads) of the HMMM membrane. Oxygen atoms (red)
of PC lipid head groups (sticks) interact with hydrogen atoms (white) of the
guanidinium group of Arg. Other atoms shown are carbon (grey), nitrogen
(blue), and phosphorus (gold).
Figure 6.8: Snapshots of systems with polar and charged residues display for-
mation of the water defects when amino acids are positioned: at the membrane
center - charged Arg (A) and near the membrane center - polar Asn (B).
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surrounding the side-chain in the center of the membrane. In the case of a polar
side-chain, Asn, a water-ﬁlled defect is only present when Asn is positioned
closer to the ends of the tails and not when the residue is near the center of the
membrane (Fig. 6.8).
6.3.5 PMF Comparison to Hydrophobicity Scales
Through analysis of the calculated free energy proﬁles at particular points
along the HMMM normal, we can compare the transfer free energy from
solution to a speciﬁc region of the HMMM with developed hydrophobicity
scales.251,252,261–263 Hydrophobicity scales conventionally reﬂect the energetic
cost of amino acid insertion into the center of membranes.251,252,262,263 These
scales are based on diﬀerent experimental measurements, including partitioning
of side-chain analogs from water to cyclohexane,251 partitioning of speciﬁcally
designed pentapeptides from water to the interface of the membrane,261 mem-
brane protein insertion into a membrane via the Sec translocon,262 and equilib-
rium between folded and unfolded states of a membrane protein.263 Naturally,
these diﬀerent experiments are measuring the energetic diﬀerence between the
aqueous solution and diﬀerent regions of a membrane. As the HMMM model
is designed to capture partitioning into the membrane interface, the Wimley-
White hydrophobicity scale261 based on partitioning of pentapeptides to the
membrane interface is of particular importance for this study.
First, we compare HMMM free energies to the computational FULL-AA
data reported for full-tail membrane252 for diﬀerent regions from the center
of the membrane to lipid head groups (Fig. 6.9). The correlation between all
regions studied (Fig. 6.9) suggest that the overall energetic trends for side-
chain-membrane interactions are preserved in the HMMM in all four regions.
The slope of the trend lines for all four membrane regions are also near unity
(Fig. 6.9), suggesting that the conversion of a full-tail membrane to the HMMM
preserves population-based interaction statistics in all four regions of the mem-
brane. Notably though, the RIV–water → RI–core trend line (Fig. 6.9) has the
largest vertical shift of +2.52 kcal/mol with respect to the FULL-AA data.252
The shift is due to the replacement of the portion of membrane tails by a sol-
vent, a perturbation with a smaller impact in other membrane regions. Thus,
we expect peripheral proteins studied with the HMMM to experience native-
like membrane interactions and forces, and should therefore retain these contacts
and conformations once the HMMM is converted into a full-tail membrane. The
preservation of contacts and interaction patterns upon membrane conversion has
been observed in studies on coagulation factor binding domains and cytochrome
P450.222,223
Comparisons of transfer free energies calculated with the HMMM model to
experimental hydrophobicity scales251,261–263 show good agreement where the
HMMM design matches experimental conditions, such as in RII–tails and RIII–
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Figure 6.9: Comparison of the transfer free energy of the side-chains from so-
lution (RIV–water) to the regions within the membrane. The points for RII–
tails and RIII–heads were taken at the midpoint of the region (z=13.75 A˚ and
z=21.25 A˚, respectively), while the RI–core position was taken to be the bilayer
center. An additional measurement was taken at the interface between RII–tails
and RIII–heads (RII/RIII, at z=17.5 A˚). The position of points along the x-axis
are determined by the HMMM free energy values, while the y-axis values were
computed for a full-tail membrane.252 The dotted lines represent the linear ﬁt
of the points, and essential ﬁt information is reported.
heads. In particular, comparison of free energy values for the RIV–water→ RII–
tails transfer in the HMMM membrane to these scales (Figure 6.10) agrees best
with the hydrophobicity scale proposed by Wimley and White, where a designed
pentapeptide interacts with the membrane interface.261 Since our simulations
did not include the protein backbone, the observed agreement suggests that the
protein backbone might not play a major role in determining the energetics of
insertion. The WW hydrophobicity scale is most similar to the conditions in
RII–tails, as the peptide explores the region corresponding to the free energy
wells for hydrophobic and aromatic side-chains (Figs. 6.2,6.3).
A comparison of free energy for the RIV–water → RI–core transfer in the
HMMM membrane to the same scales (Fig. 6.11) shows good agreement with
the cyclohexane-water scale proposed by Radzicka and Wolfenden,251 and mod-
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Figure 6.10: Comparison of hydrophobicity scales to the RIV–water–RII–tails
transfer free energy of the HMMM. Published hydrophobicity scales from Wim-
ley and White,261 Hessa et al.,262 Radzicka and Wolfenden,251 and Moon and
Fleming263 were compared against the transfer free energy from RIV–water to
the midpoint of RII–tails in the HMMM model. The dotted lines represent the
linear ﬁt of the points, and essential ﬁt information is reported.
est agreement with scales based on a transfer of side-chains within larger trans-
membrane proteins.262,263 Agreement with the cyclohexane-water (and a related
octanol-water) scale is based on the use of organic solvent-rich RI–core in the
HMMM. The low slopes of the trendline that compares the two experimental
studies employing membrane proteins262,263 to the HMMM transfer free energies
(Fig. 6.11) might be a result of the complexity of the environment surrounding
the side-chains. Rather than proceeding from a fully solvated to a fully inserted
side-chain, as in the case of side-chain analogs, in the presence of a protein, in-
teractions between neighboring residues lower the energetic cost for membrane
entry by providing favorable interactions for buried side-chains.272 Comparison
to the computational and experimental hydrophobicity scales indicates the rel-
ative accuracy of the HMMM model membranes in capturing the energetics of
the membrane interface.
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Figure 6.11: Comparison of hydrophobicity scales to the RIV–water–RI–core
transfer free energy of the HMMM. Published hydrophobicity scales from Wim-
ley and White,261 Hessa et al.,262 Radzicka and Wolfenden,251 and Moon and
Fleming263 were compared against the transfer free energy from RIV–water to
the midpoint of the membrane (within RI–core) in the HMMM model. The
dotted lines represent the linear ﬁt of the points, and essential ﬁt information
is reported.
6.4 Conclusions
The energetic characterization of the highly mobile membrane mimetic (HMMM)222
representation has been presented. The strength of the HMMM model is in its
accelerated lipid dynamics, which expedite the formation of optimal protein-
lipid interactions, while maintaining an atomistic description of the lipid head
groups. A potential drawback of the use of the liquid organic solvent to rep-
resent the bilayer core is the introduction of additional ﬂuidity of the core of
the membrane and additional polarity, as DCLE221,222 is not as hydrophobic
as the lipid tails in a conventional full-tail membrane. Nevertheless, this report
shows that the HMMM model captures the interaction energetics of side-chains
along the membrane interface, a feature that is essential for studying peripheral
proteins.
We demonstrate that for representatives of all classes of protein side-chains
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the energetics of insertion into the interfacial membrane regions are generally in
good agreement with previously reported computation- and experiment-based
values. On the other hand, we observe overstabilization of aromatic, polar,
and charged side-chains in the center of the HMMM membrane due to the more
liquid and polar nature of the organic solvent currently used in HMMM (DCLE)
compared to acyl lipid tails. These variations do not appear to interfere with
the phenomena at the membrane interface, for which HMMM was speciﬁcally
developed and is currently used.222,223,225,241 In particular, it is of value that the
HMMMmodel is capable of capturing the energetic cost of Trp and Tyr insertion
into the membrane interface. These amino acids are known to serve as anchors
of the transmembrane helices,265–267 especially in single-pass membrane proteins
where they ensure proper positioning and tilting within the membrane bilayer.
We expect that the HMMM will perform well with single-pass transmembrane
helices where aliphatic residues in the core and aromatic side-chains at the
interface are the most important determinants of the depth of insertion and
tilting. Further development to address inaccuracies in the membrane core and
to extend the applicability of the model to larger transmembrane systems is
discussed in the following chapter.
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7 Continued Development of
the Highly Mobile
Membrane Mimetic†
7.1 Introduction
The biological membranes are an indispensable component of all living cells,
playing host to 26% of the human proteome,187 and an estimated 60% of current
drug targets.188 Membranes allow gradients to be established, and the exploita-
tion of these gradients is the ultimate cellular energy source. The main players of
cellular signaling and transport are also localized within the membrane. Rather
than being a simple host substrate within which membrane-associated proteins
act, the evolving consensus is that the composition of the local membrane envi-
ronment can modulate the activity of peripheral and transmembrane proteins.
Studying the interplay of membrane proteins and their environment using
molecular dynamics (MD) simulations oﬀers an opportunity to capture speciﬁc
membrane-protein interactions whose timescale is too fast to probe experimen-
tally, and has been used to great success for a number of membrane-associated
systems.202,275,276 However, over the course of a 100 ns MD trajectory, individual
lipids may only exchange with their neighbors once or twice, due to a relatively
low lateral lipid diﬀusion constant of ∼ 8 × 10−8 cm2s−1.208,209 The resulting
membrane representation is eﬀectively static, and so is unsuitable for sampling
speciﬁc protein-membrane contacts in a mixed-membrane environment. While
preserving an atomic description of the system, the Highly Mobile Membrane
Mimetic (HMMM) representation accelerates lateral lipid sampling by shorten-
ing lipid acyl-tails and ﬁlling the membrane core with an organic solvent.222
The model demonstrably accelerates membrane-insertion,241 increases the lat-
eral lipid diﬀusion constant by an order of magnitude179 and recapitulates the
energetics of binding on the membrane periphery.226 This has been used to great
eﬀect in describing the membrane-bound conformation of a range of peripheral
membrane proteins.222–225,238–240,277–279
Extending the applicability of the HMMM representation to systems with
a large transmembrane component requires moving away from the traditional
HMMM solvent, 1,1-dichloroethane (DCLE), which was originally chosen to rep-
resent the entire bilayer.221 Instead, we would like to develop another solvent
†This work is in preparation for submission as a research article, with Taras Pogorelov
and Emad Tajkhorshid as coauthors.
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that better captures the properties of the membrane interior. While traditional,
DCLE-based HMMM membranes (DCLE-HMMM) capture the free energy pro-
ﬁles for amino acid analog insertion into a full membrane on the membrane
interface, the free energy proﬁle for DCLE-HMMM membranes deviates sub-
stantially from the behavior seen in full membranes in the membrane core.226
This diﬀerence is due to the existence of a dipole in DCLE. Consequently, inter-
actions between side-chains and the solvent are too favorable, leading to sponta-
neous intercalation of DCLE into transmembrane proteins. Thus, there is need
for a new solvent to extend the applicability of the HMMM to transmembrane
systems.
Designing the appropriate new solvent to mimic the membrane core is a
non-trivial optimization problem, balancing high lateral lipid diﬀusion constants
against an accurate description of the membrane (See chapter 5). Membrane
interiors are most naturally described by linear alkanes or similarly hydrophobic
species, however to maximize the lateral lipid diﬀusion the size of the solvent
molecule should be minimized. Small alkanes are gaseous, which renders them
unsuitable as a membrane representation, and long alkanes result in slower
diﬀusion in a HMMM system.221 The original solution to this optimization
problem was to use a small molecule with a modest dipole that remains liquid,
and DCLE was chosen from a selection of organic solvents.221 Moving beyond
this compromise solution to improve the solvent behavior for transmembrane
systems, we have developed a pair of novel solvents.
With the considerable freedom aﬀorded to us by working in silico, we were
not limited to molecules that exist in nature, and explored simple solvent
molecules that capture the essential features of the membrane with a minimal
number of particles. In the spirit of united-atom lipid force-ﬁelds that came be-
fore,280–282 we developed liquid small molecule solvents for use in the membrane
interior. The solvents that emerged were composed of one or two Lennard-Jones
particles and termed the Simple Carbon Solvent Methane (SCSM) and Simple
Carbon Solvent Ethane (SCSE), designed to mimic the membrane interior by
representing a single acyl chain carbon (SCSM) or two connected acyl chain
carbons (SCSE). These solvents are non-polar and small by construction, and
have eﬀectively four tunable parameters to control their interaction within a
MD simulation.
Through extensive parameter testing, we have arrived at parameters that
improve the insertion free energy proﬁle for amino acid analogs into HMMM
systems. After testing these parameters with a diverse set of transmembrane
HMMM systems, we conclude that when used with appropriate minimal lipid
restraints, SCSM and SCSE permit stable simulation of a wide array of trans-
membrane proteins in a HMMM representation.
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7.2 Methods
There are three steps to our solvent optimization procedure: the initial search for
parameters, their validation, and ﬁnally testing with ﬁve archetypal transmem-
brane protein systems. The simulations were all carried out with NAMD 2.9,3
using CHARMM 36 lipid74 and protein54 parameters, and CGenFF parameters
for DCLE236 where appropriate. Simulation parameters common to all simula-
tions include the non-bonded cutoﬀs, with a real space cutoﬀ of 12 A˚ (switching
after 10 A˚), the inclusion of long-range electrostatics through the use of the
particle mesh Ewald (PME) method105,106 with a 1 A˚ grid spacing, as well as
2 fs timesteps and the requisite use of SETTLE92 to constrain hydrogen bond
lengths. All simulations were performed under constant temperature (310K
unless speciﬁed otherwise) and pressure (1 atm), maintained by Langevin dy-
namics and Langevin piston Nose´-Hoover methods.101,102 For simulations with
a bilayer, the area of the bilayer was held constant to prevent membrane collapse
in HMMM systems.
In order to simplify the nomenclature, we introduce the abbreviations
DCLE–HMMM, SCSE–HMMM, and SCSM–HMMM, which indicate the solvent
used within a speciﬁc HMMM system. Conventional bilayers with full-length
acyl chains may be labeled as FULL in ﬁgures where appropriate.
7.2.1 Parameterization
For the parameterization of SCSM, a box 1000 SCSM particles was simulated
for 400 ps at 298K using 486 diﬀerent sets of randomly generated van der Waals
parameters ǫ (which determines the depth of the well) and rmin (which deter-
mines its location). The volume (V) and isothermal compressibility (κT ) over
the last 300 ps of simulation were compared to literature values283,284 for cyclo-
hexane at 298K of 30.5 A˚
3
per CH2 group and 1120TPa
−1. The isothermal
compressibility was determined as follows:285
κT =
〈
(V − 〈V 〉)
2
〉
kT 〈V 〉
The best ﬁtting SCSM parameter set was further reﬁned by testing 20 small ad-
justments to this parameter set using 2 ns simulations and thereby determining
the optimum set of parameters for SCSM bulk properties, which are speciﬁed
in the ﬁnal parameters set as an NBFIX term. Interactions between SCSM and
other species were tuned to avoid excessive interaction with water, using the ra-
dius of a CH2 group to deﬁne rmin and an intermediate value for ǫ that strikes
the appropriate balance between interacting too strongly with the surrounding
environment at high ǫ and not interacting at all at low ǫ.
The parameterization of SCSE began from the bulk values of SCSM, and was
manually optimized by a series of 400 ps simulations to a comparable volume
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by adjusting ǫ, the depth of the Lennard-Jones potential well. The parameters
for the bond between the two Lennard-Jones particles were taken by analogy
from the CTL2-CTL2 bond from the CHARMM 36 lipid parameter set, which is
the term for the bond between adjacent acyl chain carbons in saturated tails.74
Unlike in the case of SCSM, interspecies interaction van der Waals parameters
involving SCSE are best described using the sum of the ǫ values of the con-
stituent carbon and hydrogen atoms, and use a calculated eﬀective radius for a
methanediyl group as rmin.
7.2.2 Free Energy Profile and Solvation Free Energy
The membrane-insertion free energy proﬁle for 10 amino acid side-chain analogs
were calculated for both SCSM and SCSE membranes, following the methodol-
ogy of previous work for conventional membranes252 and DCLE–HMMM mem-
branes,226 and are brieﬂy summarized here. The 10 side-chain analogs were
chosen from a representative sample of amino acids, with aliphatic residues
(Ala and Ile), aromatic residues (Trp, Phe, and Tyr), polar residues (Asn, Cys,
and Ser) and charged residues (Asp, and Arg). The analogs were prepared by
replacing the α-carbon with a hydrogen, assigning the hydrogen the charge of
an aliphatic hydrogen, and transferring the remaining residual α-carbon charge
to the β-carbon, consistent with previous studies.226,252 To determine the free
energy proﬁle, a pair of side-chain analogs was placed in a 72 phosphatidyl-
choline HMMM system separated by 32.5 A˚ along the membrane normal and
umbrella sampling120 simulations were performed using 36 windows each sepa-
rated by 1 A˚ and run for 10.5 ns each. During simulation, the positions of the
carboxy carbon of each lipid tail were constrained along the membrane normal
to limit membrane ﬂuctuations along z to ±3.5 A˚, as was done for previous
calculations with HMMM membranes.226 The sampling from the last 10 ns of
each window was used to determine the symmetric insertion free energy proﬁle
using the weighted histogram analysis method (WHAM)116 as implemented by
g wham.118
The solvation free energy for SCSM, SCSE, and DCLE, as well as the solva-
tion free energy of water into HMMM solvents were computed using alchemical
free energy perturbation.127,128 Each solvation free energy was computed by
taking a single molecule of the solute of interest and slowly growing it in a sol-
vent cube of side-length 30 A˚. Progressive growth and annihilation of the solute
molecule was completed in 20 equal steps. The solute particle made no electro-
static contributions to the system forces for the 11 steps nearest to annihilation
(alchElecLambdaStart was set to 0.5). Each intermediate state was simulated
for 500 ps, with the ﬁnal 400 ps of sampling being used to calculate the solvation
free energy. The calculation and convergence analysis was carried out by the
ParseFEP plugin of VMD.25,139
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7.2.3 Test Applications
We carried out short, 10 ns simulations on both conventional and HMMM bi-
layers without protein present to assess the lateral lipid diﬀusion constant of
each membrane type. Additionally, we simulated ﬁve representative transmem-
brane proteins inserted into conventional, DCLE–HMMM, SCSM–HMMM and
SCSE–HMMM bilayers, with the initial membrane positioning taken from the
Orientations of Proteins in Membranes database.47 The ﬁve proteins were cho-
sen for their distinct membrane topologies, representative of diﬀerent classes
of transmembrane proteins. Glycophorin A (PDB: 1AFO286) was chosen as a
model small transmembrane α-helix, the heterotrimeric assembly of DAP12-
NKG2C (PDB: 2L35287) was chosen to represent a more complex set of small
transmembrane α-helices, the potassium channel KcsA (PDB: 1R3J288) was the
test monomeric helical transmembrane protein, Aquaporin I (PDB: 1H6I289)
was our example of a multimeric helical transmembrane protein, and the mito-
chondrial ion channel VDAC-1 (PDB: 2K4T290) was our example of a β-barrel.
Two simulations were conducted with HMMM systems, one with and one with-
out a 1 kcal/mol/A˚
2
restraint potential applied to the z-position of the carboxy
carbon of each lipid tail, as was performed for the side-chain analog insertion
proﬁle simulation. Each protein-membrane combination was simulated for 5 ns
under exponentially decaying constraints on the protein backbone, followed by
at least 20 ns of equilibrium molecular dynamics.
7.2.4 Intercalation Counting Algorithm
One of the unique challenges in analyzing the systems under study is the quan-
tiﬁcation of solvent intercalation into membrane proteins. Counting intercalated
atoms is diﬃcult. Conceptually, we are searching for a particle that is mostly
surrounded by protein. While it is easy to point out deeply intercalated atoms
that are surrounded on all sides by protein, edge cases also exist that are not as
clearcut. Our evaluation criteria are to consider every potentially intercalating
atom, and calculate an eﬀective protein density at the position of the potential
intercalant. The protein density (ρ) contributions at each potential intercalant
i is calculated as follows:
ρ (i) =
∑
j∈H
exp
(
− |Rj −Ri|
2
2rjσ
)
Where rj is the radius of atom j, σ is a scaling factor, Rx are the atomic
coordinates of atom x, and H is the set composed of all protein heavy atoms
close to intercalant i to contribute signiﬁcantly to the sum. To reduce the
computational cost, elements of H were chosen such that:
|Rj −Ri| ≤ ξσ
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Figure 7.1: Final structures after 20 ns for each simulation, where membrane
components with nonzero ρ values are shown in addition to KcsA (green). The
diﬀerent colors of the membrane components represent the ρ value. Large ρ are
blue, small ρ are red, and intermediate ρ are white.
Where ξ serves to cut oﬀ the extent of the gaussian. Utilizing this formalism,
we can assign a ρ-value to every potential intercalant within the bounding-box
of the protein, and dictate that atoms are only intercalated if ρ ≥ threshold
(Fig. 7.1).
There are eﬀectively three free parameters to determine if a particle is inter-
calated: ξ, σ, and the threshold value. After some experimentation, we found
that ξ = 1.5, σ = 7.0 and threshold=125 was close to the optimal for the
proteins tested, closely matching our intuition for what qualiﬁes as an “inter-
calated” atom without too many false positives (Fig. 7.2). For practical im-
plementations, the product ξσ should be comparable to the non-bonded cutoﬀ
used in the simulation to avoid including too many atoms in H for eﬃcient com-
putation. Large σ values are useful for capturing intercalants that are trapped
on three sides but that are still partially exposed to the membrane; however,
this is an analytical measurement that needs reﬁnement speciﬁc to each system.
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Figure 7.2: Final structures after 20 ns for each simulation, where membrane
components where ρ > 125 (purple) are shown in addition to KcsA (green).
There are only four false positives for the full membrane case, but substantial
intercalation in the other cases.
7.3 Results and Discussion
7.3.1 Solvent Parameterization and Bulk Properties
Searching parameter space for a suitable pair of van der Waals parameters to
replicate a membrane interior is subject to the choice of target observables and
the target values for those observables. During optimization, the volume per
molecule and bulk compressibility of the solvent were the observables chosen
to be matched to experimental values for cyclohexane. Volume and compress-
ibility were chosen as the target observables due to their ease of measurement
computationally, and their transferability to a simple system of Lennard-Jones
particles. Since each Lennard-Jones particle is meant to replace a methanediyl
group, choosing a model compound made entirely out of methanediyl groups
such as cyclohexane is the logical choice. By testing many diﬀerent van der
Waals parameter values, we construct an eﬀective phase diagram, showing both
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Figure 7.3: Accessible compressibility and volume combinations. The red point
is the target value of cyclohexane, and observed points from attempted param-
eters are in blue.
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Figure 7.4: Compressibility phase diagram for tested Lennard-Jones solvents.
The color of each point indicates the compressibility for the corresponding ǫ and
rmin pair, with blue points being less compressible than red ones. The black
crosses represent ǫ and rmin pairs where simulations crashed due to instability
prior to completion, and may represent a metastable state.
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Interspecies NBFIX
ǫ (kcal/mol) rmin2 (A˚) ǫ (kcal/mol) rmin (A˚)
SCSM -0.350 2.08 -0.625 3.15
SCSE -0.112 2.08 -0.274 3.15
Table 7.1: Optimized parameter table for SCSM and SCSE.
the accessible values for volume and compressibility (Fig. 7.3), and the de-
pendence of compressibility on ǫ and rmin (Fig. 7.4). From the two distinct
populations of points in Figure 7.3, we observe that through our random sam-
pling of potential van der Waals parameters, we have sampled across a suﬃcient
range to observe liquid-like behavior of low volume and compressibility, as well
as gaseous behavior where our Lennard-Jones particles are highly compressible
with a high volume per molecule. The gaseous form of SCSM predominates,
until ǫ increases to such a degree that SCSM forms stable interactions. This
phase-like behavior is demonstrated by the clear demarcations of low compress-
ibility and high compressibility regions of parameter space in Figure 7.4, as well
as a region that was sampled but did not produce stable simulation conditions.
The value for ǫ required for liquidity is signiﬁcantly higher than typical ǫ values
seen in conventional force-ﬁelds by approximately an order of magnitude, and
is the fundamental change needed to yield liquid behavior at typical biological
temperatures. The ﬁnal values for the van der Waals parameters for SCSM
that recover the bulk properties of cyclohexane are shown in Table 7.1, and are
implemented as an NBFIX term that are speciﬁc to SCSM-SCSM contacts.
Optimization of contacts between SCSM and other molecular species was
treated separately, and contacts were tuned to improve the interface between
water and SCSM using standard lipid parameters as the guide. Thus, the default
rmin
2 is the eﬀective radius for a methanediyl group (2.08 A˚), and the ﬁrst ǫ tried
was the sum of ǫ from methanediyl constituents (0.112 kcal/mol). With high
values for ǫ, SCSM and water interact too strongly, and SCSM no longer acts
suﬃciently hydrophobic to be a good membrane mimic. Conversely, when ǫ is
small, as it is in the initial trial, the self-interactions between the two species
are too strong, and an interfacial gap forms between SCSM and water. The
balanced value chosen was determined to improve the ﬁt between the amino acid
analog insertion energy proﬁles for SCSM-HMMM and conventional membrane
representations.
Parameterization of SCSE began from the ﬁnal bulk parameter values for
SCSM, and iterated until the volume per carbon was correct. The ﬁnal param-
eters for SCSE are tabulated in Table 7.1, and are somewhat altered relative to
SCSM, despite sharing the same split between self-interaction parameters (given
as an NBFIX term) and a set of parameters for interactions with other species
as in SCSM. Due to the increased mass of SCSE relative to SCSM and the
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Volume per CH2 (A˚
3
) Compressibility (TPa−1)
Cyclohexane (Lit.) 30.47283 1219284
DCLE 71.53± 0.17 1881± 188
SCSM 31.90± 0.10 1415± 142
SCSE 30.58± 0.27 10751± 1080
Table 7.2: Bulk properties comparison between HMMM solvents and cyclohex-
ane.
Figure 7.5: Bulk solvent diﬀusion constant comparison. The mean diﬀusion
constant value over the last 1 ns of trajectory (shaded gray) is provided alongside
the in-ﬁgure legend. The diﬀusion constant value was calculated using Einstein’s
relation for three-dimensional diﬀusion equation: D = <r
2>
6t .
self-ordering brought about by pairing particles together, the ǫ values required
to maintain liquidity are lower than those for SCSM. As a consequence, the
naive summation of ǫ for methanediyl constituents was the appropriate balance
to generate realistic interfaces between SCSE and other species. By choice, the
rmin values are shared with SCSM and were not further optimized to match the
compressibility of cyclohexane.
As a result of careful parameterization, the bulk properties of SCSM and
SCSE are substantial improvements over DCLE for the purposes of facilitat-
ing membrane simulations. The summary table of key bulk properties (Table
7.2) compares between the solvents. From a volumetric perspective, the bulky
chloride atoms of DCLE make the average volume per carbon too high, making
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∆G Water as Solute (kcal/mol) ∆G Water as Solvent (kcal/mol)
DCLE −1.74± 0.03 4.62± 0.04
SCSM 2.12± 0.04 1.68± 0.03
SCSE 0.28± 0.02 3.07± 0.03
Table 7.3: Solvation free energy comparison between tested solvents.
it diﬃcult to map existing solvent carbons to carbons that would exist in a
conventional bilayer, as evidenced by the bilayer shrinking slightly when such
a substitution is made.224 Both the volumes of SCSM and SCSE particles per
represented CH2 group are comparable to experimentally determined values for
alkanes, and thus one can utilize them to regrow the short-tailed HMMM lipids
to their full length by using the particle positions of SCSM or SCSE particles as
the new position for acyl-tail carbons. The bulk compressibility modulus κ of
DCLE and SCSM are comparable to the compressibility of alkanes, while SCSE
has a compressibility that is substantially higher. We believe that the higher
compressibility is actually a useful feature rather than a ﬂaw, as it appears to
play a role in making SCSE a better mimic of the membrane interior. One
area where this becomes apparent is in comparing the bulk diﬀusion constants
for the solvents (Fig. 7.5), where the high compressibility of SCSE manifests
itself by eliminating transiently high diﬀusion constant measurements on the
picosecond timescale. SCSE also has the highest bulk diﬀusion constant among
the solvents, which increases the lateral lipid diﬀusion constant for short-tailed
lipids on its surface.
The solvation free energies for SCSM and SCSE are more membrane-like
than those of DCLE. Table 7.3 shows that it is favorable to add water to DCLE,
whereas it is energetically unfavorable to add water to SCSM or SCSE. On the
surface, it appears as if DCLE is signiﬁcantly less likely to enter the aqueous
phase with the highest solvation free energy. However, the free energy of sol-
vation of alkyl chains naturally scales linearly with chain length;291 thus, the
hydrophobicity of DCLE is smaller than what could be expected due to its size
alone. This diminished hydrophobicity is a result of favorable interactions be-
tween the chlorine atoms of DCLE and water, a structural feature not present
in SCSM or SCSE, and as a result DCLE occupies more volume within the
aqueous solvent than do the new solvents.
7.3.2 Amino Acid Analog Insertion
The motivation for developing new solvents such as SCSM and SCSE was to
improve the behavior of transmembrane proteins within the HMMM model.
While DCLE–HMMM membranes do an adequate job of reproducing insertion
free energy proﬁles on the membrane periphery, the free energy proﬁles for
these membranes did not capture a common theme of proﬁles from conven-
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tional membranes where there is an “optimum” insertion depth, below which
further insertion is energetically less favorable.226,252 Instead, the proﬁle near
the membrane center for DCLE–HMMM membranes is frequently an extremum
of a proﬁle that is monotonic within the membrane interior. Through the use
of designer solvents, these additional features of the free energy landscape are
recovered. Each class of amino acids will be presented in turn.
Aromatic Amino Acids
We calculated the insertion free energy proﬁle for three aromatic amino acids,
phenylalanine, tryptophan, and tyrosine. These amino acids are especially im-
portant for transmembrane protein localization, as aromatic amino acids, par-
ticularly tryptophan, are noted to be enriched in lipid-exposed locations near
the membrane interface.267,292
The free energy proﬁle comparison for phenylalanine (Fig. 7.6A) is an exam-
ple of the marked improvement of the insertion free energy proﬁles of the in silico
solvents relative to DCLE–HMMM membranes in recapturing the behavior seen
in simulations of conventional membranes. The energies for all systems are sim-
ilar on the membrane periphery and in solution, with substantial diﬀerences
between representations developing within 15 A˚ of the membrane center. Near
the membrane center, the insertion free energy for DCLE–HMMM membranes
continues to decrease, eventually underestimating the free energy at the mem-
brane center by approximately 3 kT. In contrast, the proﬁles for both SCSE-
and SCSM–HMMM membranes are within a kT of the value for a conventional
membrane. The position of the minimum free energy, and thus the most favored
location for a phenylalanine side-chain within a membrane, are within 1 A˚ of one
another. The value of the minimum free energy is underestimated by approx-
imately 2 kT in the case of the SCSE–HMMM bilayer, but overall both novel
solvents improve upon DCLE–HMMM result for deeply inserted phenylalanine
side-chains.
The free energy proﬁles for tyrosine (Fig. 7.6B) and tryptophan (Fig. 7.6C)
show similar improvements in the insertion free energy proﬁle of the novel sol-
vents relative to DCLE. In both cases, the proﬁles for the novel solvent mem-
branes have a minimum, indicating a preferred insertion depth for tyrosine
and tryptophan side-chains, a feature lacking in DCLE–HMMM membranes
for tryptophan. The positions of the minima relative to the membrane center
for conventional bilayers agree very well with the position of the minima for
SCSE–HMMM membranes. However, the minimum in SCSM–HMMM mem-
branes in the case of tyrosine is shifted, leading to the conclusion that the use
of SCSE as the solvent within the HMMM representation best recovers the be-
havior of a conventional bilayer for the aromatic amino acid side-chain analogs
tested.
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Figure 7.6: Amino-acid-analog insertion free energy proﬁles along the mem-
brane normal, comparing the new solvents (blue for SCSE-HMMM and green
for SCSM-HMMM respectively) to previously published results for DCLE-
HMMM226 (red) and conventional bilayers (black).252 The amino acid analogs
compared are (A) Phe, (B) Tyr, (C) Trp, (D) Ala, (E) Ile, (F) Ser, (G) Asn,
(H) Arg, (I) Asp, and (J) Cys. Membrane regions are demarcated by diﬀerent
background colors. The hydrophobic solvent membrane core is green, the short
lipid tails are gray, the headgroups are red, and aqueous solution has a blue
background.
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Non-polar Amino Acids
Another common class of amino acids seen in the membrane interior are the non-
polar amino acids, which in our tests are represented by alanine and isoleucine.
The proﬁles in a conventional membrane for these amino acids are simpler than
those for the aromatic amino acids, in that the free energy proﬁle monotonically
decreases as one approaches the membrane center, implying that the optimal
location for these side-chains is in the middle of the membrane, rather than in
a belt near the membrane interface. The proﬁles for our designer solvents in
the case of both alanine (Fig. 7.6D) and isoleucine (Fig. 7.6E) do not show this
trend, instead suggesting that there is a most favorable interaction depth. The
overall variation at the membrane center is smaller for alanine, where the free
energy of insertion at the membrane center is within 2 kT of the conventional
membrane value for SCSE–HMMM membranes, and within 3 kT of the conven-
tional membrane value for SCSM–HMMM membranes. The larger isoleucine
has a larger deviation, where both novel solvents overestimate the free energy
by approximately 5 kT at the membrane center.
The cause for these discrepancies is likely due to the relative strength of the
non-bonded interactions between solvent particles and those between solvent
particles and other molecules. Due to the large ǫ values needed to keep the
novel solvents liquid, and the epsilon-mixing rules of CHARMM-compatible
force-ﬁelds, there is an energetic penalty to be paid for inserting any foreign
substance into these novel solvents. As a foreign substance is inserted into
the novel solvents, highly-favorable non-bonded interactions between solvent
particles are replaced by less favorable non-bonded interactions. Due to this
built-in energetic penalty, mixing of solvent and protein is diminished, as will
be discussed later in greater detail, and should be considered as a useful feature
of the model. Thus, while using DCLE as a solvent for this class of amino acids
best captures the behavior of a conventional bilayer, we note that the novel
solvents do an adequate job of describing the energetics as well.
Polar Amino Acids
While polar amino acids are rare within the membrane interior, previously cal-
culated energetics for DCLE–HMMMmembranes were substantially more favor-
able than was to be expected from prior studies of conventional bilayers.226,252
Using serine (Fig. 7.6F) and asparagine (Fig. 7.6G) as representative amino
acids from the group, we see that SCSE–HMMM membranes best reproduce
the shape and values of the free energy insertion proﬁle of a conventional full
bilayer. Serine especially shows remarkable agreement between the conventional
and SCSE proﬁles, which may reﬂect the relative importance of the dipole of the
hydroxyl group in the insertion of the amino acid side-chain analog (methanol).
The dipole present within DCLE stabilizes the insertion to the membrane cen-
ter, which results in the DCLE–HMMM representation overstabilizing polar
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residues with respect to the membrane.
No HMMM solvent is able to exactly capture the stability of asparagine on
the membrane periphery. However, the shape of the insertion proﬁles in solution
for SCSE and SCSM are diﬀerent, in that the values are above zero well into
solution. Since the reference point for comparing the proﬁles was arbitrarily
chosen to be in solution, and since free energy proﬁles calculated by WHAM
are cumulative, we can choose a diﬀerent reference point to compare proﬁles.
Using the location of the local maxima as the side-chain enters the membrane as
our reference, we see that the proﬁle for a SCSE–HMMM membrane tracks well
with a conventional bilayer, maintaining a constant separation within 20 A˚ of
the membrane center. Thus, SCSE is the superior solvent for describing the
side-chain energetics of polar amino acids within the bilayer.
Charged Amino Acids
Amino acids carrying a naked charge are not anticipated to ever be present
within a typical bilayer without forming a water defect.272,293 Spontaneous
formation of water defects have been observed previously for both charged
residues studied, arginine and aspartate, and are observed again in SCSM–
HMMM and SCSE–HMMM membranes.226 The insertion free energy proﬁle for
arginine (Fig. 7.6H) is quite accurate for DCLE–HMMM membranes overall.
However, SCSE–HMMM membranes also perform well, replicating behavior in
the membrane interior by matching the slope of the proﬁle for a conventional
membrane, with the diﬀerence in the membrane interior a result of discrepan-
cies at the membrane-water interface. Membrane-water defects were found to
be formed through all simulations involving arginine.
The free energy proﬁle comparison for aspartate (Fig. 7.6I) is more accurate
for SCSE–HMMM. The proﬁle for inserting aspartate remains steady at approx-
imately 18 kT near the membrane core for DCLE–HMMM systems, whereas the
free energy proﬁle for the novel solvents increases as the membrane center is ap-
proached, a behavior consistent with conventional membranes. Water defects
were less prevalent for aspartate, only occurring when the side-chain analog
was constrained to be near the membrane-water interface. The lack of water
defects in the case of aspartate highlights the role of the HMMM organic sol-
vent in stabilizing charged residues relative to a conventional membrane. While
HMMM-models with SCSM and SCSE correctly predict an increasing energetic
penalty for charged side-chains in the membrane, DCLE–HMMM models fea-
ture favorable interactions between the dipole inherent to DCLE and the charge
of the aspartate.
Amino Acids Containing Sulfur
The remaining typical group of amino acids to be discussed is that of sulfur-
containing amino acids. The proﬁles for cysteine were compared across the
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three tested HMMM solvents as well as for the conventional bilayer (Fig. 7.6J).
Echoing behavior seen in the aromatic amino acids, both SCSE–HMMM and
SCSM–HMMM were able to capture the overall partitioning between solution
and the membrane center, arriving at a value within a kT while also captur-
ing the presence of a membrane depth that is especially favorable to cysteine.
Membranes containing SCSE were found to better reproduce the membrane-
entry barrier.
In general, using SCSE instead of DCLE yields the most improvement on
the side-chain insertion free energy proﬁles in the membrane interior, while
retaining good agreement with conventional bilayers on the membrane periphery
and in solution. Utilizing the novel solvents, we recover the shape of the side-
chain insertion free energy proﬁles for a majority of the amino acids tested.
By recovering the proﬁle lineshapes, our improved HMMM model reproduces
favored insertion depths for particular side-chains, suggesting that these models
are suitable for use in studies with larger transmembrane assemblies when a
high lateral lipid diﬀusion constant is required.
7.3.3 SCSM and SCSE in Membrane and
Membrane-Protein Systems
The improvement of the insertion free energy proﬁles of side-chains into SCSE-
and SCSM–HMMM membranes suggests that these membranes are superior
to DCLE for simulating transmembrane systems, but we must establish the
suitability of novel solvent HMMMmembranes for simulation of transmembrane
proteins. We have tested our models with ﬁve diﬀerent transmembrane proteins,
each representative of a particular class of membrane proteins. In addition,
simulations of pure bilayer systems were also conducted.
SCSM and SCSE Accelerate Lipid and Protein Sampling
One of the notable features of the HMMM representation is its high lateral
lipid diﬀusion constant. As was already suggested by the higher solvent bulk
diﬀusion constants of SCSE and SCSM shown in Fig. 7.5, the progression of the
lateral lipid diﬀusion (Fig. 7.7) shows that the lipid lateral diﬀusion is modestly
accelerated by the novel solvents relative to DCLE. The working hypothesis
for the origin of this diﬀerence depends on “ﬂows” of the solvent in HMMM
systems acting on the lipid tails to move the entire short-tailed lipid ﬂoating on
the surface. Thus, the increased bulk diﬀusion brought about by the reduced
attractive forces between molecules acts also to increase the lateral lipid diﬀusion
relative to the baseline acceleration inherent to HMMM representations.
Not only do the lipids sample more rapidly in the HMMM representation,
but certain aspects of protein motion are also accelerated, and this acceleration
is greater for the new tested solvents. In particular, we measured diﬀerences
in protein rotation rate within the diﬀerent membrane representations. Figure
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Figure 7.7: Lipid lateral diﬀusion constant comparison between HMMM sol-
vents. The mean diﬀusion constant value over the last 2 ns of trajectory (shaded
gray) is provided alongside the in-ﬁgure legend. The diﬀusion constant value
was calculated using Einstein’s relation for two-dimensional diﬀusion equation:
D = <x
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Figure 7.8: Rotation trace of glycophorin relative to an arbitrary orientation
in the four membranes. The integrated autocorrelation times for the rotation
angle are displayed beside the in-ﬁgure legend.
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Figure 7.9: Membrane density proﬁles for lipid components without constraints.
From left to right, the densities correspond to the choline nitrogen, the ﬁrst
carbon in one of the acyl-tails, and the last carbon in one of the acyl-tails.
7.8 measures the rotation of the glycophorin A dimer over time, and includes
an estimated autocorrelation time. The range of observed rotation over the
20 ns simulations are approximately similar, but the integrated autocorrelation
times diﬀer substantially, with a factor of two separating the fastest diﬀusing
case (SCSM) from the slowest (conventional bilayer). Stated another way, the
eﬀective number of independent samples of the dimer rotation vary between the
chosen membrane representation. There is a minimal diﬀerence between DCLE
and a conventional bilayer, and this diﬀerence increases by moving to simpler
SCSE and SCSM solvents.
Impact of Lipid Z Constraints
During initial development of the HMMM, it was noted that the membrane
density proﬁles of membrane substituents were broader than those seen in sim-
ulations with a conventional membrane.222 This suggested that the short tails
were not suﬃciently attracted to the solvent base, and as a result, individual
short-tailed lipids would diﬀuse into solution. However, comparing the mem-
brane density proﬁles for diﬀerent HMMM solvents (Fig. 7.9) indicates that
the membrane density proﬁles are dependent on solvent, with SCSE–HMMM
membranes displaying nearly native membrane density proﬁles in the absence of
constraints, while SCSM–HMMMmembranes show the wide distribution seen in
DCLE–HMMM membranes. Thus, while it is seen as essential to apply vertical
constraints to correct the membrane density proﬁles for DCLE- and SCSM–
HMMM membranes, SCSE–HMMM membranes need no such correction. The
success of SCSE relative to SCSM is unexpected, given that the lipid tails have
stronger interactions with SCSM, and should in principle maintain the planarity
of the bilayer. Measuring the hydrogen order parameter (SCH) for each carbon
in the lipid tails shows that the interaction between SCSM and the tails may be
too strong, as the uniformly low order present in SCSM membranes in Figure
7.10 suggests that the lipid tails lie ﬂatter against the lipid-SCSM interface to
increase the number of lipid-SCSM contacts.
The litmus test for suitability is of course to determine whether there are ma-
jor conformational changes that take place as a result of insertion of membrane
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Figure 7.10: Order parameter SCH calculated for lipid tail components without
constraints from C2 to C5. Points connected by solid lines correspond to the tail
attached to C2 of the glycerol, while dashed lines connect points that correspond
to the tail attached to C3 of the glycerol.
proteins into these novel solvents. The simplest measure of conformational
change is to monitor the RMSD of membrane-embedded backbone segments
for each of the ﬁve membrane proteins tested for each HMMM solvent model
with and without lipid constraints, and compare against simulations conducted
when the protein is placed in a full membrane (Fig. 7.11). Overall, the change in
RMSD for proteins in HMMM membranes over the measured time-scale is often
within 1.0 A˚ of the value for a full membrane, and on occasion shows smaller
deviations from the structure than was seen in the full membrane case. The
case of an unconstrained SCSM–HMMM membrane resulted in the only truly
large change in RMSD, and was caused by the separation of the dimer present in
the PDB structure. The application of lipid constraints has the largest impact
on the smallest systems, with markedly reduced RMSD in both glycophorin
A, where the dimers stay together with constraints, and TYRO, where vertical
lipid constraints tend to keep the constituent helices straighter than in the PDB
structure.
In larger systems, the success of constraints in recovering native-like struc-
tural changes is mixed. In KcsA, conventional membranes always show the
smallest change from the crystal structure; however, with constraints SCSM and
SCSE are within 0.5 A˚ of the conventional membrane result, while DCLE shows
no improvement over the unconstrained scenario. For the simulations carried
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Figure 7.11: Backbone RMSD of transmembrane segments for ﬁve membrane-
embedded proteins. On the left are the RMSD traces for unconstrained HMMM
lipids, while on the right the HMMM lipids have been constrained as described
in section 7.2.4. Residues were considered to be membrane embedded if the
residue was part of a helix or sheet in the original PDB structure.
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Figure 7.12: Snapshot of VDAC in SCSE after 20 ns for both unconstrained
(left) and constrained (right) HMMM lipids. The protein is shown in purple,
water in red, and SCSE in black.
out with Aquaporin, HMMM systems with SCSE show the smallest deviations
from the crystallographic structure, and there is no obvious diﬀerence between
conventional membranes and SCSM and DCLE. The β-barrel VDAC is an odd
case altogether, and provides the clearest warning against over-interpretation of
the resulting RMSD, which appears approximately uniform across conditions.
Despite this uniformity, without lipid constraints, SCSE–HMMM membranes
are not stable near VDAC. Instead, as evidenced by the snapshots in Figure
7.12, the membrane is forced to the side by water, which preferentially interacts
with two sides of the protein. In these simulations, E73 is deprotonated, which
draws in water from solution, forming a water defect that expands in the SCSE
membrane. Thinning of the membrane around VDAC with a deprotonated E73
has been previously reported;294 however, membrane rupture was not expected
in the absence of constraints.
Reducing Solvent Intercalation
Solvent intercalation, where single molecules of organic solvent of the HMMM
representation persisted for long periods of time within the interior of large
transmembrane proteins, was one of the primary diﬃculties in past attempts in
using the HMMM representation to model transmembrane systems. Due to the
increased favorability of the novel solvents to interact with themselves through
their high ǫ values, we suspected that the new solvents would preferentially
interact with one another, and be less likely than DCLE to intercalate into
transmembrane proteins. By counting carbons that fall within a surface drawn
over the extent of KcsA and Aquaporin in our simulations, we quantitatively
assess this hypothesis. For both KcsA and Aquaporin in constrained lipid mem-
branes (Fig. 7.13), the number of intercalated carbons decreases substantially
when SCSE is used rather than DCLE. The large reduction in the number of
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Figure 7.13: Measured intercalation of solvent into membrane constrained sim-
ulations of Aquaporin (left) and KcsA (right).
intercalated carbons agrees well with overall improvements in protein behavior
when comparing simulations carried out with SCSE as the solvent relative to
DCLE, and is the strongest indicator of the suitability of SCSE–HMMM for use
when simulating transmembrane proteins.
7.4 Conclusion
Viewed from an energetics perspective, HMMM systems containing SCSM or
SCSE improve upon DCLE in recapitulating the amino acid insertion proﬁles
from a conventional bilayer. The improvement is greatest in the membrane
interior where solvent molecules predominate, and manifests in smaller pertur-
bations to transmembrane protein structure relative to DCLE. Protein struc-
tural changes are minimized when a harmonic potential is used to constrain
the position along the membrane normal of the short-tailed phospholipids of
the HMMM representation, but these constraints are not required for some
systems, particularly when using SCSE as the solvent.
When choosing between the two in silico solvents for use in HMMM sim-
ulations of transmembrane proteins, we recommend starting with SCSE. In
general, the insertion free energy proﬁles for SCSE agreed the best with those
for a conventional bilayer, suggesting that the two-particle solvent strikes the
best overall balance between the competing entropic and enthalpic free energy
contributions. This was reﬂected by the near-native density proﬁles for HMMM
lipid components in the absence of constraints, as well as by the reduced inter-
calation observed for SCSE into large transmembrane proteins.
By expanding the HMMMmodel to transmembrane systems, we are opening
new avenues of investigation into the role lipids play in the modulation of protein
activity. We foresee using this extended model to search for speciﬁc lipid- or
cholesterol-binding sites which may be missed by crystallography, utilizing the
ﬂuidity of the HMMM to collect statistically meaningful sampling in mixed
bilayers without a coarse-grained representation.
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Hmmm... I never get the answer I
think I’m going to get.
Kate O’Brien, writer, 1897–1974
II
Peripheral Binding to Lipid
Interfaces
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8 Phospholipid Insertion into
Biological Membranes†
8.1 Introduction
Membrane interfaces play an important role in a wide variety of essential cell
functions, including intercellular signaling and energy production.295–297 Rather
than being a passive host, it has been shown that membrane physicochemical
properties such as curvature, stiﬀness, phospholipid composition, and acyl chain
length as well as saturation of the phospholipid tails can modulate membrane-
associated processes.247,255,298,299 These physicochemical properties are deter-
mined by phospholipid composition, which is in turn controlled by monomeric
phospholipid exchange or vesicular transport.300 This suggests that the mem-
brane itself is an active participant in orchestrating the symphony of motion
across cellular membranes, whether it be by facilitating drug binding,276,301–303
mediating the activity of proteins,304–307 the association and insertion of mem-
brane actors,308,309 and membrane fusion.310,311
In vivo and in vitro experiments are well-suited to answer a host of questions
related to the membrane interface, such as determining low-energy conforma-
tions of membrane-associated proteins,312 structural details of the membrane
itself,255 and assessing how membrane composition and curvature can impact
activity of membrane residents.306,307,313,314 Single-molecule experiments can
also follow the progression of membrane processes at the level of individual
molecules laterally across the membrane.315 However, these methods have their
limitations, lacking the temporal resolution required to elucidate mechanistic
details of rare and short-lived intermediate states, such as spontaneous mem-
brane adsorption and desorption.
Molecular dynamics (MD) simulations can ﬁll in these gaps in understanding
by bringing to bear the unparalleled spatial and temporal resolutions required
to study the process in detail. Simulation studies have been instrumental in un-
raveling the intricacies of membrane-associated processes such membrane bind-
ing276,316 and protein conformational changes within the membrane.317–321
However, for certain types of processes such as the membrane-insertion of
†This work has been published as a research article. Reprinted with permission from J. V.
Vermaas, E. Tajkhorshid A microscopic view of phospholipid insertion into biological mem-
branes. Journal of Physical Chemistry B 2014, 118, 1754–1764.241 Copyright 2014 American
Chemical Soceity.
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peripheral proteins, the timescales readily accessible to conventional atomistic
MD are insuﬃcient to permit the adequate sampling of membrane conﬁguration
space needed for insertion. For instance, in order to simulate the insertion of the
GLA domain of blood clotting factor VII, extensive biased MD simulations were
required to capture the anchoring of the protein to the membrane.201 The root
cause of the slow sampling is postulated to be the long acyl-tails of conventional
membranes tangling with one another,221 a hypothesis supported by the increase
in membrane viscosity with increasing acyl-tail length.322
The membrane models that evolved responded to these challenges by ei-
ther extending the timescales accessible by MD through simplifying the system
through coarsegrained213 or implicit membrane models,323–326 or by accelerating
the phospholipid dynamics to the same timescale.222,327,328The Highly Mobile
Membrane Mimetic (HMMM) representation accelerates membrane dynamics
by simplifying the membrane to its most basic elements: ﬁrst by reducing the
membrane to simply act as a hydrophobic solvent,221 and then by decorating
the solvent with phospholipids where the acyl chains were shortened.222 These
model membranes exhibit a considerably higher lateral phospholipid diﬀusion
constant, and have been shown to greatly accelerate the sampling of the con-
ﬁgurational space available to the membrane.221,222 The current form of the
HMMM, with headgroups present but a ﬂuid interior, preserves the essential
features of the membrane interface required for the study of insertion processes.
In this report we will use the HMMM representation as well as conven-
tional membrane representations to study a frequently overlooked membrane
process, the insertion of free-ﬂoating phospholipids into biological membranes,
and thereby to provide a detailed molecular mechanism for the process and to
benchmark the acceleration oﬀered by the HMMM representation for a sim-
ple insertion case. Spontaneous phospholipid adsorption/desorption was long
ago identiﬁed to take place in vitro.329–332 While frequently overshadowed by
vesicular phospholipid traﬃc, non-vesicular phospholipid traﬃcking is essen-
tial to maintaining the composition of cellular membranes in vivo,300,333 and
is the dominant mechanism for phospholipid exchange at low membrane con-
centrations.330,334 Furthermore, the mechanism is likely also relevant to lipid
recruitment and exchange mediated by proteins.300
Despite its importance, to our knowledge no computational studies focused
on insertion process of a free phospholipid, and as a result there was no detailed
mechanism for the adsorption of a free phospholipid into the membrane. In-
stead, prior computational studies have studied desorption pathways related to
membrane fusion using a coarse reaction coordinate, using either the position
along the membrane normal of the headgroup298,335 or the center of mass311 of
the phospholipid as the reaction coordinate to monitor the insertion pathway.
Through repeated simulation, we demonstrate a mechanism whereby the geom-
etry of the acyl-tails drives the insertion of phospholipids. Comparison between
HMMM and conventional membrane representations reveals that the overall in-
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sertion mechanism is independent of membrane representation, and a detailed
analysis of structural features shows that essentially the same splayed-tail in-
termediates to insertion are present in HMMM and conventional membranes,
similar to those found in vesicle fusion studies.311 While the intermediates are
identical, the reaction process is markedly faster in HMMM relative to con-
ventional bilayers, particularly for the association of free phospholipid to the
membrane.
8.2 Computational Methods
A number of replicates of simple membrane systems with varying areas per
phospholipid (AL =68, 75, 82, 100, and 125 A˚
2) were constructed as reported in
Table 8.1. Each replicate was made by ﬁrst constructing a 30 A˚×30 A˚ membrane
patch out of either 1-palmitoyl-2-oleoylphosphatidylcholine (POPC) for conven-
tional membranes or divalerylphosphatidylcholine (DVPC) for HMMM systems.
To accomplish this, each phospholipid was placed randomly in the membrane
oriented along the membrane normal (co-linear with the z-axis) with a random
initial orientation about the long axis of the phospholipid. The membrane sys-
tems are thus either near or above their natural AL of 68.3±1.5 A˚
2,336 as dictated
by the number of phospholipids that were placed. A test insertion phospholipid,
in all cases a single POPC molecule, was placed 5 A˚ above the surface of the
membrane, as measured by the minimum distance along the membrane normal
between heavy atoms of the test phospholipid and the membrane. The whole
system was solvated and ionized in order to replicate a 100mM NaCl solution.
In the case of HMMM systems, the interior of the membrane was ﬁlled with
1,1-dichloroethane (DCLE) through the use of the SOLVATE plugin of VMD25
to yield a membrane with a thickness of approximately 40 A˚,255,337 matching
a conventional POPC bilayer. Examples of fully built systems are shown in
Fig. 8.1.
Upon construction, each replicate was simulated using NAMD 2.83 and the
CHARMM 36 phospholipid force-ﬁeld74 until the test insertion phospholipid was
judged to be fully inserted into the membrane. While each simulation was only
run to insertion, and thus had variable length, the aggregate dynamics time for
Lipids per
Leaﬂet
Approximate AL (A˚
2) Replicate
Count
(Full)
Replicate
Count
(HMMM)
13 68 48 48
12 75 114 114
11 80 56 56
9 100 56 56
7 125 56 56
Table 8.1: Summary of Simulation Systems.
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Figure 8.1: Initial conﬁguration of the simulation systems used to investigate
phospholipid insertion into conventional (left) and HMMM (right) membranes.
The free ﬂoating phospholipid above the membrane is the test phospholipid,
whose insertion into the membrane patch will be monitored. The atomic color
code is as follows: red corresponds to oxygen, blue to nitrogen, brown to phos-
phorus, and cyan to carbon atoms. In the case of the conventional bilayer,
yellow is used to highlight the carbon atoms that are replaced by solvent in the
corresponding HMMM representation. For the HMMM representation, yellow
atoms are the carbons and chlorines that make up the organic solvent. All
hydrogen atoms, as well as ions and water have been omitted for clarity.
all the replicates is ∼ 6µs. Force integration was performed with 2 fs timesteps,
and the forces were calculated with a 12 A˚ cutoﬀ using a 10 A˚ switching distance
for non-bonded forces. Full-system electrostatic forces were calculated every
other step using the particle mesh Ewald (PME) method.105,106 Temperature
was maintained at 310K through Langevin dynamics using γ = 1ps−1, and
pressure was kept at 1 atm using a Nose´-Hoover piston101,102 with period and
decay of 200 fs. The system was maintained at a ﬁxed area to maintain the
initial AL throughout the simulation.
8.3 Analysis Framework
Due to the large number of replicates, automated insertion tests using VMD25
TCL scripts were devised to determine the time at which a particular insertion
event was considered to have taken place, and to subdivide the trajectories into
their constitutive states. The test phospholipid is said to be free in solution
when all of its heavy (non-hydrogen) atoms are further than 4 A˚ away from
membrane heavy atoms (e.g., the initial conﬁguration). The test phospholipid
is said to be membrane-associated when any heavy atom is within 4 A˚ of a
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membrane heavy atom but neither acyl-tail is inserted. A test phospholipid tail
is said to be inserted when at least one acyl carbon is nearer to the membrane
center than 80% of the C5 carbons of the leaﬂet into which the phospholipid tail
is inserting. An equivalent deﬁnition for insertion is to say that the z-position of
any acyl carbon is within the 40th to 60th percentile of all membrane C5s. From
this deﬁnition, we view a test phospholipid to be singly inserted when one acyl-
tail is inserted, and doubly inserted when both acyl-tails are inserted. A test
phospholipid tail is said to be fully inserted when it is both doubly inserted, and
the z-position of its phosphorus atom was between the 10th and 90th percentile
of all membrane phosphates. The time where state changes took place were
noted. While the trajectories were calculated with 2 fs timesteps, the time
resolution of these measurements is 10 ps, corresponding to the time evolution
between frames in the analysis.
When thinking about the insertion of phospholipids or phospholipid anchors
into membranes, often it suﬃces to view the process of phospholipid insertion
in terms of a single reaction:329,330
Free Lipid ↽−−
kr
kf
−− ⇀ Membrane Lipid (8.1)
In the context of physiological membranes, additional inserting phospholipids
are easily accommodated into the membrane by a small area expansion. Under
these conditions, the insertion rate of a free phospholipid to the bilayer greatly
exceeds the rate of desorption, and thus kf ≫ kr. In this regime, the reaction is
governed by a ﬁrst-order rate equation. When applied to an ensemble of single,
initially free phospholipids, the result is a simple exponential-decay relationship
between the fraction of free phospholipids (χ) and time:
χ (t) = exp (−kf t) (8.2)
Viewed another way, we are looking for the ﬁrst-passage time of the phospholipid
insertion into the membrane, which can be considered to be an exponential
random variable.338 However, this broad view by construction hides mechanistic
details about the process. For instance, consider our proposed alternate version
of Eq. (8.1) presented schematically in Fig. 8.2, where the complete reaction
is subdivided into a set of substitutive molecular events, e.g., the sequential
insertion of individual phospholipid tails:
Free Lipid ↽−
k1−⇀ Membrane Associated
Membrane Associated ↽−
k2−⇀ Singly Inserted
Singly Inserted ↽−
k3−⇀ Doubly Inserted
Doubly Inserted ↽−
k4−⇀ Fully Inserted
(8.3)
96
Figure 8.2: Schematic of the model for phospholipid insertion. The overall inser-
tion process for free phospholipid to transition to a fully inserted phospholipid
will be given as the total time (tt). The intermediate states and their associated
times are schematically shown as well. The step between the free and associated
phospholipid is termed as the association step, and is characterized by time ta.
After ta, at least one heavy atom of the test phospholipid is always within 4 A˚ of
a membrane heavy atom. The tail insertion transition times are given by t1 and
t2, and measure the time taken to progress from the associated to singly inserted
states and from the singly inserted to doubly inserted states, respectively. The
wait time for the headgroup reorientation between the doubly inserted and fully
inserted states is given by tw. With these deﬁnitions, tt = ta+ t1+ t2+ tw. The
dashed blue box present in the singly and doubly inserted states represents the
threshold level for insertion.
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The overall process is still intact, which becomes clear as Eq. (8.2) is further
expanded:
χ (t) = exp (−kf t) =
4∏
i=1
exp (−kit) (8.4)
Breaking down the overall reaction into individual steps has additional value, in
that it forms a mechanism that can be used to evaluate which steps within the
larger process are rate-limiting and how fast a particular step in the reaction is
relative to the others. While breaking up the insertion process in this manner
is beneﬁcial conceptually, only through the use of MD simulations is it possible
to capture the intermediate states and evaluate the rates of transition for each
individual step.
In eﬀect, what we propose is to model the insertion process as a Markov
chain. Using MD trajectories to build up a Markov model has been done pre-
viously.339–342 Those experiments focused on the dynamics of protein folding,
using Markovian analyses to determine the rates of transition along a folding
pathway, and thus determine the predominant folding pathway.340,341 In these
studies, the disambiguation and assignment of a point in the trajectory to the
individual states is the principal problem, and automated procedures are used
to separate states.342
Modeling phospholipid insertion as a Markov process presents its own unique
challenges. Unlike protein folding, where unfolding and refolding happens on an
MD timescale, phospholipid insertion is an eﬀectively irreversible process (the
free energy cost to remove a phospholipid from a bilayer has been calculated to
be between 73 and 80 kJ/mol298,335), and as such the number of observed in-
sertions corresponds to the number of simulations. Deﬁning the states between
which transitions occur is also key to generating a Markov model. While the
states presented in scheme Eq. (8.3) are conceptually clear, demarcating phos-
pholipids as being free, associated, or singly or doubly inserted, there are no
widely accepted deﬁnitions for what these terms mean on a molecular level. Our
choice in deﬁnitions for the states were designed not only to provide a molecular
mechanism, but also to allow a fair comparison of HMMM and conventional bi-
layers by using features present in each representation, and additionally ensure
that the states are truly distinct.
Results
8.3.1 The Overall Picture
The ﬁrst task is to assess how well the overall process can be described by
the basic two-state model presented in Eq. (8.1), and if there are substantial
diﬀerences between HMMM and conventional membranes at this level of detail.
In order to do this, we examine how the distribution of insertion times ﬁts
with the theoretical model given in Eq. (8.2). Conventionally an exponential ﬁt
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Figure 8.3: Distribution of total insertion time (tt). The empirical cumulative
distribution function (CDF) for the total insertion time of both the conventional
(left) and HMMM (right) membranes across a number of phospholipid densities
are plotted (points) and ﬁtted to an exponential of the form given in Eq. (8.5)
(dashed lines). The colors are used to distinguish between AL, ranging from
68 A˚
2
(violet) to 125 A˚
2
(red).
would be derived by binning the insertion time for each simulation together, and
then ﬁtting Eq. (8.2) to the resulting histogram. The downside to this approach
is that the resulting ﬁts are dependent on the chosen histogram bin-width.343
Rather than histogramming the insertion times, we will be using each gathered
insertion time to generate an empirical cumulative distribution function, which
relates the fraction of phospholipids that have inserted as a function of time. The
empirical cumulative distribution function allows us to leverage the statistics we
have in a productive manner, weighing each simulation equally to generate an
exponential ﬁt. Using the fraction of inserted phospholipids, we ﬁt our empirical
results to a cumulative distribution function of the following form:
Fraction Inserted = CDF (t) = 1− exp (−ktt) (8.5)
Where kt corresponds to the rate of the overall reaction (kt = kf from Eq. (8.1).
As shown in Fig. 8.3, the overall insertion behavior for a particular AL closely
resembles the predictions of the exponential model: an exponential decay of the
fraction of phospholipids that remains uninserted as a function of tt, the time
needed for full insertion. The reaction rate for the total transition from free
phospholipid to fully inserted phospholipid (kt) is shown to be linearly depen-
dent on AL (Fig. 8.4A), suggesting that the increased freedom for individual
phospholipids in the membrane accelerates insertion by increasing the number
of transient defects in the bilayer, which can accommodate the inserting phos-
pholipid. While the trend of increased insertion rate with AL is consistent across
both membrane representations, the rates themselves are representation depen-
dent. When using near-natural values of AL (between 68 and 75 A˚
2), the overall
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Figure 8.4: Reaction rate vs. AL for kt (A), ka (B), k1 (C), and k2 (D). Plotted
symbols represent the reaction rate for a particular membrane-insertion step
for both HMMM (red) and conventional bilayers (blue). Dotted lines are linear
ﬁts to the points, and the r-value for each line is reported as well. The rates
are extracted from Figs. 8.3 (kt), 8.5 (ka), 8.9 (k1), and 8.10 (k2) via their
exponential ﬁts.
insertion rate is accelerated in the HMMM representation by a factor between
2.5 and 3.2 with respect to a conventional membrane representation (Fig. 8.4A).
Clearly, the higher lateral phospholipid diﬀusion of the HMMM representation
has a signiﬁcant, consistent eﬀect on accelerating the overall phospholipid in-
sertion process.
8.3.2 Splitting Apart the Process: The-Two State Model
The trajectories underlying the measured full-insertion times oﬀer a wealth of
information beyond simple endpoints. We begin by analyzing the insertion pro-
cess in terms of the granular model in Eq. (8.3), determining the rate for each
step using the same ﬁtting procedure for an empirical cumulative distribution
function described previously. Following the schematic of Fig. 8.2, the ﬁrst step
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HMMM
AL (A˚
2
) kt
(
ns−1
)
ka
(
ns−1
)
k1
(
ns−1
)
k2
(
ns−1
)
68 0.116(3) 0.178(3) 0.71(3) 1.87(5)
75 0.131(3) 0.186(1) 1.03(2) 2.60(6)
80 0.185(5) 0.258(5) 1.34(5) 3.47(6)
100 0.318(6) 0.49(2) 2.54(5) 3.6(1)
125 0.52(1) 0.76(3) 4.43(5) 8.0(1)
Conventional
68 0.0315(8) 0.0408(7) 0.62(2) 0.278(5)
75 0.0484(9) 0.0633(6) 0.64(1) 0.666(9)
80 0.083(3) 0.151(3) 0.84(3) 0.469(5)
100 0.158(4) 0.245(9) 1.53(4) 1.33(3)
125 0.255(9) 0.462(9) 1.83(6) 1.74(5)
Table 8.2: Rate table. The rate constants are the result of ﬁtting each of the
empirical cumulative distribution functions to an exponential (Figs. 8.3 (kt),
8.5 (ka), 8.9 (k1), and 8.10 (k2)), with the uncertainty in the last digit reported
in parentheses. Note that ki = k1 + k2.
Figure 8.5: Distribution of ta (ta = tt − ti). The empirical cumulative dis-
tribution function (CDF) for the total insertion time of both the conventional
(left) and HMMM (right) membranes across a number of phospholipid densities
are plotted (points) and ﬁt to an exponential of the form given in Eq. (8.5)
(dashed lines). The colors are used to distinguish between AL, ranging from
68 A˚
2
(violet) to 125 A˚
2
(red).
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Figure 8.6: Membrane SASA and reversible collisions. (A) Mean solvent-
accessible surface area (SASA) of the membrane measured at the moment the
test phospholipid associates with the membrane. The measured SASA takes into
account membrane leaﬂets, such that 1800 A˚
2
(30× 30× 2) is the minimum pos-
sible value, and corresponds to a perfectly ﬂat membrane slab. Thus, geometric
complexity of the membrane adds ∼ 1150 A˚
2
to the surface area in the case of a
conventional membrane, and adds up to 1700 A˚
2
in a HMMM membrane. This
increased interaction surface promotes productive membrane association. (B)
Reversible collision distribution compared across membrane representations. A
reversible association is deﬁned to be when a test phospholipid heavy atom
comes within 4 A˚ of a membrane heavy atom only to later go beyond 7 A˚ away
again. Conventional membranes have many more of these events, as it is more
diﬃcult to ﬁnd a large enough gap in the membrane to begin inserting the tail
into. This histogram only includes data from simulations performed with the
lowest AL, AL = 68 A˚
2
(48 replicates).
for a free phospholipid is to membrane associate. From the distribution of as-
sociation times ta (Fig. 8.5), we can measure the rate of membrane association
ka. These rates, along with all other rates calculated, are tabulated in Table
8.2. The general trend is kt ≈ ka, which suggests that the association step is
rate limiting. While we only consider productive membrane associations that
immediately precede insertion in our deﬁnition of association, unproductive as-
sociations are found to be short in duration (Table 8.3), indicative of non-speciﬁc
binding to the membrane before a tail inserts. As the rates for the total inser-
tion process and the association step are similar, the relationship between ka
and AL is similar to the relationship between kt and AL as well, including a
signiﬁcant rate increase for HMMM membranes over conventional bilayers at
all AL (Fig. 8.4B).
The linear dependence of reaction rates on membrane density is an entropic
eﬀect, a result of the increased number of transiently forming gaps (defects)
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Figure 8.7: Membrane collision fraction of association time (ta = tt− ti). While
diﬀusing, the test phospholipid ﬁnds itself within 4 A˚of the membrane quite
frequently. At low AL, nearly 80% of the time during diﬀusion is spent near the
bilayer surface.
AL HMMM Conventional
68 1.63± 0.25 4.84± 1.11
75 1.41± 0.13 3.54± 0.30
80 1.16± 0.16 2.16± 0.32
100 0.40± 0.05 0.95± 0.13
125 0.23± 0.03 0.48± 0.04
Table 8.3: Mean membrane interaction time, measured in ns, for the inserting
lipid per association. This is the mean time a inserting lipid interacts with
the membrane by remaining within 4 A˚ before either going beyond 7 A˚ away or
inserting.
in the membrane when the density drops. As a proxy to quantify the num-
ber of gaps, we present the membrane solvent accessible surface area (SASA)
in Fig. 8.6A. The SASA values for an HMMM membrane are higher than the
corresponding conventional membrane, as the shorter tails of HMMM phospho-
lipids allow for a wider distribution of head groups along the membrane normal.
The resulting uneven surface yields an increased surface area available to in-
teract with and promote the insertion of the test phospholipid. As expected,
the SASA for conventional bilayers increases with increasing AL, as the head
groups are allowed more freedom to interact with the surrounding aqueous so-
lution rather than with neighboring headgroups. For HMMM bilayers, whose
head groups were already mobile, the increase in AL reduces SASA by ﬂattening
the hydrophobic acyl chains along the DCLE membrane core and reducing the
mobility of the head groups, leading to a smoother surface with reduced SASA.
Figure 8.8: Cumulative distribution function (CDF) of ti, the time for subse-
quent insertion steps beyond association, where ti = t1 + t2 + tw = tt − ta.
The empirical cumulative distribution function is given for both conventional
(left) and HMMM (right) membranes across a number of phospholipid densities
are plotted (points) and ﬁtted to an exponential of the form given in Eq. (8.5)
(dashed lines). The colors are used to distinguish between AL, ranging from
68 A˚2 (violet) to 125 A˚2 (red).
Before association, the test phospholipid may collide and interact unproduc-
tively with the membrane many times before ﬁnding a conﬁguration of phos-
pholipid and membrane suitable for insertion to take place. We quantify this
phenomena by counting the number of reversible collisions where the test phos-
pholipid approached the membrane and subsequently left again. The number
of reversible collisions (Fig. 8.6B) is highest for conventional membranes, where
the slow phospholipids leave only small gaps for the acyl chain to insert into,
and thus it takes longer for the test phospholipid to orient itself in a way con-
ducive to insertion. The mean lifetime for such nearly associated states is on
the order of 1 ns (Table 8.3), indicating that these collisions are brief encounters
where there is little time to wait for a gap in the membrane to appear. These
nearly associated states are stabilized by interactions between the headgroups,
and last longer with lower AL. In fact, the majority of the time the phospholipid
is in a “nearly associated” state suﬃciently close to the membrane for signif-
icant interactions to take place (Fig. 8.7), but the phospholipid does not ﬁnd
a location to penetrate the membrane before diﬀusing away momentarily and
reorienting. These unproductive collisions are a major contributor to why ka
is reduced in conventional membranes. The more ﬂuid HMMM representation
reduces the prevalence of these unproductive interactions, and thereby greatly
accelerates the slowest step in insertion.
After association, subsequent steps lead to insertion of the acyl-tails into the
membrane and the repositioning of the head group as the phospholipid inserts.
While the reaction scheme given in Eq. (8.3) splits up the insertion based on
the individual tails, we will ﬁrst look at the combined individual insertion steps.
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Figure 8.9: Cumulative distribution function (CDF) of t1, the time to go from
the associated to singly inserted states for both conventional (left) and HMMM
(right) membranes across a number of phospholipid densities are plotted (points)
and ﬁtted to an exponential of the form given in Eq. (8.5) (dashed line). The
colors are used to distinguish between AL, ranging from 68 A˚
2
(violet) to 125 A˚
2
(red).
The distributions for the insertion time after association (ti = tt − ta) are
presented in Fig. 8.8. Insertion is a signiﬁcantly faster process than association,
and as shown in Table 8.2, the HMMM representation accelerates insertion steps
less than it accelerated association. The HMMM representation is preferentially
accelerating the rate at which the test phospholipid associates to the membrane,
while still faithfully representing details of the system of interest, in this case
the actual tail insertion events.
8.3.3 The Details of Insertion: The Four-State Model
Having taken a holistic view of the post-association insertion process, we now
further break apart the insertion step into the three stages given in Eq. (8.3).
As we monitor the time between association and the time the ﬁrst phospholipid
tail is inserted into the membrane (t1), the ﬁrst insertion time is exponentially
distributed for all AL (Fig. 8.9), and ﬁts into our model of insertion being a suc-
cession of exponentially distributed processes. The linear relationship between
t1 and AL (Fig. 8.4C) suggests that the insertion of the ﬁrst tail is limited only
by the time it takes to ﬁnd a suitably large gap in the membrane. The rates ex-
hibit a substantial diﬀerence between HMMM and conventional membranes at
high AL, while matching at near-natural AL. At near-natural densities, where
gaps are less common, somewhat surprisingly the rate at which the ﬁrst tail
inserts is nearly identical in both HMMM and conventional membranes. As
AL increases, the enhanced mobility of the HMMM phospholipids allows the
inserting lipid to push the membrane phospholipids out of the way more read-
ily, leading the more rapid insertion of one tail than is observed in conventional
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Figure 8.10: Cumulative distribution function (CDF) of t2, the time to go from
the singly inserted to doubly inserted states for both conventional (left) and
HMMM (right) membranes across a number of phospholipid densities are plotted
(points) and ﬁtted to an exponential of the form given in Eq. (8.5) (dashed line).
The colors are used to distinguish between AL, ranging from 68 A˚
2
(violet) to
125 A˚
2
(red).
membranes.
After the insertion of the ﬁrst tail, one could intuitively expect the insertion
of the second tail to follow rapidly thereafter through a cooperativity between
the two phospholipid tails. Figure 8.10 shows the distribution of t2, the time
between ﬁrst and second tail insertions (ti = t1 + t2). However, comparing
the rates (Table 8.2 and Fig. 8.4D), it becomes apparent that the rates for the
second tail insertion are not necessarily higher than the rate of ﬁrst insertion, as
we would expect in the case of cooperative insertion. Instead, in conventional
membranes, the second tail inserts more slowly than the ﬁrst. This argues
against any cooperativity between the insertion of the ﬁrst and second tails.
Mechanistically this is a result of the second tail not always being associated to
the membrane when the ﬁrst tail inserts. For conventional membranes, waiting
for the second tail to insert could be viewed as a second association step. Waiting
for the second tail to associate slows down the rate of second tail insertion.
However, since the inserted tail tethers the uninserted tail to the membrane,
the uninserted tail is in a better position to insert when a membrane gap arises,
thus increasing the slope in the relationship between AL and t2. The frequent
gaps in an HMMM representation are exploited by the uninserted but tethered
tail, and thus k2 > k1 in the HMMM case. There are a few instances where slow
test phospholipid dynamics result in bulges away from the simple exponential
ﬁt (Fig. 8.10), where the second tail of the test phospholipid was splayed and
needed substantial reorientation after the insertion of the ﬁrst tail. These bulges
make the linearity of the relationship between AL and t2 break down for the
HMMM case, manifesting in a lower r-value for the linear ﬁt (Fig. 8.4D).
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Figure 8.11: Cumulative distribution function (CDF) of tw, the time to go
from the doubly inserted to fully inserted states for both conventional (left) and
HMMM (right) membranes across a number of diﬀerent areas per phospholipid.
Note the sub-ns timescale for this step, and that in between 40-70% of all
trajectories, tw is zero. The exponential ﬁt is to Eq. (8.6).
HMMM Conventional
AL (A˚
2
) A kw
(
ns−1
)
A kw
(
ns−1
)
68 0.34± 0.01 11.3± 0.7 0.38± 0.01 2.6± 0.2
75 0.36± 0.01 6.5± 0.3 0.54± 0.01 2.8± 0.1
80 0.53± 0.01 7.5± 0.3 0.39± 0.01 3.7± 0.3
100 0.46± 0.01 8.6± 0.4 0.47± 0.01 3.0± 0.1
125 0.52± 0.01 8.8± 0.4 0.43± 0.02 4.9± 0.5
Table 8.4: tw ﬁt parameters corresponding to the data presented in Fig. 8.11.
The ﬁnal transition, between the doubly inserted and fully inserted states,
is diﬀerent from the other transitions that were observed, in that it cannot be
easily ﬁt to an exponential distribution. The empirical cumulative distribution
function shown in Figure 8.11 looks signiﬁcantly diﬀerent from those that char-
acterized the previous transitions, as a result of the trajectory transitioning to
the doubly inserted and fully inserted states at the same time. This occurs when
the phosphate was already in position as the second tail was inserting itself into
the membrane, and happens in a substantial number of trajectories. To account
for these events, we ﬁt the distribution of tw to an alternate version of Eq. (8.5):
CDF (t) = 1−A exp (−kwt) (8.6)
In this form, A represents the fraction of phospholipids where the head group is
within the membrane envelope before the insertion of the second phospholipid
tail, and k is the rate at which the remaining phospholipids reposition their
head group to within the membrane envelope. These parameters are tabulated
107
0 5 10 15 20 25
Distance (A˚)
0.00
0.05
0.10
0.15
0.20
P
ro
b
a
b
ili
ty
A HMMM
Conv.
1 2 3 4 5 6 7 8
Distance (A˚)
0.00
0.05
0.10
0.15
0.20
P
ro
b
a
b
ili
ty
B
Figure 8.12: Depth and height distribution at transition points for simulations
at AL = 75 A˚
2 (144 replicates). Measured on the left is the minimum height
above the insertion threshold of the uninserted tail when the phospholipid tran-
sitions to the singly inserted state. The complementary measurement presented
on the right is the maximum depth below the insertion threshold of the ﬁrst
inserted tail when the test phospholipid progresses to the doubly inserted state.
The distributions are equally wide for both HMMM and full membrane represen-
tations. Note that for visual clarity the histogram bars for both representations
are next to one another, and do not touch the bars in adjacent 1–A˚ bins.
in Table 8.4. The reported rates kw are likely to be signiﬁcant underestimates
of the eﬀective rate, as there are a substantial proportion of simulations where
the doubly inserted and fully inserted states coincide.
Simply recording timings hides much of the structural information contained
within the simulations, especially the geometry of the uninserted tail at tran-
sition into the singly inserted state and the location of the previously inserted
tail at transition into the doubly inserted state. There are two quantities of
interest: how high above the insertion threshold the uninserted tail was when
the transition into the singly inserted state occurred, and how far below the
insertion threshold the ﬁrst inserted tail was at the transition into the doubly
inserted state. For the AL with the most sampling, the diversity within these
measurements is shown in Fig. 8.12. The wide range of values suggest that the
insertions are eﬀectively uncorrelated, and chance alone dictates how far along
the ”other” tail is at these transitions. This is shown most explicitly by the
height above the insertion threshold at the transition to a singly inserted state,
where the uninserted tail can be tens of angstroms from the insertion threshold,
the free tail ﬂoating oﬀ in solution rather than interacting with the membrane.
These splayed tail intermediates should not be thought of as an unnatural ar-
tifact of the simulation conditions, and have also been previously observed in
108
tt ta t i t1 t2
f
1s
t
u
tt
ta
ti
t1
t2
f1stu HMMM
Conv.
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
Figure 8.13: Variance-covariance matrices for six quantities of interest. From
the left, these quantities are, the total time (tt), the association time (ta), the
insertion time (ti = tt−ta = t1+t2+tw), the ﬁrst tail delay time (t1), the second
tail delay time (t2), and whether the unsaturated tail inserted ﬁrst (f
1st
u ) for the
membrane representations at AL = 75 A˚
2
(144 replicates). Due to the natural
symmetry present in variance-covariance matrices, the halves each represent one
membrane type. The lower triangle is for the HMMM representation, and the
upper triangle is for a conventional membrane. The variance-covariance matrix
at this density is representative for all others. The variance-covariance matrix
is a graphical description of what contributes most to the tt and ti. For both
representations, the tt is highly correlated with ta. Weak correlations exist
between ti and its substitutive components, indicating which step took longer.
For both membrane representations, the t1 and t2 are uncorrelated, suggesting
that the two tails insert independently.
simulations of vesicle fusion and partial desorption.298,311 The lack of correla-
tion between insertion times is more explicitly shown in Fig. 8.13, where t1 and
t2 are shown to be uncorrelated. As there is no evidence to suggest that the
phospholipid tails insert in concert, or that there is any correlation at all, the
most natural conclusion is that the phospholipid tails insert independently and
in a sequential manner, that is, one tail at a time.
Since we propose the phospholipid tails to insert independently, it is worth
checking the results of an unintentional ancillary experiment that was performed
through the choice of a test phospholipid. POPC has one unsaturated 18:1
phospholipid tail and a saturated 16:0 tail. While the initial conﬁgurations of
the test phospholipid should favor the saturated tail inserting ﬁrst by placing
it closer to the membrane (Fig. 8.1), there is no signiﬁcant bias in favor of the
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Figure 8.14: Fraction of time unsaturated acyl-tail (18:1) inserts before the sat-
urated tail for all tested phospholipid densities and membrane representations.
Given the faster insertions witnessed in the HMMM membranes, it could be ex-
pected that the nearer saturated tail would always insert before the unsaturated
tail does. Instead what we see is that the HMMM has a weaker preference for
the saturated tail to insert ﬁrst than a conventional membrane would, where
the unsaturated tail is the ﬁrst to insert in 44% of the cases studied.
saturated tail. Instead, our simulations reveal only a small, insigniﬁcant bias
for the saturated tail to insert ﬁrst (Fig. 8.14), quite likely a consequence of the
more extended conformation one expects from saturated phospholipids rather
than an initial conﬁguration bias.344
Another natural mechanistic detail of interest is regarding the carbon within
each tail that inserts ﬁrst. Intuitively, one might expect the terminal carbon
of the acyl chain to nearly always lead insertion. From our simulations, we
see a diﬀerent behavior between the saturated and unsaturated tails of POPC.
Fig. 8.15 shows that the intuitive hypothesis is correct for saturated acyl-tails,
and that terminal carbons are the ﬁrst to insert. However, for the unsaturated
tail, carbons near the point of unsaturation are signiﬁcantly more likely to insert
ﬁrst than comparable carbons on the saturated tail. During trajectories where
these interior carbons insert ﬁrst, the tail is bent like a “U” as it enters the
bilayer, and only later straightens out as the membrane equilibrates. It should
be noted that still approximately half of the unsaturated tail insertions show
the terminal carbons as the ﬁrst to insert, making the bent-tail insertion an
uncommon occurence. Since the proportions given in Fig. 8.15 for both the
conventional and HMMM representations match, this further suggests that the
tail dynamics of the inserting phospholipid are comparable.
Analysis of the ﬁnal transition, between doubly inserted and fully inserted
states, is complicated by the deﬁnitions we have devised for these states. Often
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Figure 8.15: Tail insertion probabilities for unsaturated (A) and saturated (B)
acyl-tails. For each of the insertions at AL = 75 A˚
2
, a record was kept of which
carbon was responsible for crossing the insertion threshold ﬁrst. This yields a
distribution for both the saturated and unsaturated tails of the POPC test phos-
pholipid that reveals the geometric dependence of phospholipid tail insertion.
The terminal carbons of both tails are typically ﬁrst to insert, characterized by
most of the probability being localized at the 18th and 16th carbons. However,
when the phospholipid is unsaturated, the carbons involved in the natural bend
around the unsaturation between C9 and C10 also have an increased probability
of being the ﬁrst carbon to insert.
times tw is 0, and when it is not, tw is much shorter than the other transition
times. We interpret this to mean that the position of the headgroup is not an
independent degree of freedom, but instead simply responds to the insertion
state of the acyl-tails. Therefore, it is a fair approximation that the transi-
tion between doubly inserted and fully inserted states has an inﬁnite rate, or
equivalently that the doubly inserted and fully inserted states are eﬀectively
indistinguishable.
8.4 Discussion
The overarching goals here were to delve into the mechanistic details of phos-
pholipid insertion into a membrane, and to benchmark the suitability of the
HMMM representation for studying membrane-insertion in a system where a
direct comparison to full membranes is possible. These goals guided our think-
ing, but there had to be suﬃcient statistics to validate our results. Thus, we
needed to repeat our simulations to minimize the magnitude of the error caused
by limited sampling. The system size was minimized to reduce the cost of
individual trajectories for increased repeatability, at the cost of a small mem-
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brane. Small membranes have been shown to lead to ﬁnite-size eﬀects.345–347
However, such eﬀects were not observed in the vast majority of our simula-
tions, and we believe that we have robustly sampled the insertion process for
both conventional and HMMM bilayers. The HMMM representation results in
the same mechanistically detailed model of membrane-insertion when compared
to conventional membrane representations with their full acyl-tails, with the
advantage of a considerable saving in computational eﬀort.
Finding the appropriate reaction coordinate to model insertion was quite a
challenge, as the literature is sparse when it comes to postulating a mechanism
for naked phospholipid insertion or desorption. Prior studies on the subject have
used either the position of the phosphate group298,335 or the center of mass of
the entire phospholipid311 relative to the membrane normal as their reaction
coordinate. However, we observed that these reaction coordinates correlated
poorly with what we judged to be insertion progress in our trajectories, as large
changes in acyl chain geometry corresponded to small changes in phosphate po-
sition. Similarly, monitoring the center of mass of the test phospholipid could
not distinguish between a splayed phospholipid with one acyl-tail inserted and
a phospholipid lying along the membrane interface. This is what drove us to
think of how to segment the insertion process into conceptually distinct stages.
The criteria that emerged are by no means the only possible segmentation of
the insertion process, but do focus on trying to make an equitable comparison
between HMMM and conventional bilayers through the available points of ref-
erence. This strongly motivated the positioning of the insertion threshold for
an acyl-tail to be based on membrane C5 atoms, as the HMMM representation
has its acyl-tails truncated past C5. The atomistic nature of the phospholipid
headgroups motivated our contact-based measurement of association, and its
reversibility (Fig. 8.6) suggested that only productive insertions were the rele-
vant quantity. These choices may not be optimal, and are certainly not uniquely
determined; however, as a guide to understanding the overall process, we believe
that the criteria presented in Analysis Framework are a ﬁrst step.
Breaking the phospholipid insertion process into the steps given in Eq. (8.3)
does have broader consequences beyond the simple phospholipid insertion appli-
cation presented here. If a protein is membrane-anchored through several phos-
pholipid tails, it stands to reason that a similar sequential insertion mechanism
would be followed. This also has applications to the energetics of membrane-
insertion and desorption, as the pathway with the lowest barrier will likely be
the path where only one set of hydrophobic contacts is made or broken at a
time.298,311 Finally, exchange of phospholipids between the membrane and spe-
ciﬁc transport proteins is likely to follow the same mechanism.
Within the details of these results, one can easily lose sight of a key ﬁnding,
which is that membrane association is rate-limiting, with short (Table 8.3) and
potentially many (Fig. 8.6B) membrane encounters taking place. From the rates
presented in Table 8.2, the initial permanent binding to the membrane is clearly
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the chief rate-limiting step, an analysis that remains unchanged no matter how
“association” is deﬁned. The great surprise is that the insertion of the second tail
is a slower process than that of the ﬁrst in the case of conventional membranes,
and that there is no apparent cooperativity between the ﬁrst and second tail
insertions. The preferred interpretation is that the insertion of the ﬁrst tail
happens quickly after association, but that the second tail may still need to
maneuver into position with respect to the membrane before it inserts. Thus,
conceptually it may be preferable to break up the second tail insertion into two
steps: the association of the second tail with the membrane (with the same
entropic cost of associating the ﬁrst tail), and a similarly accelerated insertion
step. That approach was not taken, as there is no guarantee that the insertion
of the ﬁrst tail precedes the membrane association of the second, and would
thus introduce additional branches into the reaction scheme in Eq. (8.3) beyond
the simple Markov chain that was introduced. In principle such a complicated
Markov model is within the realms of possibility, but would require substantially
more simulations to ensure that all possible orderings are suﬃciently sampled.
Qualitatively there are only a few diﬀerences between the HMMM and con-
ventional membrane representations, which appear to be mainly focused on the
kinetics of the association process. The association rate is greatly accelerated by
the HMMM through a combination of increasing the surface area availible for
interaction and increasing the mobility of membrane headgroups. The insertion
kinetics, particularly those of the ﬁrst tail, are not impacted at physiological
densities. One can postulate several reasons as to why this occurs, chieﬂy fo-
cusing on the increased mobility brought about by organic solvent. The organic
solvent acts as a lubricating layer, promoting the motion of the phosholipids
decorating the membrane. This action deﬁnitively accelerates the overall inser-
tion process; however, it does so without changing the underlying mechanism.
These observations further support the applicability of the HMMM in mecha-
nistic studies, as it reduces the computational eﬀort signiﬁcantly (in the present
case by a factor of 4) to obtain the same results.
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9 Lipid-Dependent
Membrane Association and
Conformational Change of
α-Synuclein†
9.1 Introduction
α-Synuclein (αS) is a 14 kDa protein that is thought to play a role in synaptic
vesicle fusion.348,349 The protein is, however, mostly known for its involvement
in human pathological conditions such as Parkinson’s disease, in which αS aggre-
gates form Lewy bodies, the pathological characteristic of such diseases.350,351
These aggregates are known to form as a result of three distinct point muta-
tions,352–354 or from overexpression of αS.355,356 A clear physiological role for
αS within cells has not been uniquely identiﬁed;357 however, αS has been shown
to localize to nerve termini,358–360 bind copper,361 and play a role in the up-
take and release of neurotransmitters from vesicles,348,349,362–365 as well as in
the regulation of glucose uptake.366 αS has also been shown to interact with
proteins involved in lipid metabolism,367,368 and binds to negatively charged
lipids.369 The formation of Lewy bodies through αS ﬁbrillation and aggregation
is a process that is not fully understood, but evidence suggests a close link to αS
interaction with anionic phospholipids370–372 or to acidic conditions.373 It has
been suggested that intermediate oligomeric states of αS disrupt membranes
and are particularly toxic to neurons.374–377
Since a large part of αS physiology is membrane-dependent, recent studies
have focused on αS interaction with biological membranes,375,378 with the pri-
mary goal of characterizing the membrane-bound conformation of αS in vitro.
Some have suggested that only αS aggregates bind to membranes,373 or that
αS binds as a tetramer.379 In contrast, the available NMR/EPR structures of
αS on micelles are indicative of a monomeric horseshoe-like broken-helix con-
formation.380–382 ESR and DEER measurements, on the other hand, suggest
that αS monomers adopt an extended helical structure in the membrane.383–386
There is considerable evidence that the geometry of the membrane plays a cru-
cial role in determining the conformation of αS,387,388 but there is also evidence
of interconversion between membrane-bound extended and broken-helix confor-
mations,389,390 favoring the extended helix by a ratio of 7.6:1.391 Long-term
†This work has been published as a research article. Reprinted from J. V. Vermaas, E.
Tajkhorshid Conformational heterogeneity of α-synuclein in membrane. Biochimica et Bio-
physica Acta – Biomembranes 2014, 1838, 3107–3117,224 with permission from Elsevier.
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NMR experiments also show that the initial membrane-bound helical structures
undergo further transitions to ﬁbril-like structures over the course of several
days.392 The transition between unfolded states in solution and a primarily he-
lical membrane-bound state for αS is thought to be driven by the ﬁrst 15–25
N-terminal residues.393–398
In addition to this wealth of experimental information, computational stud-
ies have supplemented our understanding of αS dynamics. Molecular dynamics
(MD) is an excellent tool for probing spatial and temporal resolutions that are
diﬃcult for typical experiments to achieve. Prior MD studies have given us
additional insight into the role membranes play in αS function. An atomistic
MD study investigated the membrane-bound form of a broken-helix structure
by initially placing it within the membrane, suggesting that neighboring glycine
residues are the ﬂexible segments of membrane-bound αS.399 Other studies have
focused on pore formation of αS aggregates,375,400 membrane binding of the N-
terminus,395 or membrane curvature induced by binding of αS.401
What is missing from this picture is an unbiased description of the membrane-
associated states of αS, especially as it relates to the role of speciﬁc lipid-protein
interactions in shaping the membrane-bound conformation. Earlier atomistic
simulations of the conformational dynamics of αS initially placed αS within
the bilayer, and removed lipids to accommodate the added bulk.399 In this
context, the slow dynamics of lipid molecules, D ∼ 8×10−8 cm2s−1,208,209 pose
a problem, as the slow lipid dynamics restrict membrane reorganization around
the protein. The slow lipid dynamics are only compounded by the addition of
αS, which increases the relaxation time of the membrane by two orders of mag-
nitude.401 For typical atomistic MD simulation times on the order of hundreds
of nanoseconds, lipids simply do not move and interchange frequently enough
to sample the space eﬃciently, and result in inadequate sampling for more than
a qualitative description of individual protein-lipid interactions.
This problem is well recognized, and may be addressed through various
methodologies. Some choose to simplify the model through the use of coarse
graining, which permits for longer timescales at the cost of atomic detail.213,401
Monte Carlo approaches have been used to treat binary lipid systems,402 but
such approaches by their nature are of limited utility when investigating the
details of a transition. We will be using a recently developed membrane model,
termed HMMM (Highly Mobile Membrane Mimetic),222 an alternative mem-
brane representation where lipid lateral diﬀusion is enhanced through the re-
placement of a large fraction of the phospholipid tail with an organic solvent yet
still faithfully reproduces the energetics of membrane-protein interactions.222,226
The enhanced lateral diﬀusion accelerates binding of αS by increasing the ﬂu-
idity of the membrane; membrane headgroups can easily move to accommodate
the incoming αS, as demonstrated by the accelerated binding of free lipid to
HMMM bilayers.241 Once bound, the increased ﬂuidity of the membrane also
lowers the barrier to further protein conformational changes within the mem-
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brane.
Through repeated insertion of a helically folded αS, which is believed to best
represent the fold of the protein in its membrane-bound form, into this dynamic
membrane that maintains atomic detail, we arrive at an unbiased pool of 20
membrane-associated states of αS.
These simulations have yielded new insight into the insertion process as well
as the conformational range αS adopts when bound to the membrane. In par-
ticular, we believe we have isolated the initial stage of the postulated transition
between membrane-bound broken-helix and extended-helix conformations, and
can describe in detail the interactions that govern the transition.
Selected simulations were carried forward after the HMMM tails were ex-
tended through regrowing the shortened lipids towards their native length. The
lipid tail regrowth algorithm leverages the atomic positions within the organic
solvent to determine the locations of new carbon atoms added to the end of the
tail. The resulting structure has longer tails, and as the structure is only mildly
perturbed from a previous equilibrium run, is nearer to equilibrium than a newly
regenerated membrane would be. Our results with the regrown membrane show
agreement between short and longer lipids, indicating that the HMMM repre-
sentation describes the binding mechanics while still permitting the membrane
to sample space more rapidly.
9.2 Methods
The simulations performed were designed with the goal of arriving at an unbi-
ased population of αS monomers inserted into the membrane. The approach
was to begin with 20 copies of a helical model of αS as determined by NMR
for a micelle-bound form of αS,380 place it above the membrane, and use the
accelerated sampling and insertion of the HMMM241 to arrive at a pool of
membrane-associated states of αS unbiased by its starting position along the
membrane normal. In other words, we primarily aim at characterizing the depth
of insertion and orientation of an already folded αS in the membrane, and not
on describing the process of folding of the protein, which is obviously beyond
the timescales of atomistic simulations.
This ensemble provides unparalleled statistics on the membrane-bound state
of αS at an atomistic level. The details of system preparation and simulations
are provided here.
9.2.1 System Setup and Simulation
A solution NMR αS structure (PDB ID: 2KKW380) was truncated beyond
residue 100 as in earlier studies,399,401 and was placed 5 A˚ above 20 inde-
pendently generated 120×120 A˚2 HMMM membranes.222 Residue 100 is the
approximate boundary between the N-terminal fragment known to adopt a
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Figure 9.1: Initial simulation system setup. The protein structure (shown as
a black cartoon and side-chains colored according to their polarity: blue are
positively charged, red are negatively charged, green are polar and white are
nonpolar) is placed above the HMMM headgroups, shown here with each heavy
atom represented as a colored element (carbon is cyan, oxygen is red, phosphorus
is brown and nitrogen is red) and packed in with explicit DCLE solvent, shown
as a yellow surface.
predominantly α-helical membrane-bound structure and the free ﬂoating C-
terminus.403 The lipid composition of the membrane consisted of a 1:1 mixture of
divalerylphosphatidylserine (DVPS) and divalerylphosphatidylcholine (DVPC)
with an area per lipid of 75 A˚
2
/lipid (96 DVPS and 96 DVPC molecules per
leaﬂet), a ratio chosen as a compromise between αS aﬃnity to anionic phospho-
lipids369 and natural mammalian membrane compositions. The interior of the
HMMM membrane was ﬁlled with 1,1-dichloroethane (DCLE).222 The area per
lipid was chosen to be approximately 10% higher than what is expected for a
native membrane,255 in order to allow for the asymmetric insertion of the αS
monomer into one leaﬂet under the ﬁxed-area ensemble required to maintain a
physiological headgroup density. The measured area per lipid in the cis leaﬂet
at the end of the simulations after the protein has inserted is 66.7±0.5 A˚
2
/lipid,
in line with lipid density of a relaxed membrane. Sodium and chloride ions were
added using the AUTOIONIZE plugin of VMD25 to neutralize each system
and bring the salt concentration to 100mM. A representative initial simulation
system is shown in Fig. 9.1.
For each replicate, the following simulation protocol was used: with the
protein held ﬁxed, the membrane was equilibrated for 10 ns prior to an equilib-
rium NPnAT simulation of 51 ns. Each replicate was simulated using NAMD
2.8,3 CHARMM 27 protein force-ﬁeld53 and the CHARMM36 lipid force-ﬁeld,74
with a 2 fs timestep. Non-bonded forces were calculated with a 12 A˚ cutoﬀ (10A˚
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Figure 9.2: Schematic of the lipid extension process (top) and an example round
of tail extension (bottom). In the ﬁrst step, the terminal methyl group of a short
lipid ﬁnds the closest carbon in a solvent DCLE molecule. In the second step, the
underlying structures are patched, ﬁrst by adding the bond between the carbons,
and then deleting and retyping the appropriate atoms to add two carbons to the
chain. The resulting structure is then minimized before simulation to eliminate
the long bonds that result from the joining of two initially disjoint molecules.
The resulting lipid tail is thus 2 carbons longer than the original lipid. Given
in (a) is the initial membrane structure, as taken from the end of the HMMM
equilibration simulation. The lipid heavy atoms are shown explicitly with the
following color scheme: carbons are cyan, nitrogens are blue, oxygens are red,
and phosphorus atoms are brown. The organic solvent is shown as a transparent
yellow surface representation.143 In (b), the nearest unique solvent carbons are
highlighted in purple, and (c) shows the initial bonded structure. Panel (d)
shows the resulting structure after the minimization.
switching distance). Long-range electrostatic forces were calculated every other
time step using the particle mesh Ewald method.105,106 A Langevin thermo-
stat using γ = 1ps−1 maintained the system temperature at 310K. Pressure
was maintained at 1 atm along the membrane normal using a Nose´-Hoover pis-
ton101,102 with period and decay of 200 fs.
9.2.2 Tail Extension
While the HMMM eﬃciently and rapidly samples the membrane binding and
insertion of the protein, a frequent concern is how the short acyl-tails of HMMM
bilayers impact equilibrium properties. In order to ensure that the ﬁnal result
has not been severely aﬀected by the model’s choice of acyl-tail length, we
extended the acyl-tails by four carbons and monitored equilibrium properties.
To extend the tails, we developed a method to grow the short lipid tails of the
HMMM representation in a stepwise manner taking advantage of the atomic
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coordinates of the carbon atoms of the organic solvent as a guide. The extension
protocol reverses the process of creating an HMMM membrane in a stepwise
fashion by connecting the end of the lipid tails to the nearest solvent molecule.
By using existing solvent atoms as the basis for the lengthened lipid tails, we
try to minimize the perturbation of the membrane core, allowing for a faster
relaxation of the system. Fig. 9.2 shows the steps within a single extension cycle
schematically, summarizing the process of ﬁnding the nearest solvent molecule to
a tail, applying patches to the structure, and reminimization of the structure to
eliminate long bonds. Three systems were chosen from the pool of membrane-
associated αS conformations and subjected to two rounds of tail extension,
bringing the length of each lipid tail from 5 carbons to 9 carbons each. These
systems with extended tails were simulated for an additional 15 ns using the
same simulation protocol as described above.
9.2.3 Analysis
Purpose-built analysis VMD25 scripts were devised to monitor quantities of in-
terest, and eventual output plots generated by Matplotlib.404 The depth of inser-
tion was tracked for three regions of the protein. Residues 1–33, corresponding
to the N-terminal α-helical segment, will be called the N-helix. Residues 45–92,
corresponding to the C-terminal α-helical segment, will be called the C-helix.
The region linking the two helices, corresponding to the tip of the U-shaped
structure seen in NMR structures,380–382 will be called the U-link (residues 34–
44). Residues 92–100 are ignored when monitoring the depth of insertion, as
they are unstructured, and were initially included in the simulation to account
for the long solvent-exposed tail. The membrane-insertion depth was deter-
mined by the center of mass for all alpha carbons in a segment relative to the
center of mass for all phosphorus atoms in the cis leaﬂet of the bilayer.
Local deviations from a straight α-helical structure are measured by the
local kink angle (θk), which measures the local helix kinking around residue i
by calculating the angle between the α carbons of the i− 4th, ith, and i+ 4th
residue. The relative orientation of the N-helix and C-helix is measured by the
inter-helix angle (θh), which measures the angle between least-squares linear ﬁts
of the N-helix and C-helix alpha carbons.
Speciﬁc sites of interaction between αS and the surrounding phospholipids
were quantiﬁed by calculating a contact number over the last 15 ns of the trajec-
tory, which represents the fully associated form in our simulations. The contact
number for heavy atom i of αS is given by:
Ci =
∑
j∈lha
1
1 + exp
(
5 A˚
−1 (
dij − 4 A˚
))
where lha is the set of lipid heavy atoms within 5 A˚ of atom i and dij is the
distance between atoms i and j. This formulation for contacts was originally
119
designed for folding simulations;141 however, we use it here to reweight contacts
based on their distance, which is a proxy for strength.
To aid in the understanding of the results, the 20 independent simulations
have been reindexed according to structural features that arose over the trajec-
tories.
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Figure 9.3: Membrane-insertion depth of αS. The height of the center of mass
relative to the phosphate plane was calculated for the three sections of αS,
namely the N-helix, U-link, and C-helix. Each simulation is represented by the
same color in all panels. Over the last 5 ns, representing membrane-bound forms
of αS in all simulations, the average insertion depth for the N-helix (residues
1-33) was µN = −0.7± 5.7 A˚ for all simulations except Simulations 12 and 18-
20 where the N-helix did not fully insert. Likewise, the insertion depth for the
C-helix (residues 45-92) was µC = 2.3± 5.9 A˚ for inserted C-termini. Insertion
times are tabulated in Table 9.1.
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Simulation
N-Helix Insertion
Time (ns)
C-Helix Insertion
Time (ns)
1 13.7 22.1
2 26.4 28.0
3 17.8 21.6
4 8.7 17.7
5 17.5 5.4
6 23.8 16.0
7 19.3 31.9
8 3.9 25.4
9 30.3 36.0
10 29.5 29.1
11 46.3 42.2
12 1.1 0.0
13 4.4 28.0
14 23.1 27.0
15 36.6 27.4
16 13.2 18.5
17 1.2 32.3
Mean 18.6 24.0
Table 9.1: Insertion times for the 17 simulations where the N-Helix did not
interact across a periodic boundary. Insertion in this case is deﬁned to be the
ﬁrst time when the respective N- and C-helices are within 3 A˚ of their mean
value over the last 5 ns of simulation. Since this is only the ﬁrst time, it does
not imply that the interaction lasts through the end of the simulation.
9.3 Results and Discussion
9.3.1 Spontaneous Membrane Binding and Insertion of
αS
In each of the 20 independent simulations, the helical αS monomer rapidly
inserted into the membrane from its initial position 5 A˚ above the membrane.
The insertion pattern of αS was not uniform, and diﬀerent regions of αS inserted
into the membrane at diﬀerent times, with complete membrane association and
insertion occurring within 30 ns. On this short timescale, αS remains helical as
it was in the starting micelle-bound NMR structure. The membrane-insertion
depth of each region was tracked by following the position of the alpha carbons
along the membrane normal for each region (Fig. 9.3). Membrane-insertions of
the N-helix and C-helix are independent events, each typically embedding itself
below the level of the phosphorus atoms of the surrounding phospholipids, with
the insertion of the N-helix usually preceding that of the C-helix by an average of
5.4 ns (Tab. 9.1). The N-helix has been previously identiﬁed as being the catalyst
of membrane association, with implications that the ﬁrst four395 or twelve396
residues of αS promote membrane association and subsequent insertion, which
is supported by the observed order of insertion in our simulations.
The ﬁnal average insertion depths (µ), taken to be the average insertion
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Figure 9.4: Final membrane-bound αS states. A side view of the ﬁnal state of
the N- and C-helices from each simulation is shown. The position of phosphorus
atoms in the two leaﬂets are given as bronze spheres. The N-helix is darker and
shorter than the C-helix. The U-link between the helices is drawn using a
transparent representation. Red borders around a state indicate simulations
where the N-helix interacted across the periodic boundary.
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depth relative to the average membrane phosphorus position, over the last 5 ns,
were computed for each segment. The ﬁnal average insertion depths relative
to phosphorus atoms of the cis leaﬂet were µN = −0.7 ± 5.7 A˚ for the N-helix,
µU = −0.8 ± 6.0 A˚ for the U-link, and µC = 2.3 ± 5.9 A˚ for the C-helix, high-
lighting the great variability between diﬀerent simulations. The average values
capture the trend seen in earlier studies where the C-helix inserts more deeply
into the bilayer.386,399 Through repeating the simulation 20 times, and espe-
cially since the αS monomer was initially placed above the membrane rather
than embedded within it, a greater variability in insertion depths is observed
in our simulations. The increase in variability, reﬂected in the larger standard
deviations for µN and µC , is not particularly surprising given the accelerated dy-
namics oﬀered by the HMMM representation, which allows us to capture for the
ﬁrst time with atomic-scale resolution the broad range of membrane-associated
conformations αS can adopt in the membrane.357,391,403 This range of struc-
tures is recapitulated in Fig. 9.4, where the ﬁnal frame from the 20 simulations
depicts signiﬁcant variability in the degree of insertion of the individual helices.
Very little of the insertion depth variability is ascribable to the organic solvent,
as it is largely conﬁned to within 10 A˚ of the membrane center, which is well
below the insertion depth of the average αS monomer.
As an additional check to extract the eﬀect of the organic solvent from the in-
sertion depth, we can compare what happens when the simulations are extended
after the short phospholipid tails are extended by four additional carbons. The
depth of membrane-insertion, reported in Fig. 9.5, shows the overall insertion
depth relative to the surrounding membrane not to be aﬀected by the extension
of the lipid tails. Thus, the wide distribution of equilibrium insertion depths
does not appear to be an artifact of using an HMMM representation, but rather
a feature inherent to how αS interacts with biological membranes.
The deviation in insertion depth within individual trajectories does decrease
when the acylchains are extended. The reduced variability of the insertion
depth after lipid extension is indicative of the extent to which acyl-chain length
impacts membrane dynamics. The longer lipid tails do not simply retard the
motions of the embedded protein laterally, but also present barriers to motion
along the membrane normal. Using the standard deviation of insertion depth
as a metric, we estimate that a protein in a membrane with acyl chains nine
carbons long needs to be simulated twice as long to sample the same space as
a protein in a membrane with acyl chains ﬁve carbons long. Assuming a linear
dependence on chain length, simulations of peripheral proteins in conventional
bilayers will need to be run at least 6-8 times longer to sample the same range
of insertion depths as an HMMM membrane, an estimate that is congruent with
the acceleration observed in membrane-insertion.241
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Figure 9.5: Equilibrium insertion depth after lipid extension. As in Fig. 9.3,
the height of the center of mass for three sections of αS was calculated for
the three systems where the tails were extended. Line colors are consistent
with Fig. 9.3. The membrane-insertion depth is consistent with non-extended
HMMM membranes; however, the ﬂuctuation of the penetration depth for a
given trajectory is reduced. Over the last 15 ns of trajectory for a 5-carbon
HMMM bilayer, the standard deviation of the insertion depth is 1.8 A˚ for a single
trajectory. Once the HMMM bilayer is extended to 9-carbons, the deviation in
insertion depth is only 1.3 A˚ over 15 ns. This indicates overall reduction in
membrane ﬂexibility with increasing acyl-tail length.
9.3.2 Bending of αS in its membrane-bound form
Prior atomistic simulations have quantiﬁed the degree of helical bending along
the length of αS by measuring a local kink angle (θk) as deﬁned in sec-
tion 9.2.3.399 This angle is designed to measure the local helical structure.
Values near 10 degrees are expected for a prototypical α-helix, while larger
values indicate a local helix-kink. Figure 9.6 shows that, in a typical trajectory,
the N- and C-helices of αS are comparatively straight with only small kinks
along the α-helices. In fact, αS only shows large kinks near the U-link region,
residues 34–44 (Fig. 9.7). Qualitatively, the structures that emerge consistently
are two stiﬀ helical segments, linked together by the ﬂexible U-link region where
θk values are more varied and diverse. This qualitative description of αS helix
dynamics within the HMMM membrane is consistent with prior experimental
and computational studies, in which membrane-bound αS was predominantly
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Figure 9.6: Local kink angle (θk). The local kink angle is deﬁned as the average
of the angle formed by the intersection of the vectors connecting the α carbon of
residues i− 4, i, and i+4 over the last 15 ns of simulation. The results for each
simulation are given their own color, and the average and standard deviation
of the local helix angle per residue are shown with a thick black line. Panel (a)
focuses on the N-helix region and likewise (b) focuses on the C-helix.
helical.380–386,399
Another important structural aspect of αS is the inter-helix angle (θh)
formed between the two comparatively stiﬀ N- and C-helices. In the proposed
extended conformation of αS, the angle formed by the junction of the N- and
C-helices would be nearly 180 degrees. Instead, NMR structures from micelles
have shown the angle to be between 20 and 30 degrees. Coarse-grained simula-
tions and titration calorimetry have observed populations of both states,391,401
but atomistic simulations have not been able to capture this conformational
diversity.399 From our population pool of 20 membrane-bound αS simulations
originating from the same NMR structure, we obtain a diverse set of inter-helix
angles (Fig. 9.8). The ﬁnal frames of the 20 simulations are presented graphically
in Fig. 9.9. Broadly speaking, two populations are present in the simulations.
The predominant population, comprising Simulations 3–17, is where θh never
exceeds 47 degrees, consistent with the initial NMR structure. In a minority of
cases, comprising Simulations 1, 2, and 18–20, θh rises over the course of the
simulation, approaching 90 degrees. In the particular case of Simulations 18–20,
θh increases due to the N-helix interacting with both leaﬂets across the peri-
odic image while the C-helix interacts with a single leaﬂet. This is a simulation
artifact that likely has little meaning for αS function in vivo, aside from demon-
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Figure 9.7: Local kink angle (θk). θk is deﬁned as the average of the angle
formed by the intersection of the vectors connecting the α carbon of residues
i − 4, i and i + 4 over the last 15 ns of simulation when αS is fully inserted.
The results for each simulation are given their own color, and the average and
standard deviation of the local helix angle per residue are shown with a thick
black line. θk for all residues in αS is shown. Typically, θk is approximately
10◦, the result of a non-integer number of residues per turn for an α-helix, with
deviations from that equilibrium stemming from real helical curvature.
strating the ﬂexibility of the broken helix conformation of αS. For simulations
1 and 2, the increase in θh occurs as the αS monomers are inserting into the
membrane, suggesting that interactions with the membrane interface can drive
changes in the structure of αS away from the initial broken-helix conformation
taken from NMR structures, and towards the extended conformation seen on
bilayers. While the θh does not cross the 47 degree threshold in Simulations 3
and 4, the N-helix and C-helix are well-separated from one another in the end
state, suggesting that these simulations may also be transitioning towards an
extended-helix conformation.
Extending simulations 1, 2 and 9, after membrane extension, conﬁrms that
θh was not impacted by acyl-tail length. The θh values within the extended
membrane simulations (Fig. 9.10) are approximately constant, varying within
10◦ of their initial values over the 15 ns of extended simulations. The low vari-
ability of θh in the extended membrane suggests that the observed states where
θh is larger, and the αS monomer is transitioning towards an extended state,
are stable within a bilayer composed of longer lipids, and given longer sampling
times, might result in a fully extended structure. Our interpretation is that the
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Figure 9.8: Inter-helix angle (θh). θh is deﬁned by the angle between the two
vectors formed by a linear interpolation of the α carbons of the N- and C-helices.
The time series for each independent simulation are presented using a diﬀerent
color. Two distinguishable states emerge, a horseshoe-like state where θh never
exceeds 47◦, and a semi-extended state where the inter-helix angle approaches
a right angle.
HMMM representation of the membrane, with its inherently more ﬂuid mem-
brane, allowed us to escape the kinetic trap that conﬁned previous atomistic
simulations to sample only the broken-helix state.
9.3.3 Membrane Interaction and Linearization of αS
αS binds to negatively charged membranes, but not to neutral membrane com-
ponents.369,372 This implies the existence of speciﬁc interactions between αS
side-chains and negatively charged lipids in the membrane, interactions that
may play a role in the linearization of αS. Taking advantage of the atomistic
nature of the HMMM model we track the detailed interactions between the lipid
headgroups and αS, which might be responsible for the angular response of αS.
Given the conformational ﬂexibility of αS, observation of the same exact inter-
actions over 20 independent trajectories is extremely unlikely, and so instead
we are tasked to any pattern of interaction that might inﬂuence whether an in-
dividual trajectory will transition towards an extended conformation or remain
in the original broken-helix conformation observed in NMR experiments.380–382
Using the metric of lipid contact number to highlight regions of αS that
interact extensively with the PS and PC headgroups of the membrane, it is
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Figure 9.9: Conformational heterogeneity of αS in membranes. The ﬁnal con-
formations of αS from the 20 independent membrane binding simulations, as
viewed from above the membrane. Each representation is colored consistently
with Figs. 9.3 and 9.8, with the N-helix in the lower right quadrant and darker
than the C-helix in the upper left quadrant of the subplot, which results after
aligning the structures in the membrane plane. Red borders around a state
indicate simulations where the N-helix interacted across the periodic boundary.
Secondary structure was assigned with STRIDE.405
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Figure 9.10: Inter-helix angle (θh) after lipid tail extension. θh is deﬁned as the
angle between the two vectors formed by linear interpolation of the α carbons
of the N- and C-helices. The time series for each independent simulation are
presented using a diﬀerent color. The variability of θh decreases with the longer
tails present as compared with the variation seen in the short-tailed case.
possible to elucidate some general trends (Fig. 9.11 for PS contacts and Fig. 9.12
for PC contacts). In Simulations 1–4, where the N- and C-helices are well-
separated and represent a semi-extended helix, there are clear interactions along
the interfacial edges between the N- and C-helices and PS headgroups. For
Simulations 5–17, which represent a membrane-bound broken helix of αS, there
are demonstrably fewer PS contacts along the inner face (Fig. 9.11). Tabulating
the contact numbers by residue (Tab. A.1 for PS, Tab. A.2 for PC), an increase
in the total number of contacts for Simulations 1–4 relative to Simulations 5–17
becomes evident, which is a result of the greater surface area exposed in the
semi-extended conformation of αS. The increase is greater in the number of PS-
Lys contacts formed in the semi-extended state (Sim. 1–4), suggesting that there
is a possibility for salt-bridges to form between the N- and C-helices that would
stabilize the broken-helix conformation found in the NMR structure. These
interactions would need to be disrupted before linearization of the broken-helix
conformation could take place.
Evidence of such interactions can be found in the broken helix trajectories
from Simulations 5–17, where contacts are observed to form between the N- and
C-helices. The observed bonding patterns, as exempliﬁed in Fig. 9.13, are not
unique, and result in diﬀerent topological constraints on the protein. Depending
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Figure 9.11: PS-contact map. A top view of the protein in its ﬁnal state (a view
equivalent to Fig. 9.9) where each atom has been color coded according to the
number of contacts with PS-headgroups over the last 15 ns of simulation (blue
for no contacts, green for some, and red for many). The resulting Quicksurf143
surface highlights speciﬁc interaction sites on the protein.
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Figure 9.12: PC-contact map. A top view of the protein in its ﬁnal state where
each atom has been color coded according to the number of contacts with PC-
headgroups over the last 15 ns of simulation (blue for no contacts, green for
some, and red for many).
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Figure 9.13: Representative inter-helix hydrogen bonds stabilizing the horse-
shoe conformation. Snapshots are color-coded and labeled according to the
simulation of origin. Prevalent hydrogen bonds between residues on the N- and
C-helices are highlighted in green, and the interacting side-chains are labeled
and shown with the following color mapping: carbon atoms are cyan, oxygen
atoms are red, nitrogen atoms are blue, and hydrogen atoms involved in hydro-
gen bonding are shown in white. All other atoms are omitted for clarity. Note
that the K21–E61 interaction is the most prevalent, appearing in Simulations
7, 11, 13, and 15 (13 and 15 not shown).
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on small rotations along the helical axes, diﬀerent hydrogen bonds between
the N- and C-helices form. The hydrogen bonds are largely conﬁned to the
same range of residues, between charged residues in the 54–62 range and polar
ones from residues 21–28. For a transition towards an extended conformation,
these interactions must be replaced with equally favorable ones, such as the
interactions to the surrounding lipids. The access of these alternative bonding
partners to the protein promotes the transition between the broken-helix and
extended-helix membrane-bound αS conformations.
9.4 Conclusion
In this study, we employed atomistic MD simulations to arrive at an unbiased
pool of αS monomers bound to lipid bilayers, and to investigate the dynamics
of its membrane-bound form. By leveraging the accelerated sampling of an al-
ternative membrane representation allowing for repeated (20) simulations, we
not only capture the conformational heterogeneity of membrane-bound αS in
independent simulations, we also collect suﬃcient data to report for the ﬁrst
time the inﬂuence of membrane interactions on the conformational states of αS
at an atomistic level of detail. Furthermore, in a number of simulations, αS was
found to undergo a transition from the initial broken-helix conformation, which
was adopted from the starting NMR structure, to a semi-extended conforma-
tion. The observed transition, which is suggested to occur at equilibrium,389–391
implies that prior atomistic simulations may have underestimated the natural
variability within the membrane-bound structure of αS. The transition between
the broken- and extended-helix conformations would likely also occur in a con-
ventional model bilayer, but the timescale needed would be much longer than
those currently achievable by atomistic simulations. Indeed, inducing complete
transition to a fully extended state in an atomic simulation to obtain a free
energy proﬁle requires sampling timescales that are currently inaccessible. Un-
der equilibrium conditions, these transitions are stochastic events, and can only
be captured with methods and models oﬀering more robust sampling. Using
our previous estimate of the increased sampling rate of a peripheral protein in
an HMMM bilayer, the simulations here might be roughly equivalent to 6–8µs
of equilibrium simulation of an αS monomer in a conventional membrane with
a comparable lipid composition. It has to be noted, however, that while the
dynamics of the lipids have been enhanced with the application of the HMMM
membrane, the conformational dynamics of the protein component, though less
hampered by the slow lipid dynamics here, are still governed by molecular events
that continue to be slow, such as protein folding, which are best sampled using
coarsegrained approaches.401 Therefore, even with the HMMM membrane, we
have not be able to capture the entire process of membrane-induced conforma-
tional changes in αS, although we have isolated speciﬁc interhelical hydrogen
bonds that can stabilize the broken-helix conformation.
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10 Isoform Dependence of
Synaptotagmin Membrane
Binding to Anionic
Phospholipids†
10.1 Introduction
Synaptotagmins (Syt) are peripheral membrane proteins known to play a central
role in facilitating vesicle release, mediating incoming Ca2+ signals to trigger
the fusion of vesicles to the plasma membrane and releasing vesicular contents
as part of the SNARE complex.406–409 There are at least 17 Syt isoforms found
throughout the body, and 16 of them share the same overall topology of a single
transmembrane helix and two peripheral C2 domains.409 Each is believed to
fulﬁll a speciﬁc role, likely in the mediation of the release of vesicles containing
diﬀerent products (i.e., hormones, neurotransmitters) when exposed to a Ca2+
inﬂux409–411 by binding to anionic phospholipids.412
These functional niches are delineated not only by cell type, but also by
their required binding kinetics. Syt-1 is found primarily in nerve cells,413 and
is responsible for the rapid, synchronous release of neurotransmitters after an
increase in intracellular Ca2+ concentration brought about by an action poten-
tial.414,415 Syt-7, in contrast, is thought to play a role in the slow, asynchronous
release of neurotransmitters in the brain, as well as Ca2+-controlled release of
insulin from the pancreas.416–420 Experiments suggest that the functional dif-
ferentiation of Syt isoforms is a result of diﬀerent membrane-binding modes of
the peripheral Ca2+–binding region of Syt,421 known as the C2 domain, which
is composed of the C2A and C2B subdomains. Despite very similar structures
of the C2 domains, C2A from Syt-1 was measured to have a membrane dissocia-
tion rate that is an order of magnitude faster than the C2A domain of Syt-7.421
Clearly the interaction between the diﬀerent isoforms and the membrane must
diﬀer so that each isoform is tailored to its speciﬁc biological niche.
Our approach is to use the unrivaled simultaneous spatial and temporal
resolutions of atomistic molecular dynamics (MD) simulations to investigate
the membrane interactions responsible for the diﬀerential association kinetics
between the two isoforms. Through MD simulations of initially unbound C2
domains above a bilayer, we arrive at an unbiased population of membrane-
bound C2 domains. To accelerate lipid reorganization around the inserting Syt
†This work is in preparation for submission as a research article, under the supervision of
Emad Tajkhorshid.
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and promote rapid insertion, we have employed the HMMM bilayer model.222
The HMMM model accelerates lateral lipid diﬀusion and insertion by replacing
the membrane interior by an organic solvent222,241 while retaining an accu-
rate energetic description of the membrane periphery.226 This approach mimics
prior studies on other peripheral membrane proteins,223–225 including a study
on membrane curvature generation by the C2 domains of Syt-1.238
This approach permits a thorough characterization of the interactions be-
tween each C2 domain and the membrane, including the binding depth and
orientation of each C2 domain, and a comprehensive accounting of the protein-
membrane contacts made over the course of the simulations. Through this
analysis, the primary diﬀerence between Syt-1 and Syt-7 is observed to occur
in the C2A domains, where the number of close contacts with anionic head-
groups is nearly doubled in the case of Syt-7, and the residues in loop 1 insert
more deeply into the bilayer due to a number of subtle changes in protein se-
quence. Through replica exchange umbrella sampling122 (REUS) simulations,
we demonstrate that these additional contacts increase the energetic cost of un-
binding the Syt-7 C2 domains from the bilayer. These ﬁndings delineate how
subtle sequence changes between Syt-1 and Syt-7 lead to their diﬀerent observed
vesicle release proﬁles, as the additional contacts formed between Syt-7 C2 do-
mains and bilayer retard unbinding and maintain the proximity of the vesicle
to the membrane to which it will fuse.
10.2 Methods
10.2.1 Equilibrium Simulation
The basis for the simulations are a set of 20 membrane-binding simulations
of a single C2 domain to a HMMM222 bilayer composed of a 1:1 mixture of
phosphatidylserine (PS) and phosphatidylcholine (PC) headgroups. This ra-
tio was chosen as an approximation of the anionic membrane microenviron-
ment, accounting for PS clustering by Ca2+422 and possible domain formation
by increasing its concentration in the membrane above the bulk average used
experimentally. The C2 domains were taken from available pdb structures (Ta-
C2 domain PDBID Species Ca2+
Syt-1 C2A 3F04 Human 3
Syt-1 C2B 1K5W Rat 2
Syt-7 C2A 2D8K Human 3
Syt-7 C2B 3N5A Mouse 3
Table 10.1: Starting pdb structures used for membrane binding, including the
number of bound Ca2+ ions.
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Figure 10.1: Initial structure example, speciﬁcally for Syt-1 C2A. As shown,
each protein (gray cartoon with blue, green, and red highlights for loops 1–3)
was placed above a HMMM bilayer with a 1:1 ratio of PS:PC headgroups (sticks)
with a 1,1-dichloroethane core (yellow surface) and surrounding water and ions
(blue surface). Ca2+ ions (white outlined spheres) were added to structures as
required.
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ble 10.1).423,424 Ca2+ was added to both C2A domains, where the structures
used did not contain Ca2+, by using the 4 Ca2+ ions of Syt-7 C2B as a tem-
plate. Short, 15 ns simulations of all C2 domains in solution suggested that only
3 of these ions form stable interactions with the Ca2+-binding loops, and the
additional Ca2+ were discarded, which is agreement with the current consensus
on the Ca2+-binding stoichiometry.408,419 20 independent membranes were gen-
erated in a two step process. First, a square model conventional membrane was
generated using CHARMM-GUI43,44,155 with 70 A˚ sidelengths, using a 1:1 ratio
of PS and PC headgroups and a target lipid density of 75 A˚2/lipid. This lower
density permits insertion in ﬁxed-area ensembles used with the HMMM222 and
has been a good estimate in the past.223,224 This membrane was converted into
an HMMM by removing the tail past C5 and placing 3 dichloroethane molecules
for every 14 carbons removed in order to conserve acyl-tail volume. The inde-
pendent membranes were combined with the C2 domains oriented with their
long axis parallel to the membrane normal and their Ca2+-binding loops ori-
ented closest to the membrane approximately 5 A˚ distant, similar to the setup
used in earlier exploration of Syt-1 C2A binding with the HMMM.238 These
systems were then solvated and ionized with the SOLVATE and AUTOIONIZE
plugins within VMD25 to a ﬁnal dimension of 70 × 70 × 145 A˚ and a 150mM
KCl concentration (Fig. 10.1).
Each replicate was simulated for a total of 55 ns (5 ns equilibration, 50 ns
production) using NAMD 2.93 using the CHARMM 36 protein54,425 and lipid74
force-ﬁelds and TIP3 water.160 During the equilibration, the protein backbone
heavy atoms were constrained to their initial positions with a 0.1 kcal/mol/A˚2
force constant, and this constraint was lifted for production. Non-bonded forces
were calculated with a 12 A˚ cutoﬀ (10 A˚ switching distance). Long-range elec-
trostatic forces were calculated using the particle mesh Ewald method.105,106 A
Langevin thermostat using γ = 1ps−1 maintained the system temperature at
310K. Pressure was maintained at 1 atm along the membrane normal using a
Nose´-Hoover piston101,102 with period and decay of 200 fs in a ﬁxed area en-
semble. The ﬁxed area ensemble is required by the low surface tension of the
surfactant-like short-tailed HMMM lipids.
10.2.2 Analysis
In a comparative study such as this one, it is critical to establish the alignment
between diﬀerent elements of the C2 isoforms. While the sequence similarities
are quite high (Table 10.2), the sequence lengths diﬀer between species, lead-
ing to potential confusion with respect to which numbering scheme to use. For
consistency, the residue numbers reported here are all with respect to the se-
quence alignment of Syt-7 found in humans (Figs. 10.2 and A.1). This “relative”
residue numbering is used to align the C2 domains within our analysis, and is
used consistently throughout the text. To convert from this “relative” residue
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Human — 97.3 99.7 100.0 99.7 99.2 99.2 67.2 52.9 53.1
Chicken 96.7 — 97.1 97.3 97.1 96.6 96.6 66.9 52.8 53.1
Orangutan 99.7 95.4 — 99.7 99.5 99.0 99.0 67.3 52.7 53.0
Macaque 100.0 95.7 99.7 — 99.7 99.2 99.2 67.5 53.0 53.2
Cow 99.7 95.4 99.5 99.7 — 99.5 99.5 67.2 52.9 53.1
Mouse 97.8 94.2 97.6 97.8 98.0 — 100.0 67.2 52.7 53.0
Rat 98.0 94.5 97.8 98.0 98.3 99.7 — 67.2 52.7 53.0
C. Elegans 56.3 56.1 56.3 56.5 56.3 56.2 56.2 — 54.5 54.7
Human 36.2 36.7 36.0 36.2 36.2 36.2 36.2 36.4 — 99.2
Mouse 36.2 36.7 36.0 36.2 36.2 36.2 36.2 36.9 98.2 — %
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Table 10.2: Sequence identity and similarity between the full sequence of Syt-1
(blue labels) and Syt-7 (red labels) across diﬀerent species. The sequences for
each species were obtained from Uniprot,426 with P21579, P47191, Q5R4J5,
Q60HC0, P48018, P46096, P21707, P34693, O43581, and Q9R0N7 as the re-
spective sequence codes.
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Human ALDMGGTSD HRKTLN FDRFSKHD KMDVGGLSD KKNTLN YDKIGKND
Chicken ALDMGGTSD HRKTLN FDRFSKHD KMDVGGLSD KKNTLN YDKIGKND
Orangutan ALDMGGTSD HRKTLN FDRFSKHD KMDVGGLSD KKNTLN YDKIGKND
Macaque ALDMGGTSD HRKTLN FDRFSKHD KMDVGGLSD KKNTLN YDKIGKND
Cow ALDMGGTSD HRKTLN FDRFSKHD KMDVGGLSD KKNTLN YDKIGKND
Mouse ALDMGGTSD HRKTLN FDRFSKHD KMDVGGLSD KKNTLN YDKIGKND
Rat ALDMGGTSD HRKTLN FDRFSKHD KMDVGGLSD KKNTLN YDKIGKND
C. elegans GMDMSGTSD HRKTLN FDRFSKHD KMDVGGLSD KKCTLN YDKLGSND
Human AKDFSGTSD KRKNLN YDRFSRND AMDIGGTSD MKRNLN KDKLSRND
Mouse AKDFSGTSD KRKNLN YDRFSRND AMDIGGTSD KKRNLN KDKLSRND
Loop 1 Loop 2 Loop 3 Loop 1 Loop 2 Loop 3
C2A C2B
Figure 10.2: Loop deﬁnitions for loops 1-3 of Syt isoforms, including their se-
quences across many diﬀerent species. Syt-1 sequences are labeled in blue, while
those from Syt-7 are labeled in red. The labeled loops use a numbering scheme
based on their alignment to the sequence of human Syt-7.
to the actual residue in Syt-1, add 7 to the relative residue.
Many analyses performed using VMD,25 such as measuring root mean square
deviation (RMSD) or membrane penetration depth, are widely used in the ﬁeld,
and are simple geometric analyses. However, membrane penetration depth alone
did not adequately delineate the role of the anionic PS headgroups, so we have
also included a “native contacts” measurement using the same formulation orig-
inally used for protein-folding studies,141 and discussed extensively in chapter
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3. Speciﬁcally, given a distance x between a heavy atom in the C2 domain and
a heavy atom in the lipid, we have deﬁned a contact (C) as:
C(x) =
1
1 + exp
(
5 A˚
−1 (
x− 4 A˚
)) (10.1)
In this deﬁnition, a distance between heavy atoms of 3 A˚ is a nearly full contact
(∼ 1), a 4 A˚ distance is half a contact, and 5 A˚ is almost not a contact. All
distances above 5 are 0 because of how contacts pairs were initially isolated
to make the computation tractable, which has a negligible impact on the sum.
In this manner, close contacts, indicative of stronger interactions, are weighted
more heavily than weaker contacts that are more distant and contribute less
to the overall stability. This coordinate eﬀectively replaces a traditional cutoﬀ-
based contact, and has previously been used to evaluate contact speciﬁcity in
other peripheral-protein systems.224 This deﬁnition can also be used to isolate
the identity of which speciﬁc atoms are involved in the interaction, a feature we
will exploit in our exploration of Syt C2 membrane binding.
10.2.3 Replica Exchange Umbrella Sampling
In order to go beyond the qualitative description of contacts, replica exchange
umbrella sampling122 simulations (REUS, also called hamiltonian replica ex-
change427 or bias exchange umbrella sampling428,429) were conducted to deter-
mine the binding free energy proﬁle of each C2 domain to the bilayer, using
a methodology similar to that applied recently to membrane transporter sys-
tems.428,429 The chosen reaction coordinate is critical for these simulations, and
ideally should have well-separated states along the reaction coordinate. Thus,
using the z-coordinate of the center of mass, as is common for computing the
free energy proﬁle across the membrane, is inappropriate for this system due
to its dependence on the orientation of the C2 domain causing discontinuous
sampling, a problem that has been noted in other systems.430 Using the con-
tact formulation from Eq. (10.1) as inspiration, the contact number between the
membrane and C2 domain was used as the reaction coordinate, as implemented
by the collective variables (colvars) module35 of NAMD.3
C (g1, g2) =
∑
i∈g1
∑
j∈g2
1−
(
|xi − xj | /10A˚
)8
1−
(
|xi − xj | /10A˚
)16 (10.2)
Here, g1 is the set of phosphorus atoms in the membrane, and g2 is the set
consisting of both protein Cα and side-chain oxygen or nitrogen atoms, and the
contact sum changes with the distances between them. The functional form
of Eq. (10.2) diﬀers from that of Eq. (10.1) due to details in implementation
and computational eﬃciency. As implemented, the colvars module computes
the value of the collective variable on a single processor, meaning that overall
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simulation performance for collective variables that use many atoms will suﬀer
tremendously as a result of Amdahl’s Law.431 Thus, our reaction coordinate
must simultaneously result in an unbound structure as the number of contacts
goes to zero while minimizing the number of atoms involved in its deﬁnition.
Thus, in addition to a longer cutoﬀ, the REUS simulations use only one atom
from each lipid is used in the contact deﬁnition, and most of the atoms in the
C2 domains do not contribute to the sum.
The REUS simulations were carried out with 40 umbrellas per C2 domain to
describe the reaction coordinate. The replicas were initially tested for 250 ps us-
ing an equidistant distribution of replicas across the reaction coordinate, ranging
from 0 (unbound) to the maximum value observed during the binding simula-
tions. From these short simulations, approximately equally spaced optimized
umbrella centers were determined using the method of Sabri Dashti and Roit-
berg.121 Initial positions for each umbrella were taken from the 20 binding sim-
ulations. Frames from the binding simulations were chosen such that each sim-
ulation contributed one frame, determined to be closest to the umbrella center,
to both the top and bottom half of the umbrella ladder that spans the reac-
tion coordinate (ie. each of the 20 binding simulations contributed a frame to
ﬁll umbrellas 1-20 and another to populate 21-40). Due to their rapid con-
vergence relative to conventional umbrella sampling simulations,124,429 REUS
simulations were carried out for 10 ns per window using the same force-ﬁeld
as for the binding simulations. Error bars were estimated by using Bayesian
reweighting combined with Gibbs sampling, based on the work of Habeck432
and Bartels.433
10.3 Results
There are three primary avenues of analysis: (1) general characterization of
the binding depth and orientation of C2 domains after insertion, including ex-
perimental comparisons, (2) a speciﬁc enumeration of the interactions formed
between each C2 domain and the anionic bilayer, and (3) a determination of the
free energy of unbinding for Ca2+-bound C2 domains. Each of these analyses
will be discussed in turn in the sections that follow.
10.3.1 Binding Depth and Orientation
An early hypothesis as to the mechanism of the observed diﬀerence in kinetics
between the C2A domains of Syt-1 and Syt-7 was that the diﬀerent sequences
between the two isoforms caused Syt-7 to embed deeper into the bilayer. This
hypothesis, at least with respect to the C2A domains originally studied,421 is
supported by the observed insertion depths computed from our trajectories
(Fig. 10.3 and Table 10.3). The loops 1 and 3 were observed to insert into
the membrane, with loop 3 inserting deeper than loop 1 such that the center of
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Figure 10.3: Syt membrane-insertion depths. (A) Mean per residue height from
the membrane, as measured by the position of the residue’s α-carbon relative
to the membrane phosphorus atoms. The relative residue numbers are with
respect to the generalized Syt sequence, with their respective loop regions of
their C2 domains highlighted. Here, blue points are for Syt-1, red points are for
Syt-7. (B) Mean penetration depth timeseries, as measured by the position of
the center of mass of each loop region, including side-chains. The mean position
of the membrane phosphate groups is shown for contrast (black line). The mean
depth over the last 50 ns are reported in Table 10.3. Lighter colored lines above
and below the darker mean line represent the minimum and maximum insertion
depth observed over all 20 replicates. Colors signifying each loop region are
consistent across both ﬁgures; loops 1–3 are blue, green, and red, respectively.
Overall Loop 1 Loop 2 Loop 3
Syt-1
C2A 3.6(1) −3.3(2) −7.1(2) 3.5(1)
C2B 3.7(1) −0.8(1) −5.4(2) 3.6(1)
Syt-7
C2A 4.1(1) −2.1(1) −4.8(1) 3.7(1)
C2B 5.7(1) 1.7(1) −4.7(1) 5.5(1)
Table 10.3: Mean penetration depth (in A˚) over the last 50 ns of the trajectory,
measured as the position of the center of mass of each loop region, including
side-chains, relative to the average membrane phosphate height. This is directly
comparable with Fig. 10.3B, with the exception of the “overall” column, which
should be compared with Figs. 10.4–10.7. The overall column monitors the
mean of the deepest loop penetration at any one time, the identity of which
diﬀers depending on the simulation.
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Figure 10.4: Timeseries of the maximum membrane penetration for each of the
20 Syt-1 C2A membrane-insertion trajectories. In each subpanel, the timeseries
of a single simulation is shown in black, while the remaining simulations are
shown in blue for context. For each timeseries, the penetration depth was
determined by taking the center of mass of the deepest inserted loop as in
Table 10.3, usually loop 3. Note that positive values indicate deeper membrane
penetration.
mass was below the phosphate plane. Insertion of loops 1 and 3 is consistent
with available experimental observations.434–436 Within the simulations, loop
2 and the termini of each C2 domain come into contact with the membrane,
but they do not insert into it. In general, the penetration depths for Syt-7 are
1-2.5 A˚ deeper than those for comparable C2 domains in Syt-1. The deeper
mean penetration of Syt-7 C2B is expected to increase the energetic barrier to
dissociation of the domain from the membrane.
The diﬀerent penetration depths are broadly consistent (Fig. 10.8) with avail-
able membrane penetration measurements of independent C2 domains using
site-directed spin-labeling.434–436 The uncertainties in the experimental com-
parison models are quite large. It is experimentally challenging to measure in-
sertion depth,437 and computationally there is a wide variety of depths reported
for each residue in our simulations (Fig. 10.3A). Despite these challenges, for
C2A domains, the trendline has a slope near 1 and an intercept that is small,
suggesting that the HMMM is accurately representing the mean behavior of the
insertion depths, potentially overestimating the membrane penetration depth
by only 1-2 A˚. By comparison, a full membrane simulation comparison for Syt-7
C2A has an intercept of -4 A˚ with larger slopes,438 highlighting how slow it is
142
Figure 10.5: Timeseries of the maximum membrane penetration for each of the
20 Syt-7 C2A membrane-insertion trajectories. In each subpanel, the timeseries
of a single simulation is shown in black, while the remaining simulations are
shown in red for context. For each timeseries, the penetration depth was deter-
mined by taking the center of mass of the deepest inserted loop as in Table 10.3,
usually loop 3. Note that positive values indicate deeper membrane penetration.
to arrive at an inserted conformation when the lipids are slow to move out of
the way of the inserting species.241 For C2B, where penetration depth data only
exists for Syt-1, we see two subtrends corresponding to the two loops selected for
experimental depth comparisons, whose slope is less than one. The slope below
unity indicates that the simulation geometries and the model diverge, and that
one model is tilted more with respect to the membrane than the other. It should
be noted that the insertion model for C2B is based on fewer measurements than
the model in C2A, and the spin labeled C2B domains had reduced aﬃnity to
the membrane,435 increasing the uncertainty in the orientation.437
In this study, the C2A and C2B domains were simulated independently
from one another; however, the height for each residue above the membrane
(Fig. 10.3A) is nearly continuous between C2A and C2B. EPR experiments and
crystal structures have suggested that C2A and C2B bind to opposite bilayers in
an anti-parallel arrangement.439,440 Our simulations suggest that both ends of
linker region are drawn to the membrane surface, and that a parallel orientation
of the two C2 domains may also be possible, consistent with the observed syner-
gistic membrane binding of C2A and C2B in separate experiments,441 although
the nature of the simulations performed cannot address this question directly.
Indirect measures also support a parallel orientation for both C2 domains
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Figure 10.6: Timeseries of the maximum membrane penetration for each of the
20 Syt-1 C2B membrane-insertion trajectories. In each subpanel, the timeseries
of a single simulation is shown in black, while the remaining simulations are
shown in green for context. For each timeseries, the penetration depth was
determined by taking the center of mass of the deepest inserted loop as in
Table 10.3, usually loop 3. Note that positive values indicate deeper membrane
penetration.
relative to the membrane normal. In measuring the tilt angles relative to the
membrane normal from the initial conﬁguration (Fig. 10.9), we observe that
the C2 domains of each isoform have similar distributions to one another, but
diﬀerent distributions between isoforms, with Syt-1 tilting more than Syt-7.
Mechanistically, the increased tilt is due to the polybasic strand of Syt-1 forming
better interactions with the anionic PS headgroups, as speciﬁc replacements
common to C2 domains of Syt-7 (see positions 185 and 318 of Fig. A.1) are less
drawn to the membrane and thereby induce a smaller tilt. The similarity of tilt
angles for C2 domains of the same Syt isoform would simplify the formation of
contacts between adjacent C2 domains, such as those that have been measured
via AFM and FRET in Syt-1,442 by having compatible tilts that would maximize
the interfacial area between them and promote contact formation. However, as
the binding kinetics of Syt-7 constructs with both a C2A and a C2B domain are
independent of linker length,443 suggestive of no contacts between C2 domains,
it is unclear how prevalent interdomain contacts are in Syt isoforms in general.
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Figure 10.7: Timeseries of the maximum membrane penetration for each of the
20 Syt-7 C2B membrane-insertion trajectories. In each subpanel, the timeseries
of a single simulation is shown in black, while the remaining simulations are
shown in orange for context. For each timeseries, the penetration depth was
determined by taking the center of mass of the deepest inserted loop as in
Table 10.3, usually loop 3. Note that positive values indicate deeper membrane
penetration.
Syt-1 C2A Syt-7 C2A Syt-1 C2B Syt-7 C2B
Residues PS PC PS PC PS PC PS PC
Before Loop 1 8.4 19.3 26.6 17.4 6.9 4.7 17.7 6.8
Loop 1 17.0 17.8 27.2 19.2 20.2 15.2 14.6 13.1
Between Loops 1 & 2 36.4 6.0 31.8 8.1 48.6 8.3 51.7 12.8
Loop 2 18.6 7.0 31.2 5.7 13.5 6.2 16.8 6.2
Between Loops 2 & 3 4.9 3.3 6.5 4.1 7.0 4.7 5.8 3.4
Loop 3 43.9 34.5 52.6 25.9 43.0 23.0 58.3 22.6
After Loop 3 5.2 2.5 16.5 14.2 22.2 8.5 27.5 11.9
Table 10.4: Contact integrals for each region of the C2 domain.
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Figure 10.8: Membrane penetration depths relative to phosphate determined
through the last 50 ns of HMMM simulations (y-axis) and available experimen-
tal results (x-axis). The determined datapoints are for the α-carbons of relative
residues 166–169 and 227–231, which are in loops 1 and 3 respectively. Compar-
ison data for Syt-1 C2A (blue), Syt-1 C2B (green), and Syt-7 C2A (red) were
taken from the membrane-bound models consistent with site-directed spin la-
beling experiments.434–436 The trendline, calculated as a linear regression from
the individual comparison sets, is reported as both a dashed line, but also with
its equation. The trendline for loops 1 and 3 independently within Syt-1 C2B
are reported as a green dotted line.
10.3.2 Synaptotagmin Membrane Contacts
Based on the simulation design, we cannot directly measure contacts between
adjacent C2 domains; however, we can explore the contacts made to the mem-
brane. Through this exploration, we observe a trend that the mean number of
contacts, as deﬁned by Eq. (10.1), increases going from Syt-1 to Syt-7 (Fig. 10.10
and Table 10.5), consistent with the observed slower unbinding for Syt-7.421 The
distribution of the contacts is heavily weighted towards the loops and the poly-
basic strand located just before loop 2 in the sequence, with other regions of the
C2 domains contributing minimally to the overall sum. In C2A, the diﬀerence
in the contact number comes primarily from loops 1 and 2, while in C2B, the
contact number diﬀerential is largest for loop 3 (Table 10.4). The contribution
of the polybasic strand is generally consistent between Syt-1 and Syt-7, but not
between C2 domains. This suggests that the loop regions are primarily respon-
sible for observed diﬀerences in binding kinetics between Syt-1 and Syt-7, as
is visible in the localization of the contacts in Fig. 10.11. The speciﬁc inter-
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Figure 10.9: Syt orientation change upon membrane binding. (A) Timeseries
of the mean (dark line), minimum, and maximum (light lines) tilt angle of C2
domains. A tilt angle of 0◦ is the initial state when the long axis of the C2
domain is co-linear with the membrane normal, and 90◦ would represent a C2
domain lying along the face of the membrane. (B) Distribution of tilt angles
over the last 50 ns of the simulations (highlighted in gray in (A)) for all 20
simulations. Each separate isoform has its own color: blue and green for the
C2A and C2B domains of Syt-1, and red and orange for the C2A and C2B
domains of Syt-7.
actions between the loops and the membrane will be detailed in the following
paragraphs.
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Figure 10.10: Cumulative contacts between C2A and C2B domains and respec-
tive membrane components. Eq. (10.1) describes the contact deﬁnition used.
Sections of the C2 domains corresponding to loops 1, 2, and 3 are highlighted in
blue, green, and red, respectively. The precise number of contacts contributed
by each loop is enumerated in Table 10.4.
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Syt-1 C2A Syt-7 C2A Syt-1 C2B Syt-7 C2B
Figure 10.11: Contact visualization for the four C2 domains. Each C2 domain
is shown as a gray cartoon representation, with the three loop regions colored
in blue, green, and red, respectively. Protein residues that make contacts with
the membrane in general are shown in a ball and stick representation, where
individual heavy atoms are colored according to the number of contacts formed,
with redder colors forming more contacts than bluer colors. Similarly, Ca2+
ions are shown as spheres utilizing the same coloration.
Loop 1 of C2 domains is characterized by two aspartic acids involved in
Ca2+ binding, but a more important sequence diﬀerence for membrane binding
precedes the aspartates in the sequence. In the Syt-7 C2A domain, there are two
major replacements relative to Syt-1 at positions 165 and 167 that contribute
to substantial contact diﬀerences (Table 10.5). K165 in Syt-7 C2A will be
drawn to the anionic membrane through interactions that are primarily with
the hydrophilic headgroups of the phospholipids. This, in turn pushes the F167
side-chain of Syt-7 C2A deeper into the membrane relative to the methionine
it replaces in Syt-1, forming more contacts with the lipid tails (Fig. 10.12).
For C2B domains, there were modestly more contacts made by Syt-1 to the
membrane, a result of a lysine at position 295 rather than an alanine as in the
other tested C2 domains. Since this replacement happened further upstream
at a position more distant from the membrane, it had a smaller eﬀect than the
substitution in C2A.
The trend for loop 2 is that it makes fewer contacts with the membrane
Figure 10.12: Breakdown of where speciﬁcally residues of loop 1 make contact
with PS (red) and PC (blue) lipids. (Left) Comparison for residue 165. (Middle)
Comparison for residue 167. (Right) Comparison for residue 168.
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Figure 10.13: Breakdown of where speciﬁcally residues of loop 2 make contact
with PS (red) and PC (blue) lipids. (Left) Comparison for residue 192. (Middle)
Comparison for residue 193. (Right) Comparison for residue 194.
A
Syt-1 C2A
H192
K231
B
Syt-7 C2A
K192
R231
Figure 10.14: Views of single trajectory snapshots of Syt-1 C2A (A) and Syt-
7 C2A (B) highlighting key diﬀerences in the binding interaction. The C2A
domains are drawn in a gray cartoon, except in loops 1–3, which are blue, green,
and red, respectively. Sidechains of relative residues 165, 167, 168, 192–194,
and 228–231 are drawn in outlined stick representations, while nearby HMMM
phospholipids are drawn similarly but without an outline. Speciﬁc interactions
between labeled side-chains and lipid are highlighted with a black dotted line
to represent a hydrogen bond formed between the two heavy atoms. Ca2+ ions
are the outlined white spheres. All hydrogens have been omitted for clarity, and
the DCLE molecules are represented by the yellow background.
than loop 1 or 3 do, and is why loops 1 and 3 and not loop 2 are found to
penetrate the membrane experimentally.434,436,442,444,445 However, in the C2A
domain of Syt-7, loop 2 makes approximately twice as many contacts to PS
as it does in any other C2 domain (Table 10.4). Loop 2 of the C2A domain
of Syt-7 has three consecutive basic residues, and these all form direct contact
with membrane phospholipid head groups. (Fig. 10.13). In the C2A domain
of Syt-1, by contrast, a histidine residue occupies position 192 rather than the
lysine in Syt-7, and it remains distant from the membrane during simulation
(Fig. 10.14). Again, Syt-7 speciﬁc sequence changes introduce a new point of
contact with the membrane, which further ampliﬁes the membrane interactions
of neighboring residues.
The Ca2+-binding loop 3 forms additional anionic contacts in both C2 do-
mains of Syt-7 through the selection of a diﬀerent basic residue at a single posi-
tion. In both Syt-1 and Syt-7, there is a basic residue at position 231, a lysine in
Syt-1 C2 domains, and an arginine in Syt-7. The diﬀuse positive charge of the
151
Figure 10.15: Breakdown of where speciﬁcally residues of loop 3 make contact
with PS (red) and PC (blue) lipids. (Top left) Comparison for residue 228. (Top
right) Comparison for residue 229. (Bottom left) Comparison for residue 230.
(Bottom right) Comparison for residue 231.
arginine forms additional interactions with surrounding anionic phospholipids,
at times interacting both with the glycerol and phosphate groups simultaneously
of a single PS headgroup, and at other times forming multidentate interactions
between two separate phospholipids (Fig. 10.14). The charge of lysine in Syt-
1 is more compact, and multiple interaction partners will repel one another
electrostatically over the comparatively short distance. Conversely, arginine is
known to be able to form more interactions with anionic membranes, particu-
larly multidentate hydrogen bonds to oxygen atoms within the lipid.446,447 The
additional contacts from the arginine in Syt-7 drive other residues in loop 3 to
form closer contacts with the membrane (Fig. 10.15).
The membrane contacts do not change the overall structure of the individual
C2 domains, with typical root mean square deviations (RMSD) of the backbone
of the beta sheets within Syt on the order of 1 A˚, although larger deviations
are observed for the C2A domain of Syt-7 (Fig. 10.16A). That is not to say
that the C2 domains are static entities, as there are sporadic structural changes
that occur during simulation, particularly for Syt-7 (Fig. 10.16B). These are
primarily localized to the loop regions of the protein (Fig. 10.16C). The largest
changes occur in the C2A domain of Syt-7, where loop 2 rotates as it comes into
contact with the membrane relative to the starting point in the NMR structure
where no Ca2+ is bound in solution. (Fig. 10.16).
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AC D
B
Figure 10.16: (A) Root mean square deviation (RMSD) of the C2 domain β-
sheet backbone atoms along the trajectories, with all 20 trajectories represented
by their own semi-transparent line color-coded according to C2 domain (blue
for Syt-1 C2A, red for Syt-7 C2A, green for Syt-1 C2B, and orange for Syt-7
C2B). (B) RMSD of the full C2 domain backbone along the trajectories, with
all 20 trajectories represented by their own semi-transparent line color-coded
according to C2 domain using the same color scheme as in A. (C) Per residue
RMSD and root mean square ﬂuctuation (RMSF) measured for the α-carbon
of the backbone averaged over the last 50 ns of the trajectories for Syt-1 (blue)
and Syt-7 (red). Residues corresponding to loops 1-3 are highlighted with blue,
green, and red semi-transparent backgrounds for both C2A and C2B domains.
(D) Structural comparison of a simulation structure (gray) and the original
NMR structure used for model construction (purple). Heavy atoms of residues
in loop 2 are shown in a stick representation, with the rest of the protein shown
as a cartoon for context.
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Figure 10.17: Unbinding free energy proﬁles for Syt-1 and Syt-7 C2 domains.
The reaction coordinate used is the contact deﬁnition optimized for computa-
tional speed Eq. (10.2), and as a result the labeled values at no contacts are the
unbinding free energies for the respective C2 domains. Each proﬁle is colored
according to the C2 domain: Syt-1 C2A and C2B domains are blue and green,
respectively, while the corresponding lines for Syt-7 are red and orange.
10.3.3 The Role of Ca2+ in Unbinding
Taken as a whole, the additional contacts formed between Syt-7 and the mem-
brane through the speciﬁc substitutions listed above are qualitatively consis-
tent with the observed slower unbinding kinetics of the C2A domain of Syt-7
relative to Syt-1.421 REUS supplements this qualitative understanding with a
quantitative assessment of the free energy cost associated with membrane un-
binding for the bound poses obtained from the unrestrained binding simulations
(Fig. 10.17), which correlate to the number of contacts observed in equilibrium
simulation (Fig. 10.18). The unbinding free energies are clearly higher for Syt-7
C2 domains, suggesting again that the Syt-7 C2 domains form stronger inter-
actions with anionic membranes than those in Syt-1. If we convert these cal-
culated unbinding free energies into binding aﬃnities, the C2 domains of Syt-1
have binding aﬃnities of approximately 10 and 700 nM for C2A and C2B, re-
spectively, compared with 50 and 10 pM for Syt-7. These aﬃnities are uniformly
lower than the measured aﬃnities in the µM range for Ca2+,448,449 suggesting
that Ca2+ unbinding from the C2 domain is an obligatory ﬁrst step to membrane
unbinding. Ca2+ unbinding is not expected to induce a large conformational
change,450 but would alter the electrostatic attraction between the anionic bi-
layer and the C2 domain, reducing the expected free energy cost for C2 domain
unbinding.
A complete description of the unbinding process would therefore include a
partial unbinding event where Ca2+ unbinds from the C2 domain, and further
unbinding would proceed down a reaction coordinate diﬀerent from the one
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Figure 10.18: Relationship between calculated unbinding free energies
(Fig. 10.17), and the mean number of contacts as measured by Eq. (10.1).
Contributions from PS (black) and PC (gray) are separated, with the dot-
ted trend line demonstrating the relationship. The slope of this trendline is
4.8 contacts/kcal/mol for PS, and 1.1 contacts/kcal/mol for PC.
used here. After unbinding, loops 1 and 3 would clearly undergo local confor-
mational changes as the aspartic acid residues are exposed to each other and
the bilayer surface without the Ca2+ ions to neutralize the environment. Due
to the timescale of Ca2+ unbinding and the unbinding-induced local conforma-
tional changes, it is impractical to pursue a complete computational description
of the unbinding process at this time.
Based on the shape of the free energy proﬁle, Ca2+ unbinding is expected
to take place after approximately 100 contacts have been broken (Fig. 10.17),
where the proﬁle becomes ﬂatter. These regions correlate with where Ca2+
accessibility increases, as measured by SASA (Fig. 10.19), and are representative
of a partially unbound state where Ca2+ unbinding takes place. In general, the
most weakly bound Ca2+ has the majority of the contacts with the membrane.
Since Syt-1 has fewer membrane contacts in this state, it dissociates more rapidly
from the membrane than does Syt-7, whose additional contacts may allow Ca2+
to rebind or promote fusion beyond the duration of cellular Ca2+ inﬂux.
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Figure 10.19: Solvent accessible surface area (SASA) distribution of the bound
Ca2+ ions bound to the C2 domains as a function of contact number during
the REUS calculations. The SASA was calculated using VMD,25 and excludes
Ca2+ contact surface with protein or lipid within a 1.4 A˚ probe radius. The
dotted line follows the maxima within the distribution as a function of contact
number.
10.4 Conclusion
Based on these results, we conclude that there is no single interaction that
is responsible for the diﬀerences in binding kinetics between Syt-1 and Syt-7
C2 domains. Instead, many smaller sequence perturbations work in concert to
cause more membrane contacts to be formed between Syt-7 and the bilayer when
compared against Syt-1. These include the addition of extra positive charges
and changing lysine residues to the bulkier arginine, which promote electrostatic
attraction to anionic bilayers. The additional attraction to the bilayer ampliﬁes
the eﬀect of other changes, by for instance causing F167 of Syt-7 to embed
deeper into the bilayer than the methionine it replaced, and by increasing the
contact of neighboring residues that are unchanged between Syt isoforms. With
these examples in mind, we hypothesize that these two isoforms diverged from
a progenitor Syt through happenstance, as part of the natural divergence of
protein sequences over the millennia.451
The net result of the additional contacts is an increased cost to unbind from
the membrane for Syt-7 C2 domains (Fig. 10.18). The dissociation discrim-
ination between Syt-1 and Syt-7 ﬁts with their physiological roles, and may
be related to the number of vesicles primed at the membrane interface at any
one time. Synaptic transmission mediated by Syt-1 is a fast and synchronized
process, with many thousands of vesicles all primed to release their contents
quickly at the arrival of an action potential. However, for any given action po-
tential, only a small fraction fuses with the plasma membrane due to the rapid
unbinding of Syt-1, and the size of the readily releasable pool is held approxi-
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mately constant. The slower unbinding of Syt-7 brought about by the increased
membrane contacts permits the smaller pools of other vesicles with less timing-
sensitive contents to be released as well, as the time Syt-7 stays bound to the
membrane after an Ca2+ signal increases to compensate for the smaller vesicle
pool.
The isolation of residues most closely involved in Syt membrane binding
points almost exclusively to residues near the Ca2+ binding loops as being crit-
ical for membrane binding, including loop 2 residues that have previously not
been implicated. Thus, we expect that developing a chimeric C2 domain that
splices together loops found in Syt-1 and Syt-7 would result in a C2 domain
that displays a binding kinetics phenotype intermediate to both Syt-1 and Syt-
7. Further engineering to induce additional positive charges near the loops or
larger hydrophobic anchors may generate C2 domains that can trigger reliable
Ca2+-mediated fusion at low protein copy numbers.
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11 Atomic Origins of the
Redox Potential Difference
of Quinones in Rhodobacter
sphaeroides†
11.1 Introduction
The reaction center (RC) of the photosynthetic bacterium Rhodobacter sphaeroides
is a model system for studying type II photosynthetic RCs. Its role in the
photo-reduction of quinone to quinol has been extensively studied453,454 and
well-established (Fig. 11.1). In brief, light excitation of a bacteriochlorophyll
dimer results in electron transfer through the A branch bacteriochlorophyll and
bacteriopheophytin monomers to the ubiquinone occupying the QA site (arrow
from P to QA in Fig. 11.1). The resulting anionic semiquinone, Q
−
A , exploits
the 60-80mV455,456 redox potential diﬀerence between QA and the secondary
quinone (QB) such that interquinone electron transport (the arrow between QA
and QB in Fig. 11.1) results in a new charge-separated state P
+Q−B . A second
light excitation of the RC further reduces the semiquinone in QB to quinol by
means of a proton-coupled electron transfer reaction. The weakly bound quinol
then dissociates from the RC and shuttles its electrons to the bc1 complex,
forming the basis for bacterial photosynthesis.
The origins of the redox potential diﬀerence between the QA and QB sites
necessary for interquinone electron transfer are unclear. Unlike in Rhodopseu-
domonas viridis, where the RC is believed to exploit the inherent redox poten-
tial diﬀerence457 of chemically distinct quinones,458,459 the QA and QB sites
of Rhodobacter sphaeroides RC are occupied by identical quinone molecules,
UbiQ-10 (ubiquinone-10, whose quinone head is 2,3-dimethoxy-5-methyl-6-
isoprenyl-1,4-benzoquinone). This suggests that the RC, through diﬀerent
interactions with the two quinones, tunes the redox potentials of the individual
UbiQ molecules. Previous DFT/EPR experiments have concluded that diﬀerent
orientations of the 2-methoxy group (but not the 3-methoxy group; Fig. 11.2)
in QA and QB are responsible for establishing the functional quinone redox
potential diﬀerence.460–462
Quinones that lack these methoxy groups, such as plastoquinone (2,3-
†This work has been published as a research article. Reprinted with permission from
J. V. Vermaas, A. T. Taguchi, S. A. Dikanov, C. A. Wraight, E. Tajkhorshid Redox
potential tuning through differential quinone binding in the photosynthetic reaction center
of Rhodobacter sphaeroides. Biochemistry 2015, 54, 2104–2116.452 Copyright 2015 American
Chemical Soceity.
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Figure 11.1: Electron transport pathway within the reaction center (RC) of
Rhodobacter sphaeroides. The three subunits of the RC are labeled (H is green,
L is blue, and M is red), along with their associated cofactors (ubiquinones QA
and QB, primary donor P, and bacteriochlorophylls BA, BB, HA, and HB), as
well as important residues for interquinone electron transfer, namely a pair of
histidines (HisM219 and HisL190) and a non-heme iron. Electrons travel along
the A branch from P to QA, and across the non-heme iron from QA to QB, as
indicated by the black arrows.
dimethyl-6-isoprenyl-1,4-benzoquinone), are non-functional in the Rhodobacter
RC.463 Through the use of synthetic quinones where one of the two methoxy
groups of UbiQ is replaced by a methyl group, creating a monomethoxy quinone
(MMQ, Fig. 11.2C), it has been shown that interquinone electron transfer only
takes place when the QB site is occupied by a quinone that bears a 2-methoxy
group, such as 2-monomethoxy ubiquinone (2MeO-Q, 2-methoxy-3,5-dimethyl-
6-isoprenyl-1,4-benzoquinone), which lacks a 3-methoxy group.464 In the ab-
sence of the 2-methoxy group, e.g., when 3-monomethoxy ubiquinone (3MeO-Q,
3-methoxy-2,5-dimethyl-6-isoprenyl-1,4-benzoquinone) is bound to the RC, only
formation of a QA radical upon light excitation is observed, as opposed to the
case of 2MeO-Q where both QA and QB are functional.
464 As removal of either
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methoxy group did not impair or substantially alter QA activity, the loss of
methoxy-speciﬁc interactions in the QB site seems to be responsible for the
observed inactivity of 3MeO-Q in the RC. Based on EPR and MMQ activity
assays,461,464 the eﬀects of the 2-methoxy group on the aﬃnity of UbiQ and the
tuning of the redox potential of the QB site have been previously proposed to
underlie the observed phenomenon, although the nature of the interactions has
not been elucidated.
Molecular dynamics (MD) simulations oﬀer the simultaneous spatial (A˚) and
temporal (fs) resolutions needed to characterize the speciﬁc interactions between
the quinones in the QA and QB sites. Through equilibrium MD simulations,
we have identiﬁed diﬀerent hydrogen bonding patterns between the quinones
occupying the respective QA and QB sites that have eluded prior experimental
studies. In addition, MD permits the calculation of experimental observables,
such as binding aﬃnities through thermodynamic integration (TI), that can
be connected back to experiment. In parallel, we have also carried out EPR
experiments in which a Q−AQ
−
B biradical is formed by reverse electron transfer
from Q2−B to QA and relative binding assays to speciﬁcally address the activity
and binding of 3MeO-Q to the QB site.
A prerequisite for any classical MD simulation is an empirical force-ﬁeld
to describe the atomic interactions. UbiQ parameters already exist in AM-
BER465 and CHARMM;466,467 however, no parameters have been developed
for 2MeO-Q or 3MeO-Q, and existing parameters for CHARMM do not de-
scribe methoxy dihedral rotation. Diﬀerences between the parameterization
procedures for diﬀerent force-ﬁelds can result in diﬀerent structural features,
such as protein secondary structure formation,468 so the existing AMBER pa-
rameters should not be used within a CHARMM 36 simulation. To generate
CHARMM-compatible parameters, we follow conventional CHARMM param-
eterization methodology236 through the use of ﬀTK(Force Field Toolkit)85 to
develop a consistent set of parameters for UbiQ and its two MMQ derivatives.
Building upon these new parameters, we have run both equilibrium simula-
tions and TI calculations to investigate protein-quinone interactions in the QA
and QB sites, and how these interactions inﬂuence methoxy dihedral orientation
and monomethoxy binding within the RC. We identify speciﬁc protein-quinone
interactions, including a hydrogen bond between the backbone of GlyL225 and
the 2-methoxy oxygen in the QB site that serve to break the symmetry between
the QA and QB sites and drive electron transfer. The TI calculations suggest
that the 3MeO-Q has a lower binding aﬃnity than 2MeO-Q or UbiQ in the QB
site, which is supported by our experimental measurements. In contrast, no
diﬀerence in aﬃnity between either MMQ and UbiQ is observed in the QA site.
Based on these results, we propose that the GlyL225 hydrogen bond with the 2-
methoxy group stabilizes UbiQ in the QB site, and is responsible for turning the
2-methoxy dihedral angle into its out-of-plane orientation necessary to establish
the 60-80mV functional redox potential diﬀerence between QA and QB.
455,456
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Figure 11.2: Relevant chemical structures. (A) Ubiquinone (UbiQ) is bordered
with a solid black outline, while the monomethoxy quinones (MMQ) 2MeO-
Q (2-monomethoxy-ubiquinone) and 3MeO-Q (3-monomethoxy-ubiquinone) are
collectively bordered by a dotted black outline (C). (B) The molecule used for
parameterization of UbiQ, 2,3-dimethoxy-5-methyl-6-ethyl-1,4-benzoquinone, is
outlined in grey. Similar compounds were used for the parameterization of
2MeO-Q and 3MeO-Q (not shown). The alternative numbering schemes for the
quinone ring are also labeled. In bold black font is the conventional carbon
numbering scheme used to refer to individual atoms throughout the text, while
the red numbers follow the crystallographic naming convention for UbiQ-10, and
were used when generating the topology and parameter ﬁles for the simulation.
11.2 Methods
In order to accomplish our research objectives, we adopted a concerted compu-
tational and experimental approach. Determination of 2MeO-Q and 3MeO-Q
binding was carried out both by TI calculations that yield relative binding
aﬃnities, and by competitive binding assays and EPR experiments with the
Q−AQ
−
B biradical that focus on the interactions of the 2-methoxy group. Thus,
while we present the methodologies separately, there is a tight connection be-
tween computational and experimental studies, and where possible we connect
back calculated quantities to experimental observables. There are two diﬀerent
commonly used numbering schemes for atomic positions in UbiQ (Fig. 11.2).
Crystallographers consider C1 to be the carbon adjacent to the isoprene tail
furthest from the methoxy groups in U10 (the residue name for UbiQ-10 in the
PDB), while IUPAC considers C1 to be the carbonyl carbon adjacent to the
tail (Fig. 11.2). In order to be consistent with the nomenclature in the PDB,
in setting up the topology ﬁle for the quinones and in other simulation ﬁles,
we followed crystallographic numbering. However, in discussing the results, we
follow IUPAC nomenclature in order maintain consistency with prior studies
with MMQs460,464 and the wider literature on quinone chemistry.
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Figure 11.3: Complete simulation system of membrane-embedded RC. The RC
itself is colored based on subunit (H is green, L is blue, and M is red). Within
the RC, the cofactors are drawn in atomic detail, with the quinones outlined
and colored more brightly than the other cofactors, as in Fig. 11.1. Beyond the
protein, the embedding lipid bilayer is represented by lines (cyan is carbon, blue
is nitrogen, red is oxygen, bronze is phosphorus). The surrounding solution is
represented by the blue semi-transparent surface, and the ions are the spheres
within the surface (yellow for Na+ and cyan for Cl– ).
11.2.1 Computational Methods
The starting point for all simulations was the structure of the bacterial RC
(PDB ID: 1DV3),469 which was chosen due to its planar UbiQ structure in the
QB site when compared to later structures with comparable resolution.
470 The
planar structure suggests that the crystallographic quinone is nearer to its equi-
librium position, reducing the impact of applied constraints during the initial
equilibration phase. The 1DV3 structure contains ﬁve resolved isoprene units;
thus, all simulations conducted use a quinone head with a ﬁve-isoprene tail. The
isoprenoid tail of UbiQ is membrane-exposed when bound to the RC complex.
To better represent this in the simulation system, the complex was embedded
into a 90 A˚×100 A˚ 1-palmitoyl-2-oleoylphosphatidylcholine (POPC) membrane
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and solvated such that the axis parallel to the membrane normal was 115 A˚ long
with a 150mM concentration of NaCl in solution (Fig. 11.3). The simulations
were carried out with NAMD 2.9,3 using the CHARMM 36 force-ﬁeld for pro-
teins50,52,54 and lipids,74 the TIP3P water model,160 and existing parameters
for cofactors excluding the quinones.466,471 UbiQ, 2MeO-Q, and 3MeO-Q were
re-parameterized for CHARMM using ﬀTK,85 with a detailed description of the
methodology in the following section.
Parameters shared by all simulations include the non-bonded cutoﬀs, with
a real space cutoﬀ of 12 A˚ (switching after 10 A˚), the inclusion of long-range
electrostatics through the use of the particle mesh Ewald (PME) method105,106
with a 1 A˚ grid spacing, as well as 2 fs timesteps and the requisite use of SET-
TLE92 to constrain bond lengths to hydrogen atoms. All simulations were
performed under constant temperature (310K unless speciﬁed otherwise) and
pressure (1 atm), maintained by Langevin dynamics and Langevin piston Nose´-
Hoover methods, respectively.101,102
Parameterization of UbiQ and Monomethoxy Derivatives
Given the ubiquitous nature of UbiQ, molecular mechanics parameter sets have
been developed to model its behavior, most notably existing parameter sets for
AMBER465 and CHARMM.466,467 The AMBER parameters are incompatible
with the CHARMM force-ﬁeld due to their diﬀering methodologies for comput-
ing parameters for electrostatic and non-bonded interactions, which in turn also
result in diﬀerences in the bonded parameters. The prior CHARMM parameter
sets for UbiQ were not obtained in a manner consistent with the rest of the
force-ﬁeld, and unfortunately for our purposes, did not model force constants
for the dihedral torsions. Since we are studying interactions that contribute
to the orientation of the methoxy group, thereby tuning the redox potential,
it was necessary to reparameterize UbiQ. As we were most concerned with the
behavior of the quinone ring itself, parameters for the isoprene tails were taken
by analogy from the lipid force-ﬁeld.74
The reparameterization was conducted within the framework provided by
ﬀTK,85 a recently developed plugin within VMD25 that streamlines the prepa-
ration and analysis of quantum mechanical target data to generate CHARMM-
compatible parameters in a manner consistent with the CHARMM General
Force Field (CGenFF).236 The two model compounds used for full parameteri-
zation were 2,3-dimethoxy-5-methyl-6-ethyl-1,4-benzoquinone (Fig. 11.2B) and
2-methoxy-3,5-dimethyl-6-ethyl-1,4-benzoquinone, which are truncated versions
of UbiQ and 2MeO-Q respectively (Fig. 11.2A & C), with the 6-ethyl represent-
ing a truncated isoprene group, analogous to prior studies focused on methoxy
dihedral behavior.472 As the atomic partial charges are sensitive to the position
of substituents on the ring, the corresponding truncated version of 3MeO-Q was
subjected to the charge optimization step to arrive at an independent charge
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Figure 11.4: Eﬀect of 2-methoxy rotation on quantum mechanical energy (A),
and the derived RESP (Restrained Electrostatic Potential) charge distribution
(B) in UbiQ. The energy minimum occurs when the methoxy group is in plane;
however, depending on its orientation, the charge distribution around the ring
can change substantially, with the atoms showing the largest deviations high-
lighted. The carbonyl dipoles (C1, C4, O1, and O4) respond strongly, as do the
methoxy oxygens and carbons (O2, O3, C2M, C3M, C2, and C3). The response
is a result of electronic rearrangement around the π-system as a result of nuclear
motion. In both panels, computed points are given as dots, with a smoothed
spline ﬁt also drawn to guide the eye.
distribution. However, as the dihedral terms are identical to those found in
2MeO-Q, 3MeO-Q uses 2MeO-Q bond, angle, and dihedral parameters.
The parameterization process follows standard CHARMM force-ﬁeld param-
eter development.85,236,473 For each model compound, several calculations were
performed using Gaussian 09 to generate the quantum mechanical target data,
using ﬀTK to setup Gaussian input ﬁles. The ﬁrst step optimized the geometry
of the model compound in vacuum at a MP2/6-31G* level of theory. ﬀTK used
this optimized geometry as input to determine which atoms could act as hydro-
gen bond donors or acceptors, and for each potential interaction, positioned a
water molecule appropriately. These water interactions, calculated at a HF/6-
31G* level of theory as is done in the rest of the CHARMM force-ﬁeld, served
as the quantum mechanical target data for the charge optimization protocol,
assisted by ﬀTK to optimize the overall dipole of the molecule as well as the
optimal water interaction distances and energies in a molecular mechanics force-
ﬁeld. The target data for the remaining terms was calculated at a MP2/6-31G*
level of theory. Bond and angle terms originated from a Hessian calculation.
Non-redundant torsions were detected by ﬀTK and scanned in order to param-
eterize dihedral terms. Optimization of the parameters against the quantum
mechanical target data was carried out using the tools provided by ﬀTK, with
manual tuning of the parameter set to assist the minimizers within ﬀTK away
from unphysical solutions.
The form of the dihedral terms used to describe the rotation about the
methoxy-oxygen-ring bond requires additional discussion. In existing X-ray
structures, the methoxy methyl groups are oriented out of the quinone ring
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plane in both QA and QB
474–477 by diﬀering degrees, suggesting that those are
the stable conformations in the protein environment. This geometry in UbiQ is
in part a steric eﬀect, as suggested by prior computational studies on UbiQ and
analogs478,479 and observed resonances with IR spectroscopy.480 However, when
the methoxy is in plane, the methoxy oxygen conjugates into the benzoquinone
π-system, lowering the overall energy and redistributing charges (Fig. 11.4).
Thus, the QM-optimized geometries in vacuum for 2MeO-Q and 3MeO-Q have
the methoxy methyl in plane with the quinone ring pointed away from the
nearest carbonyl. The minimum energy conﬁguration found for UbiQ (2,3-
dimethoxy-5-methyl-6-ethyl-1,4-benzoquinone) has one methoxy in the quinone
plane in a similar geometry to the MMQ case and the other methoxy out of
plane. The ﬁnal parameter set treats the minimum energy conformation for the
dihedral term as bringing both methoxys in-plane, with the minimum values
for the dihedral at 0 and 180 degrees and a periodicity of 2, counter to the
observed methoxy orientations in crystallographic structures. Thus, any out-of-
plane motion will be a result of non-bonded interactions within the quinone.
To assess the performance of the parameters, we calculate the solvation free
energy at 296K for Q0 (2,3-dimethoxy-5-methyl-1,4-benzoquinone), Q0M (2,3-
dimethoxy-5,6-dimethyl-1,4-benzoquinone), and Q1 (2,3-dimethoxy-5-methyl-6-
isoprenyl-1,4-benzoquinone) in water, octanol, hexane, and cyclohexane using
free energy perturbation (FEP)128 to compare against experimentally deter-
mined partition coeﬃcients.481 The FEP solvation free energy calculations were
carried out in 50 equally spaced windows in λ (reaction coordinate) space, where
λ = 0 represents a quinone fully decoupled from the solvent, and λ = 1 rep-
resents a fully coupled quinone. Each window was run for 1.2 ns, of which the
last 1 ns was used to calculate the free energy change. A scaled-shifted soft-core
potential was used for van der Waals interactions to minimize singularities for
small values of λ. Electrostatic interactions were turned oﬀ when λ < 0.3 to
avoid simulation instability due to the relative strength of electrostatic interac-
tions compared with soft-core potential steric interactions. The analysis of the
FEP simulations was carried out using the ParseFEP plugin139 of VMD,25 with
the reported uncertainties calculated using the Bennett acceptance ratio.260 Pa-
rameters for octanol, hexane, and cyclohexane were taken from CGenFF.236
Equilibrium Simulations of Membrane-Embedded Reaction Centers
Three sets of 300 ns equilibrium simulations were carried out, each with a dif-
ferent quinone (UbiQ, 2MeO-Q, and 3MeO-Q) occupying both the QA and
QB sites. Prior to production, 10 ns of equilibration was conducted for each
equilibrium simulation. During the initial 10 ns equilibration, heavy atoms
of the protein backbone were constrained in space with an exponentially de-
caying force constant, k = 5e−t·ns
−1
kcal/mol/A˚
2
, and carbons of the UbiQ
ring were constrained with an exponentially decaying force constant of k =
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Figure 11.5: Schematic of the states connected using thermodynamic integra-
tion. Ubiquinone (UbiQ) is the quinone present in the top states, while one
of the monomethoxy quinones (MMQ), either 2MeO-Q or 3MeO-Q, is present
below. The quinone is either immersed in a lipid bilayer (left, denoted m for
membrane), the QA or QB site of the RC (middle, denoted p for protein), or
immersed in water (right, denoted as s for solution). Horizontal black arrows
are used to denote state transitions that are accessible in nature, while verti-
cal red arrows denote alchemical state transitions performed in silico. Since
the free energy change around a closed loop must be zero, we can connect
the alchemical state transitions to relative binding free energies. Speciﬁcally,
∆Gm→pMMQ −∆G
m→p
UbiQ = ∆G
p
UbiQ→MMQ −∆G
m
UbiQ→MMQ = ∆∆G
m→p
UbiQ→MMQ and
∆Gs→pMMQ − ∆G
s→p
UbiQ = ∆G
p
UbiQ→MMQ − ∆G
s
UbiQ→MMQ = ∆∆G
s→p
UbiQ→MMQ.
In addition, we can also compute the relative free energy change for mem-
brane partitioning between MMQ and UbiQ by connecting the left and right
states directly via ∆Gs→mMMQ − ∆G
s→m
UbiQ = ∆G
m
UbiQ→MMQ − ∆G
s
UbiQ→MMQ =
∆∆Gs→mUbiQ→MMQ.
25e−t·ns
−1
kcal/mol/A˚
2
. This equilibrated structure also served as the starting
point for the FEP and TI calculations. One additional 100 ns simulation was
carried out with UbiQ in the QA and QB sites, where AspL213 was protonated
in order to investigate the consequences on the hydrogen bonding of SerL223.
Analysis of the resulting trajectories was carried out in VMD,25 using features
including the HBonds plugin, as well as its scripting capabilities to measure
speciﬁc dihedrals, distances, and to visualize neighboring interactions. Plots
were generated using Matplotlib.404
Thermodynamic Integration (TI) Calculations
TI calculations127,482,483 were set up to determine the binding aﬃnity for 2MeO-
Q and 3MeO-Q relative to UbiQ in the QA and QB sites through the use of
thermodynamic cycles to transition between states. The state deﬁnitions and
transition nomenclature are detailed in Fig. 11.5. Two binding aﬃnity changes
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were calculated, one that used the quinone in aqueous solution as the reference
(∆∆Gs→pUbiQ→MMQ), and another using a membrane exposed quinone with the
headgroup located at a bilayer interface (∆∆Gm→pUbiQ→MMQ). This entails four
alchemical transitions per MMQ derivative (8 total). Two alchemical transi-
tions calculate UbiQ to MMQ transition within the QA and QB sites of the RC
(∆GpUbiQ→MMQ). The other two alchemical transitions calculate the UbiQ to
MMQ transition in solution (∆GsUbiQ→MMQ) and membrane (∆G
s
UbiQ→MMQ),
respectively. The transitions within the RC used the membrane-embedded RC
from the equilibrium trajectories as the starting point. Transitions between
UbiQ and MMQ in aqueous solution were conducted in a water cube with
40 A˚ sides. Membrane transitions were conducted in a solvated 1-palmitoyl-
2-oleoylphosphatidylethanolamine (POPE) membrane, with 40 A˚ sides perpen-
dicular to the membrane normal and a 60 A˚ length parallel to it.
The reaction coordinate for the calculated transitions, distinct from the sol-
vation free energy transition but also denoted by λ, ranged from 0 to 1, cor-
responding to the gradual replacement of UbiQ by the MMQ derivative with
increasing λ. The transition was carried out by simulations at 17 intermediate
λ values as well as the two end-points, speciﬁcally at λ ∈ {0, 0.02, 0.05, 0.1,
0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.6, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95, 0.98, 1}. The
van der Waals contributions of UbiQ were reduced in concert with increasing
the van der Waals contributions from the MMQ derivative with increasing λ.
Electrostatic contributions from UbiQ were reduced to 0 as λ → 0.5, and then
added from the MMQ derivative when λ > 0.5. In this manner, the hybrid
quinone is uncharged when λ = 0.5.
The TI reaction coordinate also featured a 20 kcal/mol/A˚
2
harmonic po-
tential applied between heavy atoms in the MMQ rings to their corresponding
partner in UbiQ to eliminate sampling unphysical conformations which can re-
sult in slow convergence of the TI calculations.484,485 The free energy integration
itself was carried out on a third order penalized spline (P-spline486) ﬁt of the
average dU/dλ over 5 ns (10 ns for solution) of simulation time. Before the
production simulations, each window was equilibrated for 0.5 ns where collected
data did not contribute to the average. Statistical error estimates were obtained
using methodology detailed in Steinbrecher et al..487
11.2.2 Experimental Methods
RCs used in this study were isolated from a strain of Rb. sphaeroides express-
ing the protein with a histidine-tag on the M subunit.488 The quinones were
extracted by the method of Okamura et al.,489 and replaced with 2MeO-Q,
3MeO-Q, or UbiQ with a length 4 isoprene tail (UbiQ-4) where appropriate.
The synthetic quinones have shorter isoprenoid tails than what was simulated
(4 units rather than 5). Occasionally, a native UbiQ (with all 10 isoprene units
present, UbiQ-10) was used as a reference point; such instances are clearly in-
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dicated.
Previous studies showed that RCs reconstituted with 3MeO-Q were inca-
pable of electron transfer from QA to QB, preventing the formation of a 3MeO-
Q Q−B radical.
464 This has hindered EPR-based investigation of the interaction
of 3MeO-Q in QB. However, while the quinone redox potential diﬀerence is
unfavorable for forward electron transfer, the loss of the 2-methoxy group in
3MeO-Q is expected to facilitate the reverse reaction QAQ
–
B ↽−−⇀ Q
–
AQB.
460
When the quinone pool is fully reduced to quinol, an equilibrium is established
between the EPR silent state Q2−B and the EPR active state Q
−
A Q
−
B via electron
disproportionation.490 Above pH 8.5, this equilibrium favors formation of the
Q−AQ
−
B biradical. This reverse electron transfer reaction is very likely to also
occur for 3MeO-Q bound RCs, because the one-electron redox potential in this
case is higher for QA than for QB.
In this experiment, the quinone pool was reduced and the pH adjusted by
the method of Calvo et al..490 The high-spin Fe2+ was removed from the RC
by biochemically replacing Fe2+ with diamagnetic Zn2+ according to the pro-
cedures outlined by Utschig et al.491 in order to remove the broad signal arising
from the coupling of the semiquinone to the high spin Fe2+. EPR samples were
generated by borohydride (NaBH4) reduction at pH 10.5 in a D2O buﬀer to
reduce the EPR linewidth. All continuous wave (CW) Q-band measurements
were performed on a Bruker ELEXSYS E580 EPR spectrometer equipped with
an Oxford CF 935 cryostat and an ER 5106 QT resonator.
Kinetics measurements were performed on a spectrometer of local design,
capable of delivering an actinic ﬂash to the RC sample, and monitoring the
subsequent kinetics to establish the rate constants for the decay of the charge-
separated state:
PQAQB
hν
−−−→←−−−
kAP
P+Q−AQB
KAB←−−→ P+QAQ
−
B
kBP
In this scheme, kAP and kBP are the rates of the direct recombination routes
for QA and QB, and KAB is the equilibrium constant between the two radicals.
For RCs in which UbiQ is acting as QA and QB, kAP >> kBP. Thus, the
rate of charge recombination when both QA and QB are bound (kP) can be
approximated as kP ≈
kAP
1+KAB
.492 Since kP is typically an order of magnitude
slower than the case where QB is not present (kAP), the back-reaction kinetics
can provide a convenient assay of how much QB was bound at the time of the
actinic ﬂash.
In this experiment, the ability of 3MeO-Q to compete with UbiQ-4 for the QB
site is determined with a competitive binding assay. UbiQ-4 was chosen for this
experiment because it has the same isoprenoid tail length as 3MeO-Q. RCs with
UbiQ-4 acting as QB give a back-reaction rate constant kP upon light activation,
whereas RCs with 3MeO-Q bound as QB will back react at a rate kAP because
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Q−A to QB electron transfer does not occur for this quinone analog. With UbiQ-
4 analogs, quinone exchange between micelles occurs on the time scale of the
back-reaction. This makes the kinetics polyphasic, preventing a quantiﬁcation
of the amount of UbiQ-4 bound at QB from the relative amplitudes of the slow
(kP) and fast (kAP) phases. In this case, the average lifetime is used instead as
a good indicator of the QB binding, where a faster back-reaction indicates that
more UbiQ-4 is being displaced by 3MeO-Q from the QB site.
QB-extracted RCs were prepared, leaving the QA site intact with the native,
tightly bound UbiQ-10. The QB site was then ﬁlled with UbiQ-4 by titration
from an ethanol stock. 3MeO-Q was then titrated from an ethanol stock in
the cuvette while monitoring the average lifetime of the 430 nm back-reaction
kinetics of the charge recombination. The ﬁnal ethanol concentration at the
end of the titration was 6%. The concentration of 3MeO-Q was increased from
0 to 600µM, with a ﬁxed concentration of 1.6µM QB-extracted RCs and 3µM
UbiQ-4 in a pH7.8 solution of 0.045% LDAO and 10mM TRIS.
11.3 Results and Discussion
Three main categories of results will be presented: (1) the validation of the
quinone parameter set against previously measured experimental observables,
(2) the calculation of relative binding aﬃnities between UbiQ and MMQ deriva-
tives in the QA and QB sites including comparisons with experimental observ-
ables, and (3) the observed behavior of quinones within the QA and QB sites
during the equilibrium simulations.
11.3.1 Parameter Validation of Ubiquinone and
Derivatives
One basic parameter validation step is to calculate the solvation free energy of
the parameterized compounds. While experimental solvation free energies are
available for a wide variety of model compounds,493 quinones are not among
them. Instead, we use the computed solvation free energies of quinones with
Water Octanol Cyclohexane Hexane
∆Gsolv ∆Gsolv logP Exp. logP
481 ∆Gsolv logP Exp. logP
481 ∆Gsolv logP
Q0 −5.3± 0.4 −6.12± 0.07 0.63± 0.28 0.78 −3.89± 0.06 −1.02± 0.28 0.39 −3.85± 0.05 −1.05± 0.28
Q0M −4.77± 0.25 −6.66± 0.08 1.40± 0.19 1.26 −5.01± 0.06 0.18± 0.19 0.73 −4.86± 0.06 0.07± 0.19
Q1 −4.11± 0.26 −9.28± 0.09 3.82± 0.20 >3 −8.19± 0.07 3.01± 0.19 >3 −7.66± 0.07 2.62± 0.19
Table 11.1: Calculated solvation free energies (in kcal/mol) for the
newly parameterized UbiQ with varying tail lengths, along with the re-
sulting logP values, compared to experimental values.481 The relation-
ship between logP and the computed solvation free energies is logPX =
−
(
∆GXsolv −∆G
water
solv
)
/RT ln 10. The quinones are referenced by their short
names, Q0 is 2,3-dimethoxy-5-methyl-1,4-benzoquinone, Q0M is 2,3-dimethoxy-
5,6-dimethyl-1,4-benzoquinone, and Q1 is 2,3-dimethoxy-5-methyl-6-isoprenyl-
1,4-benzoquinone.
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varying tail lengths (Table 11.1) to compute the partition coeﬃcient, logP,
which provides a measure of solute partitioning between organic and aqueous
phases. Comparison between our calculated logP values and previously reported
experimental measurements481 yields excellent agreement for octanol/water par-
titioning, coinciding with experimental values within the statistical error of our
simulations. By contrast, the partition coeﬃcients for cyclohexane/water par-
titioning are 1–1.5 logP units skewed in favor of partitioning into water for the
most hydrophilic quinone, which may be due to the non-polarizable nature of the
force-ﬁeld not accounting for the induced dipoles and quadrupoles in hexane or
cyclohexane brought about by the quinone. The magnitude of the error is simi-
lar to that found in computational measures of other species that would induce
dipoles, such as chlorinated benzene rings in a ﬁxed-charge force-ﬁeld.494,495
These cases are also found to partition too favorably into water.494,495 The per-
manent dipole of octanol better represents the membrane interface, suggesting
that the essential interactions of the quinones have been captured.
Prior studies have highlighted the diﬃculty in reproducing the methoxy di-
hedral angles of neutral UbiQ within the regime of a ﬁxed-charge force-ﬁeld.472
In addition to the solvation free energy, we have also compared our observed
methoxy dihedral angles from equilibrium protein-bound simulations to distri-
butions observed from the highest resolution structures of UbiQ in the RC of R.
sphaeroides (Fig. 11.6). The degree to which our methoxy dihedral distributions
overlap with the corresponding distributions from the PDB varies depending on
the speciﬁc dihedral. The general trend is for the dihedral distributions from
2MeO-Q and 3MeO-Q simulations to show maxima that are in reasonable agree-
ment with the maxima observed in the PDB distribution, while the distribution
for UbiQ shows a less robust overlap. Within the crowded protein environment,
the methoxy group orientation is determined by interactions with the protein,
in addition to steric interactions between the two methoxy groups in UbiQ. The
balance of these eﬀects is delicate, and small errors can shift the distribution
relative to experimentally observed PDB distributions. For UbiQ, the methyl
moieties of the methoxy groups are frequently located on opposite sides of the
quinone plane to minimize steric clashes (resulting in dihedral angles that are
both either > 0 or < 0), including states where the methoxy is nearly coplanar
due to the position of the methoxy torsion minima at planar geometries (see sec-
tion 11.2.1). These states are not represented in the majority of crystallographic
structures.
Due to steric interactions between the methoxy groups, the observed peak
positions in the UbiQ dihedral distributions are in the correct locations, but the
size of these peaks relative to the predominant peak suggests a population shift
of approximately 1 kcal/mol in favor of the crystallographically rare states. This
population shift is consistent in magnitude with studies comparing the amino
acid side-chain rotameric states between MD simulation and their distributions
within the PDB.496 However, for the 2-methoxy dihedral angle in QB, we see
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Figure 11.6: Methoxy dihedral angle distributions from the quinones occupying
the QA (left) and QB (right) sites in our simulations (blue and red lines for
UbiQ and MMQ distributions, respectively) are compared to same dihedral
angles present in the PDB (green). Solid lines indicate the distributions of the 2-
methoxy group, while dashed lines are the distributions for the 3-methoxy group.
For both methoxy groups, the dihedral is measured with respect to the adjacent
carbonyl carbon, that is, C1 for the 2-methoxy group, and C4 for the 3-methoxy
group (Fig. 11.2). The comparison green lines were determined by using 69
QA and 32 QB structures of available PDB structures (with resolution better
than 2.8 A˚) where the quinone was in the proximal position (as indicated by a
hydrogen bond distance below 4 A˚ to its histidine hydrogen bonding partner).
To build the distribution, each PDB value was assumed to be a gaussian with
a σ of 10◦.
close agreement between the simulation results and the distribution from the
PDB, likely due to a hydrogen bond with the surrounding protein environment,
which will be discussed later in depth. Finally, we note that it is not surprising
to detect a wider distribution or even new states and populations when one
examines the system at ambient temperatures, as is the case in our simulation,
in comparison to crystallographic structures representing a population at very
low temperature.
11.3.2 Differential Quinone Binding Affinity in RC QA
and QB sites
RCs occupied by 3MeO-Q are unable to undergo interquinone electron trans-
fer.464 Two potential hypotheses exist that might rationalize this observation.
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Site MMQ ∆∆Gs→pUbiQ→MMQ ∆∆G
m→p
UbiQ→MMQ ∆∆G
m→p
UbiQ→MMQ +
1
2RT
kMMQ
d
kUbiQ
d
QA 2MeO-Q −0.94± 0.01 −0.35± 0.03 −0.04± 0.03 0.9
3MeO-Q −0.70± 0.01 −0.23± 0.05 0.08± 0.05 1.1
QB 2MeO-Q −0.88± 0.01 −0.28± 0.03 0.02± 0.05 1.0
3MeO-Q 0.39± 0.02 0.85± 0.05 1.16± 0.05 6.6
Table 11.2: Relative binding aﬃnities (in kcal/mol) determined by thermody-
namic integration for ubiquinone (UbiQ) transformation into a monomethoxy
quinone (MMQ) between either solution (s) or the membrane (m) and
the RC (p), ∆∆Gs→pUbiQ→MMQ and ∆∆G
m→p
UbiQ→MMQ, respectively. The ra-
tio between the dissociation constants is related to ∆∆G by
kMMQ
d
kUbiQ
d
=
exp
((
∆∆Gm→pUbiQ→MMQ +
1
2RT
)
/RT
)
, with the factor of 12RT emerging to cor-
rect for a systematic bias due to limited sampling (see SI). Relative bind-
ing free energies (∆∆G) are calculated as follows: ∆Gm→pMMQ − ∆G
m→p
UbiQ =
∆GpUbiQ→MMQ −∆G
m
UbiQ→MMQ = ∆∆G
m→p
UbiQ→MMQ and ∆G
s→p
MMQ −∆G
s→p
UbiQ =
∆GpUbiQ→MMQ −∆G
s
UbiQ→MMQ = ∆∆G
s→p
UbiQ→MMQ, using the states deﬁned in
Fig. 11.5.
One posits that 3MeO-Q, which lacks a 2-methoxy group, simply does not bind
to the QB site, thereby preventing interquinone electron transfer. However,
prior experiments cannot exclude the possibility that 3MeO-Q does bind to QB,
and that the redox potential relative to QA is simply unfavorable when 3MeO-Q
is bound. Our simulation results for the relative binding aﬃnities (Table 11.2),
show a ∼ 1.1 kcal/mol loss in binding free energy when going from UbiQ to
3MeO-Q in the QB site, which is in sharp contrast to the other relative binding
free energies that show negligible diﬀerences. When comparing to a solution-
based reference state, the other three UbiQ→MMQ combinations suggest tighter
binding for the MMQ relative to UbiQ. Since 2MeO-Q and 3MeO-Q lack one
oxygen relative to UbiQ, they are more hydrophobic, and therefore MMQ species
are generally expected to bind the RC tighter than UbiQ when using aqueous
solution as the reference. However, as will be discussed in greater detail later,
3MeO-Q in the QB site lacks the strong favorable interaction that UbiQ has
between the 2-methoxy oxygen and a speciﬁc residue on the protein backbone.
As a result, 3MeO-Q binds less tightly in QB than UbiQ, despite its increased
hydrophobicity.
The aqueous solubility of native quinones is quite poor due to their long
isoprenoid tails, and so quinones are known to partition strongly to the mem-
brane.481 To take into account this aspect, we also calculated the relative
binding free energy when considering quinones at the membrane interface as
the reference state (∆∆Gm→pUbiQ→MMQ in Table 11.2). The MMQs partition
into the membrane more favorably than UbiQ by approximately 0.5 kcal/mol
(∆∆Gs→mUbiQ→MMQ = −0.60±0.03 for 2MeO-Q, and−0.46±0.05 for 3MeO-Q) due
to the absence of a single oxygen in MMQ relative to UbiQ. Since the quinone
pool is predominantly membrane-bound in vivo, ∆∆Gm→pUbiQ→MMQ may represent
a better estimate of the relative binding aﬃnities than ∆∆Gs→pUbiQ→MMQ.
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2-methoxy dihedral 3-methoxy dihedral
Transitions (Scaled) τ>0 (ns) τ<0 (ns) Transitions (Scaled) τ>0 (ns) τ<0 (ns)
UbiQ 42 (439) 0.68 0.69 41 (429) 0.67 0.72
Table 11.3: Counted transitions and residence time for the methoxy dihedral
angles of UbiQ in propanol over 28.7 ns. The dihedral angles in solution transi-
tion rapidly between two states, one where the angle is positive, the other where
this angle is negative, with a mean lifetime of only 0.7 ns for each state. Note
that a transition was only counted when it reached an angle in excess of ±40◦,
to avoid counting ﬂuctuations about 0. The transition counts in parentheses are
scaled as if the source simulation was 300 ns, to allow for equitable comparison
to Table 11.4.
Figure 11.7: Dihedral angle distribution for UbiQ in propanol over a 28.7 ns
equilibrium simulation. The mean position of the main peaks are at ±107.2±0.2
degrees for the 2-methoxy dihedral angle and ±104.6 ± 0.2 degrees for the 3-
methoxy dihedral angle.
2-methoxy dihedral 3-methoxy dihedral
Quinone Transitions τ>0 (ns) τ<0 (ns) Transitions τ>0 (ns) τ<0 (ns)
QA Ubiquinone 213 0.9 1.9 46 1.4 11.6
MonomethoxyQ 240 2.0 0.5 74 0.5 7.5
QB Ubiquinone 2 0.3 299.7 50 1.8 10.2
MonomethoxyQ 0 – – 129 3.2 1.5
Table 11.4: Counted transitions and residence time for the methoxy dihedral
angles in the QA and QB sites over the 300 ns equilibrium simulations. With
the exception of the 2-methoxy dihedral in QB, all dihedrals show frequent
transitions over the course of the calculated trajectories. The mean residence
time (τ) for dihedral values either greater than 0 (τ>0) or less than 0 (τ<0) are
given where possible. As in Table 11.3, a transition was only counted when it
reached an angle in excess of ±40◦, to avoid counting ﬂuctuations about 0.
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Site MMQ ∆∆Gs→pUbiQ→MMQ (kcal/mol)
QA
2MeO-Q −0.92± 0.02
3MeO-Q −0.62± 0.02
QB
2MeO-Q 0.22± 0.02
3MeO-Q −0.36± 0.01
Table 11.5: Relative binding aﬃnities determined by TI calculations for
UbiQ transformation into a MMQ without applied restraints. Relative bind-
ing free energies (∆∆G) are calculated as follows: ∆Gs→pMMQ − ∆G
s→p
UbiQ =
∆GpUbiQ→MMQ −∆G
s
UbiQ→MMQ = ∆∆G
s→p
UbiQ→MMQ.
In the three cases of well-bound MMQs, the mean ∆∆Gm→pUbiQ→MMQ is very
close to - 12RT, which is the expected entropic stabilization from populating one
internal degree of freedom. UbiQ has an additional dihedral torsion to con-
sider relative to MMQs, and within the conﬁnes of the protein, the sampling of
the methoxy dihedral angle is retarded, similar to the slowdown observed for
protein rotameric transitions when the side-chain is buried.496 In solution, the
mean lifetime for one state of the dihedral is 0.7 ns (Table 11.3), while the pre-
dominant state of the dihedral might have a mean lifetime of tens to hundreds
of nanoseconds within the RC (Table 11.4). The net eﬀect is that while the sim-
ulations used to calculate ∆GmUbiQ→MMQ and ∆G
s
UbiQ→MMQ adequately sample
the additional rotational degree of freedom present in UbiQ, the simulations
calculating the ∆GpUbiQ→MMQ leg of the cycle in Fig. 11.5 do not suﬃciently
sample the rotation of the additional methoxy group. Given the long lifetime
of the dihedral state in UbiQ (Table 11.4), explicitly sampling this degree of
freedom is impractical, as it would require prohibitively long simulation per
intermediate λ value. Thus, we approximate the slow transition by correcting
the ﬁnal ∆∆G. Therefore, we do not believe we have adequately sampled this
additional slowly varying dihedral within the conﬁnes of the protein, and so we
account for this additional degree of freedom by adding 12RT to ∆G
p
UbiQ→MMQ
in Table 11.2.
It should be noted that even in the absence of this correction, the relative
binding free energies follow the trend that 3MeO-Q in the QB site binds less
favorably than UbiQ, qualitatively consistent with the hypothesis that poor
binding of 3MeO-Q to the QB site contributes to its inactivity in electron trans-
fer. However, we use the corrected relative binding free energies to estimate
the ratio of the dissociation constants between MMQs and UbiQ. The ratios
in Table 11.2 indicate that the binding aﬃnities between MMQs and UbiQ are
similar, with the exception of 3MeO-Q in the QB site, where the calculated ratio
of dissociation constants is 6.6, suggestive of mildly weaker binding by less than
an order of magnitude.
175
Figure 11.8: Representative comparison (speciﬁcally for the alchemical trans-
formation for 2MeO-Q in solution) between restrained (left) and unrestrained
(right) values for dU/dλ as a function of λ. Integrals are broken down into
their electrostatic and van der Waals (VDW) components, with the value for
the integral shown beside the legend in each plot. In the unrestrained case,
there are large contributions to the VDW integrals when the species interacts
only slightly with its surroundings. This converges only very slowly, and the
answer can change greatly depending on how the integral is calculated. With
restraints, clashes with the environment at the integral endpoints are avoided,
allowing for accurate computation of the underlying integrals.
Thermodynamic Integration without Restraints
Additional TI calculations were conducted without the use of restraints. These
calculations yielded counterintuitive results, primarily due to poor convergence
at extrema in λ even with the use of soft-core potentials. Our initial approach
was to use 20 ns of TI simulation after 0.5 ns equilibration using the same λ
schema as was presented in section 11.2.1 but without the restraining poten-
tial applied to the quinone rings. The ﬁnal result (Tab. 11.5) in this case is
signiﬁcantly diﬀerent from the ﬁnal result presented in Table 11.2, with some
alarming conclusions. Without restraints, 3MeO-Q appears to bind more tightly
to QB, a curious result in light of the missing interaction partner and in sharp
contrast to the observed departure of 3MeO-Q from the proximal site during
the equilibrium simulations. In addition, the results for 2MeO-Q suggest that
it should bind less favorably than UbiQ to the QB site, despite its increased
hydrophobicity and strong interaction with GlyL225.
The reason for this apparent inconsistency is the manner in which these
quantities are calculated. TI, as the name implies, requires the computation of
an integral, speciﬁcally:
∆Gλ0→1 =
∫ 1
0
dG
dλ
dλ =
∫ 1
0
dU
dλ
dλ
From the TI calculations, we compute the value of dUdλ at diﬀerent values for λ,
ﬁt these values to a smooth function, and integrate. Typically, the unrestrained
TI calculations suﬀer from catastrophic divergence for the van der Waals terms
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Figure 11.9: EPR and competitive binding assay. (Left) Continuous wave (CW)
Q-band EPR spectra of quinone species formed in borohydride-reduced RCs
reconstituted with MMQs at pH 10.5. Spectral components gx, gy, and gz
are expected to appear where indicated. Experimental settings: microwave
frequency 34.63GHz, modulation amplitude 0.2mT, temperature 90K. (Right)
Observed back-reaction rate constant as a function of 3MeO-Q concentration
in RCs, where 3MeO-Q competes with UbiQ-4 to act as QB. The data are
essentially linear (red) across the concentration range considered. Shown in blue
is the QA back-reaction rate (8.8 s
−1) for these RCs when QB is unoccupied.
Sample conditions: 1.6µM RC, 3µM UbiQ-4, 0.045% LDAO, 10mM TRIS, pH
7.8.
when the quinone interacts weakly with its surroundings (Fig. 11.8). Since each
quinone head was separately parameterized, the entire quinone headgroup is
undergoing the alchemical transition independently, as the two are only coupled
via the shared isoprene tail. As a result, when the quinone interacts only weakly
with its surroundings, it is gas-like, and will come in close proximity to atoms
in its surrounding, resulting in large values for dUdλ . These artiﬁcially large
dU
dλ values dominate the integral, and small errors in interpolation near the
edges can yield vastly diﬀerent results. Applying restraints to the heavy atoms
of the quinones solves the problem by tethering the gas-like quinone to the
quinone that is nearly fully present, which prevents the gas-like quinone from
sampling unphysically close to surrounding atoms and accelerates convergence.
These constraints do not impact the interactions, as demonstrated by the nearly
identical integral values and lineshapes of the electrostatic component of dUdλ
(Fig. 11.8).
11.3.3 Experimental Comparisons
From the TI calculation, we observe that 3MeO-Q exhibits weaker binding to
the QB site than does either 2MeO-Q or UbiQ, consistent with its behavior as
an acceptable substitute in QA but not QB.
464 This can be compared to the CW
EPR spectra of borohydride-reduced RCs with native and reconstituted MMQ
(Fig. 11.9), where the spectra strongly depend on the chemical identity of the
quinone present. With the native quinone (UbiQ-10), the Q-band spectrum is
in good agreement with previously reported spectra for the Q−AQ
−
B biradical,
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Figure 11.10: HYSCORE measurements of the pH 10.5 borohydride reduced
3MeO-Q sample. The spectra shows features associated with Q−A , but not
those associated with Q−B , suggesting that no Q
−
B is present in the sample.
This implies that 3MeO-Q is unstable in the QB site, as detailed in the
main text. HYSCORE experimental settings: pulse sequence = π/2–τ–π/2–
t1–π–t2–π/2–τ -echo, τ =136 ns, microwave frequency=9.634GHz, magnetic
ﬁeld=343.5mT, temperature= 90K. Time domain patterns were collected con-
taining 256 x 256 points taken in 20 ns steps. Spectral processing of ESEEM
patterns, including subtraction of the relaxation decay (ﬁtting by 3rd degree
polynomials), apodization (Hamming), zero ﬁlling, and fast Fourier transforma-
tion (FT), was performed using the Bruker WIN-EPR software.
exhibiting additional splittings of the gx and gy spectral components resulting
from the dipole-dipole and exchange interaction of two closely located electron
spins. When the RC was reconstituted with 2MeO-Q, a splitting of the gx
and gy components was still observed, indicating formation of the Q
−
AQ
−
B bi-
radical. The lower spectral resolution of the MMQ spectra in comparison with
UbiQ-10 is likely due to the inﬂuence of the additional ring-methyl proton hy-
perﬁne coupling present in the MMQs, and the overall weaker signal suggests
the Q2–B ←−→ Q
–
AQ
–
B equilibrium is shifted towards quinol formation at pH 10.5.
In contrast, when the RC is reconstituted with 3MeO-Q, no splittings in-
dicating formation of the Q−AQ
−
B biradical are observed. Instead, independent
pulsed EPR measurements assigned this signal to Q−A based on its similarity to
previously determined Q−A spectra rather than Q
−
B
497,498 (Fig. 11.10). Borohy-
dride is a two-electron donor and does not react with the one-electron donor-
acceptor QA. Therefore, for RCs reconstituted with 3MeO-Q, Q
−
A could only
have been formed by electron disproportionation from Q2–B . Q
−
AQ
−
B is necessar-
ily formed at least transiently during this process, and the lack of any observable
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Q−B signal indicates this semiquinone is highly unstable and dissociates quickly
upon biradical formation. This is in contrast to UbiQ-10 and 2MeO-Q, where
Q−B is stable enough to observe the biradical. Evidently, the 2-methoxy group
plays a substantial role in the binding aﬃnity of UbiQ in its semiquinone form
to the QB binding pocket.
The weaker QB binding aﬃnity of 3MeO-Q suggested by the CW Q-band
EPR experiments can be quantitated with a competitive binding assay. By
titrating in non-functional 3MeO-Q and observing the rate of charge recombi-
nation, we can estimate the relative binding aﬃnities of 3MeO-Q and UbiQ. In
our case, a back-reaction rate of 8.8 s−1 was found for RCs with only QA ac-
tivity, and upon addition of 3µM UbiQ-4 to activate QB, the rate decreased to
0.7 s−1. Addition of 3MeO-Q, which inhibits QB activity, is expected to increase
the back-reaction rate from 0.7 s−1 (up to a maximum of 8.8 s−1) as it competes
with the UbiQ-4 bound at the QB site. An increase in the back-reaction rate
constant is observed as a function of 3MeO-Q concentration (Fig. 11.9). How-
ever, the inhibition of QB activity by 3MeO-Q is very weak, and essentially
linear over the concentration range considered. The binding of 3MeO-Q for the
QB site is estimated to be more than 1000 times weaker than that of UbiQ-4.
These experimental results are qualitatively consistent with the TI calcula-
tions, but are inconsistent in terms of their magnitude, with computed binding
aﬃnity diﬀerences that are signiﬁcantly smaller than what experiment would
suggest. Nevertheless, the overall conclusion and trends between the methods
are the same: there is some protein-quinone interaction that makes 3MeO-Q
binding unfavorable, which we will detail below through our investigation of the
equilibrium simulations.
11.3.4 Bound Quinone Conformations
In order to characterize structural dynamics of the quinones within their RC
binding sites, we have analyzed the trajectories resulting from the equilibrium
MD simulations of membrane-bound RCs. We observe modulation of speciﬁc
interactions unique to each quinone species occupying the QA and QB sites. The
primary stabilizing interactions between the RC and the quinones are known
to be mediated by hydrogen bonds, and the observed interactions form a su-
perset over the interactions determined through crystallographic469,470,499 and
EPR experiments.497,500–502 We observe two predominant hydrogen bonds be-
tween the protein and the carbonyl oxygens of the quinones in their respective
sites, as well as protein-methoxy interactions in QB (Table 11.6). The interac-
tions are dependent on the unique electronic environment around the quinone
(Fig. 11.11). The speciﬁc hydrogen bonding interactions are detailed in the
sections to follow.
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Hydrogen Bond Probability Average Interaction Distance (A˚)
Q-site:atom RC-residue:atom UbiQ 2MeO-Q 3MeO-Q UbiQ 2MeO-Q 3MeO-Q
QA:O1 AlaM260:N 60.36 36.36 79.77 2.91± 0.00 3.15± 0.05 2.89± 0.01
QA:O4 HisM219:ND1 59.53 80.98 64.93 3.11± 0.02 2.92± 0.01 3.06± 0.01
QB:O1 IleL224:N 61.90 39.45 51.37 2.97± 0.01 3.06± 0.02 3.07± 0.03
QB:O2 GlyL225:N 17.66 4.73 −− 3.31± 0.04 3.27± 0.01 3.72± 0.04
QB:O3 HisL190:ND1 0.34 −− 3.93 4.28± 0.03 4.50± 0.02 4.25± 0.12
QB:O4 HisL190:ND1 38.37 75.08 23.19 3.07± 0.03 2.89± 0.01 3.23± 0.06
Table 11.6: Hydrogen bond interactions between quinones in the QA and QB
sites and the surrounding protein. Speciﬁc interactions are labeled according
to the quinone atom using IUPAC nomenclature (Fig. 11.2). The atom on the
protein residue that participates in the hydrogen bond is also speciﬁed. The
percentage of time during the simulations when the hydrogen bond was formed,
deﬁned to exist when the donor and acceptor heavy atoms are within 3.2 A˚ and
the hydrogen is within 30◦ of the line between them, are reported. Note that
2MeO-Q and 3MeO-Q have blank entries in the QB site that correspond to the
hydrogen bonds that are missing due to the absence of the appropriate hydrogen
bond acceptor atom (O2 in the case of 3MeO-Q and O3 in the case of 2MeO-Q).
In these cases, the interaction distance is calculated to the methyl carbon that
replaces the methoxy oxygen.
QA site
In QA, the only observed interactions are well-deﬁned hydrogen bonds from
AlaM260 and HisM219 to the two quinone carbonyl oxygens, with no strong
hydrogen bonds between the methoxy groups and the RC. These interactions
are well described by simple electrostatics,503 and have been extensively charac-
terized in functional and crystallographic studies,500 and are also maintained in
our simulations, as reﬂected by the short inter-atomic distances between hydro-
gen bonding partners in QA (Fig. 11.12). The interaction distances observed in
our simulations are very close to the interaction distances seen in prior QM/MM
studies of neutral UbiQ.503,504 The small diﬀerences can be attributed to ther-
mal ﬂuctuations of the system in our simulations, as opposed to the minimized
geometries in the QM/MM calculations.503,504 The distance between QA:O4 and
HisM219:ND1 is 3.114± 0.001 A˚, compared to 2.87 A˚503 and 2.81 A˚.504 The dis-
tance between QA:O1 and AlaM260:N is 2.908±0.001 A˚, compared to 2.84 A˚
503
and 2.95 A˚.504 The overall sum of the distances between interaction partners
in our simulations appears to be nearly conserved, with the longer interaction
distance between QA:O1 and AlaM260 in 2MeO-Q compensated by the closer
interaction of 2MeO-Q with HisM219, a relationship that suggests that the ther-
mal stochastic motion of the quinone is along the vector connecting AlaM260
and HisM219.
The simulations suggest a dearth of speciﬁc interaction partners for the
methoxy oxygens in QA. Other than steric interactions with the protein envi-
ronment, no speciﬁc interactions were observed to modulate the methoxy dihe-
dral angle. As a result, the exchange between the two orientations relative to
the membrane plane is quite rapid, and is observed frequently in our equilibrium
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QA QB
UbiQ
2MeO-Q
3MeO-Q
Figure 11.11: The electrostatic environment created by the diﬀerent quinones
in the QA and QB sites, along with their interaction partners for context. The
shaded blobs represent positive (blue) and negative (red) potential energy sur-
faces averaged over the entire trajectory, drawn at the 40 kT/e level. At this
level of detail, clear diﬀerences emerge between methoxy groups, particularly to
where positive potential surfaces are located that would prevent the acceptance
of hydrogen bonds, such as in 3MeO-Q QB.
simulations (Fig. 11.13 and Table 11.4).
QB site
The quinone occupying the QB site has a diﬀerent functional role than QA,
as it is the quinone that is reduced to quinol and exchanges with the quinone
pool in the membrane. However, the primary quinone-protein interactions ob-
served in the QB site are quinone carbonyl and protein interactions analogous
to the interactions in the QA site. The hydrogen bond between the quinone
carbonyl oxygen QB:O4 and HisL190 is well established.
499 The identity of the
hydrogen bonding partner(s) opposite HisL190 in QB is a matter of debate.
From available crystal structures, it is ambiguous as to which residues might
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Figure 11.12: Interaction distances for carbonyl oxygen interactions in QA. The
distance between the heavy atoms for each speciﬁc interaction was monitored
over all three equilibrium trajectories (left). UbiQ is shown in blue, 2MeO-Q
in green, and 3MeO-Q in red. Individual datapoints are the running average
over 100 ps of trajectory (the average of 50 2 ps frames). On the right is a
representative snapshot highlighting the exact distances that were measured.
Since distances were measured only between heavy atoms, hydrogens are not
shown.
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Figure 11.13: Methoxy dihedral angle over time for both QA (left) and QB
(right). The dihedral angle for both 2- (top) and 3- (bottom) methoxy groups is
measured with respect to the adjacent carbonyl carbon, C1 for the 2-methoxy
group, and C4 for the 3-methoxy group. Individual datapoints are the running
average over 100 ps of trajectory (the mean of 50 frames with a 2 ps inter-
val). The corresponding distributions of these dihedral angles are also shown in
Fig. 11.6.
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Figure 11.14: The quinone occupying the QB site, along with its interaction
partners and other relevant residues. Carbons are cyan, oxygens are red, nitro-
gens are blue, and hydrogens are white. UbiQ is drawn with a black outline and
more brightly than the surrounding protein residues. The three predominant hy-
drogen bonds are indicated by dashed lines. The 2-methoxy oxygen interaction
with GlyL225 is black, while the other hydrogen bonds are gray. The hydro-
gen bonds to GlyL225 and IleL224 are highlighted in the inset, which shows a
rotated view of the main ﬁgure with only L224–L226 provided for context.
form interactions with the carbonyl oxygen QB:O1.
470,499 Some structures also
show the quinone in a non-functional site distal to the iron but still within the
RC, rather than in the site proximal to the iron that is thought to be the ac-
tive state. For structures where the quinone is proximal to the iron, SerL223,
IleL224, and GlyL225 have each been suggested as potential candidates for the
interaction partner with QB:O1. We do not detect any signiﬁcant interaction
between SerL223 and the quinone within our simulations. SerL223 has been
suggested by mutagenesis and EPR experiments505–507 to be involved in pro-
ton transfer from solution to the quinone. When AspL213 is deprotonated in
our simulations, SerL223 interacts with AspL213, a state that has previously
been shown computationally to be favored for deprotonated AspL213.506,508,509
The most signiﬁcant O1 interactions are formed with IleL224 across all three
quinones simulated (Table 11.6 and Figs. 11.14 and 11.15).
In addition to the carbonyl interactions, our simulations suggest an inter-
action unique to the QB site between the 2-methoxy oxygen and the protein
environment. Speciﬁcally, there is a detectable and prevalent hydrogen bond
between QB:O2 and the backbone amino group of GlyL225 (Table 11.6), with
the methoxy oxygen as the acceptor of the amide hydrogen (Fig. 11.14). De-
viations in the interaction distance are small around its equilibrium length of
183
0 50 100 150 200 250
Time (ns)
3.0
3.5
4.0
4.5
5.0
D
is
ta
n
c
e
(A˚
)
QB:O1–IleL224:N
UbiQ
2MeO-Q
3MeO-Q
0 50 100 150 200 250 300
Time (ns)
2.5
3.0
3.5
4.0
4.5
5.0
D
is
ta
n
c
e
(A˚
)
QB:O2–GlyL225:N
0 50 100 150 200 250 300
Time (ns)
2.5
3.0
3.5
4.0
4.5
5.0
5.5
6.0
D
is
ta
n
c
e
(A˚
)
QB:O3–HisL190:ND1
50 100 150 200 250 300
Time (ns)
2.5
3.0
3.5
4.0
4.5
5.0
5.5
D
is
ta
n
c
e
(A˚
)
QB:O4–HisL190:ND1
Figure 11.15: Interaction distances for oxygen interactions in QB. (Right) The
distance between the heavy atoms for each speciﬁc interaction was monitored
over all three equilibrium trajectories. If the oxygen is missing for a particu-
lar interaction, i.e., when a methyl group replaces a methoxy group in MMQs,
the distance was determined based on the methyl carbon that replaced it. Dis-
tances for UbiQ, 2MeO-Q, and 3MeO-Q are shown in blue, green, and red in
the timeseries. (Left) A snapshot highlighting the speciﬁc distances measured.
Since distances were measured only between heavy atoms, hydrogens are not
shown. Note that 3MeO-Q moves to the distal site after 225 ns, shifting the
interaction distances up by 4–6 A˚ (see also Fig. 11.17). Individual datapoints
are the running average over 100 ps of trajectory (the average of 50 frames with
a 2 ps interval).
∼ 3.3 A˚ in the UbiQ and 2MeO-Q simulations where the 2-methoxy oxygen
is present (Fig. 11.15 and Table 11.6). Due to the electrostatic interaction
with GlyL225, the 2-methoxy group is eﬀectively locked in place, as it cannot
ﬂip without disrupting the favorable hydrogen bond and placing the methoxy
methyl into the space occupied by GlyL225. As a result, only a single instance of
the 2-methoxy ﬂipping in the QB site was observed (Fig. 11.13 and Table 11.4).
The hydrogen bond between GlyL225 and the methoxy oxygen in QB may be
the structural mechanism whereby the 2-methoxy dihedral angle is kept further
out of plane, thereby breaking the symmetry between the QA and QB quinones
and is essential461 for generating the observed 60-80 mV redox potential dif-
ference.455,456 When the methoxy group is out of plane, it withdraws electrons
from the ring, raising the redox potential relative to an in-plane conformation
where the methoxy oxygen p-orbitals conjugate with those in the ring, donating
electrons instead, particularly to C3 of the ring (Fig. 11.4B). Prior calculations
have shown that this eﬀect contributes in excess of 160mV to the redox po-
tential diﬀerence between QA and QB.
461 Thus, this hydrogen bond may be
essential to generating a redox potential diﬀerence for eﬃcient electron transfer
between the two quinones.
In 3MeO-Q, where the 2-methoxy group is replaced by a methyl, the hydro-
gen bonding interaction to GlyL225 is abolished. The observed distances be-
tween the QB:O1 carbonyl oxygen and IleL224 are comparable across all three
184
Quinone RMSD d
UbiQ 0.75 ± 0.27 0.65 ± 0.29
2MeO-Q 0.72 ± 0.18 0.57 ± 0.19
3MeO-Q 0.97 ± 0.38 0.89 ± 0.40
Table 11.7: RMSD and displacement (d), both in A˚, for the quinone ring car-
bons occupying the QB site calculated from the simulations relative to the prox-
imal QB position observed in the 32 R. sphaeroides RC crystal structures with
better than 2.8 A˚ resolution. The reported mean (µ) and standard deviations
(σ) exclude when 3MeO-Q was in the distal site, but for UbiQ and 2MeO-Q,
the entire 300 ns trajectory was considered when computing the average.
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Figure 11.16: Mean RMSD of the quinone occupying the QB site relative to the
proximal QB position observed in the 32 crystal structures with better than 2.8 A˚
resolution. The RMSD was calculated by ﬁrst aligning HisL190 and residues
L223–L225, then measuring the RMSD of the 6 carbons comprising the benzene
ring of the quinone between the simulation trajectory against all 32 crystal
structures and reporting the mean thereof. Since there is not a perfect overlap
between the 32 crystal structures, an RMSD of 0 is unattainable.
quinones. The distance between GlyL225 and the 2-methyl carbon in 3MeO-Q
is increased, as otherwise the hydrogens from the methyl and the backbone of
this residue would clash (Fig. 11.15 and Table 11.6). The 3-methoxy oxygen of
3MeO-Q forms sporadic interactions with HisL190, as indicated by interaction
distances below 3.5 A˚ in Fig. 11.15, and this competing interaction lengthens
the average distance between the O4 carbonyl oxygen and HisL190 (Table 11.6).
The observed small changes in the interaction pattern brought about by re-
placing a methoxy group with a methyl group cause minor perturbations to the
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Figure 11.17: Full range interaction distances for carbonyl oxygen interactions
in QB, showing the departure of 3MeO-Q to the distal site. The distance be-
tween the heavy atoms for each speciﬁc interaction was monitored over all three
equilibrium trajectories (UbiQ is blue, 2MeO-Q is green, and 3MeO-Q is red).
If the oxygen is missing for a particular interaction, the distance was determined
based on the methyl carbon that replaced it. Note that 3MeO-Q moves to the
distal site after 225 ns. Individual plotted datapoints are the running average
over 100 ps of trajectory (the average of 50 frames with 2 ps intervals).
position of the quinone in the QB site. The RMSD relative to the available
crystallographic structures for quinones within the QB site is rather small (Ta-
ble 11.7 and Fig. 11.16), with a mean RMSD of less than 1 A˚ between the ring
carbons of the quinone headgroups seen in simulation and conformations identi-
ﬁed crystallographically. Despite being small, the RMSD in the case of 3MeO-Q
is substantially larger than the RMSDs for UbiQ or 2MeO-Q, exhibiting larger
average displacements and deviations from the crystallographic proximal (ac-
tive, quinone near the iron) states (Table 11.7). We hypothesize that the origin
of the increased displacement is due to steric interactions between GlyL225 and
the methyl group replacing the 2-methoxy group in 3MeO-Q changing the equi-
librium position slightly, as supported by the altered interaction distances in QB
(Table 11.6). The binding site perturbations for 3MeO-Q in the QB site support
the free energy calculations that suggest a lower binding aﬃnity for 3MeO-Q
relative to the other simulated quinones (Table 11.2). The larger variability in
quinone position for 3MeO-Q suggests that the transition barrier between the
sites proximal and distal to the iron (Fig. 11.1) in QB may be easily surmount-
able at physiological temperatures, which is strongly supported by the observed
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SerL223:OH Interaction Partner Deprotonated AspL213 Protonated AspL213
AspL213 57.92 10.57
ArgL217 12.68 34.19
UbiQ 0.16 0.17
Table 11.8: SerL223 interaction summary. The tabulated ﬁgures represent the
percentage of the time where a particular hydrogen bond was formed to the
hydroxyl group of SerL223. A hydrogen bond was deﬁned to exist when the
donor and acceptor heavy atoms are within 3.2 A˚, and the hydrogen is within
30◦ of the line connecting them.
Distances (A˚)
PDBID-Chain SerL223-AspL213 SerL223-QB:O1 IleL224-QB:O1 GlyL225-QB:O1 IleL224-QB:O2 GlyL225-QB:O2
1AIG-L 3.07 3.21 2.96 3.27 4.84 3.26
1AIG-N 2.78 3.05 2.76 3.20 4.75 3.34
1DV3-L 2.45 3.27 2.85 3.11 4.98 3.36
1DV3-R 2.43 3.12 2.63 2.89 4.93 3.31
1E14-L 2.51 2.58 2.81 3.04 4.96 3.26
1F6N-L 2.58 2.74 3.19 4.09 4.12 3.00
1QOV-L 2.58 2.66 2.96 3.24 4.92 3.27
1RG5-L 2.82 2.72 3.17 3.29 5.19 3.46
1RGN-L 2.93 2.51 3.18 2.91 5.43 3.68
1RQK-L 2.60 2.58 3.34 3.05 5.44 3.68
1RY5-L 4.71 2.67 2.82 3.14 4.94 3.29
1S00-L 2.72 2.73 2.80 2.77 5.27 3.53
1S00-R 2.82 2.71 2.51 3.08 4.75 3.28
2BOZ-L 2.43 2.78 2.74 3.13 4.84 3.19
2GNU-L 2.47 3.97 3.15 4.81 3.41 3.26
2HG3-L 2.75 2.67 2.98 3.32 4.94 3.28
2HG9-L 2.99 2.69 2.99 3.32 4.85 3.27
2HH1-L 2.97 2.75 2.89 3.24 4.78 3.22
2HHK-L 2.93 2.90 2.90 3.31 4.74 3.20
2HIT-L 2.82 2.68 3.11 3.50 4.85 3.38
2J8C-L 2.60 2.29 3.11 3.37 4.75 3.24
2J8D-L 2.59 2.60 3.36 2.68 5.74 3.88
2JIY-L 2.74 2.58 2.80 3.17 4.84 3.21
2JJ0-L 2.85 2.64 2.99 3.26 5.02 3.33
3DU3-L – 3.04 2.83 3.54 4.47 3.13
3DUQ-L – 3.04 2.83 3.59 4.49 3.03
3I4D-L 2.51 2.60 2.77 3.10 4.71 3.13
3ZUM-L 2.66 2.67 3.01 3.08 4.90 3.23
3ZUW-L 2.76 2.77 2.82 3.17 4.68 3.01
4IN5-L 2.58 2.48 2.82 2.85 5.05 3.28
4IN6-L 2.97 2.31 3.02 3.43 4.92 3.27
4RCR-L 3.66 2.74 3.25 3.28 5.50 3.85
Mean 2.81 2.77 2.95 3.26 4.87 3.32
Table 11.9: Selected bond lengths from proximal QB quinones in the PDB.
Distances are calculated to speciﬁc functional groups of a particular residue.
For SerL223, the measurements are to the hydroxyl oxygen; for IleL224 and
GlyL225, the measurements are to the backbone nitrogen; for AspL213, the
measurement is to the carboxy oxygen nearest to SerL223, and to the QB:O1
or QB:O2 sites of UbiQ in the QB site as indicated.
movement of 3MeO-Q to the distal site after 225 ns (Figs. 11.15, 11.17, and
11.16). The expectation is that 3MeO-Q would have a substantially lower mean
lifetime (<∼ 1µs) within the proximal position of the QB site relative to either
UbiQ or 2MeO-Q (> 1ms).510
Interaction partners for SerL223 after protonation of AspL213
In the simulations described to this point, AspL213 was deprotonated, and was
the predominant hydrogen bonding partner for the hydroxyl group of SerL223.
SerL223 has been established to play a role in proton transfer, providing a hy-
187
drogen to reduce the semiquinone radical to form the appropriate quinol. The
orientation of SerL223 has been shown to depend on several factors. Some crys-
tallographic structures suggest that SerL223 interacts via a hydrogen bond to
the quinone469,470,499 whereas electrostatics calculations suggest that deproto-
nated AspL213 might be the signiﬁcant partner to SerL223,506,508,509 consistent
with what we observe in our deprotonated simulations. In our additional simu-
lation of UbiQ in the QA and QB sites with protonated AspL213, SerL223 shifts
from interacting with AspL213 to ArgL217 (Table 11.8). Interactions between
SerL223 and UbiQ still form, but only for a small fraction of time (< 0.2%),
contrary to what might be inferred from the shorter bond between SerL223
and UbiQ seen crystalographically (Table 11.9). Given the role of GlyL225 in
interacting with the 2-methoxy group and no observed SerL223/UbiQ interac-
tions, our interpretation is that the predominant QB quinone carbonyl interac-
tion across from HisL190 is IleL224 in the neutral state. This diﬀers from the
semiquinone state, where GlyL225 has been suggested to be the primary car-
bonyl interaction parter,497 and may indicate a small quinone rearrangement
upon semiquinone formation.
11.4 Conclusions
After reparameterization of the quinone force-ﬁeld, we have investigated the
speciﬁc interactions between the protein environment and UbiQ that might be
responsible for breaking the symmetry and generating the redox potential diﬀer-
ence in the two quinone-binding sites within the RC of Rhodobacter sphaeroides.
The simulations performed are the longest simulations to date of a membrane-
bound bacterial RC by two orders of magnitude, with 300 ns of simulation for
each of the three quinone analogs studied. These simulations indicate that the
2-methoxy oxygen of the QB quinone forms an interaction with the backbone
amide of GlyL225, while the carbonyl oxygen opposite of HisL190 hydrogen
bonds with the backbone of IleL224. This interaction pattern serves to break
the symmetry of neutral UbiQ between QA and QB by locking the 2-methoxy
dihedral angle of QB in a position conducive to electron transfer from QA to QB.
3MeO-Q lacks this 2-methoxy oxygen, and therefore exhibits weaker binding to
the QB site than either UbiQ or 2MeO-Q. This is consistent with the observed
non-functionality of 3MeO-Q as an electron acceptor in QB,
464 the weak binding
shown through TI calculations and spontaneous unbinding in equilibrium, its
poor competition for the QB site, and lack of any observable Q
−
AQ
−
B biradical
signal in the CW EPR spectrum upon borohydride reduction at pH 10.5. In
addition, we determined that SerL223 does not form direct interactions with the
neutral quinone either with or without the protonation of AspL213, suggesting
that its role as the proton donor in the formation of quinol is mediated by the
formation of the semiquinone or biradical, as has been postulated previously.508
These mechanistic details may not be unique to the RC, and are a clear example
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of the detailed interactions that lie at the heart of protein redox chemistry.
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12 Modeling Ubiquinol
Binding within Ubiquinol
Oxidase†
This ongoing project is the natural continuation from the previous chapter.
Now that we have parameters for ubiquinone, could the parameters be applied
to diﬀerent systems where the interaction between protein and ubiquinone is
unexplored? As part of an ongoing experimental collaboration, the task was
to model what a bound ubiquinone might look like in ubiquinol oxidase that
follows EPR-based restraints. What follows is a strictly computational analysis
of these data applied to restrained equilibrium simulations.
12.1 Methods
In conjunction with the EPR experiments, equilibrium MD simulations were
conducted of a membrane-embedded model of ubiquinol oxidase with bound
ubiquinone. The starting structure was obtained by using chains A-D from the
ubiquinol oxidase structure 1FFT.511 After adding in missing side-chains and
protons using the VMD25 plugin PSFGEN, the resulting structure was embed-
ded into a mixed bilayer composition (2:1:1:1 ratio of PMPE:PYPE:POPE:PMPG)
using CHARMM-GUI,44,155 a composition that approximately reﬂects the dom-
inant lipid species in E. coli membranes.512 The bilayer and inserted protein
was solvated using the explicit TIP3 water model,160 and was ionized to a
150mM concentration of NaCl using the AUTOIONIZE plugin of VMD.25 The
ﬁnal size of the system was 111x111x129 A˚.
The CHARMM 36 force-ﬁeld provided the classical force-ﬁeld parameters
for the lipid,74 protein,54 protein heme, and ionic513 components of the system.
Parameters for ubiquinone were obtained from the previous parameterization
study.452 Due to the functionalization of one of the heme groups and a copper-
containing complex, additional topological components derived by analogy to
existing parameters that describe the interactions within the protein were also
included.
In addition to the Hamiltonian formed by the classical force-ﬁeld, addi-
tional terms were added such that the sampled conﬁgurations are consistent
with the EPR experiments, as the original crystal structure lacks a quinone
†This work is part of a collaborative project with the Gennis, Dikanov, and O’Malley
Labs, and has not yet been published.
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ligand. The restraint potentials are composed of half-harmonic potential terms
applied to speciﬁc bonds and angles within the system in order to construct
a structural model that agrees with the EPR spectroscopy experiments using
the collective variables module of NAMD.3,35 For the strong hydrogen bonds
determined between O1 of ubiquinone and Nε; of R71 as well as protonated
D75, the distance between the hydrogen atom of the donor and the oxygen of
the acceptor was constrained to lie between 1.2 and 2.1 A˚ using a 1 kcal/mol·A˚2
force constant. The linearity of the hydrogen bond was maintained by applying
a 0.01 kcal/mol·degree2 force constant if the hydrogen was more than 30 degrees
away from the line between the donor and acceptor heavy atoms. Based on esti-
mated relative geometries, the angle formed by the hydrogen of the donor with
O1 and C1 of ubiquinone was constrained using a 0.01 kcal/mol·degree2 force
constant to a range of 100-116 degrees and 101-164 degrees, respectively. Due to
some ambiguity in peak assignment, simulations 1-5 applied these restraints to
D75 and R71, respectively, while simulations 6-10 applied the restraints to R71
and D75, respectively. Weak hydrogen bonds between O4 of ubiquinone and
H98 and Q101 were constrained only by bonds between the donor and acceptor
heavy atoms. The donor of H98 is the protonated Nε. The force constant ap-
plied was 1 kcal/mol·A˚2, constraining the distance to be between 1.5-4.0 A˚ for
H98, and 2.2-4.0 A˚ for Q101.
With this setup, NAMD 2.103 was used to conduct 10 independent simula-
tions. Simulations 6-10 began from the crystallographic state, while simulations
1-5 started after rotating the R71 side-chain to start on the opposite side of the
quinone plane, as preliminary simulations suggested that this may also result in
a structure that satisﬁes the EPR restraints (Fig. 12.1). Each copy was equili-
brated for 5 ns, during which protein heavy atoms more than 8 A˚ away from the
binding site were harmonically restrained with a 1 kcal/mol·A˚2 force constant to
their initial position. From this equilibrated starting point, data were collected
over 50 ns of simulation where the EPR restraints were active, but the protein
was released.
All simulations were performed in a NPT ensemble, using a Langevin ther-
mostat with a damping coeﬃcient of 1/ps to maintain the temperature at 310K
and a Nose-Hoover Langevin piston barostat102 with period and decay times of
200 fs to maintain the pressure at 1 atm. The barostat acted in a semi-isotropic
manner, where dimensions of the periodic cell were held in constant ratio in
the membrane plane. The particle mesh Ewald method105,106 with 1.2 A˚ grid
spacing was used to account for long-range electrostatic contributions during
each of the 2 fs timesteps.
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Figure 12.1: A comparison of the position of R71 from the original PDB struc-
ture 1FFT511 to the “ﬂipped” starting conformation of R71, shown in pink,
which was generated by rotation around the Cβ-Cγ bond to position R71 on the
opposite side of the quinone plane with respect to D75.
12.2 Analysis
From the 10 independent trajectories, there is not a single unique bound state
for the restrained ubiquinone. Rather, there is an ensemble of states observed
across trajectories under the inﬂuence of the EPR restraints. We cluster the
states observed across trajectories using a quality threshold algorithm, ﬁrst
developed for clustering gene expression patterns.514 First, the pairwise RMSD
between trajectory frames for the heavy atoms of the four protein residues of
interest plus ubiquinone is computed using the QCP algorithm515 for all frames,
providing a metric for comparing the similarity between structures (Fig. 12.2).
The state with the most other states within 1.2 A˚ of RMSD becomes the seed
for the ﬁrst cluster. States that join this cluster are removed from consideration
for further clusters, and the algorithm continues until there are no states left to
cluster.
From these trajectories, there are four clusters that together account for over
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Figure 12.2: Quinone-binding site RMSD comparison between frames across the
10 conducted simulations. The correlations in structure are naturally strongest
within individual simulations, but structural similarities were also observed be-
tween independent simulations. The RMSD was compared using the heavy
atoms of side-chains of R71, D75, H98, and Q101 as well as the heavy atoms of
the bound ubiquinone.
Cluster 〈RMSD〉 to 1FFT (A˚) 〈RMSD〉 to other cluster states (A˚)
1 2.30 1.17
2 2.39 1.15
3 2.36 1.16
4 2.44 1.02
Table 12.1: Cluster deviation comparison between the crystallographic state
and other observed states in the cluster.
80% of the total states observed across all the simulations (Fig. 12.3). Largely,
these clusters are demarcated by the rotameric state of R71 and the orientation
of the quinone within the pocket, which are inﬂuenced by the applied restraints.
The largest cluster is made up primarily of states observed in simulations from
the pdb starting conﬁguration (Sim. 6, 8, and 9), although simulation 1 also
contributes substantially to the cluster. Similarly, the next two largest clusters
are composed primarily from simulations 2-5, which had the ﬂipped conﬁgu-
ration as its starting state. This indicates that the applied constraint force
constants are suﬃciently low such that the conformational heterogeneity is a re-
sult of thermal motions around the protein, allowing for kinetic barriers between
states to be crossed on an accessible timescale.
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R71
D75
Q101
H98
Cluster 1
Cluster 2
Cluster 3
Cluster 4
Figure 12.3: (Top) Pictorial representation for the seed states at the center
of the four most populous clusters, which are overlaid onto one another and
represented by diﬀerent colors. Cluster 1 is blue, 2 is orange, 3 is green, and
4 is red. Speciﬁc residues are also labeled, and no hydrogen atoms are shown
to maximize clarity. The orientation of the ubiquinone and the R71 rotamer
are the largest diﬀerences between the states. (Bottom) A timeline indicating
cluster assignment across trajectories. If the state of a particular trajectory at
a particular time falls into a cluster, it is colored according to the same color
scheme as before. If the state falls into one of the smaller clusters, we do not
characterize it here to avoid cluttering the diagram. Cluster 1 contains 35% of
the population, cluster 2 contains 22% of the population, cluster 3 contains 17%
of the population, and cluster 4 contains 8% of the population.
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Figure 12.4: Whole protein Cα RMSD with respect to time for the 10 simulations
performed. In each subplot, the highlighted RMSD for the labeled simulation
is shown in black, with the distribution of the other trajectories shown in the
background in gray for context. The solid dotted lines represent the 3.5 A˚
resolution of the original protein crystal.
To a large degree, these states are all simply perturbations on the original
structure. The backbone C-alpha RMSD relative to this structure are commen-
surate to what would be expected based on the resolution of the original 3.5 A˚
resolution crystal511,516 (Fig. 12.4). Where the states diﬀer more substantially
is where the side-chains are located. H98 is pulled substantially closer to the
quinone from where it started, and R71 is required to ﬂip around so that the
Nε can interact with O1 of the quinone. As a result, each cluster is on average
approximately 2 A˚ of heavy-atom RMSD away from the crystallographic state,
while being related to other states in the cluster by no more than 1.17 A˚ on
average (Table 12.1).
From the simulations alone, it is not possible to determine which of the
states observed in the restrained simulation best describe the geometric con-
straints EPR can place upon a bound semiquinone. Instead, we compare the
distributions of the restrained parameters. Given the weak restraints employed
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Figure 12.5: Distance distributions of the four restrained distances for the four
clusters identiﬁed in Fig. 12.3, using the same color scheme. Insets pictorially
show the interaction distance being monitored, with a dashed cyan line indi-
cating the speciﬁc bond. Shaded regions in each plot mark the target distance.
(A) Distance distribution between the epsilon hydrogen of R71 and O1 of the
quinone. (B) Distance distribution between the proton on D75 and O1 of the
quinone. (C ) Distance distribution between the nitrogen of Q101 and O4 of
the quinone. (D) Distance distribution between the epsilon nitrogen of H98 and
O4.
here, it is expected that there will be a sizeable population of states that fall
outside the ranges geometric constraints alone would allow. Clusters 2 and 3
generally exhibit distributions that best ﬁt the applied constraints (Figs. 12.5 &
Figs. 12.6). Based on the distances, cluster 3 has the best ﬁts, with few states
making up the cluster that have long bonds. Aside from a small subpopulation
with extended interactions, particularly to Q101, cluster 2 is also a reasonable
ﬁt to the distances. Based on the angle distributions, clusters 2 and 3 are again
more in line with what is measured from the EPR experiments. In particular,
cluster 2 better represents the D75 angle, however but 3 better captures the
dihedral angles. No restraints were applied to the dihedrals in the simulation
setup, so these degrees of freedom are the most impartial arbiters in assessing
the validity of the observed bound states.
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Figure 12.6: Angle distributions of two restrained and two unrestrained dis-
tances for the four clusters identiﬁed in Fig. 12.3, using the same color scheme.
Insets pictorially show the interaction distance being monitored, with a dashed
cyan line indicating the speciﬁc angle or dihedral measured. Shaded regions in
each plot mark the target range for the angle or dihedral. (A) Angle formed by
the epsilon hydrogen of R71 through O1 of the quinone to C1 of the quinone.
(B) Angle formed by the hydrogen of D75 to O1 and C1 of the quinone. (C)
Dihedral angle of the epsilon hydrogen of R71 relative to the quinone plane. (D)
Dihedral angle of the proton of D75 relative to the quinone plane.
12.3 Conclusions
Overall, the states represented by clusters 2 and 3 are the best match to the
experimental ﬁndings of the binding partners and interaction distances between
the semiquinone and the ubiquinol oxidase. It is particularly noteworthy that
the starting conﬁguration for these simulations (1-5) was designed deliberately
such that it departed from what was modeled in the crystallographic structure,
and this equilibrated into a state that best matches the EPR observations. This
suggests that there are side-chain rearrangements upon quinone binding that
are not captured in the original static structure, and highlights the importance
of incorporating protein dynamics into the model building process.
There are some caveats to the approach taken here. There are no classical
MD parameters for the semi-quinone state of ubiquione, and therefore an im-
portant follow-up would be to examine the quinone environment using DFT or
other methods that can better treat the quinone radical.517,518 However, as a
ﬁrst step to eﬃciently sample the side-chain rearrangements, the eﬃciency of
MD to enforce the constraints obtained through EPR allows us to arrive at a
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suitable starting point for these more reﬁned methods.
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13 Electrostatic Locking
Mechanism of the
Multidrug Resistance
Transporter EmrE†
13.1 Introduction
EmrE is a transporter found in Escherichia coli membranes that uses the cel-
lular proton gradient across the bacterial inner membrane to export a variety
of polyaromatic cations,519,520 which may otherwise harm the cell. EmrE acts
as a homodimer of 110-residue monomers that each contain four transmem-
brane helices,521,522 consistent with other members of the small multidrug resis-
tance (SMR) transporter family.523 Structural studies using nuclear magnetic
resonance (NMR) spectroscopy,524,525 cryo-electron microscopy (cryo-EM),521
and X-ray crystallography526 have shown two distinguishable monomeric states
that are simultaneously populated within each dimer. FRET experiments con-
clusively demonstrate the antiparallel orientation of the monomers to one an-
other.524 Based on this evidence, the proposed transport cycle of EmrE proceeds
by an alternating access mechanism whereby the monomers swap conformations
between these two states (Fig. 13.1).524
This transport mechanism presents an interesting structural dilemma shared
by all secondary antiporters, which use the concentration gradient of one species
to drive another species against its gradient. Namely, the conformational tran-
sition when the transporter is empty must be forbidden (Fig. 13.1); otherwise
transporter action would run down the gradient rather than fulﬁll its functional
role. For antiporters with known structure, such as the glycerol 3-phosphate
transporter GlpT, this is reﬂected in a higher energetic barrier for apo transi-
tion relative to a substrate-bound transition.527 However, due to the rapid tran-
sition between conformational states in EmrE520,528,529 and a dearth of EmrE
structural models that include side-chains, no systematic study exists of how
this conformational transition is controlled in EmrE at the atomic level. Based
on the proposed stoichiometry of 2 protons imported per drug exported,530 two
additional constraints must be in place: 1) the apo transitions must forbidden
to prevent the proton gradient being dissipated, and 2) the transition with a
single proton bound must also be slowed. The glutamate (E14) residues in the
transporter lumen that are thought to be the protonation sites and the drug
†This work is in preparation, and was conducted under the joint supervision of Susan
Rempe at Sandia National Laboratory and Emad Tajkhorshid.
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Figure 13.1: Schematic of the transport cycle of EmrE following the alternat-
ing access mechanism. EmrE monomers (red and blue ellipsoids) are able to
swap conformations and thus alternate the substrate or proton accessibility to
the inside or outside of the cell when loaded with protons (left) or with sub-
strate (right). However, when the EmrE dimer is in its apo (middle) form, the
transition should be forbidden in order to preserve the proton gradient.
interaction partners during the transition531,532 likely play a crucial role. How-
ever, their speciﬁc interaction partners that control the transition have not been
previously elucidated.
To answer these questions explicitly, an atomic model of EmrE consistent
with experimental observables and structural proclivities of individual side-
chains by using molecular dynamics ﬂexible ﬁtting (MDFF)533 and interactive
biased molecular dynamics techniques534 was constructed. Using this starting
model, a series of simulations are carried out where the loading state of EmrE is
varied to mimic the diﬀerent intermediate states of the transport cycle. To rep-
resent the drug-bound state, tetraphenylphosphonium (TPP+) was chosen from
among the many substrates EmrE exports520 due to the binding site location
being available crystallographically.526 In addition to traditional equilibrium
molecular dynamics simulations, replica exchange thermodynamic integration
(RETI)535 calculations were performed to determine the pKa diﬀerences be-
tween the E14 residues in each monomer and assign speciﬁc causal factors to
the observed experimental pKa shift of 1.7± 0.2 units
536 between E14 residues
in each monomer. Non-equilibrium work calculations were also performed for a
qualitative estimate of the transition probabilities at diﬀerent states, using the
inherent symmetry of EmrE to generate structural models for both inward- and
outward-facing states of EmrE.
Over the course of the simulated trajectories, the observed conformational
dynamics of the EmrE model correspond with expectations based on the res-
olution of the available crystallographic structures. The secondary structure
imposed by the modeling process remains intact over the course of the simula-
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tion, and is more helical than prior models for EmrE.526,537,538 The simulations
highlight the pivotal role aromatic residues around the binding site play in con-
trolling conformational heterogeneity. Tyrosine Y60 in particular was found to
interact with E14 of the opposing monomer. When combined with previous mu-
tagenesis data539 showing a deleterious eﬀect for Y60F mutations on cell ﬁtness,
this suggests that the hydrogen bond Y60 forms to E14 locks the conformational
transition when the interaction is present. In addition, the hydrogen bond from
Y60 to E14 lowers the pKa of that speciﬁc E14 residue, thus forcing a second
proton binding event before the interaction is broken and the transition will
take place.
13.2 Structural Model Construction
Construction of the structural model of the EmrE homodimer embedded into a
bilayer was challenging due to the crystallographic structure quality of approx-
imately 4 A˚ in resolution.526 Only backbone alpha-carbon (Cα) positions are
reported, therefore requiring that the remaining backbone atoms as well as all
side-chains be modeled in. In a na¨ıve approach, the positions of the Cα atoms
from the TPP+-bound crystal structure (PDB:3B5D)526 were used to restrain
a model of EmrE generated using a combination of psfgen and Modeller540,541
software. In this manner, the available Cα positions act as a template to guide
the positions of the side-chains as they settle into their preferred rotameric
states. The resulting structure had a number of unsatisfying features. The
initial structure lacked α-helical secondary structure throughout the hydropho-
bic transmembrane regions of the protein (Fig. 13.2). Due to the strength of
backbone hydrogen bonds in a low dielectric environment within the hydropho-
bic core of the membrane, transmembrane helices are expected to be largely
α-helical.542,543 Furthermore, the crystal structure placed a number of proline
residues in the loop regions between helical domains (Fig. 13.2), rather than as
helix terminators where they are far more commonly found.544 Thus, consid-
erable eﬀort was invested to use available experimental information and trends
from other membrane proteins to reﬁne the model to recapitulate the in vivo
state.
Beyond the crystal structure, a cryo-EM-based model of the EmrE dimer
is available,537 as well as the original electron density used to construct that
model.521 We combined this cryo-EM map with Molecular Dynamics Flexible
Fitting (MDFF) to reﬁne the initial structural model. MDFF uses the electron
density to add additional forces to the molecular simulation to attract atoms
to areas of electron density.533 The reﬁnement proceeded through two broad
steps: simulation of the naked protein in a high-dielectric (ǫ = 80) implicit
solvent model,545,546 and embedding this model into an atomistic membrane
representation for further relaxation with additional electron-density restraints.
This split allowed interactive control of the large structural changes required
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Figure 13.2: Direct structural comparison of the initial structure based on a
na¨ıve reﬁnement of the original crystal structure (lighter colors) with the reﬁned
structure obtained after interactive MDFF simulations (darker colors). The pro-
tein structure is represented as a cartoon, where α-helical secondary structure
as determined by Stride405 is clearly demarcated from loop regions. The ex-
tent of the hydrophobic acyl chains of the modeled DMPC bilayer is shown as a
transparent surface around the EmrE homodimer. The “A” monomer is in blue,
and the “B” monomer is in red, where the monomer identiﬁcations are based
on the chain identiﬁer from PDB:3B5D and PDB:2I68, x-ray structure of the
TPP-bound state of EmrE526 and the cryo-EM based model,537 respectively.
A green sphere has been drawn on the N-terminus of each monomer to help
identify the loops. Proline residues 3, 32, 55, and 86 are also drawn to highlight
their important role in terminating helices in the reﬁned model.
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Figure 13.3: (A) The cryo-EM derived electron density (black wireframe) over-
laid on the ﬁnal structure as in Fig. 13.2, with the addition of a stick model
for the side-chain heavy atoms. Carbon atoms are gray, nitrogen atoms are
blue, oxygen atoms are red, and sulfur atoms are yellow. The extent of the
membrane hydrophobic core surrounding the protein is shown as a transparent
surface. Note that the reported cryo-EM densities show artifacts outside the
dimer. (B) Cross-correlation of simulated density maps from the simulation
structure during interactive molecular dynamics534 in implicit solvent against
the experimental map over time. The mean cross-correlation at the end of the
interactive MD in implicit solvent is reported (µcc = 0.45), with the level shown
by the dashed black line. The cross-correlation coeﬃcient remains consistent
during membrane equilibration.
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for locally refolding EmrE, taking advantage of the GPU implementation of
implicit solvation in NAMD547 to work directly with the model on a suitably
equipped workstation. After the large structural changes were achieved, fur-
ther equilibration was carried out in a membrane environment. During both
steps, local structure restraints maintained the proper amino acid chirality and
prevented the formation of cis-peptide bonds, as is recommended during any
MDFF simulation of protein.26
The changes in protein structure were driven through ﬁtting the heavy atoms
of the EmrE dimer into the electron density (Fig. 13.3A) as well as interactive
temporary forces applied via VMD25,534 to drive the system toward a favorable
state more quickly. A common scenario for adding these temporary interactive
forces involved ﬂipping the orientation of carbonyl oxygen atoms to promote
the formation of α-helical structures. Due to the geometrical constraints placed
upon each residue, the ﬂipping process has a high transition barrier, and there-
fore is unlikely to be corrected during equilibration. Hydrophobicity arguments
also involved rotating peptide bonds to bring aromatic side-chains into the hy-
drophobic core of the membrane, where these side-chains have been shown to
naturally partition into membrane bilayers.548 By the exploratory nature of the
reﬁnement process, many parameters were changed during the simulation. Most
notably, the coupling constant between the electron density and the heavy atoms
(GSCALE in NAMD parlance) was not always held ﬁxed, increasing brieﬂy from
0.3 to 10, before being reduced back to 0.3, as indicated in (Fig. 13.3B). In this
case, strong coupling between the atoms and the electron density drew termini to
stray density elements on the periphery of the box. A reduced coupling constant
yielded an EmrE dimer that was suitable to embed into a lipid environment.
The lipid embedding process was carried out in Charmm-GUI,43,46 where
80 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC) lipids were added to
each of the top and bottom leaﬂets to form the full bilayer. This shorter lipid
was chosen to more closely mimic the experimental conditions under which
EmrE has been studied, where shorter lipid tails predominate,524,525,528,529,549
rather than the longer lipids found in native bacterial E. coli membranes.512
The membrane-protein system was solvated with 9,942 TIP3 water molecules550
and enough sodium chloride (Na+Cl– ) for a concentration of 150mM. The total
system size was approximately 82 A˚× 82 A˚× 85 A˚, or 50,700 atoms.
This system was advanced forward through 18.8 ns of simulation time largely
without any user input. NAMD 2.103 was used to propagate atomic coordinates
with 2 fs time steps using the CHARMM 36 force-ﬁeld for proteins54 and lipids74
with TIP3 water.550 The equilibration simulation was maintained in a constant
pressure and temperature (NPT) ensemble using a Langevin thermostat163,164
with a damping coeﬃcient of 1/ps to maintain the temperature at 310K and a
Nose-Hoover Langevin piston barostat101,102 set to hold the membrane aspect
ratio constant. The cryo-EM-derived electron density for EmrE521 combined
with MDFF methodology533 maintained the overall topology of the helices as
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Figure 13.4: Timeseries of the rotation of the “A” monomer of helix 3 such that
S64 no longer faced the membrane. This transition was attempted twice using
the Colvars module35 of NAMD,3 once to only a 30 degree rotation initially,
which was unstable. The 60 degree rotation was restrained for a time, and was
stable over longer simulation (at approximately 9 ns). The comparison between
the initial and ﬁnal state is shown in the inset. Initially, S64 of the “A” monomer
(thinner stick representation) pointed into the membrane. After rotation, S64
can interact with the S64 of monomer “B” (green line).
lipids equilibrated around them. Initially, a serine residue (S64) on helix 3 of
monomer “A” was oriented in such a way that it interacted directly with the
membrane. Given that S64 of the “B” monomer was buried within the protein,
such an orientation would require that helix 3 rotates substantially along the
helical axis during the conformational transition. This unnatural conformation
was alleviated through a rotation of 60 degrees along the helical axis using
the Colvars module of NAMD3,35 to allow S64 to interact with the S64 of the
opposite monomer (Fig. 13.4).
Naturally, an accurate complete structural model would be preferred over
a model that depended on manual reﬁnement of the protein structure. In this
instance, the available structural information is incomplete and contradictory.
Alongside a TPP+-bound structure, there are two apo crystal structures where
two helices are perpendicular to the others, and lie along the membrane inter-
face.526 We suggest that crystallographic contacts may have forced EmrE to
adopt a non-native structure that perturbs its secondary structure, resulting
in a squashed protein structure with partially unwound helices. Therefore we
acknowledge a tendency to promote helical secondary structure during the re-
ﬁnement process to promote helix extension across the full span of the bilayer
hydrophobic region (Fig. 13.2). This bias may be proven incorrect by future
experimental studies. Nevertheless, the reﬁned model presented here is a use-
ful advance upon previously reported EmrE models where secondary structure
disintegrates upon simulation.538
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13.3 Simulation Protocols
The structural model forms the basis for studying the impact of substrate bind-
ing and protonation on the interactions formed within EmrE, and how these
interactions may regulate conformational change consistent with alternating ac-
cess transitions. The ﬁrst step to this was setting up substrate-bound, singly
and doubly protonated EmrE models. Protonation into three diﬀerent conﬁg-
urations (only protonating E14 of monomer “A” (A+), only protonating E14
of monomer “B” (B+), and protonating both E14 (A+B+)) was accomplished
using psfgen. Tetraphenylphosphonium (TPP+) was modeled in by aligning
the TPP+-bound structure to the newly reﬁned structure and using the atomic
coordinates found in the aligned 3B5D structure.526 Waters that were within
1.5 A˚ of the newly placed TPP+ molecule were removed.
Throughout the simulations that follow, we use the CHARMM 36 force-
ﬁeld for proteins,54 lipids,74 TIP3 water,550 along with parameters based on
CGenFF236 for TPP+. TPP+ itself contains a phosphorus atom at the center
of four benzene rings. The phosphorus atom was identiﬁed to have no analo-
gous parameters already developed in CGenFF.78,79 Using the ﬀTK force-ﬁeld
development toolkit,85 the charges and missing parameters were optimized to
approximate the quantum interactions inherent to the TPP+ cation in a classical
force-ﬁeld, focusing on the central phosphorus atom.
13.3.1 Equilibrium Simulation
The ﬁve systems (Apo, TPP-bound, and three diﬀerent protonated states) were
equilibrated for 25 ns using NAMD 2.10.3 During this equilibration, MDFF
restraints with the coupling constant at 0.3 maintained the protein struc-
ture near that of its reﬁned model structure. During this equilibration under
NPT conditions, the temperature was maintained at 310K, and the pressure
at 1 atm by Langevin dynamics and Langevin piston Nose´-Hoover methods,
respectively.101,102 The pressure could operate on the membrane-normal and
membrane-parallel dimensions separately. Short-range electrostatics were cou-
pled to long-range PME105,106 electrostatics at 10 A˚, with the PME grid set
to a 1.2 A˚ grid spacing. Dynamics used a 2 fs time step, and the SETTLE
algorithm92 constrained the bond lengths to hydrogen atoms.
The equilibrated structures were converted into a Gromacs-compatible for-
mat for further simulation. Each of the ﬁve loading states was into ﬁve replicates
at this stage. Using Gromacs 5.0.4,103,140,551 ﬁve 500 ns simulations were per-
formed for each of the ﬁve loading states of EmrE, for an aggregate runtime of
12.5µs. The extensive sampling took advantage of new optimizations in Gro-
macs 5 that reduce walltimes for simple equilibrium simulations.103 These simu-
lations were carried out in a constant volume and temperature (NVT) ensemble,
using a Nose-Hoover thermostat552–554 at 310K. Electrostatic interactions were
computed similarly to how it was implemented in NAMD during equilibration,
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with 1.2 A˚ gridspacing for PME after a 12 A˚ cutoﬀ for short-range electrostatic
and non-bonded interactions.
13.3.2 Non-equilibrium Work from Driven EmrE
Transitions
Given the unique topological relationship that exists between the outward- and
inward-facing states of EmrE, driven simulations were used to determine the
relative ease of transition between these two states depending on the protonation
and substrate binding. This was carried out in a series of targeted molecular
dynamics simulations, using symmetry operations to convert the end states of
the equilibrium simulation, which are used as the initial state of the transition,
into a target state. Over 20 ns of simulation with NAMD 2.10,3 biases were
applied using the collective variables module of NAMD35 such that the root
mean square deviation (RMSD) to the target reached 2 A˚. The TPP+ molecule,
if present, was translocated to the other side of the membrane. Combined,
this protocol represents a naive way of driving the transition of EmrE from
the outward- to inward-facing state. The work required to drive the simulation
between these two states would traditionally be used to supply an upper bound
on the free energy diﬀerence.114 However, in this setup with no electrical or
chemical gradient driving the transition, the free energy diﬀerence between the
two states is implicitly 0. Instead, here we use the non-equilibrium work to rank
the height of the free energy barrier for each transition, connecting trends and
interactions observed in equilibrium simulation and via NMR experiments.529
13.3.3 Intermonomer E14 pKa Calculations
Prior experiment has indicated that there is a pKa diﬀerence between the two
glutamate residues present in the center of the bilayer, shifted by 1.2 to 1.7
pKa units with respect to one another, depending on the temperature.
536 To
determine which monomer has which pKa, a short free energy perturbation
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and a longer replica exchange thermodynamic integration (RETI)535 calculation
was conducted to determine if E14 from monomer “A” or “B” will be protonated
ﬁrst. When λ = 0, the proton is on E14 of the “B” monomer (equivalent to
the B+ state), and transits in an alchemical manner such that the proton is
located on E14 of the “A” monomer when λ = 1 (the A+ state). NAMD
uses the dual-topology paradigm for alchemical simulations. Since the partial
charges on glutamate change when glutamate is protonated, a 20 kcal/mol/A˚
2
harmonic potential between equivalent heavy atoms are applied. This additional
restraint eliminates unphysical conformational sampling, which can result in
slow convergence of the calculations.484,485
The pilot FEP calculations, carried out in NAMD 2.103 consisted of se-
quential forward and reverse FEP calculations across λ ∈ {0.0, 0.02, 0.05, 0.1,
0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95, 0.98, 1.0}. At each sequential value for λ,
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Figure 13.5: Timeseries showing how each replica exchanges through λ space
over time. Each replica is drawn as its own color, based on the initial value for λ
of the replica (redder for larger λ, bluer for smaller λ). Exchanges are frequent
on the time scale of the simulation, and no isolated λ values are observed.
the system was equilibrated for 20 ps prior to 600 ps of data collection. The
initial coordinates were obtained from apo conformations that were “mutated”
such that there would be two states alchemical states. The free energy was
determined using the ParseFEP139 plugin of VMD.
This pilot simulation was the baseline for comparison to a RETI simulation,
also carried out in NAMD 2.10.3 In order to optimize the transition rate while
being mindful of the computational cost, the λ values for RETI simulation were
chosen to be λ ∈ {0.0, 0.02, 0.08, 0.14, 0.2, 0.26, 0.32, 0.38, 0.44, 0.50, 0.56, 0.62,
0.68, 0.74, 0.80, 0.86, 0.92, 0.98, 1.0}, yielding exchange acceptance probabilities
of at least 7% between adjacent replicas with frequent exchanges between repli-
cas (Fig. 13.5). The initial coordinates were drawn from the A+ and B+ simu-
lations (10 states from A+, 9 from B+), so as to perturb the water less during
the alchemical transition between these two states. Each of the 19 replicas was
simulated for 10 ns to obtain the ﬁnal result.
13.3.4 Analysis Methodology
Purpose-built VMD25 scripts were used to analyze the protein dynamics, water
permeation, and connectivity during the equilibrium trajectories. These scripts
utilized the python interface of VMD25 to facilitate interoperability with the
NumPy,555 SciPy, NetworkX,556 and Matplotlib404 python packages for further
analysis. The analyses performed include simple RMSD, root mean square ﬂuc-
tuation (RMSF), and distance measurements, as well as more elaborate eval-
uation of the geometries observed during simulation. To determine if water
wires formed and if they might be conductive, directional networks of hydro-
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gen bonds were constructed using NetworkX,556 and evaluated for connectivity
between distant water molecules on either side of the transporter. Contacts
between TPP+ and EmrE were evaluated using a distance-weighted contact
metric:
Ci =
∑
j∈TPP
1
1 + exp
(
5 A˚
−1 (
dij − 4 A˚
)) (13.1)
In this manner, every heavy-atom contact between protein heavy atoms (i) and
heavy atoms in TPP+ (j) can be aggregated together to visualize and quan-
tify the strength of the contacts diﬀerent residues make. This formulation has
been used previously for quantifying important lipid-protein interactions224 and
protein-lignin interactions142 (See chapter 3).
13.4 Results and Discussion
The model generated by the reﬁnement approach is a marked improvement over
the starting crystal structure. In a simple static test of the reﬁned model, struc-
ture checks were conducted to assess the overall quality of the model. Crys-
tallographers frequently use the molprobity score as a metric to assess their
structures, with a score commensurate with the approximate resolution.557 The
molprobity score for the model was 0.89, a result that would be expected from
a sub-A˚ngstrom resolution crystal structure.557 In excess of 95% of side-chains
are in their favored rotameric and Ramachandran regions of conformational
space, with only 2 outliers each in the 220 total amino acids of the structure.
Separate analysis with PROCHECK558 shows 93% of residues are in their most
favored region, compared with 73% in a recently generated EPR-based model.559
Through dynamic simulation, additional features of the modeled structure be-
come apparent.
13.4.1 Stability of the Modeled EmrE Structure
With the extensive structural remodeling that took place prior to simulation
and the poor resolution of the starting structure, it might be expected that the
model of EmrE generated here might suﬀer from instability and fall apart over
extended simulation. While the RMSD with respect to the crystal structure
can be high relative to other simulated membrane proteins (Fig. 13.6A), the
majority of the simulations show RMSDs that are comparable to, or below,
the crystal structure resolution (3.8 A˚), as is generally the case for membrane
proteins.560 The two notable exceptions are one B+ simulation and one TPP-
bound simulation. In the TPP-bound case, lipids intercalate into the dimer
interface formed between helix 2 of each monomer, and directly interact with
TPP+. This splits apart the dimer in this case, leading to a large RMSD for
this simulation. For the B+ case, a helix rotation causes a continuous water
channel to be formed, which increases the RMSD relative to the crystal.
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Figure 13.6: General deviation and ﬂuctuation measured over the course of the
trajectories. (A) RMSD of each trajectory compared against the 3B5D crystal
structure. Due to limitations of the original crystal structure, the comparison
strictly involves Cα positions reported in the crystal structure, and does not
include any side-chain atoms. The color of the lines indicates the loading state
of EmrE: black for the apo state, red for the TPP-bound state, blue for the
doubly-protonated state (A+B+), green for the state where the proton is bound
to monomer A (A+), and yellow-green when the proton is bound to monomer B
(B+). (B) Mean RMSF per residue after trajectory alignment for each loading
state of EmrE, using the same color scheme as in (A). For a detailed trajectory-
by-trajectory analysis, see Fig. 13.7.
For high RMSD, conformational changes during the simulation could be hid-
den by the number of diﬀerent ways a ∼4 A˚ of RMSD change can be achieved.
Based on the per residue RMSF measurements conducted over these same tra-
jectories (Figs. 13.6B and 13.7), no large-scale conformational changes are ob-
served over the simulations. The RMSFs are comparable to what would be
expected for a dynamic and diminutive α-helical membrane protein, with small
ﬂuctuations in the helical regions and larger ﬂuctuations in the connecting loops
and termini (Fig. 13.6). Furthermore, the ﬂuctuations that lead to any spon-
taneous conformational change move the protein away from the inverted model
that would reﬂect an inward- to outward-facing state transition (Fig. 13.8).
Since the duration of individual simulations (500 ns) is substantially shorter
than measured turnover rates (ms time scale528,529), this highlights the need for
biased simulation to drive any transitions between outward- and inward-facing
states rather than waiting for transitions to occur spontaneously.
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Figure 13.7: RMSF per residue for every equilibrium trajectory run. Each dif-
ferent EmrE loading is one row of the matrix, with the ﬁve separate trajectories
occupying the columns of the matrix. The colored lines indicate the RMSF for
that speciﬁc trajectory, while the gray background lines provide context for how
the other copies of the same loading state behaved.
An essential feature of membrane proteins is the secondary structure
formed by the polypeptide spanning the low-dielectric environment of the
membrane.542,543 High RMSD can hide the dissolution of protein secondary
structure, including the eight transmembrane α-helices of EmrE that col-
lectively barely span the hydrophobic core of the DMPC bilayer into which
they were placed (Fig. 13.2). By explicitly determining the secondary struc-
ture throughout the simulations using Stride,405 we observe that the α-helical
secondary structure is maintained in all four transmembrane segments per
monomer (Fig. 13.9A). The identity of the residues belonging to each helix
diﬀers slightly depending on the monomer (Fig. 13.9B), likely due to the dif-
ferent structure of the connecting loops between the individual helices pulling
on the ends of the helices. Additional experimental restraints, likely derived
from future NMR experiments, would be instrumental in reﬁning the exact
secondary structure assignment of each residue, improving the veracity of the
simulated structure.
13.4.2 Water Analysis
In investigating the diﬀerent loading states of EmrE, the spontaneous dehydra-
tion of the doubly protonated A+B+ state (Fig. 13.10) was truly unexpected.
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Figure 13.8: RMSD matrix highlighting the states sampled by the equilibrium
trajectories with respect to both the original model (x-axis) and the inverted
model (y-axis). Motion towards the inverted model (low RMSD states) would
be suggestive of the transition EmrE undergoes as part of its functional cycle.
Other protonation states show typical behavior for a membrane transporter,
with lumen water that can directly exchange with bulk water on one side of the
membrane. This was not the case for the A+B+ state. Instead, the connection
from the lumen to bulk water was severed, and the transporter spontaneously
transitioned to a new occluded state. Although this state looks occluded, no
large-scale conformational change has taken place (Fig. 13.8). This new state in-
stead suggests that without the strong electrostatic interactions brought about
by the charged glutamate residues, water interactions with the protein are too
weak to maintain a water channel into the lumen and thereby spontaneously
break the water channel. The rapid formation of an occluded intermediate is
consistent with pH-dependent NMR studies where low pH facilitates rapid con-
formational transition.529
The TPP+-bound state (Fig. 13.10) appears to be weakly leaking, with a
visible water pathway between both top and bottom bulk water regions to the
TPP+ binding site. Water leaks are a phenomenon that has been previously
observed for other membrane transporters,563 thus it is reasonable for a highly
dynamics transporter such as EmrE to exhibit leaks. However, water leaks in
EmrE are particularly interesting since EmrE transport is driven by a proton
gradient. Thus, any water leaks would serve as a conduit for protons across the
membrane, short-circuiting the transport cycle (Fig. 13.1). The leaky states,
212
Figure 13.9: Representations of the predominant secondary structure over
all trajectories. (A) A residue-by-residue breakdown of secondary structures
present, and their relative predominance throughout the simulations as deter-
mined by Stride.405 Each secondary structure type observed is shown as its own
color in the cumulative barplot above; red for a conventional α-helix, blue for
a 3-10-helix, pink for turns, and gray for random coils. (B) Residues that are
α-helical 80% of the time were identiﬁed and grouped into individual α-helices.
The helices formed in this model diﬀer slightly between monomers, as indicated
by the lines above (monomer A, blue) and below (monomer B, red) the EmrE
sequence, which has been colored according to hydropathy561 and typeset using
TeXshade.562 This mapping includes residues 2 to 22, 30 to 51, 56 to 76, and 85
to 105 of monomer A, and residues 3 to 23, 30 to 51, 56 to 78, and 85 to 105 of
monomer B. As a comparison, the model of Fleishman537 identiﬁes residues 4 to
21, 34 to 52, 58 to 80, and 87 to 104 as helical. The conservative Fleishman helix
deﬁnitions are used consistently in other analyses performed on the simulations.
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Figure 13.10: Visualization of the mean water occupancy across all ﬁve repli-
cates within the lumen of EmrE under diﬀerent loading conditions. Regions
where water is frequently present are represented by isosurfaces of diﬀerent col-
ors (gray for the Apo state, red for the TPP+ bound state, green for A+ and
B+ states, and blue for the A+B+ state), along with a cartoon representation
of EmrE for context.
Water Pore Existence H+ Conductance Mean Lumen Water
Probability Mean Duration (ps) Probability Mean Duration (ps) Exchange Time (ns)
Apo 11.6% 15.7± 0.1 0.3% < 5.6 11.1± 0.4
TPP-bound 11.8% 12.9± 0.2 0.6% < 6.1 18.8± 1.5
A+B+ 3.9% 12.5± 0.1 0.7% < 5.8 21.6± 3.6
A+ 0.7% 11.0± 0.2 0.1% < 6.1 13.1± 0.8
B+ 4.1% 10.5± 0.1 0.1% < 5.5 14.8± 1.0
Table 13.1: Propensity and lifetime of water pores to form for diﬀerent load
states of EmrE. A water pore is deﬁned to exist at a speciﬁc time-point if a con-
nection exists between water molecules on either side of the membrane outside
of the transporter lumen. Speciﬁcally, we determine if a trail of water oxygen
atoms whose oxygen atoms are within 3.2 A˚ of their neighbors exists such that
they connect any pair of water molecules where |z| > 11.8 A˚ and ∆z > 23.6 A˚.
Additionally, proton conduction is assumed to be permissible if any two waters
fulﬁlling the same criteria can be connected via a series of directional hydro-
gen bonds that might allow rapid proton traversal of the membrane span. The
statistics are computed by evaluating the existence or absence of water pores or
proton conduction pathways every 5 ps, the frequency at which snapshots from
the trajectory were saved. Since proton-conduction pathways are uniquely short
lived, their mean duration is likely overestimated. The ﬁnal column measures
the mean time taken for lumen water to exchange, as measured by determining
the number of frames required for all lumen water molecules to have been re-
placed by water molecules from the bulk. Reported ranges indicate the standard
error, not the standard deviation.
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Figure 13.11: The number of water molecules within the lumen of EmrE as
a function of time for the diﬀerent loading environments. All 25 independent
trajectories are shown simultaneously and are colored according to the EmrE
loading state, with the mean number of waters reported beside the in-ﬁgure
legend.
where a water path exists between both sides of the membrane, occur only
transiently (Table 13.1), and account for less than 10% of the total simulation
time. These leaky states are inhomogeneously distributed across the simula-
tions conducted (Figs. 13.12 and 13.13). Critically, these leaky states are not
conducive to rapid proton translocation via a water wire.564 Frequently, one or
more waters within the path are oriented sub-optimally for proton conductance,
and do not form the chain of hydrogen bonds needed to form a conductive wa-
ter wire. When water wires do form, they are not persistently present, and
would not serve as eﬃcient proton pathways,564 thereby maintaining the proton
gradient that drives substrate export.
Water dynamics are particularly sensitive to the loading state of EmrE. The
TPP+-bound or A+B+ states exchange lumen waters with bulk solution more
slowly than do the other loading states tested (Table 13.1). For the A+B+ case,
this delay stems from the irregularity with which the waters isolated within the
lumen can exchange with bulk water during the sporadic formation of path-
ways between the dimer interfaces, as evidenced by the low number of waters in
the lumen at any given time (Fig. 13.11). TPP+ blocks the exchange of water
through a diﬀerent mechanism, trapping it within the lumen by limiting the ac-
cessibility of water molecules nearest to it and thereby retarding their exchange.
This observation is consistent with the model from Fig. 13.1, since slower water
disconnected from the bulk would be the ﬁrst step in forming an occluded state.
Thus, viewed from the perspective of water dynamics, the A+B+ and TPP+
bound states are closer to transitioning than are the other loading states tested.
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Figure 13.12: Time resolved water pore formation for each simulation trajectory.
Since the time resolution of the data (5 ps steps) far exceeds the limits of what
is easily resolvable graphically, the individual datapoints are aggregated in lots
of 50, such that each feature is equivalent to 250 ps of simulation time. Each
remaining point thus represents the fraction of time within that simulation
snapshot that the water pore, as deﬁned in Table 13.1, was formed during the
250 ps of simulation.
13.4.3 Residue Specific Interactions in EmrE Structure
With the current model, information is available for the ﬁrst time as to the inter-
actions within EmrE. In particular, we can now elucidate how hydrogen bonding
patterns change during the transport cycle. The full listing of interactions (Ta-
ble A.3) details the interactions that exist throughout the anti-symmetric dimer
structure modeled here. Many interactions, particularly those involving residues
on the periphery of the protein, remain unchanged under the diﬀerent loading
states for EmrE tested here. Other robust interactions include those internal
to the structure, such as polar side-chains interacting with nearby backbone
carboxy groups like the serine to alanine (S43–A10) interaction exempliﬁed in
Fig. 13.14.
The most signiﬁcant changes in hydrogen bonding occur in the vicinity of
E14 as hydrogen bonding responds to diﬀerent loading states (Table 13.2). The
residues near E14 have been previously identiﬁed as important to the func-
tion of EmrE. Tryptophan W63, for instance, is highly conserved in the SMR
transporter family (Fig. A.2), and its mutation changes EmrE into a uniporter
of cationic substrates.565 Mutations to Y40 or S43 reduce the eﬀectiveness of
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Figure 13.13: Time resolved existence of water pores that can conduct protons
for each simulation trajectory. Since the time resolution of the data (5 ps steps)
far exceeds the limits of what is easily resolvable graphically, the individual
datapoints are aggregated together in lots of 50, such that each feature is equiv-
alent to 250 ps of simulation time. Each remaining point thus represents the
fraction of time within that simulation snapshot that the water pore, as deﬁned
in Table 13.1 of the main text, was formed and could conduct protons during
the 250 ps of simulation.
Figure 13.14: Examples of hydrogen bonding during simulation, and how they
change with the protonation of E14. (A) Example interaction network surround-
ing deprotonated E14, highlighting multiple inﬂuential interactions to E14 of
monomer A (blue cartoon). These include W63 from monomer A, Y60 from
monomer B (red cartoon), and an example of water mediated interaction (S43).
Helix 1 and 2 of monomer B have been omitted for clarity, as have hydrogens
not directly involved in hydrogen bonds (black dashed lines). (B) Example in-
teraction network when E14 is protonated, detailing how E14 can act as a donor
to the backbone of W63 rather than as an acceptor as it was in (A), which in
turn changes W63 into a potential donor to S43.
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Hydrogen Bond Propensity
E14 Chain E14 Partner Apo TPP-bound H+AH
+
B H
+
A H
+
B
A A T18 63.2 65.8 75.2 60.4 63.5
Y40 14.5 10.9 0.7 1.5 7.5
S43 5.4 10.7 – 0.4 1.5
W63 32.8 13.8 38.6 41.0 57.1
A B Y60 8.6 0.1 10.3 3.5 32.2
B A Y60 – 11.7 15.9 0.1 0.1
R106 6.1 27.2 – 0.2 0.3
B B T18 57.8 58.7 71.4 60.1 54.2
Y40 6.8 9.2 0.2 9.4 1.5
S43 22.1 16.2 – 9.0 1.4
W63 15.9 8.7 71.7 44.2 51.0
Table 13.2: Listing of hydrogen bonds formed by protein side-chains to E14,
reported as a percentage of the total simulation time these hydrogen bonds
existed. The results are grouped according to which pair of monomers are
involved of the interaction. Note that unlike Table A.3, donor and acceptor
interactions to E14 are aggregated together into a single element on the table.
EmrE in exporting toxic substrates,539,566 and S43 has been implicated in the
speciﬁcity of EmrE to its substrates.567 The tyrosine residue Y60 is one of the
few amino acids completely conserved in the SMR family (Fig. A.2). The con-
servative mutation Y60F renders EmrE nonfunctional.539,568 A reduced level
of resistance to antibiotics is conferred by Y60T,539 suggesting a role for the
hydroxyl of Y60 in regulating the transport cycle. Taken together with the
hydrogen bonding data presented in Table 13.2, the mutation studies identify
critical roles for each of these residues in tuning the interactions of E14 and its
surroundings, and establishes how these interactions are aﬀected by the loading
state of EmrE. For example, the proton from W63 will interact with the side-
chain of E14 from the same monomer if E14 is deprotonated, but will stretch
across to the backbone or other nearby residues instead if E14 is protonated
(Fig. 13.14).
Measuring direct hydrogen bonds only tells part of the story. Water-
mediated hydrogen bonding, which are hydrogen bonding interactions where
water molecules bridge the gap between donor and acceptor, is observed be-
tween E14 and Y40, W63, and Y60 (Fig. 13.15A). The water-mediated hydrogen
bonding pattern observed within a single monomer (Y40 and W63) does not
change during conformational change, as similar interaction patterns are ob-
served in both monomers A and B for equivalent protonation states. Critically,
the interaction between Y60 from monomer B and E14 from monomer A
(Figs. 13.14A and 13.15B) is clearly inequivalent to the interaction set be-
tween the opposite set of monomers. Additionally, this interaction is strongest
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Figure 13.15: Water-mediated hydrogen bonding within EmrE for selected
residue pairs (A), and an example snapshot showing an example of how these
measurements are made (B). For every snapshot from the trajectory, directional
hydrogen bonding networks were generated based on the geometry of each pro-
tein residue or water molecule, using only the protein side-chains. In this way,
interactions to the protein backbone, such as the T18-E14 interaction (pink
dotted line in B), are excluded. The pathlength between two residues is deter-
mined from this directional network (black arrows shown in the example), and
the distribution of this pathlength over the aggregate trajectories for E14-Y40,
E14-W63, and E14-Y60 pairs in each EmrE loading state is reported above in
the labeled subpanels. The labels from these subpanels indicate the monomer
of the residue in question (A or B) after the residue number. Note that since
the hydrogen bonding pathway is directional, we only count the interaction if
a donor-acceptor relationship might exist between the residues. Thus, in the
example pictured, Y60 has a pathlength of 2 to both T18 and E14, as they are
connected via the shown water, while T18 has a pathlength of 0 to E14, sig-
nifying that the two side-chains are disconnected since the bridging water acts
as the donor to both residues. Equivalently, the pathlength can be imagined
as the number of intermediate hops + 1, so that values of 1 mean a direct hy-
drogen bond, and successive intermediate waters increment the pathlength. To
assist in determining the location of the datapoints for each loading type and
the visualize the overall pattern, the datapoints have been connected with an
interpolating polynomial in the plots.
when E14 from monomer A (E14A) is deprotonated (the B+, TPP+, and apo
states), suggesting that the protonation of monomer A acts as an “electrostatic
lock” that couples the monomers together and prevents conformational change
when E14A is deprotonated. This mechanistic hypothesis was tested by driven
conformational changes, and are discussed in a subsequent section.
An unexpected set of contacts to sometimes emerge from the analysis are
contacts between the C-terminus of monomer A and E14 of monomer B in some
states (Table 13.2). These interactions do not always exist, and instead are the
result of heterogeneous populations of conformations in the C-terminal regions
of EmrE. Due to the closure of the lumen to one side, only the C-terminus of
monomer A can make these interactions (Fig. 13.16). As a result, the C-terminus
of both monomers eﬀectively experience independent environments (Fig. 13.16),
and these environments may rapidly change as the terminus is exposed to bulk
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Figure 13.16: Demonstration of the diﬀerent motions of the C-terminus. (Left)
A comparison of the motion of R106 from each monomer relative to the lu-
men, represented here by E14B. The position of R106 across a apo trajectory is
shown through a rainbow of residues superimposed on the same dimeric struc-
ture (transparent cartoon). (Right) Probability distribution of the solvent ac-
cessible surface area (SASA) of the terminal H110 residue.
solution or the protein lumen. The environmental diversity of the C-terminus
may have profound aﬀects on the terminal histidine, whose exposure to diﬀerent
environments can vary greatly and may result in alternative protonation states
rather than the assumed Nε protonation in this model.
13.4.4 TPP+ Dynamics and Membrane Binding
Left out of the discussion to this point is the binding of the substrate, TPP+,
to its binding site within the lumen of EmrE. The binding site for TPP+ was
consistent across the trajectories, focusing primarily on the adjacent aromatic
residues (Fig. 13.17). TPP+ came into contact with a number of other residues
as well, including some on the C-terminal helix of monomer A (Fig. 13.17). The
non-speciﬁc nature of the observed interaction aligns well with the polyspeciﬁc
nature of EmrE transport.520 So long as a molecule carries a charge such that it
is attracted to the electrostatic potential created by both E14 residues and the
inherent membrane potential, and additionally has plenty of aromatic groups
to satisfy the π-stacking requirements of neighboring aromatic residues, EmrE
should be expected to have at least some aﬃnity for the molecule, and be able
to transport it out of the cell.
As mentioned previously, lipids are active players in the structural dynamics
of EmrE, and this may have signiﬁcant implications as to the TPP+ binding
pathway. Lipids wriggle their tails between helical interfaces and can strongly
inﬂuence protein structure, as was observed in some high RMSD cases. In-
deed, the portal formed by cracking apart the interface between helix 2 of both
220
Figure 13.17: TPP+ contact analysis to elements within EmrE. (A) Pictorial
representation of the contact data, where TPP+ and each heavy atom that had
contact with TPP+ are colored according to the number of contacts it had. Bluer
atoms had fewer contacts, and redder atoms had more contacts. For context, a
cartoon representation of the protein, and gray licorice representations of every
side-chain are also included in the ﬁgure. (B) Ordered listing the top 15 amino
acids that had the most contacts with TPP+, expressed as a fraction of the
total number of TPP+ contacts over all trajectories as computed by 13.1.
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Figure 13.18: Lipid intercalation into the interface between helix 2 monomers.
(A & B): Snapshots from the trajectory where an intercalated lipid (highlighted
lighter-colored lipid) splits the monomers (blue for monomer A, red for monomer
B, with the N-terminus tagged in green) apart. This is a stochastic process, as
the intercalation is not always present (C). (D) The lipid occupancy across
all simulation conditions for a speciﬁc slice along the membrane normal, with
higher lipid occupancies colored in red, and lower occupancies in blue, with the
protein provided for context. The snapshots shown all have the “open” side of
the transporter (the side accessible to solution) oriented towards the viewer.
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monomers opens up more frequently than would be expected by chance alone
(Fig. 13.18). We see two reasonable explanations for this phenomenon: (1) the
residue packing along that interface is non-optimal in the proposed model, re-
sulting in lipids wedging them apart, or (2) these gaps exist in vivo as well,
and serve as the conduit for TPP+ binding and unbinding as it arrives via a
membrane-derived route.
The lipid-binding region at the interface between the respective helix 2s are
large enough to accommodate TPP+ entrance in some cases (Fig. 13.18). As
a hydrophobic cation, TPP+ is enriched in the membrane by a factor of 100
relative to solution.569 Thus, as in other membrane proteins whose substrates
or ligands arrive via a membrane-embedded route,570,571 EmrE may increase its
eﬃciency by allowing direct access of the substrate through the gap between
helix 2. However, since the pathway for TPP+ binding is currently unresolved,
further study will be required to distinguish between the two alternative hy-
potheses.
13.4.5 Driving the Transition of EmrE
To this point we have investigated our model for EmrE with diﬀerent protona-
tion states at equilibrium, and observed no signiﬁcant conformational change.
Due to the unique symmetries presented by having an antisymmetric homod-
imer, our model is simultaneously representative of the two end states of the
conformational transition, as during the transition the monomers swap confor-
mations with one another. We exploit this symmetry as a blueprint for the
transition, using it to drive conformational exchange from one state to another
using RMSD as our chosen collective variable. The use of RMSD as a collective
variable is known to generate transitions that are non-physical.429 However, we
use the non-equilibrium work over the transition as a guide to the feasibility of
transition in each of the ﬁve load states tested, as the lowest non-equilibrium
work values for the transition equate to low-barrier transitions.
The non-equilibrium work results (Fig. 13.19) are very counterintuitive from
the perspective of the transport cycle of EmrE (Fig. 13.1). If the apo transition
were to be forbidden, it would be expected to have the highest non-equilibrium
work of the states tested, signifying a high barrier to the transition. Instead, the
TPP+-bound transition is by far the highest in terms of work (Fig. 13.19A), sug-
gesting that under the simulation conditions present it should be “forbidden”.
The TPP+-bound case is special in a number of respects that may make these
simulations less relevant to the transition than the other loading states tested.
TPP+ must move during the transition, as the binding site is on the “cytoplas-
mic” side of the membrane midplane. Due to the bulkiness of TPP+ and the
aromatic residues surrounding it, additional work will be performed to move
the aromatic side-chains across one another in the strongly driven transition
performed here.
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Figure 13.19: Non-equilibrium work proﬁles (A) associated with the conforma-
tional transition of EmrE for each loading state, and the relationship between
the total non-equilibrium work and the starting RMSD (B). The end state from
each equilibrium trajectory was driven using RMSD to its symmetry-related tar-
get over 20 ns. The mean and standard deviation of the non-equilibrium work
required for the transition in each of the ﬁve independent loading states are
reported adjacent to the ﬁgure legend, using the standard color scheme (black
is apo, red for TPP+, blue for A+B+, and dark and lighter green for A+ and
B+ respectively). Essential ﬁt parameters describing the linear relationship be-
tween the non-equilibrium work and the starting RMSD are presented within
panel B.
This is a perplexing state of aﬀairs, leading to many questions with regards to
how EmrE carries out its physiological role.572 However, the order of the barrier
heights are qualitatively correct in terms of known transition rates between
states from NMR studies.524,529 Protonation of EmrE has been measured to
increase the conformational transition rate in the drug-free state from 40 s−1
to 220 s−1,529 both of which are much faster than the conformational exchange
rate of 5 s−1 when TPP+ is bound to EmrE.524 Likewise in our simulations,
the barrier for the A+B+ state is lowest, followed by the singly protonated A+
and the deprotonated apo or singly protonated B+ states, which are distantly
followed by the TPP+ bound state. Thus, our model recapitulates the essential
features of the transition, despite the crudeness of the non-equilibrium work
metric applied here.
One interesting feature from the work proﬁles is the diversity of values for
a speciﬁc state. As an example, the A+B+ state yields both the highest and
the lowest non-equilibrium work value (Fig. 13.19B). The underlying reason for
this result is the RMSD diﬀerence from the initial to the ﬁnal state. Since the
starting conformation comes from the end of the equilibrium trajectory, and the
target state is symmetry related to the initial state, equilibrium conformations
that are more symmetric than others need to undergo smaller conformational
changes to exchange between these deﬁned states. Interestingly, three of the four
conformations that are the most symmetric are A+B+ states, as determined
by their starting RMSD with respect to their target. This is in qualitative
agreement with a recently published EPR study that suggests that the doubly
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Calculation type ∆GB
+
→A+ (kcal·mol−1) ∆pKa
B−A
FEP 6.5(5) 4.6(3)
RETI 1.53(12) 1.08(8)
Table 13.3: Computed ∆G and ∆pKa for the movement of a proton from E14B
to E14A in free energy perturbation (FEP) and replica exchange thermodynamic
intergration (RETI) calculations. ∆pKa = ∆G · log10 (e) /RT
protonated A+B+ state would be symmetric,559 although the time scales of our
simulation are too short to prove or disprove this hypothesis conclusively.
13.4.6 Computational Determination of ∆pKa
As was discussed previously, the E14 residues form speciﬁc, possibly water-
mediated interactions with surrounding residues. These interactions change
with protonation state, and critically, are not identical between individual
monomers. The asymmetry in interactions should cause a noticeable pKa shift
between the two E14 residues. While prior studies had been unable to discern
the diﬀerence, recently the pKa shift has been measured to be 1.7± 0.2 units in
the temperature range we are simulating, with one pKa at 6.8 and the other at
8.5.536 Mechanistically, these pKas suggest that one E14 residue is often pro-
tonated, but leaves open the question of which of the pair is always protonated
and which is only selectively protonated. We answer the question of which E14
has which pKa in three ways: intuitively based on the interactions we have
observed, a short FEP calculation, and a longer RETI calculation.
The intuitive argument is that the hydrogen bonding patterns of E14 to other
residues are largely equivalent between monomers A and B, except with respect
to the interaction from Y60 from the opposite monomer (Fig. 13.15). Since
Y60B could in principle donate a proton to E14A, but Y60A cannot donate a
proton to E14B, E14A should be more willing to lose a proton, as it is already
sharing the proton from Y60B, thereby lowering its own pKa. Therefore, the
free energy change of the proton transfer process from B+ to A+ should be
positive, and any singly protonated state should place the proton on the “B”
monomer, creating the B+ state.
We measure this eﬀect explicitly through the alchemical transition of a pro-
ton on E14B being transfered to E14A (Table 13.3). For both FEP and RETI
calculations, the ∆G for moving the proton is positive as expected, highlighting
that monomer “B” will be protonated to a greater degree than monomer “A”.
Connecting this evidence to the non-equilibrium work measurements, favoring
the B+ state over the A+ state would raise the barrier to transition, and would
cause the transition to wait until the second proton binds.
While qualitatively similar, quantitatively FEP and RETI calculations give
very diﬀerent results. In part, the quantitative disagreement can be attributed
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to the additional simulation from the RETI calculation capturing greater vari-
ation of conformational states, since RETI explicitly uses multiple states taken
from the equilibrium simulations as starting points. Additionally, the FEP sim-
ulations started from an apo state, while the initial states for RETI replicas were
pulled from A+ and B+ states. Since the apo state has on average more than 10
additional water molecules relative to the A+ and B+ states (Fig. 13.11), water
relaxation in response to the additional charge induced by protonation likely
also contributes to the greater accuracy of the RETI calculations. In fact, since
1.7 pKa units is equivalent to a 2.4 kcal·mol
−1 ∆G, the overall accuracy of the
RETI calculations performed is to within 1 kcal·mol−1, approximately the limit
of our current classical force-ﬁelds.
13.5 Conclusions
The ﬁndings based upon our reﬁned model of EmrE has great implications for
the regulation of the EmrE transport cycle. Transferring the proton from B+
to create A+ requires approximately enough energy (1.5 kcal·mol−1) to break
a single hydrogen bond.573 Analysis of the hydrogen bonding network within
the diﬀerent loading states of EmrE reveals that there is an asymmetry in the
behavior of cross-monomer Y60–E14 interactions, with Y60B in a position to
hydrogen bond with E14A but not vice versa. Combined with non-equilibrium
work measurements that indicate a lower barrier to transition whenever E14A is
protonated, thereby breaking the Y60B–E14A interaction, the evidence strongly
suggests that Y60 is the “electrostatic lock” that couples protonation to con-
formational change, indicating why it is so strongly conserved across the SMR
family. In addition to the electostatic lock, the hydration of the EmrE lumen
also responds strongly to changes in the protonation state, eﬀectively sponta-
neously transitioning into an occluded state without large-scale conformational
change when both glutamates are protonated.
These insights were only possible through the generation of a model of EmrE
in a membrane environment consistent with protein structure intuition and
available experimental observables. The model is helical to a larger degree
than prior models to better span the membrane, and has side-chain positions
largely consistent with protein population averages. However, one of the great-
est weaknesses of the modeled structure is the coarse nature of the experimental
observables used in its reﬁnement. Future experimental datasets, particularly
from NMR spectra, could be used in conjunction with the current model for
further reﬁnement.
A further reﬁned model will be critical to further study. Such a model may
shed light on some of the more unusual ﬁndings from these simulations, such
as the intercalation of lipids between helices. Additionally, it would be able
to probe questions we could not, for instance the path substrates take into
the lumen of the protein and under what conditions binding may take place.
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Teasing out the behavior of the substrate and establishing the protonation state
for transition under in vivo conditions, which include a substantial electrical
potential ﬁghting the egress of charged substrate, will be essential to further
establishing how drug export is coupled to protonation in EmrE.
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In future, lots of things will be made
from beans and fibres grown on the
farmers’ fields. This new science is
called chemurgy. Plastics, for
industry, will come from the soil.
Henry Williamson, naturalist,
1895–1977
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14 The Effect of Cellulose
Oxidation on the
Effectiveness of Industrial
Cellulases†
14.1 Introduction
Carbohydrates are among the most diverse set of biological molecules in na-
ture and serve many functions including energy storage, metabolism, biological
recognition, and cell wall structure. A vast array of enzymes representing more
than 130 glycoside hydrolase (GH) families has evolved that employs inverting
or retaining hydrolysis mechanisms to cleave glycosidic linkages.575–577 More
recently, a new class of enzymes was discovered that employ an oxidative mech-
anism to cleave glycosidic linkages,578–593 which have become widely known as
lytic polysaccharide mono-oxygenases (LPMO).593,594 These enzymes were pre-
viously characterized as Family 33 carbohydrate-binding modules (CBM33s) in
bacteria and glycoside hydrolase Family 61 enzymes (GH61s) from fungi and
have been recently recategorized as Auxiliary Activity enzymes in the CAZy
database, AA Family 10 (AA10) and AA Family 9 (AA9), respectively.576 A
newly discovered class (AA11) also appears in fungi.592 With the early publica-
tion related to AA10 activity578 and following the ﬁrst report of AA9 synergy
with hydrolytic cellulase cocktails,581 signiﬁcant attention has been given to
understanding these oxidative enzymes. Beyond the original work on chitin
and cellulose,578–580,595 LPMOs have also been found to act on hemicellulose596
and starches,591,597 and thus represent a new general pathway for carbohydrate
degradation. LPMOs may also oﬀer signiﬁcant potential increases in cellulase
cocktail performance through the exposure of new chain termini upon which
processive cellulases can act,598 thus lowering the cost of producing biofuels.
Thus, far, it has been shown that both AA9 and AA10 enzymes contain mem-
bers that oxidize cellulose at the C1 carbon on glucose to produce a C1-lactone,
glucono-δ-lactone (GDL), and others that oxidize cellulose at the C4 carbon to
produce a 4-keto-aldose product, termed here 4-keto-β-glucose (KBG).583–585,599
Members of both the AA9 and AA10 families can be coupled together to oxi-
dize both ends simultaneously,584 and some LPMOs are able to oxidize both C1
†This work has been published as a research article. Reprinted with permission from
J. V. Vermaas, M. F. Crowley, G. T. Beckham, C. M. Payne Effects of lytic polysaccharide
monooxygenase oxidation on cellulose structure and binding of oxidized cellulose oligomers
to cellulases. Journal of Physical Chemistry B 2015, 119, 6129–6143.574 Copyright 2015
American Chemical Soceity.
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Figure 14.1: Oxidized cellobiose units, as well as the nomenclature used to
describe diﬀerent oxidation states of glucose seen after LPMO action. Non-
oxidized cellobiose (β-glucose, BGLC) is on top, while the product of reducing
end (RE) oxidations (glucono-δ-lactone, GDL, and gluconic acid, GKSA) and
non-reducing end (NRE) oxidations (4-keto-β-glucose, KBG, and 4-gem-diol-
glucose, DIOL) are in blue and red boxes, respectively. The exposed C1 and C4
ends where oxidations take place are labeled on BGLC.
and C4 positions.599 The C1-lactone can further be converted, either enzymati-
cally or spontaneously, to gluconic acid (a residue we refer to as GKSA),600 and
likewise, KBG may become a 4-gem-diol-glucose in solution (a residue we refer
to as DIOL).585 These diﬀerent oxidized forms of glucose produced by LPMO
activity are shown in Fig. 14.1.
LPMOs are thought to act on crystalline cellulose, breaking glycosidic bonds
and generating new cellulose chain termini suitable for action by processive cel-
lulases.575 In this way, LPMO oxidation accelerates enzymatic degradation of
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cellulose by creating new termini and increasing substrate accessibility. While
LPMOs are not thought to decrystallize polymer chains as do cellobiohydrolases,
the increased accessibility of oxidized products may lower the barrier to decrys-
tallization by cellobiohydrolases, accelerating the overall rate of cellulose degra-
dation. While extensive work has been done on cellulose ﬁbril structure601,602
and dynamics,603–605 we are unaware of prior work that has speciﬁcally inves-
tigated the structural changes brought about by oxidation and chain cleavage
within a cellulose ﬁbril. Additionally, the impact of substrate oxidation on
cellobiohydrolase activity is poorly understood. Oxidation of the cellulose in-
troduced by LPMOs has been suggested to inhibit the action of the processive
cellobiohydrolases,606 and this inhibition may limit synergistic activity between
LPMOs and glycoside hydrolases.607 Cellobiohydrolase product inhibition has
been shown to correlate directly with the binding aﬃnity of the cellobiose prod-
uct;608 however, the relative binding aﬃnities of oxidized products are unknown,
as are the interactions they form with the cellulase binding sites. Thus, com-
parative assessment of product inhibition by oxidized species has not previously
been possible.
Using the simultaneous temporal and spatial resolutions oﬀered by molecular
dynamics (MD) simulation, we address these open questions through equilib-
rium simulations and free energy approaches. Through equilibrium simulations
of cellulose ﬁbrils with oxidations introduced on existing and novel termini, we
observe increased availability of oxidized cellulose products relative to the con-
trol non-oxidized structures, as calculated by increased accessible surface area
and mean ﬂuctuations for oxidized termini. To further quantify the change in
accessibility, we measure the decrystallization free energy for the oxidized cellu-
lose ﬁbrils and internally-cleaved cellulose chains and compare these quantities
to prior decrystallization studies609–611 to determine the degree to which LPMO
action reduces the inherent recalcitrance of cellulose ﬁbrils. The interaction of
oxidized substrates with two processive Trichoderma reesei cellulases, TrCel6A
and TrCel7A, is explored through equilibrium simulation and thermodynamic
integration (TI) calculations to determine the relative binding aﬃnity of the
diﬀerent oxidized products.
14.2 Methods
Atomistic MD simulations were carried out to address the fundamental questions
of how oxidation impacts cellulose recalcitrance and binding of the oxidized
species to cellulases. This required the extension of the applied force-ﬁeld to
include the oxidations under consideration (Fig. 14.1). Using this force-ﬁeld, we
performed equilibrium simulations of the cellulose ﬁbril and the cellulase with
substrate bound, umbrella sampling decrystallization free energy calculations,
and TI determination of the relative binding free energies. In all simulations,
unless stated otherwise, we use the SHAKE algorithm90 to ﬁx the bond distance
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to hydrogens and 2 fs integration timesteps. Electrostatics were calculated using
a 6th order spline interpolation of particle mesh Ewald.105,106 The van der Waals
forces were switched at 9 A˚ with a cutoﬀ of 10 A˚.
14.2.1 Development of potentials for oxidized products
The additional functional groups present in the oxidative products necessitated
extension of the existing CHARMM carbohydrate force-ﬁeld to include these
molecules.66,68,168 In the case of gluconic acid (GKSA), a representative force-
ﬁeld was developed by analogy, combining the topologies of sorbitol, which
includes a linear sugar, and glucoronic acid, which includes a carboxylic acid
group. The lactone, ketone, and diol groups of glucono-δ-lactone (GDL), 4-
keto-β-glucose (KBG) and 4,4-β-glucodiol (DIOL), respectively, are not avail-
able in conventional force-ﬁelds. Therefore, the generation of GDL, KGB, and
DIOL parameters required additional parameterization. The parameterization
was carried out using the same methodology employed in the generation of
the CHARMM general force-ﬁeld236 as implemented by the force-ﬁeld toolkit
(FFTK),85 a VMD plugin.25 This generally entails iteratively ﬁtting a molecular
mechanics model to gas phase quantum mechanical (QM) calculations of a QM
minimized geometry of the parameterized species.
All four forms of oxidized glucose studied are not found in the typical
CHARMM carbohydrate force-ﬁeld.68 The force-ﬁeld for gluconic acid was
built by analogy using the parameters for D-glucitol (sorbitol) as the base and
modeling the carboxylate anion from glucoronic acid. Unfortunately, glucono-
δ-lactone (GDL), 4-keto-β-glucose (KBG), and the gem-diol 4,4-β-glucodiol
(DIOL) have aspects that make them chemically distinct from previously pa-
rameterized sugars. GDL has an ester group within the sugar, something not
found within the structures parameterized to date. From an electrostatic per-
spective, this is a disaster, as chemical intuition suggests a limited amount of
delocalization of charge along the ester taking place, with subsequent read-
justments of the point charges needed. KBG has a similar charge problem,
as the size of the dipole is not immediately clear. The gem-diol is also chal-
lenging, as the carbohydrate force-ﬁeld lacks any gem-diols whatsoever. In the
past, one would make an educated guess and press on. However, following the
methodology used in the CHARMM Generalized Force Field,236 it is possible to
build a set of parameters that work in harmony with the rest of the CHARMM
force-ﬁeld.
This process has recently been streamlined considerably within the Force
Field Toolkit (FFTK)85 plugin to VMD.25 FFTK automates the generation of
the relevant Gaussian input ﬁles, handles the parameter ﬁtting, and calculates
the force-ﬁeld parameters needed to complete a parameter set. Through assign-
ing the C1 & O1 and C4 & O4 (the atoms where the double bond was added
to glucose) in GDL and KBG to new atom types, CCOK and OK1, it becomes
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a simple matter of ﬁlling in the missing parameters associated with those atom
types in the structure. In essence, we are starting with the parameters for
BGLC, and modifying terms as needed to compensate for the altered chemical
composition. The van der Waals (VDW) parameters were taken by analogy
from the sp2 carbonyl carbon and oxygen previously parameterized. The start-
ing structure was determined through a geometry optimization. Charges were
then reassigned through ﬁtting calculated quantum mechanical interactions of
the respective molecules and water to the electrostatics of the starting structure
as described in the CGenFF paper.236 To assist in convergence, only the atoms
whose bonding had signiﬁcantly changed (the ring closing O5 and C5 in addi-
tion to the atoms with the types CCOK and OK1) were allowed to have their
charges change by more than .04 from the values from BGLC. Bond and angle
parameters were calculated by a subsequent normal modes calculation. Dihedral
parameters were calculated by comparing the energies calculated through all the
other terms in the potential (VDW, bond, angles, electrostatics) using NAMD
2.9 to the QM energies calculated for a dihedral scan around every unique dihe-
dral involving the new atoms. Unfortunately, one of the limitations of FFTK,
and the CHARMM force-ﬁeld generally, is the supported number of phase shifts
and periodicities permitted for dihedral ﬁts, particularly the phase shifts, which
are allowed to be either 0 or π. However, sugars pucker, and we also know that
there is an sp2 center that has been added to the ring. This sp2 center should be
planar, but there are not enough combinations of periodicities and π-multiple
phases to make the ring perfectly ﬂat. Thus, an improper dihedral, borrowed
from acetate, was added to the parameters to make the sp2 center planar.
All QM calculations were carried out at a MP2/6-31G* level of theory, with
the exception of the water interactions, which were carried out in a RHF/6-31G*
basis as implemented in Gaussian 09.612 While this degree of theory is identical
to current versions of CHARMM, it should be noted that these parameters were
not ﬁt to a wide variety of model compounds. Instead, these parameters were
devised strictly to model the particular molecules of interest and no others.
The parameters generated here are thus not suitable for wide use and should be
thought of as an enhanced version of analogy-based parameterization that takes
a holistic view of the molecule. Rather than inserting parameters developed
for a totally diﬀerent molecule, we are investing a little time with QM to get
parameters that take into account the unique chemistry of our exact molecules
of interest.
After parameterization, the stability and conformational dynamics of the
GDL, KBG and DIOL models were tested. Using CHARMM,146 the molecules
were simulated for 100 ns in explicit TIP3P water160 and 600 ns in implicit
solvent. Both simulations were performed at 298K using a Nose´-Hoover ther-
mostat552,553 in the explicit solvent case and a Langevin thermostat163,164 with
γ = 10 ps−1 in the implicit solvent case. The explicit solvent simulations were
carried out in a cubic waterbox with side-length 25 A˚. The van der Waals terms
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Figure 14.2: Crystalline cellulose chain nomenclature and preparation, visually
illustrated on a top-down view of cellulose Iβ. Only the top layer is highlighted,
with additional cellulose chains shown in gray. In our simulations, there are
four diﬀerent positions where each oxidation was located. “Edge” and “Mid”
(Middle) positions are located on the ﬁbril ends, with reducing end (RE) oxida-
tion locations colored in blue, and non-reducing end (NRE) oxidation shown in
red. Similarly, “Int. Edge” (Internal Edge) and “Int. Mid.” (Internal Middle)
locations are on the edge and middle chains of the top layer. To be consis-
tent with our current understanding of the mechanism of LPMOs, which attack
the exposed hydrogens attached to C1 and C4 that form the glycosidic bond,
cleavages were made between residues 10 and 11 (internal blue residues) for RE
oxidations, oxidizing residue 11, and between residues 12 and 13 (internal red
residues) for NRE oxidations, oxidizing residue 12. Selected residues are labeled
by number. This setup allows umbrella sampling simulations to be carried out
to decrystallize in the direction of the arrows.
were switched at 10 A˚ with a cutoﬀ at 12 A˚. Implicit solvent simulations were car-
ried out using the Generalized Born using Molecular Volume (GBMV) model.613
A 1.5 fs timestep and a 16 A˚ cutoﬀ was used as recommended by Chocholous˘ova´
and Feig.614
14.2.2 Cellulose MD simulations
General substrate availability after LPMO action was investigated through equi-
librium simulations, with the objective of quantifying any changes in the local
structure of the crystal based on oxidation or internal cleavage by an LPMO.
Simulations of the oxidized cellulose crystals were started from an equilibrated
cellulose Iβ structure obtained from our prior work.609 The cellulose Iβ struc-
ture, representative of that solved by Nishiyama et al.,601 was constructed with
24 glucose units per polymer chain and 17 individual chains in the crystal (i.e.,
one half of the microﬁbril). Oxidative modiﬁcations and chain cleavages were
made at four separate locations on the hydrophobic face of the cellulose Iβ
crystal surface (Fig. 14.2). With four locations for chemical modiﬁcations and
ﬁve diﬀerent chemical modiﬁcations (BGLC, GKSA, GDL, KBG, and DIOL),
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19 unique systems of interest were examined (Edge and Mid BGLC systems
are identical). The cellulose ﬁber twist reported by Matthews et al.604 was re-
produced by constraining the bottom layer with a 2 kcal/mol/A˚2 harmonic re-
straint, using previously reported initial coordinates from the full crystal equili-
bration.609 The crystal was solvated in a 40 A˚ x 64 A˚ x 144 A˚ TIP3P waterbox.160
The solvated crystal was minimized and requilibrated for 20 ps to eliminate poor
contacts. For simulations involving gluconic acid, a single sodium ion was added
to render the system charge-neutral. The equilibrated systems were simulated
for 100 ns in the canonical ensemble using CHARMM146 with the DOMDEC
engine.615 The CHARMM C36 carbohydrate force-ﬁeld was used to represent
the β-1,4-linked glucose residues,66,168 and our extended CHARMM force-ﬁeld
was used for the oxidized residues. A Nose´-Hoover thermostat616 was used to
maintain the temperature at 300K.
14.2.3 Decrystallization Free Energy Simulations
To address the impact of oxidation on the decrystallization of crystalline cellu-
lose, MD umbrella sampling was used to decrystallize oxidized cellulose chains,
examining each of the 19 product and position combinations. We used fraction
of native contacts as the decrystallization reaction coordinate, as previously de-
scribed.609 Brieﬂy, the speciﬁc reaction coordinate, ρ, was deﬁned in terms of
the fraction of broken native contacts as a segment of interest was decrystallized.
The Sheinerman and Brooks deﬁnition of native contact enables a descriptive
reaction coordinate of distance from a surface, wherein entropic contributions to
free energy are maintained.141 The contacts were implemented using the collec-
tive variables module within NAMD,3,35 where the number of contacts present,
C, was deﬁned as in Eq. (14.1).
C (g1, g2) =
∑
i∈g1
∑
j∈g2
1− (|xi − xj | /10)
2
1− (|xi − xj | /10)
24 (14.1)
In Eq. (14.1), g1 and g2 are groups of pyranose ring heavy atoms deﬁning the
decrystallized chain and the cellulose crystal, and xi and xj are the positions
of the respective atoms i and j. Speciﬁcally, g1 is composed of 8 residues from
the chain being decrystallized, and g2 is composed of atoms that were within
8 A˚ of g1 at the start of the simulation but were not part of the same cellulose
fragment (i.e., not directly or indirectly bonded to any component of g1). Due to
the functional form of Eq. (14.1), the most a pair of atoms i and j can contribute
to the number of contacts is 1 when the atoms are close, and the number of
contacts decays to nearly zero when the atoms are separated by at least 10 A˚.
The native contact reaction coordinate used a cutoﬀ of 10 A˚, corresponding to
approximately 5 cellobiose units decrystallized from the surface. As the number
of heavy atoms (and therefore contacts) varies between oxidation states, the
reaction coordinate we report, ρ, is a normalized version of Eq. (14.1) (ρ = 1−
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Ccurrent/Cnative), which allows for comparison across decrystallization runs. The
potential of mean force (PMF) was calculated using the Weighted Histogram
Analysis Method (WHAM)116 as implemented in g wham.118
The simulations were performed using NAMD 2.93 starting with structures
identical to those described above (Fig. 14.2). Again, the slight twist of the
cellulose microﬁbril was maintained by a 2 kcal/mol/A˚2 harmonic constraint on
the bottom layer. To allow suﬃcient space for decrystallization, the solvating
waterbox was expanded to 80 A˚ x 64 A˚ x 144 A˚. Umbrella potentials were estab-
lished according to equation Ui (ρ) =
k
2 (ρ− ρi)
2
, with k=2000 kcal/mol, and
ρi spaced apart by 0.02. This scheme is comparable to the 41 window umbrella
sampling scheme used previously.609 Each was prepared by a steered MD sim-
ulation over 100 ps, where a 2 kcal/mol/A˚2 harmonic force was applied to the
chain traversing ρ = 0 to ρ = 1. Snapshots from this simulation served as the
starting conﬁguration for each ρi. For each ρi, 5.5 ns of sampling was conducted,
saving the value of the reaction coordinate every 100 fs. The last 5 ns of each
window was used to construct the PMFs using g wham.118
14.2.4 Cellulase MD and Thermodynamic Integration
To compare the impact of oxidation on product binding within cellulases, MD
simulations and TI calculations were performed.482,483 MD of TrCel6A (Protein
Data Bank code: 1QK2617) and TrCel7A (Protein Data Bank code: 8CEL618)
bound to oxidized cellobiose derivatives (Fig. 14.1); both with and without ad-
ditional cellulose substrate present (Fig. 14.3), provided insight into the eﬀect of
oxidized products on protein dynamics, speciﬁcally as it related to the local in-
teractions with the oxidized products. Protonation states of active site residues
and the disulﬁde bonds were taken from a prior published study.619 The TI
calculations determined the relative binding free energies, ∆∆G, of the oxidized
products to the cellulases compared to the natural cellobiose product. These
simulations were performed using NAMD 2.93 and have a number of common
parameters. The temperature was maintained at 300K through Langevin dy-
namics using γ = 5 ps−1 applied to heavy atoms. The pressure was held at 1 atm
using a Nose´-Hoover barostat coupled to a Langevin piston101,102 with damping
time of 100 fs and a period of 200 fs. For the equilibrium simulations, the four
disaccharides were considered both in solution and bound to the product side
binding sites of the TrCel7A and TrCel6A active site tunnels (Fig. 14.3). The
disaccharides in solution were surrounded by a 25 A˚ cube of TIP3P water,160
and the proteins were solvated in a 76 A˚ cube. The protein-disaccharide systems
were neutralized with sodium ions. In the case of the gluconic acid systems, an
additional sodium ion to neutralize the carboxylic acid was not added for con-
sistency with the TI calculations; the ﬁnal net charge of these systems was -1.
This has previously been illustrated in the literature to have minimal impact
on the accuracy of relative binding free energy calculations of similar size and
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Figure 14.3: Initial system snapshots of TrCel7A (white, left) and TrCel6A
(olive green, right) with their substrates bound. The cellulase systems were pre-
pared in two states, one with both the disaccharide product (pink) and cellulose
substrate (blue) bound (w/S (with substrate)), and another where only the dis-
accharide product is bound. Note that, if applicable, only the disaccharide is
oxidized on the reducing-end (RE) or non-reducing-end (NRE) as appropriate
on the RE oxygen (blue sphere) or the NRE oxygen (red sphere).
charge.620 All simulations at equilibrium were run for 100 ns.
The TI simulations were set up to calculate the ∆∆G of binding an oxidized
disaccharide to TrCel6A and TrCel7A with respect to cellobiose. Per oxidized
state, this required ﬁve sets of integrations to be carried out for the transition
from glucose to the oxidized sugar: in solution, the disaccharides transitions in
the product sites of both TrCel6A and TrCel7A, and the disaccharide transi-
tions for both cellulases in the presence of additional unreacted substrate in the
active sites, which we refer to as w/S simulations (Fig. 14.3). These individ-
ual integrations can be combined into a thermodynamic cycle, and an example
cycle for GKSA is presented in Fig. 14.4. The oxidation, where present, was
always on the appropriate end of the cellobiose unit as it would enter the active
site, and the additional cellulose substrate (a heptaose for TrCel7A, a tetraose
for TrCel6A) was not oxidized. We used a dual topology approach to perform
the alchemical change between a cellobiose unit and the appropriate oxidized
cellobiose form, monitored by a reaction coordinate, λ. The transition was car-
ried out over 15 windows, using smaller increments near the end points to avoid
end-point catastrophes.130 The van der Waals contributions of atoms not in
common between the two molecules were simultaneously varied with the reac-
tion coordinate λ, with the contributions from the cellobiose decreasing with
increasing λ and conversely the oxidized disaccharide contributions increased.
Electrostatic contributions from the cellobiose were turned oﬀ over the ﬁrst half
of the reaction coordinate λ, with the contributions from the oxidized product
being turned on over the second half of the reaction coordinate. At λ =0.5,
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Figure 14.4: Schematic of the states connected using thermodynamic in-
tegration. BGLC (top row) can be alchemically converted to an oxidized
species of glucose (GKSA is shown here as an example), with the free ener-
gies calculated computationally (red arrows). The binding/unbinding processes
(black arrows) determines the relative binding aﬃnity, and can be calculated
by exploiting the fact that free energy is a state function. We deﬁne ∆∆G
=∆GGKSAbinding −∆G
BGLC
binding = ∆G
BGLC→GKSA
bound −∆G
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Figure 14.5: (Left) An example thermodynamic integration histogram (in this
case for the BGLC→GKSA transition in solution), showing the overlap between
all λ values. (Right) The resulting curves that are integrated to yield the free
energy diﬀerence for this leg of the transition.
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the varying species was uncharged. An example set of histograms used to assess
convergence of the integration scheme and suﬃcient window overlap is presented
in Fig. 14.5. Third order spline interpolation was used to integrate the average
dU/dλ obtained from simulations at each window over 20 ns (100 ns for the tran-
sitions in solution). Error estimates were obtained using methodology detailed
in Steinbrecher et al.487 Unit cell dimensions and ionization are consistent with
the methodology in equilibrium.
14.3 Results and Discussion
As the accurate parameterization of force-ﬁelds is critical to the physical rel-
evance of the molecular simulation results, we ﬁrst describe validation of the
new oxidized glucose parameters obtained using FFTK.85 We follow this with
discussion of how cleavage and oxidation aﬀect equilibrium and work to decrys-
tallize cellulose microﬁbrils. Finally, the eﬀects of oxization on TrCel6A and
TrCel7A product aﬃnity and dynamics are described.
14.3.1 Oxidized Glucose Potential Validation
The introduction of additional force-ﬁeld terms to describe the chemistry present
in oxidized cellulose requires that additional validation be performed prior to
use. Consistent experimental observables, such as solvation free energies, are
not to our knowledge available for the oxidized species. Instead, comparisons
are made based on the pyranose ring structures and their relative populations
observed over the lengthy equilibrium simulations for the oxidized states (GDL,
KBG, and DIOL). Speciﬁcally, the Cremer-Pople ring pucker amplitude has
been used to quantify occupation of geometrical states. The pucker ampli-
tude is a measure of ring distortion, which is capable of broad diﬀerentiation
between the ﬁve general canonical pyranose conformations (i.e., chair, boat, en-
velope, half-chair, and skew-boat).621 Fig. 14.6 illustrates the distribution of the
oxidized cellulose derivatives Cremer-Pople pucker amplitude in both implicit
and explicit solvent environments. The three reparameterized sugars have dif-
ferent equilibrium structures. GDL favors envelope structures, as evidenced by
its amplitude peak near 0.45 A˚.622 KBG and DIOL predominantly favor chair
conformations, with amplitude peaks near 0.57 A˚.622 As described in turn for
each species below, the observed structures are largely consistent between im-
plicit and explicit solvent simulations and are consistent with our expectations
for the identity and behavior of the minimum energy states.
GDL Literature strongly suggests GDL occupies two predominant conforma-
tions in solution, with the chair-like conformation being slightly more stable
than an alternative boat-like conformation.623,624 It has also been shown that
the energy diﬀerences between axial and equatorial orientations of the sugars
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Figure 14.6: Comparison of oxidized cellulose Cremer-Pople pucker amplitude
populations. Population statistics, such as the mean (µ) and width of the dis-
tribution (σ) are reported for each species, with the uncertainty in the last digit
reported in parentheses. The amplitude of ring puckering is very consistent
between the explicit (blue) and implicit (red) solvent simulations. The overlap
between the two distributions is considerable, with a slight exception in the case
of KBG, where the limited sampling of the explicit solvent narrows the peak
relative to the considerably longer simulations.
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Figure 14.7: GDL intraannular dihedral angle timeseries over 600 ns of implicit
solvent simulationn. Rapid interconversion between two states can be clearly
observed. Dihedral angles are labeled as they are in Branda¨nge et al.,623 with
τ1 describing the ring dihedral angle O5-C1-C2-C3, and labeled successively
around the ring.
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Figure 14.8: GDL intraannular dihedral angle distribution after 600 ns of im-
plicit solvent simulation. Combined, the twin peaks of τ2–τ5 clearly distinguishes
two distinct states within the population of states. Since these peaks are well-
separated in τ3–τ5, we are able to estimate the free energy diﬀerence between
the two states by comparing their respective populations. The reported ∆G
quantities compare the transition from the left peak to the right peak (with the
red dot in the middle being the dividing point), which in all three instances cor-
responds to a diﬀerence of ∆G = 0.73± 0.16 kcal/mol to go from the abundant
half-chair conformation to the more sparsely populated envelope conformation.
Figure 14.9: Representative GDL snapshots. State A (left) is very close to
what one would hypothesize the structure to look like: all heavy side-chains
are in an equatorial position around the ring. This closely resembles the min-
imum energy-conformation found through QM. The ring dihedrals in state B
(right) are eﬀectively the reverse of state A and have the interesting feature of
a predominantly axial orientation. State B is the predominant form in solution.
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can be quite small (∼0.5 kcal/mol).625 Since we are interested in capturing both
conformations, we monitored the ring dihedral angles as deﬁned by Branda¨nge
et al..623 τ1 is the ring dihedral around the C1-C2 bond, τ6 is the ring dihe-
dral around the O-C1 bond, and sequential dihedrals around the ring make up
τ2–τ5. We observe two distinct states that quickly interconvert between each
other (Fig. 14.7), with mean lifetimes of 4.6 ± 1.0 ns and 15.7 ± 3.6 ns, respec-
tively. The combination of the histograms in Fig. 14.8 and the static structures
shown in Fig. 14.9 illustrate that the short-lifetime state corresponds to an en-
velope conformation, and our parameterization of GDL predominantly occupies
the half-chair conformation in solution. Based on the equilibrium distribution
(Fig. 14.8), we estimate these states to be separated by 0.73 ± 0.16 kcal/mol.
These same two states in δ-valerolactone were calculated to be separated by
0.4 kcal/mol.623 This is remarkably good agreement for an empirical force-ﬁeld,
particularly as one could imagine the ring substituents of GDL interacting
amongst themselves to perturb the ring structure and skewing the results.
KBG For KBG, the literature is far sparser and may not actually represent
the oxidized glucose form that emerges on the non-reducing end after LPMO
activity.626 Nevertheless, we would expect generally similar behavior to that
of GDL, as the predominant cause of ring distortion is again an sp2 carbon
within the ring. However, the ring distortion is no longer loosely resonance-
stabilized by the adjacent ring oxygen, and thus, it would be unreasonable to
expect identical states to be prevalent. The long-timescale implicit solvent sim-
ulations reveal three distinct states (Figs. 14.10 and 14.11). Two are rapidly
interchangeable around the initial QM-derived minimum energy structure and
are qualitatively homologous to the two observed structures in GDL, with an
equatorial to axial transition of the chair (Fig. 14.11 and Fig. 14.9). The third
conformation appears after 500 ns of implicit solvent simulation. The result-
ing ring structure closely resembles that of glucose, with a more pronounced
chair than is observed over the ﬁrst 500 ns. For the two interconverting chairs,
some dihedral distributions show two clearly distinguishable states (Fig. 14.10),
with the exception of dihedrals near the oxidation (τ3 and τ4), where the di-
hedral angles only show a wide, potentially overlapping spectrum. Based on
the population distribution observed in our simulations, the energy diﬀerence
between the two interconverting states is less than 1 kcal/mol. While we are
unaware of comparable theoretical or experimental data for the transition be-
tween these two conformational states, the magnitude of the energy diﬀerence
is small enough that both states are expected to be populated.
The third state, observed after 500 ns of implicit solvent simulation (Fig. 14.12),
is the clear outlier, as no conversion out of this state is observed. The confor-
mational energy of the state is actually larger, by approximately 30 kcal/mol,
suggesting it is not a new minimum energy state (Fig. 14.13). However, given
its longevity and that placing back into explicit solvent does not immediately
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Figure 14.10: KBG intraannular dihedral angle distribution after 600 ns of im-
plicit solvent simulation. The KBG dihedral histograms are noteworthy primar-
ily through their diversity, and in the existence of a third state that only appears
after 500 ns of simulation. Prior to 500 ns, the states are far more diverse. End-
points are the two chairs shown in Fig. 14.11, which interconvert rapidly. This
interconversion process typically proceeds through through τ3 and τ4, and thus
naturally also goes through a wide variety of short-lived envelope intermediates,
which contribute to the shoulders seen in some of the dihedral histograms. This
also contributes to the variability in the estimates for the free energy diﬀerence
between states. Depending on which histogram is being analyzed, the diﬀerence
in energy between the two states varies between 0.5 and 1.0 kcal/mol.
Figure 14.11: Representative KBG snapshots. The three conformations are
generally chair-like. State A predominates, as one would expect for equatorially
oriented ring substituents. State A (left) is also the closest to the QM minimum
energy conformation. State B (center) exchanges rapidly with state A and is
the alternative conformation. State C (right) is a more pronounced chair than
state A, as noted by increase in τ3 (Fig. 14.12), and represents a canonical
chair conformation. State C only appears after 500 ns of simulation in implicit
solvent, and thus can generally be neglected in our further studies.
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Figure 14.12: Timeseries of the individual interannular dihedral angles for KBG,
highlighting the clear transition that takes place after 500 ns of implicit solvent
simulation.
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Figure 14.13: Energy timeseries of the implicit solvent KBG simulation. The
conformational transition after 500 ns is not to a lower energy state but instead
appears to be a kinetically trapped high energy state.
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Figure 14.14: DIOL intraannular dihedral angle distribution after 600 ns of im-
plicit solvent simulation. The histograms for the diols show the conventional ring
behavior one would normally expect for a typical pyranose using the CHARMM
force-ﬁeld.
perturb the structure, we believe this conformation is simply an intermediate
conformation with a particularly high energetic transition barrier. Due to the
number of dihedrals needed to ﬁt the QM energies during parameterization,
ascribing the energy change to one particular bond rotation is infeasible, and
as such, the mechanistic detail of how this intermediate comes into existence
remains unknown. However, this intermediate serves as a useful reminder that
the force-ﬁelds generated here are not general to all simulation environments,
and suitability for long-term simulations has not been assessed. For the shorter
timescales we are probing here, the KBG parameterization still serves as a
useful model. Certainly with the availability of additional experimental data,
the validity of the KBG parameterization should be reassessed and improved
upon.
DIOL In the case of the non-reducing end oxidized geminal-diol, the ring be-
haves much like glucose would, as no ring atom changes hybridization. This
makes it the simplest to parameterize, allowing us to make the simplifying as-
sumption that the additional hydroxyl group does not perturb the overall ring
structure, and thus, ring dihedral terms remain unchanged. Therefore, the over-
all behavior is similar to glucose, exempliﬁed by the dihedral angle histrograms
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Figure 14.15: Representative DIOL snapshot. Of the oxidized states, the 4-Diol
is the most chemically similar to glucose. Thus, it is not surprising that only
one state is witnessed in solution: the low-energy chair conformation.
in Fig. 14.14 exchanging between two chair conformations and the representa-
tive ring structure in Fig. 14.15. The selection of the angle parameter for the
angle between the two hydroxyl oxygens through the ring carbon was manu-
ally adjusted from the FFTK derived value matching QM data. The version
of FFTK used (1.0, released with VMD 1.9.1) ﬁt the parameter with too weak
of a spring constant, such that the oxygen-oxygen separation distance was in-
adequate. This issue was rectiﬁed by replacing the weak angle term with an
existing CHARMM pyran ring ether linkage through C1.
14.3.2 Effects of LPMO oxidation on the cellulose lattice
With the validated force-ﬁelds for oxidized saccharides, we used equilibrium
MD simulation to determine the perturbative eﬀect of oxidation on cellulose
ﬁbrils, examining both potential oxidative chemistries resulting from LPMO
action and the eﬀect of location along the ﬁbril where oxidation may occur. Of
the oxidation states studied, the linear sugar GKSA has the largest accessible
surface, which we anticipate will increase the likelihood that it is decrystallized
by cellulases. Additionally, internal termini created by LPMO action locally
disrupt cellulose structure, increasing the accessibility of both newly created
RE and NRE termini.
The ﬂuctuations and exposed surface area change substantially along each
chain, with the largest values observed near chain termini (Fig. 14.16), includ-
ing marked increases approaching internal cleavages. Intuitively, this result is
expected as chain termini are no longer constrained by the remainder of the
crystal and can explore previously forbidden degrees of freedom through rota-
tion around its remaining glycosidic bond and allow water to solvate its exposed
hydroxyl groups. For edge and middle chains of native cellulose (BGLC), root
mean square ﬂuctuation (RMSF) and solvent accessible surface area (SASA)
peaks occur only on the extremities of the ﬁbril (RMSF < 0.4 A˚ and SASA
∼ 50 A˚2 internally), with larger exposed surfaces on the RE (residues 1 and 25)
than on the NRE (residues 24 and 48). Where RE oxidations are made to the
edge and middle chains (GDL and GKSA), the termini ﬂuctuate signiﬁcantly
more and solvent accessibility is increased relative to native cellulose. In the
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Figure 14.16: Per residue root mean square ﬂuctuation (RMSF, left) and solvent
accessible surface area (SASA, right) for residues within 3 residues of potential
chain terminus locations. The RMSF or SASA per residue for each oxidation
state is indicated by the height of the colored bars, with the standard deviation
observed over the 100 ns trajectory indicated by the error bars. NRE oxidations
are warmly colored (red for DIOL, gold for KBG), RE oxidations are cooly col-
ored (green for GDL, blue for GKSA), and the control, non-oxidized cellulose
(BGLC) is in black. The four diﬀerent oxidation states or cleavage locations are
labeled in each subplot, with abbreviations for Middle (Mid.), Internal Middle
(Int. Mid.), and Internal Edge (Int. Edge) chains. Cleavage locations are indi-
cated by the dotted blue (RE oxidations and BGLC) and red (NRE oxidations)
lines. Residues 1 and 25 are located at the RE, and residues 24 and 48 are at
the NRE (Fig. 14.2).
case of GKSA, the ﬂexibility of the linear sugar is responsible for increasing the
accessibility, but for GDL, the predominant envelope conformation resulting
from ring strain introduced by the ester rotates the residue out of the crystal.
The rotation leaves the free hydroxy at C6 along the ﬁbril plane and maneuvers
the ketone into bulk solution. These large rotations are visible in Fig. 14.17.
Conversely, NRE oxidations appear to enhance stability of the ﬁbril.
In the case where the oxidation and cleavage were internal to the chain, the
ﬂuctuations observed near internal termini are larger than those at the solvent
exposed ends of the microﬁbril, and there is an increase above baseline on both
sides of the cleavage. This is due to the steric interactions brought about by the
oxidative cleavage of the glycosidic bond, as now two oxygen atoms and 1 or
2 additional hydrogens are occupying the same space previously occupied by a
single oxygen atom that was bridging the two sugars. The steric clashes thereby
increase the RMSF values by approximately 30% over similar residues located
along the end of a chain. Furthermore, we observe concerted and opposing
motions between residues on either side of the cleavage site (Figs. 14.18 and
14.19). These concerted motions are quite slow relative to the timescale of our
simulation, with transitions on the order of tens of nanoseconds. As an example,
between 60 and 70 ns in the internal edge chain simulation (Fig. 14.18), the linear
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Figure 14.17: RMSD (Root mean square deviation) and rotation angle com-
parison for edge (left) and middle (right) chains. The top two ﬁgures compare
the backbone RMSD value as a function of time for the residue on the reducing-
end of the ﬁbril (left in each subﬁgure), and the non-reducing end of the ﬁbril
(right in each subﬁgure), where the oxidation site is along the edge of the ﬁbril.
The lower two ﬁgures plot the degree of rotation as a function of time for the
same residues. The rotation angle is determined through the rotation matrix
that minimizes the RMSD with respect to a ﬂat crystal. The ﬁnal RMSD after
application of this rotation is shown as a dotted line above and is non-zero due
to ﬂuctuations within the sugar ring.
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Figure 14.18: RMSD (Root mean square deviation) and rotation angle compar-
ison for internal edge chain oxidations (left) and the residues opposite internal
edge oxidations (right). The top two ﬁgures compare the backbone RMSD value
as a function of time for the residue on the reducing-end of the ﬁbril (left side
of each subﬁgure), and the non-reducing end (right side of each subﬁgure) of
the ﬁbril, where the oxidation site is internal to the edge chain. The lower two
ﬁgures plot the degree of rotation as a function of time for the same residues.
The rotation angle is determined through the rotation matrix that minimizes
the RMSD with respect to a ﬂat crystal. The ﬁnal RMSD after application
of this rotation matrix is shown as a dotted line above and is non-zero due to
ﬂuctuations within the sugar ring.
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Figure 14.19: RMSD (Root mean square deviation) and rotation angle com-
parison for internal middle chain oxidations (left) and the residues opposite to
internal middle chain oxidations(right). The top two ﬁgures compare the back-
bone RMSD value as a function of time for the residue on the reducing-end
of the ﬁbril (left side of each subﬁgure), and the non-reducing end (right side
of each subﬁgure) of the ﬁbril, where the oxidation site is internal to the edge
chain. The lower two ﬁgures plot the degree of rotation as a function of time for
the same residues. The rotation angle is determined through the rotation ma-
trix that minimizes the RMSD with respect to a ﬂat crystal. The ﬁnal RMSD
after application of this rotation matrix is shown as the dotted line above and
is non-zero due to ﬂuctuations within the sugar ring.
keto-sugar-acid returns down to the ﬁbril plane lowering its root mean square
deviation (RMSD), and the glucose residue across the cleavage site temporarily
departs from the crystal structure.
In a majority of the cases, the newly formed RE terminus was the most
exposed to solution (the exceptions being GDL in both internally cleaved sim-
ulations, and DIOL in one trajectory). Overall, this suggests that these RE
termini are more accessible in solution, potentially reducing the decrystalliza-
tion work done by a RE-speciﬁc enzyme such as TrCel7A and enhancing their
productivity. Note that if LPMOs were to generate NRE oxidations internally,
the more exposed terminus would be unoxidized cellulose. Since this is a general
trend independent of the identity of the internal RE termini, LPMO action on
either C1 or C4 would increase the availability of the RE.
14.3.3 Decrystallizing a cellulose lattice with LPMO
oxidation
The decrystallization free energy for four crystalline cellulose polymorphs (Iα,
Iβ, II, and IIII) has been previously investigated.
609 However, this study was
limited to decrystallization of corner, edge, and middle chains from the RE
only, similar to how TrCel7A might decrystallize cellulose from the end of
a microﬁbril. Given our current understanding of LPMO activity on cellu-
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Figure 14.20: Decrystallization free energy proﬁles for pulling 10 pyranose
rings (5 cellobiose units) from the crystalline polysaccharide in diﬀerent conﬁg-
urations. The top row shows decrystallization proﬁles calculated from decrystal-
lization originating at the termini of edge or middle chains, whereas the bottom
row contains the analogous proﬁles for internally-cleaved cellulose ﬁbrils. There
are 6 investigated oxidation states and pull directions per location. RE-BGLC
(black), GKSA (blue), and GDL (green) were decrystallized in the direction of
the RE to the NRE (increasing residue number in Fig. 14.2), while NRE-BGLC
(gray), KBG (gold), and DIOL (red) were decrystallized in the NRE to RE
direction (decreasing residue number in Fig. 14.2).
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End Decrystallization Internal Decrystallization
Edge Mid. Int. Edge Int. Mid.
Reducing End
BGLC 4.90± 0.14 6.34± 0.12 5.18± 0.11 7.87± 0.08
GKSA 4.82± 0.11 5.62± 0.11 5.11± 0.14 7.04± 0.18
GDL 4.51± 0.10 5.48± 0.06 4.83± 0.12 7.13± 0.14
Non-Reducing End
BGLC 5.40± 0.09 6.18± 0.07 4.46± 0.08 4.92± 0.13
KBG 5.98± 0.08 7.72± 0.14 4.03± 0.11 5.59± 0.17
DIOL 5.41± 0.09 6.97± 0.09 4.69± 0.12 6.35± 0.10
Table 14.1: Per-disaccharide decrystallization free energies (in kcal/mol) for
each decrystallization condition. The reported value is calculated based on the
dividing each proﬁle from Fig. 14.20 by 5 at ρ =1.
lose584,585,589,595,598 and the observed changes in the solvent accessibility and
orientation induced by oxidation and internal cleavage, we expand upon these
prior studies to examine decrystallization from the NRE (as TrCel6A would
perform) and the eﬀect of various oxidation states on the cellulose decrystalliza-
tion work from both the NRE and RE. Through umbrella sampling simulations,
we have quantiﬁed the decrystallization free energy of a single chain contain-
ing oxidized cellulose products, chains that are the result of internal LPMO
action, and chain decrystallization that originates from the NRE of cellulose,
the preferred decrystallization direction for TrCel6A (Fig. 14.20). Here, we use
a slightly diﬀerent approach to deﬁne the decrystallization reaction coordinate
than in the original Beckham et al. study,609 as the functional form of the
collective variable implemented in NAMD is based on a ratio of polynomials35
rather than exponentials as in CHARMM, and the native contact calculation
employed is atomic rather than residue-based. This minor variation in approach
is not expected to aﬀect the ﬁnal calculated decrystallization free energy, and
to test this hypothesis, we repeated calculation of the decrystallization free en-
ergy proﬁles of edge and middle chains native cellulose chains from the RE to
the NRE. As expected, the values derived from the newly-implemented NAMD
fraction of native contacts reaction coordinate, 25.6 kcal/mol and 33.0 kcal/mol
for 5 cellobiose units, respectively, are in agreement with the original values
obtained previously using CHARMM.609
The impact of oxidation on the decrystallization free energy varies depend-
ing on the location of the oxidation. For RE oxidations, we observe a uni-
form decrease in the per-cellobiose decrystallization cost (Table 14.1). This is
consistent with the increased SASA and ﬂuctuations that was observed in the
equilibrium simulations and suggests that the natural propensity for GDL and
GKSA to move into solution further reduces the energetic cost of decrystalliza-
tion. NRE oxidation tends to increase the per-cellobiose decrystallization cost
(Table 14.1). For internal NRE oxidations, we note that the highest SASA val-
ues were measured for the residues opposite to a NRE oxidation (residues 13
and 37 in Fig. 14.16), and this “loosening” of the opposing residue may stabilize
the oxidized residues themselves. There is no clear mechanism for why the de-
crystallization free energy increases for NRE oxidations on the edge of a ﬁbril.
251
Figure 14.21: Snapshot of the early stages of GDL (top) and KBG (bottom)
internal middle decrystallization. In GDL, rotation of the decrystallizing residue
permits three hydrogen bonds (black lines) to be formed, rather than just the
single hydrogen bond observed for KBG, raising its decrystallization cost. Only
the top cellulose layer is shown in color, with the lower layers shown in gray.
We postulate that the elimination of the hydrogen in KBG and the additional
hydroxyl on C4 permit fewer solvent molecules to form interactions with the
equatorial oxygen bonded to C4, either directly through the elimination of the
hydrogen (KBG) or steric restrictions (DIOL).
Another interesting trend in Table 14.1 is that RE decrystallization is en-
ergetically more favorable than NRE decrystallization when decrystallization
originates from an edge or middle chain terminus, but the reverse is true if the
decrystallization initiates from an internal cleavage site as a result of LPMO
or endoglucanase action. LPMO and endoglucanase activity introduces steric
clashes, and so one of the two chains is highly accessible to solution, typically
the newly formed RE (Fig. 14.16). However, internal NRE decrystallizations
are more energetically favorable, as hydrogen bond formation across the internal
cleavage is more diﬃcult and rotation of the terminal residue does not induce
additional hydrogen bonds as it does for RE oxidations (Fig. 14.21). These
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hydrogen bonds are suggestive of a mechanism behind the observed decrystal-
lization work increase for RE oxidations despite their greater solvent accessi-
bility. This location dependent free energy diﬀerential between RE and NRE
decrystallization provides quantitative evidence supportive of observed LPMO/-
cellbiohydrolase synergistic function598,627,628 and is suggestive of a mechanism
by which LPMOs aid in enhancing substrate accessibility in highly crystalline
regions of the microﬁbril (i.e., middle chains). Namely, an LPMO initiates
glycosidic bond cleavage at an internal linkage. Thereafter, a NRE-speciﬁc cel-
lobiohydrolase (e.g., TrCel6A) proceeds to consume the cellulose chain from the
internal, oxidized terminus, at the same time forming a new, non-oxidized ter-
minus for a RE-speciﬁc cellobiohydrolase such as TrCel7A and one or two new
edge chains.629 These variations in decrystallization free energy across oxidation
states and location can have a profound eﬀect on the overall recalcitrance, as
the diﬀerence between the highest and lowest decrystallization free energy is
nearly a factor of 2 in energy, and approximately 10 kT units, with the location
of the decrystallizing species accounting for the majority of the variation.
14.3.4 The Impact of Oxidation on Binding Affinity
Decrystallizing the cellulose substrate is only one of the many obstacles to en-
zymatic hydrolysis of a recaltitrant polysaccharide. The enzyme active site also
signiﬁcantly contributes to overall hydrolytic performance and the means by
which it binds substrate. The current working hypothesis of processive cellu-
lolytic action proposes that cellulases encounter several thermodynamic barriers
in the deconstruction of polysaccharide chains.630–632 The cellulase must ﬁrst
recognize and thread a cello-oligomer into the active site tunnel or groove, de-
crystallizing it from the larger microﬁbril.630,633–637 Once the entire active site
register is bound to an oligomer, the cellulase hydrolytically cleaves the gly-
cosidic linkage releasing a cellobiose unit from the end of the oligomer.637,638
The product cellobiose is released from the active site, possibly in concert with
the forward motion of the remaining non-hydrolyzed substrate. This decrystal-
lization/threading, hydrolysis, and product release process happens repeatedly
and deﬁnes processive function. (Non-processive enzymes detach from the sub-
strate after one or a few hydrolytic events.) In this study, we are particularly
interested in the eﬀects of oxidative cleavage on the ability of the cellulase to
release the cellobiose product. Processive cellulases, particularly TrCel7A, are
known to be moderately inhibited by their own cellobiose products.608,639,640 If
the binding aﬃnity of oxidized cellulose derivatives to cellulases is particularly
high, it is likely that LPMOs may contribute to reduced cellulolytic function
through product inhibition. High concentrations of oxidized cellobiose units in
solution could reassociate with free enzymes after product expulsion (i.e., reen-
ter in the product site), and would have to be accounted for by the addition of
β-glucosidases in synergistic enzyme cocktails. Of course, oxidized cellobiose,
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TrCel7A TrCel7A w/S TrCel6A TrCel6A w/S
GKSA 0.05±0.22 -3.23±0.20 -1.16±0.29 -2.17±0.30
GDL 0.51±0.18 1.96±0.17 0.48±0.17 -0.46±0.23
KBG 1.88±0.20 -0.85±0.22 2.16±0.24 2.14±0.22
DIOL 0.03±0.22 -0.29±0.25 1.21±0.25 2.00±0.26
Table 14.2: Relative binding free energies (∆∆G in kcal/mol, with negative
values indicating more favorable binding to the oxidized species) for the oxidized
substrates and TrCel6A and TrCel7A. Free energies were calculated both with
(w/S) and without substrate present in the cellulase active site (Fig. 14.3).
particularly C1 oxidation, has been shown to inhibit β-glucosidases,641 which
could eventually lead to accumulation of dimeric products. However, the exis-
tence of cellobiose dehydrogenases suggests that nature has devised mechanisms
to cope with oxidized cellobiose products.582,642 Perhaps a larger problem for
the cellulases would be the systematic loss of functioning cellulases, as they
become trapped on the cellulose surface unable to release the oxidized product
(i.e., with unreacted substrate trapped in the tunnel by the hydrolyzed, oxidized
cellobiose). Indeed, experimental studies suggest oxidation can retard product
release.606 Thus, understanding the impact of oxidation on both aﬃnity and cel-
lulase structure is of critical importance. Toward this aim, we have determined
relative binding aﬃnity of the potential LPMO oxidized products to processive
cellulase active sites using TI.
In general, diﬀerences in binding oxidized products with respect to cellobiose
are small, less than 3 kcal/mol (Table 14.2), which is in line with expectations
of subtle interaction changes as a result of oxidation perturbing the interac-
tions with the local protein environment. Indeed, the calculated free energy
diﬀerences correspond to the number of additional hydrogen bonds present in
an equilibrium simulation (Fig. 14.22). The trends within Fig. 14.22 when sub-
strate is present or for TrCel6A suggest that each additional hydrogen bond
reduces the relative binding free energy diﬀerence by −2.1 ± 0.3 kcal/mol, in
agreement with prior work on the thermodynamic value of a hydrogen bond to
stabilize a binding interaction.573 In TrCel7A without substrate (Fig. 14.3 with-
out the blue substrate), the cellobiose derivative explores more of the substrate
tunnel,643 and this breaks the correlation. The identities of the interactions
diﬀer between the cellulases, as will be discussed extensively below, and these
diﬀerent interaction patterns alter the binding aﬃnity of cellulases to oxidized
cellulose products.
TrCel7A For free TrCel7A without a cellulose ﬁbril in the substrate tunnel,
the presence of oxidized products in solution is unlikely to inhibit function rela-
tive to unoxidized cellobiose, as the free energy diﬀerences are minimal and are
uniformly unfavorable. On the molecular level, the cellobiose explores sections
of the substrate tunnel beyond the +1/+2 sites where it initially resided. This
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Figure 14.22: Comparison between ∆∆G and additional hydrogen bonds be-
tween cellobiose and the rest of the system (left) or just the surrounding protein
environment protein (right). All four sets of relative binding free energies, one
for each oxidation state, are plotted, with the colors corresponding to the distinct
protein environments, and an appropriately colored linear ﬁt to demonstrate the
trend (when substrate is present) or the lack thereof (particularly for TrCel7A).
TrCel7A is a cellobiose unit alone in the binding tunnel; TrCel7A w/S includes
substrates in the -7 to -1 sites as shown in Fig. 14.3. The labels TrCel6A and
TrCel6A w/S indicate the equivalent simulations with TrCel6A. The position
of each point along the x-axis is taken to be the average number of additional
hydrogen bonds to the oxidized cellobiose relative to the number of hydrogen
bonds to cellobiose during their respective equilibrium simulations.
behavior is feasible only when substrate is absent from the -7 to -1 sites, and
explains the weak relationship between the interactions observed in a single tra-
jectory from the TI calculations. When substrate occupies the -7 to -1 sites, the
potential for inhibition is dependent on the speciﬁc oxidation present. For NRE
oxidations, we observe the potential for mild product inhibition, as indicated
by negative ∆∆G for both oxidative states. However, this state would entail
an oxidized cellobiose from solution rebinding to the active site. For RE oxida-
tions, the LPMO oxidation product, GDL, binds less favorably than cellobiose,
but the spontaneous oxidation product, GKSA, binds substantially more favor-
ably than cellobiose. As GKSA is the predominant oxidation in solution,600 RE
oxidation unmitigated by β-glucosidases may lead to product inhibition.
TrCel6A With TrCel6A, product inhibition resulting from binding of oxi-
dized products is likely not signiﬁcant, as the oxidations on its preferred NRE
reduce product binding aﬃnity and thereby should enhance product release
and processive hydrolytic turnover. This is consistent with the general observa-
tion that cellobiose product inhibition is generally low in comparison to that of
TrCel7A.644,645 In the case of RE oxidations, GKSA tends to bind more tightly
than cellobiose while the binding aﬃnity of GDL is dependent on the presence
or absence of substrate. Therefore, depending on the kinetics of interconversion
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and coupling of the processes involved, LPMO action at the RE of cellulose can
either enhance or inhibit product binding. In principle, these states would only
exist by a rebinding event or by TrCel6A processing all the way to the end of
a chain where a RE oxidation is present, so any observed eﬀect is likely to be
small.
14.3.5 Hydrogen-Bond Contributions to Product
Stability
TrCel7A With the suggestion that hydrogen bonds play a central role in cel-
lobiose product aﬃnities, we examine speciﬁc modiﬁcations to hydrogen bond-
ing patterns resulting from changes in availability of suitable hydrogen bonding
partners. Here, we deﬁne a hydrogen bond as an interaction where the heavy
atom separations are below 3.0 A˚ and a hydrogen within 20 degrees of the line
that separates the two heavy atoms. In the case of TrCel7A, there are a number
of changes in bonding between the diﬀerent oxidized forms of cellobiose, as they
relate to charged residues near the substrate tunnel exit. A detailed listing of all
hydrogen bonding partners is provided in Table A.6, and a summary of key in-
teractions, Table A.4, highlights modiﬁed interactions resulting from oxidation
of the cellobiose product. Comparing columns within these tables indicate dif-
ferences between the various oxidized forms of cellobiose. We restrict discussion
of hydrogen bonding interactions to those where the -7 to -1 sites are occupied
in addition to the +1/+2 sites, as the number of hydrogen bonding interactions
correlate with the relative binding free energies (Fig. 14.22). Furthermore, this
scenario is likely the most relevant to cellulase function in a natural or industrial
environment, as in a steady-state system cellobiose would generally be bound
in conjuction with cellulose substrate to the cellulase.
Hydrogen bonding of the cellobiose product within the remaining cello-
oligomer occupying the -7 to -1 sites of TrCel7A is reduced by oxidation of
the cellobiose product, illustrated in Table A.4. The oxidation type determines
the replacement interactions. NRE-oxidized cellobiose rotates so that alternate
interactions form, largely with O2 of the cellulose substrate and through either
O3 (KBG) or O4 (DIOL) (Table A.6). For oxidations at the RE and in the
case of native cellulose, the predominant interaction remains between O1 and
O4, analogous to the β-1,4 glycosidic bond that was broken to form the dimer
product. Oxidation of the RE results in fewer hydrogen bonds to the cellulose
in the -1 site as a result of being “pulled” into solution by favorable interactions
made to positively charged residues at the exit.
Certain pertinent residues play a larger role in stabilizing the cellobiose.
Structural evidence suggests TrCel7A exhibits distinct binding modes as part
of the processive hydrolytic cycle.637 Presumably, these modes each make use
of diﬀerent subsets of active site residues. The “pre-slide” and “slide” modes of
binding are steps along the processive translocation path prior to formation of
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Figure 14.23: Snapshots from MD simulation illustrating hydrogen bonding
to cellulose products in TrCel7A. From top to bottom, snapshots showing the
interactions between the control (BGLC) cellobiose, GKSA-cellobiose, KBG-
cellobiose and residues R394, D259 and D262. Atoms are colored according to
their element, and speciﬁc hydrogen bonds are shown in black dashes. The rest
of TrCel7A is shown in a white cartoon representation. For the BGLC control,
we show interactions between O6 of the reducing-end and R394 and D262, as
well as the O2 of the non-reducing end interacting with the backbone of D259.
The GKSA cellobiose snapshot shows clear engagement of R394 with the two
carboxy oxygens, and the non-reducing end O2 to D262. In the KBG-cellobiose,
we have chosen a snapshot illustrating simultaneous hydrogen bonds between
R394 and O1 and O5, as well as between D259 and O3 of the reducing end and
O2 of the non-reducing end.
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the Michaelis complex of hydrolysis. Residues D259 and R394 are responsible,
in part, for stabilization of the “slide” mode transition state. Interestingly, the
residues that stabilize cellobiose in the product site overlap with those found to
be involved in driving cellulose translocation in TrCel7A (D259 and R394).637
The most common protein-cellobiose interaction in TrCel7A is that between
R394 and the RE of the cellobiose, with only GDL not forming signiﬁcant con-
tact with the residue. For most species studied, the R394 interaction is between
the two primary amines of the arginine, the pyranose ring oxygen, O5, and ei-
ther of the adjacent oxygens in the sugar, O1 and O6. For the BGLC, KBG, and
DIOL forms of cellobiose, the interaction results in similar structural features,
and speciﬁcally BGLC and KBG are shown in Fig. 14.23. In the case of GKSA,
both the carboxy oxygens interact directly with the primary amines of R394,
and this is partially responsible for the excess hydrogen bonding observed in
the case of GKSA. Having both interaction sites on C1 extends the sugar and
substantially increases the solvent accessibility of GKSA. The high probability
of the R394-carboxy interaction, along with the resulting solvent accessibility,
are the two largest contributors to more favorable binding of GKSA relative to
BGLC.
Hydrogen bonding of cellobiose to a pair of aspartates, D259 and D262,
varies signiﬁcantly between oxidized states (Fig. 14.23). While all species ex-
cept GKSA interact with the backbone oxygen of D259 through the NRE O2
atom, C4 oxidation to ketone also results in a sizeable interaction with the
side-chain terminus and the O3 atom of the reducing end. In GKSA, the in-
teractions are primarily with the side-chain of D262 instead, which interacts
with the O2 atom of the NRE. By binding to D262 rather than D259, not
only does GKSA-cellobiose bind more tightly to TrCel7A (Table 14.2), the sub-
strate translocation process may be signiﬁcantly aﬀected as well. Earlier in
silico mutagenesis work has highlighted the active role the aspartates play in
the translocation of substrate, suggesting that the interactions formed between
the aspartates and the cellulose oﬀer stability to the cellulose within the tunnel
by up to 10 kcal/mol.646
Many other protein residues also act as hydrogen bonding partners with
cellobiose and its oxidized forms. Typically, these are transient hydrogen bonds
that are made and broken many times over the course of a trajectory, and
as such contribute less to the total stabilization. For example, H228 interacts
approximately 20% of the time with all forms except the ketone and GKSA,
and likewise, R251 interacts 20% of the time with the NRE of the KBG or
the GDL oxidized cellobiose. While these interactions contribute to the overall
stabilization, it is likely they only play an ancillary role relative to D259 and
R394.
TrCel6A TrCel6A makes signiﬁcantly fewer hydrogen bonds with cellobiose
than observed in TrCel7A, the details of which are enumerated in Table A.7 and
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summarized in Table A.5. As evidenced by the correlation between the relative
free energy diﬀerence and the relative number of additional hydrogen bonds
(Fig. 14.22), these hydrogen bonding interactions dictate the relative aﬃnity
for each oxidized product to TrCel6A. Alhough the hydrogen bonds between
oxidized cellulose species and substrate occupying the +4 to +1 sites are reduced
relative to TrCel7A, the primary hydrogen bond formed, between O1 and O4,
is identical. This hydrogen bond that replaces a glycosidic bond after catalytic
action of TrCel6A acts as a backstop to the motion of the cellobiose, preventing
the cellobiose moiety from backsliding along the substrate cavity. GKSA is again
unique, with its limited interaction occurring between O3 of GKSA and the O4
of the cellulose chain. This pulls the whole cellobiose molecule deeper into the
TrCel6A active site, thus inﬂuencing the protein residues GKSA interacts with.
Prominent interactions between TrCel6A and the cellobiose are consis-
tently mediated by a few residues, namely D137, D221, D401, E399, and K395
(Fig. 14.24). The interaction propensities with these residues are clearly related
to the oxidation state. The clearest example of this occurs with E399, where
the ketone oxidation has markedly fewer hydrogen bonds than others. The
underlying cause is revealed as the elimination of a normally frequent hydrogen
bond between the O4 of cellulose and E399 (Table A.7), resulting from the lack
of a suitable proton on O4. At the same time, the interaction between the NRE
O6 atom is unaﬀected. The hydrogen bonding propensity is also reduced in the
case of the gem-diol, the result of O4 interaction with D137. D137 sits at the
edge of the exit tunnel, and interacts primarily with O3 of the non-reducing
glucose. D137 maintains only sporadic contact with O6 of the reducing-end of
the cellobiose, except in the case of GKSA oxidation. There, the linearity and
charged nature of the sugar turns the interaction the opposite direction, towards
the aforementioned R353 and K395. In addition to stabilizing GKSA, K395
often interacts in a concerted manner with E399, hydrogen bonding to interact
with the oxygen of O6, while E399 interacts with the hydrogen attached to O6.
A ﬁnal residue of note, D401, interacts through its carboxy oxygens with the
O2 atom of the reducing-end of cellobiose, except again in the case of GKSA,
where instead the backbone carbonyl is the primary interaction present.
Water-mediated hydrogen bonds in TrCel6A are less notable than in
TrCel7A, simply as there are fewer of them. Depending on the oxidation
within each cellobiose, there are between 0.5 and 1 fewer average hydrogen
bonds between water and each residue. This suggests protein contacts drive
product binding in TrCel6A. As the substrate tunnel is largely exposed to
solution, this is somewhat unexpected. Again, GKSA binding to TrCel6A rel-
ative to the other cellobiose and oxidized products stands out, with the linear
sugar having substantially more water contacts. Notable structural features of
TrCel6A that include water, such as the “water wire” formed during catalysis
between S181 and D401, are absent in every simulation, consistent with the
non-catalytically primed state of the enzyme.647 Instead, the structure adopted
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Figure 14.24: Snapshots from MD simulation illustrating hydrogen bonding to
cellulose products in TrCel6A. The snapshots show the interactions between the
control cellobiose (upper left), GKSA-cellobiose (upper right), GDL-cellobiose
(lower left), and DIOL-cellobiose (lower right) and residues R353, D137, D221,
D401, E399, and K395. Atoms are colored according to their element, and
speciﬁc hydrogen bonds are shown in black dashes. The rest of TrCel6A is
shown as a transparent cartoon. In the control cellobiose (upper right), we
highlight interaction between the non-reducing end of cellobiose and E399 (via
O4 and O6), D401 (via O2), and D221 (via O6). For the GKSA-cellobiose
(upper right), the highlighted interactions are two carboxyl-oxygen hydrogen
bonds to K395 and R353, as well as interactions on the non-reducing end to
D137 (via O3), and E399 (via O4 and O6). The non-reducing O6 is also shown
to interact with K395. In the case of the lactone (lower left), we highlight
interactions between O3 of the lactone and K395 and D401. K395 is also often
involved in interacting with the non-reducing end at O6 along with E399. In the
ﬁnal case, we have highlighted an interaction unique to the gem-diol (DIOL), a
simultaneous interaction between both hydroxyls of the gem-diol with E399 and
D137. D401 is also engaged simultaneously with K395 and O3 of the reducing-
end, and likewise, we highlight the D221 interaction with O6.
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Figure 14.25: A representative snapshot from the GKSA w/S trajectory of
the hydrogen bond formed between S181 and D175. Other essential catalytic
residues (D221 and D401) are also shown for orientation purposes. The catalytic
loop (residues 178–183) is shown in green.
by TrCel6A forms a direct hydrogen bond between S181 and D175 (Fig. 14.25).
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14.4 Conclusion
The eﬀects of LPMO oxidation on cellulose substrate accessibility and cellulase
binding of oxidized products can be largely explained through alterations of
primary molecular-level interactions directly resulting from oxidation. Within
the context of LPMO action on cellulose ﬁbrils, we hypothesize the chief role
of the LPMO is to create new chain termini in the interior of the ﬁbril, rather
than to act at the extremities. The sterics of these new termini will force one
of the two termini into solution, and in general, the newly formed RE ter-
mini is more exposed to solution. However, despite the increased exposure of
the internal RE termini, the decrystallization free energy proﬁles quantitatively
demonstrate that internal NRE termini are more easily decrystallized, possibly
due to fewer favorable interactions to the opposite residue. In contrast, RE ter-
mini are easier to decrystallize on the ﬁbril extremities. This is suggestive of an
LPMO-mediated synergistic mechanism between exo-acting cellobiohydrolases
that builds upon our current understanding of processive cellobiohydrolase ac-
tion:629,634,635,648,649 (1) NRE-speciﬁc cellulases (e.g. TrCel6A) preferentially
hydrolyze cellulose beginning from an internal termini and (2) RE-speciﬁc cel-
lulases (e.g. TrCel7A) begin from existing edge termini, newly oxidized termini
at any position along the ﬁbril, or the newly formed edge termini after NRE
cellulase action.
The caveat to all of these studies is that it is still unknown which of these
oxidations would be encountered most frequently by cellulases. Many factors
control the equilibria between species (Fig. 14.1). However, the aldonic acid
(GKSA) and the gem-diol (DIOL) are anticipated to be the predominant species
in the long time limit under experimental conditions.585,600 This equilibrium
is likely very important to cellulases in LPMO-containing cocktails, as GKSA
generally binds much tighter to the processive T. reesei cellulases than does its
equilibrium partner GDL. Similarly, we observe that in the case of NRE oxida-
tion, DIOL binds less tightly by having fewer hydrogen bonds to its environment
than KBG, and may in fact be beneﬁcial to product release in NRE-speciﬁc en-
zymes. On the basis of our results, we suggest that the optimal combination
of cellobiohydrolases and LPMOs to maximize cellulose degradation includes a
C4-active LPMO, to avoid inhibition by the aldonic acid, along with both NRE-
and RE-speciﬁc cellobiohydrolases, to exploit both newly exposed termini upon
LPMO action. We caution that this hypothesis overlooks variation in environ-
ment (e.g., the presence of other enzymes, temperature, solvent composition,
etc.), and experimentation is the only conclusive way to optimize enzyme ra-
tios.
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15 The Effect of Lignin on the
Effectiveness of Industrial
Cellulases†
15.1 Introduction
Sustainable global economic growth requires the development of technologies
that will reduce the environmental footprint of energy consumption, including
the adoption of renewable, energy-dense transportation fuels.650 The production
of biofuels from abundant lignocellulosic biomass is a potential alternative to
fossil fuels. However, a signiﬁcant barrier to cost-eﬀective cellulosic biofuel pro-
duction is the currently ineﬃcient hydrolysis to fermentable sugars of cellulose
glycosidic bonds by cellulase enzymes.651–653
Cellulosic biomass is primarily composed of lignin, hemicelluloses, and
cellulose ﬁbers, which together form a stiﬀ and compact network structure.
Pretreatment makes the cellulosic feedstock more accessible to hydrolytic en-
zymes by breaking down this structure, and increases ethanol yields and reduces
bioethanol costs compared with untreated biomass.654 Speciﬁcally dilute acid
pretreatment removes almost all biomass components apart from the cellu-
lose itself and lignin,655–657 a poly-aromatic amorphous and hydrophobic plant
polymer.658 However, even after pretreatment, enzymatic cellulose hydrolysis
remains incomplete.659 Overcoming this ineﬃciency presents one of the most
important challenges in biotechnology.651–653,660–663 In order to rationally de-
sign improved pretreatment processes that minimize this eﬀect, it is important
to understand the mechanistic underpinnings of how lignin interferes with cel-
lulose degradation in order to minimize the lignin’s adverse eﬀect in biofuel
production and guide current developments in lignin bioengineering.664–666
While there is considerable evidence implicating lignin as a major culprit in
reducing cellulase eﬃciency in pretreated biomass,652,667–677 the mechanism by
which lignin interferes with cellulose hydrolysis is unknown. Lignin may directly
associate to cellulose, blocking enzymatic access.668–671,677 Alternatively, lignin
may bind directly to the enzymes and interfere with their ability to hydrolyze
cellulose.672–676 This postulated unproductive binding has been proposed to be
†This work has been published as a research article J. V. Vermaas, L. Petridis, X. Qi,
R. Schulz, B. Lindner, J. C. Smith Mechanism of lignin inhibition of enzymatic biomass
deconstruction. Biotechnology for Biofuels 2015, 8, 217.142 It is reprinted here with mi-
nor stylistic changes under the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/).
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Figure 15.1: Side view of the initial state of the lignocellulosic biomass system.
Cellulose ﬁbrils are red, lignin molecules blue, and TrCel7A enzymes green; the
CBMs have a lighter color than the CDs, while glycosylations and linker regions
are in pastel green.
non-speciﬁc and to occur either via hydrophobic672,675,676 or electrostatic inter-
actions678–680 with the protein, although no direct evidence has been observed
for either hypothesis. It is also suspected that the cellulose-binding module
(CBM) of cellulases participates in lignin binding, as enzymes containing a
CBM have a higher aﬃnity for lignin than those without one.673,675 However,
an atomic-detailed characterization of how cellulases become inhibited by lignin
is currently lacking.
Here, we report molecular dynamics (MD) simulations of a model of a pre-
treated multi-component biomass system, containing lignin, cellulose ﬁbers of
diﬀerent degrees of crystallinity and the industrially important575,633,634 Tricho-
derma reesei fungal cellulase (TrCel7A) enzyme. The simulation system mod-
els the crowded lignocellulosic environment in which TrCel7A operates during
industrial biomass hydrolysis. The results indicate that lignin associates pref-
erentially with the hydrophobic surface of cellulose, which is also the preferred
substrate of TrCel7A. Lignin is also found to bind preferentially to the CBM
tyrosine residues 466, 492 and 493, which have been identiﬁed as being criti-
cal to cellulose binding.681–686 Thus, lignin directly and competitively inhibits
the recognition mechanism of the cellulase consistent with a competitive inhi-
bition mechanism previously postulated by mutagenesis work and biochemical
assays.659,679 These atomistic details of the interaction of cellulases within a
crowded biomass environment, including both substrate interactions and lignin
inhibition, explain why lignin is such an eﬀective barrier to eﬃcient enzymatic
hydrolysis of post-pretreated biomass.
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15.2 Methods
Prior to simulation, a computational model of lignocellulosic biomass was
constructed in line with available experimental and computational results
(Fig. 15.1), the process of which is detailed in the sections that follow. The
simulation model was devised to represent a pretreated biomass system of cel-
lulose and lignin at room temperature upon the addition of cellulolytic enzyme.
Other components of biomass, such as pectins and hemicellulose, are assumed
to have been removed.655 The analysis performed on the trajectory generated
by the 1.3 µs simulation included measurements of the number of close atomic
contacts formed and the interfacial surface area of contact surfaces observed in
the simulation.
15.2.1 Model Construction
The multi-component simulation model (Fig. 15.1) consists of cellulose ﬁbers,
lignin molecules and Cel7A cellulases. Hexagonal cellulose ﬁbers were con-
structed, each containing 36 glucose chains687 with a 160 degree of polymeriza-
tion (d.p.). Pretreated cellulose has a d.p. & 140.688 Since cellulose in pretreated
biomass exists in both highly crystalline and more amorphous forms, both types
of ﬁbers were modeled: six crystalline ﬁbers, obtained from the crystal structure
of cellulose Iβ;601 and three non-crystalline, obtained by simulating crystalline
cellulose at 650K for 1 ns.689
A total of 468 lignin molecules (52 per cellulose ﬁbril) were included, com-
prising 18 copies each of 26 distinct lignin molecules obtained from previous
studies.690 All lignin molecules consisted of 61 monolignol monomers, and the
lignin molecular weight, degree of branching, monomer and linkage composi-
tion are consistent with those of softwood lignin.690 Brieﬂy, structural models
of the individual lignin molecules were generated by ﬁrst deriving the bonding
topologies of the molecules and subsequently generating the 3D coordinates.
To generate the topologies, a variety of experimental data on the bulk chemi-
cal composition of softwood lignins was used. Softwood lignins are composed
mainly of G units691–693 and therefore only G units were used here. The av-
erage linkage composition used is typical of softwoods:693,694 β-O-4’ 50%, 5-5’
30%, α-O-4’ 10% and β-5’ 10%. The models also contain equal amounts of left-
and right-handed β-O-4’, α-O-4’ and β-5’ linkages, so as to make the molecules
optically inactive, in accord with experiment.695 Each molecule comprised 61 G
units leading to a molecular weight of ∼ 13 kDa, within the experimentally de-
termined range.696 Finally, an average crosslink density of 0.052, or 3.2 branch
points per 61 monomers, was used, again as has been derived experimentally,
for spruce wood.697 The number of branch points per molecule and their loca-
tion along the chain were assigned randomly using a computer algorithm: the
resulting 26 distinct lignin topologies have varying degrees of branching: one
molecule has zero branch points, three have one, four have two, six have three,
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seven have four, three have ﬁve and one molecule has six.
Subject to the constraints imposed by the above experimental data, random
primary structures of lignins were generated, producing 25 molecules that are
diﬀerent from each other but consistent with the average chemical properties
of softwood lignin. For example, although for all 26 molecules 50% of linkages
are of the β-O-4’ kind, the positions of these linkages vary between molecules,
as does the position of the branch points; also, the lengths of the branches are
diﬀerent. Relaxed 3D structures for the lignin molecules were obtained from
previous simulations.689
The starting lignin and cellulose coordinates were obtained from the ﬁnal
state of previous MD simulations of pretreated lignocellulose, in which 52 lignin
molecules aggregated on the surface of individual cellulose ﬁbers.689 Three states
were used here, obtained from the end states of three prior simulations:689
crystalline cellulose with high lignin coverage (CH), crystalline cellulose with
low lignin coverage (CL) and non-crystalline cellulose with low lignin coverage
(NonC). (In our previous work, CH, CL and NonC were denoted NC, FC and
FN, respectively689). Nine cellulose ﬁbers (and the lignin molecules associated
with them) were placed parallel to each other, such that all cellulose ﬁbers
(three NC, three FC and three NonC) have the same neighbors when periodic
boundary conditions are applied.
A total of 54 identical trCel7A enzymes were constructed using the crystal
structure of the catalytic domain618 and the NMR structure of the CBM.681
The linker sequence was built as a linear segment connecting the two domains.
N-glycans were attached to residues 45, 270 and 384 of the catalytic domain, and
O-glycans were attached to the linker. This glycosylation pattern is suggested
by mass spectrometric methods.698,699
The 54 enzymes were placed in the unoccupied space of the simulation box
using a local algorithm that randomly varied their positions and orientations
until placements were achieved without steric clashes with other macromolecules
already in the system.
The system was solvated by 7.1 M water molecules and was subsequently
neutralized using Na+ ions. The overall system size was 24.7 M atoms. The
dimensions of the simulation box are 950 A˚×625 A˚×625 A˚. The overall size of
the system is determined by several requirements. The ﬁrst is to match physical
characteristics of the system, i.e., that pretreated cellulose ﬁbers have lengths
& 1000 A˚,688 the lignin-to-cellulose ratio and the typical enzyme loading. The
second is to obtain statistically meaningful enzyme binding propensities, which
require ∼ 50 trCel7A molecules being simulated. Finally, the system consists
of highly heterogeneous mesoscale interactions determined by the variety of
lignin polymers and association modes. A snapshot of the complete system is
presented in Fig. 15.1.
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15.2.2 Molecular Dynamics Simulations
The simulations were performed with GROMACS 4.6140 using the TIP3P wa-
ter model160 and the CHARMM 36 carbohydrate,66,68,168 protein52,54,171 and
lignin700 force-ﬁelds. Fast hydrogen angle vibrations and rotations were removed
employing the virtual sites method, thus allowing a 4 fs integration time step.
The non-bonded electrostatic interactions were calculated using the Reaction
Field Zero (RFZ) method104 with a 12 A˚ force and 15.68 A˚ neighbor-list cut-
oﬀ. It has been shown that RFZ is of accuracy similar to the commonly-used
particle mesh Ewald method for biomass systems while allowing signiﬁcantly
better parallel computational eﬃciency above 10,000 cores.159 A shifting func-
tion was applied to the entire van der Waals potential so that the interaction is
zero at the cutoﬀ distance of 12 A˚. Neighbor searching was performed every 16
time steps. Bonds were constrained using the LINCS algorithm93 and the water
internal dynamics was constrained using the SETTLE routine.701 The system
was simulated in the NPT ensemble.
The equilibration was performed in three steps, during which the tempera-
ture was controlled with the Nose-Hoover101 algorithm (time constant τ=1ps)
and, apart from the second step, pressure was controlled with the Berendsen al-
gorithm96 (τ=1ps). First, 3,000 steps were performed, with pressure coupling,
employing an integration time step of 1 fs, no virtual sites and constraining only
bonds containing hydrogen atoms. Subsequently, 50,000 steps without pressure
coupling were performed, with a time step of 2 fs, no virtual sites and position
restraints applied on all solute atoms. Finally, 25,000 steps with pressure cou-
pling were performed, with a 4 fs time step, virtual sites on and bonds containing
all atoms constrained.
For production, the temperature and pressure were controlled using the ve-
locity rescale thermostat702 (τ=1ps) and the Parrinello-Rahman barostat703
(τ=4ps). Virtual sites and a 4 fs time step were used and all bond lengths were
constrained. The total simulation time was 1,312 ns. The simulations were car-
ried out on the TITAN XC6 Supercomputer at Oak Ridge National Laboratory,
using 60,000 cores at a peak performance of 45 ns/day.
15.2.3 Analysis Methodology
The analysis of multi-million atom, µs-long MD simulations introduces unique
challenges, chief among them being the computational time required to obtain
quantities of interest over the entire trajectory using serial approaches. To
address this in part, our analysis was carried out with purpose-build python-
based VMD scripts25 on only the heavy atoms of the solutes (cellulose, lignin,
and enzyme), thus reducing the number of atoms to be analyzed by a factor of
20. This reduces the memory requirement of the analysis scripts as well as the
time to solution, as the time to execute many basic operations (such as selecting
subsets of atoms or loading trajectory ﬁles) scales linearly with the number of
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atoms.
The critical concept underlying most of the analysis is that of contact. Tra-
ditionally, a “contact” would use a ﬁxed cutoﬀ distance, and if two atoms were
within this cutoﬀ, they would be considered in contact. However, the choice of
the cutoﬀ value will impact tremendously the number of contacts found. Short
cutoﬀs favor strong interactions such as hydrogen bonds, while longer cutoﬀs
will begin to capture non-speciﬁc hydrophobic interactions. We strike a balance
between these two extremes by adopting a weighted contact deﬁnition similar to
the native contact deﬁnition introduced by Sheinerman and Brooks.141 Speciﬁ-
cally, the number of contacts between heavy atom i in interaction group A and
all the heavy atoms in interaction group B is deﬁned as:
Ci =
∑
j∈B
1
1 + exp
(
5 A˚
−1 (
dij − 4 A˚
)) (15.1)
Here, groups A and B are subsets of the system (cellulose, lignin or enzyme),
and dij is the distance between atoms i and j. If groups A and group B are
identical (for instance, in the calculation of lignin-lignin contacts), we only count
the contacts between unique molecules, neglecting internal molecular contacts.
This approach will count both weaker hydrophobic and stronger electrostatic
interactions, and will give more weight to the stronger short-range interactions.
Further analysis was performed to determine the orientation of the bound
Cel7A relative to the long axis of the cellulose and the rotational and transla-
tional diﬀusion constants. These analyses were implemented as python-based
VMD25 scripts, stored using numpy,555 and plotted using matplotlib.404 In ad-
dition, the formation and time evolution of the interaction networks present in
the simulation was carried out using the NetworkX library556 and the Gephi
program.704
15.3 Results
15.3.1 Macromolecular Binding and Association
In the starting structure of the system, i.e., prior to the simulation, no enzymes
are bound to the biomass (Fig. 15.1), but there is extensive cellulose-lignin
association derived from previous simulations of pretreated biomass.689 The in-
termolecular contacts, a measure of binding thermodynamics and deﬁned in
Eq. (15.1), indicate that during the simulation the degrees of lignin-lignin and
lignin-cellulose association do not vary signiﬁcantly (Fig. 15.2A), as would be
expected for the pre-equilibrated lignocellulose ﬁbrils used here. As the sim-
ulation progresses a gradual increase is observed in the number of enzymatic
contacts as the enzymes diﬀuse to the lignocellulose and form interactions with
both lignin and cellulose. However, all enzymes are bound to another interaction
partner within 600 ns (Fig. 15.2B), so the growth in the number of enzyme-lignin
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AB
Figure 15.2: (A) Contact counts as a function of time between enzyme E, lignin
L and cellulose C molecules. (B) Time traces of the fraction of the 54 enzymes
that are unbound, U; bound only to cellulose, C; bound only to lignin, L; bound
only to other enzymes, E; bound to enzymes and cellulose, E+C; bound to
enzymes and lignin, E+L; bound to lignin and cellulose, L+C; bound to other
enzymes, lignin and cellulose, E+C+L. In this analysis, an enzyme is said to
be bound if any of its heavy atoms are within 3.2 A˚ of a heavy atom in another
molecule.
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Figure 15.3: Schematic representation of the network formed by the individual
biomass components at the end of the simulation. Each circle represents one
element of the system: the large red circles are for cellulose ﬁbrils, the small
blue circles are for lignin molecules, and the intermediate green circles are for
TrCel7A enzymes. The black lines connecting the components indicate a contact
between two components, and the thickness represents the degree of contact (the
contact number). The position of the individual particles is arbitrary, with the
position determined using the ForceAtlas algorithm of gephi,704 which treats
the connection as springs connecting the elements.
contacts seen over the second half of the simulation in Fig. 15.2A arises from
enzymes that are already bound and that are optimizing their interfacial area
with the lignin.
The cellulases overwhelmingly interact with either only lignin or both lignin
and cellulose. Together, these equally large populations account for approxi-
mately 80% of all enzymes (Fig. 15.2B). This corresponds to 160mg of protein
bound to 1 g of biomass “solids” (cellulose and lignin), in broad agreement
with the experimentally determined cellulase binding capacity of thermochemi-
cally pretreated biomass systems, which is 160mg/g for Douglas-ﬁr softwood,705
170mg/g for poplar706 and 140-150mg/g for corn stover.657,707
The cellulase interactions are not acting in isolation, but rather are part
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Figure 15.4: Time-dependent, instantaneous translational (D, top) and rota-
tional (Dθ, bottom) diﬀusion constant of trCel7A. Angular diﬀusion constant
(Dθ) is calculated for the whole protein (black), catalytic domain (blue), and
CBM (red). We ﬁnd the CBM, possibly due to its smaller size, to reorient more
rapidly than the CD. D is obtained by approximating the MSD by the diﬀeren-
tiable function: 6Dt = MSD(t) ≈ A exp (k (t− 1312)) +
5∑
i=1
bi (t− 1312)
2i
+ c
(dashed lines on the left). The angular diﬀusion constant (Dθ) over time for the
whole protein (black), catalytic domain (blue), and CBM (red) was estimated
from the angular autocorrelation function, the standard method for determin-
ing angular diﬀusion from MD trajectories.708 D and Dθ are therefore calculated
using two diﬀerent approaches.
of a crowded mesh formed by the superstructure formed by the biomass con-
stituents (Fig. 15.3). This shows that lignin mediates the formation of a fully
interconnected network of cellulose, lignin and TrCel7A, with each molecule
linked to all others directly or indirectly. These networks arise spontaneously
in the simulations, and are only possible due to the simulation incorporating
multiple cellulose ﬁbrils. Within the network, cellulose ﬁbrils act as hubs, i.e.,
have numerous connections to other molecules. TrCel7A and lignin act as a
“glue” connecting these hubs.
An implication of the existence of lignin-mediated networks is the retarda-
tion of enzyme diﬀusion due to conﬁnement. Indeed, binding to cellulose or
lignin leads to a slowdown in enzyme translational diﬀusion by three orders of
magnitude, decreasing from an initial ∼ 10−6cm2/s to a ﬁnal ∼ 10−9cm2/s,
while rotational diﬀusion decreases by one order of magnitude, from ∼ 106 to
∼ 105 rad2/sec (Fig. 15.4). In comparison, the translational diﬀusion coeﬃcient
of proteins in living cells is ∼ 10−7cm2/s709 and that of bound cellulases pro-
cessing on a cellulose surface is ∼ 10−10 − 10−11cm2/s.710 Thus, beyond any
speciﬁc interactions between lignin and either cellulose or cellulases, the incor-
poration of cellulases into the lignocellulosic mesh further retards the sampling
rate of enzymes to the cellulose surface. In the context of the fungi from which
these enzymes are isolated, the slow sampling is not a problem, as their lifecycle
is long enough to allow for this slow motion to degrade the cellulose. On an in-
dustrial timescale of hours or days, the aggregation of lignin to the enzyme also
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Figure 15.5: Number of contacts, averaged over all enzymes and over the last
300 ns of simulation, at the end of the simulation of TrCel7A with cellulose (A),
lignin (B) and other enzymes (C) mapped onto a model of TrCel7A. Cooler
(blue) colors indicate fewer contacts, while warmer (red) indicate more.
serves to hinder enzymatic turnover by reducing diﬀusion rates by increasing
the particle size and forming a mesh network.
15.3.2 Cellulase Binding to Cellulose in the Presence of
Lignin
Cellulase binding to cellulose is the ﬁrst step of the mechanism of enzymatic de-
construction. TrCel7A possesses a typical cellulase multidomain organization,
with a large catalytic domain (CD) connected to a CBM via a ﬂexible linker. The
enzyme possesses posttranslational modiﬁcations, in which the linker is highly
O-glycosylated and the CD N-glycosylated.633,698 To obtain a molecular-level
description of this binding in the presence of lignin we determined the propen-
sity of the individual enzyme residues to participate in cellulose-TrCel7A bind-
ing and mapped them onto the TrCel7A structure (Fig. 15.5A and Table 15.1).
From Fig. 15.5A, two regions stand out as forming the most contacts to cellulose:
three Tyr CBM residues and the linker glycosylation sugars. The linker glyco-
sylations have been previously633 been demonstrated to interact with cellulose,
although its role physiologically has not been fully elucidated. The linker has
been suggested to convey resistance to proteolysis,711 increase protein solubil-
ity,712 minimize contact between the CD and the CBM713 and promote binding
to cellulose.633 Here, the glycosylations are found to participate signiﬁcantly in
TrCel7A binding not only to cellulose, but also to lignin and other TrCel7A
molecules (Table 15.1).
The literature is quite robust with respect to the ﬂat hydrophobic surface
on the CBM formed by three tyrosine residues (Y466, Y492 and Y493) that
promote binding to the hydrophobic surfaces of cellulose ﬁbers.681–686 Similar to
the glycosylations, the tyrosine residues do form extensive contacts with other
components of the system in addition to cellulose. In particular, it appears
that lignin outcompetes cellulose in terms of interacting with these residues
(Table 15.1).
However, despite these diﬃculties, in over half of the trajectories individual
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Contacts with Enzyme Contacts with Lignin Contacts with Cellulose
Residue Count Residue Count Residue Count
Man 522 0.7± 0.2 ASN 45 6.2± 0.6 Man 524 1.5± 0.3
ASN 45 0.5± 0.3 TYR 492 3.8± 0.4 GLY 22 1.1± 0.1
Man 523 0.5± 0.2 GluNAc 519 3.4± 0.3 Man 518 1.0± 0.3
Man 534 0.5± 0.2 Man 522 3.3± 0.5 Man 522 1.0± 0.3
Man 524 0.5± 0.2 Man 524 2.9± 0.5 Man 499 1.0± 0.2
Man 513 0.5± 0.1 TYR 466 2.4± 0.3 SER 21 0.9± 0.1
Man 502 0.4± 0.1 LEU 6 2.4± 0.3 Man 502 0.9± 0.3
Man 505 0.4± 0.1 Man 520 2.3± 0.3 Man 513 0.9± 0.2
Man 530 0.4± 0.2 ILE 472 2.2± 0.2 Man 529 0.9± 0.3
Man 536 0.3± 0.1 TYR 493 2.1± 0.3 Man 530 0.9± 0.3
Man 520 0.3± 0.1 Man 523 2.1± 0.4 ASN 45 0.8± 0.1
GLN 410 0.3± 0.1 Man 521 1.8± 0.3 TYR 492 0.8± 0.2
SER 409 0.3± 0.1 ASN 490 1.8± 0.2 GluNAc 519 0.7± 0.2
Man 512 0.3± 0.1 Man 506 1.7± 0.2 Man 508 0.7± 0.1
TYR 252 0.3± 0.1 ARG 450 1.6± 0.2 Man 503 0.7± 0.1
Man 500 0.3± 0.1 GLY 473 1.6± 0.2 Man 505 0.7± 0.2
Man 532 0.3± 0.1 Man 528 1.5± 0.4 Man 520 0.7± 0.1
Man 533 0.3± 0.1 ASN 384 1.5± 0.4 Man 501 0.6± 0.2
Man 535 0.3± 0.2 HSP 465 1.5± 0.3 Man 523 0.6± 0.2
Man 518 0.2± 0.1 LEU 489 1.5± 0.2 Man 528 0.6± 0.3
ASN 441 0.2± 0.1 Man 505 1.3± 0.3 ASN 436 0.6± 0.1
ASN 70 0.2± 0.1 GLY 439 1.3± 0.2 TYR 466 0.6± 0.1
Man 517 0.2± 0.1 PRO 438 1.3± 0.2 Man 536 0.6± 0.3
HSP 465 0.2± 0.1 THR 44 1.3± 0.2 Man 507 0.5± 0.1
GLN 7 0.2± 0.1 THR 5 1.2± 0.2 SER 156 0.5± 0.1
GLU 1 0.2± 0.1 Man 499 1.2± 0.2 Man 521 0.5± 0.1
Man 509 0.2± 0.1 Man 513 1.1± 0.3 GLY 473 0.5± 0.1
THR 44 0.2± 0.1 Man 510 1.1± 0.3 THR 296 0.5± 0.1
LYS 69 0.2± 0.1 GLN 495 1.1± 0.2 TYR 493 0.5± 0.1
VAL 488 0.2± 0.1 Man 516 1.1± 0.3 THR 310 0.5± 0.1
GLN 487 0.2± 0.1 Man 508 1.0± 0.2 Man 504 0.5± 0.2
GluNAc 531 0.2± 0.1 ASN 436 1.0± 0.2 Man 506 0.5± 0.2
GluNAc 519 0.2± 0.2 SER 47 1.0± 0.3 Man 510 0.5± 0.2
Man 521 0.2± 0.1 GLN 7 1.0± 0.2 Man 514 0.5± 0.1
GLU 190 0.2± 0.1 PRO 451 1.0± 0.1 Man 534 0.4± 0.3
LEU 6 0.2± 0.1 SER 320 1.0± 0.2 Man 500 0.4± 0.2
Man 529 0.2± 0.1 Man 500 1.0± 0.3 SER 482 0.4± 0.1
SER 87 0.2± 0.0 LYS 69 1.0± 0.2 ILE 472 0.4± 0.1
GLY 439 0.2± 0.1 ALA 100 1.0± 0.2 ILE 426 0.4± 0.1
ASN 200 0.2± 0.1 ASN 270 0.9± 0.1 LYS 354 0.4± 0.1
Cum. Sum 11.4 69.6 26.6
Tot. Sum 21.8 151.9 50.6
Table 15.1: 40 residues of Cel7A interacting most frequently with other en-
zymes, lignin and cellulose. Plotted are the average number of contacts a cel-
lulase residue makes with other cellulases, lignin and cellulose for simulation
times t > 1000 ns. The residues are color-coded based on their location within
Cel7A. Blue text indicates a residue that is part of the CD, red of the CBM and
black of the linker. Lighter text in lower case indicates a glycosylation (sugar)
monomer, while bold upper case is an amino acid residue. The cumulative sum
of the top 40 contacts and the total sum of all contacts are reported in the ﬁnal
two rows.
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Figure 15.6: Probability distribution and its cumulative sum of the angle θ be-
tween the substrate tunnel of a CD with respect to the long axis of the cellulose
to which it is bound (averaged over the 30 bound enzymes and over the last
300 ns). Left: The solid black line is the exact calculated probability distribu-
tion, the blue line is a Gaussian-smoothed version, and the dotted black line is
the distribution expected if an orientation were completely random. Right: The
cumulative sum of the distribution measured going either forwards, from 0 ◦ to
180 ◦ (solid line) or backwards, from 180 ◦ to 0 ◦ (dotted line). The diﬀerence
between the two lines (gray area) highlights the preferential orientation of the
CD such that the substrate tunnel is parallel rather than anti-parallel to the
cellulose ﬁbril beneath it.
enzymes form interactions with the cellulose substrate. Among the 30 enzymes
that bind to cellulose within our simulation, there are many that have their
substrate tunnel aligned perpendicular to the ﬁbril axis, some of which are only
loosely connected via glycosylations to the ﬁbril. From our sampling, there are
more cases where the substrate tunnel is aligned parallel to the cellulose ﬁbril
than where it is anti-parallel (Fig. 15.6). The observed preference towards a
parallel orientation would facilitate processive binding, although we can identify
no clear mechanism as to the origins of the preferential parallel orientation. It is
possible that this orientation is enforced by the directionality of the CBM, as has
been previously postulated.686,714 However, given how few CBMs are actually
bound to cellulose, this cannot be determined based on our simulations.
15.3.3 Cellulose Association with Lignin
The cellulose surface is incredibly crowded. Nearly a quarter of the total cellu-
lose surface area is covered by lignin, signiﬁcantly reducing the area accessible
to the enzymes (Fig. 15.7A). In addition, the presence of lignin molecules on the
cellulose surface is likely to interfere with the processive mechanism of cellulose
hydrolysis,634 reducing the distance an enzyme bound to cellulose can travel
before its path is blocked by a lignin molecule (Fig. 15.7B).
Non-crystalline cellulose is engaged in twice as many contacts with the en-
zyme per ﬁbril than does the crystalline polymer (Fig. 15.8A), which may be due
in part to a reduced aﬃnity of non-crystalline cellulose for lignin.689 The reduced
aﬃnity in turn increases the surface area available for enzymatic binding, and
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AB
Figure 15.7: (A) Interface surface area for cellulose (C), lignin (L) and en-
zymes (E), their means values (for t > 800 ns) labeled above the curves. The %
fraction of interface area over the total surface area of a species is also labeled
below the curves. (B) Pictorial representation of the ﬁnal conﬁguration of the
simulation, showing the positions of lignins (blue) and enzymes (green) on the
hydrophobic surface of the nine cellulose ﬁbrils (black line). The average “pro-
cession length” (distance along the ﬁbril between two lignin clusters) depends
on the type of ﬁbril. CH ﬁbrils have the shortest procession lengths (3.5 nm),
CL ﬁbrils intermediate (5.5 nm), and NonC the longest (9.2 nm).
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Figure 15.8: (A) Contacts per ﬁbril of crystalline and non-crystalline cellulose
with the enzyme and with lignin. (B) Normalized number of contacts between
any speciﬁc cellulose heavy atom and lignin and enzymes.
276
AT AE AL E Occ. L Occ.
(104 A˚2) (104 A˚2) (104 A˚2) (%) (%)
CH
6.51 0.18 3.02 2.82 46.40
6.74 0.15 1.33 2.21 19.71
CL
6.51 0.23 2.11 3.57 32.45
6.74 0.24 0.97 3.53 14.41
NonC
6.57 0.30 1.16 4.62 17.74
7.76 0.36 1.17 4.64 15.02
Table 15.2: Total ﬁbril cellulose surface area (AT ), cellulose-enzyme contact
area (AE), cellulose-lignin contact area (AL), and their corresponding ratios
(AE/AT ) and (AL/AT ) for the three initial cellulose-lignin ﬁbril combinations:
CH (crystalline cellulose, high lignin coverage), CL (crystalline cellulose, low
lignin coverage) and NonC (noncrystalline cellulose, high lignin coverage). Rows
with white background correspond to hydrophobic surfaces, while those with
grey background correspond to the hydrophilic cellulose surfaces. The quantities
reported here are the averages over the last 500 ns.
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Figure 15.9: Left panel: chain by chain breakdown of the contacts per ﬁbril,
involving crystalline cellulose (C), non-crystalline cellulose (NC), lignin (L) and
enzymes (E). Hydrophobic cellulose chains are labeled in red, hydrophilic chains
in blue, and internal chains in black. Right panel: a legend of the labeling
scheme of each chain. Hydrophobic chains are labeled in red, hydrophilic chains
in blue, and internal chains in black.
in fact the non-crystalline cellulose surface has comparatively little lignin cover-
age (Table 15.2). A second factor favoring enzymatic binding to non-crystalline
cellulose is the accessibility of surface cellulose hydroxyl groups, which account
for more than half of the cellulose-enzyme contacts (Fig. 15.8B); a larger frac-
tion of these is buried in crystalline cellulose than in the non-crystalline form.
Due to the lower lignin coverage of non-crystalline cellulose enzymes can, in
principle, process this form for a larger distance before being blocked by lignin
(Fig. 15.7B).
Chains of crystalline cellulose on hydrophobic surfaces can be more readily
decrystallized than those on hydrophilic surfaces.609 The present simulations
reveal a preferential association of both lignin and the enzymes with the hy-
drophobic face of the cellulose ﬁbers (for a chain-by-chain analysis see Fig. 15.9).
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Figure 15.10: Fraction of hydrophobic cellulose covered by lignin and enzymes
per cellulose ﬁbril type. Individual ﬁbril types are labeled. The dotted line is
a linear regression to the data. This ﬁgure contains the same information as
Table 15.2.
Lignin contacts lead to the hydrophobic chains of crystalline cellulose being only
poorly accessible, with 30–40% of their total surface area covered by lignin and
only ∼ 3% covered by enzymes (Table 15.2). In contrast, in the non-crystalline
ﬁbers, the lignin contact area with the “hydrophobic” face is reduced by about
half to ∼ 18%, while the proportion in contact with cellulases nearly doubles
(Table 15.2). Moreover, an anti-correlation exists between lignin and enzyme
coverage of cellulose for the hydrophobic faces (Fig. 15.10), conﬁrming compet-
itive binding.
15.3.4 Unproductive Binding of Enzyme to Lignin
Enzymes that bind irreversibly to lignin are prevented from binding to their
cellulose substrate, such as the example conﬁguration shown in Fig. 15.11. The
most probable lignin-enzyme contacts involve either CBM residues or glycosy-
lation sugars on the CD (Fig. 15.5B and Table 15.1). Three CBM tyrosine
residues (Y466, Y492, Y493) that are known to recognize and bind to cellu-
lose681–686 play an outsized role in the lignin-enzyme association process. In the
simulations the probability of these residues binding to lignin is approximately
ﬁve times higher than their binding to cellulose (Fig. 15.12). Fig. 15.12 also
indicates that, for the most part, the CBM Y466 and Y493 residues interact
exclusively with either lignin or cellulose due to geometrical constraints, further
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Y466
Y493
Y492
Figure 15.11: Snapshot of the simulation in which TrCel7A (green cartoon)
is bound unproductively to a lignin cluster (blue surface) on a cellulose ﬁber
(red). The CD catalytic tunnel is in yellow and the CBM residues Y466, Y492
and Y493 are orange. The inset is an enlarged image delineated by the dotted
rectangle, which highlights the Tyr (orange) lignin (blue) interactions.
suggesting that binding to lignin indeed impedes binding to cellulose. This is
shown in another way in Fig. 15.13, where each individual residue is only rarely
in contact with both lignin and cellulose. Taken together, these ﬁndings imply
a competitive inhibition mechanism of TrCel7A, in which binding of lignin to
the CBM Tyr residues prevents cellulose recognition.
To obtain further information on the Tyr-lignin binding we examined the
stacking interactions of the aromatic side-chains of the Tyr residues as deter-
mined by the angle γ between the planes of the tyrosine and the lignin/cellu-
lose rings.715 For the Tyr-cellulose stacking, the two rings are almost parallel,
with a relatively narrow distribution peaked at γ ≃ 30◦ that deviates from
that that would be obtained in the absence of an angular energetic preference
(Fig. 15.12B).715 However, the interaction of the Tyr residues with the pheno-
lic rings of lignin γ has a broader distribution, which is more similar to what
would be expected if there were no intrinsic angular energetic preference. This
suggests enthalpy plays a more signiﬁcant role in determining the orientation
preferences of Tyr-cellulose than Tyr-lignin interactions.
It has been suggested that enzymes may become denatured on the lignin
surface.659 However, on the ∼µs timescales examined here, no clear correlation
was observed between the average residue root mean square ﬂuctuation, an
approximate measure of the propensity to denature, and the number of residue-
lignin contacts (Fig. 15.14). Rather than denaturing, the enzymes compact to
279
AB
C
Figure 15.12: (A) Probabilities of the three CBM Tyr residues (466, 492 and
493) being contact in contact to only lignin, only cellulose, both lignin and not
bound to either (unbound). (B) The crossing angle between the ring normals
of the three CBM Tyr residues (466, 492 and 493) and the closest (within 5 A˚)
biomass ring (the glucose ring of cellulose or the phenolic ring of lignin). The
dotted lines are distributions that would be obtained without an angular ener-
getic preference from a random distribution. (C) Number of contacts per lignin
residue with the enzyme (top), other lignins (middle) or cellulose (bottom).
Contacts are labeled as “ring” when involving the lignin atoms C1-C6, O3, O4,
and C10, while “chain” involves atoms C7-C9, O7-O9.
a mean radius of gyration of 24.8 ± 1.0 A˚ (Fig. 15.15) over the course of the
simulation, in line with experimentally determined radius of gyration for Cel7A
in solution of 26.1± 2.1A˚.716
We ﬁnd that the interactions lignin makes with other lignin molecules, cel-
lulose and cellulases are qualitatively diﬀerent. Although lignin is hydrophobic
overall due to its phenolic rings, monolignols also contain a ﬂexible three-carbon
(C7–C9) chain with hydroxyl groups (Fig. 15.16). Inter-lignin association is
dominated by interactions between the rings, deﬁned here as involving atoms
C1–C6,O3, O4 and C10 (Figs. 15.12C and 15.16). In contrast, enzyme associa-
tion with the lignin ﬂexible chains (C7–C9 and O7–O9) is as frequent as with
the lignin rings. Finally, when associating with cellulose lignin interacts mostly
via its ﬂexible chain atoms. Thus, it is not simply a matter of hydrophobic or
electrostatic interactions driving lignin interactions, but rather both contribute
to the overall interaction.
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Figure 15.13: Comparison of the number of simultaneous contacts between
the speciﬁc CBM tyrosine residues, with a scatterplot in the main panel, and
log-probability distributions for direct comparisons along each axis.
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Figure 15.14: Average Cα room mean square ﬂuctuation (RMSF) of each en-
zyme residue as a function of the average number of residue-lignin contacts. Blue
points represent residues of the CD, and red points of the CBM. The dotted
lines represent the best linear ﬁt to the scattered points, showing a lack of clear
correlation between contacts and high RMSF, the latter being an indication of
denaturation.
Figure 15.15: Mean enzyme radius of gyration over time. The mean value is
drawn as a black line, and the full range of the radius of gyration is shaded.
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Figure 15.16: (Left) Average normalized number of contacts between lignin
heavy atoms and the three interaction partners: enzyme, other lignins and
cellulose. (Right) Simple representation of the lignin monomer used in lignin
construction, with each of the heavy atoms labeled by name.
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15.4 Discussion and Conclusion
Atomistic MD simulations of a multi-component system of cellulose, lignin and
an industrially important cellulase, TrCel7A, described here have led to a mech-
anistic understanding of how lignin in biomass systems impedes binding of cellu-
lase enzymes to cellulose, thus hindering hydrolysis. Lignin is known to directly
associate with cellulose and restrict its hydrolysis by cellulases.668,669,671 The
present simulations conﬁrm the binding of lignin to cellulose, which decreases
both the surface area available for enzymatic binding (Figs. 15.8A and 15.7) and
the length of the cellulose chain that can be processed before a lignin blocks its
path (Fig. 15.7).634,671 Furthermore, lignin is found to bind preferentially to the
hydrophobic faces of cellulose, as does TrCel7A,684,717 amplifying the inhibitory
eﬀect. Importantly, the anti-correlation between lignin and enzymatic binding
(Fig. 15.10) indicates a competitive binding mechanism, in which both enzyme
and inhibitor (lignin) bind favorably to the substrate (cellulose). The simu-
lations thus establish a link between cellulose accessibility to cellulases, a key
physical property inﬂuencing pretreated biomass hydrolysis,718 and cellulose-
lignin association.
Secondly, TrCel7A is also known to bind unproductively to lignin, further
limiting its ability to hydrolyze cellulose.672–676 The present simulations con-
ﬁrm this (Fig. 3) and provide atomistic details of the interactions. Lignin forms
speciﬁc interactions with those Tyr residues (Y466, Y492 and Y493) on the
CBM that have been shown to anchor the enzyme to its cellulosic substrate
(Fig. 15.11 and Table 15.1). The anti-correlation between Tyr binding to lignin
and cellulose (Fig. 3C) indicates a second competitive inhibition mechanism, in
which speciﬁc binding of the inhibitor (lignin) to the recognition site on the en-
zyme (CBM) blocks the enzyme substrate binding. The Tyr-lignin interactions
may be particularly diﬃcult to engineer away in the enzyme, as mutations to
the CBM that might disrupt the interaction with lignin will likely also reduce
the aﬃnity of the CBM for cellulose. Engineering the lignin within biomass
may be a better approach, possibly by making it more hydrophobic such that
it compacts719 and presents a smaller interaction surface area.
In conclusion, the present study furnishes a detailed description of interac-
tions of a cellulase in a model crowded, pretreated, lignocellulosic environment.
Lignin impedes enzymatic action by two competitive binding processes, the
molecular bases of which are described here: binding to the hydrophobic face
of cellulose, the preferred substrate of TrCel7A; and speciﬁc binding to the
tyrosine residues of the CBM that recognize and bind cellulose. Lignin thus
binds exactly where for industrial purposes it is least desired, providing a sim-
ple explanation of why hydrolysis yields increase with lignin removal. These
ﬁndings explain why lignin is so eﬀective at blocking cellulose hydrolysis by
TrCel7A. This molecular-level description may be used to rationally optimize
biofuel production processes that minimize lignin interference. This could, for
284
example, be achieved by pretreatments that lead to non-crystalline cellulose,
which associates less with lignin than the crystalline form.
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Figure A.1 continued...
Table A.3: Hydrogen bond propensity for observed donor-acceptor pairs, nor-
malized such that 100% equates to a single hydrogen bond being formed between
two residues for the entire simulation. The hydrogen bonds reported here are
only for cases where an amino acid sidechain would be the donor, thereby ex-
cluding the helix-stabilizing backbone hydrogen bonds.
Sidechain Hydrogen Bond Propensity
Acceptor Donor Apo TPP-bound H+AH
+
B H
+
A H
+
B
A Y6 A N2 7.5 7.4 9.2 5.6 6.6
A10 S43 81.8 65.6 84.4 73.9 81.5
E14 T18 63.2 65.8 75.2 60.4 63.5
E14 Y40 14.5 10.9 0.7 1.5 7.5
E14 S43 5.4 10.7 – 0.4 1.5
E14 W63 32.8 13.8 3.1 5.1 57.1
V15 T19 90.4 88.9 85.9 89.8 87.3
G17 T36 1.5 9.0 7.0 3.1 3.5
T18 Y40 5.2 13.1 33.7 19.5 16.9
L20 S24 14.4 4.0 43.6 28.2 38.8
S24 R29 0.5 1.6 11.2 7.0 13.1
E25 K22 3.7 – 29.9 20.3 19.8
E25 R29 7.6 0.2 9.0 5.1 9.8
G26 R29 2.9 4.1 24.9 20.6 14.0
T28 S24 2.0 2.7 0.1 5.5 1.3
R29 S33 74.5 56.4 59.8 74.2 67.9
P32 T36 87.4 78.4 82.4 88.5 86.7
G35 C39 63.9 62.5 60.8 61.8 65.1
I37 C41 56.9 59.6 55.5 54.9 53.0
C39 S43 1.3 1.0 5.6 7.7 1.8
Y40 T18 3.7 2.0 3.4 5.5 3.4
S43 W63 – 2.1 31.2 28.6 –
W45 Q49 33.9 30.5 37.2 36.5 31.2
L46 T50 86.3 88.0 71.0 78.7 86.1
L47 T50 3.8 0.5 16.4 11.6 1.1
G57 N102 – 0.3 10.4 – –
Y60 S64 68.8 51.5 74.3 60.9 60.9
Y60 N102 9.3 5.2 0.2 12.0 15.2
W63 E14 – – 35.5 35.9 –
S64 N102 1.9 4.2 8.7 14.4 7.4
I68 S72 83.8 86.2 87.8 90.0 90.5
I71 S75 63.5 64.9 63.1 67.1 67.6
S75 Q81 13.6 2.6 1.8 3.6 2.4
W76 Q81 6.9 9.1 1.7 0.3 0.8
W76 R82 – 5.4 2.8 5.1 –
F78 Q81 10.9 10.2 1.5 2.5 1.6
F79 Q81 3.2 8.9 4.2 5.4 4.1
G80 S75 5.7 3.6 0.4 0.1 0.1
Q81 R82 5.6 5.0 2.0 0.4 0.7
D84 R82 11.4 21.6 21.5 28.7 18.4
M91 C95 33.5 50.6 42.6 40.8 28.9
V98 N102 5.0 2.7 13.3 3.0 2.8
I101 S105 58.4 58.0 53.7 63.4 61.1
N102 R106 28.5 26.6 10.6 34.4 17.5
N102 T108 – – 9.8 – –
L103 S107 38.9 34.2 27.0 27.4 38.3
L104 S107 2.1 4.0 4.8 7.8 2.1
Continued on next page
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Table A.3 – continued from previous page
Sidechain Hydrogen Bond Propensity
Acceptor Donor Apo TPP-bound H+AH
+
B H
+
A H
+
B
L104 T108 15.1 19.0 11.1 6.9 15.2
R106 T56 1.4 2.2 13.5 6.7 3.7
T108 H110 8.5 9.0 9.2 9.6 11.1
H110 T56 – – 11.3 – –
H110 R106 – – 29.2 – –
A E14 B Y60 8.6 0.1 10.3 3.5 32.2
T18 Y60 1.3 – 7.8 9.2 2.9
Y60 Y40 – – 4.5 3.3 7.0
S64 S64 0.1 – 8.8 0.3 0.6
S75 T56 6.5 11.8 3.2 4.3 1.9
Q81 T56 – – 0.1 9.1 0.3
D84 T108 4.5 10.2 13.3 12.1 13.8
N102 S72 7.8 – 0.1 – 3.1
H110 K22 – – 15.4 10.7 –
H110 R82 32.8 32.5 43.1 65.4 32.3
B E14 A Y60 – 11.7 15.9 0.1 0.1
E14 R106 6.1 27.2 – 0.2 0.3
A48 K22 – – 0.3 8.0 0.1
Q49 K22 – 3.4 – 3.1 5.4
L51 K22 7.4 2.3 4.3 6.3 10.9
T56 K22 3.4 1.1 6.2 3.8 2.8
Y60 Y40 – – 5.2 0.4 0.6
Y60 S64 0.6 7.4 0.8 1.7 0.4
S64 N102 10.3 2.8 2.5 0.1 0.5
S72 N102 4.8 1.1 0.2 3.8 11.9
S72 S105 0.3 0.4 1.6 10.6 –
D84 R106 – – 19.9 5.3 –
D84 T108 7.1 – 1.8 0.5 0.8
H110 R82 93.3 38.7 65.7 54.5 68.3
B Y4 B N102 6.9 10.7 9.3 8.3 8.6
Y6 N2 6.1 5.8 4.7 3.5 6.2
A10 S43 59.6 65.5 87.0 74.0 65.0
E14 T18 57.8 58.7 71.4 60.1 54.2
E14 Y40 6.8 9.2 0.2 9.4 1.5
E14 S43 22.1 16.2 – 9.0 1.4
E14 W63 15.9 8.7 2.0 44.2 0.4
V15 T19 87.2 83.5 87.8 89.3 81.9
G17 T36 5.1 13.4 1.8 3.4 6.4
T18 Y40 6.1 13.1 32.5 6.7 4.2
L20 S24 17.2 17.8 35.9 21.4 8.1
M21 S24 15.1 22.0 13.0 10.6 20.6
S24 T28 7.6 1.6 1.4 4.2 3.1
E25 T28 26.7 44.6 25.9 17.1 32.2
E25 R29 91.0 74.7 38.0 34.0 93.3
G26 S24 4.1 – 2.2 19.2 15.5
R29 S33 82.1 77.3 68.8 75.6 83.0
P32 T36 82.0 72.3 84.9 84.2 84.9
S33 S24 2.2 10.2 1.5 1.3 7.6
G35 C39 62.5 58.9 61.6 62.3 61.2
I37 C41 61.4 54.4 50.1 62.4 51.9
C39 S43 1.1 2.0 1.8 3.0 8.7
Y40 T18 2.3 2.0 3.8 4.2 5.6
Continued on next page
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Table A.3 – continued from previous page
Sidechain Hydrogen Bond Propensity
Acceptor Donor Apo TPP-bound H+AH
+
B H
+
A H
+
B
S43 W63 5.6 0.9 61.7 3.9 41.8
W45 Q49 24.0 22.7 33.3 31.5 31.4
L46 T50 93.3 92.5 66.3 91.4 83.3
L47 T50 0.1 0.3 23.7 1.7 9.2
Y60 S64 58.4 68.5 57.9 57.6 49.2
W63 E14 – – 69.7 – 50.6
I68 S72 78.3 87.8 85.3 87.1 84.3
I71 S75 74.7 71.6 70.2 77.4 73.2
W76 Q81 2.6 5.1 5.2 0.3 1.0
F79 R82 12.4 8.4 6.9 5.6 10.2
G80 R82 3.2 2.4 1.2 0.8 11.8
Q81 W76 11.6 5.9 8.0 12.2 20.3
Q81 R82 7.2 6.7 8.5 3.0 3.2
D84 R82 58.9 68.5 100.1 119.9 25.5
M91 C95 57.2 56.6 60.4 53.0 58.5
V98 N102 8.1 8.1 7.6 4.7 6.7
I101 S105 46.8 29.1 44.4 45.4 55.5
N102 Y4 9.9 3.8 6.3 6.4 4.5
N102 R106 17.1 13.7 17.6 7.2 18.8
L103 S107 40.9 36.9 40.9 43.0 39.3
L104 S107 9.6 2.1 2.0 2.5 2.7
L104 T108 26.6 32.7 23.0 24.7 23.8
S105 Y4 1.3 5.4 2.5 1.7 2.1
T108 H110 7.3 8.6 6.2 7.8 7.1
P109 H110 3.6 2.7 4.6 5.2 3.3
H110 R106 – 16.7 – – –
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Figure A.2 continued...
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B The Art in Science
Computational microscopy and molecular dynamics are uniquely visual in their
execution. Knowing what features from a simulation to analyze often begin by
simply observing a trajectory. From this animation, some features stick out
as being particularly interesting or noteworthy, and are pursued quantitatively.
There is an art to this process, as there eﬀectively inﬁnitely many quantities
within a trajectory that could be measured, and a scientist must use his or her
best judgment to determine which quantities best convey the results of the sim-
ulation. Obviously animating the simulation is ideal, but is not always possible
in the media widely accessible to researchers today. Instead, compelling still
images from frozen snapshots can attract attention to the research and convey
a message. What follow are examples of exemplary that have not been included
elsewhere in the text, and highlight the artistic aspects of computational science.
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Figure B.1: The free energy rainbow. In chapters 6 and 7, we determined free
energy proﬁles for several amino acid analogs, which each have their own shape.
By overlaying these shapes on top of a suitable molecular ﬁgure, the diﬀerences
can be easily conveyed in an appealing way.
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Figure B.2: Visual membrane (insertion) diagram. By focusing on the progress
of the inserting blue lipid from solution to the membrane (Chapter 8), we make
a very clear point as to the process that is under study. This is the cover that
went along with the publication.241
320
Figure B.3: The conformation ﬂower. As discussed in chapter 9, αS can adopt
a number of diﬀerent conformational states, a feature that needs to be high-
lighted prominently in the graphical abstract for the publication.224 By taking
a selection of the 20 simulations and arranging them like a ﬂower on top of a
membrane background, it is simultaneously visually appealing and informative.
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Figure B.4: The Parkinson’s snake. As part of a highlight on our research, the
National Institute for Computational Sciences asked for a new ﬁgure featuring
our work. In this case we follow a single αS monomer as it inserts into the
bilayer, with redder colors corresponding to earlier insertion states, and bluer
colors for the monomer showing the state later in the trajectory.
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Figure B.5: The photosynthetic reaction center in its natural habitat. In chapter
11, we discussed the inner workings of the reaction center, particularly as it
related to the two quinones bound to it. Now the question becomes how to
turn this into a compelling visual image, as a hydrogen bond without context is
uninformative, but context adds clutter. The solution for the table of contents
ﬁgure for the publication452 is to basically have two ﬁgures. The larger ﬁgure
puts the study into context, while highlighting the interactions studied with
insets.
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Figure B.6: The cellulase oxidation cycle. The work carried out during my
summer practicum at the National Renewable Energy Laboratory dealt with
the aftermath of cellulose decrystallization by lytic polysaccharide monooxyge-
nases (LPMOs, chapter 14).574 Placing the work into context was the role of
this table of contents/cover image, where the initial cellulose ﬁbril (ﬁrst bubble)
is attacked by an LPMO (second bubble), leading to cellulose decrystallization
(third bubble), and ﬁnally degradation by cellulases (fourth bubble). The back-
ground for all of this is to use existing biomass as the fuel source, represented
by the image from Rocky Mountain National Park in the background.
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Figure B.7: Depth of ﬁeld in cellulose decrystallization. This is the ﬁrst image
I made when toying around with the new depth of ﬁeld features in VMD,25
and what really struck me is how blurring distant objects really does draw the
eye to the important feature of the image, namely that the cellulose ﬁbril is
decrystallizing!
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Figure B.8: Into the molecular woods. This is an artistic rendition of the
simulation system from chapter 15, as viewed along the long axis of the cellulose
(red). The lignin (blue) and cellulases (green) adorn the cellulose tree trunks
as we look up at the “canopy” formed. In terms of scientiﬁc content, a side-
view is far superior, as more of the system can be shown at once. However,
this unique perspective does a better job of highlighting the contacts between
cellulose chains, and adds value beyond its visual appeal.
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Figure B.9: Preliminary renderings of DRACULA (a Diminutive Reconstruction
of Angiomimicking CellUlar Lipids and Aquaporins). This is a atomic model
of a 200 nm diameter vesicle (yellow) adorned with aquaporins (multicolored
by monomer). Due to the symmetries in its construction, DRACULA appears
almost like a beautiful optical illusion, although details in the membrane em-
bedding process still need to be worked out prior to simulation.
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