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1. Introduction
Interest in robotics in the domain of manufacturing in-
dustry has shown an outstanding growth recently in scenar-
ios where human beings and robots are present simultane-
ously. Humans and robots often share the same workspace
and this poses a lot of threats to the human safety is-
sues [1] e.g. in manufacturing industry, in automobile indus-
try where automobile components are integrated, in medi-
cal industry where minimally-invasive-surgery is facilitated
and so on. In the proposed approach, segmentation is de-
fined as a classification task and is used for pixelwise object
class labeling of human body-parts. Depth measurements
from a KINECT RGB-D ceiling sensor are obtained in order
to do the pixelwise object class labeling. The ultimate in-
tended use is in the safe human-robot collaboration (SHRC)
and interaction (SHRI) domains for challenging domestic
and industrial environments. Within this scope, a pairwise
conditional random field (CRF) approach is used for label-
ing. CRF is formulated in terms of an energy minimiza-
tion (EM) problem while an efficient random decision for-
est (RDF) is used for classification. In [4], we show how
an RDF classifier is used for pixelwise classification of hu-
man body-parts using deph data. We found that there exists
misclassification of labels assigned to each pixel and that
should be minimized for feasible and practical human-robot
cooperation. This work builds on top of our previous work
Dittrich et al. [4] in order to improve recognizing human
body-parts.
2. Proposed Approach
In energy minimization (EM) based labeling problems
[3, 6], one aims to assign a label to each pixel which mini-
mizes the energy and gives the most optimal labeling. The
EM or CRF energy is defined as:
E(x) = Edata(x) + Esmooth(x) (1)
where x being an arbitrary configuration of assigning each
pixel a label which is both pairwise regularized smooth [2]
and consistent with the observed depth data.
In our approach, the unary (Edata(x)) term is the likeli-
hood of an object label assigned to pixel, obtained from the
RDF classifier [4]. The pairwise prior (Esmooth(x)) term
encodes a smoothness prior and takes the form of classical
Ising-Potts model [2], which can be efficiently minimized
by using α-expansion [3]. The α-expansion algorithm finds
the optimal subset of pixels that must switch from an arbi-
trary label to a fixed label (α) which minimizes the energy
function. The function converges to the global optimal so-
lution when no lower energy solution can be found.
3. Data Collection
A dataset of pixelwise RGB-D data of human body-parts
(head, body, upper-arm, lower-arm, hand and legs) has
been generated synthetically in a virtual environment [5] us-
ing a KINECT sensor. KINECT skeleton estimations [4] re-
duce the computational expense in comparison with the mo-
tion capture technique [7]. The synthetic dataset composes
of highly variable combinations of human poses and shapes
(e.g. sitting, standing, walking, working, dancing, swinging,
boxing, tilting, bending, bowing, and stretching) in a mixed
way with angled single and both arms and many more. The
human height ranges between 160-190 cm. Although we
train the RDF classifier using the synthetic dataset, we use
real-world human data for testing.
4. Results and Conclusion
Table.1 presents the results obtained using our proposed
approach and evaluations in terms of average Precision
(mAP) and Recall (mAR) are given. It is observed that
CRF modeling on top of using an RDF classifer versus us-
ing an RDF Classifier only [4] improves the segmentation
performance by approximately 5.6% in mAR and 9.9% in
mAP. The improvement of performance for human body-
part segmentation is more meaningful for SHRC and SHRI
domain. In Fig.2, we show the segmentation results for dif-
ferent human pose and shape configurations with varying
human height.
In [7], Shotton et al. use a number of training frames
(F) 300K/tree where 2000 depth values (PC) were extracted
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Avg Head Body UArm LArm Hand Legs
RDFmAR 0.787 0.931 0.795 0.718 0.612 0.699 0.972
RDFmAP 0.651 0.971 0.632 0.718 0.709 0.639 0.238
Ours−CRFmAR 0.843 0.946 0.835 0.849 0.651 0.791 0.987
Ours−CRFmAP 0.750 0.975 0.849 0.741 0.777 0.802 0.361
Table 1. Confusion matrix based mAR and mAP measures for
RDF and CRF modeling using real-world data test
Figure 1. Segmentation results based on real-world test depth data.
The first column shows the test data, the second and third columns
show the predictions obtained from RDF and CRF modeling.
for each of 31 body-parts of human which took approxi-
mately a day for training a decision tree on a 1000 core
cluster. Shotton et al. approach is computationally very ex-
pensive and consumes a large memory. While in our case
F=1600/tree where PC=300 are extracted for each of our de-
fined 6 body-parts of human is sufficient enough for produc-
ing almost comparable results. The training time of RDF
with our highly optimized parameter set takes 43 minutes.
Hence reducing computational expense and memory con-
sumption. Also our work can distinguish subtle changes
such as crossed-arms which is not possible in [7].
5. Comparison with the State-Of-The-Art
As a baseline with [4], we compare our performance re-
sults using “top-view” as a comparison parameter for human
body-parts classification. Fig.2 shows comparison of the
per-joint proposals of the human body-parts classification.
Our results for per-joint classification of human body-parts
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Figure 2. Comparison with [4]. Our approach is sufficient for
producing almost comparable and better results for localizing the
joints of the human body-parts.
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