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Abstract: We investigate the performance of majority-logic decoding in both reversible and finite-time
information erasure processes performed on macroscopic bits that contain N microscopic binary units.
While we show that for reversible erasure protocols single-unit transformations are more efficient than
majority-logic decoding, the latter is found to offer several benefits for finite-time erasure processes:
Both the minimal erasure duration for a given erasure and the minimal erasure error for a given
erasure duration are reduced, if compared to a single unit. Remarkably, the majority-logic decoding
is also more efficient in both the small-erasure error and fast-erasure region. These benefits are also
preserved under the optimal erasure protocol that minimizes the dissipated heat. Our work therefore
shows that majority-logic decoding can lift the precision-speed-efficiency trade-off in information
erasure processes.
Keywords: finite-time information erasure; majority-logic decoding; nonequilibrium thermodynamics
1. Introduction
For modern society that is characterized by ubiquitous digitalization, information storage
and processing are of utmost importance. Since it becomes increasingly challenging to keep
the capacity of the ever-smaller storage media constant, the speed and efficiency of information
processing and thus the underlying thermodynamics of the storage medium are becoming more
crucial. Moreover, the exceedingly large thermodynamic costs of performing computation poses a
tremendous technological challenge. Researchers have addressed these technological challenges by
studying the precision-speed-efficiency trade-off inherent to bit erasure—arguably, the simplest type
of computation—using recent developments from nonequilibrium statistical mechanics.
The relationship between thermodynamics and information theory traces back to Maxwell
who proposed the notorious Maxwell demon [1]. Later, Szilárd derived a relationship between
the information consumed by the demon and the extractable work from a thermal reservoir [2].
Shannon established the foundations of information theory by his seminal works [3], in which
information is interpreted as the uncertainty of an outcome of an event and the so-called Shannon
entropy is introduced to quantify the amount of information. Based on these works, a milestone in
understanding the connection between thermodynamics and information processing was achieved by
the so-called Landauer’s principle which was established by the work from Landauer [4], Bennett [5,6]
and Penrose [7]. Landauer’s principle provides an explicit lower bound for the heat dissipated by
the system when one bit of information is erased. The validity of this lower bound has been verified
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experimentally [8–10] and reproduced in more general theoretical works such as [11–13]. The lower
bound provided by Landauer’s principle is only achieved in quasi-static processes, i.e., for information
erasing processes of infinite duration.
For practical purposes one is naturally interested in fast-erasure processes, hence limiting the
applicability of Landauer’s principle and prompting multiple works on finite-time information
erasure and other elementary logical operations [14–19]. A novel theory referred to as stochastic
thermodynamics [20,21], allows to systematically address the thermodynamic properties in
out-of-equilibrium systems. Owing to the development of stochastic thermodynamics and to the
aforementioned work of Shannon, novel methods to study finite-time erasure processes became
available and prompted several works, e.g., [22–25]. This fundamental understanding of the
thermodynamic costs in finite-time bit erasure may provide new computing strategies for the
information and technology industry.
As a universal result, it was, for instance, proven that in the low-dissipation limit the optimal,
i.e., the least work-intense, transformation protocol between two sets of probabilities will lead to an
irreversible entropy production, i.e., dissipation, that is inversely proportional to the transformation
duration [26–28]. This result has also been applied beyond the theory of information processing,
e.g., for the study of efficiencies of finite-time heat engines [29–34]. However, away from the
low-dissipation regime, the relationship between irreversible entropy production and operating
duration is model-dependent. While two-state systems with Fermi transition rates as a representation
of a bit have been investigated [22,23], their applicability to real systems is limited. In general,
the correspondence between stored information and a two-state unit is not a one-to-one, but one
bit of information is normally stored in a macroscopic bit that, in turn, is composed of an array
of non-interacting microscopic binary units. As an example, in magnetic storage media one bit of
information is stored in a macroscopic bit that contains tens to hundreds of microscopic magnetic
grains. How the collective physical information stored in the array of bistable microscopic units is
translated into macroscopic logical information stored by the bit is determined by specific decoding
rules. The decoding procedure can formally be understood as a coarse-graining of microscopic physical
information. Employing decoding procedures, the safety of the information processing is enhanced
since the signal-to-noise ratio is proportional to
√
N, where N is the number of microscopic grains
contained in a macroscopic bit [35].
It is the aim of this paper to extend the existing studies of the thermodynamics of finite-time
information erasure processes in single microscopic two-state systems by considering non-interacting
ensembles of them under a specific decoding procedure. To the best of our knowledge, there is
no systematic discussions on the energetics of information erasure processes under coarse-grained
decoding in the literature. Hence, in this work we explore the costs and benefits of employing the
majority-logic decoding, which is the simplest and most used coarse-graining method in information
processing [36]. We show that for reversible erasure protocols, information erasure in single units
is more efficient than symmetric majority-logic decoding. Conversely, we find that for finite-time
erasure protocols the majority-logic decoding can accelerate the process of erasing a fixed amount of
information or compress the minimal erasure error of a fixed-time erasure process. While these benefits
in terms of speed and precision for most erasure processes come at the expense of a lower erasure
efficiency, we show that, remarkably, the majority-logic decoding will however also be more efficient
than a single-unit process when the erasing is fast, or the erasure error is small. When imposing the
optimal erasure protocol that minimizes the dissipated heat, we find that for the two unit models
investigated in this work (Fermi- and Arrhenius-rates units), these advantages are preserved. Hence,
we conclude that the majority-logic decoding lifts the trade-off between erasure speed, precision,
and efficiency when compared to a single unit.
The plan of the paper is as follows: In Section 2 we introduce the microscopic storage unit and
define two types of macroscopic bits, the single-unit bit and the majority-logic decoding bit. The latter
is mathematically formulated. Section 3 is devoted to studying the energetics of information erasure
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processes with majority-logic decoding for different protocols: First, a constant state-energy protocol
of the microscopic unit is considered. Next, two microscopic unit models, the Fermi-rates and the
Arrhenius-rates model, are introduced and studied if the optimal protocol for the erasure process is
imposed on the system. In the high- and low-dissipation limit analytic results are derived. Finally,
we conclude with a summary and an outlook to potential future projects in Section 4.
2. Majority-Logic Decoding
2.1. Two Setups of Macroscopic Bits
As an elementary storage unit, we consider a microscopic binary unit with states 0 and 1 and
denote by p the probability to observe it in state 1. Based on these microscopic binary units we can
construct macroscopic (logical) bits in two different ways as illustrated in Figure 1. First, we consider a
single-unit bit (SUB) in Figure 1a that consists of only one microscopic unit and is in contact with a heat
bath at inverse temperature β. The probability of finding the SUB in state 1 is represented by P, and is,
of course, equal to probability p for the microscopic unit to be in state 1. Alternatively, a majority-logic
decoding bit (MLB) can be thought of as an array of N identical and non-interacting microscopic
units that are subjected to the same experimental protocol and connected to a heat bath at inverse
temperature β as sketched in Figure 1b. The probability of the MLB to be in state 1 is denoted by P
and is determined via majority-logic decoding. This decoding scheme prescribes that the information
encoded in the MLB corresponds to the state that is occupied most at the level of the microscopic units
and is therefore a coarse-graining procedure that is mathematically formulated in the following.
1-p p
0 1
1
Measurement
1-p p
0 1
a)
1-P P
0 1
1 0 1
Measurement (Majority-logic decoding)
1-p p
0 1
1-p p
0 1
1-p p
0 1
N
b)
Figure 1. Schematics of a single-unit bit (SUB) in (a) and a N-majority-logic decoding bit (MLB) in (b).
2.2. From Microscopic to Macroscopic Probability
We proceed by formulating the relation between the microscopic probability p associated with
each microscopic unit and the macroscopic probability P specifying the occupation probability of the
MLB. This relation can be expressed as
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P(p, N, ζ) =
N
∑
k=ζ
(
N
k
)
pk (1− p)N−k, (1)
where ζ represents the threshold number of the detector of the same microscopic state during the
measurement process. In Appendix A the equality
P(p, N, ζ) = Ip(ζ, N + 1− ζ). (2)
is proven. Here, I refers to the regularized incomplete beta function
Ix(a, b) =
∫ x
0 t
a−1(1− t)b−1dt∫ 1
0 t
a−1(1− t)b−1dt
. (3)
The bijectivity of the regularized incomplete beta function I allows furthermore to determine the
microscopic probability p given the macroscopic probability P of an MLB as follows
p(P, N, ζ) = I−1P (ζ, N + 1− ζ). (4)
The qualitative features of the majority-logic decoding are illustrated in Figure 2 that compares
the macroscopic probability P(p, N, ζ) of a SUB and MLB for different array sizes N and threshold
values ζ.
0 0.2 0.4 0.6 0.8 1
0
0.5
1
p
P
SUB
N = 11, ζ = 6
N = 11, ζ = 8
N = 101, ζ = 51
N = 100, ζ = 51
Figure 2. The curves of P with respect to p at different values of N and ζ. The blue line refers to the
SUB. While the green (N = 11, ζ = 6) and red curves (N = 101, ζ = 51) refer to symmetric MLBs, the
orange (N = 11, ζ = 8) and the brown dotted curves (N = 100, ζ = 51) refer to asymmetric MLBs with
even N.
First, we observe that the macroscopic probability P is monotonically increasing with p. Next, for
any value of N and ζ it holds for x = 0, 1 that P(x, N, ζ) = x since the complete beta function becomes
a unity operator, I = I. Physically, this means that perfect information erasure in an MLB (P = 0, 1)
is realized by perfect erasure in each microscopic unit the MLB consists of. For odd values of N the
symmetric case, ζ = (N + 1)/2, corresponds to the majority-logic decoding in the strict sense, that is
P
(
p, N, N+12
)
= Ip
(
N+1
2 ,
N+1
2
)
. (5)
We note that for symmetric majority-logic decoding, ζ = (N + 1)/2, the curve is symmetric with
respect to (1/2, 1/2) ∀N. This is readily derived by noting that according to the binomial theorem,
one has
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P
( 1
2 , N, 0
)
=
1
2N
N
∑
k=0
(
N
k
)
=
1
2N
(1+ 1)N = 1. (6)
Thus, it immediately follows from the symmetry of the binomial probability distribution
(Equation (1)) that one has P
(
1/2, N, ζ = (N+ 1)/2
)
= 1/2. It can furthermore be seen in Figure 2 that
for large N the curves converge to a step function centered at p = 1/2. For large N, Taylor-expanding
Equation (1) for the symmetric case around p = 1/2 up to linear order in |p− 1/2| yields∣∣∣∣12 − P
∣∣∣∣ =
√
2N
pi
∣∣∣∣12 − p
∣∣∣∣+O( ∣∣∣∣12 − p
∣∣∣∣3 ) , (7)
where we denote by O(x2) all terms that are at the order x2 or higher. According to Equation (7),
the slope at the symmetric point p is increasing with
√
N in the symmetric decoding case. We therefore
arrive at the first important result that large macroscopic erasure in the MLB can be achieved at
the cost of small microscopic erasure in each microscopic unit. The good agreement of the curves
corresponding to N = 100 and N = 101 suggests that for ζ ≈ (N + 1)/2 the symmetry decoding case
is approached if N becomes large.
2.3. Majority-Logic Decoding as a Coarse-Graining Procedure
The equivalent probabilistic descriptions on the microscopic and macroscopic level prompt the
question of how to define the underlying physical processes at these levels. In information erasure
processes, important quantities are the heat that is generated during the operation, the change in
Shannon entropy that measures the amount of information erased by that process as well as the erasure
efficiency [13,23].
On the level of a single microscopic unit, the heat dissipated during an erasure process from pi
to p f is denoted by q and defined as a negative quantity q < 0. With this convention, the first law of
thermodynamics in differential form reads
dt e = q˙+ w˙, (8)
where w˙ denotes the work current and e˙ the rate of energy change. The microscopic Shannon entropy
s(p) = −p ln p− (1− p) ln (1− p), (9)
allows to quantify ∆s(pi, p f ) ≡ s(p f ) − s(pi) as the amount of information that is erased during
an erasure process from pi to p f . We set the Boltzmann constant kb ≡ 1. The second law of
thermodynamics reads
dt s = βq˙+ σ˙, (10)
where σ˙ ≥ 0 refers to the irreversible entropy production rate in the microscopic unit.
Throughout this work, we consider the case in which the initial state is the maximum information
state given by pi = 1/2 and s(1/2) = ln 2. For this case, the change in entropy is always negative
∆s(pi, p f ) < 0 if p f 6= 1/2. Therefore, a suitable definition of the microscopic erasure efficiency for
this process reads
ηs(pi, p f ) =
∆s(pi, p f )
β q
. (11)
The heat q generated by the microscopic unit is naturally dependent on specific models and
operating protocols. The optimal protocols that minimize the dissipated heat and thus maximize the
erasure efficiency are investigated in Section 3.
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On the level of macroscopic bits, the heat dissipation refers to the cumulated heat generated by
all the microscopic units the bit consists of. Thus, the microscopic definitions from above are, of course,
also physically significant for the erasure process at the level of the SUB that is s(P) = s(p) and
ηs(1/2, p f ) = ηs(1/2, Pf ). Conversely, to perform a macroscopic erasure in the MLB from Pi = 1/2
to Pf , an amount of information specified by the majority-logic decoding needs to be erased in each
microscopic unit contained in the MLB. Here, Pf is the probability that the final state of the MLB after
the erasure is logically decoded as state 1. According to Equation (4), this amounts to change in each
microscopic unit from the initial state pi = I−11/2(ζ, N + 1− ζ) to the final state p f = I−1Pf (ζ, N + 1− ζ).
The heat dissipated by the MLB, Q, is thus determined as follows
Q(1/2→ Pf ) = N q
(
I−11/2(ζ, N + 1− ζ)→ I−1Pf (ζ, N + 1− ζ)
)
. (12)
The first law of thermodynamics at the level of the MLB reads
dtE = Q˙+ W˙, (13)
where the thermodynamic quantities of the MLB are naturally given by the sum of the microscopic
ones, i.e., one has E = Ne,Q = Nq,W = Nw. It furthermore holds that Σ = Nσ since the irreversible
entropy production of the MLB must be equal to the sum of the irreversible entropy production of
the microscopic units contained in the MLB. Next, we define the entropy quantifying the information
stored in the MLB as for the microscopic unit, i.e.,
S(P) = −P ln P− (1− P) ln (1− P). (14)
From the definition for the entropy associated with an MLB made in Equation (14) follows that
S 6= Ns. This however implies that the entropy balance at the level of the MLB is broken [37–39]
dtS 6= β Q˙+ Σ˙. (15)
Hence the macroscopic Shannon entropy in Equation (14) should be thought of as logical but not
strictly physical information. Finally, the macroscopic efficiency associated with the erasure in the
MLB is defined as
ηm(1/2, Pf ) =
∆S(1/2, Pf )
βQ
, (16)
with the change in macroscopic Shannon entropy ∆S(1/2, Pf ) ≡ S(Pf )− S(1/2) = S(Pf )− ln 2.
2.4. Reversible Erasure Protocols
In the limit of reversible erasure, the irreversible entropy production vanishes, and one has for
the heat in a SUB β q = s(p f )− ln 2. Thus, from Equation (11) follows that ηrevs = 1 for any erasure
process in this limit. Turning to the MLB, the dissipated heat during the erasure process reads
βQ = N
[
s
(
I−1Pf (ζ, N + 1− ζ)
)
− s
(
I−11
2
(ζ, N + 1− ζ)
)]
. (17)
Figure 3 depicts in the reversible limit the heat dissipated during an erasure process from Pi = 1/2
to Pf by a SUB and MLB [panel (a)] and the associated efficiencies for symmetric decoding processes
[panel (b)]. We observe in panel (a) that the SUB always dissipates less heat than the symmetric MLBs
which generate more heat as N increases. For asymmetric majority-logic decoding, ζ 6= (N + 1)/2,
the heat generated by a MLB is reduced with respect to the one of a SUB and even takes positive
values for probabilities in the range [1/2, I1−I−1Pf (ζ,N+1−ζ)(ζ, N + 1− ζ)] or [I1−I−1Pf (ζ,N+1−ζ)(ζ, N +
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1− ζ), 1/2], if the decoding is left-asymmetric or right-asymmetric, respectively. The positivity of
the heat means that one could even extract work during certain erasure processes by employing
asymmetric majority-logic decoding. This property is similar to the division of logical entropy of the
system entropy and the physical entropy of each subspaces as discussed in Refs. [40–42]. However,
here, the analogue of physical entropy in each subspace varies according to Equations (1) and (9) as
the macroscopic probability P changes.
0 0.2 0.4 0.6 0.8 1
−2
0
a)
Pf
β
Q
N = 1
N = 11, ζ = 4
N = 11, ζ = 6
N = 11, ζ = 8
N = 101, ζ = 51
0 0.1 0.2 0.3 0.4 0.5
0
0.5
1
1.5 b)
Pf
η
N = 1
N = 3, ζ = 2
N = 11, ζ = 6
N = 101, ζ = 51
Figure 3. (a) Heat dissipated by the macroscopic bits in the reversible limit. The initial macroscopic
state is Pi = 1/2; (b) Efficiencies associated with reversible erasure processes for the SUB and symmetric
MLBs. The dotted lines from top to bottom represent the values η = 2/pi, η = 1/3, η = 1/11 and
η = 1/101, respectively.
The erasure efficiency of MLBs under symmetric majority-logic decoding, ζ = (N + 1)/2,
for different array lengths N is shown in Figure 3b. Consistently to the observations made in panel
(b), the SUB is always more efficient than the MLB whose erasure efficiency decreases as N increases.
The same applies to the other erasure branch given by Pf > 1/2 that can be seen as follows: According
to Equations (5) and (9), the macroscopic Shannon entropy of a symmetric MLB is symmetric with
respect to P = 1/2. Therefore, the energetics of the erasure process from the initial state Pi = 1/2
to the final state Pf is the same as that of the erasure process from Pi = 1/2 to the final state 1− Pf .
Hence, we will restrict to the symmetric majority-logic decoding characterized by Equation (5) and
to the erasure branch, P ≤ 1/2, in the following. To ease notation, we omit the explicit notation
ζ = (N + 1)/2 and Pi = pi = 1/2.
As already pointed out earlier, the macroscopic entropy associated with an MLB can be thought
of as a coarse-graining of the sum of the physical entropy of each microscopic unit contained in the
MLB. We write the difference between the physical entropy of all microscopic units contained in the
bit and the logical (Shannon-like) entropy of the macroscopic bit as
S(P, N) = Ns
(
I−1P
(
N+1
2 ,
N+1
2
))
− S(P). (18)
In Appendix B, a proof for the monotonic behavior of S(P, N) with respect to P in the case of
symmetric majority-logic decoding is provided. In the range of 0 ≤ P ≤ 1/2, the entropy function
S(P, N) is monotonically increasing, else it is decreasing monotonically. Evidently, S(P, N) takes its
maximum value, (N − 1) ln 2 if p = P = 1/2 and its minimum value, S(P, N) = 0, if p = P = 0, 1.
Hence, for symmetric majority-logic decoding the logical information underestimates or is equal to the
physical one S(P, N) ≥ 0 ∀N. As can be seen in Figure 3a, such an inequality does not hold for the
more general asymmetric case where ζ 6= (N + 1)/2. In fact, the inequality S(P, N) ≥ 0 is physically
equivalent to the well-known universal relationship between fully microscopic and coarse-grained
Shannon entropies [38]. It is furthermore important to note that no general statement can be made
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about the changes of entropy for a given erasure process, since, according to Equation (5) the final
distribution for the microscopic unit is, in general, different from the one of the MLB.
From Equation (16) and the monotonicity of S(P, N) follows that the reversible erasure efficiency
of the symmetric MLB is bounded as follows
0 < ηrevm (1/2, Pf ) ≤ 1, (19)
where the equality only holds when no information is erased, ∆S(1/2, Pf = 1/2) = 0. Hence we find
that a SUB is always more efficient in reversible information erasure than a symmetric MLB. This can
be attributed to the majority-logic decoding that neglects some microscopic degrees of freedom and
thus associates less logical entropy to the MLB than the cumulated physical entropy of the microscopic
units that constitute the MLB.
We now state two limiting results for the reversible erasure efficiency of an MLB. First, in case of
perfect erasure, Pf = 0, we derive from Equations (5) and (16) that the erasure efficiency simplifies to
ηrevm (1/2, 0) =
1
N
. (20)
Secondly, if the amount of erased information is small, Pf ≈ Pi = 1/2, and N is large, the
erasure efficiency
ηrevm (1/2, Pf ) =
2
pi
+O
( ∣∣∣∣12 − Pf
∣∣∣∣2 ), (21)
becomes independent of the final macroscopic probability Pf ≈ 1/2 as can be seen in Figure 3b.
3. Symmetric Majority-Logic Decoding under Finite-Time Erasure Protocol
Since we have captured the phenomenology of the reversible majority-logic decoding in the
previous section, we now proceed by studying more realistic, finite-time information erasure processes.
In dynamical processes the heat generation depends on the erasure protocol and the specific model for
the microscopic units. In this section, we formulate finite-time erasure processes for two commonly
employed microscopic models: We consider a two-state system with either Arrhenius rates or Fermi
rates and denote in both cases by p(t) the probability of the unit to be in state 1 at time t.
3.1. Preliminaries
3.1.1. Master Equation
The transition rate from state 0 to state 1 and vice versa is referred to as ω10(t) and ω01(t),
respectively, which depends, in general, on time via the erasure protocol. We assume that the process
is Markovian, such that the dynamics of p(t) is ruled by a master equation:
p˙(t) = [1− p(t)]ω10(t)− p(t)ω01(t), (22)
with the transition rates satisfying the local detailed balance relation
ω10(t)
ω01(t)
= e−β∆e(t), (23)
where ∆e(t) is the energy gap from state 0 to 1 that is modulated in time according to the specific
erasure protocol. With Equation (23) the master Equation (22) can be cast into the form
p˙(t) =
[
e−β∆e(t) − (1+ e−β∆e(t))p(t)
]
ω01(t). (24)
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3.1.2. Finite-Time Erasing
No protocol can achieve a perfect erasure corresponding to s(p f ) = s(Pf ) = 0, since this requires
an infinite amount of time [23]. This can be seen as follows: For a given microscopic model, there are
several ways to decrease the microscopic probability p(t) at different speeds, which corresponds to a
protocol that ensues different amounts of heat and thus a different erasure efficiency. This, in turn,
implies that the time required to transform the initial probability pi(0) = 1/2 into the final one
p f (τ) ≡ p f is cannot be smaller than a minimal time τc
τ ≥ τc = − log 2p f , p f < 12 , (25)
As p f → 0, the minimal time diverges, τc → ∞, such that perfect erasure of a finite initial amount
of information can only be realized by infinite-time protocols.
Equation (25) can be rearranged to obtain a lower bound for the final probability obtained after
an erasure with fixed duration τ as follows
p f ≥ pc = 12e
−τc , p f <
1
2
, (26)
Consequently, in finite-time information erasure processes, the Shannon entropy of the final state
s(p f ) can be seen as the erasure error. According to Equation (26), the minimal erasure error of the
process is s(pc) and the erasable information within τc is ∆s(p f , 1/2) = log 2− s(pc). According to
Equations (25) and (26), the bounds τc and pc are rate- and thus model-independent.
These results hold at the level of a microscopic unit. We now proceed by discussing the bounds on
the level of macroscopic bits. First, since each SUB consists of only one microscopic unit, Equations (25)
and (26) are also applicable to the macroscopic quantities, that is
τ ≥ τsc = τc = − log 2Pf , Pf ≥ Psc = pc =
1
2
e−τ , Pf <
1
2
. (27)
To calculate the lower bound on the macroscopic erasure time τmc (1/2, Pf , N) for a symmetric
MLB, we recall that a macroscopic erasure from Pi = 1/2 to Pf is achieved by the corresponding
erasure from pi = 1/2 to p f in each microscopic unit contained in the MLB. Therefore, one has for the
minimal erasure time in an MLB
τmc (1/2, Pf , N) = τc(1/2, p f ), (28)
where p f and Pf are related to each other via the symmetric majority-logic decoding in Equation (5).
Hence, to compute τmc , the final microscopic probability p f needs to be determined via inversion of
Equation (5) and plugged into Equation (25). Next, using Equations (5) and (26), one straightforwardly
obtains the minimal final probability Pmc (τ, N) after erasure time τ. From Equation (5) follows
the inequalities
τmc (Pf , N) ≤ τsc (Pf ), Pmc (τ, N) ≤ Psc (τ), (29)
which suggest that majority-logic decoding can both accelerate the erasing process and additionally
reduce the minimal erasure error. Finally, for finite-time erasure processes we define the erasure power
for a SUB and MLB as follows
Ps =
∆s(1/2, p f )
τ
, Pm =
∆S(1/2, Pf )
τ
, (30)
respectively.
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3.1.3. Arrhenius-Rates Unit Model
The Arrhenius model consists of two potential well, which are regarded as states 0 and 1,
respectively, that are separated by a barrier. The energy gap between state 0 and 1 is defined as
∆e. To be consistent with the assumption of Arrhenius transition rates, the energy barrier height
of the potential well associated with state 1 is assumed constant, e, throughout the erasure process.
This setup is different from the one used in Ref. [10], where the two states are merged together and
then separated during the erasure. Here, the transition rates read
ωA01(t) = r0 e
−βe, and ωA10(t) = r0 e
−β[e+∆e(t)], (31)
where r0 is a constant setting the time scale of the process. Then, the master Equation (24) can be
written as follows
p˙(t) = e−β∆e(t) − [1+ e−β∆e(t)] p(t), (32)
where the constant r0 e−βe is absorbed into the time scale.
3.1.4. Fermi-Rates Unit Model
The Fermi-rates unit model can be experimentally realized via a single quantum dot with a single
energy level E that is in contact with a moving metallic lead corresponding to a time-dependent
chemical potential µ(t) and a heat bath at inverse temperature β [13]. If the dot is filled by an electron
we consider the unit to be in state 1, else 0. The transition rate for an electron leaving or entering the
dot reads
ωF01(t) =
r0
e−β∆e(t) + 1
, ωF10(t) =
r0
eβ∆e(t) + 1
, (33)
respectively, where ∆e(t) ≡ E− µ(t) represents the energy barrier to enter the dot and r0 constant
setting the time scale of the process. Then, the master Equation (24) can be written as follows
p˙(t) = −p(t) + 1
eβ∆e(t) + 1
, (34)
where the constant r0 is absorbed into the time scale. Since the second term in Equation (34) is
bounded between 0 and 1, the fastest way to decrease the microscopic probability p(t) is realized by
p˙(t) = −p(t), which corresponds to a protocol that ensues a divergent heat generation and thus a
vanishing erasure efficiency.
3.2. Constant State-Energy Protocol
3.2.1. Variable Erasure Duration
With the tools to address finite-time information processing at hand, we want to start with the
simplest erasure protocol given by an instantaneous switching of the energy gap to the same value ∆e
at time t = 0. For generic transition rates with constant energy gaps, ω01(∆e), the master equation of a
microscopic unit from Equation (24) is solved by
p(t) =
1
2
tanh
(
β∆e
2
)
e−(1+e
−β∆e)ω01(∆e) t +
1
1+ eβ∆e
, (35)
where we used the initial condition p(0) = 1/2. In the infinite-time limit the probability converges to
the lower bound
p(∞) =
1
1+ eβ∆e
. (36)
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We emphasize that for fixed ∆e the definitions (25) and (26) no longer apply. However,
Equation (36) represents also a bound on the minimal erasure error and thus plays a similar role as pc.
From Equation (35) we obtain the following expression for the erasure duration
τ = − 1
(1+ e−β∆e)ω01(∆e)
ln
(
2
(1+ eβ∆e)p f − 1
eβ∆e − 1
)
. (37)
The heat dissipated by the microscopic unit reads
q =
∫ τ
0
∆e p˙(t)dt = ∆e
∫ p f
pi
dp =
(
p f − 12
)
∆e, (38)
which, with Equation (12), results in the total heat generated by the SUB and MLB
q =
(
p f − 12
)
∆e, Q = N
[
I−1Pf
(
N + 1
2
,
N + 1
2
)
− 1
2
]
∆e, (39)
respectively. With the definitions in Equations (11), (16) and (30) one has for the macroscopic
erasure power
P s
(
1
2
, p f
)
=
∆s(1/2, p f )
τ
, Pm
(
1
2
, Pf
)
=
∆S(1/2, Pf )
τ
, (40)
and the macroscopic efficiencies
ηs
(
1
2
, p f
)
=
∆s(1/2, p f )
β q
, ηm
(
1
2
, Pf
)
=
∆S(1/2, Pf )
βQ
. (41)
The results of the finite-time erasure process for a fixed energy gap are depicted in Figure 4.
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Figure 4. (a) Comparison of both the modulus of heat dissipation, −βQ, and the associated erasure
efficiency between a SUB and a symmetric MLB for different N. (b) Comparison of both the erasure
time and the modulus of the power, |P|, between a SUB and a symmetric MLB for different N. The data
was generated by using the generic solution of the master Equation (35) and setting ω01, β e ≡ 1.
The dotted vertical lines correspond to the minimal erasure error Psc and Pmc (N) for the systems
under consideration.
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As can be seen in panel (a), to perform an erasure with the same erasure error the SUB dissipates
less heat and thus has a higher efficiency than the symmetric MLBs, for which the heat production
increases and the efficiency decreases with growing N. Hence the SUB is more efficient than the
symmetric majority-logic decoding, as already observed in the reversible case, cf. Figure 3. However,
Figure 4b shows that the erasure duration is reduced, and the erasure power thus enhanced by
employing the majority-logic decoding for large ensembles of microscopic units. The minimal erasure
error characterized by Equation (36) is indicated by the dotted vertical lines that correspond to the
minimal final probability Pmc (N). Therefore, as already derived in Equation (29), majority-logic
decoding reduces the minimal erasure error that goes to zero as N becomes large corresponding to
perfect erasure.
3.2.2. Fixed Erasure Duration
We now assume that the explicit form of the transition rates of the microscopic unit model is
known and compare the performance of the two types of macroscopic bits under the protocol with
fixed erasing time and instantaneous switching of the energy gap. For a specific erasure process,
the erasure time and thus the erasure power are equal for the two macroscopic bits, hence we restrict
the discussion to the macroscopic erasure efficiencies. The microscopic dynamics of a Fermi-rates
unit reads
p(t) =
1
2
tanh
(
β∆e
2
)
e−t + 1
1+ eβ∆e
. (42)
Plugging the erasure time τ into Equation (42), yields the final microscopic probability and
the erasure error. The calculation of the generated heat, erasure power and efficiency both on the
microscopic and macroscopic level is analogous to the one in the last section. As the specific dynamics
of the unit is known and τ is fixed, the definition of minimal final probability in Equation (26) is valid
under this protocol.
Figure 5 shows that the symmetric majority-logic decoding has additional advantages for
finite-time erasing: As already observed earlier, the minimal erasure error of the symmetric MLB is
smaller than that of the SUB and approaches 0 with increasing N as illustrated by the vertical dotted
lines corresponding to the minimal final probability Pmc (N) after the erasure time τ. More importantly,
the symmetric MLBs are more efficient in the region of small-erasure error region, Pf ≈ Psc , as opposed
to the region of large erasure error where the SUB is more efficient. We find that for Arrhenius rates
the results are qualitatively similar and thus omitted.
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Figure 5. Comparison between the erasure efficiency of a SUB and symmetric MLBs for different
N and instantaneously switched ∆e using the Fermi-rates unit model and fixed erasure time τ = 2.
The vertical dotted lines correspond to the minimal final macroscopic probabilities Psc and Pmc (N),
where for N = 11, 101 the probabilities are too close to zero to be distinguished.
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To sum up, Figures 4 and 5 illustrate the important result that the precision-speed-efficiency
trade-off in finite-time information erasure processes is lifted by symmetric majority-logic decoding.
3.3. Optimal Erasure Protocol
In view of applications, the least work-intense erasure processes are of particular interest.
The general method to determine the optimal erasure protocol that minimizes the generated heat
in a Fermi-rates unit model has been established in Ref. [22]. The detailed derivation of the
heat-minimizing protocol for Arrhenius rates is deferred to Appendix C. Given the optimal protocol,
both the microscopic and macroscopic heat dissipation, erasure power and efficiency follow readily
from Equations (38), (40) and (41).
The erasure efficiency of a SUB and a symmetric MLBs for different N are compared in Figure 6.
It is important to note that the advantages in terms of information erasure inherent to symmetric
majority-logic decoding discussed in the previous section are preserved and enhanced by the optimal
erasure protocol: First, the minimal erasure error is strongly reduced for a symmetric MLB at the
expense of an erasure efficiency that decreases with increasing N in the regime of small erasure, Pf 
Psc . Conversely, for small-erasure error, Pf ≈ Psc , this relation between the macroscopic efficiencies
is inverted. The inset in panel (a) that depicts the relative erasure efficiency between a SUB and
a symmetric MLB, (ηs − ηm)/ηs, reveals that the range of small-erasure error probabilities over
which this holds true is increased for the optimal protocol compared to the fixed energy protocol.
Comparing furthermore panels (a) and (b) also shows that this range of small erasure-error probabilities
is increasing with decreasing erasure time τ and increasing N.
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Figure 6. Comparison between the erasure efficiency of a SUB and of a symmetric MLB based
on the Arrhenius model for different N under the optimal erasure protocol with the erasure time
τ = 2 [panel (a)] and τ = 1 [panel (b)]. The vertical dotted lines correspond to the minimal final
macroscopic Psc and probabilities Pmc (N), where for N = 11, 101 the probabilities are too close to zero to
be distinguished. The inset in panel (a) shows the erasure efficiency of a SUB compared to a symmetric
MLB one, (ηs − ηm)/ηs for N = 101 using the optimal and the fixed energy protocol.
In the limit of low and high dissipation, analytical results can be obtained for the optimal
protocol, where we will focus on the Arrhenius-rates unit model. The high-dissipation limit
corresponds to an erasure duration τ that approaches the minimal erasure time τc. Thus, the parameter
K in Equation (A17), which represents the degree of irreversibility, is diverging in this limit.
Using Equations (A19) and (A20), the parameter K can be expressed as
Khigh(p f , τ) =
1
2
1− 2p f
τ + ln (2p f )
. (43)
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Plugging Equation (43) into Equation (A21), one has for the heat dissipation
β qhigh(p f , τ) =
(
1
2
− p f
)
ln
[
1
2
1− 2p f
τ + ln (2p f )
]
. (44)
We verify that K, q→ ∞ as τ → τc = − ln(2p f ) and that Equation (44) also represents the solution
for a Fermi-rates unit. In the low-dissipation limit, the erasure duration τ is large compared to τc,
hence the parameter K is small. Using Equations (A19) and (A20), the parameter K can be expressed as
Klow(p f , τ) = 8
[
1−√2p f
2τ + ln(2p f )
]2
. (45)
Plugging Equation (45) into Equation (A21), one has for the heat dissipation
β qlow(p f , τ) =
2
(
1−√2p f)2
τ
− ∆s(1/2, p f ). (46)
Significantly, the first term in Equation (46), which could be interpreted as the irreversible
dissipation, is consistent with the low-dissipation assumption made in Refs. [26,27,29]. Here,
the expression for the heat in Equation (46) differs from that of a Fermi-rates unit at low dissipation.
The heat dissipated by a SUB in the high (qhigh) and low-dissipation limit (qlow) are the same as those of
the microscopic unit and therefore given by Equations (44) and (46), respectively. The heat dissipated
by a symmetric MLB in the high (Qhigh) and low-dissipation limit (Qlow) are readily derived using
Equation (5) with results from Equations (44) and (46). For small-erasure (p f → 1/2), the expression
for the heat in the low-dissipation limit in Equation (46) simplifies to
qlow ≈ 2
(
1+
1
τ
)(
1
2
− p f
)2
. (47)
Using the approximation for the majority-logic decoding in the limit of small-erasure and large-N
in Equation (7), the ratio κ between the erasure efficiency of a symmetric MLB and a SUB
κ ≡ ηm(Pf , N, τ)
ηs(p f , τ)
≈ 2
pi
, (48)
is independent of the erasure duration τ and final erasure error.
Figure 7a compares the dissipated heat of a SUB and a symmetric MLB for different erasure
durations log τ using the optimal protocol applied to a given erasure process from Pi = 1/2 to Pf .
Additionally, the approximate solutions for the low- and high-dissipation limit in Equations (44)
and (46) are overlaid. As can be seen, the symmetric MLB under the optimal protocol is still more
efficient in the fast-erasure region, where the erasing duration τ approaches the minimal erasure time
τsc (p f ) of a SUB. Except for extremely fast-erasure processes, the full numerical solution of the heat
dissipated by the symmetric MLB is in excellent agreement with the low-dissipation approximation
in Equation (47). This suggests that the calculation of the dissipated heat of a symmetric MLB built
upon microscopic Arrhenius-rate units under the optimal erasure protocol can be simplified by using
the more convenient Equation (47) instead of the numerically more involving procedure elaborated in
Appendix C.
In Figure 7b the ratio between the efficiency of a symmetric MLB and a SUB are compared for the
same erasure process. In agreement with the observation made in panel (a) that the heat dissipation
in the fast-erasure region is significantly reduced for a symmetric MLB, we note in panel (b) that
the erasure efficiency of a symmetric MLB is considerably higher than that of a SUB (κ > 1) in this
region. It is interesting to notice that even though the approximate expression for the efficiency ratio in
Entropy 2019, 21, 284 15 of 20
Equation (48) is theoretically only valid in asymptotic limit Pf → 1/2, the full numerical solutions are
in good agreement with the approximate solution (2/pi) for a large range of values for Pf .
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Figure 7. (a) Comparison between the dissipated heat of a SUB and a symmetric MLB (N = 101)
based on Arrhenius-rates units as a function of erasure duration log τ for the optimal erasure protocol
with Pf = 0.1. In addition to the full numerical solution of Equation (A21), the analytic low- and
high-dissipation solutions in Equations (44) and (46) are displayed. The vertical dotted line corresponds
to the logarithm of the critical time log τsc (0.1) of a single microscopic unit for this specific erasure
process. (b) Ratio between the erasure efficiencies of a symmetric MLB (N = 101) and a SUB as a
function of the final macroscopic probability Pf for the optimal protocol with the erasure times τ = 3, 5.
The red dotted line corresponds to the small-erasure and large-N approximation given by Equation (48)
and the vertical black dotted lines represent the minimal erasure error Psc (τ).
We therefore conclude that with the aid of symmetric majority-logic decoding, the energetically
optimized erasure processes can be accelerated, be performed more precise at a lower cost. Hence,
for large-N symmetric MLBs the speed-precision-efficiency trade-off is significantly lifted. We remark
that the optimization procedure (Appendix C) of the Fermi-rates unit model was studied in detail
in [22]. The results of the performance of a symmetric MLB built upon Fermi-rates units are
qualitatively similar to those for the Arrhenius-rates unit model discussed above and thus omitted.
It should however be emphasized that the advantages of employing the symmetric majority-logic
decoding for information processing are preserved under a change between these two different
microscopic models.
4. Conclusions
In this work, we studied the performance of majority-logic decoding in reversible and finite-time
information erasure processes. To this end, we introduced two macroscopic bits, the single-unit and
the majority-logic bit, that contain one and N microscopic binary units, respectively. The physical
information stored inside the N microscopic units is translated into logical information stored in the
macroscopic bit via the majority-logic decoding scheme that can be mathematically formulated via an
incomplete regularized beta function.
We found that for reversible erasure protocols the SUB is always more efficient in erasing a given
amount of information than the symmetric majority-logic bit. Conversely, for finite-time information
erasure processes that are naturally characterized by the constraints of finite erasure time and erasure
error, the majority-logic bit exhibits multiple advantages compared to a single unit: Both the erasure
time can be reduced, and the erasure error can be compressed, hence accelerating and refining the
erasure. Remarkably, in the region of small erasure or fast erasure, the majority-logic unit also exhibits
a higher efficiency. These advantages are preserved and enhanced as one changes from a simple
(constant energy barrier) to the optimal protocol (minimal heat dissipation). Hence, our results
Entropy 2019, 21, 284 16 of 20
suggest that majority-logic decoding considerably lifts the speed-precision-efficiency trade-off in
finite-time information erasure processes. In view of applications, our work reveals a promising
avenue to accelerate the information processing rather than focusing on the storage media which
may become a severe limitation in the future semiconductor industry. If one is restricted to a few
SUBs per majority-logic bit, it would furthermore be interesting to consider a hierarchical system
of majority-logic bits and to study if the thermodynamic benefits of majority-logic decoding can be
further enhanced by such an iterative approach.
Finally, there is an important remark to be made, here. As discussed at the end of Section 2.3 the
majority-logic decoding can be thought of as a coarse-graining procedure. Consequently, the logical
information stored in the macroscopic bit is not equal to the sum of microscopic physical information
stored in the units contained in the bit. However, these hidden costs were not accounted for in the
definitions of the macroscopic erasure power and macroscopic erasure efficiency. A more rigorous
approach would possibly be to implement a physical mechanism that represents the majority-logic
decoding, e.g., an interacting system of microscopic units that exhibits a phase transition. For instance, a
two-dimensional Ising model or a majority-vote model of the kind found in Ref. [43] could be used in
the context of information erasure. The need to quantify the costs incurred by majority-logic decoding to
validate the latter as a promising strategy to enhance information processing might stimulate future works.
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Appendix A. Equivalence of the Binomial Cumulative Distribution Function and I
We start from the definition of the regularized incomplete beta function in (3) and solve the
integral in the denominator via partial integration yielding∫ 1
0
ta−1(1− t)b−1dt = (a− 1)!(b− 1)!
(a+ b− 1)! . (A1)
The integral in the numerator is determined via consecutive application of partial integration∫ x
0 t
a−1(1− t)b−1dt = 1a xa(1− x)b−1 + b−1a(a+1) xa+1(1− x)b−2 + . . . +
(b−1)(b−2)·...·2·1
a(a+1)·...·(a+b−1) x
a+b−1. (A2)
Collecting results, one finds that
Ix(a, b) =
a+b−1
∑
k=a
(
a+ b− 1
a
)
xa(1− x)b−1. (A3)
If we set a = ζ, b = N − ζ + 1, x = p, we immediately arrive at
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P(p, N, ζ) = Ip(ζ, N + 1− ζ), (A4)
which proves Equation (2).
Appendix B. The Monotonicity of the Entropy Function S(P,N)
The first-order derivative of the function S(p, N) introduced in Equation (18) with respect to p
can be expressed as
∂S(p, N)
∂p
= N ln
1− p
p
− (1− p)
N−1
2 p
N−1
2
B
(
N+1
2 ,
N+1
2
) ln 1− f (p, N)
f (p, N)
, (A5)
where we write the regularized incomplete beta function with symmetric arguments as f (p, N) ≡
Ip
(
N+1
2 ,
N+1
2
)
and introduce the beta function B (a, b) ≡ ∫ 10 ta−1(1 − t)b−1 dt. We find for the
second-order derivative
∂2S(p,N)
∂p2 =
(N−1)(1−p) N−32 p N−32 (2p−1) ln 1− f (p,N)f (p,N)
2B( N+12 , N+12 )
− Np(1−p)
[
1−
(
N
N−1
2
)2
N(1−p)N pN
(1− f ) f
]
. (A6)
We easily verify that the first term on the right-hand side of Equation (A6) is non-positive for any p.
To determine the sign of the second term on the right-hand side of Equation (A6), we first recast
the term (1− f ) f into
f (p, N) =
N
∑
i= N+12
N−1
2
∑
j=0
(
N
i
)(
N
j
)
pi+j(1− p)2N−(i+j)
=
N−1
∑
m= N+12
m
∑
i= N+12
(
N
i
)(
N
m− i
)
[pm(1− p)2N−m + p2N−m(1− p)m] +
+
N
∑
i= N+12
(
N
i
)(
N
N − i
)
pN(1− p)N ,
(A7)
where we have introduced the index m = i+ j. Using the inequality
ps(1− p)4n+2−s + p4n+2−s(1− p)s ≥ 2p2n+1(1− p)2n+1, (A8)
Equation (A7) can be transformed into the inequality
[1− f (p, N)] f (p, N) ≥
2 N−1∑
m= N+12
m
∑
i= N+12
(
N
i
)(
N
m− i
)
+
N
∑
i= N+12
(
N
i
)(
N
N − i
) pN(1− p)N , (A9)
where the equal sign holds for p = 1/2.
Furthermore, using the binomial theorem, we write
22N−2 =
 N∑
i= N+12
(
N
i
) N−12∑
j=0
(
N
j
)
=
N−1
∑
m= N+12
m
∑
i= N+12
(
N
i
)(
N
m− i
)
+
N
∑
i= N+12
(
N
i
)(
N
N − i
)
+
3N−1
2
∑
m=N+1
N
∑
i=m− N−12
(
N
i
)(
N
m− N−12
)
=2
N−1
∑
m= N+12
m
∑
i= N+12
(
N
m− i
)(
N
i
)
+
N
∑
i= N+12
(
N
i
)(
N
N − i
)
,
(A10)
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which is exactly equal to the prefactor in Equation (A9). Thus, we arrive at the inequality
[1− f (p, N)] f (p, N) ≥ 22N−2pN(1− p)N . (A11)
Substituting Equation (A11) into Equation (A6), we derive
∂2S(p, N)
∂p2
≤ 0, (A12)
by using the inequality
2
pi
<
4N
22N
(
N − 1
(N − 1)/2
)2
≤ 1. (A13)
Since ∂S(p, N)/∂p is a monotonically decreasing function with respect to p, it follows from
∂S(p, N)/∂p|p=1/2 = 0 that ∂S(p, N)/∂p is positive (negative) for p < 1/2 (p > 1/2). Therefore,
S(p, N) is monotonically increasing (decreasing) for p < 1/2 (p > 1/2). According to Equation (1),
P(p, N) is a monotonically increasing function with respect to p and P(1/2, N) = 1/2, thus we prove
that S(P, N) is also monotonically increasing (decreasing) for P < 1/2 (P > 1/2).
Appendix C. Detailed Derivation of Optimal Erasure Protocol of Arrhenius-Rates Unit Model
For Arrhenius rates, the master Equation (32) can be recast as follows
β∆e = − ln
(
p˙+ p
1− p
)
. (A14)
The heat dissipated by a microscopic Arrhenius unit is given by the functional
βq = β
∫ τ
0
∆e p˙dt = β
∫ p f
pi
∆edp =
∫ τ
0
L(p, p˙)dt, (A15)
with the explicitly time-independent Lagrangian
L(p, p˙) ≡ − p˙ ln
(
p˙+ p
1− p
)
. (A16)
The minimization of the heat functional amounts to solving the Euler-Lagrange equation
L− p˙∂L
∂ p˙
= K, (A17)
that admits the solutions
p˙1 =
K−√K2 + 4Kp
2
, p˙2 =
K+
√
K2 + 4Kp
2
, (A18)
where K is constant resulting from the time-integration of the Euler-Lagrange equation.
Since we consider the erasure branch from the initial state pi = 1/2 to the final one p f ≤ pi, we
restrict to the solution p˙1. This ordinary differential equation yields the following explicit expression
of the erasure duration τ
τ =
∫ p f
pi
1
p˙
dp = F(p f )− F(pi), (A19)
where we defined the function F(p) as
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F(p) = −
√
1+
4p
K
− ln
(√
1+
4p
K
− 1
)
. (A20)
Substituting Equation (A18) into Equation (A15), we obtain the following expression for the
dissipated heat
βq = β
∫ p f
pi
∆edp = G(p f )− G(pi), (A21)
where we defined the function G(p) as
G(p) =
1
2
√
K2 + 4Kp− ln (1− p)− p ln
(
K+ 2p−√K2 + 4Kp
2(1− p)
)
. (A22)
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