Abstract-The present paper deals with blind identification and equalization of communication channels within the so-called modulation induced cyclostationarity (MIC) framework, where the input symbol stream is modulated by a periodic precoder with the purpose of inducing cyclostationarity in the transmit sequence. By exploiting the cyclostationarity induced by the periodic precoder, a subspace-based channel identification algorithm that is resilient to the location of channel zeros, channel order overestimation errors, and color of additive stationary noise, is developed. The asymptotic performance of the subspace-based identification approach is analyzed and compared with the asymptotic lower bound provided by the nonlinear cyclic correlation matching approach. Criteria for optimally designing the periodic precoder are also presented. The performance of MMSE-FIR and MMSE-DFE equalizers is quantified for the proposed cyclostationarity-induced framework in terms of the MMSE. Although cyclostationarity-inducing transmitters present several advantages relative to their stationary counterparts from a channel estimation viewpoint, it is shown that from an equalization viewpoint, MIC-based systems exhibit a slightly increased MMSE/BER when compared with the stationary case.
I. INTRODUCTION

R
ECENT results [7] , [11] , [28] have established that blind identification of finite impulse response (FIR) single-input single-output (SISO) communication channels is possible only from the output second-order statistics, without using any restrictive assumption on the channel zeros, color of additive noise, channel order overestimation errors, and without increasing the transmission rate of the data stream. The common feature of this class of approaches [7] , [11] , [28] is that they induce cyclostationary (CS) statistics at the transmitter by means of a periodically time-varying precoder Publisher Item Identifier S 1053-587X(00)04055-1.
(e.g., a filterbank [11] , [28] or a simple periodic modulator [7] ) and exploit the resulting second-order cyclostationary statistics of the received samples. These algorithms have been termed transmitter-induced cyclostationarity (TIC) approaches.
In the present paper, we analyze the performance of a special class of TIC-precoders, namely, those using a periodic modulator in order to induce CS-statistics in the transmitted sequence. Henceforth, we will refer to this class of algorithms as modulation-induced cyclostationarity (MIC) approaches because the CS statistics are induced by modulating the input symbol stream with a deterministic strictly periodic sequence. We study the large sample behavior of two channel estimators, propose several criteria for optimally designing the periodic modulation precoder, and evaluate the performance of MIC-based approaches from a bit error rate (BER)-minimum-mean square error (MMSE) equalization viewpoint.
MIC-based approaches allow estimation of FIR channels from the output second-order cyclic statistics without imposing any restrictive assumptions on the channel. Although MIC approaches offer a net advantage over fractionally spaced (FS)-based approaches [16] , [23] , [26] , [27] in terms of channel identifiability, it turns out that MIC approaches entail a slight deterioration relative to the stationary (no MIC precoder) case in terms of mean-square error (MSE) at the output of a Wiener equalizer. We show that for MIC-based transmissions, the MMSE at the output of a Wiener equalizer is slightly larger than the MMSE value corresponding to the stationary case. Equivalently, the MIC precoder implies a slight loss in power efficiency relative to the stationary framework. In the case of a memoryless channel, we also show that the MIC-based transmissions entail an increase of the symbol error rate when compared with the stationary transmission. However, the ability of MIC approaches to blindly estimate any FIR channel under very general conditions and without decreasing the transmission rate motivates a thorough analysis of the MIC framework.
The paper is organized as follows. Section II introduces the communication channel setup and the MIC precoder. Section III presents two channel identification algorithms: the subspacebased and the nonlinear correlation matching approaches. It is shown that the subspace approach is robust to channel order overestimation errors, location of channel zeros, and color of additive stationary noise. The large sample performance analysis of the proposed channel estimators is also derived. Criteria for optimally designing the periodic precoder are presented in Section IV. In Section V, the performance of MIC-based approaches is analyzed from an equalization viewpoint. Comparisons with stationary transmissions are also presented. Computer simulations are presented in Section VI in order to corroborate the theoretical developments, and last, conclusions are outlined in Section VII.
II. PRELIMINARIES
We consider the general communication channel of Fig. 1 . After sampling at the symbol rate and supposing has finite support , we obtain from (1) the discrete-time channel model shown in Fig. 2 Henceforth, we consider working only with nonzero cycles so that the contribution of the additive stationary noise is cancelled out in the cyclic domain. It is easy to check that (4) with (5) The Fourier transform of the cyclic correlation sequence , for a fixed cycle , is called cyclic spectrum at cycle and, for , it is given [c.f. (4)] by (6) with denoting the channel transfer function, and . After these preliminaries, we now consider developing blind channel identification algorithms based only on the information provided by the output second-order cyclic statistics.
III. BLIND SECOND-ORDER CHANNEL IDENTIFICATION
In this section, a subspace-based channel identification approach will be developed. We will first introduce some definitions and notations. Then, we will establish the identifiability condition of the subspace approach, and we will close with the subspace and correlation matching algorithms.
Define 
Denote by the set of polynomials in over and by the set of -dimensional polynomial vectors:
, with , . Let be the greatest common divisor (gcd) of the set of polynomials , ; then, the irreducible part of is defined by [1] . Using the definitions of and its irreducible part , from (7), it follows easily that (8) holds for any . This will be of particular importance in the following section.
A. Channel Identifiability
Let us collect all the cyclic spectra (6) corresponding to in the vector (9) and use (6) to express (9) as (10) where is a vector given by (11) A simple identifiability condition is obtained by noting that if the period is chosen such that , then the polynomials are coprime, and hence, can be extracted as the gcd of cyclic spectra , [11] . Alternatively, it is possible to estimate each component of by using the noise subspace method of [16] or the least-squares approach of [29] (which is called the signal subspace approach in [1] ) and then to estimate by fitting the structure of to its "noise or signal" subspace. However, the order of the channel is usually unknown in practice, and in the presence of channel order mismatch errors, all these approaches are likely to fail. Therefore, we propose estimating the unknown channel from by using more specifically the structure of . We will show that the resulting approach is quite robust to channel order overestimation errors. Henceforth, the condition is assumed, which implies that is the irreducible part of . Due to (8), we have (12) Equation (12) suggests identifying the unknown channel as the polynomial that satisfies the subspace equation (13) where is a -dimensional rational vector structured similar to [see (11) ] (14) with , and denoting an upper bound (or estimate) for the unknown channel order . As in [1] , (13) can be interpreted this way: The solution is chosen so that the row span of belongs to the left kernel of . Hence, (13) is called signal subspace equation. Due to the particular structure of the solution-recall that is parameterized by (14) - (13) is called structured signal subspace equation. In the next subsection, we will rewrite (13) in the equivalent form , where stands for the vector of unknown coefficients, and is a matrix with entries that depend only on the available . This equivalence can be easily understood if we note that all the entries of depend linearly on the coefficients , of the unknown vector . Thus, finding from (15) is equivalent to solving the system of equations (15) Estimation of the vector of channel coefficients from (15) will be referred to as a subspace estimation approach. Before presenting the expression for , we show next that the channel can be uniquely identified from (13) [or equivalently (15) ]. Due to (12) , is a solution of (13). Therefore, it suffices to show that is the unique (within a scale factor) solution of (13) . Denote by an arbitrary solution of (13 1 The reader may check that the identifiability analysis still holds as soon as there exist 1 k l P 0 1 such that 1) F (k ) and F (l ) are both nonzero and 2) that l 0k and P are coprime. The more constraining condition that F (k) 6 = 0 for all k is used here for the sake of simplicity.
modulo , i.e., . Thus, the identity takes the form (18) As , no cancellation can occur between the various polynomials , in the summation (18) . Thus, is a polynomial if and only if is of finite degree. In this case, all the solutions of (17) are of the form , and the degree of is . It follows that the channel is uniquely recoverable from (13) up to a scale factor if . Thus, if the overestimated order lies in the interval , the channel can be identified uniquely up to a scale factor. Suppose now that . Because , it is interesting to note that the structure of consists of scaled periodic replicas of the channel vector . Since the period of the repetition is known ( ), it follows that the vector channel can be obtained by selecting only the first components of . Of course, any subvector of the form , also yields . The relation will be referred to as the subspace channel identifiability condition. Summarizing, we have established the following.
Theorem 1-Subspace-Based Channel Identifiability Result: Under the assumption that the period of modulating sequence is chosen such that , any FIR channel can be identified from its output second-order cyclic spectra at nonnull cyclic frequencies, irrespective of channel order over-estimation errors.
Contrary to FS approaches, Theorem 1 does not constrain the location of channel zeros, and only an upper bound on the channel order needs to be available. We also remark that a similar channel identifiability condition has been derived before in [7] and [22] , using a different approach. The main motivation for introducing the present subspace framework is that it leads to an "interpretable" solution for the asymptotic covariance of the channel estimate, as we will see in Section III-C. Having established the channel identifiability condition for the subspace approach, we next elaborate on the corresponding channel estimation algorithm.
B. Subspace Algorithm
Let be an integer such that . The polynomial vector given by (9) admits the power series expansion where we set (19) Let be the vector defined as (20) The unknown polynomial vector can be written as , where
In addition, denote by the vector . In the time domain, (20) can be rewritten in a matrix form as in (21), shown at the bottom of the page.
One of this paper's objectives is to optimize the design of the periodic sequence according to well-defined criteria. In the upcoming section, we propose selecting to minimize the asymptotic covariance matrix of the subspace channel estimate. It is thus desirable to deal with a tractable expression of this asymptotic covariance matrix. As we will see below, this will be the case if the central part of (21) is considered. It is clear that if we choose , then for . In this case, the upper and lower parts of (21) 
and (23), shown at the bottom of the page, where we set . Simple algebraic manipulations show that (24) The parameterization of given by (14) provides in the time domain the relation (25) where is the vector , and matrix is block diagonal, with its block entry given by . . .
Due to (21), (24), and (25), (13) can be rewritten in the form , with . Let the superscript stand for transposition and conjugation. From Theorem 1, (21), (24), and (25), we infer the following.
Proposition 1-Structured Subspace Identifiability Result: Time Domain:
If and , the quadratic form (27) admits a kernel of dimension 1 spanned by the vector . In practice, the cyclic correlations involved in have to be estimated from a finite number of samples. Denote by the number of available samples. A consistent estimate for the cyclic correlation at cycle and lag is given by [8] (28)
Denote by an estimate for the vector of cyclic correlations , and define the matrix An estimate (up to a scale factor) of can be found as a unit-norm eigenvector corresponding to the smallest eigenvalue of . The subspace-based channel estimation algorithm, which is outlined in Proposition 1, appears attractive from a computational viewpoint since it requires only one SVD of the reduced-dimension matrix , as opposed to most FS-based subspace methods (e.g., [1] ), which require two SVD's. This subspace algorithm also allows a tractable expression for its asymptotic covariance matrix, which is a result that will be shown later on to be useful for selecting the periodic precoder .
C. Asymptotic Performance Analysis
Because most of blind identification approaches allow estimation of the unknown channel under a scale factor ambiguity, the nonuniqueness of the channel estimate prevents us from computing the asymptotic performance. It is common to artificially remove the scale factor ambiguity of the subspace channel estimate by imposing a supplementary constraint. Denote by the orthogonal projector onto the one-dimensional subspace spanned by an eigenvector associated with the smallest eigenvalue. Define (29) and
We have the following asymptotic result. Theorem 2-Asymptotic Performance of Subspace Approach: Let be the kurtosis of , and
Define the matrices and , with entries
and . In addition, define the matrices where stands for Kronecker product. Suppose that the symbols are circularly distributed and is normally distributed. Then, the asymptotic covariance of is given by
. Moreover, the estimate given by (29) is a consistent estimate of with asymptotic covariance (33) where for where stands for the Moore-Penrose pseudo-inverse, and denotes the number of available samples.
Proof: See the Appendix. Of course, in (29) coincides with the estimate provided by the subspace method up to a complex scale factor. However, the evaluation of the asymptotic covariance matrix of provides useful information on the behavior of the subspace approach. We note that the above trick is implicit in most of the previous works [1] , [15] dealing with the asymptotic performance of subspace-like methods. Numerical simulations have also shown that almost the same asymptotic variance for the channel estimates is achieved when different scaling operations are performed on the channel coefficients (e.g., unit norm channel vector or first channel tap fixed).
D. Nonlinear Correlation Matching
In the present subsection, we investigate an alternative channel estimation approach, namely, the nonlinear cyclic correlation matching approach introduced in [12] in the fractional sampling framework. For cyclic correlation matching, it suffices to use only the nonredundant information provided by the output second order cyclic correlations. From (4), it follows that
The conjugate symmetry in the lags (34) and memory constraint (35) imply that the entire nonredundant second-order statistical information about the complex-valued channel is contained in the set . Therefore, it is sufficient that the cyclic correlations associated with the set be matched to their sample estimates. where the weighting matrix is a positive-definite Hermitian matrix. Although the nonlinear correlation matching approach has high computational complexity and local convergence problems, our motivation for studying it is due to the fact that the lowest asymptotic covariance matrix among all second-order statistics-based approaches is achieved by an optimally weighted nonlinear cyclic correlation matching approach. Thus, the performance of the weighted nonlinear correlation matching approach could serve as a benchmark for the subspace approach.
Before deriving the asymptotic covariance of the nonlinear correlation matching estimator, we next compute the asymptotic covariance matrix of the cyclic correlation estimate defined as There are at least two ways to evaluate the normalized asymptotic covariance matrix . The first approach relies on the representation
Re Im
Im Re with the matrices and representing the "unconjugated" asymptotic covariance matrix and the "conjugated" asymptotic covariance matrix respectively. By using several results in [8] and [12] , the asymptotic covariance matrices and can be expressed in closed-form expressions under quite general conditions without requiring the circularity of the input or Gaussianity of , as is the case with Lemma 1 (see the Appendix). However, it turns out that these asymptotic expressions are hard to implement numerically due to their high computational complexity. In order to avoid presenting intricate formulas, we next present a second approach for evaluating the asymptotic covariance matrix . Consider that all the cyclic correlations corresponding to all nonzero cycles and their sample estimates are collected in the vectors and . In addition, consider the asymptotic covariance matrix , whose entries can be easily calculated using the closed-form formulas (62)- (64) . Thus, for the optimal weighting matrix , the nonlinear correlation matching estimator is the asymptotically minimum variance (or asymptotically best consistent) estimator among the class of all unbiased estimators based on the output second-order cyclic statistics. When the asymptotic covariance matrix is rank deficient, the "regularized" weighting matrix is usually adopted [24, pp. 88-90] . Next, we consider the problem of optimally designing the periodic modulating precoder .
IV. ON THE PRECODER DESIGN
The design of the optimal periodic precoder will be performed under two conditions:
(38)
Condition (39) is necessary from an equalization viewpoint because modulating an input symbol with a zero value prevents us from recovering it at the receiver. We study the problem of optimally selecting the modulating sequence from different perspectives. The first criterion we investigate consists of finding the periodic sequences for which the performance of the subspace channel estimator is optimal.
A. Minimum Asymptotic Covariance Criterion
Dependence of the asymptotic covariance matrix (33) on the modulating sequence is quite involved, and the analytical minimization of trace , i.e., the asymptotic mean square error of the estimate, under (38) and (39) (40), it follows that most of the entries in the th column of are equal to zero. Numerical computations have shown that for such periodic sequences, the entries of the asymptotic covariance matrix assume small values that are close to zero (in absolute value). In addition, simulations with a large number of channels and periodic precoders satisfying (38) and (39) have pointed out that the minimum covariance of the subspace channel estimates is achieved for the periodic sequences (41), with , where is the transmit power lower bound in (39). In the next subsection, we will elaborate more on the problem of selecting optimally from a different viewpoint.
B. Maximum CS-Degree Criterion
Since the magnitude of the cyclic correlation for a given cycle is proportional to (4), it is natural to introduce the constants as a measure of the cyclostationarity induced by the modulating sequence . We will refer to the value as the degree of CS induced at cycle in the transmitted baseband sequence by the periodic precoder . A high value for implies high values for the magnitudes of cyclic correlations , . To justify the CS-degree criterion, we represent the estimated cyclic spectrum (6) as (42) where the polynomial with random coefficients captures the finite sample/additive noise effects. We note that a small value of implies that assumes small values, and the additive component is expected to highly affect the factorization (6) of , and thus, performance of the estimation algorithm is expected to degrade.
The optimization problem that we pose is as follows: Find periodic sequences that satisfy (38) and (39), and for a fixed , , is maximized. We refer to this optimization problem as the maximization of the CS-degree at the cycle . We show the rather surprising result that whenever we maximize at a fixed cycle , then is also maximized for any other nonzero cycle , and moreover, the resulting maxima are all equal , .
Proposition 3-Maximization of the CS-Degree Induced at a Nonzero Cycle:
The optimal periodic precoders that induce the highest degree of CS under the constraints (38) and (39), are of the form (modulo a permutation and a phase-shift) (43) where , i.e., such sequences follow the parameterization already encountered in (41).
Proof: Consider an arbitrary periodic sequence that satisfies the constraints (38) and (39) The last inequality in (45) is attained with equality provided that and the complex numbers , and fixed , have the same phase or are, all but one, equal to zero. Because 's are not dependent on the phase of the modulating sequence, we obtain that all the optimal . . . . . . sequences are given by (43) modulo a permutation and a phase factor. Since the maximization of , for a fixed , is independent of , it follows that the maximization of , for a fixed , entails the maximization of for . Note also that all these sequences satisfy , . As a conclusion, the choice of such sequences as the ones in (41) or (43) seems reasonable since, on the one hand, it corresponds to a maximum CS degree, and on the other hand, it makes most of the terms in the expression of the asymptotic covariance matrix vanish. In the following, we restrict the precoder to belong to this class of functions.
V. SYMBOL DETECTION
In the previous sections, we have emphasized the benefit to expect from a MIC precoder on the blind channel estimation approach. In this respect, we have investigated the "best" modulating sequences. We have set forth a class of modulating functions described by (41) and characterized them by the single parameter . Even though these functions are associated with an accurate channel estimation performance, a crucial point remains unclear: Independent of the channel estimation, what is the impact of the modulation precoder on the symbol detection? That is to say, assuming the unknown channel perfectly estimated, how does the BER behave as compared with a standard system (without precoding)?
A general answer is impossible because BER cannot be expressed analytically in closed form. In order to obtain partial results, we consider four particular problems, the solution of which gives an idea of how the BER is affected by MIC precoding. Specifically, we have the following.
• Evaluate the BER for a memoryless channel.
• Evaluate the SNR at the output of an infinite length MIMO MMSE (ISI channel).
• Evaluate the SNR at the output of an infinite length SISO MMSE (ISI channel).
• Evaluate the geometrical SNR at the output of a MIMO MMSE DFE (ISI channel). We solve these problems and show that under these four viewpoints, the modulation of the input symbol stream with the periodic sequence leads to a slight degradation in performance when compared with the stationary case.
A. BER for a Memoryless Channel
We compare analytically the expressions of BER in the presence and absence of an MIC precoder for a memoryless channel with an additive Gaussian noise component. Suppose first that the input is a binary PAM signal, and denote by the signal-tonoise ratio per bit. In the absence of a MIC precoder, it turns out that the average probability of error is given by , where [19, p. 258] . In the presence of a MIC precoder (41), the average error probability can be expressed as (46) Since the function is strictly convex, using Jensen's inequality and (46), we obtain (47) with equality iff , that is, iff . Thus, for a memoryless channel and 2-PAM constellations, the average error probability is higher for the MIC framework. This analysis can be easily extended to arbitrary -ary PAM/QAM constellations. The extension to -ary QAM constellations relies essentially on the convexity of the function , Jensen's inequality, and the error probability formula [19, (5-2-79), p. 280]. Quantitatively, the symbol error rate loss induced by the MIC precoder for a QPSK input constellation is depicted in Fig. 3 for various values of parameter . The extension of these average probability error results to the case of an unknown channel with memory appears more involved and not possible to be expressed in a closed form.
We next focus on ISI channels and evaluate the performance of well-known equalizers as a function of the periodic modulating sequence .
B. MIMO MMSE-Linear Equalization
Following, e.g., [9] , the MMSE linear and DF equalizers will be derived for the equivalent time-invariant multi-input multioutput (MIMO) representation of the periodically time-varying SISO channel (2) . It will be shown that the resulting matrixvalued equalizers can be expressed in a compact matrix form and are time-invariant, whereas the corresponding SISO equalizers are periodically time-varying. In order to introduce the time-invariant MIMO framework, it is helpful to define the following polyphase vectors (48) and (52) where the Frobenius norm of the polynomial matrix is defined as trace . The expression for a finite-length MMSE linear equalizer can be obtained using a similar procedure; the result is immediate, although its requires some extra notations. As it does not provide additional insight as far as the impact of the modulating sequence is concerned, we will not show the solution in detail.
It is interesting to consider now the problem of selecting optimally the modulating sequence such that the MMSE (52) is minimized. Due to the nonlinear dependence on , minimization of (52) does not seem to be possible in closed-form expression. Extensive numerical simulations using nonlinear optimization algorithms have shown that the minimum of (52) occurs whenever , (that is, ), i.e., the optimal MMSE occurs for the stationary case. A justification for this result is possible if we argue that for high SNR's ( ), the IIR MMSE equalizer (51) converges to , which implies that the corresponding MSE (52) converges to (53) Note that for the stationary case the MSE is obtained by considering in (53). Consider that . Since for the stationary case the polyphase MSE values have the same value for and are equal to the diagonal elements of , it follows that the diagonal elements of the matrix are all equal. From (53), we obtain that the MMSE value, corresponding to the case when the precoder is present, is equal to the MSE corresponding to the stationary case times . Appealing to the Cauchy-Schwarz inequality [ ], we obtain that the MMSE is achieved when , .
C. SISO MMSE-Linear Equalization
The problem of finding the optimal precoder to minimize the MMSE under the constraints (38) and (39) can be carried out in a closed-form solution when the MMSE equalizer is a SISO FIR filter. Let be an (IIR) filter driven by the noisy observations (see Fig. 4 ). The output of is, of course, CS, and can be designed to minimize , where , that is, to minimize
Such a minimization can be easily coped with since it is a Wiener-like problem. The function achieving the minimization can be shown to satisfy where denotes the cross-cyclospectrum between and at the null frequency. It is straightforward to prove that . In the noisy case, is nonzero for all , and the error corresponding to the optimal has the average power
Since the only factor dependent on the modulating sequence on the right-hand side of (55) is , it follows that the optimization problem reduces to finding the sequences that maximize
Under the constraint (38), it follows that the optimal sequences that maximize (56) are of the form , , where denotes an arbitrary phase. Indeed, using the inequality and the Cauchy-Schwarz inequality, it follows that Thus, the maximum of (56) is attained whenever , with arbitrary phase . However, such precoders imply a stationary framework and not a CS framework. Thus, the unknown channel cannot be estimated. Of course, the derivation of the SISO MMSE FIR equalizer leading to (55) can be viewed as a special case of the MMSE MIMO equalizer in (52) with all its rows forced to be equal to . Because the MIC framework entails increased MMSE w.r.t. the stationary case , it is of interest to quantify this increase. In Fig. 5 , we plot the MMSE values at the output of the MMSE-MIMO (dash-dotted line) and MMSE-SISO (dashed line) equalizers versus SNR (SNR ). As infinite length equalizers cannot be implemented, we considered finite length equalizers of length 7. The MMSE value corresponding to the stationary case ( , ) is depicted by the solid line. The channel and the optimal precoder are given by , , and , respectively, with , . We note that the MIC precoder entails, when the MMSE-MIMO equalizer is used, a slight loss ( dB) in SNR relative to the stationary framework.
D. MMSE Decision-Feedback Equalization
Following, e.g., [9] , the DF equalizer optimized according to the MMSE criterion is derived for the equivalent time-invariant MIMO representation. The stationary MIMO model described by (49) allows us to use the standard multivariable MMSE-DFE structure depicted in Fig. 6 , where the filters involved are IIR, and the feedback filter is strictly causal, i.e., , where is lower triangular with ones on the diagonal. Under these conditions, the optimal choice (in the MMSE sense) of and can be calculated as in [9] , [30] . The feedforward and feedback filters and are given by [30, Eqs. (9) , (21), and (37)] (57) where is a lower triangular matrix, with only ones on the main diagonal, and is given uniquely by the spectral factorization (58) where is a diagonal matrix with all its diagonal entries equal.
Performance of the MMSE-DFE is quantified in terms of the geometric MSE, which is defined as the log-determinant of the error covariance matrix [30, p. 1336 ]. The geometric SNR at the output of the MMSE-DFE, which is defined as the ratio of the geometric MSE and signal power, is given in our case by (see also [9, p. 635 
The first term on the right-hand side of (60) is actually the SNR obtained in the case of a constant modulus periodic sequence, with for all ; therefore, the second term of the right-hand side of (60) is merely the loss in decibels induced by nonconstant modulus periodic sequences. Due to the power constraint (38), and the inequality between the arithmetic and geometric means:
, we obtain that the second term on the right-hand side of (60) is, indeed, a loss , and the minimum geometric SNR occurs whenever , . If we consider the sequences (41), this second term depends on and is given by
The criterion is plotted versus in Fig. 7 in order to quantify the loss in decibels induced by the periodic symbol modulation. Asymptotically, as , , which means that the degradation is the same as the one obtained if all the symbols were modulated by . In practice, the degradation is less than this worst case because the periods considered are small ( or ).
VI. SIMULATION RESULTS
In order to illustrate the performance of the proposed approaches, comparative simulation experiments are described in the present section. Throughout the simulations, with the exception of Experiment 3, the channel is considered. The input symbol stream is drawn from an equiprobable QPSK constellation, and the additive noise is white and normally distributed with zero mean. As channel estimation performance measures, we have used the normalized root-mean-square error (RMSE) and average bias (Avg. Bias) of channel estimates, which are defined via We have also considered the SNR defined at the cyclostationary input of the equalizer as SNR . The performance of the channel equalization approaches has been measured by means of the probability of symbol error.
Experiment 1-Optimal Precoder Selection:
The performance of the subspace and nonlinear cyclic correlation matching approaches has been analyzed for two different precoders. In the first scenario, the precoder is chosen optimally according to (41), whereas in the second one, the precoder is suboptimally chosen as , and . The parameters and are used, and both modulating sequences are normalized to have unit power. In both scenarios, the nonlinear cyclic correlation matching approach is implemented without using a weighting matrix ( ). In Fig. 8(a) and (b) , the channel root-mean square error (RMSE) and average bias are plotted versus number of samples , assuming the fixed value SNR dB, and Monte Carlo runs. The selection of an optimal precoder leads to a significant improvement in performance for both the subspace and the nonlinear correlation matching approaches. In the case of the optimal precoder, the performance of the subspace approach (dashed line) is quite close to the performance of the nonlinear cyclic correlation approach (solid line). In Fig. 9(a) and (b) , the channel RMSE-average bias are plotted versus SNR. In all simulations, the number of samples is fixed to , and Monte Carlo runs are performed. We note again that the choice of the optimal precoder leads to a significantly better performance throughout the entire range of SNR's considered, and the proposed channel estimation approaches are quite robust to low SNR's. In Fig. 10(a) and (b) , we plotted the channel RMSE-average bias values corresponding to the subspace channel estimator for different values of , assuming the optimal MIC precoder (41). The performance of subspace estimator improves for small values of , which confirms the conclusions of Propositions 2 and 3.
Experiment 2-Robustness to Channel Order Overestimation Errors: In Fig. 11(a) and (b) , the channel RMSE-average bias are plotted versus the overestimated channel order . The channel order is overestimated with values in the range , and for each channel order, Monte Carlo runs are used to compute the RMSE and the average bias of the channel estimates. The SNR is fixed to 10 dB, , and samples are used per Monte Carlo simulation. Quite reliable estimates are obtained for small order overestimation errors. The errors increase as larger channel orders are used. This latter characteristic can be explained since for a fixed period , consistency of the subspace approach is guaranteed only for the range . By increasing the period ( ) of precoder , a larger range for the overestimated order can be allowed.
Experiment 3-Robustness to the Location of Channel Zeros:
In order to test the robustness of the proposed subspace approach to the location of channel zeros, we have considered a channel with zeros located at the identifiability limit of the channel subspace approach (MDCM) from [16] . The impulse response of the channel is given by . The MDCM subspace approach has been applied by considering the two subchannels resulting from downsampling the impulse response by a factor 2. In Fig. 12(a) and (b) , the channel RMSE and Avg. Bias are plotted versus SNR for the present MIC-based subspace approach (solid line) and the MDCM subspace approach (dashed line). We note that the MIC-based approach presents a better performance than the MDCM approach for low to medium SNR's, and for high SNR's, MDCM outperforms the MIC approach. However, if the channel identifiability condition is satisfied, the MDCM approach provides an improved performance relative to the MIC approach in terms of the number of samples that are required to provide reliable channel estimates. This feature is due to the deterministic nature of the MDCM approach and the stochastic nature of the MIC approach. Experiment 4-Asymptotic Performance: Comparisons: In Fig. 13(a) and (b) , the theoretical and experimental mean-square errors of the subspace, nonlinear cyclic correlation matching, and optimally weighted nonlinear cyclic correlation matching estimates are plotted versus SNR. The experimental values are averaged over a number of Monte Carlo runs, assuming a number of samples per Monte Carlo trial. In all simulations, the nonlinear cyclic correlation matching approach has been initialized with the channel estimate provided by the subspace approach. Although the theoretical bound in Fig. 13(a) suggests an improvement of the optimally weighted matching approach relative to the subspace approach, the experimental results show that this improvement is hard to achieve due to the local minima. Extensive simulation experiments have shown that the nonlinear cyclic correlation matching approach works well, provided that the initial estimate is sufficiently close to the global minimum. For complex channels with an increased number of taps (6-8 taps), the initialization provided by the subspace approach does not appear to be useful since the nonlinear cyclic correlation matching approach cannot bypass the local convergence problems. For these reasons, only the linear subspace approach appears to be a good candidate for practical applications. In Fig. 13(b) , the experimental mean-square errors of the optimally weighted (solid line) and suboptimally weighted ( , dash-dotted line) cyclic correlation matching approaches are compared with the experimental values corresponding to the subspace approach (dashed line). Fig. 13(b) indicates that the optimally and suboptimally weighted nonlinear approaches perform almost identically. Due to the high computational complexity associated with the optimal correlation matching approach and its lack of significant improvement relative to the suboptimal correlation matching approach, computation of the optimal weighting matrix may not be recommendable for real-time applications.
Experiment 5-Channel Equalization: Comparisons: Performance of the MDCM approach [16] and the proposed MIC approach are compared with respect to the probability of symbol error for different SNR levels. In all experiments, symbol-spaced MMSE equalizers with 17 taps are used. For the MIC approach, the MMSE-MIMO equalizer is implemented as described in Section V-B by making use of the subspace channel estimate in the expression of the MMSE-MIMO equalizer. For MDCM, the channel estimates are obtained first within the FS framework, assuming a stationary input (no precoder), and then, the MMSE equalizer is designed based on the channel estimates. The symbol error curves are plotted in Fig. 14(a) , where Monte Carlo runs are averaged per SNR point. The number of sample data used per Monte Carlo trial is . The equalization of the MIC framework has been also tested for an increased number of sample data . It is remarkable that for low and medium SNR's, the MIC framework outperforms the subspace approach MDCM significantly. This good behavior is due to the robustness of the MIC framework to additive stationary noise. However, at high SNR's, MDCM outperforms MIC.
Implementation of MMSE-DFE has been performed, assuming that the channel is known. From the symbol error rate curves presented in Fig. 14(a) , it follows that the MMSE-DFE is outperformed by the MMSE linear equalizer only for low SNR's. For high SNR's, the MMSE-DFE outperforms the MMSE linear equalizer. Simulation experiments for the MMSE-DFE have been also performed, assuming that the channel is unknown. At each Monte Carlo run, the unknown channel has been estimated using the MIC approach. It has been observed that the MMSE-DFE does not perform well for such scenarios, which can be explained by the sensitivity of the MMSE-DFE to variations in the location of channel zeros (due to the estimation errors in the channel estimates). The problem of designing MMSE-DFE's robust to variations of channel estimates is left for future research.
In Fig. 14(b) and (c), we plotted the symbol error rate curves for the MIC precoder (41), assuming different values of parameter . For each Monte Carlo run, the equalization was performed by first estimating the unknown channel using the subspace approach and then recovering the symbols by means of the MMSE linear equalizer, as described above. Fig. 14(b) and (c) reveal the unexpected phenomenon that the detection performance improves as increases in the interval and degrades as increases in the interval . The plots of Fig. 14(c) can be explained by the fact that the subspace channel estimates degrade as , i.e., when the MIC framework approaches the stationary framework.
VII. CONCLUSIONS
The present paper has established a general identifiability condition for the MIC framework, which allows blind identification of any SISO FIR channel without imposing restrictions on the channel zeros, color of additive stationary noise, channel order over-estimation errors, and without increasing the transmission rate. However, this benefit is accompanied by a relative decrease in power efficiency. Criteria for optimally selecting the modulating precoder have been presented. The paper has also studied the asymptotic performance of two channel estimation algorithms. The asymptotic performance analysis has been motivated by the interest in quantifying the performance of the subspace approach with respect to the performance of the nonlinear cyclic correlation matching approach, as well as by the problem of selecting the modulating precoder optimally.
It appears that redundant input diversity techniques along the lines of [11] and [21] are very promising because they not only possess extra benefits over the MIC framework (e.g., possibility of ZF-FIR equalization), but they also obviate MIC limitations with high peak-to-average transmissions and the corresponding decrease in power efficiency.
APPENDIX PROOF OF THEOREM 2
We first provide a result [5] concerning the asymptotic covariance of the cyclic correlation estimates defined by (28) .
Lemma 1-Asymptotic Covariance of Cyclic Correlation Coefficients:
Suppose that the noise is white Gaussian and the symbols circular. For given cycles , , , the following asymptotic result holds: cov
where (63) and (64) The proof of Theorem 2 follows now by using several standard techniques (see, e.g., [1] and [2] ). A perturbation result from [14] states that there is an open neighborhood of in which the mapping is infinitely differentiable. We can write which yields, according to (24) Theorem 2 is obtained after some straightforward calculations since computation of the asymptotic covariance of the correlation vector with can be done by applying the result of Lemma 1.
