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Abstract
Automated feature extraction and correspondence determination is an extremely
important problem in the face recognition community as it often forms the founda-
tion of the normalisation and database construction phases of many recognition and
verification systems. This paper presents a completely automatic feature extraction
system based upon a modified volume descriptor. These features form a stable de-
scriptor for faces and are utilised in a reversible jump Markov chain Monte Carlo
correspondence algorithm to automatically determine correspondences which exist
between faces. The developed system is invariant to changes in pose and occlusion
and results indicate that it is also robust to minor face deformations which may be
present with variations in expression.
Keywords: registration, statistical surface matching, correspondence, face recogni-
tion
1. Introduction
Generating automated feature extraction and subsequent correspondence algorithms is fun-
damental to any computer vision system which requires any form of normalised database
construction or object reconstruction. In particular, algorithms designed for real world im-
plementations should be able to deal with two fundamental problems which occur: pose
variation and occlusions. These challenges are also amplified in a surveillance environment
where it is desirable to recognise faces in a more unconstrained environment [8, 14]. Many
applications such as face recognition and medical imaging also encounter significant object
deformation [17, 19, 26, 27]. A number of previous attempts have been made in solving the
automated feature extraction and correspondence problem.
One of the most recognised of all correspondence algorithms is the ICP algorithm de-
veloped by Besl and McKay [3]. The paper described a general purpose method for the
registration of 3D shapes, requiring only a procedure to find the closest point on an entity
to a given point. Given a reasonable initial alignment, the method converges monotoni-
cally to the nearest local minimum. This method is susceptible to gross statistical outliers,
occlusions and does not necessarily guarantee convergence to a global minimum.
Chui and Rangarajan [6] formulated feature based non-rigid registration as a non-rigid
point matching problem, based on a framework that does not depend on any particular
form of spatial mapping. The authors incorporate thin plate splines into a general point
matching framework which results in a specific form of robust non-rigid point matching
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which they refer to as TPS-RPM. The algorithm utilised the soft-assign, deterministic
annealing, the thin-plate spline of spatial mapping and outlier rejection to solve for both
the correspondence and mapping parameters. Preliminary results were presented on cortical
anatomical structures, however, more extensive tests are required before the true utility of
this approach is understood in other computer vision applications.
Shelton [22] described a novel automatic technique for finding dense correspondence be-
tween a pair of n-dimensional surfaces with arbitrary topologies. An energy function is
defined for all possible correspondence relations, based upon similarity, structure and prior
information. With some mathematical reduction it can be shown that the resulting func-
tion can be solved using least squares. The operation of this correspondence algorithm in
situations where occlusion may be present is still not clear.
Blanz and Vetter [4] establish dense point-to-point correspondences between a face and
a reference face based on optical flow. Using a heuristic weighted energy functional, the
authors determine correspondences between scans of different individuals. The correspon-
dences are then improved via Laplacian pyramids and the use of smoothing and interpolation
algorithms at various levels of resolution. The system still employed between six and eight
manually defined feature points and hence was not completely automatic.
Scho¨lkopf [20] explored whether it is possible to learn a combination of features that for
a set of aligned human heads, characterised the notion of correct correspondence. This
was done by expressing the aim of computing correspondences as the determination of a
deformation function which mapped each point on the reference object to the target object.
They determine the correct correspondences by minimising an energy function composed of
two terms, the first which expresses a prior belief in a smooth deformation and the second
term which measures the local similarity of a warp invariant feature function extracted from
the reference and target objects. The technique was tested on a database of 10 heads and
indicated that achieved results were comparable to those of manually determined landmarks.
However, the algorithm does take up to one hour to converge based on the features and
number of scales employed.
From the literature it is clear that the ideal correspondence system would fulfill all the
requirements that would be encountered in real world scenarios. Namely, the system would
be fully automatic, have the ability to deal with outliers, occlusion, pose variation and in
some instances even handle moderate amounts of deformation between the template and
probe images. This paper presents a system which is capable of handling the aforementioned
requirements, based on a novel feature extraction system coupled with a reversible jump
Markov chain Monte Carlo registration of the features. This paper is organised as follows.
Section 2 describes the scaled volume descriptors which are used as the stable facial features.
Section 3 presents the automatic correspondence algorithm which employs a reversible jump
Markov chain Monte Carlo approach. Section 4 presents a baseline system which is utilised
for comparison of the presented technique. The baseline system involves a Determinant
of Hessian feature detector and a correspondence matching algorithm employing SIFT and
RANSAC. Results and Conclusions are presented in Sections 5 and 6 respectively.
2. Feature Extraction
Local feature extraction is a fundamental problem in many computer vision tasks and aims
to locate patterns in an image that are distinguishable from the surrounding image in
some way [12, 25]. The accuracy and stability of feature point localisation is particularly
important for face recognition techniques that rely heavily on the quality of the geometric
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normalisation [21]. This especially true for eigenface and fisherface recognition techniques
[2, 24].
Feature extraction algorithms which rely on differential geometry generally require some
form of smoothing to remove noisy components which are amplified when derivatives are
computed. This then leads to other questions such as the type of smoothing to undertake
and of course the magnitude of smoothing that is required in the given conditions.
An alternative is to use integral descriptors. Manay [16] showed that integral invariants
have the desirable properties of their differential cousins, such as locality of computation
(which allows matching under occlusions) and uniqueness of representation (in the limit),
however, they are not as sensitive to noise in the data.
Gelfand et al . [9] further developed this work through the integral volume descriptor,
which for a given shape P consisting of N points p1 . . .pN, is defined as follows,
Vr(p) =
∫
Br∩S
dx (1)
The integration kernel Br(p) is a sphere of radius r centred at the point p and S is the
interior of the surface represented by P. The quantity Vr(p) is the volume of the intersection
of the sphere Br(p) with the surface defined by the input mesh.
This quantity can be calculated efficiently by performing a multiplication of the input
shape occupancy voxel grid VP with the sphere grid VB in the Fourier domain V (f) =
VP (f)×VB(f). The value of the volume descriptor v at each vertex can then be calculated
via an inverse Fourier transform.
Let v(pi) represent the volume descriptor at each point pi. The point v(pi) is regarded
as a feature point if it occupies the bottom and top 1% of histogram bins. These feature
points form a compact representation of the shape which may then be used for tasks such as
registration, correspondence and recognition. For this to be performed consistently over a
designated class of shapes it is necessary to be able to consistently extract the same feature
points for a surface. This can be done effectively by using scale based volume descriptors.
2.1 Scale-based Volume Descriptors
Face recognition literature is populated with a range of techniques which capture holistic
features, local features or a fusion of these features in order to produce the best possible
recognition performance. This motivates the development of a scale based volume descriptor
for faces. In this paper, we use the algorithm proposed in [5]. This scale based volume
descriptor can be utilised to acquire stable features across any part of the face and is
exploited in the proposed matching framework rather than more specific descriptors such
as eye-only localizers [23].
We define a feature point as being rare over a range of radii for the sphere Br(p) that is
passed across the surface. Specifically, small scale features will be persistent for small radii
of the descriptor and large scale features will be persistent for the large radii. Empirical
tests with faces has indicated that the range of radii for feature extraction lies between
rmin = 8× ρ and rmax = 14× ρ where ρ is the voxel resolution of the face. The experiments
presented in this paper used ten equi-spaced sphere radii in the range rmin and rmax.
The first stage of the scale based algorithm, is an iterative process where each sphere
Bri(p) with radius rmin < ri < rmax is passed over the surface and the captured feature
points are used to cast votes in an M ×N matrix Vf . The matrix Vf is identical in size to
the X,Y, Z data input matrices.
Once all the votes have been entered over the different scales, we define a persistent feature
as being one which exists over three or more scales and use this information to build a map
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Vfp of persistent features as they exist across the face. By having the features exist over
at least three scales or more we are able to have both local and holistic features retained in
the representation.
The resulting map Vfp is then used to ‘activate’ points on the original surface. These
points are then clustered using Euclidean distances with a threshold of 10× ρ. This figure
was derived via empirical tests performed on the face class. The centroids of the resulting
clusters form the scale-based volume descriptors which accurately and consistently extract
the landmarks of the human face.
The method for the extraction of the scale based volume features is as follows:
• Initialise the matrix Vf .
• For each radius ri,
– Extract feature points as described in Section 2,
– Cast votes in the appropriate elements of Vf .
• Calculate persistent points in Vf to form Vfp.
• Use Vfp to index points on the original surface.
• Perform clustering on the recovered points and use the centroids of the clusters as
features.
3. Automatic Correspondence
As outlined in Section 1 the development of a correspondence algorithm in the computer
vision field is a particularly complex and challenging task. Real world situations will gener-
ally involve rigid/affine transformations as well as occlusions, where some of the extracted
feature points from the template will not be visible in the model that is presented to the
system. As such, the algorithms that are developed need to be able to perform non-linear
optimisations with the ability to move across varying sizes of parameter spaces.
Green [10] generalised the Metropolis-Hastings algorithm to include the simulation of
a vector of parameters whose dimension is not fixed, and his algorithm is referred to as
Reversible Jump Markov chain Monte Carlo (RJMCMC). The algorithm takes proposals
from a set of proposal distributions and the candidates are accepted randomly according to
the acceptance ratio α given by,
α = min (1, likelihood ratio× prior ratio× proposal ratio× Jacobian) . (2)
Green shows that α ensures reversibility when relative normalising constants between the
different subspaces are preserved. The following paragraphs derive the posterior distribution
from which samples will be drawn by the RJMCMC algorithm and correct correspondence
is ultimately estimated. It is assumed that the number of correspondences g that exist
between the template and the data can vary and generate the joint distribution of the
template feature vector and number of correspondences.
The correspondences between the feature vector of the candidate c and the feature vector
of the template t may be represented statistically using Bayes’ Theorem as follows,
p(c|t) = p(t|c)p(c)
p(c)
, (3)
p(c,v,g|t) = p(t|v, g)p(v, g)
p(c)
, (4)
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where v denotes the normalised volume descriptor values that are extracted from the feature
extraction stage detailed in the previous section.
Hence, the final optimisation takes the form of,
max
c,g
{p(c,g|t)} ∝ max
v,g
{p(t|v, g)p(v, g)} . (5)
From here it is clear that we need to develop the forms of the likelihood p(t|v, g) and the
prior distribution p(v, g), so that the form of the posterior may be specified and sampled.
3.1 Likelihood Derivation
We commence the derivation of an appropriate form for the likelihood by examining the
error of the fit between a set of g feature points from the candidate c and the template
t. The goal of the correspondence is to find for each ci ∈ c a set of corresponding points
ti ∈ t and the standard measure for performing this task between two point sets with known
correspondences is the coordinate root mean squared error, e2cRMS(c, t),
e2cRMS(c, t) = min
R,t
{
1
n
g∑
i=1
‖Rci + tt− ti‖2
}
. (6)
where, R is the rotation matrix and tt is the translation matrix. Given that we are interested
in searching primarily for correspondences, and not the rigid transformation between the
points it would be helpful in this instance to be able to reformulate this problem so as to
avoid the estimation of the rotation and translation parameters. One way to do this is to
calculate the distance root mean squared error, or dRMS, which is computed by comparing
all internal pairwise distances of the two point sets and is defined as,
dRMS2(C, T ) =
1
g2
n∑
i=1
n∑
j=1
(‖ ci − cj ‖ − ‖ ti − tj ‖)2 . (7)
From Equation 7, under the assumption that the quantity dRMS is white Gaussian
distributed dRMS ∼ N(0, v2), we can establish the likelihood as having the following form,
p(t, v2|c, g) =
(
1
2piv2
) g
2
exp
 1
2v2g2
n∑
i=1
n∑
j=1
(‖ ci − cj ‖ − ‖ ti − tj ‖)2
 . (8)
The variance term v2 is a nuisance variable and should be removed. This can be achieved
by assigning v2 the conjugate inverse Gaussian distribution and integrating the term out of
Equation 8. Before doing this v2 is reparametrised such that,
φ =
1
v2
∼ G(α, β), (9)
where G is the gamma distribution. The likelihood is then found to have the form,
p(t|c, g) ∝
12
n∑
i=1
n∑
j=1
(‖ ci − cj ‖ − ‖ ti − tj ‖)2 + β

g
2
−α
. (10)
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3.2 Prior Derivation
The derivation of the prior distribution p(v, g) is the next step in the formulation of the
full posterior for the correspondence fitting process. The first step in the derivation is a
standard Bayesian separation of the variables,
p(v, g) = p(v|g)p(g). (11)
The first prior which needs to be calculated is p(v|g). By examining the error equation
κ =
∑g
i=1(Vpi − VEi) between the volume descriptors associated with the proposed set of
correspondences and the volume descriptors of the original feature locations, and under the
assumption that κ ∼ N(0, var(κ)) the following form can be established for the prior,
p(κ, ν2|g) =
(
1
2piν2
)m/2
exp
[−1
2ν2
κ
]
. (12)
The prior p(g) represents the number of correspondences which exist between the template
and the candidate set of points and in this case, it was chosen to describe the variable by
using a Poisson distribution as follows,
p(g) =
λg
g!
exp−λ . (13)
Although λ is a hyper parameter, no appropriate conjugate priors such as the gamma
distribution have been assigned as the resulting expression would involve an additional
Metropolis-Hastings sampling for the generation of the parameters from the posterior. Em-
pirical tests were conducted with the datasets presented in the results section to set the
hyper-parameter to an appropriate value.
3.3 RJMCMC Sampling
Bayesian inference on the parameter of interest, in this case g, can be made based upon the
joint posterior distribution p(v, g|t) which was derived in Section 3. In theory, once this
joint posterior is obtained one can employ marginalisation and transformation techniques
in order to estimate all the posterior features. Practically, this is very difficult, as firstly the
derivation of these quantities generally involves the evaluation of high dimensional integrals
of a non-linear function which is impossible to do analytically. Secondly, in correspondence
scenarios it is generally unknown which features, let alone how many features correspond to
one another. Hence, standard techniques such as Metropolis-Hastings cannot be used and
it is required to employ RJMCMC to generate samples from the posterior distribution.
3.3.1 RJMCMC
The set of possible transitions which can be made in this problem is as follows:
• A birth step - insert a new correspondence;
• A death step - delete a correspondence;
• A move step - switch hypothesised correspondences.
An independent random choice between attempting any one of the three independent step
types is denoted with bg for the birth step (g → g + 1); dg for the death step (g → g − 1),
and mg for the move step. Naturally, since bg, dg and mg represent probabilities then
bg + dg + mg = 1. We begin by defining these quantities for the boundary conditions.
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Namely, for a correspondence to exist between two objects it is reasonable to expect that
at least two points on the template can be found on the candidate, thus for the case
where g = 2, d2 = 0 and where the maximum number of correspondences between the
objects has been found g = gmax then bgmax = 0. In all other cases we adopt Green’s [10]
suggestion of assigning the birth and death probabilities in a manner which ensure that
bgp(g) = d(g + 1)p(g + 1) is satisfied. This corresponds to the simple Metropolis-Hastings
algorithm that draws samples for the number of steps alone. The resulting birth and death
probabilities may then be determined to have the form,
bg = cmin
[
1,
p(g + 1)
p(g)
]
, (14)
dg = cmin
[
1,
p(g)
p(g + 1)
]
, (15)
where c is a constant subject to the constraint that bg + dg ≤ 0.66 to ensure that adequate
mixing of all possible move types occurs. For each of the three transition types we must
then calculate the acceptance ratio Equation (2). The derivation of the birth and death
acceptance probability may be done in a similar manner. The following will outline only
the derivation of the birth acceptance probability.
The first step is to derive the likelihood ratio which can be easily shown to be,
likelihood ratio ∝
{
1
2g+2
∑g+1
i=1
∑g+1
j=1(‖ ci − cj ‖ − ‖ ti − tj ‖)2 + β
} g+1
2
−α
{
1
2g
∑g
i=1
∑g
j=1(‖ ci − cj ‖ − ‖ ti − tj ‖)2 + β
} g
2
−α . (16)
In a similar manner the prior ratio has the form,
prior ratio ∝
λg+1
(g+1)! exp
−λ
λg
g! exp
−λ , (17)
∝ λ
g + 1
, (18)
and using [10] the proposal ratio can be shown to have the form,
proposal ratio ∝ dg+1gmax
bg(g + 1)
. (19)
The Jacobian in this case is equal to unity [10]. Hence, the acceptance probability α is
now completely determined and may be evaluated using the product of the likelihood ratio,
the prior ratio and the proposal ratio.
Determining the acceptance probability for the move set is quite simple as the number
of correspondences does not vary, the prior probability does not change between the steps
and proposals are made from the same distribution. The acceptance probability then takes
the form, α = min(1, likelihood ratio).
4. Baseline
As a way to compare our results, we implement a Determinant of Hessian feature detector
[18]. The characteristic scale Determinant of Hessian feature extractor operates as follows.
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A scale space is generated by convolving the depth image with Gaussian kernels with
varying scale parameter (σ),
I (x, σ) = I (x) ∗ g (x, σ) ,
where,
g (x, σ) =
1
σ22pi
exp
(−x>x
2σ2
)
.
For each level in the scale space, I (x, σ), the determinant of the scale normalised determi-
nant of Hessian matrix [1] is computed at each pixel as,
H (I (x, σ)) = σ2
∣∣∣∣∂2I (x)∂x∂x>
∣∣∣∣ = σ2
∣∣∣∣∣
[
∂2
∂x2
∂2
∂xy
∂2
∂xy
∂2
∂y2
]
I (x)
∣∣∣∣∣ .
A set of multi-scale features are extracted by finding the maxima in H (I (x, σ)) for each
scale. The method of [11, 13] is used to graph the loci of features in scale-space and to select
the features that are characteristic scale features.
A correspondence matching algorithm was also implemented using SIFT [15] and RANSAC
[7]. SIFT features were used to establish correspondences between detected Hessian features
while RANSAC was computed to identify the inliers.
5. Results
To test the efficacy of the developed correspondence system the following three components
were tested,
• performance in a noisy synthetic environment,
• performance on individual faces taken over different times in different poses and with
differing expressions,
• performance in different faces taken over different times in different poses.
5.1 Synthetic Environment
A synthetic setM of normally distributed data points (µ = 0, σ = 5) were generated in 3D
space. The correspondence system then attempted to find the correct set of correspondences
to the set N , a rotated and translated subset of M with Gaussian noise added. The
correspondences vector c was initialised with two randomly chosen correspondences.
Figure 1 illustrates the convergence of the proposed correspondence algorithm under dif-
ferent levels of noise corruption. Given that the system utilises intrinsic features of the
surface there is no need to display graphs of the convergence of the algorithm in different
poses.
Given that the system gradually builds correspondences based on the statistical conver-
gence of the intrinsic geometric features that are input, the system also works in occluded
scenes where N is a subset ofM. The algorithm was able to converge 100% of the time for
levels of occlusion in this synthethic data ranging from 0− 80%.
This capability is important in real world applications as often only a portion of the face is
visible and hence systems that require the full correspondence set to be visible will not work.
Hence, given these results it is clear that a correspondence system for 3D data points has
been developed which can handle noise, is robust to occlusions and is also pose invariant.
Features which are highly desirable in any real world computer vision system.
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Fig. 1: The percentage of convergent simulations over the noise applied.
5.2 Matching Real Faces
The system was then applied in the matching of faces using the 3D range images in the
FRGC database. The 3D data of the FRGC database contained images of 640 × 480
resolution. Faces were chosen as they pose a somewhat more difficult problem than the
matching of rigid objects as there is often small scale deformations which must be taken
into account with expression changes that may occur from the template face to the probe
face. The first experiment run was the matching of a face to different instances of itself
captured at different times. The aim of this experiment was to two-fold: firstly to examine
whether corresponding volume descriptors could be captured; and secondly to determine
whether variations in fiducial points brought about by expression changes would be sufficient
to prevent convergence from taking place. Examples of the extracted fiducial points are
provided in Figure 2.
Here it is seen that the algorithm correctly identifies the eyes, nose and mouth corners
for the majority of cases. These points are successfuly located for the first two identities.
However, for the third identity, only the eyes and nose features are correctly identified. It
is also evident that some of the instances of the faces yielded some extra fiducial points,
hence it is important to note that any developed correspondence algorithm have the ability
to optimise correspondences which may exist on subsets of all the available fiducial points
that are presented.
The points extracted with the Hessian detector are less consistent, with a smaller subset
of points repeated across different scans, particularly for different people, and with corre-
sponding feature points tending to vary more in location.
To quantify the stability of the fiducials, the variance of each of the nose tip and the
inner eye corners within the same ID is calculated, as these three markers are not affected
by changes in expression and can be consistently identified. The points are aligned by
removing the mean in each set and performing SVD to align to a template. Figure 3
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Fig. 2: Examples of the voting matrix (top row) and resulting feature centroids (middle row) for three
different identities. Comparison with the Hessian feature detector is shown (bottom fow).
presents the histograms of these variance values for the eyes and nose where two or more
scans of the same person exists in the database.
The median intra-ID variance for the inner eye corners were 0.62mm and 0.80mm, and
the nose tip variance was 0.50mm. This compares favourably to manual selection of these
points which has been shown in studies to produce intra-ID variations of the order of 1-
2mm [20]. The histogram did produce some outliers due to the incorrect identifications
mentioned previously. Having the ability to correctly identify 4 or more points consistently
10
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Fig. 3: Histogram of intra-facial feature variance (proposed volume descriptor).
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Fig. 4: Histogram of intra-facial feature variance (Hessian feature detector).
from the front view of a face also means that accurate registration results can be obtained
from simple SVD calculations rather than performing the computationally intensive ICP
algorithm.
The Hessian detector was not able to reliably locate the the inner eye corners as a feature
point, and when it does, the points are not very stable, resulting in median intra-ID variance
values of 2.77mm, 2.50mm and 1.28mm respectively. Instances where any of these three
points were not detected were removed, which resulted in the significantly lower population
as recorded by the histograms (Figure 4).
The convergence of the algorithm was tested on 29 different instances with 50 simulation
runs of 100,000 iterations on the faces of the same person taken at different times within
the FRGC 2.0 database and the results are presented in Table 1. As a baseline bench-
mark, this same experiment is also performed using the RANSAC algorithm with initial
correspondences established using SIFT descriptors on the Hessian feature points.
An example of the extracted and correctly identified correspondences between two in-
stances of the same face are shown in Figure 5. Typically, the feature extraction stage
would extract on the order of 8 to 12 fiducial points. The subsequent correspondence
matching stage would then extract on the order of 4 to 8 corresponding fiducials which
were then utilised for the registration.
From Table 1 it is obvious that the algorithm has an extremely high convergence rate
in accurately detecting corresponding features across the same face. At this point it is
worthwhile noting that in some cases the number of feature points that were presented to
the algorithm could vary by up to 25% depending on the pose of the face and the type
of expression that was present between one instance and the next. Given the symmetry
that is present in faces there was also a 180 degree flip which was present in some of the
correspondences and this is easily rectified in the post processing step by calculating the
11
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Table 1: Intra-ID convergence rates. A - Proposed RJMCMC, B - RANSAC.
Session ID A (%) B (%) Session ID A (%) B (%) Session ID A (%) B (%)
02463d452 100 100 04200d74 100 100 04201d302 100 100
04202d344 100 100 04203d340 100 100 04211d337 100 100
04212d346 100 100 04213d241 100 100 04214d155 100 100
04219d341 100 100 04221d343 92 100 04222d345 100 100
04225d207 96 94 04226d329 100 100 04228d333 100 100
04229d350 100 100 04233d308 100 100 04236d154 100 100
04237d139 100 100 04239d302 100 100 04243d330 100 100
04252d169 100 100 04256d311 80 100 04257d128 100 100
04261d255 100 100 04265d211 96 100 04267d141 100 100
04273d246 100 100 04274d164 100 100
Fig. 5: Correspondences extracted across two instances. Matching pairs are represented by the same colour.
Black is used for unmatched points.
MSE of the final fit when all data points are considered. The system took approximately
90 seconds to complete 100,000 iterations in a non-optimised MATLAB environment and
complete the correspondence optimisation. RANSAC was able to perform even better,
establishing a correct set of correspondences for almost every trial.
5.3 Matching across different faces
Given the results achieved for matching across the same face taken at different points
in time, the algorithm was then tested for correspondence matching performance across
different faces. In this case 36 different IDs were taken from the FRGC database and the
system attempted to automatically find correspondences across the faces. These results are
documented in Table 2.
This set of IDs was randomly selected from the complete FRGC dataset. The results
indicate that correspondence can be consistently established across different faces. The
12
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Table 2: Inter-ID convergence rates. A - Proposed RJMCMC, B - RANSAC.
Session ID A (%) B (%) Session ID A (%) B (%) Session ID A (%) B (%)
02463d452 100 100 04200d74 96 0 04201d302 100 66
04202d344 96 50 04203d340 96 0 04211d337 100 100
04212d346 100 98 04213d241 100 80 04214d155 92 100
04219d341 100 96 04221d343 92 0 04222d345 88 100
04225d207 100 100 04226d329 92 0 04228d333 80 98
04229d350 96 94 04233d308 100 100 04236d154 96 100
04237d139 100 94 04239d302 96 100 04243d330 92 100
04252d169 92 100 04256d311 88 100 04257d128 88 100
04261d255 100 100 04265d211 100 0 04267d141 100 80
04273d246 88 88 04274d164 100 100 04279d235 100 100
04282d89 88 6 04284d53 100 100 04286d184 100 100
04287d45 100 100 04288d180 96 100 04297d208 100 18
rate of convergence in this dataset is not as high as that of the previous section where
the same ID was being matched and this can be attributed to the larger scale of variation
in shape, pose, expression and even the set of features that are extracted which can be
expected when you are dealing with different people.
For comparison, the RANSAC implementation completely fails to converge on a correct
correspondence on certain faces. This can be attributed to the Hessian’s lower performance
in extracting the same features, particularly those across different people.
A possible solution to further improve these results would be to introduce more prior in-
formation about the face shape class, in particular provide some form of elastic deformation
component to account for known variations between people within a database. Nonetheless,
there is sufficient evidence to illustrate that the algorithm has the ability to operate in a
range of other correspondence scenarios where a class of objects need to registered ie. cars
or human bone models.
6. Conclusions and Future Work
This paper presented a robust Bayesian correspondence system and applied it to the difficult
problem of facial feature extraction and correspondence. Feature extraction was performed
with the novel application of integral volume descriptors to faces. The analysis of the
performance of the volume descriptors found that they could reliably extract fiducial points,
even under adverse conditions such as occlusion or noise, which are likely to be encountered
in the real world.
The correspondence of the extracted descriptors was then calculated using a novel deriva-
tion and optimisation of a posterior distribution using reversible jump Markov chain Monte
Carlo. By relying on internal distances, the derivation manages to bypass the computation-
ally intensive process of calculating rotation and translation matrices with each iteration.
The key strength of this derived method for correspondence generation is its ability to
converge even when there are occlusions and noise present in the data.
Future work includes expanding the system to utilise geodesic distances as the intrinsic
features rather than Euclidean distances and the development of a simulated annealing
variant of the RJMCMC algorithm so as to facilitate high speed correspondence evalua-
tion. These developments would also allow for the development of a classifier to provide
recognition results given a database of features.
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