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Mountain regions extend over a large portion of the global land area and significantly influence
climate as well as human livelihoods. Mountain environments are currently undergoing rapid
and significant change worldwide due to global changes in the Earth’s climate e.g. warming
mountain permafrost, retreat of mountain glaciers, and reduction of snow cover in many regions.
In order to understand the impact of these changes, under current and future climate conditions,
tools are required to enable numerical modelling of physical processes that occur across a range
of spatial scales.
Land surface models (LSM) are useful tools for transient simulation of surface processes. How-
ever, high resolution models are required in complex terrain, to capture strong lateral variability.
This means that large-area applications can be extremely costly with current computational re-
sources. In addition, driving meteorological data is often not available at site or scale that it is
required, especially in remote regions. Downscaling of coarse-grid atmospheric data may fill this
gap, although this is non-trivial due to the scale gap between coarse and fine-grids. This problem
is immediately relevant to quantifying changes in many aspects of the Earth’s energy and mass
balance at several scales and therefore crucial to understanding trajectories and consequences of
those changes.
To address this problem we have designed and tested a modelling approach which allows a
one way coupling of the land surface and atmosphere via: (A) an efficient subgrid scheme that
accepts multiple dimensions of heterogeneity, and (B) a downscaling scheme that utilises 3-D
atmospheric fields, and permits model simulation without ground data.
The combined schemewas evaluated against a large networks of meteo-stations and data-loggers
in the European Alps. Spatial patterns of key surface and near surface variables were captured
well. Additionally, the scheme was used to produce a trial permafrost simulation which com-
pared well to a state of the art statistical model in terms of both spatial patterns and absolute
estimate.
Limitations of this approach are generally due to the (a) 1-D nature of the scheme meaning that
lateral processes must be parametrised, (b) poor representation of boundary layer effects in driv-
ing atmospheric data derived from pressure levels, and (c) Inherent biases and lack of clear scal-
ing patterns in driving precipitation fields.
The combined scheme shows specific potential in the following areas of application: (a) LAHR
assessment in complex terrain: efficient numerical (transient) simulation of surface process in
heterogeneous environments with the ability to consider multiple dimensions of heterogeneity
e.g. transient map of permafrost in European Alps. (b) Impact modelling: the scheme would
be capable of translating regional climate change signals into locally relevant impacts, by driv-
ing the scheme with suitable scenario data. (c) Remote regions: This method allows numerical
simulation in remote regions where surface data is not available to drive models. (d) Valida-
tion: A means to simulate model data at the same spatial scale as validation measurements. (e)
Uncertainty: Due to efficiency gains, the scheme can be used productively in combination with
methods that rigorously treat uncertainty.
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This approach has been successful in transient simulations of land-surface variables at high-
resolution, over large areas in complex terrain. In addition, these encouraging results have been
obtained using surface and atmospheric datasets that are both global and freely available, mean-
ing the method is portable and suggesting that the results may well generalise to other geo-
graphic areas.
Zusammenfassung
Gebirgsregionen machen weltweit einen grossen Anteil der Landflaeche aus und beeinflussen
signifikant das Klimawie auch die Lebensgrundlage. Aufgrund des globalen Klimawandels sind
Gebirgsregionen gegenwaertig rapiden und signifikanten Aenderungen ausgesetzt, wie beispiel-
sweise Erwaermung des Permafrostes in Gebirgen; Rueckgang von Gletschern; und Rueckgang
der Schneedecke in vielen Regionen. Umdie Auswirkungen dieser Aenderungen bei gegenwaer-
tigen und zukuenftigen klimatischen Bedinungen zu verstehen, sind Werkzuege noetig, welche
numerisches Modellieren von physischen Prozessen anhand einer Bandbreite von raeumlichen
Massstaben ermoeglichen. Landflaechenmodelle (LSM; Land Surface Models) sind hilfreiche
Werkzeuge fuer transiente Simulationen von Oberflaechenprozessen. Hochaufloesungsmodelle
werden im komplexen Gelaende benoetigt um grosse laterale Variabilitaet zu erfassen. Das
heisst, dass grossflaechen-Applikationen mit den gegenwaertigen Rechenresourcen extrem teuer
sind. Zudem sind steuerndemeteorologische Daten von benoetigtemOrt oder benoetigter Groesse
nicht immer verfuegbar, vor allem in abgelegenen Regionen. Das Runterskalieren von grob-
maschigen Rastern von Klimadaten koennte diese Luecke schliessen, was sich jedoch wegen der
Skalierung zwischen grob- und feinmaschigen Rastern nicht als trivial darstellt.
Dieses Problem is auf verschiedenen Stufen von gegenwaertiger Bedeutung wenn es zur Quan-
tifizierung von Aenderungenen der unterschiedlichen Aspekte in der globalen Energie- und
Massenbilanz kommt und ist folglich kritisch fuer das Verstaendnis von Richtung, Staerke und
Folgen dieser Aenderungen.
Um dieses Problem zu adressieren haben wir einen Modellierungsansatz designed und getestet,
welches eine Ein-Weg-Kopplung der Landoberflaeche und der Atmosphaere ermoeglicht, durch:
(A) ein effizientes Unterrasterschema welches multiple Dimensionen der Heterogenitaet akzep-
tiert, und (B) ein Schema fuer die Skalierung des Klimas welches 3-D Informationen der At-
mosphaere aus Klimadatenbanken nutzt, und Modellsimulationen ohne Bodendaten erlaubt.
Das kombinierte Schema wurde anhand von grossen Netzwerken von Stationen und Loggern in
den europaeischen Alpen evaluiert. Raeumliche Muster von wichtigen Oberflaechen und ober-
flaechennahen Variablen wurden erfolgreich erfasst. Zudem wurde das Modell fuer einen Ver-
such der Permafrostsimulation verwendet, welcher sich gut mit einem statistischen Modell des
State-of-the-art vergleichen laesst. Limitationen des Modells sind im Allgemeinen aufgrund von
(a) 1-D-Charakter des Modells, das heisst, dass laterale Prozesse parametrisiert werden muessen,
(b) schlechter Repraesentation der Effekte aufgrund von angrenzenden Schichten, und (c) in-
haerenten systematischen Fehlern und das Fehlen von klaren Skalierungsmustern in steuernden
Niederschalgsfeldern.
Dieses Vorgehen wurde erfolgreich angewandt in transienten Hochaufloesungssimulationen von
Landoberflaechen und ueber weite Flaechen in komplexen Gelaenden. Zudem wurden diese er-
folgsversprechenden Ergebnissemithilfe von athmosphaerischen undOberflaechen-Datensaetzen
erhoben, welche global und kostenlos erhaeltlich sind. Das kombinierte Vorgehen zeigt spez-
ifisches Potential in den folgenden Anwendungsgebieten: (A) Komplexes Gelaende: effizientes
Simulieren vonOberflaechenprozessen in heterogenenUmwelten, (B) Auswirkungsmodellierung:
eine Methode, um regionale Signale des Klimawechsels in lokal relevante Auswirkungen zu
uebersetzen, (C) Einschaetzung von umfangreichen Flaechen: ein Hilfsmittel um Hochaufloe-
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sungssimulationen auf kontinentalem Massstab zu generieren, (D) Fernapplikation: eine Meth-
ode, um numerische Modelle in Regionen ohne Oberflaechendaten anzuweden, (E) Validierung:
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Mountain regions extend over a large portion of the global land area and significantly influence
climate as well as human livelihoods (Barnett et al., 2005, Gruber, 2012, Immerzeel et al., 2010).
Mountain environments are currently undergoing rapid and significant change worldwide due
to global changes in the Earth’s climate e.g. warming mountain permafrost (Harris et al., 2003,
Isaksen et al., 2001); retreat of mountain glaciers (Paul et al., 2007, Zemp et al., 2006, Barry, 2006);
and reduction of snow cover in many regions (Laternser and Schneebeli, 2003, Mote et al., 2005).
In order to understand the impact of these changes, under current and future climate conditions,
tools are required to enable numerical modelling of physical processes that occur across a range
of spatial scales.
Numerical simulation using land surface models (LSM’s, generic use of the term) is an increas-
ingly important tool for assessment of the energy and mass balance at the Earth’s surface for
many fields of research and application (e.g. Wood et al., 2011, Barnett et al., 2005). In addition,
LSM’s allow for transient assessment of past and future states, an essential step for investigation
of change of (near-) surface conditions (Etzelmüller, 2013). LSM’s may also provide the means
to simulate land surface variables where there is insufficient data for statistical methods (such as
empirical downscaling) or interpolation of station data e.g. in remote areas or future periods.
Landscapes that are heterogeneous in terms of e.g., topography, vegetation or redistribution of
snow (e.g. Smith and Riseborough, 2002, Liston and Haehnel, 2007), provide a great challenge in
this respect, as surface and sub-surface conditions may vary on various, and often short, length
scales, creating strongly spatially differentiated surface-atmosphere interactions. Specifically, this
may be caused by: (a) altering the local energy and mass fluxes between the ground and the at-
mosphere (caused by e.g., air temperature, shading, precipitation gradients); and (b) influencing
sub-surface properties such as exposed bedrock in steep slopes, fine sediments or abundant wa-
ter in valleys (e.g. Gubler et al., 2011, Riseborough et al., 2008, Arnold and Rees, 2009). This
poses a challenge to large-area simulations, as high resolution grids are required to capture sur-
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2Figure 1.1: This figure illustrates the scale mismatch between coarse atmospheric model grids (yellow
plane) and sub-grid topography: (1) High resolution models are required to capture the heterogeneity
that exists at the fine-grid, which is computationally expensive over large areas. (2) A lack of represen-
tative forcing data at site or scale required e.g. there is a scale gap in transferring atmospheric fields
from the coarse-grid to the fine-grid (Gruber, 2012).
face heterogeneity, which is often numerically prohibitive over large-areas. Efficient methods are
therefore required to make this task scalable. In addition, there is often a lack of accurate mete-
orological forcing data at the site or scale it is required (Thornton et al., 1997, Liston and Elder,
2006), particularly in remote regions. This can be due to the lack of meteorological observations
(i.e., spatial coverage, temporal extent/continuity, or variables measured are insufficient for pur-
pose) or lack of representative observations where surface variability is high. Global gridded
data products produced by atmospheric models can, in part, fill this gap (e.g. Frauenfeld, 2005,
Pereira-Cardenal et al., 2011, Akhtar et al., 2009, Vu et al., 2012), however, in many cases not at
an appropriate spatial resolution to drive high resolution surface models. Therefore, they require
some form of downscaling of variables. The coarse-grids such models operate on (∼10–500 km)
make this task non-trivial, as interactions and feedbacks between the land surface and climate
systems in complex topography is often characterised by strong variability and non-linear pro-
cesses at the sub-grid scale (Giorgi and Avissar, 1997).
Figure 1.1 illustrates this problem statement by contrasting two model scale domains: Domain A,
(yellow plane) we shall refer to as the coarse-grid e.g. an atmospheric or climate model domain
and, Domain B, (topography) we refer to as the fine-grid e.g. domain scale at which relevant
surface processes occur and hydrological or other surface models are typically applied. The scale
problem of numerical modelling in heterogeneous terrain can then be formulated as: (1) high
resolution models are required to capture the heterogeneity that exists at the fine-grid, which is
computationally expensive over large areas, and, (2) there is a lack of representative forcing data
at site or scale that it is required e.g., there is a scale gap in transferring atmospheric fields from
the coarse-grid to the fine-grid. Throughout this thesis these two scale domains, of coarse and fine
grid models shall be referred to as CGM and FGM, respectively.
3Due to these often scale-based challenges, the problem remains that, despite the near-global avail-
ability of high-resolution surface data, global atmospheric datasets and suitable numerical simu-
lators, land surface processes in heterogeneous terrain remain poorly quantified in many aspects.
Summary: LSM’s are useful for simulating transient land-surface processes. However, high
resolution models on fine-grids are required in complex terrain, or other heterogeneous envi-
ronments, to capture strong lateral variability. This means that large-area applications are ex-
tremely costly with current computational resources. In addition, driving meteorological data
is often not available at site or scale that it is required, especially in remote regions. Down-
scaling of coarse-grid atmospheric data may fill this gap, although this is non-trivial due to
scale gap between coarse and fine-grids. This problem is immediately relevant to quantifying
changes in many aspects of the Earth’s energy andmass balance at several scales and therefore
crucial to understanding trajectories and consequences of those changes.
1.2 Objectives and research questions
As a response to this problem statement we formulate the overall aim of this thesis as: To develop
and evaluate methods which allow for large-area application of LSMs in heterogeneous terrain
and/or remote regions, at high-resolutions.
This overarching aim can be split into three main goals: (A) a sub-grid scheme which allows for
the efficient application of a one-dimensional LSM over large areas, (B) an atmosphere scheme
which downscales gridded atmospheric fields to the sub-grid domain in order to drive a LSM
in heterogeneous and/or remote terrain, and (C) application and evaluation of (A) and (B) as a
combined model chain coupled with a LSM. To achieve these goals, the following objectives and
connected research questions are identified:
A. Design and evaluate a sub-grid scheme capable of representing multiple dimensions of
land-surface variability in an efficient lumped approach:
– How much information is needed from the fine-grid to represent surface heterogene-
ity?
– What type of sampling scheme allows for generalisation and extension in terms of
domain characteristics and predictors used?
– What specific challenges are there to a 1-D approach?
B. Design and evaluate an atmospheric downscaling scheme capable of transferring coarse
gridded fields to a fine sub-grid in order to drive a LSM:
– What key challenges must be addressed in order to transfer atmospheric fields across
scale domains?
– What are the field specific considerations in designing such a scheme?
C. Large area high resolution (LAHR) application of (A) and (B) in combination with LSM
to simulate permafrost relevant variables in complex terrain:
– What datasets are required for systematic evaluation in heterogeneous terrain?
– What emerging problems are identified as a result of implementing the combined
model chain?
– What are the relevant metrics of success?
41.3 Thesis structure
This thesis is presented in three parts:
Part I provides a synopsis of the research work and outcomes obtained during this thesis. Af-
ter this introduction, Chapter 2 provides the relevant scientific background that is required to
understand the current state of research and the knowledge gaps that have led to the current
thesis. At the end of Chapter 2, requirements that have been distilled from this review section
are presented. Chapter 3 describes the main methods that have been developed, and tools used.
Chapter 4 describes the main experiments that were conducted and the specific datasets required
for this. Chapter 5 presents the results of the simulation experiments. Chapter 6 provides a dis-
cussion of the main contributions and limitations of this approach, as well as identifying sources
of uncertainty and, finally, describing relevant insights gained from the results. Chapter 7 con-
cludes Part I by highlighting the relevance of this work, providing an outlook towards future
research directions and finally a concluding statement.
Part II contains full versions of the five publications which constitute the main scientific work of
this thesis. Publication I describes the development and testing of the sub-grid scheme TopoSUB.
Publication II describes the development and testing of the atmospheric downscaling scheme
TopoSCALE. Publication III describes an application and evaluation of these tools together with
a LSM over a large area of heterogeneous terrain. Publication IV describes a measurement cam-
paign designed to provide data for systematic evaluation of LSM results in heterogeneous en-
vironments as well as investigating the effect of scale on measurement variability. Publication
V describes a novel method for attaining snowpack parameters from ground-temperature mea-
surements and provides the ground work for a bias correction method we implemented in this
thesis. In addition, both Publications IV and V inform the discussion of fine-scale variability in
heterogeneous environments. However, results are not explicitly presented from these publi-
cations. Finally, for each paper, results relevant to this thesis are highlighted and this author’s
contribution outlined.




In this chapter relevant scientific background to the research conducted in this thesis is outlined.
Section 2.1 introduces land surface models and describes approaches to representing subgrid
heterogeneity, Section 2.2 describes methods used to downscale atmospheric fields from coarse
grid atmospheric models and the issues relevant to complex terrain. Section 2.3 gives a brief
introduction to mountain permafrost and approaches used to quantify this phenomenon, plus a
justification as to why it has been chosen as a subject for scheme application. Finally, Section 2.4
attempts to synthesise the relevant knowledge gaps and research needs that have been identified
in this chapter, that define the scope and novel contributions of this thesis.
2.1 Land-surface treatment
2.1.1 Land surface models
A key task of a land-surface model (LSM) is to accurately simulate the partitioning of net radia-
tion at the land surface into component fluxes, when provided with the relevant information on
land-surface and atmospheric data. This basic requirement can be summarised by the following
statement: the total radiation absorbed at the land-surface is balanced by emission of thermal
radiation to the atmosphere, latent heat loss associated with evaporation and transpiration, and
sensible heat losses and diffusion of energy in the soil (Overgaard et al., 2006), although this is not
an exhaustive list of energy terms. Beyond this basic definition, the term LSM has typically been
applied to models which simulate the interaction (forcing and feedback) of the Earth’s surface
with the atmosphere in terms of energy fluxes, hydrology and bio-geochemistry (e.g. Dickinson,
1984, Chen et al., 1997, Dai et al., 2003, Ek, 2003, Pitman, 2003). LSMs in this context have been
designed to provide a lower boundary condition for atmospheric models (Levis, 2010) and there-
fore, the model resolution and relevant processes have usually been constrained by the numerical
constraints of the weather prediction (NWP) or climate model itself ( 100–500 km) (Wood et al.,
2011). In recent years, however, the concept of what LSM core functionality is, has broadened be-
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6yond a climate model focus, to a greater range of modelling applications and scales, which will
likely foster a more comprehensive understanding of multi-scale land-atmosphere interactions
(e.g. Pietroniro et al., 2007, Wood et al., 2011).
Figure 2.1: Processes and interactions typically represented by a LSM (adapted from Chen and Dudhia,
2001).
Due to lack of a formal, specific definition of a LSM (and in light of rapid evolution of these types
of models), the following is a loose working definition we take the liberty of using in this thesis:
A LSM is a physically-based model that is capable of describing the energy and mass-balance at
the Earth’s surface with a multilayer sub-surface, surface cover and snowpack scheme. We do
not necessarily assume two-way coupling with the atmosphere (which is often a core role of a
LSM from a climate-model perspective). We also assume that the LSM is a standalone model that
can be operated off-line via a range of forcing types (e.g. extrapolated station data, reanalysis
or climate model output). Our primary focus is on the scheme’s ability to accurately simulate
processes at the Earth’s terrestrial surface and sub-surface in as physically realistic a manner as
possible. The LSM must be possible to run as a one-dimensional column model. This definition
can cover models operating at a range of scales from a atmospheric model land surface scheme
at orders of magnitude of 101–102 km (cf. Dai et al., 2003, Ek, 2003) to distributed surface models,
often applied at basin scales with resolutions several orders of magnitude lower, e.g. 101 m (cf.
Ciarapica and Todini, 2002) or even point scale (cf. Brun et al., 1989, Bartelt and Lehning, 2002).
Model terminology: coupling, feedbacks and interactions
We adopt Seneviratne et al. (2010) definitions for terminology that is frequently used (often in-
terchangeably) in the literature to describe processes and interactions both within and between
models. Figure 2.2 displays the interactions taking place between four climate variables (A–D).
The (arbitrary) relationships between the variables are referred to with the lower-case letters (a–
g). A–D may equally apply to model spheres (e.g. land and atmosphere). The following text
provides definition for Figure 2.2:
7– One-way coupling: the degree to which one variable controls another, for example, rela-
tionship (e) refers to coupling of C with B i.e. C–B coupling.
– Two-way coupling / feedback: these two terms both indicate the combined relationships
(a) and (b) where A and B both have a controlling effect on each other.
– Interactions: is used to describe the sum of relationships between variables and processes,
without indication of causality, i.e. the sum of (a–g).
In terms of climate variables we can refer to a ’two-way coupling’ between soil-moisture and
temperature or a ’soil-moisture temperature feedback’. In terms of model-spheres we can refer to
coupled or uncoupledmodes. A coupled LSM and atmospheric model implies two-way coupling
between the modules (i.e. online), whereas uncoupled mode would imply a one-way coupling
only, for example forcing a LSM with output from an atmospheric model (i.e. offline).
Figure 2.2: Definition of coupling, feedbacks and interactions (see text). The upper-case letters A–D
ref to related states or processes and the lower-case letters a–g refer to corresponding relationships
between the variables A–D (after Seneviratne et al., 2010).
2.1.2 Relevance of land-atmosphere interactions
Land-atmosphere coupling in climate models is recognised to be key in simulating important
feedbacks to the atmosphere by permitting exchanges of energy, mass and momentum at the
land-atmosphere interface (Pitman, 2003, Seneviratne et al., 2006) e.g. the modifying effect of
surface albedo on the energy balance equations (Betts, 2009).
This has been shown to be especially important in representation of extreme events e.g. Fischer
et al. (2007) found soil moisture-temperature interactions to strongly affect the length of simu-
lated heatwaves in RCM experiments. In addition, Seneviratne et al. (2006) demonstrated with
RCM experiments over Europe, the important role of land-atmosphere interactions in the simu-
lated climate change signal of 2-m air temperature Figure 2.3). These results agree with earlier
findings by Brubaker and Entekhabi (1996) and Kim and Entekhabi (1998), who conclude that it is
necessary to examine the impact of any change in land-surface parameters (e.g. land-use change
scenarios) in a coupled model system, and that failure to do so may result in model sensitivities
that are not only wrong in magnitude, but in sign as well.
The consequences of neglecting land-atmosphere interaction has been shown at the regional scale
more than 20 years ago by Jacobs and Bruin (1992), who coupled a ’big-leaf’ land-surface model
(cf. Deardorff, 1978) with a one-dimensional planetary boundary layer (PBL) model. They found
that land-surface feedback has a significant influence on the sensitivity of latent heat to changes in
8land-surface parameters. In addition, Entekhabi et al. (1992) demonstrated that the land-surface
has a strong control over precipitation regimes in continental climates and that moisture supply
and other mechanisms by which surface conditions affect the larger-scale atmosphere are of great
importance.
Figure 2.3: The effect of land-atmosphere coupling on greenhouse gas induced changes in interannual
variability of summer 2 m air temperature in Europe at present (left) and future (right) climate:
(Top) coupled, (bottom) uncoupled simulations. The plots display the standard deviation of JJA
temperature [K]. RCM simulations (CHRM model) driven with PRUDENCE scenario (20C3M/SRES
A2 and HadCM3–HadAM3H) (Seneviratne et al., 2006).
2.1.3 LSMs as fine-grid models
So far we have discussed LSMs primarily from a conventional climate-model perspective; how-
ever, as stated above, this focus is changing. This section will provide a brief justification as to
why LSMs could be interesting for application outside of this field and for communities who
traditionally model processes at high resolutions e.g. hydrologists, glaciologists, geochemists,
etc. (cf. Brun et al., 1989, Bartelt and Lehning, 2002, Ciarapica and Todini, 2002). In this diverse
field of high resolution surface modelling applications, that we collectively call fine-grid models
(FGM’s), there are typically perceived to be two main approaches: (a) statistical modelling and
(b) physically-based numerical modelling. However, it is probably more reasonable to consider
these as two end-members of a modelling approach continuum (Berliner, 2003), as a physical
model usually relies on parameters that are ’from the literature’ i.e. measured somewhere, or de-
duced by other empirical means. Similarly, statistical methods are often guided by understanding
of physical principles.
In this text, statistical methods refers to methods that explicitly rely upon measurements: this in-
cludes, statistical downscaling of large scale model fields, interpolation of point measurements to
derive continuous gridded fields and development of relationships between the desired variable
and some other measured variable, for example the relationship between permafrost distribution
and mean annual air temperature (MAAT).
9While statistical methods can often produce good results in a cost effective manner, the quality
of results is strongly bound to the available measurements these models must, by definition,
be formulated upon. Therefore, from an FGM perspective LSMs or physically-based models
in general, provide specific capabilities over and above statistical or empirical methods. The
following advantages of LSMs for FGM communities provide an important motivation for this
thesis:
– simulation of high-value variables which are difficult to measure and therefore model sta-
tistically e.g. ground temperatures at depth, or ground-ice loss.
– generation of a broad-range of physically consistent land surface variables which can be
used to increase the robustness of model evaluation.
– able to simulate transient conditions.
– derive results where data density is not sufficient for statistical methods, when driven by a
downscaled coarse-grid atmospheric field.
– provide an important virtual laboratory to explore process understanding.
However, LSMs and physically based numerical models in general, have several fundamental
problems that makes application over large areas a high-resolutions non-trivial: (a) a large num-
ber of driving variables must be estimated for each grid cell, which can often mean high spatial
heterogeneity over large areas, (b) unknown surface and ground properties can have significant
impact on model results, (c) epistemic uncertainty i.e., challenging evaluation of results due to
complexity of processes addressed and parameterisations used (Beven and Cloke, 2012, Gubler
et al., 2011), and finally, (d) due to the complex model physics that need to be solved at each time-
step, they are costly to run in comparison to statistical methods and often computer resources
may be limiting.
2.1.4 Challenges in heterogeneous environments
The effect of land surface heterogeneity on land-atmosphere exchanges has attracted much re-
search over the past decades (e.g. Delworth and Manabe, 1988, Giorgi and Avissar, 1997, Hu
and Islam, 1998, Leung and Ghan, 1998a) because understanding this effect is fundamental to a
comprehensive knowledge of regional and global hydro-meteorological processes (Michaud and
Shuttleworth, 1997). Here, we use the term heterogeneous environments to refer to either com-
plex topography or other environments where surface conditions are characterised by strong
variability over short length scales. Such terrain presents special challenges to the modeller by
requiring a high resolution model grid to capture this heterogeneity. This fact is relevant to both
(i) surface properties upon which the simulation is based, as well as (ii) the forcing that is sup-
plied at a given topographical situation. Figure 2.4 gives the distribution of mean annual ground
surface temperatures (MAGST) for Switzerland modelled at resolutions of 20 m–100 km. This
figure illustrates two key features of model resolution: (a) increasing resolution increases the dis-
tribution of values, and (b) increasing resolution increases the variability of values due to a more
highly resolved spatial structure. This effect can be seen in the curves in distribution lines that
start to become visible at resolutions under 1 km. Specific drivers (among others) of this effect,
can be summarised as follows:
– Elevation changes can have large effects on near-surface air temperatures (Tair) over rela-
tively short horizontal distances. Therefore, aggregation of model topographies to coarser
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resolutions has an averaging effect on Tair and therefore a reduction in range of distribu-
tion.
– Surface geometry of topography has strong controlling influence on surface radiation with
interacting effects of slope and aspects and in addition self-shadowing (sun lies behind
slope tangent) and cast-shadow (an obstacle between slope and sun). In addition, geome-
tries have important effects on other processes such as gravitational mass transport, near
surface wind fields and related processes e.g. turbulent fluxes and snow transport. Aggre-
gation to coarser resolution therefore has a large impact on processes related to geometry,
as slopes are aggregated to mean values.
– Surface cover is interesting as it is generally a categorical variable as opposed to those
listed above, which are continuous. This means that upon aggregation, modal (as in aver-
age) properties are selected, as opposed to the mean. This may have a highly non-linear
effect in that certain less common surface types will be omitted from the simulation - which
nonetheless might have had great significance at higher resolutions.



































Figure 2.4: Effect of model resolution shown by the distribution of mean annual ground surface
temperatures (MAGST) for Switzerland modelled at resolutions of 20 m - 100 km. (Fiddes 2013,
unpublished data)
2.1.5 Subgrid approaches
Subgrid approaches or subgrid scale modelling can be defined as the representation of impor-
tant small-scale physical processes that occur at length-scales that cannot be adequately resolved
on a computational grid and therefore are represented implicitly, e.g. parameterised (Smagorin-
sky, 1974, Kirnbauer et al., 1994, Giorgi and Avissar, 1997). This statement is in contrast to pro-
cesses with length scales larger than the grid size, which are represented explicitly by element-
to-element variations. Subgrid approaches have been developed, in part, to address the previ-
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ously discussed challenges of surface heterogeneity, without needing to increase the atmospheric
model resolution and computational expense.
Previous subgrid approaches can be broadly classified as either discrete mosaic types or contin-
uous probability density function (PDF) schemes (Wood et al., 1988, Avissar, 1991a, Giorgi and
Avissar, 1997). This distinction can also be conceptualised as the modelling of subgrid inter-
patch and intra-patch heterogeneity (Giorgi and Avissar, 1997). In mosaic approaches, a number
of homogeneous subregions (or tiles) are defined at the subgrid scale, each with its own energy,
momentum and water budget. The surface fluxes are computed separately for each tile (Figure
2.5. Aggregation to the coarse grid is performed by averaging over the tiles which are weighted
by their fractional cover (Avissar and Pielke, 1989, Koster and Suarez, 1992a). Models differ on
how these tiles are discretised. For example, Seth et al. (1994) and Dimri (2009) used a regularly
spaced fine-scale subgrid. Alternatively, a series of discrete classes based on surface vegeta-
tion type (Avissar and Pielke, 1989, Koster and Suarez, 1992a) or topographical elevation (Leung
and Ghan, 1995) have been used. Kotlarski (2007) developed a dynamic mountain glacier sub-
grid parametrization for inclusion in RCM’s which explicitly accounts for run-off generation and
adjusts glacier area (dynamic tile) based on accumulation/ablation conditions. PDF-based ap-
proaches attempt to describe the variability of subgrid characteristics through analytical or em-
pirical distribution functions (Avissar, 1991b, Famiglietti andWood, 1994, Liang et al., 2006). This
is based on the assumption that surface characteristics as well as climatic forcings vary according
to distributions that can be approximated by the given PDF. This approach then explicitly calcu-
lates gridbox average surface fluxes for a surface variable distribution using numerical or analyt-
ical integration over the appropriate PDF. Walland and Simmonds (1996) used subgrid statistics
(variance, kurtosis) of distributions of topographical parameters to improve the simulation of
the snowpack in GCM’s. While subgrid schemes are usually associated with land-atmosphere
coupling in climate models, this is not necessarily always the case. For example, Luce and Tar-
boton (2004) suggested the use of snow depletion curves (the relationship of snow covered area
and time) to parameterise the subgrid variability of snowcover in a mass and energy-balance
snowmelt model to allow for efficient simulation of the snowpack.
Figure 2.5: Tile approach used to represent subgrid surface heterogeneity in many atmospheric models.
However, mountain regions exhibit more relevant dimensions which control land surface pro-
cesses than more gently inclined areas (e.g. elevation, aspect, slope, surface cover, etc.). This
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means that a simple mosaicing of the land surface is often not appropriate and a more sophisti-
cated technique is needed to account for this heterogeneity (Figure 2.6).
Figure 2.6: The Patagonian ice-cap seen from space, as an example of strong multi-dimensional
heterogeneity within a coarse-grid model cell (here approximated by the overlaid grid) in terms of
topography and surface cover. A tiled approach generally represents only one-dimension of this land-
surface variability. (Credit: Adapted from NASA.)
2.2 Atmospheric forcing
2.2.1 Atmospheric data
"Climate tells you what clothes to buy, but weather tells you what clothes to wear" - anon. middle school
pupil, USA (modern take on an old adage).
Herewe define atmospheric data as fields output by an atmosphericmodel at sub-daily timesteps.
This may be either a general circulation model (GCM, e.g. Johns et al., 1997), regional climate
model (RCM, e.g. Giorgi and Mearns, 1999, Jacob et al., 2001) or reanalysis project (e.g. Dee et al.,
2011, Mesinger et al., 2006, Kistler et al., 2001), or fields from a numerical weather model (not
covered further in this thesis), and generally operating on coarse grid resolutions of 25–500 km.
The defining feature of such datasets is that they are computed using the adapted physics of
standard numerical weather models. In fact the earliest GCM experiments had their roots in nu-
merical weather prediction and so GCM experiments and weather forecasting have evolved to
some extent together (cf. seminal work of Smagorinsky, 1963, Manabe and Smagorinsky, 1965,
Eagleson, 1982). In the case of both GCM and RCM datasets there is the possibility to generate
hind- and forecasts/ projections i.e., climate projections as opposed to weather forecasts. Reanaly-
sis datasets are by definition limited to hindcast as they assimilate observations of past weather
with model results and therefore can arguably be regarded as the most complete record of the
current state of the atmosphere. Data is generally available at sub-daily time steps on a 3-D finite
element grid that covers the model domain (global or limited-area) and model vertical levels are
positioned along pressure contours with the lowest at around 1000 mb and the highest at the
top of the atmosphere (0 mb). Model levels are discretised at a variable vertical resolution, gen-
erally more densely closer to the model surface (Figure 2.7). Surface fields are generated at the
model surface which is the Earth’s surface as seen at the horizontal resolution of the model i.e.,
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smoothed by resolutions on the order of 10–500 km. Horizontal resolution is generally governed
by the type of experiment i.e., domain size, length of simulation and/or number of scenarios to
be run.
Figure 2.7: ERA Interim Zonal Wind JJA (ms−1) illustrating the vertical dimension of data available
on pressure levels. The positive and negative values indicate westerly and easterly wind components,
respectively (Credit: M. Yoshimori, unpublished data).
2.2.2 Relevance to fine-grid models
In heterogeneous environments, topography-based gradients (i.e. related to elevation, aspect,
slope, etc.) ofmeteorological variables can often dominate over the horizontal (i.e. latitude/longitude)
within a region that is of comparable size to a typical coarse-grid model cell (e.g. 50–100km).
An example of a method that has successfully encoded this assumption is the PRISM frame-
work (parameter-elevation regressions on independent slopes model) which provides a statisti-
cal, topography-based mapping of climate observations (Daly et al., 1997, 2002). However, at-
mospheric models provide spatially and temporally continuous fields which are physically con-
sistent and therefore are useful tools for forcing regional scale land-surface studies (Machguth
et al., 2009, Kotlarski et al., 2010). In addition, they provide a thorough description of the at-
mospheric column by providing data fields at many vertical pressure levels between the Earth’s
surface and top of the atmosphere. Therefore it is likely that atmospheric data products provide
opportunities to drive models (i.e. one-way coupling) in data-poor regions (e.g. Frauenfeld, 2005,
Pereira-Cardenal et al., 2011, Akhtar et al., 2009, Vu et al., 2012) as well as providing information
on the vertical structure of the atmosphere, which is relevant in complex topography. However,
in many cases this data is not available at an appropriate spatial resolution to drive land-surface
simulations (i.e. site scale), and therefore requires some form of downscaling of variables.
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2.2.3 Downscaling atmospheric data
Downscaling of atmospheric data can be broadly divided into dynamical or statistical methods
(Schmidli et al., 2007) which are used to increase the resolution of large-scale atmospheric fields
by approximately an order of magnitude (i.e. from 102 – 101 km, see Wilby and Wigley, 1997,
for full discussion). Dynamical methods achieve this by using a limited area model at a higher
grid resolution e.g. a regional climate model (RCM), to simulate fine-scale processes which are
consistent with large-scale climate fields (Giorgi, 2006). While an RCM grid resolution could be
increased further, in practice the effective resolution is currently limited by the complexity of
the numerics that must be solved at each time-step, together with experiment durations, to the
order of 101km (Kotlarski and Block, 2005). Statistical methods derive empirical relationships
between large scale predictor fields and local observations (Wilby et al., 2004, Maraun and Wet-
terhall, 2010). These methods are computationally efficient but the coverage and effective reso-
lution is often limited by the density of observations, especially in mountainous (i.e. data-poor)
areas. Additionally, it is unknown whether empirically derived relationships are valid outside
the time window used for calibration. To compliment these approaches there is a growing num-
ber of physically-inspired, computationally efficient approaches that use physical relationships
and high resolution surface information (i.e. DEMs) to distribute fine-scale forcings (meteorolog-
ical stations or coarse-grid centre point) over wide areas (e.g. Liston and Elder, 2006, Tarboton
and Luce, 1996, Marks et al., 1999, Jarosch et al., 2012). These distributed forcings can then be
used for full 2-D, point scale or lumped model simulations.
Figure 2.8: Resolving topography at typical model resolutions of a: GCM / global reanalysis (100 km),
RCM / regional reanalysis (25 km) and national weather service model (1 km). Each type of model
uses the same basic physics - effective resolution is dictated by length of simulation or forecast and
domain size. Weather models producing a 120 h forecast at a national level, therefore, achieve highest
grid resolutions (Credit: E. Zubler, IAC ETH).
2.2.4 Reanalysis data
This section provides background information on reanalysis in terms of the ERA-Interim (ERA-I)
project, but is expected to generalize to other reanalysis projects. It focuses on issues likely to be
relevant at the land-atmosphere interface.
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Definition
Reanalysis is a form of numerical weather prediction systemwhich uses an atmospheric model to
generate forecasts of atmospheric variables such as pressure-level heights, humidity and winds,
as well as surface and near-surface fields such as 2-m temperature, precipitation, and radiative
fluxes. In an ongoing data assimilation and forecast cycle, fields from a short-term forecast (6–
12 hr) are optimally blended with observations from upper-air soundings, satellite retrievals,
aircraft reports, and other sources including some surface observations. These analyses are used
as the initial state to generate the next set of forecasts. Reanalysis projects provide long timeseries
using data assimilation and forecast systems that are unchanged over the study period. This
results in more temporally homogeneous fields, although inconsistencies are still present due to
changes in the amount and quality of assimilation data (Frauenfeld, 2005).
Assimilation issues
Reanalyses assimilate large numbers of observations in spatially and temporally varying quanti-
ties and densities. It is important to understand what data is assimilated into the ERA-I product
as this not only affects how independent observations are in terms of validation but also gives
some idea of how the performance of ERA-I can vary with regional observation density. Assimi-
lated data that is also used for evaluation in this thesis comes from the SYNOP (WMO) registered
MeteoSchweiz stations (a subset of the Swiss national meteorological network), and only affects
observations of air temperature and relative humidity. Furthermore, for screen-level analysis (2-
m temperature, 2-m relative humidity) surface observations that differ by more than 300 m from
the model orography, are rejected in the ERA-I assimilation process. In general, assimilated ob-
servations are not scaled (pers. comm. P. Berrisford 2013), see ECMWF (2011) for further details.
Spatial and temporal variability of errors
Reanalysis can be seen as an imperfect model combined with incomplete data and its output
should not necessarily be equated with "observations" or "reality" (Dee et al., 2013). The changing
mix of observations, and biases in observations and models, can introduce spurious variability
and trends into reanalysis output. Observational constraints, and therefore reanalysis reliability,
can vary considerably depending on the location, time period, and variable considered. Another
problem is that mixing observations with models tends to violate conservation laws. Most sig-
nificant to this study is the fact that reanalysis will likely be closer to reality at locations with
higher observation densities i.e. Europe and specifically the European Alps in contrast to other
high mountain regions.
Subgrid issues and boundary-layer effects
Due to the coarse resolution of current reanalysis datasets (typically 0.75–1.5 degrees), various
processes are unresolved by themodel. An important example is temperature inversion inmoun-
tain valleys, which will not be captured by the data. Another important process is local-scale rain
shadows caused by unresolved topographic barriers and, additionally, shallow convection in
warmer months. The surface boundary layer (which constitutes approximately the lowermost
10% of the planetary boundary layer, Oke (1987)) will have a residual effect upon surface mea-
surements, which will not necessarily be present in pressure-levels representing the free atmo-
sphere. For example, turbulent exchanges of sensible heat fluxes can be a significant contributor
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to energy exchange between surface and atmosphere, cf. Section 2.1.1 (Cline, 1997, Helgason and
Pomeroy, 2012). These effects will also likely affect diurnal cycles e.g. daily amplitudes of the
near surface air-temperature.
Pressure levels below model surface
While model levels are computed from the terrain surface to top of the atmosphere, pressure
level data is given in the interval 1000 mb (approximately sea level)–1 mb (top of atmosphere).
This means that pressure level data exists below the model-grid surface in regions with rugged
topography. The extrapolation of fields below the surface uses different methods to those above
surface; additionally a greater quantity of data is assimilated from above surface observations.
Therefore, it can be expected that there is a difference in quality of above/below grid pressure
level data. In addition, measurement locations below grid level are more likely to be in valleys
and therefore greater the exposure of observations to subgrid phenomenon, not represented by
the data. See ECMWF (2011) for full details of extrapolation methods used in the ERA-I project.
However, it is difficult to disentangle this effect from the fact that measurements above the model
surface are more likely to represent the free atmosphere and, therefore, be more accurately simu-
lated than those strongly affected by topographic effects (e.g. Mesinger et al., 2006, Jarosch et al.,
2012) such as inversion layers or topographically modified wind fields.
2.3 Mountain permafrost
2.3.1 Definition and relevance
Permafrost, or perennially frozen ground, is defined as lithosphere material that remains at or
below 0◦C for at least two consecutive years (Van Everdingen, 1998), irrespective of the presence
of ice. Permafrost therefore has a purely thermal definition. Due to this fact, and its existence
as a subsurface phenomenon it is difficult to observe directly and usually a range of geophysical
techniques (e.g. Vonder Muehll and Hauck, 2001, Hauck et al., 2004, Kneisel and Hauck, 2008),
borehole measurements (Isaksen et al., 2001, Harris et al., 2003) or modelling (Stocker-Mittaz,
2002, Boeckli et al., 2012a, Noetzli and Gruber, 2009, Gruber, 2012) is used, depending on the
scale of study.
Permafrost exists in cold regions at high latitudes and/or high elevations. However these two
fields are often conceptually separated into the fields of mountain permafrost and high-latitude
permafrost, due to the differing processes and conditions each are characterised by. Additionally,
permafrost research has its origins in high-latitude regions of Siberia and the Canadian/Alaskan
Arctic, due to expansion of infrastructure and economic interests in these areas (French, 2007). It
was not until the 1970’s that systematic research into the occurrence and dynamics of mountain or
alpine permafrost began (e.g. Barsch, 1971, Haeberli, 1978). Comprehensive overviews ofmodern
aspects of this research field are given in Haeberli et al. (2010) and Etzelmüller (2013).
Mountain permafrost has a complex spatial pattern that is mainly dictated by elevation, solar
radiation and snow-cover (Hoelzle et al., 2001, Gruber et al., 2004, Etzelmüller et al., 2009). Ele-
vation and solar radiation control energy inputs and snow-cover modifies these inputs through
both its generally low effective thermal conductivity and albedo properties. The upper-most
ground layer in permafrost areas typically thaws during summer months due to forcing by the
energy balance at the ground-surface. The actual Permafrost body is located below this seasonally
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frozen Active Layer and stretches from the Permafrost Table to the Permafrost Base (cf. French, 2007).
The Permafrost Thickness is the distance between the permafrost table and the permafrost base.
Mountain permafrost is a significant phenomenon in Alpine areas from a range of economic and
scientific perspectives. Here we summarize these as:
– Natural hazards: While geology and geometry primarily govern slope stability, thawing ice
in cracks and crevices can cause instabilities and slope failure particularly in steep bedrock
(Fischer et al., 2006, 2012, Gruber and Bartelt, 2007). In addition, destabilisation of slopes by
degrading permafrost may increase the erodible ground material available for debris flows
(Haeberli, 1992, Kneisel and Rothenbühler, 2007).
– Infrastructure: Construction in permafrost zones (roads, pipelines, mountain huts, cable-
car foundations, avalanche defences, etc.) requires adaptation of construction techniques to
ground conditions (Haeberli, 1992). In addition, awareness of exposure to current or future
permafrost-related natural hazards is important in existing or planned projects.
– Hydrology: A perched (raised above surrounding water table) saturated zone can occur
above impermeable frozen ground at the base of the active layer. This perched saturated
zone can provide important moisture inputs to vegetation late into the summer when pre-
cipitation can beminimal (Ohta et al., 2001, Lawrence et al., 2012) e.g. cold semi-arid regions
such as Central-Asia (Heggem et al., 2006). In addition melt-water from ice rich ground or
active rock-glaciers can be an important contribution to baseflow of rivers in arid-regions
(Brenning et al., 2005, Schrott, 1991).
– Climate and geomorphology: From a scientific point of view permafrost represents an
archive of past climate conditions due to the fact that ground temperatures are buffered
from atmospheric forcing and often out of equilibrium with surface conditions. This prin-
ciple is used to invert past climate conditions from deep-boreholes (Isaksen et al., 2000,
Harris et al., 2003), but is also complicated task due to the influence of topography on
three-dimensional temperature fields (Gruber, 2004). In addition many geomorphic fea-
tures are associated with permafrost occurrence. For example, rock glaciers and ice-cored
moraines are formed by creep of ice-supersaturated frozen debris (Barsch, 1971). Hanging-
glaciers and ice faces are evidence of permafrost, as they would not be stable if the ice-rock
interface were temperate or above freezing, as is the case with most Alpine valley glaciers.
Mountain permafrost is chosen as a suitable process on which to focus the application of this
thesis due to characteristics of: (a) a sub-surface phenomenon which is difficult and costly to ob-
serve directly, (b) spatial heterogeneity of distribution, and (c) wide-spread and poorly described
occurrence, globally. The first two points are interesting in terms of testing our method, whereas
the third point demonstrates that this is a legitimate scientific objective.
2.4 Identified challenges
This chapter has provided background information on topics central to this thesis under the two
basic themes of: (A) Land-surface treatment, and (B) Atmospheric forcing. The following key
points highlight the challenges and motivation for this thesis:
– Land-atmosphere coupling, feedbacks and interactions are significant both in terms of at-
mospheric and surface processes and an accurate representation of the land-surface in
terms of relevant dimensions is crucial in both domains.
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– LSMs are an important tool for representing the land-atmosphere interface and could be
relevant tools for communities that traditionally work with surface processes on fine-grids.
– Surface heterogeneity complicates the modellers’ task by requiring costly, high resolution
grids. Subgrid approaches can provide solutions; however, conventional approaches are
generally focused on feedback to climate models and generally limited in the dimensions
of heterogeneity they represent.
– Atmospheric datasets may provide opportunities for driving FGM’s, particularly in remote
data-poor areas, but an important challenge is the scale gap between coarse-grids that these
datasets are produced on and fine-grids of surface models.
– Permafrost is difficult to observe and therefore poorly quantified and yet has strong eco-
nomic and scientific relevance. Methods are needed to both improve our understanding of




This section describes the two main methods developed in this thesis: (1) TopoSUB, a sub-
grid scheme that allows for efficient application of a LSM over large areas, Publication I, (2)
TopoSCALE, a downscaling scheme for atmosperic fields which provides a forcing for a LSM
in heterogeneous and/or remote environments, Publication II, (3) Combined model chain, Publi-
cation III and IV, and (4) Snow correction method, Publication III and V.
3.1.1 Subgrid scheme
Overview
TopoSUB is a subgrid scheme designed to provide an effective approximation of a spatially dis-
tributed grid with a lumped model (Fig. 3.1). A key design principle is to be generic, allowing for
choice of driving inputs (station data, gridded atmopspheric data), LSM and output (variables,
resolution) to support a wide range of possible applications. It has two main modules (Fig. 3.2):
a pre-processor to run only once and a post-processor to run with each LSM run. Because it
is intended for use in mountain areas it needs to be able to accommodate more dimensions of
variability than is usual in mosaicing/tiling techniques used to partition the subgrid. Besides
differing surface and subsurface properties, the effects of elevation, slope exposition, slope angle
and horizon elevation are likely to be of importance. To allow the scalable use of this scheme,
i.e. its application over large mountain ranges, it should employ repeatable and robust methods
to form subgrid samples. Because the influence of predictor variables (PREDs), the dimensions
of subgrid variability that are accounted for, is not known a priori and may change laterally, a
method for informed sampling is required in which the importance of predictor variables on the













Samples formed in 
multidimensional 
parameter Space
Figure 3.1: A simplified example of multidimensional sampling used by TopoSUB. The heterogeneous
subgrid is grouped into samples S 1-5 according to three dimensions P 1-3 which define the parameter
space (3-D cube). Colour represents sample membership, shade of colour symbolises within sample
variation with respect to p 1-3. This method generalises to higher sample numbers, more highly resolved
subgrids and higher orders of dimensionality.
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Figure 3.2: Structure of the TopoSUB scheme with its two main modules: (1) pre-processor configures
the subgrid (runs once), (2) post-processor (runs for each LSM run).
Pre-processor
The pre-processor configures the subgrid by creating samples for later simulation in the LSM and
by determining the membership functions of original 2-D pixels to those samples. For a given
experimental domain this module need only be run once. The scheme can use several PRED
variables from which the subgrid scheme is constructed and usually these include DEM-derived
land surface parameters. Key features are:
– Sample formation: The input PREDs are initially clustered to form a predefined number
of samples using a K-means algorithm (Hartigan and Wong, 1979), which is an unsuper-
vised learning algorithm that is a suitable for clustering multidimensional data. Scaling of
PREDs is important because it affects the relative number of samples formed along a given
dimension. At this initial stage, a simple scaling is applied which normalises all PREDs to
a standard scale, under the assumption that all are of equal importance with respect to sim-
ulated TV. Sample centroids define the topographic and environmental input to the LSM
that is run for this initial set of samples in a training simulation.
– Informed sampling: Based on the training routine results, one linear regression model is
constructed for each of n TVs using the whole set of i PREDs as regressors (Eq. 3.1) using
generalised least squares (GLS). GLS is able to handle PREDswith non-normal distributions
and/or which are partially correlated and therefore is more robust when implemented as
an automated method. GLS minimises the squared Mahalanobis distance as opposed the
residual sum of squares, as in regression methods using ordinary least squares.




The resulting regression coefficients, βi provide an informed scaling of the PREDi for the
clustering algorithm by transforming them into equivalents of the TVn dimension and unit
(Eq. 3.2). As an example, elevation (m asl), slope angle (◦) would be scaled into equivalents
of [◦C] if ground temperature was the target variable.
PREDi,informed = PREDi · βi. (3.2)
The set of PREDs, with informed scaling, are re-clustered to provide a predefined number of
samples that are then more effectively distributed with respect to the desired TVs (Fig. 3.5).
The sample centroids now provide the required input to the LSM.
– Treatment of 2-D effects: An important limitation comes from the inherent 1-D structure
of samples as simulation units. This means that all lateral processes can only be parame-
terised and not modelled explicitly. For example, in computing horizon angles which are
important for topographic shadowing calculations we apply a mean horizon angle derived
from the sky-view factor and local slope (Figure 3.3).

























Figure 3.3: Treatment of 2-D effects: a mean horizon elevation is parameterised as a function of sky
view factor (SVF) and slope angle. Horizon elevation = 0 only when SVF=1 and slope=0.
– Pre-processor output A vector of sample weights is calculated according to the total mem-
bership of pixels to each sample. This provides the means by which to (a) aggregate TVs to
the coarse grid and, (b) provide a rapid statistical description of subgrid behaviour using
a cumulutive distribution function (CDF). A matrix of membership functions of individual
pixels to samples provides a means of spatialising results to the fine grid. We employ crisp
and fuzzymembership. Crisp membership implies that pixels may belong to only one sam-
ple (that to which they are assigned in clustering). Fuzzy membership allows for varying
degrees of membership to multiple samples. This then accounts to some extent for within-
sample variance (in terms of PREDs) that inevitably exists and provides an alternative and
smoother means of spatialisation at reasonable computational cost. The final output from
the pre-processor is the subgrid configuration (Fig. 3.4) as defined by: (A) a small matrix of
sample characteristics. These are the environmental characteristics of each sample used to
drive the LSM, as well as the aggregated sample weights used for aggregation to grid level
and statistical description of subgrid behaviour, (B) membership information for the spa-
tialisation of results to the fine grid. For crisp membership this has the dimensions of the
original fine grid (B1), for fuzzy membership the ID and weight for the s most important
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Figure 3.4: Scheme of pre-processor output options, (A) no spatial, sample matrix of sample weights
and environmental characteristics; (B1) spatial with crisp membership, single layer maps; and, (B2)
spatial with fuzzy membership, multilayer maps with n number of chosen fuzzy membership dimensions.
samples are stored for each original pixel, increasing the dimensions of this information to
2 × s of the original size (B2), because the membership values as well as the sample ID’s
need to be stored per pixel. Based on the subgrid configuration, the LSM is run in 1-Dmode
for each sample.
Post-processor
Based on the subgrid configuration, the LSM output is post-processed. The result of this can ei-
ther be, (a) summary statistics with respect to the coarse grid describing its subgrid variability by
a CDF or derived quantities, or (b) data spatialised to the original fine grid, or (c) data estimated
for a list of discrete points to support validation studies using ground truth data. The coarse-grid
summary statistics are computed according to the aggregated membership functions of individ-
ual pixels to each sample. TVs are spatialised to fine grid resolution according to the membership
functions (crisp or fuzzy) of each pixel to each significant cluster. This accounts for the subgrid
heterogeneity that exists between cluster centroids.
3.1.2 Atmospheric scaling scheme
Oveview
TopoSCALE is a scaling scheme which provides forcing to a LSM at fine-scale using gridded at-
mospheric fields. It works on the assumption that vertical gradients are often more important
than horizontal in complex topography. Atmospheric datasets are employed as they can provide
consistent fields required for LSM simulation in 3-D, therefore providing a detailed description
of the atmospheric profile. In addition, they provide data with global coverage and so enable
simulation in remote data-poor regions. Finally, they provide for the possibility of simulating
future conditions. The basic principles of the scheme are: (1) interpolate data available on pres-
sure levels: air temperature (Tair), relative humidity (Rh), wind speed (Ws), wind direction (Wd)
vertically above and below target site to provide a scaling according to atmospheric conditions at
each model timestep; (2) downwelling longwave radiation (LW↓) is scaled according to Tair, Rh
and sky emissivity (3) topographic correction to downwelling radiation fields (SW↓/LW↓); (4)
lapse-rate with elevation is applied to precipitation, P (an optional spatial disaggregation scheme



























































Figure 3.5: (a) Visualisation of 128 samples generated by TopoSUB. (b) Polar plot showing the
distribution of samples in terms of predictors used: elevation, aspect, slope and sky view factor.
described fully in Publication II). The final output is the full set of scaled fluxes required to drive
a numerical model at 3h timestep. It is a flexible scheme than can be used to supply inputs to
models in 1-D/2-D or lumped configurations. Key features are as follows:
– Pressure-level fields: Fields derived from pressure-levels, (Tair, Rh, Ws, Wd) are computed
directly from pressure level data in two steps: (1) Pressure-level elevations (m asl) are esti-
mated in a standard way by normalising geopotential heights by gravity at sea level, and
(2) Value at subgrid elevation is linearly interpolated from data at pressure-levels above
and below subgrid elevation (Figure 3.6). Ws is derived from U and V wind components
after interpolation. Topographically modified wind fields are then computed according to
a simple wind model (Liston and Sturm, 1998) which adjusts the speeds and directions
according to topographic slope and curvature relationships. To perform the wind modifi-
cation calculations, the local slope, aspect, and topographic curvature (a measure of relative
prominance with respect to surrounding terrain) are required.
– Radiative fluxes: LW↓sub is computed by deriving a cloud-component of all-sky emissivity
at grid level and using Tair and Rh to describe variability with elevation. SW↓sub is com-
puted in a three step process: (1) Partitioning of SW↓ into direct and diffuse components,
(2) elevation adjustment of the direct component, and (3) topographic correction of both
diffuse and direct at point scale by accounting for self-shadowing and cast-shadow effects
(Figure 3.7).
– Precipitation: in mountain regions precipitation occurs due to a range of complex mech-
anisms which depend upon e.g. season, geographical climate (maritime, continental) and
structure of orography. Precipitation is therefore strongly variable in both time and space.
We apply a combined climatology and lapse rate approach (e.g. Früh et al., 2006). First, the
dependence on elevation is removed by inverting the non-linear lapse rate of Liston and
Elder (2006), then normalising to the coarse-grid reference elevation. P is then dissagre-
gated according to the subgrid variability (now elevation independent) as described by the
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climatology. This generates a subgrid distribution of precipitation that is conservative of
the coarse grid forcing. Finally, the same non-linear lapse rate used to remove elevation













Figure 3.8: Precipitation scheme steps: (a) ERA-I GRID precipitation, (b) climatology based subgrid
spatial variability, (c) lapse-rate based vertical variability.
3.2 Land surface model
The LSM used in this study, GEOtop, is a physically-based model originally developed for hy-
drological research. It should be noted that this model is not a LSM in the conventional sense
(e.g. Mosaic, CLM, NOAH , Koster and Suarez (1992b), Dai et al. (2003)), as it has not been de-
signed to feedback to the atmosphere. However, it couples the ground heat and water budgets,
represents the energy exchange with the atmosphere, has a multilayer snow pack and represents
the water and energy budget of the snow cover. GEOtop simulates the temporal evolution of the
snow depth and its effect on ground temperature. It solves the heat conduction equation in one
dimension and the Richard’s equation for water transport in one or three dimensions, describing
water infiltration in the ground as well as freezing and thawing processes. GEOtop is therefore
a suitable tool to model permafrost-relevant variables such as snow and ground temperatures.
It can be applied in high mountain regions and allows accounting for topographic and other en-
vironmental variability. Further information is given by, Bertoldi et al., 2006; Rigon et al., 2006;
Endrizzi, 2007; Dall’Amico, 2010. A description of model uncertainty and sensitivity is given by
Gubler et al. (2013).
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3.3 Model chain simulations
The model chain can be employed in two main configurations MP: point mode and MS: spatial
mode (Figure 3.9). MS requires TopoSUB and TopoSCALE while MP requires only TopoSCALE.
In terms of output, MP simulates points-scale results, whilst MS simulates a spatially-explicit
LAHR mapped result from samples. The basic model chain employs TopoSCALE to derive a
forcing at simulation points or samples, depending upon mode employed. The LSM simulates
target variables at the computed points or sample centroids. TopoSUB is used in MS to pre-












Figure 3.9: Overview of how the model-chain of TopoSUB, TopoSCALE and LSM operate together.
Two main modes of operation (MP) Point and (MS) spatial, are shown.
3.3.1 Snow correction method
Precipitation is highly variable in time and space and fields computed by atmospheric models
often do not capture the frequency and/or intensity distribution of events correctly (Piani et al.,
2009, Manders et al., 2012, Dai, 2006). Additionally, subgrid topographic features may place large
controls on the distribution of precipitation events (Leung and Ghan, 1998b). Therefore a method
is required to correct magnitudes of precipitation inputs due to the important influence of this
field on land surface processes. The method we test in this study relies on detection of the melt-
date (MD) of the snow-pack, a parameter which summarizes both energy and mass inputs to
the snow-pack. We vary a parameter in the model which applies a multiplicative correction on
precipitation inputs called snow correction factor (SCF). We vary this parameter over the range
0.5–3 in steps of 0.25 and run a simulation for each correction factor. MD’s are computed ac-
cording Schmid et al. (2012) for each simulation and observation site using GST (which avoids
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circularity). We fit the simulation MDs to observed MD to obtain a correction factor for precip-
itation input. This method is based on cumulative winter precipitation and assumes summer
and winter distributions of precipitation biases are similar, which is likely not the case. How-
ever, our primary aim is to address the thermal influence of the winter snow-pack. Please note,




This section describes the main experiments conducted in this thesis. Section 4.1 describes the
individual datasets used together with a description of the experimental domain. Section 4.2
describes the experiments that were conducted, main purpose and testing strategy.
4.1 Datasets
All input data used in these experiment are available free of charge, globally. It cannot, however,
be assumed that data quality is consistent throughout its geographical range.
4.1.1 Atmospheric data
Driving data is obtained from the ERA-Interim (ERA-I) dataset which is an atmospheric reanal-
ysis produced by the ECMWF (Dee et al., 2011). ERA-I provides meteorological data from 1
January 1979 and continues to be extended in near-real time. Gridded products include a large
variety of 3-hourly (00, 03, 06, 09, 12, 15, 18 and 21 UTC) grid-surface fields (GRID) and 6-hourly
(00, 06, 12, 18 UTC) upper-atmosphere products available on 60 pressure levels (PL) with the top
of the atmosphere located at 1 mb. ERA-I relies on a 4D-VAR system which uses observations
within the windows of 15 UTC to 03 UTC and 03 UTC to 15 UTC (in the next day) to initialize
forecast simulations starting at 00 UTC and 12 UTC, respectively. In order to allow sufficient
spin-up, the first nine hours of the forecast simulations are not used. All fields used in this study
were extracted on the ECMWF reduced gaussian N128 grid (0.75◦ × 0.75◦). Six PLs are used in
this study covering the range of 1000–500 mb (1000, 925, 850, 775, 650, 500), corresponding to




The DEM used in this study is the ASTER GDEM 2 (Tachikawa, 2011) available at approximately
30 m. Landcover was derived by a combined bedrock/ debris classification which relies primar-
ily on slope angle and a vegetation mask from a soil adjusted vegetation index (SAVI) derived
from Landsat TM/ETM+ sensors (Boeckli et al., 2012a). This resulted in three landcover classes
which also define sub-surface properties according to Gubler et al. (2013), of bedrock, coarse-
blocks and vegetation. Table 4.1 gives description of sub-surface properties associated with each
class.
4.1.3 Evaluation datasets
The evaluation dataset covers a broad elevation range of 1560–3750 m asl, a large range of slopes
from flat to vertical rock walls, full range of aspects andmain alpine surface cover types, of alpine
meadows, coarse-debris and bedrock. The entire Alpine space in Switzerland is well sampled
by the datasets (Figure 4.1). Table 4.3 gives an overview of each dataset. Evaluation data will
collectively be referred to as OBS in the text and individual datasets only identified if and where
necessary.
Stations
The SLF IMIS stations are used to evaluate Tair, GST and SD. This network is biased towards
high alpine locations (there are few valley stations) but still represents strong topographical het-
erogeneity in terms of elevation, slope and aspect. The network elevation range is 1562–3341 m
asl and covers years 1996–2011. It does not contain any sites with MAGST below zero degrees.
See Table 4.2 for an overview (by variable) of the evaluation datasets used in this study. The Me-
teoSwiss automatic meteorological network (ANETZ) covers 40 stations ranging 1132–3580m asl
and represents well, both high mountain locations and valleys. The SLF IMIS station network is
biased towards high alpine locations (there are few valley stations) but represents topographical
heterogeneity in terms of slope and aspect better than ANETZ stations. Network elevation range
is 1562–3341m asl. The Alpine Surface Radiation Budget network (ASRB) (Marty et al., 2002)
network has 9 stations ranging from 370–3580m asl. All data sources were aggregated to daily
mean values to enable comparison with ERA-I fields at a common resolution.
Temperature sensors
The miniature temperature sensor dataset comprises two individual datasets and is used to eval-
uate GST only. The PERMOS dataset (www.permos.ch) contains data loggers of various types
covering years 1995-2012 (ongoing) distributed throughout the Swiss Alps and managed by a
number of institutions in Switzerland. The dataset is not homogeneous but has been compiled
using consistent methods. This dataset covers a great diversity of locations but biased towards
permafrost monitoring sites and therefore clustered around MAGST=0 ◦ C. In the analysis, PER-
MOS data is split into two groups: (a) PERMOS1: predominantly coarse debris, (b) PERMOS2:
bedrock (mainly steep rock-walls). The second logger dataset, iBUTTONS, originates from a sin-
gle study (Gubler et al., 2011, Schmid et al., 2012). It covers years 2010-2011 in a single region
in the Engadin. While broader climatic heterogeneity is not represented by this dataset, it does
cover strong topographic variability. The dataset is arranged as 10 m x 10 m ’footprints’ each
containing 10 data loggers. In this study footprint mean values are used.
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Table 4.1: Description of surface and sub-surface parameters used in this study according to surface
class.
Parameter Unit Bedrock Debris Vegetation
Residual water content - 0 0.055 0.056
Saturated water content - 0.05 0.374 0.431
Van Genuchten parameter, α - 0.001 0.1 0.002
Van Genuchten parameter, n - 1.2 2 2.4
Hydraulic conductivity mm s−1 10−6 1 0.044
4.2 Experiment domain
The study region contains the entire Swiss Alps and uses 19 ERA-I gridboxes to cover all ob-
servations that are used to evaluate the methods. Switzerland contains one of the most densely
observed mountain regions in the world and, therefore, is a suitable region within which to eval-
uate this method and specifically its performance with respect to vertical information, as it covers
a large elevation gradient of 195–4634m asl (Figure 4.1).


































Figure 4.1: Experiment domain centred on the Swiss Alps together with evaluation dataset locations.
The ERA-I grid is overlaid in white.
4.3 Experiments
In this section we describe the main experiments conducted in this thesis summarised in terms
of the main aim and key features of the experimental strategy.
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4.3.1 Subgrid scheme
The aim of this experiment was to evaluate the performance of the subgrid scheme, TopoSUB, in
comparison to distributedmodel runs. This is done by comparing results obtained fromTopoSUB
with results from a distributed LSM simulation (BASE) at DEM resolution. Main features are:
– experiment conducted in a subset of domain of 25.6 km× 25.6 km (∼106 pixels) in the south-
east of Switzerland.
– simulation units are (a) samples resulting from clustering of predictors in TopoSUB and,
(b) pixels at DEM resolution in distributed runs. The distributed runs have diverse spatial
resolutions ranging from 25m (106 cells) to 25 km (1 cell). TopoSUB is also run at resolu-
tions of 1-1000 sub-grid samples. In all experiments, both TopoSUB and distributed runs
are benchmarked against a 25m distributed simulation (BASE), the most finely discretised
representation of the experiment domain.
– Results presented: (A) Aggregated at coarse-grid results compared directly with corre-
sponding statistics of BASE. The mean, 25th and 75th percentiles are calculated. (B) Spatial
results are compared to BASE to assess the predictive power of the scheme at the fine-grid
level.
4.3.2 Downscaling atmospheric fields
The downscaling scheme, TopoSCALE, is evaluated against station data as well as compared
to (A) unscaled coarse-grid data, (B) reference techniques (e.g. fixed lapse rate). All results are
computed on 3 h timestep and then aggregated to daily values to be assessed against station data.
Specifically (Figure 3.6):
– Comparison: Performance of TopoSCALE compared against: (a) Coarse grid-level data,
and (b) Reference methods data (e.g. fixed lapse-rate).
– Validation: Network of 210 Swiss meteorological stations (MeteoSchweiz, ASRB, IMIS) of
14 year timeseries and elevation range 300–3660 m asl (Table 4.2).
Statistical evaluation is primarily performed using the correlation coefficient (R), the root mean




4.3.3 Model chain LAHR simulation
The performance of the combined model-chain in a large-area high-resolution (LAHR) simula-
tion is evaluated by:
– a test application of the combined schemes to simulate land surface variables air tempera-
ture (Tair), ground surface temperature (GST) and snow depth (SD) over a large area of the
European Alps at a resolution of 30 m, and additionally, a derived permafrost estimate.
– evaluating the performance of the combined schemes against a large network of Tair, GST
and SD measurements in the Swiss Alps (Table 4.3).
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Table 4.2: Meteorological variables which are computed, the time resolution they are obtained on
and sources of validation data (assimilated/ non-assimilated) and total stations used to evaluate
TopoSCALE. Differing station numbers between parameters using the same sources (e.g. T and Ws)
is due to quality checks rejecting certain stations from the analysis.
Variable Symbol Unit ERA-I step (hr) Assimilated sources Non-assimilated sources Total stations
Air temperature T ◦C 6 ANETZ (partial) IMIS/ASRB 210
Relative humidity Rh % 6 ANETZ (partial) IMIS/ASRB 210
Wind speed Ws ms−1 6 - ANETZ/IMIS/ASRB 199
Precipitation P mmhr−1 3 - ANETZ/GAUGE 500
SW radiation SW↓ Wm−2 3 - ANETZ/ASRB 27
LW radiation LW↓ Wm−2 3 - ASRB 9
We simulate results for both MP and MS modes (cf. Section 3.3). TopoSUB is run at 200 sample
resolution on each coarse-grid unit. The simulation period is 1984–2011. Spin-up is performed
over 50 years (10 times, 1979–1983 period). The LSM runs on an hourly timestep. LSM model
parameters are fixed in all simulations as a mean value of prior distributions defined in Gubler
et al. (2013). We compute mean annual air temperature (MAAT), mean annual ground surface
temperature (MAGST) and mean annual snow depth (MASD). Focus is placed on mean annual
values as we are primarily interested in analysing the performance of the spatial prediction of
the scheme. In computing a permafrost estimate, we define a permafrost pixel as one in which
the maximum daily ground temperature at 10 m depth (GT10) over the entire observation period
time is ≤ 0◦C.
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Table 4.3: Description of evaluation datasets used to evaluate the combined scheme.
Dateset Stations/sites Type Variables Period Coverage (ERA boxes)
IMIS 81 Station GST/TAIR/SD 1996-2011 12
PERMOS 77 Logger GST 1995-2012 (variable) 4
iButtons 40 Logger GST 2010-11 1
5
Results
Detailed results of this thesis are contained in the publications of Part II. In this chapter the most
important results are presented enabling a comprehensive overview of the main outcomes of
this work. Sections structured according to experiment and corresponding publications are: (5.1)
Subgrid scheme Publication I, (5.2) Climate scaling Publication II and (5.3) LAHR permafrost sim-
ulation and evaluation Publication III.
5.1 Subgrid scheme
5.1.1 Aggregated
In order to evaluate the performance of the subgrid scheme relative to a regular model grid, grid
aggregated results from both TopoSUB and distributed model runs were analysed as deviations
from the BASE simulation for increasing number of units (TopoSUB: samples, distributed: pixels)
that represent model resolution and therefore computational cost (Fig. 5.1). The TVs simulated
by TopoSUB approximate the BASE results well, requiring 103–104 times fewer computations.
The convergence of results for the tested TVs at 100–200 samples in the subgrid scheme, suggests
that we are able to reach a stable performance. A convergence of results with resolution is not
observed in distributed simulations (except for the simple variable of air temperature), under-
scoring the importance of attention to scaling issues. Figure 5.1 also shows the improvement in
aggregated information between a grid average computation (1 sample), as is common in cli-
mate models, and a 200 sample TopoSUB simulation, that is capable of approximating the BASE
simulation.
5.1.2 Spatialised
Spatialised results were obtained by spatialising LSM results based on the fuzzy membership of
each pixel, resulting in a 25 m resolution mapping of TVs. Based on convergence of the NRMSE
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Figure 5.1: Aggregated statistics: mean (bold), 25th and 75th percentile (non-bold) of the sub-grid
scheme at resolutions 1–1024 samples (blue) and distributed simulations (red) spanning resolutions of
4–106 pixels. Vertical lines indicate 16 and 128 samples. A stable performance is reached after the
128 sample level in all cases. TopoSUB is able to approximate aggregated 2-D simulation at 104 less
computations. Note logarithmic X- scale.
and correlation coefficient of the TopoSUB scheme, it was seen that the majority of performance
was gained until 64 samples, after 258 samples a stable performance was achieved. This repre-
sents a reduction of computational effort of three to four orders of magnitude compared with
the BASE simulation. Figure 5.2 gives density scatter plots of all TVs for 258 samples. TopoSUB
approximated the BASE simulation with an NRMSE of 12–28% depending on the TV. Figure 5.3
provides a visual comparison of the simulation results for GST presented at two contrasting res-
olutions which shows that spatial patterns are captured well at landscape and pixel scale. Error
was investigated through a regression analysis of bias against PREDs. By restricting the dataset to
bias values >1◦C and < -1◦Cwe ensure that any signal is not masked by the (majority of) low error
values. The model explained 47% of variance (increased to 62% by including interacting effects).
A relative importance metric derived from decomposed r2 value (Genizi, 1993) gives the percent-
age of variance explained by the model attributable to each PRED, as follows: sin(aspect)=38%,
cos(aspect)=24%, slope=20%, elevation=14% and sky view factor=4%. This shows that the spatial
component of the error is a reasonably even result of interactions among the PREDs, with only
sky view factor being insignificant. This result is important as it suggests that no single process
dominates the error signature.
5.1.3 Model stability
Model stability and any resolution dependency of repeatability was investigated by running 40
simulations of TopoSUB at resolutions: 25, 50, 100, 200 samples. The deviation of each simula-
tion from mean values of mean and quantiles 25/75 of all 40 simulations indicates reasonable
repeatability even at low resolutions, as indicated by a low absolute deviation. Model can be
considered stable after 50 samples in the domain tested. This demonstrates that the result is not
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Figure 5.2: Density scatter plot of TopoSUB/BASE after informed scaling and fuzzy spatialisation at
258 samples. Data presented is mean annual value for each pixel in the simulation domain. All TVs
are reproduced with low error as reported by the correlation coefficient (r) and RMSE (computed over
106 pixels). The diagonal line represents y=x.
Figure 5.3: Spatialised MAGST results at 25 m: (left) baseline distributed simulation, (right) Topo-
SUB scheme. (Top) 25 km domain, (Bottom) 2 km detail plot. Spatial patterns are captured well by
TopoSUB as compared to a distributed 2-D simulation.
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significantly sensitive to variations in the K-means clustering algorithm (which are generally
small and diminishing with increasing sample number).
SUMMARY
- Aggregated: TopoSUB approximates BASE at 104 fewer computations.
- Spatial: All variables reproduced at high resolution (25 m) with low error when eval-
uated against baseline distributed simulation and capture spatial patterns well.
- Stable performance achieved.
- Can generalise readily to other predictors (e.g. surface cover), flexible system.
- 1-D configuration so lateral mass and energy transfers can only be parameterised not
modelled explicitly.
5.2 Downscaling atmospheric fields
5.2.1 Pressure-level results
Figure 5.4 gives density scatter plots for the validation dataset against GRID, REF and TopoSCALE
results of variables computed based on pressure level data (with exception of SW↓). A density
plot is used because of the large number of points plotted (e.g. ∼ 106 in the case of Tair).
For Tair, (210 stations), TopoSCALE gives a significant improvement in R, RMSE and BIAS of Tair
with respect to OBS. Applying a fixed lapse rate (REF) improves the RMSE by 0.75◦C over grid
level values, whereas TopoSCALE improves RMSE by 2.66◦C. The BIAS in REF (1.5) is similar to
GRID (1.62), whereas TopoSCALE significantly improves this (-0.02). Bias in TopoSCALE is con-
centrated at extremes of temperature, i.e. low temperatures are too high and high temperatures
are too low.
For Rh (210 stations), TopoSCALE gives a significant improvement in the correlation and modest
improvement in RMSE (due to the poorly performing cluster at high humidity). There appears
to be a high degree of uncertainty in saturated conditions (i.e. measurements at or close to 100%)
in all cases. TopoSCALE shows significant improvement over GRID and REF (approximately the
same performance) particularly in the interval 0–60% which is significant for processes such as
sublimation which occur in dry atmospheric conditions. Both GRID and REF seem unable to
represent humidities less than 30%.
Several discontinuities were observed in the wind timeseries that are possibly related to changing
patterns of data assimilation. At least one of these artifacts fits to a major data introduction
(European wind profilers in 2002). Therefore, the wind analysis was restricted to a three year
period (1996–1998) that was stable. Comparison of distributions of wind speed show a large
improvement of TopoSCALE over GRID especially in the R value and BIAS. There is still a large
degree of scatter especially at high wind speeds. The most significant result is an improvement
in BIAS with a shift of the distribution to the 1:1 line, while the GRID data is not able to represent
values greater than 5ms−1.
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For LW↓ (9 stations) there are clear improvements over GRID with REF and TopoSCALE, due
to high dependence on Tair. To isolate this effect, we performed an additional test where the
Pirazzini model used in REF was driven with TopoSCALE Tair and Rh to assess how well the
emissivity-based part of the TopoSCALE approach performed over the parameterisations em-
ployed in REF. This gave results of R=0.88 and RMSE=27.9, suggesting that the larger part of
the improvement given by the TopoSCALE approach was due to the improved description of
emissivity at grid-level. Overall, TopoSCALE gives an improved result over REF both when
REF is driven by lapse derived Tair and Rh and TopoSCALE derived Tair and Rh. However,
TopoSCALE gives a slight increase in BIAS over REF of 1.43Wm−2.
5.2.2 Surface results
Figure 5.4 gives the density scatter plot for SW↓grid OBS (9 stations) against GRID and TopoSCALE
results (MOD) for both all-sky conditions and clear-sky conditions (defined as kt > 0.6). Best
RMSE performance is seen in clear sky conditions due to removal of a large proportion of cloud
based uncertainty. However BIAS is higher in clear-sky conditions due to residual elevation
effects affecting the larger direct beam component. TopoSCALE reduces this BIAS by around
3.5Wm−2 as well as improving the RMSE score by 5Wm−2. BIAS is also reduced under all-
sky conditions by TopoSCALE, but more modestly, and RMSE score is roughly equal. This
indicates that TopoSCALE improves the direct beam component most, as corrections focus on
this part of the radiation budget. In a separate analysis the partitioning scheme for direct and
diffuse SW↓ was tested. As expected the partitioning scheme adds some uncertainty (i.e R re-
duced from 0.88 to 0.81/0.75 respectively, under all-sky conditions). Results for direct/diffuse
are negatively/positively biased (-20.4%/17.2%). Full details are not given here as this topic is
well covered in the literature (e.g. Erbs et al., 1982, Ruiz-Arias et al., 2010). Despite high un-
certainty introduced in decomposition models, the reaggregation of solar components after ele-
vation/terrain correction, minimizes the potential effects in the final terrain corrected estimates
(Ruiz-Arias et al., 2010).
Two quantities are important in modelling precipitation, quantity and frequency, the former rep-
resenting total inputs and the second controlling distribution of those inputs over a given period
of time. A common problem of atmospheric model precipitation fields is ’constant drizzle’ i.e.
a low number of dry days which is compensated for by too high frequency and low intensity
precipitation (Piani et al., 2009, Manders et al., 2012). The percentage of dry days in OBS is much
higher (and not even overlapping) that of ERA-I precipitation data (figure not shown). This can-
not be changed by the current scheme as precipitation can not be created (to be conservative), but
only distributed to the subgrid according to the scheme. A conservative approach would require
a temporal redistribution of precipitation as opposed to the spatial corrections we apply in this
study. We show that both REF and TopoSCALE improve the distribution of monthly precipi-
tation totals, especially high intensity events accounting for approximately 50% of mass inputs
(figure not shown). The dominant effect is from the lapse rate as both REF and TopoSCALE
distributions are reasonably similar. The improvement of TopoSCALE with the inclusion of the
spatial component over REF (purely lapse-rate based), is evident with improved R, RMSE and
BIAS scores. We can also see an improvement in simulation of both extremes with TopoSCALE.
5.2.3 Diurnal cycles
The diurnal cycle in surface and boundary-layer variables is important for the global climate sys-
tem (Dai and Trenberth, 2004), and particularly in simulating daily variation in the surface energy
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Figure 5.4: Observed mean daily versus modelled Tair, Rh, Ws and LW↓ for (a) GRID, (b) REF, and
(c) TopoSCALE methods. The representation is a smoothed density plot to allow visualisation of large
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Figure 5.5: The diurnal cycle of T and SW↓ as averages of all 03–00 UTC 3h timesteps over the
entire study period, for months of December and June. TopoSCALE is compared to a subset of OBS
stations representing an elevation range of 370 (LOC) – 3580 (JFJ) m asl. TopoSCALE given by solid
line, OBS given by dashed line.
balance. Figure 5.5 shows the diurnal cycle of SW↓ and Tair, two fields characterized by distinc-
tive diurnal cycles, in order to investigate the performance of the scheme at sub-daily timescales.
Additionally these fields represent surface (SW↓) and pressure-level (Tair) fields. We calculated
the average of all 03–00 UTC 3h timesteps over the entire study period for months of December
and June. A subset of OBS stations is presented representing an elevation range of 370 (LOC) –
3580 (JFJ) m asl. In general, the diurnal cycle of SW↓ appears to be well reproduced by ERA-I.
However seasonal differences are apparent with more accurate simulation in June than Decem-
ber as indicated by the full range of values at 12 UTC being more comprehensively represented.
Lower amplitudes of diurnal cycles in Tair make the analysis less clear. In December, diurnal
cycles are quite strongly smoothed at low elevation whereas cycles are virtually non-existent in
the OBS data at high elevation. In June there is a degree of smoothing at low elevations but cycles
are generally reproduced. However, at high elevation there is a very strong smoothing. Where
TopoSCALE performs less well for Tair (i.e winter and high elevation), is likely related to poor
representation of the surface boundary layer in ERA-I pressure-level data.
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SUMMARY
- Improvement in all fluxes over coarse grid and reference methods.
- Pressure-level results showed greatest improvement.
- Modest improvements in surface results.
- Provides spatially and temporally continuous meteorological fields at fine-scale which
are physically consistent.
- Efficient pre-processing routines.
5.3 Model chain LAHR simulation
5.3.1 Evaluation: simulated variables
Figure 5.2 gives MP and MS simulated results validated against measurement sites for MAGST,
MAAT andMASD. MAGST results are validated against IMIS, PERMOS and iBUTTON datasets.
The scheme most successfully simulates IMIS sites with low error and bias. However, there is,
respectively, cold/warm bias at cold/warm sites. The iBUTTON dataset covers the largest range
of MAGST and demonstrates good performance of the scheme in cold (i.e. MAGST < 0) loca-
tions. Both iBUTTON and PERMOS site validation shows the ability of the scheme to capture
results influenced by the fine scale variability of the topography. PERMOS1 sites (non-bedrock)
are reproduced with greater success than PERMOS2 sites (steep bedrock). MP gives improved
results for IMIS and PERMOS2 whereas the converse is true for IBUTTON and PERMOS1. Over
all datasets an RMSE of 1.29 is obtained for MS and 1.21 for MP. However, these figures should be
interpreted with caution as there is an implicit weighting based on available datapoints, which
are unlikely to be representative of the distribution of underlying surfaces in the simulation do-
main. MAAT is well modelled at IMIS stations with low error and a bias of only 0.18◦C, although
an opposing slight warm/cold bias at cold/warm sites is visible in the data. MS and MP give
statistically identical results. MASD is not captured well due to large biases in driving precipi-
tation fields. The bias becomes more pronounced at higher values of SD. A slight improvement
is seen in MP over MS. Overall, MP generally shows an improvement over MS in reproducing
OBS which would be expected, as the spatial uncertainty introduced by TopoSUB is removed.
However the difference is generally quite small (most significant difference is MAGST IMIS) and
this is encouraging, in that it seems MS does not introduce significant uncertainty over MP simu-
lation. Figure 5.7 gives a visual impression of MS simulated MAGST results as a transect through
the experiment domain.
5.3.2 Snow bias correction method
Figure 5.8 shows the effect of the snow bias correction factor on MASD. Figure 5.8a shows the
large bias in precipitation inputs, particularly at sites with large snow accumulations (i.e MASD
> 50cm). The effect of the snow correction method in successfully reproducing the spatial differ-
entiation of precipitation quantities by greatly reducing error and bias is shown in 5.8b. Figure
5.8c gives an example of how the method obtains a correction factor which best fits the actual MD
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Figure 5.6: A comparison of MP and MS results. Modelled MAGST, MAAT and MASD evaluated
against IMIS sites (2006-2011) together with statistics.
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of Boeckli et al. (2012b). Comparison of methods is only intended for reference as uncertainties
exist based onmethods or definitions of permafrost area, as well as different observation periods.
Boeckli et al. (2012b) is based on climate normals 1961–1990 whereas the current estimate covers
the period 1984–2011. The method we have shown benefits from the simplicity of definition
in actually simulating permafrost (i.e ground < 0 ◦C for more than two years), although depth
of simulation remains an arguable point. In addition, Table 5.1 shows that the current study
produces an estimate that fits a range of key estimates from the literature well.
Figure 5.9: Visual comparison of permafrost extent computed in the lower Mattertal, SW SWItzerland
by: (a) state of the art statistical model (Boeckli et al., 2012b) and (b) this study. Spatial patterns
and lower limits of permafrost area is captured well.
SUMMARY
- The combined scheme works well in large area simulation of GST and Tair, both in
point (MP) and spatial (MS) modes.
- Snow correction method works reasonably well but depends on GST measurements.
- Estimate of permafrost that is comparable to statistical methods is achieved using
global datasets.
- All inputs are derived from global datasets, allowing for consistent application glob-
ally in heterogeneous and/or remote terrain.
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Table 5.1: Comparison of PE (km2 x 103)obtained by this study compared to other methods in the
literature.
Author Value Method Relevance
This study 1.97 numerical global
Gruber 2012 0.7-2.5 statistical global
Boeckli et al 2012a 2.2 statistical regional
Keller et al. 1998 1.7–2.5 Statistical regional
6
Discussion
This chapter summarises and discusses the main outcomes of the research conducted in this
thesis in order to extract the key contributions (Section 6.1), highlight limitations (Section 6.2)
and discuss the results in terms of insights gained (Section 6.3). The subgrid scheme, TopoSUB
and the scaling scheme TopoSCALE are discussed together as a complete modelling system.
6.1 Contributions
6.1.1 Sampling method
The samplingmethod of the subgrid scheme has several novel featureswhich demonstrate progress
beyond existing techniques: (1) The method allows for multiple dimensions to be considered in
the sampling algorithm which makes it possible for the complexity of heterogeneous environ-
ments to be fully considered as compared to tiling approaches (e.g. Avissar and Pielke, 1989,
Koster and Suarez, 1992a), which generally consider only one dimension (surface cover). Meth-
ods exist e.g., the SAFRAN-Crocus scheme (Durand et al., 1993, 1999), which go beyond conven-
tional tiling and classify topography according to fixed classes and enable application of numer-
ical models over large areas in a semi-distributed fashion. However, we suggest that the more
flexible method of TopoSUB that allows for continuous and unprescribed classification, which is
optimised to the region and variables of interest, is a useful extension of suchmethods. (2) The in-
formed sampling procedure allows tuning of the sampling to specific target variables by scaling
of the input predictors. This samples a multi-dimensional subgrid space without a priori knowl-
edge of the relative importance of dimensions, with respect to simulated target variables. (3)
The method allocates samples optimally (in terms of representing distribution of sample mem-
bers, in attribute space), based on observed dimensions of variability together with relevance of
those dimensions to the target variable(s) in question. Finally, (4) it is a generic method in that
it permits choice of model (e.g. LSM, simple heat conduction, mass-balance), input predictors or




The subgrid scheme gives simulation efficiency gains of several orders of magnitude, allowing
for: (1) Multiple repeat simulations to be performed which facilitates exploration of uncertainty
in initial and boundary conditions, model physics, parameterisations/parameter choice and also
future climate scenarios. (2) Long temporal scales can be simulated allowing for modelling of
transient effects. (3) Large areas can be simulated allowing for large scale assessment of current
or possible future conditions. For example, in the conducted experiments, a sample number
of approximately 64 samples proved sufficient to describe the wide range of elevations, slope
expositions, slope angle and horizon elevations present in the study area, while 258 samples
approximated well the results of a distributed 2-D simulation of 25m resolution. In addition,
through its sample-based architecture this approach is suitable for grid-computing infrastructure
and thus allows for flexible scaling to large tasks.
6.1.3 Multi-scale results
Membership functions relating fine-grid units to samples, allow for LSM results to be output at
several diverse scales:
– Aggregated: produces summary statistics with respect to the coarse grid describing its
subgrid variability by a CDF or derived quantities, computed according to the aggregated
membership functions of individual pixels to each sample.
– Spatialised: data is spatialised to the original fine-grid resolution according to the mem-
bership functions of each fine-grid unit to its samples.
– Point: data estimated for a list of discrete points to support validation studies using ground
truth data without the need for prior full spatialisation.
In addition, fuzzy membership provides a smoother spatialisation by allowing individual pixels
to have multiple memberships. This is not ’smoother’ in terms of a filter but actually increases
the amount of information that is presented as this accounts for the sub-grid heterogeneity that
exists between cluster centroids. As TopoSUB is able to approximate the results of of a distributed
grid that has been aggregated at coarse grid level, this suggests interesting prospects for the
improvement of the representation of mountains or other environments with important fine-
scale processes in coarse-grid models. While spatialisation proves a valuable tool for site specific
studies, CDF’s of sample results provide a rapid assessment of subgrid behaviour.
6.1.4 Downscaling atmospheric fields
The downscaling scheme developed represents progress beyond existing methods in several
ways. Conventionally, fine-grid models obtain a forcing that is extrapolated from a meteoro-
logical station using techniques such as a fixed lapse rate (e.g. Liston and Elder, 2006). Recent
studies have begun to show the use of gridded products in forcing surface models (e.g. Kotlarski
et al., 2010, Paul and Kotlarski, 2010), however they have often still used statistical methods to
cross the scale gap between the coarse-grid model and surface model (e.g. Machguth et al., 2009).
TopoSCALE provides a dynamic time-step based scaling of an atmospheric forcing in complex
topography based on pressure level data and can derive the full suite of input fields required
to force a LSM. This can improve the quality of scaling over conventional methods in complex
terrain. It can provide spatially and temporally continuous meteorological fields at point-scale
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which are physically consistent. Provides a means to generate down-scaled data when statistical
methods are not possible i.e. in remote, data-poor areas or future time periods (with suitable
datasets). Is efficient and therefore can be used to derive long timeseries or data over large areas.
6.1.5 LAHR modelling
By combining the TopoSUB and TopoSCALE methods we have demonstrated the ability to pro-
duce an LAHR simulation of a LSM that compares well to both observations and statistical ap-
proaches. This starts to open up a number of new modelling possibilities that cross several time
and space scales. For example, an application at coarse grid level could be a transient simulation
of total permafrost in the entire European Alps, as an aggregated subgrid estimate (computed at
30 m) driven by re-analysis as a hind cast and GCM data into the future (Figure 6.1). At the other
end of the spectrum interest in a particular location could motivate a high resolution simulation
of recent temperature dynamics in a borehole at a particular depth and perhaps the evolution of
this into the future. While this may seem a mismatch of precision, i.e. modelling a particular
point on the Earth’s surface several decades into the future, what it represents is a coherent mod-
elling framework of how a predicted climate signal could be mapped to impact at the surface,
given relevant location attributes and a reasonable surface model.
6.2 Limitations
6.2.1 Dimensionality and fluxes
An important limitation of the subgrid scheme comes from the inherent 1-D structure of sam-
ples as simulation units. This means that all lateral processes can only be parameterised and
not modelled explicitly. For example, in computing horizon angles which are important for cast-
shadowing calculations (Dubayah and Rich, 1995), we apply a mean horizon angle derived from
the sky-view factor and local slope. This has obvious problems when the horizon is highly asym-
metric i.e consider a steep south facing mountain slope overlooking a plain. In this situation the
horizon angle would be artificially raised in the southerly direction to a mean level and there-
fore reducing radiation inputs and consequently introducing a cold bias. This effect may also
give biases in terms of reduced radiation in westerly directions under convective systems (e.g.
Marty et al., 2002) or under strongly anisotropic local horizons. Another example of neglected
2-D effects is illustrated well by the steep rock-wall logger data (Figure 5.6). The results here
are negatively biased indicating that part of the energy balance is missing or under-represented.
GEOtop computes the emissivity (LW) and albedo (SW) of its hypothetical surroundings as iden-
tical to that of the point itself - in this case a steep rock wall. This will reduce the SW radiation
reflected from surrounding terrain which can be a significant energy input to steep rock-walls
when a winter snow-pack is present. From a mass balance perspective, we do not model redistri-
bution of snow by wind or avalanche. This has an important effect on the surface energy balance
where melt dates can be several weeks later due to heavy accumulations at bases of avalanche
slopes (Harris et al., 2009) or earlier on wind eroded slopes (Winstral and Marks, 2002, Bernhardt
et al., 2010). We model the loss of snow on steep slopes as a function of slope angle, however this
is not a mass-conservative method as the removed mass is not redistributed.
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Figure 6.1: An illustration of the range of modelling applications the TopoSUB/TopoSCALE scheme
could potentially be applied to according to space/time domains, when driven by suitable atmospheric
datasets.
6.2.2 Boundary layer effects
Another important limitation of the TopoSCALE scheme is that boundary effects are not well
represented in the scaling of atmospheric profiles that represent the free atmosphere. This was
shown in Figure 5.5 that the diurnal amplitude of fields such as Tair and SW↓ was not as great
as surface-affected measurements within the boundary layer. This is explained by the fact that
within the surface boundary layer turbulent exchanges of sensible heat fluxes can be a significant
contributor to energy exchange between surface and atmosphere, cf. Section 2.1.1 (Cline, 1997,
Helgason and Pomeroy, 2012). These effects will likely affect diurnal cycles e.g. daily ampli-
tudes of the near surface air-temperature. This may have important implications for processes
which are driven or accentuated by strong daily amplitudes, such as spring melt of the snowpack
(Lundquist and Cayan, 2002).
6.2.3 Precipitation
Precipitation in mountain regions occurs due to a range of complex mechanisms which depend
upon e.g. season, geographical climate (maritime, continental) and structure of orography (Le-
ung and Ghan, 1995, Lundquist et al., 2010, Smith and Barstad, 2004). Precipitation is strongly
variable in both time and space and therefore presents a considerable challenge to models, espe-
cially in complex terrain (Früh et al., 2006). Two quantities are important in modelling precip-
itation, quantity and frequency, the former representing total inputs and the second controlling
distribution of those inputs over a given period of time. In this study we have observed a prob-
lem common to atmospheric models precipitation fields - that is of ’constant drizzle’ i.e. a low
number of dry days which is compensated for by too high frequency and low intensity precip-
itation (Piani et al., 2009, Manders et al., 2012). The difficulty with such a problem is that while
bias maybe an issue, temporal distribution of inputs is likely to be in error. This has impor-
tant implications for any time sensitive runoff processes (e.g. flooding) (Lundquist and Cayan,
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2002). Precipitation could be improved by a more rigorous sub-model such as that proposed
by e.g. Smith and Barstad (2004). We attempt to account for subgrid orographic effects such
as rain-shadows by implementing a description of variability through a climatology, but this is
dependent on the quality of the climatology database and additionally not applicable in subgrid
mode (MS). However, the next generation of reanalysis (e.g. ERA-20C) are likely to deliver large
improvements in this respect due to higher model resolutions improving the representation of
orographic precipitation. Additionally, if the current scheme is driven by RCM (e.g. CORDEX,
the first globally integrated RCM project) or a weather model it is expected that precipitation
based error would be reduced significantly.
6.2.4 Other scale issues
TopoSCALE based limitations primarily originate from the horizontal resolution of driving field.
In this study ERA-I fields at 0.75◦ × 0.75◦ are used. This resolution is far too coarse to represent
sub-grid effects such as valley temperature inversions, for example. In addition, topographic
precipitation barriers are unresolved in regions such as the Mattertal (SW Switzerland) which
produce important rain-shadows. Finally, spatial patterns of sub-grid effects such as shallow
(mainly cumulus) convective precipitation, which is important in simulating correct precipitation
intensities, only start to become resolved at resolutions of around 1km (e.g. Kendon et al., 2012).
In the case of ERA-I this is because shallow convection is parameterised by a bulk mass flux
scheme as described by Tiedtke (1989) which cannot resolve the level of spatial differentiation
that is present in the measurements. This process is particularly significant in spring and summer
months, as surface heating occurs during a typical diurnal cycle, driving convective mass fluxes.
An outlook in this respect is that the presented scheme is readily scalable to higher resolution
driving atmospheric data that will likely come into the public domain in next few years.
6.3 Insights
Scale appropriate validation. Gubler et al. (2011) (Publication IV) have shown that fine-scale
variability of surface processes can be high in complex terrain e.g. variation in soil moisture,
ground cover, local shading can cause differences of as much as 3 ◦C MAGST within a 10 m ×
10m grid. This underscores the importance of scale appropriate validation. There are many stud-
ies in the literature where models operating on grids of 10’s –100’s and in extreme cases, 1000’s
of metres are evaluated by point-scale measurements and this is known to pose a serious chal-
lenges to model validation ((Randall et al., 2003, Li, 2005). Therefore, an important contribution
of this work is that the method is able to provide simulated model data at the same scale as the
measurement is taken.
Importance of informed sampling. Scaling of predictors used in the subgrid scheme is impor-
tant because it affects the relative number of samples formed along a given dimension. With
the scaling of predictors we influence how finely samples are resolved in a given direction, a
process that is important to optimize the number of samples and position in multi-dimensional
predictor-space. When one begins a new experiment it is very difficult to, a priori, quantify which
predictors (especially as this number increases) are of most importance to the simulated target
variable(s) and therefore how best to scale. In addition, we found that this quantification can
lead to quite a significant improvement in results and therefore an important outcome of this
work and relevant to any scheme that relies on a multi-dimensional sampling method.
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Atmospheric downscaling at coarse resolutions The dataset used in this study produced rea-
sonable to good results despite the coarse model grid (0.75◦ × 0.75◦) and lack of boundary-layer
effects. This shows that solving the vertical scaling problem at high temporal resolution can in
itself lead to large improvements in results reported at daily resolutions. Improvements in reso-
lution of driving atmospheric data and representation of boundary-layer effects will significantly
add to this success.
Separating bias and scale. LSM results are sensitive to bias in driving atmospheric data (e.g.
Berg, 2003), which may result in unrealistic estimates of mass, energy and momentum exchanges
between the atmosphere and surface (Lenters et al., 2000, Maurer et al., 2001). However, prerequi-
site to de-biasing is the separation of ’bias’ and ’scale’ issues, as each requires separate treatment.
The present method provides a solution for the scaling problem, while de-biasing can be treated
in a second step. These two issues are often treated together by e.g. statistical methods.
High-value results. The real value offered by this scheme is the possibility to derive high value
results and parameters which are often not available from fine-grid models, especially over large
areas. In addition, availability of diverse output variables improves ability to validate models
using diverse measurements and therefore build confidence in results and provide more robust
model evaluations.
Representation of subgrid in coarse models. TopoSUB is able to approximate the results of
a distributed grid that has been aggregated at coarse grid level while reducing computations
by several orders of magnitudes. This suggests interesting prospects for the improvement of
the representation of mountains or other heterogeneous environments with important fine-scale
processes, in coarse-grid models.
Diurnal cycles. The focus of this work has been on addressing spatial variability, however, it
is well known that diurnal cycles in surface and boundary-layer variables are important for the
global climate system (Dai and Trenberth, 2004), and particularly in simulating daily variation
in the surface energy balance. Figure 5.5 shows that the diurnal amplitude of fields such as Tair
and SW↓ radiation was not as great as surface-affected measurements within the boundary layer.
This may have important implications for processes which are driven by strong daily amplitudes.
Comparison with statistical methods. An important result from this work was comparison of
permafrost estimates derived by this scheme compared to an estimate produced by a state of
the art statistical model (Boeckli et al., 2012b). While this comparison was fairly simplistic (to-
tal quantity and visual comparison) the uncertainties involved in definition, methods and data
sources did not justify a more detailed comparison it is nonetheless an encouraging result that the
present method, which is entirely based on global datasets, is able to reproduce the total quantity
and spatial patterns of a statistical method based on local datasets.
7
Applications, outlook and conclusion
7.1 Applications and relevance
To highlight the progress that has been achieved in this thesis we provide here specific areas
where the scheme has potential application:
– LAHR assessment in complex terrain: efficient numerical (transient) simulation of surface
process in heterogeneous environments with the ability to consider multiple dimensions of
heterogeneity e.g. transient map of permafrost in European Alps. We can also go beyond
traditional variables e.g. compute total ground-ice loss.
– Impact modelling: the scheme would be capable of translating regional climate change
signals into locally relevant impacts, by driving the scheme with suitable scenario data.
– Remote regions: Studies in remote areas (data-poor) often rely on problematic application
of statistical methods or extrapolation of data over large distances (horizontal and/or verti-
cal). This method allows numerical simulation in remote regions where surface data is not
available to drive models or apply statistical methods.
– Validation: Ameans to simulatemodel data at the same spatial scale as validationmeasure-
ments. Additionally, by utilising a LSM the scheme can generate a wide range of variables,
in order to maximise use of all available evaluation data and therefore, provide more robust
evaluations.
– Uncertainty: Due to efficiency gains, the scheme can be used productively in combination
with methods that rigorously treat uncertainty (cf. Gubler et al., 2013).
7.2 Outlook and future work
The following key topics are presented as areas that present possibilities for future research either
as deficiencies in the scheme itself or as new research directions:
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– Boundary layer: With a poorly represented surface boundary-layer daily amplitudes of
surface fluxes are smoothed. An approach to address this issue could be to parametrise
boundary layer effects as a function of how ’deep’ allocation is in the topography. For
example, locations above the coarse grid mean elevation could be expected to be more
representative of the free atmosphere and therefore less subjected to boundary layer effects.
Whereas the converse is likely true below the grid mean elevation.
– Precipitation: Aside from the need of a more physically based scaling routine for precip-
itation (cf. Section 6.2.3), a bias correction method is also thought to be important due to
common biases in precipitation fields. Onemethod has been trialled in this work with some
success (Figure 5.8) however a promising future direction could be the use of remote sens-
ing data to provide a bias correction based on melt-dates. This approach would of course
be limited to the period of the satellite-era.
– New atmospheric datasets: Strong improvements in the radiation scheme would likely
result from the availability of radiative fluxes on pressure levels. The benefit of such an
improved description of vertical profiles and SW↓ diffuse/direct partitioning would be of
great relevance as large areas globally are subject to rugged topography (cf. Gruber, 2012,
Körner et al., 2011, Meybeck et al., 2001). As an outlook, partitioned SW↓ components
are archived in the current ECWMF operational model (pers. comm ECWMF 2012), so
will likely be available in future generations of reanalysis, but possibly only at the surface.
In terms of precipitation, the next generation of reanalysis (e.g. ERA-20C) are likely to
deliver large improvements due to higher model resolutions improving the representation
of orographic precipitation.
– Coupled subgrid scheme: There may be interesting perspectives in fine-grid models feed-
ing back to atmospheric models in order to provide improved land-surface representation
and feedback to the atmosphere (i.e., a two-way coupling). This is supported by the fact
that the subgrid scheme approximated a distributed simulation when aggregated at grid
level (cf. Figure 5.1) demonstrating large potential gains as a coupled system. However,
there are several technical difficulties which would need to be addressed in two-way cou-
pled mode, for example, rigorous handling of conservation laws by the coupler.
7.3 Conclusion
Land surface models are useful tools for transient simulation of surface processes and therefore
furthering our understanding of the Earth’s energy and mass balance and trajectories and conse-
quences of change. However, high resolution models are required in complex terrain, to capture
strong lateral variability. This means that large-area applications can be extremely costly with
current computational resources. To address this problem we have designed and tested a mod-
elling approach which allows a one way coupling of the land surface and atmosphere via: (A) an
efficient subgrid scheme that accepts multiple dimensions of heterogeneity, and (B) a downscal-
ing scheme that utilises 3-D atmospheric column information from atmospheric models. This ap-
proach has been successful in transient simulations of land-surface variables at high-resolution,
over large areas in complex terrain, as evaluated against a large network of meteo-station and
data-logger data. These generally encouraging results have been obtained using surface and
atmospheric datasets that are global and freely available, meaning the method is portable and
suggesting that the results may well generalise to other geographic areas.
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Abstract. Mountain regions are highly sensitive to global cli-
mate change. However, large scale assessments of mountain
environments remain problematic due to the high resolution
required of model grids to capture strong lateral variability.
To alleviate this, tools are required to bridge the scale gap
between gridded climate datasets (climate models and re-
analyses) and mountain topography. We address this problem
with a sub-grid method. It relies on sampling the most impor-
tant aspects of land surface heterogeneity through a lumped
scheme, allowing for the application of numerical land sur-
face models (LSMs) over large areas in mountain regions or
other heterogeneous environments. This is achieved by in-
cluding the effect of mountain topography on these processes
at the sub-grid scale using a multidimensional informed sam-
pling procedure together with a 1-D lumped model that can
be driven by gridded climate datasets. This paper provides a
description of this sub-grid scheme, TopoSUB, and assesses
its performance against a distributed model. We demonstrate
the ability of TopoSUB to approximate results simulated by
a distributed numerical LSM at around 104 less computa-
tions. These significant gains in computing resources allow
for: (1) numerical modelling of processes at fine grid reso-
lutions over large areas; (2) efficient statistical descriptions
of sub-grid behaviour; (3) a “sub-grid aware” aggregation
of simulated variables to coarse grids; and (4) freeing of re-
sources for computationally intensive tasks, e.g., the treat-
ment of uncertainty in the modelling process.
1 Introduction
Mountain regions extend over a large portion of the global
land area and significantly influence climate as well as
human livelihoods (Barnett et al., 2005; Gruber, 2012;
Immerzeel et al., 2010). Complex topography in moun-
tain regions causes high lateral variability of the surface-
atmosphere boundary by: (a) altering the local energy and
mass fluxes between the ground and the atmosphere (caused
by e.g., air temperature, shading, precipitation gradients);
and (b) influencing subsurface properties (e.g., exposed
bedrock in steep slopes, fine sediments and abundant wa-
ter in valleys). Mountain environments are currently under-
going rapid and significant change worldwide due to global
changes in the earth’s climate e.g., warming mountain per-
mafrost (Harris et al., 2003; Isaksen et al., 2001); retreat
of mountain glaciers (Paul et al., 2007; Zemp et al., 2006;
Barry, 2006); and reduction of snow cover in many regions
(Laternser and Schneebeli, 2003; Mote et al., 2005). In order
to understand the impact of these changes, under current and
future climate conditions, tools are required to enable numer-
ical modelling of physical processes that occur across a range
of spatial scales.
Global climate models (GCMs) and regional climate mod-
els (RCMs) are able to generate continuous and physically
consistent fields of climate variables for the observational
period and for scenarios of future climatic conditions. How-
ever, the coarse grids such models operate on (∼ 10–500 km)
limit the ability to resolve the interactions and feedbacks be-
tween the land surface and climate systems in complex to-
pography, which is characterised by strong variability and
nonlinear processes at the sub-grid scale (Giorgi and Avissar,
Published by Copernicus Publications on behalf of the European Geosciences Union.
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In this paper, we describe a sub-grid method which sam-
ples the most important aspects of land surface heterogeneity
based on input predictors (PREDs) which describe important
dimensions of variability in complex topography (e.g., eleva-
tion, aspect, slope, sky view factor). A lumped scheme then
allows for the efficient application of numerical land surface
models (LSMs) over large areas. Aggregation of simulated
target variables (TVs, e.g., ground surface temperature, snow
water equivalent) to the coarse grid and spatialisation to the
fine grid is achieved through membership functions. We use
cumulative distribution functions (CDF) of TVs to provide
statistics of sub-grid behaviour over large areas. This Topo-
graphic SUBgrid tool (TopoSUB) allows for: (1) modelling
of processes at fine grid resolutions, (2) efficient statistical
descriptions of sub-grid behaviour, (3) a “sub-grid aware”
aggregation of simulated TVs to coarse grids and (4) en-
ables validation of results with fine-scale ground truth. The
strength of the scheme is its ability to enable the computa-
tional representation of fine-scale processes over large ar-
eas by several orders of magnitude faster than a distributed
model and, therefore, free resources for spatially or tempo-
rally expensive simulations as well as for exploring uncer-
tainties in input data (e.g., climate projections) or LSM pa-
rameters and physics. While we acknowledge that a lumped
approach compromises on 2-D representation (e.g., snow re-
distribution, surface runoff) it enables the application of so-
phisticated 1-D physics over large areas.
This paper provides a proof of concept of this tool by de-
scribing the method, providing guidance on parameter selec-
tion and performing validation experiments against baseline
distributed model simulations. Whilst TopoSUB is designed
as a tool for use in complex topography – the concept may
also be of interest outside of mountain environments where
alternative dimensions of variability are important.
2 Generic methods
2.1 K-means clustering
Samples are formed using the K-means clustering algorithm
of Hartigan and Wong (1979), an unsupervised learning al-
gorithm which is a suitable for clustering multidimensional
data. K-means aims to partition all points into K clusters
such that the total sum of squares (or squared deviations)
from individual points (pixels) to the assigned cluster cen-
troids in multivariate attribute space is minimised. This then
represents an optimal clustering of points in attribute space
for a prescribed number of samples. The algorithm is com-
posed of the following steps:
1. Randomly place K points into the space represented by
the objects that are being clustered. These points repre-
sent initial group centroids/seeds.
Table 1. Speeds t (min) of K-means in terms of parameters, cluster
number k, pixel number p, and nstart n. The K-means algorithm
run time is less sensitive to cluster number (test 1,2) than to pixel
number (test 1, 3). Speed up is obtained by sampling (test 4 + 5 =
2.16 min) and represents approximately a ten fold speed up based
on 10 : 1 sampling ratio.
Test p k n t
1 1 m 64 10 22.23
2 1 m 32 10 18.99
3 250 k 64 10 4.71
4 100 k 64 10 1.13
5 1 m 64 1 1.03
2. Assign each object to the group that has the closest cen-
troid.
3. When all objects have been assigned, recalculate the po-
sitions of the K centroids.
4. Repeat Steps 2 and 3 until the centroids no longer move.
This produces a separation of the objects into K clusters
from which the metric to be minimised can be calcu-
lated.
Although it can be proven that the procedure will always
terminate, the K-means algorithm is sensitive to the ini-
tial configuration of cluster seeds and does not necessarily
find the optimal configuration (Kanungo et al., 2002), cor-
responding to the global objective function minimum (as op-
posed local minima). The K-means algorithm is run multiple
times to reduce this effect.
This multiple K-means algorithm has three important con-
trolling parameters, K number of clusters, iter.max maxi-
mum allowed iterations of the algorithm and nstart number
of random starts. Fixing K at 128 samples, a sensitivity anal-
ysis was performed on iter.max and nstart in order to define
baseline parameter values to be used in TopoSUB. Stable per-
formance, as measured by within sum of squares (WSS) was
achieved for iter.max= 20 and nstart= 10 (Fig. 2). Iter.max
shows a much greater variation in WSS over its range as it
is an intrinsic part of the K-means algorithm. K-means is
significantly sensitive to initialisation i.e., location of initial
cluster seeds. For this reason it is highly recommended to
run the K-means algorithm with several random starts and
average the results. A first run of K-means algorithm is per-
formed on a subset of input data (105 pixels) with 10 random
starts and maximum iterations set to 20 (as previously de-
fined). The cluster centres defined by this clustering of the
subset are used to initialise K-means for the entire dataset
(106 or more pixels). This allows for significant speed up of
the algorithm (factor of 10, Table 1) while not compromising
on the quality of results.
www.geosci-model-dev.net/5/1245/2012/ Geosci. Model Dev., 5, 1245–1257, 2012
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Fig. 2. The effect of maximum allowed iterations (iter.max) and
number of random starts (nstart) of Kmeans on total within sum of
squares (WSS) of resulting clusters (k = 128).
2.2 Fuzzy membership
In contrast to crisp membership (yes/no), fuzzy methods
allow for varying degrees of membership to multiple sets
(Zadeh, 1965). A membership function is given with a value
in the interval 0–1. We apply fuzzy membership functions to
allow for varying degrees of membership of pixels to mul-
tiple samples. Fuzzy methods of classification are usefully
applied to multivariate classification problems when class
overlap is required to represent continuous phenomena. The
primary advantage of this method over crisp classification is
that fuzzy methods allow for high resolution mapping of the
TV, whilst accounting for topographic variability within each
sample. Membership functions are calculated in two steps.
First, the standardised squared distance (d2) of the i-th pixel





[(xni −Cnj )/Sdnj ]2. (1)
where Sd is class standard deviation (Burrough et al., 2001).
Then we can derive the membership, µ of the i-th pixel to the












i = 1,2, ..., I,
µci ∈ [0,1].
where M is the so-called fuzzy exponent parameter. This pa-
rameter is a weighting exponent and it controls the degree
of fuzziness of the membership grades. As M approaches
1, the clustering becomes crisper. As M becomes very large
(i.e., M > 100), membership becomes almost constant so
that clusters can no longer be distinguished.
The determination of an optimal value for M in a fuzzy
classification process remains an open question (e.g. Okeke
and Karnieli, 2006; Burrough et al., 2000). Commonly cited
values in the literature range from 1.3 to 3 depending upon
application. Okeke and Karnieli (2006) propose a linear mix-
ture model approach to optimise the value of M for any given
dataset. We found an optimum value to exist between crisp
(M = 1) and very fuzzy (M > 2) by iterating through val-
ues of M 1–2 in stages of 0.1. We identified 1.4 to give the
most accurate results in majority TVs tested (compared with
a distributed simulation), in our specific test case. However,
the optimal value of M is not the focus of the present study
and will not be further discussed. A standard fuzzy member-
ship algorithm will compute memberships for all pixels to all
samples, resulting in a membership matrix of n samples by
p pixels. Even with the modest large area simulation we give
in this paper, this results in matrix of magnitude 108. In or-
der to reduce storage demands we allow a reduced number
of membership dimensions to be prescribed whilst preserv-
ing the functionality of the algorithm. This is achieved by
either (a) prescribing absolute number of membership val-
ues allowed per pixel or (b) setting a target membership level
(i.e., 95 %) and averaging the required number of member-
ships per pixel to achieve this threshold.
2.3 Statistical methods
Test distributions are compared with baseline distributions
using a one-sample Kolmogorov-Smirnov test (KS-test)
which is a non-parametric test for the equality of continuous,
one-dimensional probability distributions that can be used to
compare a sample with a reference probability distribution.
If the sample comes from distribution F(x), then the KS
statistic, D converges to zero. Comparison of simulated fine
grid data against baseline grids is performed using the nor-
malised root-mean-squared error (NRMSE) to allow com-
parison across simulated TVs of different scale ranges. The
RMSE is normalised against the standard deviation of the ob-
servations, being a robust statistic that is less influenced by
outliers than the range. Correlation statistics stated are Pear-
son product-moment correlation coefficients (r-value).
3 TopoSUB methods
TopoSUB is designed to provide an effective approximation
of a spatially distributed grid with a lumped model. A key de-
sign principle is to be generic, allowing for choice of driving
inputs (station data, gridded climate data), numerical model
and output (TVs, resolution) to support a wide range of pos-
sible applications. It has two main modules (Fig. 3): a pre-
processor to run only once and a post-processor to run many
times together with an LSM. Because it is intended for use in
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Fig. 4. (a) Visualisation of 128 samples generated by TopoSUB. (b) Polar plot showing the distribution of samples in terms of predictors
used: elevation, aspect, slope and sky view factor.
Table 2. Parameters used in TopoSUB.
name description default value
K number of samples 128
PREDs input predictors (ele, slp, asp, svf)
TV target variables (GST, SWE, SWin, Tair)
M fuzzy membership exponent 1.4
iter.max maximum iterations of K-means 20
nstart1 number of random starts for sample K-means 10
nstart2 number of random starts for all data K-means 1
µmax number of membership dimensions 20










TV = 1, ...n.
The set of PREDs, with informed scaling, are re-clustered
to provide a predefined number of samples that are then
more effectively distributed with respect to the desired TVs
(Fig. 4). The sample centroids now provide the required input
to the LSM. Additionally, the regression model can be opti-
mised by using disaggregated r2 (Genizi, 1993) either man-
ually or automatically, by removing PREDs that contribute
less than a stated threshold to model significance.
We have also implemented a routine which allows for the
dropping of samples that are deemed insignificant. Insignifi-
cant samples are defined as those with fewer members than a
percentage threshold (defined a priori) of a theoretical sam-
ple membership value obtained if all pixels where distributed
equally among samples. The members of dropped samples
are redistributed on a nearest neighbour basis to remaining
samples, in euclidean space.
3.1.3 Pre-processor output
A vector of sample weights is calculated according to to-
tal membership of pixels to each sample. This provides the
means by which to (a) aggregate TVs to the coarse grid
and, (b) provide a rapid statistical description of sub-grid be-
haviour using a CDF. A matrix of membership functions of
individual pixels to samples provides a means of spatialising
results to the fine grid. We employ crisp and fuzzy member-
ship. Crisp membership implies that pixels may belong to
only one sample (that which they are assigned in clustering).
Fuzzy membership allows for varying degrees of member-
ship to multiple samples. This then accounts to some ex-
tent for within sample variance (in terms of PREDs) that
inevitably exists and provides an alternative and smoother
means of spatialisation at reasonable computational cost.
The final output from the pre-processor is the sub-grid
configuration (Fig. 5) as defined by: (a) a small matrix of
sample characteristics. These are the environmental char-
acteristics of each sample used to drive the LSM as well
as the aggregated sample weights used for aggregation to
grid level and statistical description of sub-grid behaviour.
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Fig. 5. Scheme of pre-processor output options, (A) no spatial, sam-
ple matrix of sample weights and environmental characteristics;
(B1) spatial with crisp membership, single layer maps; and, (B2)
spatial with fuzzy membership, multi-layer maps with a number of
chosen fuzzy membership dimensions.
(b) Membership information for the spatialisation of results
to the fine grid. For crisp membership this has the dimensions
of the original fine grid (B1), for fuzzy membership the ID
and weight for the s most important samples are stored for
each original pixel (Table 2), increasing the dimensions of
this information to 2* s times the original size (B2), because
the membership values as well as the sample ID’s need to
be stored per pixel. Based on the sub-grid configuration, the
LSM is run in 1-D mode for each sample.
3.2 Post-processor
Based on the sub-grid configuration, the LSM output is post-
processed. The result of this can either be (a) summary statis-
tics with respect to the coarse grid describing its sub-grid
variability by a CDF or derived quantities; or (b) data spa-
tialised to the original fine grid; or (c) data estimated for a list
of discrete points to support validation studies using ground
truth data. The coarse-grid summary statistics are computed
according to the aggregated membership functions of indi-
vidual pixels to each sample. TVs are spatialised to fine grid
resolution according to the membership functions (crisp or
fuzzy) of each pixel to each significant cluster. This accounts
for the sub-grid heterogeneity that exists between cluster cen-
troids.
4 Simulation experiments
4.1 Data and tools
The high-resolution input into the scheme is a 25 m digi-
tal elevation model (DEM, obtained from Swisstopo). The
DEM used in this study covers a test area of 25.6× 25.6 km
(∼ 106 pixels) in the south-east of Switzerland (Fig. 6). The
study area represents a good example of strongly variable
mountain topography (elevation range 1556–4043 m a.s.l.)
with which to test the performance of the scheme. Land
Fig. 6. Study region (25.6× 25.6 km) in the upper Engadin,
Switzerland. Location of driving climate station in red.
surface parameters, slope (degrees), aspect (degrees) and sky
view factor (fraction, 0–1) are derived from the DEM using
SAGA-GIS. Driving meteorology is provided by a high el-
evation MeteoSwiss synoptic weather station (Corvatsch) at
3315 m a.s.l. We use an hourly time series of air tempera-
ture, relative humidity, global radiation, wind speed, wind
direction and precipitation over the period 1 July 2009 to
1 July 2010. Based on 28 yr of climate data (1982–2009)
from the driving meteorological station, the mean annual
temperature is −5.15 ◦C and the mean total annual precipi-
tation is 876 mm. The mean annual 0 ◦C isotherm is at ap-
proximately 2200 m a.s.l. Station data (1985–2010) in the
simulation domain from Samedan (1709 m a.s.l.) and Passo
del Bernina (2307 m a.s.l.) give mean winter (DJFM) snow
depths of 43 and 209 cm and mean March depths of 36 and
226 cm, respectively.
4.2 Land surface model
We employ the open-source LSM GEOtop (Endrizzi and
Marsh, 2010; Dall’Amico et al., 2011; Rigon et al., 2006)
which is a physically-based model that simulates the coupled
energy and water balance with phase change in soil, a multi-
layer physically-based snow-pack model and surface energy
fluxes in 1-D and distributed 2-D modes. It has been designed
specifically for application in mountain regions. The model
domain consists of a soil column of user-specified depth (typ-
ically of a few metres) from the ground surface, which is, in
turn, defined by a Digital Elevation Model (DEM). The heat
and subsurface water flow equations are then solved with fi-
nite differences schemes.
The multi-layer snow pack scheme accommodates com-
paction as well as water percolation and refreezing. The
influence of topography on micro-climatology is parame-
terised, allowing for the solution of the surface energy bal-
ance for differing topographic situations based on one driv-
ing climate time series (Endrizzi and Marsh, 2010; Liston
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and Elder, 2006). A vegetation canopy was not considered in
these experiments. The soil is uniform over the entire simula-
tion domain, parameterised using the Van-Genuchten model
(Van Genuchten, 1981), and has 5 layers and a total depth of
3.1 m. The model is run on an hourly timestep. We apply two
years of spin up and then generate 1 yr of data.
The meteorological data, input as point time-series are
spatially distributed by GEOtop to each simulation point
using principles of the Micromet model (Liston and Elder,
2006). Specifically: (1) Air temperature follows a mean lapse
rate (6.5 ◦C km−1). (2) Since relative humidity is a nonlinear
function of elevation, the dewpoint temperature is used for
vertical extrapolation. (3) Model time step is used to calcu-
late the solar radiation for that specific time. In addition, the
influence of cloud cover, direct and diffuse solar radiation,
and topographic slope and aspect on incoming solar radia-
tion is accounted for. The distributed version has self and
cast shadowing based on DEM, point has self and a uniform
horizon elevation. (4) Precipitation is not adjusted.
4.3 Testing strategy
The primary aim of this evaluation is to test how well Topo-
SUB is able to reproduce results of a distributed model. This
is done by comparing results obtained from TopoSUB with
results from a distributed LSM simulation on a regular 2-D
grid. Both runs use the same LSM, GEOtop and same mete-
orology distribution scheme described in Sect. 4.2. The key
difference is that the simulation units are (a) samples result-
ing from clustering of predictors in TopoSUB and, (b) pixels
at DEM resolution in distributed runs. The distributed runs
have diverse spatial resolutions ranging from 25 m (106 cells)
to 25 km (1 cell). TopoSUB is also run at differing reso-
lution i.e., different levels of detail (number of samples) in
the sampling of the sub-grid. In all experiments, both Topo-
SUB and distributed runs are evaluated with respect to a 25 m
distributed simulation (BASE), which we consider to be the
baseline in this experiment, being the most finely discretised
representation of the experiment domain. Experiments pre-
sented in results are: (Sect. 5.1) grid aggregated results com-
pared directly with corresponding statistics of BASE. For
this, the mean and standard deviation as well as the 25th
and 75th percentiles are calculated; (Sect. 5.2) statistical de-
scription of sub-grid behaviour is evaluated by comparing the
CDF of TopoSUB simulation to CDF of BASE simulations
using KS-test; and, (Sect. 5.3) fuzzy spatialised results are
compared to BASE using the r-value and NRMSE to assess
the predictive power of the scheme at the grid cell level. Fi-
nally, other aspects of TopoSUB performance are presented
(Sects. 5.4–5.6). To keep computation times for the 25 m res-
olution BASE simulation reasonable, water movement in the
soil was not considered.
4.4 Model settings
For testing, input PREDs of elevation, aspect, slope and sky
view factor are used in the clustering algorithm, all computed
from the input DEM at 25 m resolution. In all experiments we
simulate output response variables of air temperature (Tair,
◦C), ground temperature at 10 cm depth (GST, ◦C), snow
water equivalent (SWE, mm) and incoming shortwave radia-
tion (SWin, W m−2). These were chosen as suitable variables
with which to test the performance of the TopoSUB scheme
in terms of representing both near surface processes and en-
ergy fluxes. Air temperature represents a simple check of the
scheme due to straightforward relationship with elevation in
this study (using a standard lapse rate). SWin represents how
well the scheme is able to represent topography with respect
to parameters relevant to radiation modelling. Snow water
equivalent and GST both represent important physical pro-
cesses in mountain areas. TVs are analysed as mean annual
values in all cases. Spatialised TopoSUB results are evalu-
ated on a pixel by pixel basis whereas aggregated results are
by definition evaluated as a mean value of the simulation do-
main. Model parameters are set per default values in Table 2.
5 Results
5.1 Grid aggregated output
Grid aggregated results from both TopoSUB and distributed
runs are analysed as deviations from BASE simulation for
increasing sample numbers (TopoSUB: samples, distributed:
pixels) that represent computational cost (Fig. 7). The sim-
ulated TVs approximate the BASE results well requiring
103–104 times less computations. The convergence of re-
sults for the tested TVs at 100–200 samples in the sub-grid
scheme suggests that we are able to reach a stable perfor-
mance. A convergence of results with resolution is not ob-
served in distributed simulations (except for the simple vari-
able of air temperature) underscoring the importance of at-
tention to scaling issues. Figure 7 also shows the improve-
ment in aggregated information between a grid average com-
putation (1 sample), as is common in climate models, and a
200 sample TopoSUB simulation, that is capable of approx-
imating the BASE simulation (which is explicitly modelling
sub-grid processes).
5.2 Statistical description of sub-grid behaviour
CDFs are calculated using aggregated sample weights and
provide a rapid description of sub-grid behaviour by pre-
senting the distribution of simulated TVs without the need
for spatialisation. This technique enables rapid assessments
such as percentage of permafrost in the simulation domain
or the total SWE. A good fit is seen in all cases (Fig. 8).
These statistics can be readily presented against topographic
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Fig. 7. Aggregated statistics: mean (bold), 25th and 75th percentile
(non-bold) of the sub-grid scheme at resolutions 1–1024 samples
(blue) and distributed simulations (red) spanning resolutions of 4–
106 pixels. Vertical lines indicate 16 and 128 samples. A stable per-
formance is reached after the 128 sample level in all cases. Topo-
SUB is able to approximate aggregated 2-D simulation at 104 less
computations. Note logarithmic X-scale.
attributes to give more detailed understanding of the sub-grid
e.g., permafrost extent by elevation band or exposures.
5.3 Spatialised output
Spatialised results are obtained by distributing LSM results
based on the crisp or fuzzy membership of each pixel, re-
sulting in a 25 m resolution mapping of TVs. Based on con-
vergence of the NRMSE and correlation coefficient of the
TopoSUB scheme it can be seen that, at least in our test case,
the majority of performance is gained until 64 samples, af-
ter 258 samples a stable performance is achieved (Fig. 9).
This represents a reduction of computational effort of three
to four orders of magnitude compared with the BASE simula-
tion (depending on required quality level), a similar result to
Sect. 5.1. Figure 10 gives density scatter plots of all TVs for
258 samples. TopoSUB is able to reproduce the BASE sim-
ulation with an NRMSE of 12–28 % depending on the TV.
Figure 11 provides a visual comparison of the simulation re-
sults for GST presented as deviation from BASE simulation
(BASE TopoSUB), as well as a histogram of error distribu-
tion. The source of this error was investigated through a re-
gression analysis of difference against PREDs. By restricting
the dataset to values > 1 ◦C and <−1 ◦C we could ensure
the signal was not masked by the (vast majority of) low er-
ror values. The model explained 47 % of variance (increased
Fig. 8. CDFs of mean annual simulation results derived from the
sub-grid scheme (blue) based on 258 samples and a distributed sim-
ulation (red) based on 106 pixels. A good fit is reported by a KS-test
(D). Aggregated summary statistics can be computed directly from
the CDF, for example percentage area with MAGST < 0 ◦C (red
dotted line, top-left figure).



































































Fig. 9. The predictive power of the lumped scheme is assessed using
the (a) r-value (b) NRMSE at resolutions 2–400 samples with re-
spect to baseline distributed grid simulation. The majority of perfor-
mance is gained until 64 samples (first dotted line). After 258 sam-
ples a reasonably stable performance is achieved (second dotted
line).
to 62 % by including interacting effects). A relative impor-
tance metric derived from decomposed r2 value (Genizi,
1993) gives the percentage of variance explained by model
attributable to each PRED, as follows: sin(aspect)= 38 %,
cos(aspect)= 24 %, slope= 20 %, elevation= 14 % and sky
view factor= 4 %. This shows that the spatial component of
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4. TopoSUB is able to approximate the results of of a dis-
tributed grid that have been aggregated at coarse grid
level. This suggests interesting prospects for the im-
provement of the representation of mountains or other
environments with important fine-scale processes in
coarse-grid models.
5. This approach is suitable for grid-computing infrastruc-
ture that is becoming increasingly common in many dis-
ciplines and, thus, allows flexible scaling to large tasks.
We envisage TopoSUB to be a useful tool in a wide range of
numerical modelling applications in complex terrain, due to
flexible choice of inputs, numerical models and output op-
tions.
Supplementary material related to this article is
available online at: http://www.geosci-model-dev.net/5/
1245/2012/gmd-5-1245-2012-supplement.zip.
Acknowledgements. This project was funded by the Swiss National
Science Foundation grant “CRYOSUB: Mountain Cryosphere
Sub-grid parameterization and Computation”, project number
200021 121868 and kindly supported by the project X-sense
funded through nanotera.ch, project number 200021 211868. This
work was also supported by the AAA/SWITCH funded Swiss
Multi Science Computing Grid project (www.smscg.ch) with
computational infrastructure and support. Customised libraries
(ggeotop and GC3Pie) and user support were kindly provided by
GC3: Grid Computing Competence Center (www.gc3.uzh.ch).
Special thanks go to Stefano Endrizzi for his invaluable support in
the implementation of GEOtop in this project. Finally, we would
like to thank Samuel Morin, Ethan Gutmann and an anonymous
reviewer who all helped to improve this paper.
Edited by: D. Lawrence
References
Avissar, R.: A statistical-dynamical approach to parameterize
subgrid-scale land-surface heterogeneity in climate models,
Surv. Geophys., 12, 155–178, 1991.
Avissar, R. and Pielke, R. A.: A parameterization of heterogenous
land surfaces or atmospheric numerical models and its impact
on regional meteorology), Mon. Weather Rev., 117, 2113–2136,
1989.
Barnett, T. P., Adam, J. C., and Lettenmaier, D. P.: Potential impacts
of a warming climate on water availability in snow-dominated
regions, Nature, 438, 303–309, 2005.
Barry, R. G.: The status of research on glaciers and global glacier
recession: a review, Prog. Phys. Geogr., 30, 285–306, 2006.
Bartelt, P. and Lehning, M.: A physical SNOWPACK model for the
Swiss avalanche warning: Part I: numerical model, Cold Reg.
Sci. Technol., 35, 123–145, 2002.
Boeckli, L., Brenning, A., Gruber, S., and Noetzli, J.: A statistical
approach to modelling permafrost distribution in the European
Alps or similar mountain ranges, The Cryosphere, 6, 125–140,
doi:10.5194/tc-6-125-2012, 2012.
Burrough, P. A., van Gaans, P. F. M., and MacMillan, R. A.: High-
resolution landform classification using fuzzy k-means, Fuzzy
Sets Syst., 113, 37–52, 2000.
Burrough, P. A., Wilson, J. P., Gaans, P. F. M. V., and Hansen, A. J.:
Fuzzy k-means classification of topo-climatic data as an aid to
forest mapping in the Greater Yellowstone Area , USA, Land-
scape Ecol., 16, 523–546, 2001.
Dall’Amico, M., Endrizzi, S., Gruber, S., and Rigon, R.: A robust
and energy-conserving model of freezing variably-saturated soil,
The Cryosphere, 5, 469–484, doi:10.5194/tc-5-469-2011, 2011.
Dimri, A. P.: Impact of subgrid scale scheme on topography and lan-
duse for better regional scale simulation of meteorological vari-
ables over the western Himalayas, Clim. Dynam., 32, 565–574,
2009.
Durand, Y., Brun, E., Merindol, L., Guyomarc’h, G., Lesaffre, B.,
and Martin, E.: A meteorological estimation of relevant parame-
ters for snow models, Ann. Glaciol., 18, 65–71, 1993.
Durand, Y., Giraud, G., Brun, E., Me´rindol, L., and Martin, E.:
A computer-based system simulating snowpack structures as a
tool for regional avalanche forecasting, J. Glaciol., 45, 469–484,
1999.
Endrizzi, S. and Marsh, P.: Observations and modeling of
turbulent fluxes during melt at the shrub-tundra transition
zone 1: point scale variations, Hydrol. Res., 41, 471–491,
doi:10.2166/nh.2010.149, 2010.
Famiglietti, J. S. and Wood, E. F.: Multiscale modeling of spatially
variable water and energy balance processes, Water Resour. Res.,
30, 3061–3078, 1994.
Genizi, A.: Decomposition of r2 in multiple regression with corre-
lated regressors, Stat. Sin., 3, 407–420, 1993.
Giorgi, F. and Avissar, R.: Representation of heterogeneity effects in
earth system modeling - Experience from land surface modeling,
Rev. Geophys., 35, 413–438, 1997.
Gruber, S.: Derivation and analysis of a high-resolution estimate
of global permafrost zonation, The Cryosphere, 6, 221–233,
doi:10.5194/tc-6-221-2012, 2012.
Gruber, S., Hoelzle, M., and Haeberli, W.: Rock-wall temperatures
in the Alps: modelling their topographic distribution and regional
differences, Permafrost Periglac. Proc., 15, 299–307, 2004.
Gubler, S., Fiddes, J., Keller, M., and Gruber, S.: Scale-
dependent measurement and analysis of ground surface temper-
ature variability in alpine terrain, The Cryosphere, 5, 431–443,
doi:10.5194/tc-5-431-2011, 2011.
Harris, C., Vonder Muhll, D., Isaksen, K., Haeberli, W., Sollid, J. L.,
King, L., Holmlund, P., Dramis, F., Guglielmin, M., and Palacios,
D.: Warming permafrost in European mountains, Global Planet.
Change, 39, 215–225, 2003.
Hartigan, J. A. and Wong, M. A.: A k-means clustering algorithm,
J. Roy. Stat. Soc., 28, 100–108, 1979.
Hebeler, F. and Purves, R. S.: The influence of resolution and to-
pographic uncertainty on melt modelling using hypsometric sub-
grid parameterization, Hydrol. Process., 22, 3965–3979, 2008.
Immerzeel, W. W., Van Beek, L. P. H., and Bierkens, M. F. P.: Cli-
mate change will affect the Asian water towers, Science, 328,
1382, doi:10.1126/science.1183188, 2010.
Geosci. Model Dev., 5, 1245–1257, 2012 www.geosci-model-dev.net/5/1245/2012/
Paper I 79
J. Fiddes and S. Gruber: TopoSUB 1257
Isaksen, K., Holmlund, P., Sollid, J. L., and Harris, C.: Three deep
Alpine-permafrost boreholes in Svalbard and Scandinavia, Per-
mafrost Periglac. Proc., 12, 13–25, 2001.
Kanungo, T., Mount, D. M., Netanyahu, N. S., Piatko, C. D., Sil-
verman, R., and Wu, A. Y.: An efficient-means clustering algo-
rithm: Analysis and implementation, IEEE Trans. Pattern Anal.
Machine Int., 24, 881–892, 2002.
Klok, E. J. and Oerlemans, J.: Model study of the spatial distri-
bution of the energy and mass balance of Morteratschgletscher,
Switzerland, J. Glaciol., 48, 505–518, 2002.
Koster, R. and Suarez, M.: Modeling the land surface boundary in
climate models as a composite of independent vegetation stands,
J. Geophys. Res., 97, 2697–2715, 1992.
Kotlarski, S.: A Subgrid Glacier Parameterisation for Use in Re-
gional Climate Modelling, Ph.D. thesis, Max Planck Institute for
Meteorology, 2007.
Laternser, M. and Schneebeli, M.: Long-term snow climate trends
of the Swiss Alps (1931–99), Int. J. Climatol., 23, 733–750,
2003.
Leung, L. R. and Ghan, S. J.: A subgrid parameterization of oro-
graphic precipitation, Theor. Appl. Climatol., 52, 95–118, 1995.
Liang, X. Z., Xu, M., Choi, H. I. L., Kunkel, K. E., Rontu, L., Ge-
leyn, J. F., Mu¨ller, M. D., Joseph, E., and Wang, J. X. L.: Devel-
opment of the regional climate-weather research and forecast-
ing model (CWRF): Treatment of subgrid topography effects, in:
Proceedings of the 7th Annual WRF User’s Workshop, Boulder,
CO, 2006.
Liston, G. and Elder, K.: A meteorological distribution system for
high-resolution terrestrial modeling (MicroMet), J. Hydromete-
orol., 7, 217–234, 2006.
Mote, P. W., Hamlet, A. F., Clark, M. P., and Lettenmaier, D. P.: De-
clining mountain snowpack in western North America, B. Am.
Meteorol. Soc., 86, 39–44, 2005.
Okeke, F. and Karnieli, A.: Linear mixture model approach for se-
lecting fuzzy exponent value in fuzzy c-means algorithm, Ecol.
Inf., 1, 117–124, 2006.
Paul, F. and Kotlarski, S.: Forcing a distributed glacier mass balance
model with the regional climate model REMO. Part II: down-
scaling strategy and results for two swiss glaciers, J. Climate, 23,
1607–1620, doi:10.1175/2009JCLI3345.1, 2010.
Paul, F., Kaab, A., and Haeberli, W.: Recent glacier changes in the
Alps observed by satellite: consequences for future monitoring
strategies, Global Planet. Change, 56, 111–122, 2007.
Rigon, R., Bertoldi, G., and Over, T. M.: GEOtop: A distributed
hydrological model with coupled water and energy budgets, J.
Hydrometeorol., 7, 371–388, 2006.
Riseborough, D., Shiklomanov, N., Etzelmu¨ller, B., Gruber, S.,
and Marchenko, S.: Recent advances in permafrost modelling,
Permafrost Periglac. Proc., 156, 137–156, doi:10.1002/ppp.615,
2008.
Seth, A., Giorgi, F., and Dickinson, R. E.: Simulating fluxes from
heterogeneous land surfaces: explicit subgrid method employing
the biosphere-atmosphere transfer scheme (BATS), J. Geophys.
Res., 99, 18651–18667, doi:10.1029/94JD01330, 1994.
Sokal, R. R. and Sneath, P. H. A.: Principles of taxonomy, Science,
156, 1356, doi:10.1126/science.156.3780.1356, 1967.
Walland, D. J. and Simmonds, I.: Sub-grid scale topography and the
simulation of Northern Hemisphere snow cover, Int. J. Climatol.,
16, 961–982, 1996.
Wood, E. F., Sivapalan, M., Beven, K., and Band, L.: Effects of spa-
tial variability and scale with implications to hydrologic model-
ing, J. Hydrol., 102, 29–47, doi:10.1016/0022-1694(88)90090-
X, 1988.
Van Genuchten, M.: Analytical solutions for chemical transport
with simultaneous adsorption, zero-order production and first-
order decay, J. Hydrol., 49, 213–233, 1981.
Zadeh, L. A.: Fuzzy sets*, Information Control, 8, 338–353, 1965.
Zemp, M., Haeberli, W., Hoelzle, M., and Paul, F.: Alpine glaciers
to disappear within decades, Geophys. Res. Lett., 33, L13504,
doi:10.1029/2006GL026319, 2006.
www.geosci-model-dev.net/5/1245/2012/ Geosci. Model Dev., 5, 1245–1257, 2012
80
Paper II
Fiddes, J. and Gruber, S.: TopoSCALE: deriving surface fluxes from gridded climate data, Geo-
scientific Model Development Discussions, 6, 3381–3426, doi: 10.5194/gmdd-6-3381-2013, 2013
Results relevant to this thesis:
– Developed climate-data scaling scheme.
– Demonstated generally good performance in downscaling gridded climate data to fine grid
when evaluated against large network of ground observation.
The author’s contribution to this publication:
– Lead researcher on development of methods.
– Authored all scheme code.
– Designed and performed analysis of results.
– Main author of all sections of publication.
81
Geosci. Model Dev., 7, 387–405, 2014
www.geosci-model-dev.net/7/387/2014/
doi:10.5194/gmd-7-387-2014













TopoSCALE v.1.0: downscaling gridded climate data in
complex terrain
J. Fiddes1 and S. Gruber2
1Department of Geography, University of Zurich, Switzerland
2Department of Geography & Environmental Studies, Carleton University, Ottawa, Canada
Correspondence to: J. Fiddes (joel.fiddes@geo.uzh.ch)
Received: 26 April 2013 – Published in Geosci. Model Dev. Discuss.: 26 June 2013
Revised: 6 November 2013 – Accepted: 30 December 2013 – Published: 21 February 2014
Abstract. Simulation of land surface processes is problem-
atic in heterogeneous terrain due to the the high resolution
required of model grids to capture strong lateral variability
caused by, for example, topography, and the lack of accurate
meteorological forcing data at the site or scale it is required.
Gridded data products produced by atmospheric models can
fill this gap, however, often not at an appropriate spatial res-
olution to drive land-surface simulations. In this study we
describe a method that uses the well-resolved description
of the atmospheric column provided by climate models, to-
gether with high-resolution digital elevation models (DEMs),
to downscale coarse-grid climate variables to a fine-scale
subgrid. The main aim of this approach is to provide high-
resolution driving data for a land-surface model (LSM).
The method makes use of an interpolation of pressure-
level data according to topographic height of the subgrid.
An elevation and topography correction is used to down-
scale short-wave radiation. Long-wave radiation is down-
scaled by deriving a cloud-component of all-sky emissivity
at grid level and using downscaled temperature and relative
humidity fields to describe variability with elevation. Precip-
itation is downscaled with a simple non-linear lapse and op-
tionally disaggregated using a climatology approach.
We test the method in comparison with unscaled grid-level
data and a set of reference methods, against a large evaluation
dataset (up to 210 stations per variable) in the Swiss Alps.
We demonstrate that the method can be used to derive me-
teorological inputs in complex terrain, with most significant
improvements (with respect to reference methods) seen in
variables derived from pressure levels: air temperature, rela-
tive humidity, wind speed and incoming long-wave radiation.
This method may be of use in improving inputs to numeri-
cal simulations in heterogeneous and/or remote terrain, espe-
cially when statistical methods are not possible, due to lack
of observations (i.e. remote areas or future periods).
1 Introduction
Simulations of land-surface processes are important for per-
forming assessments of a wide range of earth systems, un-
der current and possible future climates. This task is prob-
lematic in complex terrain due to the inter-connected prob-
lems of (i) the high resolution required of model grids to
capture strong lateral variability caused by, for example, to-
pography, surface or sub-surface processes (e.g. Gubler et al.,
2011; Riseborough et al., 2008; Arnold and Rees, 2009); and
consequently, (ii) the lack of accurate meteorological forc-
ing data at the site or scale it is required (Thornton et al.,
1997; Liston and Elder, 2006). This can be due to the lack of
meteorological observations (i.e. spatial coverage, temporal
extent/continuity, or variables measured are insufficient for
purpose) or lack of representative observations where sur-
face variability is high. Gridded data products produced by
atmospheric models can, in part, fill this gap (e.g. Frauen-
feld, 2005; Pereira-Cardenal et al., 2011; Akhtar et al., 2009;
Vu et al., 2012); however, in many cases not at an appropri-
ate spatial resolution to drive land-surface simulations (i.e.
site scale), and therefore require some form of downscaling
of variables.
Basic downscaling approaches (also referred to as dis-
aggregation), utilise fixed relationships between the coarse-
grid fields of atmospheric models and a subgrid surface,
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that describes a given variable at higher resolution than the
coarse-grid. Such approaches developed from the recognised
need to represent subgrid surface heterogeneity in climate
models and therefore the requirement to disaggregate the
coarse-grid climate forcing to the subgrid land-surface (e.g.
Dickinson et al., 1986; Wood, 1992; Koster and Suarez,
1992; Seth et al., 1994). For example, Giorgi et al. (2003)
and Dimri (2009) downscale the temperature field according
to the subgrid elevation and a fixed lapse rate. In a coupled
system it is important that the coarse-grid mean is conserved
by such approaches (Giorgi et al., 2003). More complex ap-
proaches to downscaling of climate data can be broadly di-
vided into dynamical or statistical methods (Schmidli et al.,
2007) which are used to increase the resolution of large-
scale climate fields (see for full discussion Wilby and Wigley
(1997)). Dynamical methods achieve this by using a limited
area model at a higher grid resolution e.g. a regional cli-
mate model (RCM), to simulate fine-scale processes which
are consistent with large-scale climate fields (Giorgi, 2006).
While an RCM grid resolution could be increased further, in
practice the effective resolution is limited by the complexity
of the numerics that must be solved at each model time step,
to the order of 101 km (Kotlarski and Block, 2005). Statistical
methods derive empirical relationships between large-scale
predictor fields and local observations (Maraun and Wet-
terhall, 2010). These methods are computationally efficient
but the coverage and effective resolution is often limited by
the density of observations, especially in mountainous (i.e.
data-poor) areas. Additionally, it is unknown whether empir-
ically derived relationships are valid outside the time win-
dow used for calibration. To compliment these approaches
there is a growing number of physically inspired, computa-
tionally efficient approaches that use physical relationships
and high-resolution surface information, that is, digital ele-
vation models (DEMs), to distribute fine-scale forcings (me-
teorological stations or coarse-grid centre point) over wide
areas (e.g. Liston and Elder, 2006; Tarboton and Luce, 1996;
Marks et al., 1999; Jarosch et al., 2012). These distributed
forcings can then be used for full 2-D, point scale or lumped
model simulations.
Another interesting statistical approach presented by
Schomburg et al. (2012) utilises empirical relationships be-
tween the atmospheric coarse field and high-resolution sur-
face data to disaggregate variables. The main aim of this
work was to improve the forcing of soil–vegetation transfer
models either in offline simulations or fully coupled model
systems. However, the emphasis of this work is on improv-
ing the representation of the land surface, via a distributed
forcing, within climate models; moreover, the scheme reso-
lution of 400 m would be too coarse to resolve many surface
processes in mountain areas.
In complex terrain, topography-based gradients of mete-
orological variables (i.e. related to elevation, aspect, slope,
etc.) can often dominate over horizontal gradients (i.e. lat-
itude/longitude) within a region that is of comparable size
to a typical coarse climate cell (e.g. 50–100 km). An exam-
ple of a method that has successfully encoded this assump-
tion is the PRISM framework (parameter–elevation regres-
sions on independent slopes model) which provides a sta-
tistical, topography-based mapping of climate observations
(Daly et al., 1994, 2002). We do not neglect the fact that
other forms of heterogeneity may be important in modify-
ing surface fluxes, such as surface cover, but it is important
to distinguish between surface heterogeneity that clearly af-
fects atmospheric forcing, e.g. the effect of elevation on air
temperature, and those characteristics that become important
when performing a coupled land-surface–atmosphere simu-
lation (e.g. the effect of soil properties on near-surface air
temperature).
Climate models provide spatially and temporally continu-
ous fields which are physically consistent and therefore are
useful tools for forcing regional-scale land-surface studies
(Machguth et al., 2009; Kotlarski et al., 2010). In addition,
they provide a thorough description of the atmospheric col-
umn by providing data fields at many pressure levels between
the earth’s surface and top of the atmosphere.
The aim of this study is to develop methods that use
the well-resolved description of the atmospheric column
provided by climate models, together with high-resolution
DEMs, to downscale coarse-grid climate variables to a fine-
scale subgrid. The main motivation of this approach is to pro-
vide high-resolution driving data for a land-surface model
(LSM), understood here as any process-based surface model
that simulates the interface of the land surface/subsurface–
atmosphere system. Additionally, the approach should be
consistent (methodologically, spatially, temporally) and not
reliant on observations. Therefore, the design criteria for this
method are (1) it provides high-resolution (< 100 m) down-
scaling of climate data based primarily on DEM-based infor-
mation; (2) it is as physically based as possible and there-
fore has minimal reliance on observations and likely remains
valid under future conditions; (3) it employs simple methods
which are computationally efficient; (4) it may be used as
part of a modelling chain with a lumped representation of the
subgrid domain (e.g. Fiddes and Gruber, 2012) for large area
applications, as well as 1-D points and 2-D grids. Our ap-
proach therefore largely assumes vertical gradients to dom-
inate horizontal gradients within a given model grid box. In
this study, we describe this method and its application with
ERA-Interim data, a 4-D-VAR reanalysis (3rd generation)
which uses the ECMWF climate model, although the method
could be equally used with other reanalyses (e.g. NARR,
NCEP/NCAR, JRA-55, NASA MERRA, or RCM derived
fields). Our methods are then evaluated against a large num-
ber of observations over a wide area of complex terrain in
the European Alps as well as compared to a set of reference
methods. The methods proposed here aim to provide an alter-
native to statistical methods when observations are not avail-
able (remote areas or future periods) and be complimentary
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to dynamical methods (i.e. they could be used to further
downscale RCM output to site scale).
2 Data
2.1 ERA-Interim
ERA-I is a global atmospheric reanalysis produced by the
ECMWF. The ERA-Interim data assimilation system con-
tains many improvements both in the forecasting model and
analysis methodology relative to ECMWF’s previous re-
analysis, ERA-40, including the use of 4-dimensional vari-
ational analysis, a revised humidity analysis, the use of vari-
ational bias correction for satellite data, and other improve-
ments in data handling (Dee et al., 2011). ERA-I provides
meteorological data from 1 January 1979 and continues to
be extended in near-real time. Gridded products include
a large variety of 3-hourly (00:00, 03:00, 06:00, 09:00, 12:00,
15:00, 18:00, and 21:00 UTC) grid-surface fields (GRID)
and 6-hourly (00:00, 06:00, 12:00, and 18:00 UTC) upper-
atmosphere products available on 60 pressure levels (PL)
with top of the atmosphere located at 1 mb. ERA-I relies on
a 4-D-VAR system which uses observations within the win-
dows of 15:00–03:00 UTC and 03:00–15:00 UTC (in the next
day) to initialise forecast simulations starting at 00:00 UTC
and 12:00 UTC, respectively. In order to allow sufficient
spin-up, the first nine hours of the forecast simulations are
not used. All fields used in this study where extracted on the
ECMWF reduced Gaussian N128 grid (0.75◦× 0.75◦). Six
PLs are used in this study covering the range of 1000–500 mb
(1000, 925, 850, 775, 650, 500), corresponding to approxi-
mately an elevation range of 150–5500 m a.s.l. ERA-I fields
used are listed in Table 1.
2.2 Pressure levels below model surface
While ERA-I model levels are computed from the model
orography surface to top of the atmosphere, pressure-level
data is given in the interval 1000 mb (approximately sea-
level)–1 mb (top of atmosphere). This means that pressure-
level data exist below the model-grid surface in regions with
rugged topography. The extrapolation of fields below the sur-
face uses different methods to those above the model sur-
face. For example, geopotential is extrapolated below the
model surface as a function of surface geopotential, sur-
face temperature, temperature at mean sea level, surface
pressure and pressure-level value. Temperature is extrapo-
lated below the model surface to a given pressure level as
a quadratic function of surface temperature, surface pres-
sure and pressure-level value. Wind and relative humidity are
both constant below model surface and equal to the lowest
model level values (ECMWF, 2011). Additionally a greater
quantity of data is assimilated from above surface observa-
tions. Therefore, it can be expected that there is a differ-
ence in quality of above/below grid pressure-level data. In
addition, measurement locations below grid level are more
likely to be in valleys and therefore there will be greater ex-
posure of observations to subgrid processes, not represented
by the data. See ECMWF (2011) for full details of extrapola-
tion methods. However, it is difficult to disentangle this effect
from the fact that measurements above the model surface are
more likely to represent the free atmosphere and, therefore,
be more accurately simulated than those strongly effected by
topographic effects (e.g. Mesinger et al., 2006; Jarosch et al.,
2012) such as inversion layers or topographically modified
wind fields. This issue is addressed in the results section.
2.3 Evaluation data sets
See Table 1 for an overview (by variable) of the evaluation
(OBS) data sets used in this study. The MeteoSwiss auto-
matic meteorological network (ANETZ) covers 40 stations
(hourly data) ranging 1132–3580 m a.s.l. and represents both
high mountain locations and valleys. The IMIS station net-
work of the Swiss Institute for Snow and Avalanche Research
is biased towards high alpine locations (there are few valley
stations) but represents topographical heterogeneity in terms
of slope and aspect more comprehensively than ANETZ sta-
tions. Network elevation range is 1562–3341 m a.s.l. Ten-
minute measurements from the Alpine Surface Radiation
Budget network (ASRB) (Marty et al., 2002) network has
9 stations ranging 370–3580 m a.s.l. All OBS data sources
where aggregated to daily mean values to enable compari-
son with ERA-I fields at a common resolution. An additional
analysis on diurnal cycles required aggregation at 3-hourly
time steps. See Fig. 1 for the locations all stations used in
this study and elevation distribution of stations by variable.
See Sect. 6.1 for assimilation issues related to evaluation data
sets.
2.4 Precipitation climatology
The CRU Alpine precipitation data set (hereafter referred to
as CRU) is used as a climatology in the precipitation scheme.
It provides monthly precipitation totals, for the period 1800–
2003, gridded at 10 arc-min resolution over the Alpine re-
gion. The data set is based on 192 long-term homogenized
precipitation series from meteorological stations across the
study domain and a high-resolution precipitation climatol-
ogy for the period 1971–1990. Full details are available in
Efthymiadis et al. (2006).
2.5 Data quality control
OBS values outside acceptable limits were removed auto-
matically by applying physically plausible thresholds to all
data sets. Non-changing values beyond prescribed time limits
were also screened out (e.g. indicating iced wind propeller).
These checks follow the methods of Meek and Hatfield
(1994). Discontinuous data sets are valid as the testing strat-
egy follows a point by point comparison between ERA-I
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Table 1. Pressure-level and surface fields indicate variables which are computed, time steps they are obtained on from ERA-I, sources of
validation data (assimilated or non-assimilated), and total stations used in evaluation. Variables in section “other” are used only to support
calculations, and therefore columns related to validation are blank.
Type Variable Symbol Unit ERA-I step Assimilated Non-assimilated Total
(hr) sources sources stations
Pressure-level fields Air temperature Tpl ◦C 6 ANETZ (partial) IMIS/ASRB 210
Relative humidity Rhpl % 6 ANETZ (partial) IMIS/ASRB 210
Wind speed Wspl ms−1 6 – ANETZ/IMIS/ASRB 199
Surface fields Precipitation Pgrid mmh−1 3 – ANETZ/GAUGE 500
Short-wave radiation downwards SW↓grid Wm−2 3 – ANETZ/ASRB 27
Long-wave radiation downwards LW↓grid Wm−2 3 – ASRB 9
Other 2 m air temperature Tgrid ◦C 3 – – –
2 m dew point temperature Tdgrid ◦C 3 – – –
Top of atmosphere incident solar radiation TOA Wm−2 3 – – –











































Fig. 1. (a) Experiment location and data sets with ERA-I grid used
in this study. (b) Elevation distributions of stations by variable: T ,
Rh, Ws (TRW, 210), P (40), SW↓ (9), LW↓ (9). The boxes are
drawn with widths proportional to the square-root of the number of
stations in the group.
and observations, therefore only data that exists at a given
time and location in both ERA-I and observations is car-
ried through to the analysis. This ensures that the maxi-
mum possible quantity of valid data was used in the study
and makes error-prone gap-filling unnecessary. In aggrega-
tion we were careful to ensure that only complete data sets
were used in summed values and acceptable levels of data-
gaps (5 % threshold) were allowed in averaging procedures
in the interest of preserving data. No data-gaps were toler-
ated in summation calculations. Further details are given in
the text where relevant.
3 Methods
3.1 TopoSCALE
We downscale the variables required to drive an LSM from
ERA-I pressure-level (PL) and grid-surface (GRID) fields
(Table 1). Input pressure-level fields used are, air tempera-
ture (Tpl), relative humidity (Rhpl), wind components U and
V , which are converted to wind speed (Wspl). Input grid-
surface fields are downwelling global radiation (SW↓grid),
downwelling long-wave radiation (LW↓grid) and precipita-
tion (Pgrid). Accumulated values of SW↓grid and LW↓grid are
converted to time step averages of Wm−2 and accumulated
Pgrid is converted to a mean rate of mmh−1, prior to scaling.
The temporal resolution of surface fields is 3 h and PL fields,
with native resolution of 6 h, are interpolated to the same 3 h
time step (Appendix B). Additionally, the fields Tgrid, Tdgrid
and SWTOA are used indirectly for radiation computations.
Locations at the coarse-grid level or the fine-scale subgrid
are referred to as GRID and SUB, respectively.
3.1.1 Pressure-level fields
Fields derived from pressure levels (Tsub, Rhsub, Wssub) are
computed directly from pressure-level data in two steps:
(1) pressure-level elevations (m a.s.l.) are estimated in a stan-
dard way by normalising geopotential heights by gravity at
sea level (Appendix C1). (2) Value at SUB elevation is lin-
early interpolated from data at pressure levels above and
below SUB elevation (Fig. 2). Wssub is derived from U
and V wind components after interpolation. Topographically
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Fig. 2. Schematic of the main TopoSCALE method and experi-
ment set up. Green line represents the coarse-grid climate data, and
its position in terms of elevation and pressure levels is indicated
with respect to topography (grey). Methods for describing a SUB
simulation point used in this study: (a) grid level data (TGRID),
(b) extrapolated grid data by reference methods (TSUB(REF)) and
(c) TopoSCALE interpolated pressure-level data (TSUB(TSCALE)).
modified wind fields can be additionally computed according
to a simple wind sub-model (Liston and Sturm, 1998) which
adjusts the speeds and directions according to topographic
slope and curvature relationships. To perform the wind mod-
ification calculations, the local slope, aspect, and topographic
curvature (a measure of relative prominence with respect to
surrounding terrain) are required (Appendix C2).
3.1.2 Radiative fluxes
LW↓sub is computed by deriving a cloud component of all-
sky emissivity at grid level and using Tsub, Rhsub to de-
scribe variability with elevation. First, clear-sky emissivity
at SUB (ǫclsub) and GRID (ǫclgrid) are computed according to
Konzelmann et al. (1994):
ǫclsub/grid = 0.23+ x1(pVsub/grid/Tsub/grid)
1/x2, (1)
where x1= 0.43 and x2= 5.7 (Gubler et al., 2012) and wa-
ter vapour pressure, pV is a function of Rh (Appendix C3).
The all-sky emissivity is computed at GRID using LW↓grid
and the Stefan–Boltzmann equation:
ǫasgrid = LW ↓grid /σT
4
grid, (2)
where σ is the Stefan–Boltzmann constant of 5.67×
10−8 Js−1 m−2 K−4. We estimate the cloud-based compo-
nent of emissivity (1ǫ) at GRID though subtraction of ǫclgrid
from ǫasgrid in order to apply this correction directly at SUB.
Finally, LW ↓sub can be computed accounting for elevation






This approach assumes that cloud emissivity at GRID and
SUB elevations are the same, but accounts for reduction of
clear-sky emissivity with elevation. This is important as the
steepest gradients in LW↓ are often found in clear-sky con-
ditions due to reduction in atmospheric water vapour with
elevation. After elevation correction, terrain effects are ac-
counted for by reduction of LW↓sub by multiplication with
the sky-view factor, being the fraction of sky that is visible at
SUB (Vd). This assumes that LW↓ is isotropic.
SW↓sub is computed in a three-step process: (1) partition-
ing of SW↓grid into direct and diffuse components, (2) eleva-
tion adjustment of direct, and (3) topographic correction of
both diffuse and direct at point scale. SW↓grid can be parti-
tioned into direct (SW↓dirgrid) and and diffuse (SW↓difgrid) com-
ponents according to the hourly regression model of Ruiz-
Arias et al. (2010b) which has been developed based on 21
stations in Europe and USA (Appendix ). This method uses
the clearness index, which is computed by ratioing SW↓grid
against irradiance at top of atmosphere, SW↓toa and in doing
so estimates a solar transmissivity of the atmospheric col-
umn (Fig. 3a). It should be noted that the regression model
was developed on hourly data, whereas we apply it to 3 h
averages. The vertical gradient of global irradiance between
GRID and SUB is mainly determined by the direct compo-
nent together with difference in the optical path length 1m,
assuming that attenuative properties of the atmosphere are
constant between the two elevations. Therefore, we apply an
elevation correction to SW↓dirgrid only, largely following meth-
ods of Ruiz-Arias et al. (2010b) (Fig. 3b). First, 1m is com-
puted as
1m=1zcosθz, (4)
where 1z is difference in elevation and θz is the solar zenith
angle. We can then solve the Beer–Lambert law for direct
irradiance to obtain the broadband attenuation coefficient (k):
SW ↓dir= SW ↓toa e−km, (5)
where m= 1/cosθz (except for large values of θz). The dif-
ference in SW↓dir due to elevation difference between GRID
and SUB can then be found as
1SW ↓dir
SW ↓dir
≈ 1− e−k1zcosθz . (6)
Equation (6) shows direct irradiance should increase expo-
nentially with elevation given constant k and elevation-based
change in irradiance is maximum when sun is at zenith and
zero when sun is at horizon. As the correction is only appli-
cable to clear-sky conditions, it is applied when the air-mass-
corrected clearness index kt is greater than 0.65 (Perez et al.,
1990).
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3.1.3 Precipitation
Precipitation patterns in mountain regions are driven by
a range of complex mechanisms which depend upon, for
example, season, geographical climate (maritime, continen-
tal) and structure of orography (Leung and Ghan, 1995;
Lundquist et al., 2010; Smith and Barstad, 2004). Precipi-
tation is therefore strongly variable in both time and space.
Figure 4 gives an overview of the combined climatology and
lapse rate approach used to address this problem (e.g. Früh
et al., 2006). It should be noted that this routine can also be
implemented using only the lapse rate, in order to remove
any dependency on climatology data. We acknowledge that
the quality of the data set is heavily dependent on density of
observations and therefore, better than average results should
be expected in our study domain.
First, the elevation signal of the climatology data is re-
moved by dividing by the non-linear lapse rate (λp) of Liston
and Elder (2006) (Appendix C5), and then normalising to
the GRID reference elevation. Pgrid is then disaggregated ac-
cording to the subgrid variability as described by the nor-
malised climatology (now elevation independent). Each of
the ith (in this study 1–25) climatology grid-cells Pclim are
normalised by the sum of Pclim contained in each ERA







In this study we use the CRU climatology but other sources
of subgrid observations could be used. Globally, or near glob-
ally available data sets (gauge and satellite based) include the
Tropical Rainfall Measuring Mission (Huffman et al., 2007),
Global Precipitation Climatology Centre (Beck et al., 2005)
and Climatic Research Unit (New et al., 2002) or region-
ally available such as PRISM (Daly et al., 1994) or even
direct observations if available. The product of Pgrid and
Wsub generates a subgrid distribution of precipitation at the
climatology resolution, that is conservative of the coarse-
grid forcing Pgrid. Finally, λp is applied to capture fine-scale
precipitation-elevation gradients in order to obtain Psub,
Psub = Pgrid ·Wsub · λp. (12)
It should be noted that this method simply applies a scaling
to the precipitation field and does not estimate the precipita-
tion phase (snow–rain partition), this is done by the model
which the precipitation field is used to drive.
3.2 Reference methods
The following is a description of the reference parameterisa-
tions with which we compare the current scheme. We do not
intend this comparison to be exhaustive, but to merely serve
as a reference point, based on common parameterisations.
Tgrid is simply extrapolated according to a fixed lapse of
6.5 ◦C km−1 (e.g. Blandford et al., 2008). Rh is not a linear
function of elevation and so the relatively linear dew point
temperature (Td) is often used (Liston and Elder, 2006). Rh
can be converted to Td as a function of T and pV. In this
study Tdgrid is available, so this step is unnecessary.
Tdsub can be computed using a variable lapse rate (Kunkel,
1989):
lapse= λ · c/b, (13)
where λ is a vapour pressure coefficient that varies during
each month of the year (Kunkel, 1989) and constants b =
22.452, c = 272.55 ◦C are given by Buck (1981). Finally,
Tdsub is then converted back to Rhsub as a function of Tsub.
LW↓ is parameterised as a function of T and pV and cloud
cover according to the clear-sky formula of Konzelmann
et al. (1994) (Eq. 1) and the all-sky formula of Pirazzini et al.






where ǫcl is given by Eq. (1), N is given by the ERA-I total
cloud product (0–1), p1= 6, p2= 4 and ǫas = 0.979. Wind
is adjusted by 40 % per km (i.e increased above grid level
reduced below grid level) (Plüss, 1997). SW↓ is not com-
pared to a reference method as the methods (i.e. partitioning,
elevation and topographic correction) used in this study are
commonly used elsewhere (i.e. Oliphant, 2003; Schroeder
et al., 2009). Precipitation is scaled with a non-linear lapse
rate (Liston and Elder, 2006).
4 Experiments
4.1 Location
The study region contains the entire Swiss Alps and uses 19
ERA-I grid boxes to cover all observations that are used to
evaluate the methods. Switzerland contains one of the most
densely observed mountain regions in the world and, there-
fore, is a suitable region within which to evaluate this method
and specifically its performance with respect to vertical in-
formation, as it covers a large elevation gradient of 195–
4634 m a.s.l. (Fig. 1).
4.2 Set-up
The experimental strategy is as follows: results of the cur-
rent methods (TopoSCALE) are compared to (1) unscaled
grid level ERA-I fields (GRID) and (2) reference methods
(REF), where appropriate. TopoSCALE, GRID and REF are
all computed on 3 h time step and then aggregated to daily
mean values to be assessed against the OBS data sets, for the
period 1 January 1996–31 December 2008 (Sect. 2.3). Statis-
tical evaluation is primarily performed using the correlation
coefficient (R), the root mean squared error (RMSE) and bias
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Fig. 5. Observed mean daily versus modelled T , Rh, Ws and LWin for GRID, REF, and TopoSCALE methods. The representation is
a smoothed density plot to allow visualisation of large number plot points (IMIS-Data© 2013, SLF).
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In this section results are presented as follows: (1) pressure-
level-based results (T , Rh, Ws, LW↓); (2) surface-based re-
sults (SW↓ and precipitation); (3) seasonal error signatures;
(4) diurnal cycles; and (5) elevation effects, both absolute and
relative to grid level.
5.1 Pressure-level-based results
Figure 5 gives density scatter plots for the validation data set
(OBS) against GRID, REF and TopoSCALE results (MOD)
of variables computed based on pressure-level data (with ex-
ception of SW↓). A density plot is used because of the large
number of points plotted (e.g. ∼ 106 in the case of T ).
For T , (210 stations), TopoSCALE gives a significant
improvement in R, RMSE and BIAS of T with respect
to observations. Applying a fixed lapse rate (REF) im-
proves the RMSE by 0.75 ◦C over grid level values whereas
TopoSCALE improves RMSE by 2.66 ◦C. The BIAS in REF
(1.5) is similar to GRID (1.62), whereas TopoSCALE signif-
icantly improves this (−0.02). Bias in TopoSCALE is con-
centrated at extremes of temperature (i.e. low temperatures
are too high and high temperatures are too low).
For Rh (210 stations), TopoSCALE gives a significant im-
provement in the correlation and modest improvement in
RMSE (due to the poorly performing cluster at high humid-
ity). There appears to be a high degree of uncertainty in sat-
urated conditions (i.e. measurements at or close to 100 %) in
all cases. TopoSCALE shows significant improvement over
GRID and REF (approximately the same performance) par-
ticular in the interval 0–60 % which is significant for pro-
cesses such as sublimation which occur in dry atmospheric
conditions. Both GRID and REF seem unable to represent
humidities less than 30 %. This could possibly be that dry
(often well below 30% humidity) Foehn winds are repre-
sented in the pressure-level data but absent from surface data.
Several discontinuities were observed in the wind time se-
ries that are possibly related to changing patterns of data
assimilation (Fig. 7a). At least one of these artefacts fits
to a major data introduction (European wind profilers in
2002). Therefore, the wind analysis was restricted to a three
year period (1996–1998) that was stable. Comparison of
distributions of wind speed show a large improvement of
TopoSCALE over GRID especially in the R value and BIAS.
There is still a large degree of scatter especially at high wind
speeds. The most significant result is an improvement in
BIAS with a shift of the distribution to the 1 : 1 line, while















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 6. Comparison of (a) TopoSCALE and (b) TopoSCALE + wind
sub-model for ANETZ station at Natschen above Andermatt. The 2-
pronged error signature is corrected by the sub-model. This station
was chosen for its position on a large slope as opposed peak or ridge
where slope angles are difficult to extract accurately from a DEM.
Additionally, Fig. 6 gives a comparison of TopoSCALE
and TopoSCALE+wind sub-model for the ANETZ station
at Natschen above Andermatt. The 2-pronged error signature
(i.e. both topographic wind speed reduction and enhance-
ment) is corrected by the sub-model. The wind sub-model is
difficult to test widely (all other wind results do not include
the sub-model) as topographic location data is often not pre-
cise enough for point validation, especially where locations
are peaks or ridges (i.e. flat ridge can be extracted as a 45◦
north face even on a 25 m DEM, e.g. Fisher et al., 2004).
This station was chosen for its position on a large slope well
represented at the DEM resolution.
For LW↓ (9 stations) there are clear improvements over
GRID with REF and TopoSCALE due to high dependence
on T . To isolate this affect, we performed an additional test
where the Pirazzini model used in REF was driven with
TopoSCALE T and Rh to assess how well the emissivity
based part of the TopoSCALE approach performed over the
parameterisations employed in REF. This gave results of
R = 0.88 and RMSE= 27.9, suggesting that the larger part
of the improvement given by the TopoSCALE approach was
due to the improved description of emissivity at grid-level.
Overall, TopoSCALE gives an improved result over REF
both when REF is driven by lapse derived T and Rh and
TopoSCALE derived T and Rh. However, TopoSCALE gives
a slight increase in BIAS over REF of 1.43 Wm−2.
5.2 Surface-based results
Figure 5 gives the density scatter plot for SW↓grid OBS (9
stations) against GRID and TopoSCALE results (MOD) for
both all-sky conditions and clear-sky conditions (defined as
kt > 0.6). Best RMSE performance is seen in clear-sky con-
ditions due to removal of a large proportion of cloud-based
uncertainty. However, BIAS is higher in clear-sky condi-
tions due to residual elevation effects affecting the larger
direct beam component. TopoSCALE reduces this BIAS by
around 3.5 Wm−2 as well as improving the RMSE score by
www.geosci-model-dev.net/7/387/2014/ Geosci. Model Dev., 7, 387–405, 2014
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Fig. 7. Two problems encountered in the analysis. (a) Several dis-
continuities were observed in the wind time series i.e period 1999–
2001 and 2005–2009. Therefore, the wind analysis was restricted
to a three year period (1996–1998) that was stable. (b) A common
problem with climate models is a low number of dry days which is
compensated for by too high frequency and low intensity precipi-
tation. The percentage dry days of OBS is much higher and distri-
bution not even overlapping that of GRID data (IMIS-Data© 2013,
SLF).
5 Wm−2. BIAS is also reduced under all-sky conditions by
TopoSCALE but more modestly and RMSE score is roughly
equal. This indicates that TopoSCALE improves the direct
beam component most as corrections focus on this part of
the radiation budget. In a separate analysis the Erbs par-
titioning scheme for direct and diffuse SW↓ was tested.
As expected the partitioning scheme adds some uncertainty
(i.e. R reduced from 0.88 to 0.81/0.75under all-sky con-
ditions). Results for direct/diffuse are negatively/positively
biased (−20.4/17.2 %). Full details are not given here as
this topic is well covered in the literature (e.g. Erbs et al.,
1982; Ruiz-Arias et al., 2010a). Despite high uncertainty in-
troduced in decomposition models, the reaggregation of solar
components after elevation/terrain correction minimizes the
potential effects in the final terrain corrected estimates (Ruiz-
Arias et al., 2010a).
Two quantities are important in modelling precipitation,
quantity and frequency, the former representing total inputs
and the second controlling distribution of those inputs over
a given period of time. Figure 7 shows a common problem
with climate model precipitation fields – that is “constant
drizzle” (i.e. a low number of dry days which is compen-
sated for by high frequency and low intensity precipitation)
(Piani et al., 2009; Manders et al., 2012). The percentage dry
days of OBS is much higher (and not even overlapping) that
of ERA-I GRID data. This cannot be changed by the cur-
rent scheme as precipitation can not be created (to be conser-
vative), but only distributed to the subgrid according to the
scheme. A conservative approach would require a temporal
redistribution of precipitation as opposed to the spatial cor-
rections we apply in this study. Figure 8 shows that both REF
and TopoSCALE improve the distribution of monthly precip-
itation totals, especially high intensity events accounting for
approximately 50 % of mass inputs (central grey line in the

































Fig. 8. PDF of GRID, REF and TopoSCALE precipitation schemes
with respect to OBS. Data is monthly precipitation sums over all
valid stations. Vertical lines correspond to 25–75 % quantiles of to-
tal precipitation mass (OBS). Simulation of high intensity events is
improved by REF and TopoSCALE over GRID values.
figure). The dominant effect is from the lapse rate as both
REF and TopoSCALE distributions are reasonably similar.
Figure 9b gives monthly and annual totals for all eligible sta-
tions in the OBS data set. The improvement of TopoSCALE
with the inclusion of the spatial component over REF (purely
lapse-rate based), is evident with improved R, RMSE and
BIAS scores. Figure 9 also highlights the improved simula-
tion of both extremes.
5.3 Diurnal cycles
The diurnal cycle in surface and boundary-layer variables is
important for the global climate system (Dai and Trenberth,
2004), and particularly in simulating daily variation in the
surface energy balance. Figure 10 shows the diurnal cycle
of SW↓ and T , two fields characterised by distinctive di-
urnal cycles, in order to investigate the performance of the
scheme at sub-daily timescales. Additionally these fields rep-
resent surface (SW↓) and pressure-level (T ) fields. We cal-
culated the average of all 03:00–00:00 UTC 3 h time steps
over the entire study period for months of December and
June. A subset of OBS stations is presented, representing
an elevation range of 370–3580 m a.s.l. In general, the diur-
nal cycle of SW↓ appears to be well reproduced by ERA-I.
However, seasonal differences are apparent with more accu-
rate simulation in June than December as indicated by the
full range of values at 12:00 UTC being more comprehen-
sively represented. Lower amplitudes of diurnal cycles in T
make the analysis less clear. In December, diurnal cycles are
quite strongly smoothed at low elevation whereas cycles are
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virtually non-existent in the OBS data at high elevation. In
June there is a degree of smoothing at low elevations but
cycles are generally reproduced. However, at high elevation
there is a very strong smoothing. Where TopoSCALE per-
forms less well for T (i.e. winter and high elevation) is likely
related to poor representation of surface boundary layer in
ERA-I data (cf. Sect. 6.3).
5.4 Seasonal error
Figure 11 gives boxplots of deviation of daily values of MOD
from OBS, as defined above and grouped according to month
of the year in order to investigate seasonal patterns in the er-
ror signature. No averaging is performed, all daily mean val-
ues are considered. Results for T suggests that TopoSCALE
is too warm in winter and too cold in summer. The median
and the majority of the 25–75 % quantile lie within a 1◦ error
margin. The boxplot for Rh shows that TopoSCALE greatly
reduces the seasonal error signal over both REF and GRID.
There is an almost constant small negative bias throughout
the year. If a bias correction were applied the 25–75 % quan-
tiles would lie within a 10 % (referring to the unit of Rh) error
margin. Results for Ws shows the strong bias correction by
TopoSCALE throughout the year with slightly poorer per-
formance in spring. Results for LW↓ show a negligible sea-
sonal pattern in GRID, REF and TopoSCALE. TopoSCALE
has a lower magnitude of error. Both REF and TopoSCALE
show slightly larger errors in April and May (but with op-
posing sign). Results for SW↓ show negative bias for both
all-sky and clear-sky conditions. This effect is strongest in
spring/summer, possibly due to higher magnitudes of values.
The TopoSCALE correction is most evident under clear-sky
conditions in autumn/winter.
5.5 Elevation effects
Figure 12 shows the daily mean error of GRID, REF and
TopoSCALE results (MOD) with respect to OBS as a func-
tion of relative elevation of station (e.g. station elevation –
grid elevation). Each box may contain multiple stations as
long as they share the same elevation difference from their
respective ERA-I grid cell. The plot is binned into 400 m in-
tervals (300 m for radiation). This analysis was performed to
investigate any elevation dependency of the error signal as
well as to look at the effect of the different methods imple-
mented in the ERA-I model to compute variables on pressure
levels above and below the model surface (cf. Sect. 2.2). The
red box represents surface data (grid-level ±200 m) in order
to investigate the relative performance gain/loss close to the
grid-surface. This may point to suitability of TopoSCALE
outside of mountain areas.
The results for T show larger error for stations below grid
(RMSE= 2.46) than above (RMSE= 1.60). This result is
also slightly negatively biased. This shows that the extrap-
olation of data below grid level produces a poorer result
and only slightly better than REF. The fact that observa-
tions tend to be colder indicates that non-represented sub-
grid effects, such as inversions, could be significant in driv-
ing this bias. Above grid level there are large improvements
over REF and GRID. REF shows the expected result that
error related to lapse-rate-based approaches increases with
the distance over which they are applied. The Rh plot shows
that TopoSCALE is increasing positively/negatively biased
with distance above/below grid level as compared to REF.
However the absolute magnitude of error is much lower. Ws
bias in GRID error signature is corrected by TopoSCALE (al-
beit slightly overcompensated above grid). TopoSCALE per-
forms better below grid level, possibly due to lower absolute
Ws magnitudes leading to lower error values.
Looking only at surface data (red-box), pressure-level-
based results (i.e. TopoSCALE) outperform surface data-
based results (i.e. GRID and REF) in all cases but most sig-
nificantly in T and Ws. This is quite surprising as it would
seem likely that the surface data should contain more of the
boundary layer effect (cf. Sect. 6.3). However, this indicates
that TopoSCALE could also be usefully applied in locations
close to grid level without reduced quality over surface-based
data.
6 Discussion
Reanalyses are complex products in that they combine a cli-
mate model with observations. This section provides a dis-
cussion of key issues relevant to the use of reanalysis and
other climate data sets, in order to place this study and results
in context, as well as to highlight some important limitations
to this approach.
6.1 Assimilation issues
Reanalyses assimilate a large number of observations in spa-
tially and temporally varying quantities and densities. It is
therefore important to know which observational data sets
are assimilated into the ERA-I product, as this not only af-
fects how independent observations are in terms of valida-
tion, but will also suggest how the performance of ERA-I
(and therefore TopoSCALE) can vary with observation den-
sity. Assimilated data that is also used for evaluation in this
study originates from the SYNOP registered MeteoSchweiz
stations (a subset of the ANETZ network), and only affects
observations of air temperature and relative humidity (Ta-
ble 1). Furthermore, for screen-level analysis (2 m temper-
ature, 2 m relative humidity) surface observations that differ
by more that 300 m from the model orography are rejected in
the ERA-I assimilation.
6.2 Bias and spatial-temporal variability of errors
LSM results are sensitive to bias in climate data (e.g. Berg,
2003), which may result in unrealistic estimates of mass,
www.geosci-model-dev.net/7/387/2014/ Geosci. Model Dev., 7, 387–405, 2014
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Fig. 9. Performance of TopoSCALE precipitation at monthly and annual scales compared to GRID and REF. The description of the spatial
distribution of precipitation included in TopoSCALE gives improvements over a purely lapse-rate-based approach (REF).
energy, momentum exchanges between the atmosphere and
surface (Maurer et al., 2001a, b). Therefore, bias correction
is usually regarded as a crucial step in providing accurate
driving fields to a land-surface or impact model (Hagemann
et al., 2011). In this study we have chosen to conceptually
separate “bias” and “scale” (often combined in downscal-
ing routines based on station data) in order to focus on the
problem of topography-based scaling, as this is not reliant
on observational data sets. Therefore, the treatment of bias
can be performed in a second step with a reduced influence
of scale differences. However, we acknowledge that bias cor-
rection is often necessary to provide accurate fields to surface
models. Reanalysis can be seen as an imperfect model com-
bined with incomplete data and output should not be equated
with “observations” or “reality”. The changing mix of ob-
servations, and biases in observations and models, can in-
troduce spurious variability and trends into reanalysis out-
put. Observational constraints, and therefore reanalysis re-
liability, can vary considerably depending on the location,
time-period, and variable considered. Another problem is
that mixing observations with models tends to violate con-
servation laws. Most significant to this study is the fact that
reanalysis will likely be closer to reality at locations with
higher observation densities (i.e Europe and specifically the
European Alps, in contrast to other high-mountain regions).
6.3 Subgrid issues and boundary-layer effects
Due to the coarse resolution of current reanalysis data sets
(typically 0.75 ◦–1.5 ◦), various processes are unresolved by
the model. An important example is temperature inversion
in mountain valleys, which will not be captured by the data.
Another important process is local-scale rain shadows caused
by unresolved topographic barriers and shallow convection
which is parameterised by a bulk mass flux scheme in the
ECWMF model (Tiedtke, 1989), and therefore cannot re-
solve the level of spatial differentiation that is present in sur-
face measurements. The surface boundary layer (as opposed
atmospheric boundary layer) will have a residual effect upon
surface measurements, which will not necessarily be present
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Fig. 10. The diurnal cycle of T and SW↓ as averages of all 03:00–
00:00 UTC 3 h time steps over the entire study period, for months of
December and June. TopoSCALE is compared to a subset of OBS
stations representing an elevation range of 370 (LOC)–3580 (JFJ)
m a.s.l. TopoSCALE given by solid line, OBS given by dashed line.
in pressure levels representing the free atmosphere. For ex-
ample, turbulent exchanges of sensible heat fluxes can be
a significant contributor to energy exchange between surface
and atmosphere (Cline, 1997; Helgason and Pomeroy, 2012).
These effects will also likely affect diurnal cycles of obser-
vations. However, the magnitude of these effects is not quan-
tified by this study.
7 Conclusions
This study has proposed a method that can efficiently provide
meteorological variables to an LSM operating at high reso-
lution in complex terrain. In addition, it provides a means to
generate driving data in remote areas due to non-reliance on
measurements. The schemes focus is on variables that can
be derived from pressure-level data, however, surface fields
are also computed in order to provide a consistent set of
driving meteorology required by an LSM. Important limi-
tations of the approach are described in Sect. 6 but can be
summarised as related to (1) assimilation issues (i.e. possi-
ble reduction in performance in data-poor areas), (2) reduced
performance below grid-level (although this is not univer-
sal in gridded data sets), (3) bias in gridded climate data,
and (4) subgrid phenomena that are not resolved by the in-
put data (such as temperature inversions). Specifically, in
terms of variables computed in this study, strong improve-
ments in the subgrid radiation scheme would likely result
from the availability of radiative fluxes (LW↓, SW↓dir and
SW↓dif) on pressure levels. The benefit of such an improved
description of vertical profiles and diffuse/direct partitioning
would be of great relevance as large areas globally are sub-
ject to rugged topography (cf. Gruber, 2012; Körner et al.,
2011; Meybeck et al., 2001). As an outlook, partitioned SW↓
components are now archived in the current ECWMF oper-
ational model (ECWMF, personal communication, 2012), so
will likely be available in future generations of reanalysis,
but possibly only at the surface. Precipitation could be im-
proved by a more rigorous sub-model such as that proposed
by, for example, Smith and Barstad (2004). We attempt to
account for subgrid orographic effects such as rain-shadows
by implementing a description of variability through a cli-
matology, but this is dependent on the quality of the cli-
matology data set. However, the next generation of reanal-
ysis (e.g. ERA-20C) are likely to deliver large improvements
in this respect due to higher model resolutions improving
the representation of orographic precipitation. Additionally,
when used with RCM (e.g. CORDEX, the first globally in-
tegrated RCM project) or weather model it is expected that
precipitation-based error would be reduced significantly. In
sum, the core strengths of the scheme we have described in
this study are the following:
1. Generally demonstrates improved skill in downscaling
climate data in complex terrain, as compared to refer-
ence methods and good performance when evaluated
against measurements. This result is most pronounced
in pressure-level variables.
2. Provides a means to generate downscaled data when
statistical methods are not possible i.e. in remote, data-
poor areas or future time-periods.
3. Provides spatially and temporally continuous meteoro-
logical fields at point-scale which are physically con-
sistent.
4. Is efficient and therefore can be used to derive long
time series or data over large areas.
However, it is recognised that this method has been devel-
oped and tested in a particular climatic zone (temperate,
moist) and requires testing elsewhere to determine broader
suitability.
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Fig. 11. Boxplots of deviation of daily values of MOD from OBS, for downscaled variables, grouped according to month of the year in order
to investigate seasonal patterns in the error signature.
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Fig. 12. Daily mean error of modelled variables with respect to observations (OBS-MOD) of GRID, REF and TopoSCALE as a function
of elevation of station with respect to ERA-I grid elevation (of that station). The plot is binned into 400 m intervals. The red box represents
surface data (grid-level ±200 m). Number of data points in each box are given in blue (IMIS-Data© 2013, SLF).
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SW↓ Incoming short-wave radiation
LW↓ Incoming long-wave radiation
P Precipitation
ǫ Emissivity
pV Water vapour pressure
σ Stefan–Boltzmann constant
Vd Sky view factor
kt Clearness index
i Illumination angle
m Optical path length
θz Solar zenith angle




δ Binary shadow mask
Pclim Climatology precipitation grid
λ Vapour pressure coefficient
N Cloud cover
Appendix B
Temporal interpolation and time-zones
The primary purpose of this scheme is to deliver input vari-
ables to a numerical LSM. Therefore, sub-daily variables are
needed. We include in the scheme a simple linear interpo-
lation to increase resolution of pressure-level data (6 h) to
surface fields (3 h). An additional step is necessary for accu-
mulated fields (radiation and precipitation) as they represent
totals since the start of forecast at each time step. To obtain
the average between two forecast steps (e.g. stp1 and stp2),
the fields for the two steps are retrieved (e.g. fieldstp1 and
fieldstp2) then the difference is calculated and divided by the
time difference in seconds (1t),
fieldaverage = (fieldstp2 −fieldstp1)/1t. (B1)
This will then give average values at time-step midpoints
(i.e. 01:30–22:30 UTC in 3 h steps). To obtain values at time-
points consistent with other variables an average over the
time since the previous time step is taken. Finally, a time-
zone correction is applied to native UTC time zone of ERA-
I. The final output has all variables given at a consistent 3 h




Conversion between pressure levels and elevation is achieved
using the ERA-I field geopotential (φ), which is defined as
the potential of the earth’s gravity field. This is converted to
geopotential height (φh) by normalising with standard grav-
ity (g0) at sea level (Eq. 16). (φh) can be defined as the ap-
proximate elevation above sea-level (m a.s.l.) of a given pres-
sure level.
φh = φ/9.80665. (C1)
C2 Wind sub-model
The wind submodel after Liston and Elder (2006). All angles
are in radians. Compute the slope (wslpi) in the direction of
the wind using slope (slp), wind direction (wd) and aspect
(asp)
wslpi= slpcos(wd− asp). (C2)
Normalise wslpi to interval from−0.5 to+0.5 by dividing
by 2×maximum wslp (wslpMax) in simulation domain
wslp= wslpi/(2wslpMax). (C3)
Normalise curvature (curve) to interval −0.5 to +0.5 by
dividing by 2 × maximum curve (curveMax) in simulation
domain
curveNorm= curve/(2curveMax). (C4)
Compute the wind speed adjustments (slpw and curvew
are weighting parameters which sum to 1)
windw= 1+ (slpw wslp)+ (curvew curveNorm). (C5)
Compute the terrain-modified wind speed (wst) from input
wind speed (ws)
wst= ws ·windw. (C6)
Compute wind direction diverting factor (Ryan, 1977)
thetad=−0.5(wslp)sin(2(asp−wd)). (C7)
Compute the terrain-modified wind direction
wdt= wd+ thetad. (C8)
C3 Compute water vapour pressure, pV
Constants: es0 = 6.11 (reference saturation vapour pressure
(es at a certain temp, usually 0 ◦C) T0 = 273.15 (273.15 K,
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Kelvin= ◦C+273.15) lv= 2.5× 106 (latent heat of vapor-
ization of water (2.5×106 Jkg−1)) Rv= 461.5 (gas constant
for water vapour (461.5 JKkg−1)). Variables: RH= relative
humidity (%), Tair= air temperature (kelvin)
















The hourly regression model of Ruiz-Arias et al. (2010b)
used to partition short-wave radiation into direct ad diffuse





Compute SW↓ diffuse fraction:
kd= 0.952− 1.041e−exp(2.300−4.702kt). (C12)
C5 Precipitation lapse rate
The non-linear lapse rate (λp) used to calculate precipitation
in REF and TopoSCALE after Liston and Elder (2006):
λp =
1+ pf · eD
1− pf · eD
, (C13)
where precipitation factor, pf= 0.27 (mean of monthly val-
ues given by Liston and Elder (2006)) and elevation differ-
ence between GRID and SUB is given by eD. Elevation ad-
justed Psub is then computed from (disaggregated) Pgrid:
Psub = Pgrid · λ p. (C14)
Acknowledgements. We would like to thank R. Philipona from
MeteoSwiss for providing the ASRB data, MeteoSwiss for
ANETZ data set and the SLF for IMIS data set and Climate
Research Unit for the precipitation data. We would also like to
thank M. Dall’Amico P. Pogliotti for compiling the meta-data
on IMIS/ANETZ stations. We would like to thank ECMWF for
availability of the reanalysis data. This project was funded by Swiss
National Science Foundation Project CRYOSUB and X-Sense.
We thank John Pomeroy and two anonymous reveiwers for their
constructive input in significantly improving this manuscript.
Edited by: S. Easterbrook
References
Akhtar, M., Ahmad, N., and Booij, M. J.: Use of regional cli-
mate model simulations as input for hydrological models for
the Hindukush-Karakorum-Himalaya region, Hydrol. Earth Syst.
Sci., 13, 1075–1089, doi:10.5194/hess-13-1075-2009, 2009.
Arnold, N. and Rees, G.: Effects of digital elevation model spa-
tial resolution on distributed calculations of solar radiation
loading on a High Arctic glacier, J. Glaciol., 55, 973–984,
doi:10.3189/002214309790794959, 2009.
Beck, C., Grieser, J., Rudolf, B., and Schneider, U.: A new monthly
precipitation climatology for the global land areas for the period
1951 to 2000, Geophys. Res. Abstr., Vol. 7, 07154, 2005.
Berg, A. A.: Impact of bias correction to reanalysis products on
simulations of North American soil moisture and hydrological
fluxes, J. Geophys. Res., 108, 4490, doi:10.1029/2002JD003334,
2003.
Blandford, T. R., Humes, K. S., Harshburger, B. J., Moore, B. C.,
Walden, V. P., and Ye, H.: Seasonal and synoptic varia-
tions in near-surface air temperature lapse rates in a moun-
tainous basin, J. Appl. Meteorol. Climatol., 47, 249–261,
doi:10.1175/2007JAMC1565.1, 2008.
Buck, A. L.:New equations for computing vapor pressure and en-
hancement factor, J. Appl. Meteorol., 20, 1527–1532, 1981.
Cline, D. W.: Snow surface energy exchanges and snowmelt at
a continental, midlatitude Alpine site, Water Resour. Res., 33,
689–701, 1997.
Dai, A. and Trenberth, K.: The diurnal cycle and its depiction in
the Community Climate System Model, J. Climate, 17, 930–951,
2004.
Daly, C., Neilson, R. P., and Phillips, D. L.: A statistical-
topographic model for mapping climatological precipitation over
mountainous terrain, J. Appl. Meteorol., 33, 140–158, 1994.
Daly, C., Gibson, W. P., Taylor, G. H., Johnson, G. L., and Pas-
teris, P.: A knowledge-based approach to the statistical mapping
of climate, Clim. Res., 22, 99–113, 2002.
Dee, D. P., Uppala, S. M., Simmons, A. J., Berrisford, P., Poli, P.,
Kobayashi, S., Andrae, U., Balmaseda, M. A., Balsamo, G.,
Bauer, P., Bechtold, P., Beljaars, A. C. M., van de Berg, L., Bid-
lot, J., Bormann, N., Delsol, C., Dragani, R., Fuentes, M., Geer,
a. J., Haimberger, L., Healy, S. B., Hersbach, H., Hólm, E. V.,
Isaksen, L., Kållberg, P., Köhler, M., Matricardi, M., Mc-
Nally, A. P., Monge-Sanz, B. M., Morcrette, J.-J., Park, B.-K.,
Peubey, C., de Rosnay, P., Tavolato, C., Thépaut, J.-N., and Vi-
tart, F.: The ERA-Interim reanalysis: configuration and perfor-
mance of the data assimilation system, Q. J. Roy. Meteor. Soc.,
137, 553–597, doi:10.1002/qj.828, 2011.
Dickinson, R. E., Henderson-Sellers, A., Kennedy, P. J., and Wil-
son, M. F.: Biosphere-Atmosphere Transfer Scheme(BATS) for
the NCAR(National Center for Atmospheric Research) commu-
nity climate model, Tech. rep., National Center for Atmospheric
Research, Boulder, CO., 1986.
Dimri, A. P.: Impact of subgrid scale scheme on topography and lan-
duse for better regional scale simulation of meteorological vari-
ables over the western Himalayas, Clim. Dynam., 32, 565–574,
2009.
Dozier, J. and Frew, J.: Rapid calculation of terrain parameters for
radiation modeling from digital elevation data, Trans. Geosci.
Remote Sens., 28, 963–969, 1990.
www.geosci-model-dev.net/7/387/2014/ Geosci. Model Dev., 7, 387–405, 2014
98
404 J. Fiddes and S. Gruber: TopoSCALE: downscaling gridded climate data in complex terrain
Dubayah, R. and Rich, P.: Topographic solar radiation models for
GIS, Int. J. Geogr. Inf. Sci., 9, 405–419, 1995.
ECMWF: IFS DOCUMENTATION – Cy37r2 PART II :
DATA ASSIMILATION, ECMWF, 1–174, available at: http:
//www.ecmwf.int/research/ifsdocs/CY37r2/index.html (last ac-
cess: 1 November 2013), 2011.
Efthymiadis, D., Jones, P. D., Briffa, K. R., Auer, I., Böhm, R.,
Schöner, W., Frei, C., and Schmidli, J.: Construction of a 10-
min-gridded precipitation data set for the Greater Alpine
Region for 1800–2003, J. Geophys. Res., 111, D01105,
doi:10.1029/2005JD006120, 2006.
Erbs, D., Klein, S., and Duffie, J.: Estimation of the diffuse radiation
fraction for hourly, daily and monthly-average global radiation,
Sol. Energy, 28, 293–302, 1982.
Fiddes, J. and Gruber, S.: TopoSUB: a tool for efficient large area
numerical modelling in complex topography at subgrid scales,
Geosci. Model Dev., 5, 1245–1257, doi:10.5194/gmd-5-1245-
2012, 2012.
Fisher, P., Wood, J., and Cheng, T.: Where is Helvellyn? Fuzzi-
ness of multi-scale landscape morphometry, T. I. Brit. Geogr.,
29, 106–128, 2004.
Frauenfeld, O. W.: Climate change and variability using European
Centre for Medium-Range Weather Forecasts reanalysis (ERA-
40) temperatures on the Tibetan Plateau, J. Geophys. Res., 110,
D02101, doi:10.1029/2004JD005230, 2005.
Früh, B., Schipper, J. W., Pfeiffer, A., and Wirth, V.: A prag-
matic approach for downscaling precipitation in alpine-scale
complex terrain, Meteorol. Z., 15, 631–646, doi:10.1127/0941-
2948/2006/0137, 2006.
Giorgi, F.: Regional climate modeling: status and perspectives, J.
Phys. IV, 139, 101–118, doi:10.1051/jp4:2006139008, 2006.
Giorgi, F., Francisco, R., and Pal, J.: Effects of a Subgrid-Scale To-
pography and Land Use Scheme on the Simulation of Surface
Climate and Hydrology. Part I: Effects of Temperature and Wa-
ter Vapor Disaggregation, J. Hydrometeorol., 4, 317–333, 2003.
Gruber, S.: Derivation and analysis of a high-resolution estimate
of global permafrost zonation, The Cryosphere, 6, 221–233,
doi:10.5194/tc-6-221-2012, 2012.
Gubler, S., Fiddes, J., Keller, M., and Gruber, S.: Scale-
dependent measurement and analysis of ground surface temper-
ature variability in alpine terrain, The Cryosphere, 5, 431–443,
doi:10.5194/tc-5-431-2011, 2011.
Gubler, S., Gruber, S., and Purves, R. S.: Uncertainties of pa-
rameterized surface downward clear-sky shortwave and all-
sky longwave radiation., Atmos. Chem. Phys., 12, 5077–5098,
doi:10.5194/acp-12-5077-2012, 2012.
Hagemann, S., Chen, C., Haerter, J. O., Heinke, J., Gerten, D.,
and Piani, C.: Impact of a statistical bias correction on the
projected hydrological changes obtained from three GCMs
and two hydrology models, J. Hydrometeorol., 12, 556–578,
doi:10.1175/2011JHM1336.1, 2011.
Helgason, W. and Pomeroy, J. W.: Characteristics of the near-
surface boundary layer within a mountain valley during winter,
J. Appl. Meteorol. Climatol., 51, 583–597, doi:10.1175/JAMC-
D-11-058.1, 2012.
Huffman, G. J., Bolvin, D. T., Nelkin, E. J., Wolff, D. B.,
Adler, R. F., Gu, G., Hong, Y., Bowman, K. P., and
Stocker, E. F.: The TRMM Multisatellite Precipitation Analy-
sis (TMPA): quasi-global, multiyear, combined-sensor precip-
itation estimates at fine scales, J. Hydrometeorol., 8, 38–55,
doi:10.1175/JHM560.1, 2007.
Jarosch, A. H., Anslow, F. S., and Clarke, G. K. C.: High-resolution
precipitation and temperature downscaling for glacier models,
Clim. Dynam., 38, 391–409, doi:10.1007/s00382-010-0949-1,
2012.
Konzelmann, T., van de Wal, R. S., Greuell, W., Bintanja, R., Hen-
neken, E. A., and Abe-Ouchi, A.: Parameterization of global and
longwave incoming radiation for the Greenland Ice Sheet, Global
Planet. Change, 9, 143–164, 1994.
Körner, C., Paulsen, J., and Spehn, E. M.: A definition of mountains
and their bioclimatic belts for global comparisons of biodiver-
sity data, Alp. Bot., 121, 73–78, doi:10.1007/s00035-011-0094-
4, 2011.
Koster, R. and Suarez, M.: Modeling the land surface boundary in
climate models as a composite of independent vegetation stands,
J. Geophys. Res., 97, 2697–2715, 1992.
Kotlarski, S., Block, A., Böhm, U., Jacob, D., Keuler, K., Knoche,
R., Rechid, D., and Walter, A.: Regional climate model simu-
lations as input for hydrological applications: evaluation of un-
certainties, Adv. Geosci., 5, 119–125, doi:10.5194/adgeo-5-119-
2005, 2005.
Kotlarski, S., Paul, F., and Jacob, D.: Forcing a Distributed Glacier
Mass Balance Model with the Regional Climate Model REMO,
Part I: Climate Model Evaluation, J. Climate, 23, 1589–1606,
2010.
Kunkel, K.: Simple procedures for extrapolation of humidity vari-
ables in the mountainous western United States, J. Climate, 2,
656–669, 1989.
Leung, L. R. and Ghan, S. J.: A subgrid parameterization of oro-
graphic precipitation, Theor. Appl. Climatol., 52, 95–118, 1995.
Liston, G. E. and Elder, K.: A meteorological distribution system
for high-resolution terrestrial modeling (MicroMet), J. Hydrom-
eteorol., 7, 217–234, 2006.
Liston, G. E. and Sturm, M.: A snow-transport model for complex
terrain, J. Glaciol., 44, 498–516, 1998.
Lundquist, J. D., Minder, J. R., Neiman, P. J., and Sukovich, E.:
Relationships between Barrier Jet Heights, Orographic Precipita-
tion Gradients, and Streamflow in the Northern Sierra Nevada, J.
Hydrometeorol., 11, 1141–1156, doi:10.1175/2010JHM1264.1,
2010.
Machguth, H., Paul, F., Kotlarski, S., and Hoelzle, M.: Calculating
distributed glacier mass balance for the Swiss Alps from regional
climate model output: a methodical description and interpreta-
tion of the results, J. Geophys. Res., 114, 1930–1990, 2009.
Manders, A. M. M., van Meijgaard, E., Mues, A. C., Kranen-
burg, R., van Ulft, L. H., and Schaap, M.: The impact of differ-
ences in large-scale circulation output from climate models on
the regional modeling of ozone and PM, Atmos. Chem. Phys.,
12, 9441–9458, doi:10.5194/acp-12-9441-2012, 2012.
Maraun, D. and Wetterhall, F.: Precipitation downscaling under cli-
mate change: recent developments to bridge the gap between dy-
namical models and the end user, Rev. Geophys., 48, 1–38, 2010.
Marks, D., Domingo, J., Susong, D., Link, T., and Garen, D.: A spa-
tially distributed energy balance snowmelt model for application
in mountain basins, Hydrol. Process., 13, 1935–1959, 1999.
Marty, Ch., Philipona, R., Fröhlich, C., and Ohmura, A.: Altitude
dependence of surface radiation fluxes and cloud forcing in the
Geosci. Model Dev., 7, 387–405, 2014 www.geosci-model-dev.net/7/387/2014/
Paper II 99
J. Fiddes and S. Gruber: TopoSCALE: downscaling gridded climate data in complex terrain 405
alps: results from the alpine surface radiation budget network,
Theor. Appl. Climatol., 72, 137–155, 2002.
Maurer, E. P., Donnell, M. O., Lettenmaier, P., and Roads,
O.: Evaluation NCEP/NCAR Reanalysis of Water and En-
ergy Budgets Using Macroscale Hydrologic Model Simula-
tion, in Land Surface Hydrology, Meteorology, and Climate:
Observations and Modeling, American Geophysical Union,
doi:10.1029/WS003p0137, 2001a.
Maurer, E. P., O’Donnell, G. M., Lettenmaier, D. P., and
Roads, J. O.: Evaluation of the land surface water budget in
NCEP/NCAR and NCEP/DOE reanalyses using an off-line hy-
drologic model, J. Geophys. Res., 106, 17841–17862, 2001b.
Meek, D. and Hatfield, J.: Data quality checking for single sta-
tion meteorological databases, Agr. Forest Meteorol., 69, 85–
109, 1994.
Mesinger, F., DiMego, G., Kalnay, E., Mitchell, K., Shafran, P. C.,
Ebisuzaki, W., Jovic´, D., Woollen, J., Rogers, E., Berbery, E. H.,
Ek, M. B., Fan, Y., Grumbine, R., Higgins, W., Li, H.,
Lin, Y., Manikin, G., Parrish, D., and Shi, W.: North Ameri-
can Regional Reanalysis, B. Am. Meteorol. Soc., 87, 343–360,
doi:10.1175/BAMS-87-3-343, 2006.
Meybeck, M., Green, P., and Vörösmarty, C.: A New Typology for
Mountains and Other Relief Classes, Mt. Res. Dev., 21, 34–45,
2001.
New, M., Lister, D., Hulme, M., and Makin, I.: A high-resolution
data set of surface climate over global land areas, Clim. Res., 21,
1–25, 2002.
Oliphant, E.: Spatial variability of surface radiation fluxes in moun-
tainous terrain, J. Appl. Meteorol., 42, 113–128, 2003.
Pereira-Cardenal, S. J., Riegels, N. D., Berry, P. A. M., Smith, R. G.,
Yakovlev, A., Siegfried, T. U., and Bauer-Gottwein, P.: Real-time
remote sensing driven river basin modeling using radar altimetry,
Hydrol. Earth Syst. Sci., 15, 241–254, doi:10.5194/hess-15-241-
2011, 2011.
Perez, R., Ineichen, P., Seals, R., and Zelenka, A.: Making full use
of the clearness index for parameterizing hourly insolation con-
ditions, Sol. Energy, 45, 111–114, 1990.
Piani, C., Haerter, J. O., and Coppola, E.: Statistical bias correction
for daily precipitation in regional climate models over Europe,
Theor. Appl. Climatol., 99, 187–192, doi:10.1007/s00704-009-
0134-9, 2009.
Pirazzini, R., Nardino, M., Orsini, A., Calzolari, F., Georgiadis, T.,
and Levizzani, V.: Parameterization of the downward longwave
radiation from clear and cloudy skies at Ny Alesund (Svalbard),
International Radiation Symposium (IRS), 24–29 July, St. Pe-
tersburg, Russia, 559–562, 2000.
Plüss, C.: The energy balance over an alpine snowcover: point mea-
surements and areal distribution, Ph.D. thesis, Geographisches
Institut ETH, Zurich, 1997.
Riseborough, D., Shiklomanov, N., Etzelmüller, B., Gruber, S., and
Marchenko, S.: Recent advances in permafrost modelling, Per-
mafrost Perigl. Proc., 156, 137–156, doi:10.1002/ppp.615, 2008.
Ruiz-Arias, J., Alsamamra, H., Tovar-Pescador, J., and Pozo-
Vázquez, D.: Proposal of a regressive model for the hourly dif-
fuse solar radiation under all sky conditions, Energ. Convers.
Manage., 51, 881–893, doi:10.1016/j.enconman.2009.11.024,
2010a.
Ruiz-Arias, J. A., Cebecauer, T., Tovar-Pescador, J., and Šúri, M.:
Spatial disaggregation of satellite-derived irradiance using
a high-resolution digital elevation model, Sol. Energy, 84, 1644–
1657, doi:10.1016/j.solener.2010.06.002, 2010b.
Ryan, B.: A mathematical model for diagnosis and prediction of
surface winds in mountainous terrain, J. Appl. Meteorol., 16,
571–584, 1977.
Schmidli, J., Goodess, C. M., Frei, C., Haylock, M. R., Hun-
decha, Y., Ribalaygua, J., and Schmith, T.: Statistical and dynam-
ical downscaling of precipitation: an evaluation and comparison
of scenarios for the European Alps, J. Geophys. Res., 112, 1–20,
doi:10.1029/2005JD007026, 2007.
Schomburg, A., Venema, V., Ament, F., and Simmer, C.: Account-
ing for subgrid-scale land surface and screen-level heterogeneity
in an atmospheric numerical weather prediction model, Meteo-
rol. Atmos. Phys., 116, p. 81, 2012.
Schroeder, T. A., Hember, R., Coops, N. C., and Liang, S.: Vali-
dation of Solar Radiation Surfaces from MODIS and Reanalysis
Data over Topographically Complex Terrain, J. Appl. Meteorol.
Climatol., 48, 2441–2458, doi:10.1175/2009JAMC2152.1, 2009.
Seth, A., Giorgi, F., and Dickinson, R. E.: Simulating fluxes from
heterogeneous land surfaces: explicit subgrid method employing
the biosphere-atmosphere transfer scheme (BATS), J. Geophys.
Res., 99, 18651–18667, 1994.
Smith, R. and Barstad, I.: A linear theory of orographic precipita-
tion, J. Atmos. Sci., 61, 1377–1391, 2004.
Tarboton, D. G. and Luce, C. H.: Utah energy balance snow accu-
mulation and melt model (UEB), Citeseer, Logan, Utah, 1996.
Thornton, P. E., Running, S. W., and White, M. A.: Generating sur-
faces of daily meteorological variables over large regions of com-
plex terrain, J. Hydrol., 190, 214–251, 1997.
Tiedtke, M.: A comprehensive mass flux scheme for cumulus pa-
rameterization in large-scale models, Mon. Weather Rev., 117,
1779–1800, 1989.
Vu, M. T., Raghavan, S. V., and Liong, S. Y.: SWAT use of gridded
observations for simulating runoff – a Vietnam river basin study,
Hydrol. Earth Syst. Sci., 16, 2801–2811, doi:10.5194/hess-16-
2801-2012, 2012.
Wilby, R. and Wigley, T.: Downscaling general circulation model
output: a review of methods and limitations, Prog. Phys. Geogr.,
21, 530–548, doi:10.1177/030913339702100403, 1997.
Wood, F.: A Land-Surface Hydrology Parameterization With Sub-
grid Variability for General Circulation Models, 97, 2717–2728,
1992.
www.geosci-model-dev.net/7/387/2014/ Geosci. Model Dev., 7, 387–405, 2014
100
Paper III
Fiddes, J., Endrizzi, S., and Gruber, S.: Large area land surface simulations in heterogeneous ter-
rain driven by global datasets: a permafrost test case, Submitted: The Cryosphere, 2013
Results relevant to this thesis:
– Applied combined scheme with LSM.
– Simulated surface/ near surface variables with success.
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Numerical simulations of land-surface processes are important in order to perform
landscape-scale assessments of earth-systems. This task is problematic in complex
terrain due to: (i) high resolution grids required to capture strong lateral variability, (ii)
lack of meteorological forcing data where it is required. In this study we test a topog-5
raphy and climate processor, which is designed for use with large area land surface
simulation, in complex and remote terrain. The scheme is driven entirely by globally
available datasets. We simulate air temperature, ground surface temperature, snow
depth and test the model with a large network of measurements in the Swiss Alps.
We obtain RMSE values of 0.64
◦
C for air temperature, 0.67–1.34
◦
C for non-bedrock10
ground surface temperature, and 44.5mm for snow depth, which is likely affected by
poor input precipitation field. Due to this we trial a simple winter precipitation correc-
tion method based on melt-dates of the snow-pack. We present a test application of the
scheme in the context of simulating mountain permafrost. The scheme produces a per-
mafrost estimate of 2000 km
2
which compares well to published estimates. We suggest15
that this scheme represents a good first effort in application of numerical models over
large areas in heterogeneous terrain.
1 Introduction
Numerical simulation is an increasingly important tool for assessment of the energy and
mass balance at the earth’s surface for many fields of research and application (e.g.20
Wood et al., 2011; Barnett et al., 2005; Gruber, 2012). In addition, numerical methods
allow for transient assessment of past and future states, an essential step for change
detection of (-near) surface conditions (Etzelmüller, 2013). Numerical approaches may
also provide the means to simulate land surface variables where there is insufficient



























































Landscapes that are heterogeneous in terms of e.g., topography, vegetation or re-
distribution of snow (e.g. Smith and Riseborough, 2002; Liston and Haehnel, 2007),
provide a great challenge in this respect, as surface and subsurface conditions may
vary on various, and often short, length scales, creating highly spatially differentiated
surface-atmosphere interactions. This poses, in particular, a challenge to large-area5
simulations, which can be summarised as: (1) high resolution grids are required to
capture surface heterogeneity, which is often numerically prohibitive over large areas,
efficient methods are therefore required to make this task scalable; (2) there is often
a lack of a representative forcing at the site or scale that it is required, particularly in
remote regions.10
Recent efforts in this respect include spatially explicit or distributed simulations i.e.
Jafarov et al. (2012) produced a transient run of the ground thermal state in Alaska
to assess permafrost dynamics under IPCC change scenarios. Another meso-scale
modelling effort Gisnå s et al. (2013) provides an equilibrium model of permafrost dis-
tribution in Norway at a spatial resolution of 1 km
2
. While representing major steps15
in application of numerical models over large areas, the grid resolution of 1–2 km is
too coarse to simulate relevant spatial differentiation on fine scales, particularly under
heterogeneous terrain.
In global climate models, a spatially detailed representation of the sub-grid land sur-
face still remains some way behind the implementation of the atmosphere, yet is recog-20
nised to be key in accurately simulating feedbacks to the atmosphere (Pitman, 2003)
e.g., surface albedo-atmosphere exchanges in the energy balance (Betts, 2009). For
example, land surface heterogeneity is often represented in tiled approaches (Koster
and Suarez, 1992), where surface types are represented by a limited number (or even
a single) surface types, energy and mass balance is then computed independently,25
and finally aggregated at grid level. Here too, methods capable of representing fine-
scale land surface heterogeneity efficiently could be useful. Finally, methods exist (e.g.,


























































cording to fixed classes based on terrain parameters and enable application of numer-
ical models over large areas in a semi-distributed fashion.
In previous papers (Fiddes and Gruber, 2012, 2013), methods have been developed
and tested which enable (i) physically-based land surface models (LSM) to be applied
over large areas using a sub-grid scheme that samples land surface heterogeneity and5
(ii) a method that scales gridded climate data necessary to drive an LSM, to the sub-
grid using atmospheric profiles. The philosophy behind these approaches is to develop
methods that depend only on globally available datasets to derive high-quality local
results in heterogeneous and/or remote regions.
We perform this study in the context of the ground thermal regime in the European10
Alps as a test case, however, the globally consistent nature of methods and datasets
employed suggest it may be applied in other geographical areas and fields of research.
The main aim of this study is to evaluate the performance of this combined scheme
by:
1. conducting a test application of the combined schemes to derive land surface15
variables air temperature (TAIR), ground surface temperature (GST) and snow
depth (SD) over a large area of the European Alps at a resolution of 30m, and
additionally a derived permafrost estimate.
2. Evaluating the performance of the combined schemes against a large network of
TAIR, GST and SD measurements in the Swiss Alps,20
3. interpreting results together with uncertainties in the model chain.
2 Methods
The model chain used in this study uses two previously described methods, (i) Topo-
SUB (Fiddes and Gruber, 2012, hereafter FG2012), (ii) TopoSCALE (Fiddes and Gru-



























































2013). A brief synopsis of the tools used are given here to enable full understanding of
the current study, but for further details and results of testing of these tools please see
the respective publications.
2.1 TopoSUB
TopoSUB is a scheme which samples land surface heterogeneity at high resolution5
(here, 30m). Input predictors describing relevant dimensions of variability are clus-





). A 1-D LSM is then applied to each sample. For exam-
ple, in FG2012 we show that reduction of a domain from 10
6
pixels to 258 samples
yields comparable results to a full distributed 2-D baseline simulation. The main out-10
come is that the computational load is effectively reduced by a factor of 10
4
, with an
acceptable reduction in the quality of results. The scheme transfers model results to
high-resolution pixels by membership functions (crisp or fuzzy) for a spatialised map-
ping of simulation results or statistical descriptions of the sub-grid domain. Additionally,
we have an optional informed-scaling training routine, which regresses model results15
against input predictors after a training run in order to adjust the weighting of each input
according to its significance, and in doing so improve the quality of final result. Limita-
tions to this fundamentally 1-D approach include the fact that lateral mass and energy
transfers can only be parameterised and not modelled explicitly. This approach allows
for: (1) modelling of processes at fine grid resolutions, (2) efficient statistical descrip-20
tions of sub-grid behaviour, (3) a “sub-grid aware” aggregation of simulated variables
to coarse grids and (4) enables validation of results with fine-scale ground truth.
2.2 TopoSCALE
TopoSCALE is a scheme which provides forcing to the LSM at fine-scale using gridded
climate datasets. It works on the assumption that vertical gradients are often more im-25


























































provide consistent fields required for LSM simulation in 3-D, therefore providing a de-
tailed description of the atmospheric profile. In addition, they provide data with global
coverage and so enable simulation in remote data-poor regions. Finally, they provide
for the possibility of simulating future conditions. The basic principles of the scheme
are: (1) interpolate data available on pressure levels: air temperature (Tair), relative5
humidity (RH), wind speed (Ws), wind direction (Wd) vertically above and below target
site to provide a scaling according to atmospheric conditions at each model timestep;
(2) downwelling longwave radiation (LWin) is scaled according to TAIR, RH and sky
emissivity; (3) topographic correction to downwelling radiation fields (SWin/LWin); (4)
lapse-rate with elevation applied to precipitation, P (optional disaggregation scheme10
based on climatology for site simulation only as this is spatially explicit). The final out-
put is the full set of scaled fluxes required to drive a numerical model at 3 h timestep. It
is a flexible scheme that can be used to supply inputs to models in 1-D/2-D or lumped
configurations. The scheme has been shown in FG2013 to improve the scaling of driv-
ing daily fields compared to reference methods e.g. commonly used lapse rates or15
parameterisations.
2.3 Land surface model
The LSM used in this study, GEOtop, is a physically-based model originally developed
for hydrological research. It should be noted that this model is not an LSM in the con-
ventional sense (e.g. Mosaic, CLM, NOAH, Koster and Suarez, 1992; Dai et al., 2003),20
as it has not been designed to feedback to the atmosphere. However, it couples the
ground heat and water budgets, represents the energy exchange with the atmosphere,
has a multilayer snow pack and represents the water and energy budget of the snow
cover. GEOtop simulates the temporal evolution of the snow depth and its effect on
ground temperature. It solves the heat conduction equation in one dimension and the25
Richard’s equation for water transport in one or three dimensions, describing water
infiltration in the ground as well as freezing and thawing processes. GEOtop is there-



























































temperatures. It can be applied in high mountain regions and allows accounting for to-
pographic and other environmental variability. Further information is given by Bertoldi
et al. (2006); Rigon et al. (2006); Endrizzi (2007); Dall’Amico (2010). Further details
specific to experiments are given in Sect. 2.5. A full description of the model is given in
Endrizzi et al. (2013) and a description of model uncertainty and sensitivity is given by5
Gubler et al. (2013).
2.4 Model chain and modes
The model chain can be employed in two main configurations: point mode (MP) and
spatial mode (MS) (Fig. 1). MS requires TopoSUB and TopoSCALE while MP requires
only TopoSCALE. In terms of output, MP simulates points-scale results, whilst MS sim-10
ulates a spatially-explicit mapped result from samples. The basic model chain employs
TopoSCALE to derive a forcing at simulation points or samples, depending upon mode
employed. The LSM simulates target variables at the computed points or sample cen-
troids. TopoSUB is used in MS to pre-process topography and post-process results.
2.5 Snow correction method15
Precipitation is highly variable in time and space, and fields computed by climate mod-
els often do not capture the frequency and/or intensity distribution of events correctly
(Piani et al., 2009; Manders et al., 2012; Dai, 2006). Additionally, sub-grid topographic
features may place large controls on the distribution of precipitation events (Leung and
Ghan, 1998). Therefore, a method is required to correct magnitudes of precipitation in-20
puts due to the important influence of this field on land surface processes. The method
we test in this study relies on detection of the melt-date (MD) of the snow-pack, a pa-
rameter which summarizes both energy and mass inputs to the snow-pack. We vary
a parameter in the model which applies a multiplicative correction on precipitation in-
puts called snow correction factor (SCF). We vary this parameter over the range 0.5–325


























































cording Schmid et al. (2012) for each simulation and observation site using GST (which
avoids circularity). We fit the simulation MD’s to observed MD to obtain a correction fac-
tor for precipitation input. This method is based on cumulative winter precipitation and
assumes summer and winter distributions of precipitation biases are similar, which is
likely not the case. However, our primary aim is to address the thermal influence of5
the winter snow-pack. Please note, the SCF method is applied in the SCF experiment
alone, all other results use only TopoSCALE precipitation.
3 Data
3.1 Input data
All input data used in this experiment are available free of charge, globally. This does10
not assume, however, that data quality is consistent globally.
3.1.1 Driving climate
Driving climate data are obtained from the ERA-Interim (ERA-I) dataset, which is an
atmospheric reanalysis produced by the ECMWF (Dee et al., 2011). ERA-I provides
meteorological data from 1 January 1979 and continues to be extended in near-real15
time. Gridded products include a large variety of 3 hourly (00:00, 03:00, 06:00, 09:00,
12:00, 15:00, 18:00 and 21:00UTC) grid-surface fields (GRID) and 6 hourly (00:00,
06:00, 12:00, 18:00UTC) upper-atmosphere products available on 60 pressure levels
(PL) with top of the atmosphere located at 1mb. ERA-I relies on a 4-D-VAR system
which uses observations within the windows of 15:00UTC to 03:00UTC and 03:00UTC20
to 15:00UTC (in the next day) to initialize forecast simulations starting at 00:00UTC
and 12:00UTC, respectively. In order to allow sufficient spin-up, the first nine hours of
the forecast simulations are not used. All fields used in this study were extracted on the































































covering the range of 1000–500mb (1000, 925, 850, 775, 650, 500), corresponding to
approximately an elevation range of 150–5500ma.s.l.
3.1.2 Surface data
The DEM used in this study is the ASTER GDEM 2 (Tachikawa, 2011) available at
approximately 30m. Landcover was derived by a combined bedrock/debris classifica-5
tion which relies primarily on slope angle and a vegetation mask from a soil adjusted
vegetation index (SAVI) derived from Landsat TM/ETM+ sensors. Further detail on the
construction of this landcover dataset are available in Boeckli et al. (2012a). This re-
sulted in three landcover classes, which also define sub-surface properties according
to Gubler et al. (2013): (i) bedrock, (ii) coarse-blocks and (iii) vegetation. Table 1 gives10
a description of sub-surface properties associated with each class.
3.2 Validation datasets
The validation dataset covers a broad elevation range of 1560–3750ma.s.l., full range
of slopes from flat to vertical rock walls, full range of aspects and main alpine surface
cover types, of alpine meadows, coarse-debris and bedrock (Fig. 3). The entire Alpine-15
space of Switzerland is well sampled by the datasets (Fig. 2). Table 2 gives an overview
of each dataset.
3.2.1 IMIS
The SLF IMIS stations are used to evaluate TAIR, GST and SD. This network is biased
towards high alpine locations (there are few valley stations) but represents strong to-20
pographical heterogeneity, in terms of elevation, slope and aspect. Network elevation
range is 1562–3341ma.s.l. This dataset is quite well behaved in that generally sites
represent mainly elevation gradients. The dataset used covers years 1996–2011. It



























































The data logger dataset comprises two individual datasets and is used to evaluate
GST only. The PERMOS dataset (www.permos.ch) contains data loggers of various
types covering years 1995–2012 (ongoing) distributed throughout the Swiss Alps and
managed by a number of institutions in Switzerland. The dataset is not homogeneous5
but has been compiled using consistent methods. This dataset covers a great diversity
of locations but biased towards permafrost monitoring sites and therefore clustered
around mean annual ground surface temperatures (MAGST) of 0
◦
C. In the analysis,
PERMOS data is split into two groups: (a) PERMOS1, predominantly coarse debris, (b)
PERMOS2: bedrock (mainly steep rock-walls). The second logger dataset, iBUTTONS,10
originates from a single study (Gubler et al., 2011; Schmid et al., 2012). It covers years
2010–2011 in a single region in the Engadin. While broader climatic heterogeneity is
not represented by this dataset, it does cover strong topographic variability. The dataset
is arranged as 10m×10m “footprints” each containing 10 data loggers. In this study
footprint mean values are used.15
3.2.3 Data quality control
Observations outside acceptable limits were removed automatically by applying physi-
cally plausible thresholds to all datasets. Non-changing values beyond prescribed time
limits were also screened out. These checks follow the methods of Meek and Hatfield
(1994). Thresholds of maximum 10% missing data in any given year qualified that year20
as a valid MAGST value. As datasets and sites within datasets differ in number of valid
MAGST years (as defined above), validation values are computed as a mean of all




























































The simulation domain covers an area of approximately 500km×250 km, centred over
the Swiss Alps (Fig. 2). The domain contains of 18 coarse-grid ERA-I boxes which sup-
ply the driving climate data. We simulate results for both MP and MS modes. TopoSUB
is run at 200 sample resolution on each coarse-grid unit. The simulation period is 1984–5
2011. Spin-up is performed over 50 yr (10 times, 1979–1983 period). The LSM runs on
an hourly timestep. LSM model parameters are fixed in all simulations as a mean value
of prior distributions defined in Gubler et al. (2013). We compute mean annual air
temperature (MAAT), mean annual ground surface temperature (MAGST) and mean
annual snow depth (MASD). Focus is placed on mean annual values as we are pri-10
marily interested in analysing the performance of the spatial prediction of the scheme.
In computing a permafrost estimate, we define a permafrost pixel as one in which the
maximum daily ground temperature at 10m depth (GT10) over the entire observation
period time is ≤0
◦
C. Results are analysed statistically using the root mean squared
error (RMSE), correlation coefficient (CORR) and mean bias (BIAS), defined as:15
BIAS =mod−obs. (1)
5 Results
5.1 Evaluation: simulated variables
Figure 4 gives MP and MS simulated results validated against measurement sites for20
MAGST, MAAT and MASD. MAGST results are validated against IMIS, PERMOS and
iBUTTON datasets. The scheme most successfully simulates IMIS sites with low error
and bias, however, there is, respectively, cold/warm bias at cold/warm sites. The iBUT-
TON data cover the largest range of MAGST and demonstrate good performance of
the scheme in cold (i.e. MAGST<0) locations. Both iBUTTON and PERMOS site val-25


























































variability of the topography (Fig. 3). PERMOS1 sites (non-bedrock) are reproduced
with greater success than PERMOS2 sites (steep bedrock). MP gives improved results
for IMIS and PERMOS2 whereas the converse is true for IBUTTON and PERMOS1.
Over all datasets an RMSE of 1.29 is obtained for MS and 1.21 for MP. However, these
figures should be interpreted with caution as there is an implicit weighting based on5
available datapoints, which are unlikely to be representative of the distribution of un-
derlying surfaces in the simulation domain. MAAT is well modelled at IMIS stations
with low error and a bias of only 0.18
◦
C, although a counteracting slight warm/cold
bias at cold/warm sites is visible in the data. MS and MP give statistically identical
results. MASD is not captured well due to large biases in driving precipitation fields.10
The bias becomes more pronounced at higher values of SD. A slight improvement is
seen in MP over MS. Overall, MP generally shows an improvement over MS in repro-
ducing observations which would be expected as the spatial uncertainty introduced by
TopoSUB is removed. However the difference is generally quite small (most significant
difference is MAGST IMIS) and this is encouraging in that it seems MS does not intro-15
duce significant uncertainty over MP simulation. Figure 5 gives a visual impression of
MS simulated MAGST results as a transect through the experiment domain.
5.2 Snow bias correction method
Figure 6 shows the effect of the snow bias correction factor on MASD. Figure 6a shows
the large bias in precipitation inputs, particularly at sites with large snow accumula-20
tions (i.e MASD >50 cm). The effect of the snow correction method in successfully
reproducing the spatial differentiation of precipitation quantities is shown in Fig. 6b by
greatly reducing error and bias. Figure 6c gives an example which demonstrates how
the method functions in obtaining a correction factor which best fits actual melt-out
date of the snow-pack. A common problem is seen in Fig. 6c in that even by fitting25
the melt-date, snow depths can be underestimated. This could be due to the fact that



























































wind erosion are not correct. Without SWE evaluation data however, this is difficult to
confirm.
5.3 Test application: permafrost estimate
In this study we produced an estimate of 1974.9 km
2
permafrost within Switzerland
based on the stated definition. Figure 7 gives a visual comparison of permafrost extent5
computed by this study with a state-of-the-art statistical model (Boeckli et al., 2012b)
derived from Alpine specific datasets. The current method compares well in terms of
spatial patterns with results of Boeckli et al. (2012b). Comparison of methods is only
intended for reference as uncertainties exist based on methods or definitions of per-
mafrost area as well as different observation periods. Boeckli et al. (2012b) is based10
on climate normals 1961–1990 whereas the current estimate covers the period 1984–
2011. The method we have shown benefits from the simplicity of definition in actually
simulating permafrost (i.e. ground <0
◦
C for more than two years), although depth of
simulation remains an arguable point. In addition, Table 3 shows that the current study
produces an estimate that fits a range of key estimates from the literature, well.15
5.4 Macroclimatic distribution of error
Figure 8 shows the distribution of bias for all IMIS stations for TAIR, GST and SD at the
macro-climatic scale. The purpose was to investigate whether there are any significant
biases or sign changes of bias at the mountain range scale. Such biases would largely
be a result of how well the driving climate is simulated in different topo-climatic settings20
e.g north or south slope of the Alps, inner Alpine-regions or west to east. TAIR bias
is well distributed in sign and generally small in magnitude. There is no clear pattern
in error distribution, although the north slope seems most well modelled. GST bias is
well distributed in magnitude but positively biased (as shown in Fig. 8). Again north
slope seems to be modelled most successfully. SD bias is very negative and error25


























































Engadin. However, the first stations on the north-slope appear to be modelled well.
Overall, there is no clear evidence of topo-climatic gradients in error patterns at the
mountain range scale.
6 Discussion
6.1 Model chain uncertainty5
In order to place these results in context we provide a semi-quantitative analysis of
uncertainty through the model chain. The main sources of uncertainty we identify are:
(1) bias in driving fields, (2) error in scaling approach, (3) uncertainty in the lumped
scheme, (3) LSM uncertainties (parameters and processes) and, (4) surface data
based uncertainties (scale discussed separately).10
1. Uncertainty in the driving fields can be due to bias, spatial/temporal issues or
model physics and parametrisations. This issue was explored in FG2013 and
reasonable to good results were reported for the variables tested. The exception
being precipitation. Additionally, reanalysis datasets are expected to vary spatially
and temporally with density of observations assimilated. Bias in driving precipita-15
tion is a commonly reported problem in climate models (e.g. Dai, 2006; Boberg
et al., 2008) and we have attempted to address this issue with the correction
method detailed in this study. Two notes of caution are worth mentioning with re-
spect to this method, (a) this method is only valid currently at site scale, and (b) it
relies on GST measurements. Other uncertainties in modelling snow precipitation20
lie in the definition of the snow/rain threshold, the fact that errors are cumulative
over a season, and also that significant inputs are relatively infrequent, discrete




























































2. In discussing uncertainty in the scaling approach (TopoSCALE) we focus on TAIR
as this is the only driving variable evaluated in this study due to its importance in
driving the ground thermal regime. Other driving fields were previously evaluated
in FG2013. Frei (2013) reports a TAIR RMSE of 1.5
◦
C in the Alps using a so-
phisticated interpolation technique of station data. While these are daily values5
and cannot be compared directly to an RMSE of 0.64 obtained in this study, in
FG2013 we show that TopoSCALE is able to achieve an RMSE of 1.93 on daily
values. To place this in context, the method of Frei (2013) interpolates station
data to model non-linearities in the vertical thermal profile together with a distance
weighting scheme to account for terrain effects. Given this, TopoSCALE compares10
quite favourably given that only vertical profiles are modelled explicitly. In addition
there are advantages of the gridded ERA dataset over interpolated station data. It
should be noted that TAIR at the majority of stations are modelled at considerably
lower RMSE but the overall value is affected by 4 key outliers (RMSE is sensitive
to outliers), which degrade the overall result (Figs. 4 and 8).15
3. Uncertainty of the sub-grid scheme (TopoSUB) has two main sources: (1) the
resolution of the base DEM and, (2) the description of surface cover. The resolu-
tion of the DEM defines the range of parameter space, irrespective of number of
samples computed. For example, the base DEM of 30m in this study produces in
several cases a steepest sample of under 60
◦
whereas in reality vertical slopes20
exist. This has an effect on both mass and energy balance computed at such sites.
In this study, surface cover is prescribed as an average value of surface charac-
teristics within a TopoSUB sample, which are derived from a simple landcover
dataset. Landcover could however be used as a predictor in sample formation if
this was deemed to be important e.g vegetation mosaics that significantly affect25
soil moisture, wind-drift or energy balance at the surface. While surface cover
is often a function of topographic predictors in the study domain, samples with
complex surface characteristics e.g. vegetation, boulder, bedrock matrix will ex-


























































the modal surface type. Due to the significance of surface (and prescribed sub-
surface) characteristics in simulating surface (sub-surface) processes, this may
constitute an important source of uncertainty.
4. Uncertainties due to the LSM have three main source: (i) process description (or
omission), (ii) parametrisation of processes not explicitly modelled and (iii) values5
given to sensitive parameters. This topic has been well discussed in the litera-
ture (e.g. Gupta et al., 2005; Beven, 1995) and so here we focus on parameter
values that are sensitive and therefore have a large influence on the final result.
Parameter values were fixed and taken from a distribution described by Gubler
et al. (2013). The exception to this is sub-surface properties (Table 1) which vary10
as a function of surface type. Gubler et al. (2013) provides a thorough analysis
of sensitivities and uncertainties related to parameter values used in the model
GEOtop and their analysis is likely applicable to many other LSM’s that have sim-
ilar process description as GEOtop. In this study the authors found a total para-
metric uncertainty based on intensive Monte Carlo simulation of 0.1–0.5 for clay15
silt and rock and 0.1–0.8 for peat sand and gravel. The higher values being related
to higher hydraulic conductivity of these surface classes. Therefore a portion of
the error statistics given in Fig. 4 could be explained by LSM uncertainty alone.
While addressing all these sources of uncertainty within the analysis is beyond the
scope of the paper, an important outcome of this work is that through the improved20
efficiency of simulation by several orders of magnitude, intensive simulation based un-
certainty analysis starts to become feasible.
6.2 Scale issues
While scale issues are a central topic of this work in scaling between atmospheric
forcing and surface simulation, another important aspect of scale mismatch arises in25
validation. Evaluation exercises are often carried out in the literature where model re-



























































metres, are compared to point-scale measurements. In this study the PERMOS dataset
is point-scale in both measurements and topographic properties upon which modelled
results are based. The IMIS dataset are point-scale measurements. The iButton mea-
surements are aggregated to a footprint mean, representing a 10m pixel. Modelled
results of both datasets are based on properties derived from a 10m DEM. While this5
seems a reasonable comparison, Gubler et al. (2011) demonstrated large differences
in surface conditions within such a scale domain. Smoothing of slope angles by DEM
resolution, localised shading of, or snow drifting at a measurement point may cause
large differences in measured and modelled conditions. Additionally, as stated above,
there is a limitation based on resolution of base DEM (30m) which under-represents10
steep slopes in TopoSUB sampling.
6.3 Important limitations
Key limitations are discussed in terms of (a) TopoSCALE and (b) TopoSUB.
TopoSCALE based limitations primarily originate from the horizontal resolution of driv-




are used. This resolution is far too15
coarse to represent sub-grid effects such as valley temperature inversions, for example.
In addition, topographic precipitation barriers are unresolved in regions like the Matter-
tal (SW Switzerland) which produce important rain-shadows. Finally, spatial patterns
of sub-grid effects such as shallow (mainly cumulus) convective precipitation, which is
important in simulating correct precipitation intensities, only start to become resolved20
at resolutions of around 1 km (e.g. Kendon et al., 2012). In the case of ERA-I this is be-
cause shallow convection is parameterised by a bulk mass flux scheme as described
by Tiedtke (1989) which cannot resolve the level of spatial differentiation that is present
in the measurements. This process is particularly significant in spring and summer
months, as surface heating occurs during a typical diurnal cycle, driving convective25
mass fluxes. An outlook in this respect is that the presented scheme is readily scal-
able to higher resolution driving climate data that will likely come into the public domain


























































effects are not included in the scaling of atmospheric profiles that represent the free at-
mosphere. This was shown in FG2013 that the diurnal amplitude of fields such as TAIR
and shortwave radiation was not as great as surface-affected measurements within the
boundary layer. This may have important implications for processes which are driven
by strong daily amplitudes, such as spring melt of the snow-pack.5
TopoSUB based limitations are largely derived from the scale of the base DEM on
which sampling is based (as previously discussed), together with the description of
surface cover. However, an important limitation comes from the inherent 1-D struc-
ture of samples as simulation units. This means that all lateral processes can only be
parameterised and not modelled explicitly. For example, in computing horizon angles10
that are important for cast-shadow calculations (Dubayah and Rich, 1995), we apply
a mean horizon angle derived from the sky-view factor and local slope. This has obvi-
ous problems when the horizon is highly asymmetric i.e. consider a steep south facing
mountain slope overlooking a plain. In this situation the horizon angle would be artifi-
cially raised in the southerly direction to a mean level and therefore reducing radiation15
inputs and consequently introducing a cold bias. This effect may also give biases in
terms of reduced radiation in westerly directions under convective systems (e.g. Marty
et al., 2002) or under strongly anisotropic local horizons. Another example of neglected
2-D effects is illustrated well by the PERMOS2 results (steep rock-walls, Fig. 4). The
results here are negatively biased indicating that part of the energy balance is missing20
or poorly described. GEOtop computes the emissivity (LW) and albedo (SW) of its hy-
pothetical surroundings as identical to that of the point itself – in this case a steep rock
wall. This will reduce the SW radiation reflected from surrounding terrain, which can
be a significant energy input to steep rock-walls when a winter snow-pack is present.
From a mass balance perspective we do not model redistribution of snow by wind or25
avalanche. This has an important effect on the surface energy balance where melt
dates can be several weeks later due to heavy accumulations at bases of avalanche



























































We model the loss of snow on steep slopes as a function of slope angle, however this
is not a mass-conservative method as the removed mass is not redistributed.
6.4 Applications and outlook
In this study we provide a large scale permafrost model estimate as a test case. How-
ever, the scheme is generic in that it is able to generate surface fields of any variable5
the LSM outputs. The scheme can be used to simulate high resolution maps of current
conditions as well as recent dynamics which can be used to generate estimates of near
future trajectories of change. In longer term planning applications the scheme, when
driven by suitable climate model data can be used to produce scenarios of site-specific
future conditions. A core strength of the scheme is computation reduction which means10
that multiple repeat simulations are more likely to be possible. This can be utilised by
producing a range of outcomes that consider significant uncertainties in the model
chain and therefore a range of scenarios that should be considered in a given study. In
terms of required site specific knowledge these scenarios could be interpreted to pro-
vide an improved quality of result, or in terms of uncertainty related to future conditions15
or other unknowns, a range of outcomes to be planned for. In terms of model evaluation
the scheme has two important contributions, it provides model data at an appropriate
scale for validation measurements (e.g. site of measurement). Secondly, by utilising an
LSM, the scheme can generate a wide range of variables, in order to maximise use of
all available evaluation data and therefore provide more robust evaluations.20
7 Conclusions
This study has shown that the presented scheme is able to simulate GST and TAIR
reasonably well over large areas in heterogeneous terrain, using global datasets. The
poorer performance of simulated SD results is, in part, due to biases in driving data.


























































itation inputs and thus greatly improving simulation of SD, where data is available. As
a test application, an estimate of permafrost distribution in Switzerland has been com-
puted with the scheme, which is comparable to published statistical model results. How-
ever, the scheme described in this study is additionally capable of producing transient
simulations, results in remote areas as well as many more useful variables besides5
the simple variable of distribution, such as changing sub-surface material properties
(e.g. ground ice loss). This underscores a key strength of the scheme, that through
efficiency gains, it allows for application of LSM’s at high resolutions over large areas
with transient simulation possible. This opens a great number of new possibilities in
the field of land-surface change assessments in heterogeneous environments. In ad-10
dition it allows model results to be validated at an appropriate scale by a wide range of
measurement types due to the comprehensive set of physically-consistent outputs that
are generated. We summarize the main contributions and insights of this work as the
following:
– the system works well in large area simulation of the tested variables due to an15
efficient subgrid sampling of surface heterogeneity and scaling of driving climate.
– the system produces an estimate of permafrost area in the Swiss Alps that is
comparable to statistical methods.
– all inputs are derived from global datasets, allowing for consistent application glob-
ally in heterogeneous and/or remote terrain.20
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Table 1. Description of surface and sub-surface parameters used in this study.
Parameter Unit Bedrock Debris Vegetation
Residual water content – 0 0.055 0.056
Saturated water content – 0.05 0.374 0.431
Van Genuchten parameter, α – 0.001 0.1 0.002































































Table 2. Description of evaluation datasets used in this study.
Dataset Stations/sites Type Variables Period Coverage (ERA boxes)
IMIS 81 Station GST/TAIR/SD 1996–2011 12
PERMOS 77 Logger GST 1995–2012 (variable) 4































































) obtained by this study compared to other methods in
the literature.
Author Value Method Relevance
This study 1.97 numerical global
Gruber (2012) 0.7–2.5 statistical global
Boeckli et al. (2012a) 2.2 statistical regional





































































Fig. 1. Overview of how the model-chain of TopoSUB, TopoSCALE and LSM operate together.





























































































Fig. 2. Experiment domain centred on the Swiss Alps together with evaluation dataset locations.















































































































































































































































































































































Fig. 3. Polar plots describing topographic distribution of validation sites. Elevation range 1560–
3750ma.s.l., slopes 0–>90
◦






































































































































































Fig. 6. Snow depth without (a) and with (b) snow correction method. (c) exemplifies the process


























































Fig. 7. Visual comparison of permafrost extent computed by (a) MS, this study and (b) state of
































































































































































































































































































































Fig. 8. Distribution of bias in (a) TAIR (b) GST (c) SD at the macro-climatic scale. Blue indicates
negative bias (model colder/less) red indicates positive bias (model warmer/more). Size of
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Results relevant to this thesis:
– Description of ground temperature measurment campaign designed for model validation
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Abstract. Measurements of environmental variables are of-
ten used to validate and calibrate physically-based models.
Depending on their application, the models are used at differ-
ent scales, ranging from few meters to tens of kilometers. En-
vironmental variables can vary strongly within the grid cells
of these models. Validating a model with a single measure-
ment is therefore delicate and susceptible to induce bias in
further model applications.
To address the question of uncertainty associated with
scale in permafrost models, we present data of 390
spatially-distributed ground surface temperature measure-
ments recorded in terrain of high topographic variability in
the Swiss Alps. We illustrate a way to program, deploy and
refind a large number of measurement devices efficiently, and
present a strategy to reduce data loss reported in earlier stud-
ies. Data after the first year of deployment is presented.
The measurements represent the variability of ground sur-
face temperatures at two different scales ranging from few
meters to some kilometers. On the coarser scale, the depen-
dence of mean annual ground surface temperature on eleva-
tion, slope, aspect and ground cover type is modelled with
a multiple linear regression model. Sampled mean annual
ground surface temperatures vary from −4 ◦C to 5 ◦C within
an area of approximately 16 km2 subject to elevational dif-
ferences of approximately 1000 m. The measurements also
indicate that mean annual ground surface temperatures vary
up to 6 ◦C (i.e., from −2 ◦C to 4 ◦C) even within an eleva-
tional band of 300 m. Furthermore, fine-scale variations can
be high (up to 2.5 ◦C) at distances of less than 14 m in ho-
mogeneous terrain. The effect of this high variability of an
environmental variable on model validation and applications
in alpine regions is discussed.
Correspondence to: S. Gubler
stefanie.gubler@geo.uzh.ch
1 Introduction
The combination of environmental monitoring and modeling
plays an important role when investigating current and fu-
ture climate and their control of diverse phenomena of the
cryosphere. Measurements are widely used for model val-
idation and calibration. However, the problem of compar-
ing model simulations made at one scale to measurements
taken at another scale has no simple solution. The rele-
vance of this issue increases when modeling phenomena such
as snow cover or permafrost in highly variable terrain such
as the Swiss Alps, since variations occur at smaller scales
than in more homogeneous terrain. The difficulties that arise
from scaling issues can be large: in contrast to measure-
ments, spatially-distributed models are often grid-based and
represent areas of several square meters to square kilome-
ters. Since the physical processes that influence the pattern
of variation of a phenomena operate and interact at different
spatial scales, spatial variation can simultaneously occur on
scales of different orders of magnitude (Oliver and Webster,
1986). Therefore, the extrapolation of results (including cali-
brated model outputs) based on point measurements requires
caution, especially in highly variable terrain (Nelson et al.,
1998). A specific statement concerning this issue was made
by Gupta et al. (2005):
A less obvious source of error is when the variable
predicted by a model is not the same quantity as
that measured (even though they might be referred
to by the same name) because of scale effects, non-
linearities or measurement technique problems.
Due to the lack of spatially-distributed measurements, the in-
fluence of the scaling problem on model validation has barely
been investigated earlier.
The study of permafrost in mountain regions has become
important in view of ongoing climate change (Harris et al.,
2009; Gruber and Haeberli, 2007). Alpine environments are
Published by Copernicus Publications on behalf of the European Geosciences Union.
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characterized by variable topography, influencing slope, as-
pect, elevation, ground properties, snow distribution and the
energy fluxes at the Earth’s surface. Ground surface temper-
atures thus vary over short distances and permafrost, while
integrating over larger surface areas in depth, is strongly af-
fected by this topographic variability. Diverse permafrost
studies have been performed in alpine regions in the last
decades; ranging from long-term monitoring projects such
as Permafrost Monitoring Switzerland (PERMOS: www.
permos.ch), over measurement campaigns of bottom tem-
perature of snow (BTS) (Haeberli, 1973; Hoelzle et al.,
2003) and ground surface temperatures (GST) (Gruber et al.,
2004a; Hoelzle and Gruber, 2008) to statistical and physi-
cally based modeling (Haeberli, 1975; Stocker-Mittaz et al.,
2002; Gruber, 2005; No¨tzli et al., 2007). While measuring
ground temperatures (GT) is costly, GST and BTS measure-
ments usually require much less resources. Distributed mea-
surement of GST and BTS at fine scales is therefore feasible,
however measurements at the surface are strongly affected
by topographic and ground cover variations. Since GST is
strongly coupled to air temperature, it depends, in a first ap-
proximation, on altitude. However, GST is also strongly in-
fluenced by topography through snow redistribution, exposi-
tion to the sun, shading from surrounding terrain and ground
properties. Snow cover exerts an important influence on the
ground thermal regime based on differing processes (Keller
and Gubler, 1993; Zhang, 2005; Luetschg et al., 2008). On
gently inclined Alpine slopes, snow cover mostly causes
a net increase of mean annual ground surface temperatures
(MAGST) due to its insulating effect during winter, but the
timing and thickness of first snow cover, mean snow cover
thickness as well as the timing of melt-out strongly control
the local magnitude of this effect and are subject to strong
inter-annual variation (Hoelzle et al., 2003; Brenning et al.,
2005). Near-surface material can also affect GST and induce
a large lateral variability of GST over just tens of meters. Es-
pecially for large block material, a lowering of MAGST has
been observed and can be attributed to the circulation of cold
air during winter (Haeberli, 1973; Harris, 1996; Juliussen and
Humlum, 2008; Gorbunov et al., 2004) as well as purely con-
ductive effects that do not require ventilation (Gruber and
Hoelzle, 2008). Furthermore, the exposition to solar radi-
ation has a strong effect on the energy budget at a specific
point. The amount of radiation received at a point depends
on slope angle, the exposure to the sun and shading from sur-
rounding terrain. The difference in GST between two sides
of an east-west oriented ridge can be more than 5 ◦C (Gruber
et al., 2004b; PERMOS, 2010).
The following questions are addressed in this paper:
– How can we efficiently obtain a spatially-distributed
and dense set of measurements, that represent the di-
verse sources of variability that operate on different spa-
tial and temporal scales?
Fig. 1. Locations of the 39 footprints at Corvatsch study site. Re-
produced by permission of swisstopo (BA110077).
– How do topographic parameters and ground cover types
influence MAGST in an area of several square kilome-
ters?
– What is the variation of ground surface temperatures
within a 10 m× 10 m field?
– What uncertainty is associated with scaling between
point measurements and gridded models?
2 Instruments and methods
2.1 Study site
The study site of Corvatsch lies in the eastern part of the
Swiss Alps (46.42◦ N/9.82◦ E, Fig. 1). Several rock glaciers
and some small glaciers exist around Piz Corvatsch, and the
area has a long tradition of cryosphere research (Hoelzle
et al., 2002). A cable car facilitates the access to the area.
Elevation ranges from approximately 1900 m to 3300 m a.s.l.
Precipitation reaches mean values of 800 mm in the val-
ley floors and 1000 mm to 2000 mm in the valley side belts
(Schwarb et al., 2000). The zero degree isotherm of the mean
annual air temperature (MAAT) is at 2200 m a.s.l. Meteoro-
logical data are measured by MeteoSwiss at Piz Corvatsch
(3315 m a.s.l.) in the center of the study area.
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Fig. 2. The iButtonr DS1922L that was used for temperature
measurements.
2.2 Instruments
The iButton® DS1922L (Fig. 2) is a coin-sized, commercial
device that integrates a micro-controller, 8 kB storage, a real-
time clock, a temperature sensor, and a battery in a single
package. The iButton measures temperatures from −40 ◦C
to 85 ◦C with ±0.5 ◦C accuracy from −10 ◦C to 65 ◦C. At
that resolution, it can store 4096 readings in memory.
Lewkowicz (2008) states that about 13 % of the iButtons
that were deployed to monitor the snow-pack in Northern
Canada failed, most probably due to water entry. To avoid
this, iButtons were waterproofed by sealing them in pouches
of 40 mm × 100 mm in the present study. The material is
a 140 µm thick laminate (oriented polyamide, polyethylene
and aluminium) designed to withstand long periods of wet-
ness as well as intense solar radiation without significant de-
terioration. Since the iButtons are buried into the ground,
the pouches have no influence on the measured GST. Using
a portable impulse tong sealer (polystar 300 A) operated with
12 V batteries, these pouches can be re-sealed in the field af-
ter cutting the seal and reading out the iButton data.
A campaign with hundreds of devices (almost 400 in this
study) asks for as much automation as possible, and gener-
ates a large amount of data that must be handled properly.
For this, the iAssist management tool (Keller et al., 2010)
was developed to deploy, localize and maintain the iButton
data loggers. A relational database is used to store measure-
ments and meta data, i.e., GPS coordinates and pictures.
2.3 Experiment design
The amount of samples required to adequately resolve the
spatial patterns of the phenomena of interest increases with
their heterogeneity (cf., Nelson et al., 1998). In order to re-
solve the spatial patterns and the variability of GST around
Corvatsch, 39 locations, so-called footprints, were selected
such that most of the topographic variability within this area
of approximately 16 km2 is represented (Fig. 1). On the one
hand, the focus in footprint selection lay on the influence of
the topographic variables elevation, slope and aspect, and ad-
ditionally ground cover types and terrain curvature. On the
other hand, the replication of GST measurements within each
10 m× 10 m footprint reflects the variability in GST at a fine
scale. Each footprint is chosen to be as homogeneous as pos-
sible with respect to aspect, slope and surface cover.
To represent GST variability due to slope, aspect and ground
material, one main elevational band was selected for in-
tense instrumentation. It ranges from 2600 m to 2900 m a.s.l.
Some footprints lie outside this band and reflect the depen-
dence of GST on elevation. The footprints cover all aspects,
steep and gentle slopes and different ground cover types such
as meadow, fine material and large blocks (Table 1). Aspect,
slope, elevation and terrain curvature were estimated from a
digital elevation model (DEM) of 25 m resolution.
Note that slopes larger than 50◦ are not sampled in this study.
The ground cover type (GCT) is differentiated in four groups:
GCT1 represents near-surface material with a high amount
of fine, and often also organic material. GCT3 stands for
entirely block-covered areas, GCT2 lies in between. GCT4
consists of all footprints that do not fit into GCT1 to GCT3,
i.e. indicating either meadows covered with small to medium
size blocks, or ridges consisting of rock and large boulders.
Shading from surrounding terrain plays a major role in deter-
mining the amount of solar radiation reaching the ground. At
each footprint, the local horizon was recorded using a digital
camera (Nikon Coolpix 990) with a fish eye converter (Nikon
FC-E8) (Gruber et al., 2003). These pictures permit to de-
termine the sky view factor at each footprint. Snow depth
and snow water equivalent were measured three times during
winter, in January, mid March and end of April 2010. Due to
avalanche danger, snow data only exists for some footprints.
2.4 Logger placement
In order to record near-surface temperatures and avoid heat-
ing by direct solar radiation, the iButtons were buried ap-
proximately 5 cm into the ground or placed between and un-
derneath boulders. GST is measured every 3 h at 0.0625 ◦C
resolution, enabling operation for 512 days. The data record-
ing always started at midnight. Within each 10 m× 10 m
footprint, we randomly distributed ten iButtons (Fig. 3). The
one hundred square meters were numbered, and a uniform
sample of size 10 was generated with R (R Development
Core Team, 2011), determining the ten squares to place the
www.the-cryosphere.net/5/431/2011/ The Cryosphere, 5, 431–443, 2011
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Table 1. Meta data of footprints. Bk denotes the number of valid iButton measurements at footprint k. MAGST of footprint k is denoted by
µk (Eq. 1) and the variability of MAGST is ξk (Eq. 2). Coordinates are given in the Swiss coordinate system CH1903. Elevation, slope and
aspect are derived from a DEM with 25 m resolution. Slope is given in degrees, as well as aspect counting from the north clockwise. GCT
stands for ground cover type and classifies the footprints into four groups: group one is fine material often including organic material, group
three is very coarse material such as the large boulders on the rock glaciers, and group two lies in between. Group four contains all footprints
consisting of heterogeneous ground cover, partially including bedrock. Note that both footprints AL and AO are separated into two groups.
Within AL, half of the iButtons lie in slightly concave terrain (AL2), the rest in convex terrain (AL1) on a ridge. Due to this difference which
influences snow accumulation, AL1 and AL2 are treated as two different footprints. Similarly within AO: the ten iButtons are located on
both sides of a steep N–S ridge, i.e., five iButtons are north-east exposed (AO1), five are south-west exposed (AO2).
Footprint x-coord y-coord Bk Elev. Slope Aspect GCT µk ξk
AA 783292 144769 10 2694 38 251 1 3.82 0.59
AB 783691 144709 10 2745 16 96 2 2.96 1.33
AC 783701 144704 10 2743 31 112 2 4.34 1.15
AD 783092 143454 10 3303 29 263 4 −3.65 1.69
AE 783490 144696 10 2826 29 290 1 0.89 1.88
AF 782888 144552 10 2689 23 9 4 −1.62 2.12
AG 783159 144979 9 2664 48 243 4 2.29 2.52
AH 783151 144735 10 2663 9 318 3 −0.55 1.10
AI 782437 145612 7 2307 18 330 1 3.17 0.36
AJ 783108 143449 10 3302 27 113 4 −1.56 2.22
AL1 783506 144714 5 2824 14 347 1 1.00 0.22
AL2 783506 144714 5 2824 25 60 1 1.53 0.16
AM 783682 144727 10 2738 30 333 2 0.52 0.87
AN 783155 145070 9 2673 25 252 1 3.24 0.27
AO1 783446 144834 5 2811 36 64 4 −1.43 1.72
AO2 783446 144834 5 2811 18 238 4 1.41 0.60
AP 782667 145339 5 2405 15 335 1 2.56 0.45
AQ 783135 144517 10 2729 29 12 3 −1.04 1.06
AR 783026 145559 7 2528 28 288 2 2.91 0.25
AS 781936 146051 8 2100 35 315 1 4.89 1.09
AT 784575 143872 10 2790 36 100 1 3.52 1.00
AU 784625 143751 10 2773 33 88 3 1.67 0.55
AV 781263 141412 10 2538 0 212 1 3.59 0.16
AW 782960 144519 9 2700 19 333 3 −2.01 0.63
AX 781380 142736 10 2810 23 135 1 3.55 1.03
AY 782264 143661 10 2687 9 328 2 2.12 0.8
AZ 784433 143592 10 2876 7 61 1 2.41 0.28
BA 782231 143669 10 2697 27 111 1 3.60 0.44
BB 784659 143858 10 2763 14 103 1 3.06 0.45
BC 781437 142806 8 2783 41 357 2 −1.24 1.00
BD 782420 143906 10 2705 27 247 2 3.56 0.81
BE 781543 142558 9 2710 29 167 1 3.98 0.73
BF 781972 143576 10 2645 5 31 1 2.43 0.65
BG 782351 144237 10 2715 43 246 1 3.56 2.14
BH 781525 142480 10 2693 6 243 3 1.42 2.47
BI 779993 142631 4 2362 24 192 1 5.42 0.36
BJ 783961 143517 10 2997 36 90 2 1.46 1.24
BK 782731 144532 9 2691 31 355 2 1.69 0.46
BL 783962 143526 10 2875 19 35 3 0.21 1.01
BM 782444 144464 10 2715 44 314 4 −1.49 2.26
iButtons. This random placement reduces systematic bias in
the measurements due to subjectivity.
Each iButton was fixed to a yellow string to facilitate refind-
ing. To prevent iButtons from falling down steep slopes, log-
gers were attached to large, stable boulders. At each foot-
print, a wooden stick was stamped into the ground, marking
one vertex of the 10 m× 10 m square. Two blue ropes were
then attached to the stick identifying the local grid.
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Fig. 3. Ten iButtons were randomly distributed in each 10 m× 10 m
footprint. One vertex of the square was marked with a stick. Two
ropes representing two orthogonal edges were attached to the stick.
The blue ropes served as rulers. The local grid and the sampled
numbers were manually recorded.
The iButtons were distributed in two field campaigns. There-
fore, the two groups AA to AS (17 July 2009 to 16 July 2010,
period 1) and AT to BM (14 August 2009 to 13 August 2010,
period 2) cover slightly different time periods.
2.5 Data analysis
The main focus of the data analysis is the variability of
MAGST at the two scales investigated. At the coarse scale
(16 km2), we analyse the variability (the so-called inter-
footprint variability) of the mean MAGST µk , which at foot-
print k is defined as the mean of the mean of each time series





























AA AI AL2 AP AT AX BA BE BG AB AM AY BD BK AQ AW BL AF AJ AO2
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Fig. 4. Boxplots of MAGST of all iButtons at the footprints. The
footprints are ordered according to the ground cover types, the ver-







Here, Bk is the number of iButtons at footprint k, and µk,i
denotes MAGST of iButton i at footprint k. The distribution
of the µk,i for all footprints is presented in Fig. 4. The intra-
footprint variability ξk of MAGST at footprint k, which is
used to study the variability at the fine scale (100m2), is de-







To quantify the influence of the topographic variables on µk
and ξk , a multiple linear regression analysis is performed.
3 Results
3.1 General description
In Fig. 5, ground surface temperatures of four different foot-
prints are presented. GST vary strongly between different
footprints, depending on elevation, exposition to the sun and
conditions of snow. The two footprints on the top station of
Corvatsch, AD and AJ, are highly correlated to air temper-
ature, even in winter (Fig. 5). They are wind-exposed and
thick snow is unlikely to accumulate. AJ, which is oriented
to the east, shows bigger daily temperature amplitudes and is
two degrees warmer than AD, which is west-exposed. Since
clouds often develop in the afternoon, the west exposed foot-
print AD receives less direct solar radiation.
The footprints BC and AX are snow-covered during winter.
Daily temperature variations cease in the beginning of Octo-
ber, when the first large snow fall event of winter 2009/2010
occurred. At BC, a steep north-oriented slope, temperature
damping by snow is observed some weeks later than at AX.
www.the-cryosphere.net/5/431/2011/ The Cryosphere, 5, 431–443, 2011
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0.0625 ◦C indicated that variations of zero curtain periods
within even very homogeneous footprints are large for the
smallest threshold. When choosing a threshold of 0.125 ◦C,
detected zero curtain periods become homogeneous. Choos-
ing the larger two thresholds does not have a big influence
on the detected zero curtain periods. This vicarious calibra-
tion indicates that the iButtons measure temperatures at an
accuracy of ±0.125 ◦C (i.e. two digital numbers) near zero
degrees.
3.3 Inter-footprint variability
Measured MAGST varies from −3.65 ◦C to 5.42 ◦C around
Corvatsch (Table 1). This variation can, to a large degree, be
explained with the topographic variability. In order to quan-
tify the influence of the topographic variables, a multiple lin-
ear regression model was fitted to the data using ordinary
least squares. The full model contained the explanatory vari-
ables elevation, slope, aspect, ground cover type, sky view
factor and curvature. An iterative, step-wise model reduc-
tion according to the Akaike-Information-Criteria (Akaike,
1973) combined with the addition of higher polynomials and
interaction terms led to the model shown in Eq. (3). Note
that sine and cosine of the aspect are taken to ensure con-
tinuity. Since aspect is recorded from the north clockwise,
cosine represents the dependence on north-south differences,
and west-east differences are represented by the sine.







− 0.057 ·(Slopek : cos(Aspectk))
+ εk .
MAGST plotted against elevation is shown in Fig. 6. Ad-
ditionally, the fitted values of Model (3) are plotted. The
model explains 93 % of the MAGST variability (Fig. 7), the
adjusted R2 equals 91 % and the model is highly significant
(p< 10−14, where p is the p-value). The model coefficients
and their interpretation are explained in Sect. 4.1 in more de-
tail. Note that GCT is a categorical variable and is there-
fore represented through the dummy variable dGCT (i.e.,
dGCTk,2 = 1 if and only if footprint k is of ground cover type
2, else dGCTk,2 = 0). Consequently, the different ground
cover types influence the intercept of the linear regression.
The random variables εk are independent and normally dis-
tributed with zero mean and constant variance. Residual
analysis did not show any strong deviations from this model
assumptions. The spatial autocorrelation was studied by esti-






























































Fig. 6. MAGST of all footprints plotted against elevation. Colors
identify the different aspects. Measured MAGST are indicated with
a circle, the crosses denote the fitted values from the linear model
shown in Eq. (3).
residuals are spatially not autocorrelated. This supports the
statement by Nelson et al. (1998), who concluded that the
variability due to the high variations in topography at small
to medium distances dominates over spatial structures. The
confidence interval of a coefficient contains all values that
would not be rejected by the t-test at a previously specified
significance level, i.e., it indicates the uncertainty associated
with the coefficient. The 95 % confidence intervals of Model
(3) are presented in Table 2. Some confidence intervals are
rather large, since the data sample is relatively small (forty
values fitted to four explanatory variables). Model uncer-
tainty is smallest at the data center. All variables except
for three differ significantly from zero. The exceptions are
dGCT2 which, as part of a dummy variable, is not separa-
ble from the highly significant dGCT3, and cos(Aspect) and
Slope, which are kept in the model since their interaction is
significant.
10-fold cross-validation has been performed to estimate the
model behaviour. Thereby, one of ten randomly selected sub-
sets serves as validation data, and the remaining nine as train-
ing data. The residuals at each point in the validation data are
estimated, and the procedure is repeated until each subset ex-
actly once served as validation data. The mean of the resid-
uals of the 39 footprints resulted in −0.03 ◦C with standard
deviation 0.78 ◦C. The root mean squared error was 0.77 ◦C.
Further, the influence of the difference in summer temper-
atures of the two time periods 1 and 2 on the results of
the regression analysis was analysed. MAAT differs by
www.the-cryosphere.net/5/431/2011/ The Cryosphere, 5, 431–443, 2011
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Fig. 7. Scatterplot of measured and modelled MAGST of Model (3).
The dashed red line indicates the diagonal y = x. The model ex-
plains 93 % of the variability of measured MAGST.
Table 2. 95 % confidence intervals of the inter-footprint analysis
coefficients (Model (3)).










approximately 0.16 ◦C between the two periods. To analyse
the influence of this difference in MAAT, Model (3) was fit-
ted to the mean of the GST measurements of the overlapping
time period (14 August 2009 to 16 July 2010) instead of the
µk . The only difference observed between the two analyses
is a negative shift of the intercept of approximately 0.8 ◦C,
resulting from the absent summer temperatures between the
17 July and the 13 August of the respective years. This in-
dicates that air temperature has an effect on absolute, but not
on relative MAGST, and that sign and order of magnitude
of the influence of the topographic variables on MAGST are
representative for that year.
Table 3. 95 % confidence intervals of the intra-footprint analysis
coefficients (Model (4)).






Slope2:dGCT2 −0.0018 7.86 ·10−5
Slope2:dGCT3 −0.003 −4.77 ·10−4
Slope2:dGCT4 −0.001 2.38 ·10−4
3.4 Intra-footprint variability
Variability in MAGST varies strongly between the different
footprints. It ranges from 0.16 ◦C at the very homogeneous
footprint AV to almost 2.5 ◦C at BH (Table 1). Variation is
generally larger for coarser ground material and more het-
erogeneous ground cover (Fig. 4). Similarly as before, we
modelled the dependence of the variation on the topographic
variables. The final model is:




− 0.0009 ·(Slope2k : dGCTk,2)
− 0.0018 ·(Slope2k : dGCTk,3)
− 0.0006 ·(Slope2k : dGCTk,4)
+ εk .
Again, model assumptions are not violated and the residuals
are spatially not autocorrelated. The model explains 58 %
of the total variability in the range, the adjusted R2 equals
49 %. The model is significant (p < 10−4). The confidence
intervals of the linear model are shown in Table 3.
4 Discussion
4.1 Inter-footprint variability
While our measurements have a high reliability due to their
spatial density, their temporal support of only one full year
needs to be kept in mind. As previous studies have demon-
strated, considerable inter-annual variability of ground tem-
peratures (Isaksen et al., 2002; Hoelzle et al., 2003; Gruber
et al., 2004a; Brenning et al., 2005; Etzelmu¨ller et al., 2007;
Hipp et al., 2011) depending especially on snow conditions,
absolute values need to be interpreted with caution.
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4.1.1 Elevation and temperature lapse rate
MAGST decreases with a lapse rate of−5.6 ◦C km−1. While
this overall value lies within the range of MAAT lapse rates
reported for the Alps by Rolland (2002) and MAGST lapse
rates of −4 ◦C km−1 to −7 ◦C km−1 found in the literature
(Powell et al., 1988; ˇSafanda, 1999), it should not indicate
that ground temperature gradients are exclusively tied to
those of the air. The complex coupling between atmosphere
and subsurface can results in markedly differing lapse rates
depending on ground type, topography and snow cover.
4.1.2 Aspect, slope and incoming solar radiation
Exposition to the sun has a large influence, resulting in a dif-
ference of 1 ◦C between north and south facing slopes, if
the slopes are rather gentle. Steep slopes however show a
much larger variations between north and south, resulting in
differences of 2 ◦C for 10 ◦ steep slopes, and up to 5 ◦C for
40 ◦ steep slopes, which can be seen in the interaction term
Slope : cos(Aspect) in Eq. 3. This clearly shows the influ-
ence of the incoming solar radiation on GSTs, since northern
exposed, steep slopes receive almost no direct solar radiation
(especially in winter time), in contrast to more gentle slopes.
South-exposed slopes show an opposite behaviour: depend-
ing on the angle of the incoming solar radiation (and thus
the season), steeper slopes receive more radiation and accu-
mulate less snow than gentle slopes, resulting in faster snow
melting and thus warming of the ground in spring. This in-
creased difference in MAGST for north-south variations for
steep slopes is in accordance with the findings for steep rock
(cf., Gruber et al., 2004b; PERMOS, 2010). East exposed
slopes are approximately 0.8 ◦C warmer than west exposed
slopes, which can possibly be attributed to the formation of
convective clouds during afternoons. Since the interaction of
slope and the sine of aspect is not significant, the coefficient
of the sine is interpreted as a mean difference between all
west- and east-exposed slopes.
4.1.3 Slope and snow
The re-distribution of snow by avalanches, which results in
higher snow depths at the rather gentle slopes, would result
in a cooling of gentle slopes in late spring, as it is suggested
by the model for south-facing slopes (a 40 ◦ steep slope is
predicted to be around around 2 ◦C warmer than a 10 ◦ slope
on a south face). At north-exposed slopes, the contrast is
predicted (the steeper slope is around 1.5 ◦C colder than the
gentle slope). This may be mainly explained with solar ra-
diation (see above). However, the interactions between snow
cover and ground surface temperatures are complex. A thick
snow cover in early winter insulates the ground from cold air
temperatures. On the other hand, a thin snow cover can cool
the ground during winter due to the high albedo of snow.
Through modeling experiments, Bartlett et al. (2004) have
shown that especially the timing and the duration of the snow
cover have a large, non-linear influence on MAGST, and that
snow cover can produce both a cooling and a warming of the
GST in respect to the air temperature.
Wind plays an important role determining snow depths and
snow water equivalent (Fo¨hn and Meister, 1983). The influ-
ence of wind on the snow distribution is strongly determined
by terrain parameters, such as slope, aspect and curvature.
However, since curvature does not significantly determine
MAGST in Model (3), and since the influence of slope and
aspect are already discussed above, the influence of wind on
MAGST is not discussed separately.
4.1.4 Ground cover type
The influence of near-surface material on MAGST detected
in this study (around 1.6 ◦C smaller in large blocks than
at meadow sites) is supported by the findings of Hoelzle
et al. (2003) and Gruber and Hoelzle (2008) for the Alps.
Higher differences of around 4 ◦C to 7 ◦C of MAGST be-
tween blocky material and finer-grained soils were found
by Harris (1996) and Harris et al. (1998) in Kunlun Shan,
China, and the Rocky mountains, Canada. This effect can be
attributed to various processes (Gruber and Hoelzle, 2008),
such as the ventilation of cold air below the snow cover on
block fields or contrasts in thermal conductivity. Further-
more, moisture and water content encountered in the upper
layer of the ground play a crucial role for GSTs. Temper-
atures in moisture-rich ground drop less quickly due to the
energy release during the phase change from water to ice.
On the other hand, a lot of energy is needed in spring time to
melt ice contained in the ground. In contrast to the negative
coefficient of dGCT3, the coefficient for dGCT2 is positive.
Since this coefficient is not significantly different from zero
on one hand, and its value is small, this is not further inter-
preted. Similarly, we do not treat the coefficient of dGCT4,
since GCT4 consists of all ground cover types that could not
be classified properly into the three classes.
4.2 Intra-footprint variability
The variability of MAGST was defined as the range of the
MAGST at one footprint. We found that MAGST can vary
from 0.2 ◦C up to 2.5 ◦C within 100 m2. The variability is
larger at footprints with large boulders and in steep terrain
(Model (4)). These fine-scale variations can be attributed
to differing ground properties, water availability, heteroge-
neous snow cover, solar radiation and local shading of small
to medium boulders, etc. However, the variability is small in
homogeneous grass sites. Within large blocks, logger place-
ment probably also has an effect on intra-footprint variabil-
ity due to the difficulty of defining the surface. Snow dis-
tribution affects MAGST variability strongly, and is likely
to be more variable at steep slopes and in rough terrain.
Model (4) indicates that especially in blocky material and
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in steep slopes, a measurement might not represent its sur-
rounding convincingly, and that the replication of a measure-
ment would yield important additional information.
This result and the outcomes of Sect. 4.1 support the impor-
tance of the statement made by Gupta et al. (2005). When
modeling permafrost conditions and comparing the outputs
to a (point) measurement, we should keep in mind that the
measurement only to a certain degree represents its surround-
ings. This not only applies for GSTs, but also at greater
depths: even though temperatures integrate over larger sur-
face areas and are thus not that susceptible to changes at the
surface, ground temperatures might still vary considerably
within some meters of distance. The uncertainty in measure-
ments due to fine-scale variations can influence the outputs of
permafrost models of any order of complexity; such as sta-
tistical models which are often based on and fitted to BTS or
GST measurements (Haeberli, 1973; Keller, 1992; Boeckli
et al., 2011) on one hand, and also more physically-based
models used to estimate ground temperatures, active layer
thicknesses and permafrost evolution (Zhang et al., 2003;
Gruber et al., 2004a; Heggem et al., 2006; No¨tzli et al., 2007;
Farbrot et al., 2007; Etzelmu¨ller et al., 2011; Hipp et al.,
2011), which are often fitted to measurements of a few bore-
holes and extrapolated in space and time.
4.3 Findings in relation to previous works
Many studies addressing GST, GT and BTS variability due
to solar radiation, snow cover, humidity, vegetation, etc.
have been performed at diverse locations all over the world
(Ishikiwa and Hirakawa, 2000; Heggem et al., 2006; Bon-
naventure and Lewkowicz, 2008), and recently, even below
the tree line (Lewkowicz and Bonnaventure, 2011). In this
section, the findings discussed in Sect. 4.1 are related to sim-
ilar studies concerning GST and BTS measurements.
As we have seen, measured MAGST varies up to 9 ◦C in an
area of approximately 16 km2. However, elevation only ex-
plains 33 % of the variability in MAGST. We can observe
in Fig. 6 that MAGST varies more than 6 ◦C within one el-
evational band (2600 m to 2900 m). A similar pattern has
been found by Etzelmu¨ller et al. (2007, Fig. 4a) in Iceland,
where MAGST varies around 6 ◦C within 800 m a.s.l. to
1000 m a.s.l. Since these measurements cover three years,
this variability was mainly attributed to differing snow cover.
However, the scatter within one year can also be attributed to
the topographic variability, supporting the findings made in
this study. In contrast to the small correlation with elevation
found in this study and by Gruber and Hoelzle (2001), where
elevation explained 31 % of the variability of BTS measure-
ments performed in the upper Matter Valley, Switzerland,
Isaksen et al. (2002) analysed hundreds of BTS measure-
ments in Southern Norway and found a high correlation of
91 %. The high correlation by Isaksen et al. (2002) was at-
tained through a grouping of the BTS measurements follow-
ing Hoelzle (1992), in contrast to the correlations of around
60 % reached before the grouping. The relationship to as-
pect or potential incoming solar radiation was estimated to
be very low (Isaksen et al., 2002), the analysis is however re-
ported to be not representative due to missing measurements
towards south and west exposed slopes. Further, Hauck et al.
(2004) estimated high correlations of MAGST with elevation
(more than 90 %), but attribute this to the fact that the mea-
surements are placed along an altitudinal transect, but do not
differ much in aspect or slope.
In the context of previous works, the findings presented in
this study demonstrate:
a. The importance of the systematic approach when dis-
tributing the measurement devices to capture the influ-
ence of the topographic variables. The coefficients es-
timated by the multiple regression Model 3 are reason-
able, the model captures the influence of the topogra-
phy quite well. For further analyses, the approach could
even be expanded by for example integrating more sam-
ples of GCT3.
b. Simple regression analyses are not able to capture the
influence of diverse predictors on a predictand, in con-
trast to multiple regression. In this study, correlation
of MAGST with the cosine of the aspect reaches only
24 %, and correlations with the sine are even less than
1 %. Concluding that the topographic variables do not
satisfyingly describe MAGST would be easy, since cor-
relations to elevation (33 %) and slope (less than 1 %)
are also small. Multiple linear regression allowed to in-
clude the dummy variable GCT, and further accounts
for interactions and non-linearities, resulting in a robust
model enabling new insight.
5 Conclusions
The use of iButtons to intensively measure spatially-
distributed GST was successful and pouches have shown to
be very important. iButtons measure temperature with an ac-
curacy of ±0.125 ◦C. The experiment design was useful to
both investigate the dependence of MAGST on topography,
and to study fine scale variability of MAGST.
The use of multiple linear regression has shown that MAGST
variability can be explained with the topographic variables
elevation, slope, aspect and ground cover type. The model
shows that MAGST are 1.6 ◦C to 2.2 ◦C higher in soil than
within coarse blocks. South-exposed slopes are in general
warmer than north facing slopes, however the difference
changes with slope angle. East-exposed slopes are around
0.8◦C warmer than west-exposed slopes. The terrain curva-
ture and the sky view factor have no significant influence on
MAGST in this model. Over the whole study area, measured
MAGST variations go up to 9 ◦C.
MAGST vary also at very fine scales: even in homogeneous
areas, variations amount to more than 2.5 ◦C at distances of
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less than ≈14 m at steep slopes or in terrain of large blocks.
This is one fourth of the variation encountered over the whole
study area, and is similar to the modelled north-south differ-
ences of 15 ◦ slopes.
This study indicates that validation and calibration of grid-
based models using measurements has to be performed with
caution. The question of representativeness of a measure-
ment location for its surroundings is often unclear. Since en-
vironmental variables vary strongly at even very fine scales,
model validation and calibration with measurements of these
variables can strongly be biased. Repeated measuring at
different scales allows to estimate the natural variability of
a variable, and thereby to improve model validation.
6 Data availability
The measurements, the meta data and the source code of the
presented statistical analyses are published as supplemen-
tary material. The data is ordered according to the foot-
print names (i.e., all measurements taken at footprint AA
are found in the file data AA.csv). Each file contains the
temperature measurements of all iButtons that were placed
within that footprint together with the time stamps. The file
Footprint Metadata.csv contains the meta data shown in Ta-
ble 1 plus sky view factor and different curvature indices.
Additionally, a horizon file of each footprint is given (called
hor AA.txt for footprint AA). The second column in the hori-
zon file indicates the elevation of the surrounding terrain
above the horizon in direction of the azimuth given in the
first column. The file src ibutton.r contains the R-code. The
two files meta.csv and meta coord.csv are used as input to
the code.
Supplementary material related to this
article is available online at:
http://www.the-cryosphere.net/5/431/2011/
tc-5-431-2011-supplement.zip.
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Abstract. Seasonal snow cover and its melt regime are het-
erogeneous both in time and space. Describing and mod-
elling this variability is important because it affects diverse
phenomena such as runoff, ground temperatures or slope
movements. This study presents the derivation of melting
characteristics based on spatial clusters of ground surface
temperature (GST) measurements. Results are based on data
from Switzerland where ground surface temperatures were
measured with miniature loggers (iButtons) at 40 locations
referred to as footprints. At each footprint, up to ten iButtons
have been distributed randomly over an area of 10 m× 10 m,
placed a few cm below the ground surface. Footprints span
elevations of 2100–3300 m a.s.l. and slope angles of 0–55◦,
as well as diverse slope expositions and types of surface
cover and ground material. Based on two years of temper-
ature data, the basal ripening date and the melt-out date are
determined for each iButton, aggregated to the footprint level
and further analysed. The melt-out date could be derived for
nearly all iButtons; the ripening date could be extracted for
only approximately half of them because its detection based
on GST requires ground freezing below the snowpack. The
variability within a footprint is often considerable and one
to three weeks difference between melting or ripening of the
points in one footprint is not uncommon. The correlation of
mean annual ground surface temperatures, ripening date and
melt-out date is moderate, suggesting that these metrics are
useful for model evaluation.
1 Introduction
Seasonal snowmelt is important for mountain hydrology and
water supply to lowlands (Viviroli and Weingartner, 2004); it
can contribute to the triggering of landslides and debris flows
(Iverson et al., 1997; Wirz et al., 2011) and it is linked to
many other physical and ecological processes and phenom-
ena. Depending on environmental conditions, two distinct
points in time can be recognized that help to quantify the
temporal patterns of snowmelt. The melt-out date (MD) de-
scribes the time when the snow cover is depleted and no fur-
ther release of meltwater occurs, allowing the ground surface
to warm above 0 ◦C. The basal-ripening date (RD) describes
the time when a frozen ground surface is warmed to 0 ◦C
by melt-water percolation or by strong rain-on-snow events
(cf. Westermann et al., 2011). RD can only be detected in
situations having negative temperatures at the snow-ground
interface. In this paper, we use near-surface ground tempera-
ture, measured at depths of a few centimetres, as a proxy of
ground surface temperature (GST).
MD can be investigated using optical space-borne (Bit-
ner et al., 2002; Li and Wang, 2011; Parajka and Blöschl,
2008) or ground-based (Schmidt et al., 2009) remote sens-
ing. Furthermore, attempts have been made to detect RD
with optical space-borne remote sensing (Foster et al., 2011;
Lampkin and Yool, 2004). On the ground, measurements
are feasible by means of miniature temperature loggers (Et-
zelmüller et al., 2007; Gadek and Leszkiewicz, 2010; Hoel-
zle et al., 1999, 2003), hand tests (Techel and Pielmeier,
2011) or as part of more comprehensive measurement sta-
tions (Lehning et al., 1999). First studies using GST to mon-
itor snow cover evolution were carried out in North Amer-
ica (Lundquist and Lott, 2008; Tyler et al., 2008). Patterns
of snowpack evolution and melting are usually heteroge-
neous both in time and space, especially in mountain regions.
This is because topography influences snow redistribution by
wind and avalanches, surface micrometeorology and also the
Published by Copernicus Publications on behalf of the European Geosciences Union.
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distribution of ground material. Grid-based snow cover dis-
tribution models are often used to estimate snow cover evo-
lution (e.g. Bartelt and Lehning, 2002; Blöschl et al., 1991a,
b; Lehning et al., 2002a, b; Luce et al., 1998) or ground tem-
peratures (Dall’Amico et al., 2011; Luetschg and Haeberli,
2005). Scales of gridded applications range from grid sizes
of few meters (e.g. Groot Zwaaftink et al., 2011; Marsh et
al., 2012) to tens or hundreds of kilometers in climate mod-
els (e.g. Best et al., 2011; Essery and Clark, 2003; Tribbeck
et al., 2004). Often, the interaction with vegetation (e.g. En-
drizzi and Marsh, 2010; Rutter et al., 2009) and processes
of snow redistribution (e.g. Groot Zwaaftink et al., 2011;
Pomeroy et al., 1997) are simulated as well. While Ander-
ton et al. (2002) show that the micro-scale spatial variability
of the snow cover needs to be taken into account to model
snowmelt at larger scales, most data products for the evalua-
tion of models are based on satellite data with rather coarse
resolution (Brown, 2000; Dyer and Mote, 2006; Gutzler and
Rosen, 1992; Scherrer, 2006). In contrast to this, the role of
topography and fine-scale variability of snow cover evolu-
tion is investigated in a number of local studies by, e.g. Jost
et al. (2007), López-Moreno et al. (2011), Grünewald et
al. (2010), and Schmidt et al. (2009).
In the validation of grid-based models, point measure-
ments are often implicitly assumed to adequately represent
the area around them that constitutes a model cell. Variation
at distances smaller than the grid used, however, can con-
found such studies by hiding the larger-scale landscape sig-
nal under investigation. This is especially true when small
numbers of single-point measurements distributed over a
landscape are used, which is a typical situation due to the
high cost of site access in many cases. Gubler et al. (2011)
showed that even within a distance of less than 15 m, mean
annual ground surface temperatures (MAGST) can exhibit a
range of more than 2 ◦C. Based on the same measurements
but with a duration of two years, we investigate the poten-
tial of GST to provide reliable, inexpensive and distributed
information about MD and RD. Specifically, we investigate
(a) how to derive MD and RD in diverse topographic situa-
tions, and (b) how fine-scale variability affects the relation-
ship between point measurements and grid-based representa-
tions with the aim to inform studies that validate grid-based
models based on few point measurements.
2 Data
2.1 Research area and meteorological conditions during
the measurement period
This study is based on the dataset described by Gubler et
al. (2011) for which two measurement years are now avail-
able. The study area is situated around Piz Corvatsch, a
mountain in the Eastern Swiss Alps, close to St. Moritz. The
0 ◦C isotherm of the mean annual air temperature (MAAT)
is situated at an altitude of about 2200 m a.s.l. The investiga-
tion area extends above 3000 m a.s.l. and is partially subject
to permafrost conditions. The western and northern flanks of
Piz Corvatsch feature large debris slopes and several rock
glaciers, whereas further south in the Furtschellas area, in-
active and relict rock glaciers are present. Figure 1 shows a
map of the measuring locations.
Air temperature from which the MAAT is derived is mea-
sured by MeteoSwiss at Piz Corvatsch in the research area
and at the nearby weather stations Passo del Bernina and
Samedan. The 2011 period (20 August 2010 to 19 August
2011) was between 0.2 ◦C and 0.47 ◦C warmer than the
2010 period (20 August 2009 to 19 August 2010). Both
were warmer than the normal period 1961–1990. The snow
cover development at nearby stations during both winters
was relatively similar to the long-term average. Snow heights
in winter 2009/2010 were slightly above average and in
2010/2011 slightly below average. MD at Passo del Bernina
and Samedan was earlier in 2011 than in 2010 (Fig. 3). Both
periods had strong snowfall outside the winter season: sig-
nificant events occurred in mid June and early October 2010
(Pielmeier, 2011; Stucki, 2010).
2.2 Measurement design
Miniature temperature loggers iButton® DS1922L with a
resolution of 0.0625 ◦C were programmed to record GST
every three hours, allowing for more than one year of au-
tonomous operation with the memory available. The accu-
racy is stated to be ±0.5 ◦C by the manufacturer and has
been determined to be ±0.125 ◦C near 0 ◦C by Gubler et
al. (2011). In July and August 2009, 390 iButtons were dis-
tributed within 40 so-called footprints. These span diverse
topographic situations with elevations of 2100–3300 m a.s.l.,
slope aspects north, south, east, and west, slope angles of
0–55◦ and various ground cover types (GCT). Each foot-
print consists of up to ten iButtons randomly placed within
10 m× 10 m in order to capture small-scale variability. The
devices were generally buried a few cm below the ground
surface at locations with no fine-grained material (i.e. ex-
posed bedrock), placed in voids in the ground. Programming
and read-out were facilitated by the software iAssist (Keller
et al., 2010). A digital elevation model with a resolution of
10 m (SwissPhoto) was used to derive elevation, slope angle
and slope exposition of all footprints. The GCT classifica-
tion defined by Schmid (2011) and Gubler et al. (2011) was
used: GCT1 is fine-grained, sometimes partly organic mate-
rial; GCT3 consists of large boulders (e.g. on rock glaciers);
and GCT2 is an intermediate type between the two. GCT4 is
characterized by strongly heterogeneous and steep footprints
partially composed of bedrock.
In July and August 2010, 368 of 390 iButtons were re-
trieved and contained GST measurements for one year. In
August 2011, 357 iButtons were recovered and 355 con-
tained complete GST time-series. The one-year periods used
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Fig. 1. Research area around Piz Corvatsch (south-eastern Switzer-
land) with locations of all footprints.
for analysis range from 20 August to 19 August and are here
referred to as 2010 and 2011, indicating the year of data read-
out. iButtons found on the surface during read-out were ex-
cluded from subsequent analysis because exposure to solar
radiation may have affected their temperature. This resulted
in 92 % (first year) and 89 % (second year) of valid time se-
ries. Data gaps during read-out have a maximum length of
one day and are filled by linear interpolation between adja-
cent measurements. The analyses shown here are based on
343 iButtons from the 2010 period, 348 iButtons from 2011
and 338 iButtons with valid data spanning both years. The
snow cover was measured at most sites during three cam-
paigns in January, March and April in 2010 (Gubler et al.,
2011; Schmid, 2011). At each measured footprint, ten snow-
height measurements and one SWE measurement were made




Due to its low thermal conductivity, snow insulates the
ground from the cold atmosphere during winter (Goodrich,
1982) and in several studies this effect is used to detect a
snow cover based on GST time series. Based on the daily
variance of GST, Danby and Hik (2007) considered a thresh-
old of 1 ◦C (4 h sampling rate), and Schmidt et al. (2009)
one of 0.09 ◦C (1 h sampling rate) to indicate snow-covered
ground. Gadek and Leszkiewicz (2010) estimated the pres-
Table 1. Snow measurements from winter 2009/10, all values are
in mm. Snow heights are based on 10 randomly chosen measure-
ment points. SWE was measured in the centre of each footprint and
adapted accordingly to the mean height.
Foot- 30.01.–02.02.2010 12.–14.03.2010 23.–25.4.2010
print height SWE height SWE height SWE
AA 600 160 620 214 NA NA
AD 135 50 225 60 142 45
AE 1210 508 NA NA NA NA
AF 1406 NA NA NA NA NA
AH 1350 466 1560 531 NA NA
AI NA NA 1490 NA 1160 431
AJ 790 NA 460 172 NA NA
AK 1460 435 NA NA NA NA
AL 1833 627 NA NA NA NA
AN 1395 457 1660 564 2050 741
AP 1320 453 1590 607 1685 528
AQ 1067 276 2080 592 NA NA
AR 1450 549 1240 488 1810 711
AS 1460 373 1560 535 1190 394
AT 1580 463 520 182 NA NA
AU 1005 283 NA NA NA NA
AW 1600 500 1580 564 NA NA
AY 1610 541 1830 614 NA NA
AZ 1705 537 1920 714 1915 720
BA 1210 332 870 249 NA NA
BC 1855 594 1800 617 2500 1210
BD 1200 315 1540 607 NA NA
BE 905 266 1240 448 718 335
BH 1145 415 1870 788 2009 798
BJ 1320 386 1943 695 1820 663
ence of a snow cover simply based on days with GST≤ 0 ◦C.
All three approaches are based on rather small range of envi-
ronmental conditions and, when applied to the large dataset
of this study yield only partially satisfying results. The fol-
lowing observations are made based on visually inspecting
time series of GST and their daily variance: (a) most loca-
tions clearly show the presence of an insulating snow cover
during winter, few locations clearly show the absence of it,
and some appear to lie in between. (b) The beginning of a
snow cover, which at the time may be thin and provide lit-
tle insulation, is more difficult to detect than the date of its
melt-out (MD). (c) Detection of MD based on daily variance
alone is unreliable and leads to spurious snow-free periods
during winter. Furthermore, snow-cover days are overesti-
mated at locations with a generally low daily GST variance
when using fixed thresholds. (d) Detection of MD based on
temperature alone is unreliable because low-elevation sites
can maintain positive temperatures a few centimeters below
the ground surface for prolonged periods when a thick snow
cover is present.
As the detection of MD requires an insulating snow cover,
we define a snow-cover reliability index (MDr) based on
the mean daily standard deviation of GST during January,
February and March:
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MDr= 0.2− σ (GSTJan–Mar) . (1)
This threshold of 0.2 has been determined subjectively, based
on visual interpretation of GST and its daily variance during
winter. The sensitivity to the chosen threshold is relatively
low, with a change of the sample size selected being smaller
than 10 % when changing the threshold by 50 % (Fig. 2).
If MDr is greater than zero, we assume that the insulation
effect of the snow cover is sufficient to allow the reliable
derivation of MD. For iButtons with MDr> 0, days with a
snow cover were detected based on the daily standard devia-
tion. If the daily mean GST is positive, we chose a threshold
of 0.1 ◦C, and if the daily mean GST is negative, we chose
a threshold of 0.3 ◦C. Two different thresholds are neces-
sary because, for days with negative GST, mostly the ther-
mal insulation of the snow cover affects the standard devia-
tion. Positive GST, however, can only occur under a partly
wet snow cover where temperature fluctuations are addition-
ally damped by phase change. Spurious gaps were closed for
days with GST≤ 0.5 ◦C. Days with a maximum GST> 3 ◦C
are considered snow-free based on observations at the low-
est site (2100 m a.s.l.). MD is defined as the end date of the
snow cover period with the longest duration. It is aggregated
to the footprint level as a mean value. Where MD could not
be detected for all iButtons in a footprint, it was calculated if
at least five values were available.
3.2 Basal ripening date
In many places, temperatures below 0 ◦C seasonally prevail
in the snowpack and the ground below (Gubler et al., 2011).
Liquid water originating from surface melting or rain infil-
trates and warms deeper layers through the release of la-
tent heat during freezing (Westermann et al., 2011). Once the
meltwater reaches the ground surface and warms it to 0 ◦C,
the snowpack above is mostly isothermal at a temperature of
0 ◦C, with the exception of refreezing near the surface during
clear nights or cold periods. This point in time, the ripening
date (RD), is detected as the beginning of the zero curtain pe-
riod (defined here as the duration of the zero curtain effect,
which is the effect of latent heat in maintaining temperatures
near 0 ◦C over extended periods in freezing or thawing soils,
e.g. Outcalt et al., 1990) in spring and marks the beginning
of meltwater runoff or percolation into the ground (Taras et
al., 2002; Tyler et al., 2008). The development of preferential
flow paths in snow (Williams et al., 2010) increases the lat-
eral variability between cold and isothermal portions of the
snowpack and ground below and, as a consequence, also the
lateral variability of RD. Commonly, no cooling below 0 ◦C
takes place at the ground surface after the RD; sometimes
however, cold conditions can cause a complete refreezing of
the melting snowpack and interrupt the zero curtain period in



























































● Jan − Mar 2010
Jan − Mar 2011
Threshold of 0.2
Fig. 2. Mean daily standard deviation of GST from January to
March. The horizontal line indicates the threshold of 0.2. The
obvious knee in the curve represents the separation between an
insulating- and a non-insulating snow cover with one threshold. The
sensitivity to the chosen threshold is relatively low, as shown by a
change in the applied threshold of 50 % causes a change in the se-
lected sample size of less than 10 %.
RD can only be determined together with MD for locations
where the ground surface is frozen underneath the snowpack.
This is expressed in the RD reliability index:
RDr=
{
−50−FDD if MDr > 0
0 if MDr≤ 0 , (2)
where FDD is the sum of negative daily mean GST during
the snow-cover period with the longest duration. Only for
RDr> 0 is RD derived. This is because zero curtain periods
during freezing can only be distinguished from those during
thawing if the ground can clearly be detected as frozen in
between. At many low-elevation footprints, iButtons did not
record negative temperatures, making it impossible to detect
the start of an isothermal snowpack.
Based on the calibration reported by Gubler et al. (2011),
days with GST between −0.25 ◦C and 0.25 ◦C were defined
as a zero curtain period. RD was then detected as the begin-
ning of zero-curtain days after the longest period having a
daily mean GST smaller than −0.25 ◦C. RD is aggregated to
the footprint level as a mean value. Where RD could not be
detected for all iButtons in a footprint, it was calculated if at
least five values were available.
3.3 Mean annual ground surface temperature
Mean annual ground surface temperature (MAGST) is a use-
ful measure characterising the ground thermal regime of a
location. It was calculated as the mean of all measurements
per iButton. Due to the fact that at all footprints at least five
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Fig. 3. Snow height at Passo del Bernina and Samedan during the
winters 2009/10 and 2010/11 (source: MeteoSwiss).
measurement series were recorded, the MAGST could be ag-
gregated to the footprint level at all locations.
3.4 Algorithm testing with modelled data
We tested our algorithm based on simulations for which MD
can be determined independently of GST. We performed nu-
merical experiments with the open-source and physically-
based numerical model GEOtop that accounts for heat and
water transfer in soil, including effects of phase change and
partial saturation (Dall’Amico et al., 2011). GEOtop contains
a multi-layer snowpack that accommodates compaction as
well as water percolation and refreezing. The influence of
topography on micro-climatology is parameterized, allow-
ing for the solution of the surface energy balance for dif-
fering topographic situations, based on one driving climate
time series (Endrizzi and Marsh, 2010). A distributed ver-
sion of GEOtop exists but in this study, a one-dimensional
mode was employed. In these experiments, the lower bound-
ary condition was given by a zero heat and mass flux. Lat-
eral drainage was parameterized by a free surface that can
be placed at arbitrary distance below the surface. Snow was
discretized into ten layers, which are finer near the interfaces
with the atmosphere and the soil than in the middle of the
snowpack. The thickness of the 14 soil layers was param-
eterized by where n is the layer number from the surface
downwards, a = 1.5 governs the thickening of layers with
depth and zmin = 20 mm is the thickness of the top layer. The
depth of the deepest node is 8.8 m. The system was initial-
ized with a starting temperature of −1 ◦C and spun up from
August 1986 to April 2005. Output was then generated for
the period May 2005 to October 2011 with an interval of
3 h, corresponding to the iButton measurements. Model out-
put consisted of mean ground temperatures at depths of 10,
50 and 100 mm as well as snow water equivalent (SWE). A
large number of hypothetical points were simulated to test
the robustness of the method. These were defined by eleva-
tion (2000 m, 2500 m, 3000 m, 3500 m), slope aspect (north,
east, south, west), slope angle (0◦, 20◦, 40◦), lateral drainage
(free surface at 10 and 2000 mm depth), soil type (silt, sand,
gravel, rock) and precipitation altered by a factor (0.5, 1, 2)
to approximate high accumulation and low accumulation ter-
rain facets.
The algorithm developed for the iButton dataset to detect
MD was then driven with modelled ground temperatures and
the results were compared to the MD based on the modelled
SWE. Simulated points for which the minimum SWE during
a year was larger than 0 were excluded.
This simulation-based approach is preferred over valida-
tion with field data because the scale difference between
a ground temperature measurement and conventional snow
height sensors is likely to challenge the interpretation of re-
sults. Usually installed at 4–7 m height, their opening angle
of around 20◦ (e.g. SR50, Campbell Scientific) caused them
to integrate over an area with an approximate diameter of
1.5–4 m, much larger than that measured by an iButton. A fu-
ture option for validation is a high-resolution automatic cam-
era pointed at one footprint containing several iButtons, but
this has not been pursued in the current study.
4 Results
4.1 Algorithm testing
In Fig. 4, the difference between the MD based on GST and
the MD based on the SWE is shown with simulated data
from five years. The different boxes represent the modelled
GST depths. The number of detected MD increases as the
depth shifts from 10 mm to 50 mm to 100 m. The detected
MD shifts slightly towards a later date with increasing depth.
In general, detected MD from all depths fit very well with
MD based on SWE with maximum differences of one day
for 99 % of the simulated points at 10 mm; 97 % at 50 mm
and 85 % at 100 mm depth.
4.2 General description
In Fig. 5, typical characteristics of the measured locations are
exemplified: iButton ALa04 is located on a ridge composed
of gravel. After the freezing of the ground in autumn, the
GST is strongly damped with respect to the atmosphere dur-
ing winter, indicating the presence of an insulating snow
cover. In spring, a zero curtain period occurs. For this de-
vice it is possible to detect both the RD and the MD. iButton
ASa10 is located in a forest glade at 2100 m a.s.l. The in-
sulating snow cover prevents the ground from freezing, and
therefore MD but not RD was detected. iButton AOa03 clas-
sified as GCT4 has a standard deviation of 0.19, which is the
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Table 2. Standard deviations of the intra-footprint and inter-
footprint scale.
Mean
standard RD [days] MD [days] MAGST [C]
deviation 2010 2011 2010 2011 2010 2011
Intra-footprint 6 5 8 8 0.33 0.33




































































  10mm: 2447
  50mm: 2573
100mm: 2760
Fig. 4. MD based on SWE compared to MD based on GST from
three different depths. Both SWE and GST were modelled with
GEOtop. The length of the whiskers is 1.5 times the interquartile
range.
highest value where we still predict an insulating snow cover.
An overview with the number of valid iButtons per footprint
and the number of detected MD and RD is in Table 3.
4.3 Intra-footprint variability
MD was detected in 2010 for 319 iButtons and in 2011 for
325. In both years, average values for footprint AGa and AOa
were not calculated and in 2011 also AJa and AOb had to
be excluded due to the absence of an insulating snow cover.
The mean standard deviation of MD per footprint in both
years is 8 days (Table 2). RD could be calculated only for
approximately half the iButtons due to a lack of snow or
ground freezing. Lack of snow was frequent on footprints
of GCT 4 and lack of ground freezing mostly occurred at
low-elevation sites. In 2010, RD could be calculated for 178
iButtons and aggregated for 20 footprints, and in 2011 for
167 iButtons or 16 footprints. A mean value per footprint
over both years is calculated for 14 locations. The mean
standard deviation of RD per footprint is 5 and 6 days. Ta-
ble 2 shows the standard deviation to be expected within a
radius of several meters, based on all footprints with at least
Fig. 5. Typical examples of temperature evolution. For all three
iButtons an insulating snow cover is present. For ALa10, RD and
MD are detected, whereas for ASa10, only MD can be detected. At
AOa03, MD and RD were detected as well, but with a mean stan-
dard deviation of the GST (Jan–Mar) of 0.19, it is the location with
the highest value where we still predict an insulation snow cover.
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Table 3. List of footprints and the amount of GST, MD and RD values derived. The lack of an insulating snow cover resulted in iButtons
where MD was not detected. The lack of a clearly frozen ground resulted in snow covered iButtons where RD was not detected, except for
some locations with GCT4 where no zero curtain phase occurred (marked with ∗). Elevation, slope angle and slope exposition are based on
a 10 m digital elevation model.
2010 2011
Footprint Elevation Slope Aspect GCT GST MD RD GST MD RD
AAa 2694 38 251 1 10 10 8 10 10 0
ABa 2745 16 96 2 10 10 3 10 10 5
ACa 2743 31 112 2 10 10 7 10 10 8
ADa 3303 29 263 4 10 5 5 10 8 7∗
AEa 2826 29 290 1 10 9 9 10 10 10
AFa 2689 23 9 4 10 10 10 10 9 9
AGa 2664 48 243 4 10 2 2 10 3 3
AHa 2663 9 318 3 10 10 10 10 10 10
AIa 2307 18 330 1 4 4 0 6 6 2
AJa 3302 27 113 4 10 5 4∗ 10 4 2∗
ALa 2824 14 347 1 4 4 4 4 4 4
ALb 2824 25 60 1 5 5 5 5 5 3
AMa 2738 30 333 2 10 10 10 10 10 10
ANa 2673 25 252 1 9 9 0 9 9 0
AOa 2811 36 64 4 5 2 2 5 1 1
AOb 2811 18 238 4 5 5 5 5 4 4
APa 2405 15 335 1 1 1 0 1 1 0
AQa 2729 29 12 3 10 10 10 10 10 10
ARa 2528 28 288 2 6 6 0 9 9 3
ASa 2100 35 315 1 6 6 0 7 7 0
ATa 2790 36 100 1 10 10 0 9 9 0
AUa 2773 33 88 3 10 10 10 10 10 10
AVa 2538 0 212 1 10 10 0 10 10 0
AWa 2700 19 333 3 9 9 9 11 11 11
AXa 2810 23 135 1 10 10 2 10 9 4
AYa 2687 9 328 2 9 9 2 10 10 2
AZa 2876 7 61 1 10 10 0 10 10 0
BAa 2697 27 111 1 10 10 0 10 10 0
BBa 2763 14 103 1 10 10 0 9 9 0
BCa 2783 41 357 2 8 8 8 10 10 10
BDa 2705 27 247 2 10 10 4 8 8 2
BEa 2710 29 167 1 9 9 0 9 9 0
BFa 2645 5 31 1 10 10 0 10 10 0
BGa 2715 43 246 1 10 10 6 10 10 4
BHa 2693 6 243 3 10 10 6 10 10 6
BIa 2362 24 192 1 4 4 0 3 3 0
BJa 2997 36 90 2 10 10 10 10 10 7
BKa 2691 31 355 2 9 9 9 10 10 4
BLa 2875 19 35 3 10 10 10 9 9 9
BMa 2715 44 314 4 10 8 8 9 8 7∗
Total 343 319 178 348 325 167
5 detected RD, respectively MD. In some cases, small-scale
variability can be much higher with a standard deviation of
more than 20 days, as shown in Fig. 6 for all footprints. This
demonstrates the importance of understanding the limitation
of single point measurements for the evaluation of grid-based
models.
With a linear regression model, no direct relationship with
topography (elevation, slope, sine and cosine of the aspect)
or ground cover type could be detected for this or for the dif-
ference of the standard deviation between the two years. This
difference shows no correlation with the standard deviation.
The weak relationship with site-specific factors implies, at
least for the short period of observation reported here, that
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AAa AIa ALb APa ATa AXa BAa BEa BGa ABa AMa AYa BDa BKa AQa AWa BLa AFa AJa AOb
AEa ALa ANa ASa AVa AZa BBa BFa BIa ACa ARa BCa BJa AHa AUa BHa ADa AGa AOa BMa







Fig. 6. Standard deviation (SD) for the RD and the MD per footprint for both measuring years. The locations are ordered by their ground
cover type (GCT).
meteorological conditions and their influence on processes
such as snow drift and deposition exert a dominating control
on intra-footprint variability. As a consequence, it is difficult
to predict how well one single time series of GST represents
RD and MD for a small area surrounding it or a model grid
cell in a validation exercise.
4.4 Inter-footprint variability
Mean MD varies from 25 April at ACa to 24 July at AWa in
2010 and from 9 April at ACa to 18 July at BCa in 2011. The
mean MD is 15 June in 2010 and 31 May in 2011. RD varies
from 23 March at AAa to 11 June at ADa in 2010 and from
22 March at ACa to 5 June at ADa in 2011. The mean RD
is 14 May in 2010 and 30 April in 2011. Standard deviations
for RD and MD are shown in Fig. 6. RD and MD are shifted
towards an earlier date in 2011 with respect to 2010. In 2011,
the average RD is 20 days earlier than in 2010 and the MD
is on average 12 days earlier than in 2010, taking in account
only footprints where RD, respectively MD, were detected
for both years. The shift of MD is more pronounced at loca-
tions with an early MD, whereas at locations with a late MD,
the difference between the two years is much smaller.
For 15 footprints, RD and MD could be detected in both
years (Fig. 7). This makes it possible to calculate an aver-
age melting period, which lasts from the RD to the MD, for
the footprint. At most footprints, GST constantly remains at
0 ◦C from RD to MD, but in few cases GST briefly drops
below 0 ◦C. This can be explained by the reduced insula-
tion of the ground from the atmosphere due to a reduction
of snow height and increase in thermal conductivity because
of melting. The length change of the melting period is less
pronounced with an average melting period for those 15 lo-
cations of 37 days in the first year, and 45 days in the second
year. No relationship between the melt length and the GCT
is visible, even though this has to be interpreted with caution
due to the very small sample size.
At the footprint level, the coefficients of determination



























Fig. 7. Melting period defined as the time span between RD and
MD for both years of analysis.
MAGST and RD, 0.28 in both years between MAGST and
MD, and 0.55 and 0.38 between RD and MD. This suggests
that these are useful and complementary metrics for model
evaluation.
4.5 Inter-annual MAGST variations
The mean intra-footprint standard deviation of MAGST over
all footprints is 0.33 ◦C in both years. The mean difference of
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intra-footprint standard deviations between 2010 and 2011 is
on average 0.1 ◦C, indicating control of meteorological con-
ditions on this quantity.
At Piz Corvatsch, MAAT during the 2011 analysis period
was 0.4 ◦C warmer than in 2010 and similar differences were
recorded at the nearby stations Samedan and Passo del Bern-
ina. By comparison, MAGST averaged over all footprints in-
creased by 0.17 ◦C. This is, however, not a uniform response;
the mean absolute difference of footprint-level MAGST is
0.27 ◦C, with 16 cooling and 25 warming footprints.
A comparison of daily mean GST for 2010 and 2011
shows much larger differences during summer than winter
(Fig. 8). This can be explained by the effect of a snow cover
that provides insulation between the ground and the atmo-
sphere. Both the onset and the melt-out of the snow cover
determine whether the seasonal snow cover has a warming
or a cooling effect on MAGST (Zhang, 2005). In this study
both situations were observed. An absolute quantification is
not possible because air temperature has not been measured
at any of the snow-covered locations. GST in winter in the
second year are slightly warmer than in the first year, even
though the snow coverage was thinner in the second winter
(Pielmeier, 2011; Stucki, 2010). The difference of MAGST is
also strongly influenced by air temperature during the snow-
free period. For example, the cold July in 2011 led at all lo-
cations to significantly colder GST than in the previous year.
Therefore, the average difference of MAGST from the two
years is only 0.17 ◦C.
When looking at inter-annual GST differences and snow
cover, a pattern exemplified by the three typical situations in
Fig. 8 is visible: at footprints such as AGa or AOa with a
low MDr indicative of a thin snow cover, large fluctuations
and often slightly warmer temperatures during winter 2011
occurred. For footprints such as ANa or BAa with a high
MDr, indicative of an insulating snow cover and a low RDr
indicative of unfrozen ground, GST stayed close to 0 ◦C dur-
ing winter. The earlier MD in 2011, however, caused earlier
warming of the ground and a positive difference of GST be-
tween the two years in spring. In footprints such as AMa or
AHa, with high values of MDr and RDr which are indicative
of a well-developed snow cover and frozen ground below, a
later onset of winter (Stucki, 2010) led to a stronger cool-
ing of the ground and lower GST during winter in the 2010
period. These three classes fit into the classification done
by Ishikawa (2003), except that classes 3 and 4 (no short-
term GST fluctuation with gradually increasing or decreas-
ing GST during winter time) are taken as one in this study.
The strongly differing reactions of MAGST to the meteoro-
logical differences between 2010 and 2011 (some showing
warming and some showing cooling), underscores the differ-
ences in transient response of frozen ground and permafrost
conditions to be expected from climate change, even if the
longer-term averaging will likely have a smoothing effect.
Fig. 8. Differences in the daily GST for footprints with no insu-
lating snow cover (AOa), an insulating snow cover but no frozen
ground (Ava), and an insulating snow cover with frozen ground
(AHa). Based on air temperature measurements from Piz Corvatsch,
the running mean of the difference between the air temperature of
the two years is shown.
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5 Discussion
The spatial resolution and replication of GST measurements
in this study provides a sound basis for deriving RD, MD, and
GST, as well as for investigating their spatio-temporal pat-
terns. As measurements are from two years only, results re-
garding the inter-annual variability and to a lesser degree all
absolute values, must be interpreted with caution since me-
teorological conditions, and especially snow cover, can vary
strongly (cf. Brenning et al., 2005; Etzelmüller et al., 2007;
Gruber, 2004; Hipp et al., 2011; Hoelzle et al., 2003; Isaksen
et al., 2002). Detection of the onset of a snow cover based
on GST is inherently uncertain but also of minor importance
for model validation as it is much more homogeneous than
MD. As MD coincides with rapidly increasing GST, it is
also relatively straightforward to detect. MD was only calcu-
lated for locations with a comprehensive snow cover, identi-
fied based on a standard deviation based reliability index to
avoid imprecision. As no suitable ground truth data for RD
and MD exists, no direct validation can be performed. The
shown methods are to be interpreted as tools for the repeat-
able extraction of information that could also be interpreted
subjectively. In comparison to other published GST-based
snow-detection algorithms (Danby and Hik, 2007; Gadek
and Leszkiewicz, 2010; Schmidt et al., 2009; Schneider et
al., 2012), the method proposed in this study has been tested
in a far wider range of topographic situations. MD could be
detected at nearly all locations, whereas RD was only de-
tected at half of the locations. RD (the start of the zero cur-
tain in spring) can be detected precisely based on GST where
sufficient freezing occurs below the snowpack. While some
uncertainties exist for locations with only slightly negative
GST below the snowpack, the threshold of at least−50 FDDs
(used in the reliability index RDr) effectively excludes these
locations. The possible field of application for RD is more
limited, as it only works for a subset of the places at which a
snow cover is present. MD has a high correlation with maxi-
mum snow height (Anderton et al., 2004), warranting a com-
parison of this study with results concerning the SWE from
Jost et al. (2007).
The average standard deviation of the intra-footprint vari-
ability for the RD and the MD is significant, with a length of
around one week and a strong variation between footprints.
The standard deviation could not be explained by topography
or ground cover type, implying that at each new location,
an intra-footprint variability much higher than the average
can occur. The inter-footprint variability of RD and MD lies
between three and four weeks. Absolute values have seen a
strong shift between the two years, making both RD and MD
earlier in 2011. The differences in the length of the melting
period (MD–RD) between 2010 and 2011 are for nearly all
footprints smaller than the absolute shift in days (Fig. 7).
The algorithm testing performed with GST and SWE mod-
elled with GEOtop shows that the algorithm developed to de-
tect the MD works on a wide range of topographic situations.
The increasing number of locations where an insulating snow
cover is detected the further in the depth GST is modelled
shows the damping effect of the ground surface. For the same
reason, the error of the MD based on GST develops towards
a later MD with increasing depths.
6 Conclusions
Based on GST measurements, it is possible to derive MD
for all locations with an insulating snow cover and RD if the
ground below the snow cover freezes during parts of the win-
ter. The methods described here have been tested in a wide
range of topographic situations and provide reproducible re-
sults. Because MAGST, RD and MD are only moderately
correlated, they are complimentary measures for model vali-
dation.
A large intra-footprint variability was observed for both
RD and MD at many locations. This underscores the impor-
tance of using multiple measurement points to characterise
one footprint. If validation of a grid-based model with sin-
gle point measurements is undertaken, a difference of one to
three weeks between RD or MD at the measured point and
its immediate surroundings must be considered realistic in
environments similar to that investigated here.
While based on the comparison of only two years, inter-
annual variation of the GST-derived products provides inter-
esting insight into the importance of snow cover in moder-
ating ground thermal response to atmospheric forcing. The
difference in MD between 2010 and 2011 is stronger for lo-
cations with an early MD than those with a late MD. This
adds to earlier findings of a non-linear relationship between
changing environmental conditions and snow cover (Benis-
ton et al., 2003; Schöner et al., 2009). Furthermore, the re-
sponse of MAGST to a 0.4 ◦C increase of MAAT from one
year to the other was diverse and included both warming and
cooling.
In view of the anticipated environmental changes in cold
regions, a GST-based distributed monitoring can provide a
cost-effective method for detecting change and for validat-
ing models. Due to the strong variability of GST over short
distances, the method of sampling fine-scale variability at
the footprint level is important for deriving reliable measure-
ments for interpretation or further aggregation.
Supplementary material related to this article is
available online at: http://www.the-cryosphere.net/6/
1127/2012/tc-6-1127-2012-supplement.zip.
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