paper presents some new techniques in designing finite-difference domain decomposition algorithm for the heat equation. The basic procedure is to define the finite-difference schemes at the interface grid points with smaller time step af = At/m (m is a positive integer)
INTRODUCTION
In recent ten years and more, the parallel numerical methods for the heat equation have been studied.
References [1, 2] have developed a class of alternating schemes in three time levels, which are the AGE (alternating group explicit) and the ASE-I (alternating segment explicitimplicit) methods.
Both of AGE and ASE-I methods are unconditionally stable and have the obvious property of parallelism, and the latter can be more accurate in practical computation. In the design of these two methods Saul'yev asymmetric schemes [3] have been used. Dawson, Du and DuPont [4] has developed the finite-difference domain decomposition algorithm in two Typeset by AM-'&X PII: S08981221(03)00148-2 time levels, which can change the global implicit computation into the local ones by a novel technique of using the larger mesh spacing H = Dh (D is a positive integer, h is the uniform mesh spacing) in explicit scheme at the interface points. The algorithm increases the stability bounds of classical explicit scheme by D2 times, and its numerical solution also satisfies error estimate of O(At + h2) when the time step At satisfies At E h2 x H3. The technique in [4] has been further extended by using Saul'yev asymmetric schemes at a pair of interface points in recent work [5] , and then the algorithm has increased the stability bounds by 2D2 times and the similar error estimates O(At + h2) for the approximate solution has been obtained.
In this present paper, some new techniques have been developed by using smaller time step At = At/m (m is a positive integer) in Saul'yev schemes at the interface points.
The algorithms designed with new techniques can increase the stability bounds of the classical explicit scheme by 2m times, and their numerical solution satisfies the similar error estimates to that in [4] .
The rest of this paper is organized as follows. In the next section, we construct some schemes, respectively, for m = 2 and m = 3 at the interface points. In Section 3, we define the domain decomposition algorithms with the schemes in Section 2, for which the convergence results of the numerical solutions are obtained. In Section 4, some numerical examples are given to show the stability and the accuracy of the algorithms.
SCHEMES AT INTERFACE POINTS
Let U(Z, t) be the solution of the heat equation
U(0, t) = up, t) = 0,
For a positive integer N, let h = l/N, and take xi = ih, i = 0,. . . , N. Assume 1, F are the two mesh points such that 3 = xk > 0, E = xk+r > 0 for some integer k. Take At = T/M, where M is a positive integer, and let tn = nAt. For a function f(~, t) defined at grid points (zi, t"), let f: = f(xi, t"). Defined the difference operators
We shall refer to points (xi, t") as boundary points if i = 0 or N, or if n = 0. Similarly, we refer to them as interface points if xi = 3 and xi+1 = z and n > 0. Otherwise, they are interior points. Now let AE = At/m. To design finite-difference domain decomposition algorithms in two time levels like Dawson and others have done in [4] , the key technique is to define the schemes at the interface points 1 and z. At this, we shall explain how to define the schemes at 3 and f with additional time step At when m = 2 or m = 3, from which the reader may then find more kinds of schemes in different structures could be flexibly designed for a fixed positive integer m 2 3.
In the present paper, the values '1~1 appeared in our algorithm design can always be understood as the approximate values of the solution U(z, t) of problems (l)-(3) at the grid points (xi, t"). 
GE Scheme for the Case m = 2
Let At = At/2, t n+1/2 = tn+Ai?, As in Figure 1 , there are six grid points zk-2, xk-1, zk, xk+l, xk+2, and xk+s used to define GE (group explicit) scheme (see [l] ), respectively, at additional time level tn+li2 and the Ml, where two groups at tn+li2, one group at tn+'. In detail, at first we use Saul'yev asymmetric schemes at points (xk, t"+') and (xk+l, tnf') a n+1
From (7) and (8), the following system is obtained:
(1 + P) .;+I -FU;,'; = (1 -") 21;+l'2 + %;-+:'2,
(1 + 7) U;,'; -%;+I = (1 -f) U$'2 + k;I:'2, 
[f (1 + P) u; + (1 -P") u;+1 + r (1 -P) u;+2 + ?";+3] ,
[f2u; + P (1 -P) u;+1 + (1 -?) u;+2 + r (1 + q u;+s] .
Inserting (13)- (16) into (11) and (12), we can obtain the following schemes which will be used at the interface points 3 and 5: Using Taylor expansion, we can easily get the truncation error El of (17) and E2 of (18) For convenience, we define two operators Lr and L2 for describing schemes (17) and (18) 
GE Scheme for the Case m = 3
Let Ai? = At/s, t n+1/3 = t" + At; tn+2/3 = t" + 2AE As in Figure 2 , where for eight grid points Xk-3, Xk-2, x&r, Xk, xk+r, X,.+2, xk+s, and xk+,j in order to compute the values u;+r and IL;,': we define the GE schemes in a similar way as we have done above in Section 2.1, and the only difference is that here, two additional time levels tn+li3 and tn+2/3 are considered. (1 + 24~ + 108f2 + 160~~) h2 e n (1 + 2q3 dx4 k+l + 0 (At2 + h3) .
Next, we define two operators L3 and L4 for describing schemes (19) and (20) 
Alternative GE Scheme for the Case m = 2
Let At = At/2, tn+li2 = tn i-A5 In Figure 3 , where for four grid points Zk_1, xk, zk+l , and zk+2 we define the alternative GE scheme by using Saul'yev asymmetric schemes at the (xk, tn+l12) and (xk+l, tn+li2), i.e., and that at (xkrtn+') and (zk+l,tn+'), i.e.
-i'zL;_'; + (1 + P) u;+' = (1 -?=) u;+l'2 + ?YJ;$'", -BJ;,'; + (1+ P) u;,'; = (1 -f) u;;:/2 + Pu;+l'2, where P = Af/h2 = r/2, r = At/h2. 
Using Taylor expansion, it can be seen that the truncation error E:, of (25) 
Alternative GE Scheme m = 3
Let At = At/s, t n+1/3 = tn + AC, F2f3 = tn + 2At. As in Figure 4 , for six grid points xk-2, xk-1, xk, xk+l, X&2, and xk+3 where two additional time levels tn+li3 and tn+'13 are considered, we define the alternative GE schemes as we did in the above Section 2.3 directly by the difference equations, whose deduction is omitted here. (27) and Es of (28) 
And, two operators L, and L8 for schemes (27) and (28) are defined as
DESIGN AND ANALYSIS OF DOMAIN DECOMPOSITIijN METHODS
After having the schemes at interface points and their related operators Ll-Ls defined in the last section, we can design the following finite-difference domain decomposition algorithms for problem (l)-(3). where uy is the numerical solution to Ur, in (30) the purely implicit scheme is used and the operator L is defined as follows Algorithm I or II states that after the two interface values have been computed at time level n, there are two completely separated backward difference problems to solve, which can be done in parallel. Algorithms III and IV mean that there exist independently two implicit difference equation systems for the subdomain (0,2] and [F, l), which can be solved d parallel.
The numerical solution U; satisfies the following a prior error estimate. 
(4
e. = eN = 0.
Choose ,4 and yi, i = 0,. . . , N, such that
(1+ q2 ha&+l(l -xi), i 2 k + 1, and then it is not difficult to see that they satisfy Theorem 1 is proved for Algorithm T.
For the rest three algorithms, in order to obtain the same conclusion we need only construct different "control function" c. The proof for Algorithms II-IV are similar to that for Algorithm I, and we omit the details of them. The proof is completed.
NUMERICAL EXPERIMENTS
Take U'(z) = sin(nz) in (2), then the exact solution of problem (l)- (3) is CT = exp(-7r2t) sin(nz). We use different algorithms to solve it. In the following tables, some numerical results are listed. In the two tables, "implicit" is the classical implicit scheme; and "V" is the domain decomposition algorithm (D = 2, T = 2, h = 0.025, k = 20) in [4] . We can find that the numerical solutions of domain decomposition Algorithms I-V are more accurate than that of the classical implicit scheme. This shows that domain decomposition algorithms not only have the advantage of parallelism, but also may bring some extra profits on accuracy. Table 1 . T = 2, t = 0.5, At = 0.00125, h = 0.025, k = 20.
Exact
Numerical Solution z Solution Impiicit I III V 0.1 2.2224e -3 2.2963e -3 2.2802e -3 2.2898e -3 2.2849e -3 0.3 5.8184e -3 6.0117e -3 5.9684e -3 5.9942e -3 5.9811e -3 0.5 7.1919e -3 7.4309e -3 7.3735e -3 7.4076e -3 7.3903e -3 0.7 5.8184e -3 6.0117e -3 5.9677e -3 5.9942e -3 5.9811e -3 0.9 2.2224e -3 2.2963e -3 2.28OOe -3 2.2898e -3 2.2849e -3 1.
2.
3. 4.
5.
Heat Equation Table 1 . (continued).
Relative Error 3.3238e -2 2.6010e -2 3.0303e -2 2.8117e -2 Table 2 . T = 3, t = 0.75, At = 0.001875, h = 0.025, k = 20. 
