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"Here on earth you will have many trials and sorrows.





Vivemos atualmente na era da “sobrecarga de informação”. Profissionais e consu-
midores desfrutam do acesso a dispositivos e formas de armazenamento capazes de
capturar grandes quantidades de informação relevante. No entanto, estas caracterís-
ticas introduzem novas questões sobre a utilidade das coleções massivas de imagens,
áudio, vídeo e texto face às capacidade de análise dos motores de pesquisa atuais.
Esta “explosão” de conteúdo multimédia constantemente produzido em áreas
como o entretenimento, jornalismo, medicina e uso pessoal, entre outras, requer
meios adequados de pesquisa e recuperação. Torna-se assim necessário analisar avan-
ços alcançados em áreas distintas de recuperação de informação textual, visual e
processamento em grande escala para determinar a viabilidade da aplicação e com-
binação dos mesmos na descoberta e recomendação de conteúdo.
A ilustração de textos representou a área escolhida de aplicação de conceitos de
pesquisa multimédia a tarefas reais do quotidiano. Editores jornalísticos que prepa-
ram artigos noticiosos, “bloggers” que publicam conteúdos nos seus sites pessoais,
ou criadores de histórias educativas para crianças, são exemplos de utilizadores que
podem beneficiar de técnicas de ilustração de texto disponibilizadas por sistemas
de recuperação multimédia. Sendo uma tarefa de interatividade acentuada, a sua
execução está ligada à obtenção de resultados de pesquisas em tempo aceitável.
A combinação de descritores avançados de análise de conteúdo com a análise dos
metadados disponíveis, e o uso de algoritmos de pesquisa aproximada tornaram pos-
sível tirar partido de coleções de dados com milhões de itens multimédia, exigindo
poucos recursos de hardware. A utilização de metadados para determinar o contexto
e a ordenação de imagens por conteúdo permitiu encontrar rapidamente grupos de
fotos similares representativas do mesmo evento, ou identificar imagens visualmente
distintas para destacar peças jornalísticas ou entradas em blogs.
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A aplicação de filtros de abstração visual reduziu substancialmente as necessida-
des de armazenamento e a quantidade de informação processada, removendo detalhe
visual redundante face aos descritores adotados. A análise de conteúdo permitiu tam-
bém a pesquisa exploratória através do uso de fotos-exemplo, de forma a descobrir
em tempo real imagens semelhantes espalhadas por coleções extensas, ou encontrar
“duplicados aproximados”, isto é, fotos do mesmo evento captadas de ângulos dife-
rentes, por exemplo.
A abordagem foi posteriormente adaptada ao domínio da pesquisa de informa-
ção musical, nas tarefas de geração de playlists e exploração de coleções musicais de
grande escala. O impacto dos filtros de abstração visual foi também analisado no
processo de reconhecimento facial de personalidades.
A elaboração de testes seguindo as perspetivas técnica e de satisfação dos uti-
lizadores permitiu uma avaliação realista e um refinamento das metodologias de
recuperação propostas. Os sistemas podem ser avaliados considerando a sua capaci-
dade de análise de grandes quantidades de informação, e a qualidade dos resultados
produzidos por essas mesmas pesquisas. Enquanto que o primeiro ponto pode ser
determinado de forma objetiva, tendo obtido assim maior ênfase neste trabalho, o
segundo ponto depende de necessidades de informação específicas e expetativas re-
lativamente aos resultados, que variam entre utilizadores.
Um estudo suportado por crowdsourcing demonstrou que uma percentagem con-
siderável considerou que a reordenação dos resultados apresentados com base no
conteúdo visual permitiu obter fotos mais adequadas do que as pesquisas tradicio-
nais baseadas apenas em metadados. Testes efetuados na coleção IRMA-2007, com
10 mil radiografias, na coleção MIRFlickr-25k, com 25 mil fotos recolhidas do Flickr,
e na coleção de fotos jornalísticas SAPO-Lusa, contendo mais de 1 milhão de fotos
e legendas associadas, demonstraram o bom desempenho das estratégias adotadas.
Os resultados obtidos na coleção Million Song Dataset, com informação contex-
tual e de conteúdo referente a 1 milhão de músicas, demonstrou a transversalidade
da abordagem apresentada obtendo resultados válidos em tempo aceitável, mesmo
perante a dimensão dos dados analisados. A utilização dos filtros de abstração visual
no reconhecimento de personalidades reduziu significativamente o espaço necessário
vi
para o armazenamento das fotos, sem afetar negativamente o desempenho já obtido




We currently live in the era of “information overload”. Professionals and consu-
mers have access to storage and media devices capable of capturing huge amounts
of relevant information. But these developments present new questions about the
usefulness of massive collections of pictures, audio, video and text with current se-
arch engines capabilities.
Hence, this “explosion” of multimedia content constantly being produced in seve-
ral areas, such as entertainment, journalism, medicine, personal use, among others,
requires proper means of search and retrieval. It then becomes necessary to analyze
advances in key areas of multimedia information retrieval and large-scale processing,
in order to determine the viability of applying and combining several of them for
content recommendation and discovery .
The illustration of textual content was the chosen area for applying multime-
dia retrieval concepts to real-world user tasks. Journalists preparing news articles,
bloggers reporting stories on their sites, users improving travel or holiday stories
with photos taken during their trips and educational stories for children are some
examples that can benefit from automatic text illustration techniques in multimedia
retrieval systems. Being a user-interactive task, its execution is connected to obtai-
ning search results in an acceptable timeframe.
The combination of state of the art content-based visual descriptors with avai-
lable metadata, and the use of approximate search algorithms allows us to take
advantage of multimedia datasets with millions of resources with just a minimum
of hardware resources. Using metadata to determine context and ranking images by
content enables users to quickly find groups of similar photos belonging to the same
event, or identify visually distinguishing pictures to highlight news stories or blog
posts.
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Applying visual abstraction filters substantially reduced storage needs and the
amount of data to be processed, by removing redundant visual detail for the adop-
ted descriptors. Content-based analysis can also support exploratory search by using
example photos to discover similar images across entire collections in near-realtime,
to detect near-duplicates such as photos of the same event from different angles, for
example.
This approach was later demonstrated in the music information retrieval area,
for generating playlists and exploring large collections. The impact of visual abstrac-
tion filters was also analyzed in the facial recognition of public figures.
Testing the system from technical and user satisfaction perspectives allows for
a more realistic evaluation and better refinement of the proposed retrieval metho-
dology. Systems can be evaluated considering the ability to quickly analyze large
amounts of information and the quality of its results. While the former can be objec-
tively evaluated, and therefore the focus of the evaluation process, the latter depends
on specific information needs and results expectancies that may change from person
to person, and are deeply associated with the intended retrieval tasks.
A user study supported by crowdsourcing shown that a considerable percentage
of users found visually reranked results to better illustrate text than traditional
metadata-based searches. Tests performed on the IRMA-2007 collection, with 10
thousand medical images, the MIRFlickr-25k collection, with 25 thousand photos
crawled from Flickr, and the SAPO-Lusa news photo collection, containing more
than 1 million photos with captions, demonstrated the good performance of the pre-
sented approaches.
The results obtained in The Million Song Dataset, with context and content
information about 1 million songs, demonstrated the versatility of the presented ap-
proach, obtaining valid results in an acceptable timeframe, even considering the scale
of the analyzed data. Using the visual abstraction filters in the facial recognition pro-
cess significantly reduced the photo storage requirements, without interfering with
the results obtained with the adopted algorithms.
x
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Capítulo 1
Introdução
“Progress isn’t made by early risers. It’s made by lazy men
trying to find easier ways to do something.”
Robert Heinlein
Este capítulo tem como objetivo apresentar uma visão geral sobre a área de
recuperação de informação, com ênfase nos tópicos multimédia. A ilustração de con-
teúdos textuais com o auxílio de grandes coleções de imagens é descrita sob as
perspetivas de desempenho e satisfação de resultados. A enunciação da tese foca-se
sobretudo nas abordagens adotadas para a resolução desta tarefa, sendo seguida por
um sumário da estrutura do documento apresentado.
1.1 Motivação
Pesquisar grandes coleções de dados e encontrar a informação necessária é hoje
uma atividade essencial do nosso quotidiano. Desde a pesquisa efetuada sobre o
histórico de navegação ou caixa de correio eletrónico até aos motores de pesquisa
web avançados de que dispomos atualmente, houve um desenvolvimento gradual de
ferramentas especificamente desenhadas para permitir responder às mais variadas
necessidades de informação. A investigação na área de recuperação de informação
textual tem sido constante, produzindo resultados significativos. As palavras e frases
representam um recurso rico em informação semântica intrínseca, dado que a escrita
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está fortemente ligada às estruturas do pensamento humano.
No entanto, atualmente a informação disponível não é apenas textual. Os con-
teúdos multimédia representam hoje uma parte significativa da informação arma-
zenada em vários domínios como agências noticiosas e bases de dados médicas. O
aparecimento e crescente importância das comunidades web e redes sociais contri-
buiu também para a necessidade de partilhar um número cada vez mais significativo
de recursos multimédia, não se restringindo ao envio de mensagens de texto. O au-
mento da capacidade de armazenamento permitiu a criação de enormes coleções
multimédia, bases de dados públicas e privadas contendo quantidades consideráveis
de informação que requer uma gestão adequada, não só a nível de preservação mas
também a nível de consulta e exploração.
A criação e consumo de recursos multimédia tem sido significativo ao longo das
últimas décadas. Áreas como o entretenimento, medicina e conteúdos noticiosos, en-
tre outras, deparam-se com uma dificuldade crescente em gerir grandes coleções de
dados [LSDJ06]. Os utilizadores podem beneficiar de sistemas avançados capazes
de auxiliar ou mesmo executar tarefas repetitivas, sistemas estes que terão de ser
capazes de lidar com informação multimédia em larga-escala [DJLW08].
Atualmente, é muito comum visitar e utilizar sítios web desenhados especifica-
mente para grandes quantidades de fotos (Flickr1, Photo.net2, Photobucket3,...) e
vídeos (Youtube4, Vimeo5, Hulu6...). A pesquisa nestes sites é baseada nas anotações
manuais ou tags que os utilizadores inserem durante o processo de submissão, e na in-
formação adicional que utilizadores registados podem adicionar posteriormente para
enriquecer as descrições. Esta informação pode ser restrita a vocabulários específicos
do domínio, ou texto livre sem qualquer tipo de limitação. A mesma estratégia pode
ser usada em coleções pessoais ou grandes bases de dados empresariais, por exemplo.
Os algoritmos e estratégias de recuperação de informação textual podem ser
adaptados à pesquisa de recursos multimédia. Os dados relativos a fotos e vídeos,









algumas das fontes de informação usadas para indexar e pesquisar estes conteúdos
multimédia, permitindo a sua pesquisa com base em interrogações textuais.
Uma estratégia alternativa designa-se por recuperação baseada no conteúdo, per-
mitindo interrogações focadas em semelhança. Por exemplo, pesquisas com base em
exemplos, como rascunhos (no caso de imagens) ou assobios (músicas), são algumas
das possibilidades com análise de conteúdo. No entanto, os requisitos de proces-
samento poderão ser mais elevados quando comparados com a pesquisa de texto
tradicional, tornando-se assim um dos maiores obstáculos na adoção deste tipo de
pesquisa. Outro obstáculo está relacionado com o facto de que, na ausência de ano-
tações textuais, as características de baixo nível extraídas dos conteúdos multimédia
(como cor, textura e ritmo) poderão não estar diretamente ligadas aos conceitos de
alto nível presentes nesses mesmos recursos [SWS+00].
Uma das alterações mais recentes na forma como a recuperação de informação
multimédia é abordada está relacionada com uma mudança de foco. A investigação
foi durante largos anos focada na perspetiva de sistema, assumindo que eventual-
mente a análise de conteúdo seria suficiente e que os programas mais complexos
seriam capazes de reconhecer conteúdos audiovisuais da mesma forma que os uti-
lizadores comuns, permitindo substituí-los e retirá-los dos processos associados às
tarefas pretendidas. No entanto, investigação mais recente tem analisado com maior
ênfase o feedback dos utilizadores nos processos de recuperação de informação, consi-
derando os sistemas como um meio para a melhoria das capacidades de pesquisa na
exploração e visualização dos conteúdos multimédia. A recolha de feedback dos utili-
zadores representa assim uma fonte de validação e indicação de melhoramentos que
não poderia ser obtida através da perspetiva inicial. Torna-se necessário conceber e
desenvolver meios adequados à extração de características, indexação, exploração e
visualização em tempo-real para suportar sistemas interativos com interfaces intui-
tivas e exploratórias, respeitando tempos de resposta aceitáveis.
Estamos habituados a exprimir as nossas interrogações utilizando palavras em
vez de imagens ou excertos musicais, principalmente porque os sistemas de pesquisa
atuais foram concebidos para a inserção de texto e não para a apresentação de exem-
plos. Investigação recente focou-se na relação existente entre descrições textuais e
características visuais de forma a melhorar a anotação automática de fotos e desco-
berta de tópicos. Através de uma análise estatística complexa, as palavras textuais
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e características visuais co-ocorrentes podem ser associadas e agrupadas para en-
contrar conceitos semânticos latentes em bases de dados multimédia. Avanços nesta
linha de investigação têm permitido melhoramentos na propagação de tags em cole-
ções de larga-escala; na depuração de dicionários, eliminando palavras frequentes e
irrelevantes; na pesquisa de imagens inicialmente sem qualquer tipo de descrições ou
informação pesquisável por texto; e na descoberta de novas ligações e “comunidades”
de recursos multimédia que não seriam visíveis através de um agrupamento baseado
apenas nos metadados existentes. A análise de conteúdo multimédia permite tam-
bém considerar cenários de fusão de pesquisas, onde resultados textuais e visuais
são combinados de forma a obter novas respostas passíveis de conter elementos mais
interligados e diversos do que as respostas baseadas apenas num único tipo de infor-
mação.
Apesar da investigação já efetuada na área de pesquisa por conteúdo ao longo
dos últimos anos, ainda não existem sistemas capazes de compreender os recur-
sos multimédia da mesma forma que um indivíduo comum. No entanto, surgiram
desenvolvimentos recentes focados na estratégia de recuperação transversal de infor-
mação [RCPC+10], onde texto e imagem são inicialmente correlacionados de forma
a produzir resultados diferentes dos obtidos com fusões de listas de resultados uni-
modais em fases posteriores do processo de pesquisa.
Os avanços nas capacidades de armazenamento permitem a existência de cole-
ções multimédia massivas, com milhões de documentos. O acesso a esta informação
permite a execução de tarefas que de outra forma poderiam ser extremamente mo-
rosas ou até mesmo impossíveis caso fossem executadas de forma manual [DJLW08].
A tarefa de geração de cenas, onde as fotos são enriquecidas com partes de outras
imagens, requer a análise de secções visuais muito semelhantes existentes em outras
imagens para substituição na original [HE07]. Dada uma coleção suficientemente
grande de fotos e algoritmos de similaridade adequados, esta tarefa torna-se acessí-
vel já que a probabilidade de encontrar segmentos de imagem convincentes aumenta
com o número de recursos disponíveis e com a diversidade de escolha.
Duas tarefas quotidianas importantes que se baseiam em conceitos multimédia
são designadas por anotação de imagens e ilustração de texto (esta última por vezes
designada como “ilustração de histórias”). Enquanto que a primeira tarefa está rela-
cionada com a intenção de encontrar descrições textuais adequadas para o conteúdo
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de cada imagem, a segunda tarefa foca-se no problema inverso, isto é, dado um
documento de texto, pretende-se encontrar uma ou mais imagens adequadas para
o enriquecer. Este enriquecimento de informação poderá ser obtido através do en-
quadramento visual das fotos, cativando o leitor, e pelo reforço exemplificativo das
ações descritas no texto, facilitando a sua interpretação. Ambas as tarefas dependem
de uma extração e descrição corretas dos conteúdos multimédia, acompanhadas por
métodos adequados de indexação, determinação de similaridade e correlação entre
conteúdos textuais e visuais.
A tarefa de ilustração automática de conteúdo textual é condicionada pela resolu-
ção de dois grandes desafios. O primeiro está relacionado com a pesquisa de grandes
coleções de conteúdos multimédia, de forma a produzir bons resultados em domínios
generalizados. Um cenário exemplificativo é a ilustração de textos jornalísticos, onde
os eventos relatados nas notícias podem abranger um conjunto extremamente diver-
sificado de tópicos como política, guerra, temas sobre a educação ou entretenimento.
O segundo desafio, ainda mais significativo, é a necessidade de ultrapassar o fosso
semântico [SWS+00], a separação existente entre os conceitos de alto-nível da mente
humana e as características de baixo-nível extraídas das imagens, como cor e textura.
Jornalistas que preparam os seus artigos noticiosos, “bloggers” que colocam di-
ariamente conteúdo nos seus sítios web pessoais, famílias que gerem coleções de
fotos das viagens e férias, a preparação de histórias educativas para crianças ou ilus-
trativas para idosos são apenas algumas das instâncias da tarefa apresentada que
podem beneficiar substancialmente de desenvolvimentos nas técnicas de ilustração
automática de textos com recurso a sistemas de recuperação de informação multi-
média. Além disso, considerando a existência do fosso semântico e o facto de que
o desempenho destes sistemas deve ser também avaliado pelos utilizadores finais,
uma abordagem centrada nos utilizadores torna-se importante na medida em que
beneficia das capacidades destes para guiar o sistema.
Joshi et al. [JWL06] apresentaram abordagens não-supervisionadas para a ilus-
tração automática de textos, onde palavras-chave são extraídas das descrições das
fotos e usadas para a pesquisa sobre uma pequena base de dados de imagens, sendo
utilizado posteriormente um esquema de ordenamento de imagens baseado em ca-
racterísticas visuais elementares extraídas paralelamente, aquando da indexação dos
conteúdos multimédia. Delgado et al. [DMC10] abordaram também a tarefa de se-
5
Introdução
leção de imagens em função de um texto apresentado, mas a sua vertente de in-
vestigação foca-se na ilustração de histórias. Nesta variante da tarefa, o objetivo é
descrever da forma mais aproximada e clara possíveis as ações e fluxo do conteúdo
textual para aumentar a compreensão visual do contexto, sendo este um objetivo
relevante na elaboração de histórias infantis e na apresentação de notícias a utiliza-
dores idosos com necessidades específicas de aquisição de conhecimento.
1.2 Tese
A tarefa de ilustração de textos baseada em recuperação de informação multimé-
dia, envolvendo interrogações textuais semanticamente ricas e respostas compostas
por conjuntos contextualmente relevantes de imagens como desenhos simplificados
e fotos de alta qualidade, pode ser executada com tempos de resposta adequados e
recursos de hardware bem dimensionados através de um processo de pesquisa trans-
versal usando algoritmos avançados de extração, descrição, indexação e pesquisa de
recursos multimédia orientados ao conteúdo.
O trabalho apresentado segue a abordagem principal de ilustração de textos,
isto é, o propósito de auxiliar os criadores de conteúdos a enriquecê-los com os
recursos multimédia disponíveis, não havendo uma necessidade específica de me-
lhorar a sua compreensão ou criar redundância entre o conteúdo textual e o vi-
sual. O sistema desenvolvido tira partido de descritores avançados de conteúdo vi-
sual, métodos de indexação para pesquisa aproximada, e reordenação de resultados
com base em recuperação transversal de informação multimédia em coleções de
larga-escala. Este sistema foi desenvolvido ao longo de todo o processo de investi-
gação, passando por várias iterações que resultaram em publicações e demonstra-
ções [CR10, CR11c, DCNR12, CDR13].
O processo de ilustração de textos é exemplificado na Figura 1.1. O utilizador
fornece ao sistema fragmentos de texto e obtém como resposta uma lista de imagens
recomendadas para ilustrar esses mesmos excertos. Não se limitando a uma simples
resposta, o processo permite ainda um refinamento interativo dos resultados, quer
através da reordenação dos mesmos com base nas suas características visuais, quer




Figura 1.1: O processo de ilustração de textos
1.3 Metodologia
A coleção multimédia principal utilizada para a investigação desenvolvida, no-
meadamente a coleção fotojornalística SAPO-Lusa, contendo 1.5 milhões de fotos
e respetivas descrições fornecidas pela Agência Lusa ao SAPO, é regularmente pes-
quisada por jornalistas e pelo público em geral. Tirando partido do acesso a esta
coleção representativa de um caso de uso válido para a tarefa abordada, foi conce-
bido um sistema de ilustração de texto capaz de lidar com coleções de larga-escala
e seguindo metodologias de desenvolvimento e avaliação focados nas perspetivas de
desempenho e qualidade dos resultados produzidos.
Do ponto de vista técnico, a escolha de algoritmos efetuada, a combinação de
métodos de recuperação transversal de informação e a integração de tecnologias de
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estado da arte permitiram lidar com os pontos críticos de escalabilidade e desem-
penho apresentados pela tarefa e coleção de dados adotada. Do ponto de vista dos
utilizadores, a satisfação com os resultados obtidos foi avaliada através de ground-
truth e crowdsourcing, permitindo validar as metodologias e abordagens adotadas
para a resolução da tarefa no cenário de utilização especificado.
Primeiramente foi desenvolvida uma plataforma de avaliação para a realização
de experiências e testes comparativos em coleções de imagens médicas e fotos ge-
néricas. Mais especificamente, foram testados descritores visuais globais na coleção
IRMA-2007 (11.000 radiografias) e na coleção MIRFlickr-25k (25.000 fotos). A uti-
lização de coleções pertencentes a domínios tão distintos permitiu observar a infor-
mação extraída pelos descritores, a sua adequação e desempenho face a imagens
com propriedades visuais distintas, e o impacto da combinação de informação para
determinação da similaridade entre imagens. Os descritores globais revelaram um
desempenho superior na coleção médica, dado o ambiente controlado: fundo neutro,
objetos de interesse centrados na imagem e características visuais distintas entre
classes. Na coleção de fotos genérica, o desempenho dos descritores manteve-se acei-
tável apesar do ambiente não controlado em que foram obtidas. Foi possível obter
imagens visualmente similares em contextos distintos, dado que a análise global de
conteúdo visual não considera informação textual semântica ou de reconhecimento
visual de objetos. Dado que se pretende a recuperação de informação multimédia
em larga-escala sem a utilização de elevados recursos de hardware, a escolha de des-
critores globais provou ser a mais acertada, apresentando um compromisso entre
desempenho e qualidade dos resultados produzidos.
Baseado nos resultados obtidos no decorrer do trabalho preliminar, assim como
na literatura existente sobre o estado da arte em recuperação de informação multi-
média, foram escolhidas abordagens específicas para investigação e integração nos
protótipos desenvolvidos. O foco no problema específico de ilustração automática de
textos jornalísticos e o acesso à coleção SAPO-Lusa permitiu a análise e exploração
de uma coleção multimédia de larga-escala com a respetiva extração, descrição e
indexação da informação disponível através de métodos avançados.
Os protótipos desenvolvidos permitiram uma recolha de feedback sobre o desem-
penho e qualidade dos resultados, validação das funcionalidades disponibilizadas e
tempos de resposta pretendidos. Este feedback foi essencial para validar um aspeto
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crucial da tese aqui apresentada, nomeadamente a influência positiva da informa-
ção visual no processo de ilustração de texto face à abordagem tradicional baseada
apenas nos metadados e conteúdo textual disponível em legendas ou tags. Ao longo
deste processo, os protótipos processaram coleções de tamanho crescente, permitindo
assim um acompanhamento da evolução dos aspetos de larga-escala e de respostas
em tempo aceitável, de forma a permitir a obtenção de um sistema de ilustração
de texto capaz de estabelecer rapidamente a similaridade entre milhões de recursos
multimédia.
O processo de avaliação de resultados é extremamente importante nas metodo-
logias de recuperação de informação multimédia, dada a natureza imprecisa das
tarefas. Representa assim um problema complexo perante a necessidade de garantir
tempos de execução adequados e uma utilização regrada dos recursos de hardware
disponíveis (avaliação de desempenho), bem como a satisfação das necessidades de
informação específicas de cada utilizador, o que evidencia uma avaliação persona-
lizada e que considere o utilizador como iniciador da interrogação e indicador de
relevância dos resultados gerados (avaliação qualitativa).
Na tarefa de ilustração de conteúdos textuais, o utilizador desempenha um pa-
pel importante na validação dos sistemas de recuperação de informação multimédia.
A metodologia apresentada contempla este aspeto, traduzindo-se na realização de
tarefas de avaliação por crowdsourcing e análise dos tempos de resposta médios das
várias funcionalidades disponibilizadas aos utilizadores, as quais permitiram deter-
minar e melhorar o desempenho e usabilidade dos protótipos.
O trabalho desenvolvido foi apresentado e discutido em várias conferências e
workshops, com ênfase na demonstração de funcionalidades de pesquisa multimé-
dia e avaliação de resultados com base no feedback dos utilizadores, preparação e
manutenção de groundtruth. Algumas das coleções utilizadas pertencem ao domínio
público, o que permitiu comparações diretas e indiretas dos avanços alcançados ao
longo da investigação efetuada.
O desenvolvimento foi efetuado de forma iterativa, com acompanhamento cons-
tante para garantir que os objetivos estabelecidos seriam alcançados. Os pontos de
situação mais críticos, após o desenvolvimento de cada protótipo, validaram as afir-
mações que compõem a tese apresentada e permitiram a análise do feedback obtido
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até ao momento, estabelecendo prioridades para as fases de investigação e desenvol-
vimento subsequentes.
Os protótipos iniciais foram alvo de uma avaliação essencialmente focada na
comparação dos diferentes descritores e estratégias de pesquisa associadas. Após o
acesso e utilização de coleções multimédia de maior escala, foi possível determinar
o comportamento dos algoritmos adotados e respetivos melhoramentos a nível dos
tempos de resposta, com a possibilidade de efetuar um elevado número de pesquisas
paralelas. O impacto do recurso a técnicas de indexação para pesquisa aproximada
foi também observado, dado que através desta abordagem são efetuadas apenas
comparações de similaridade com os candidatos mais prováveis. Com base nos de-
sempenhos obtidos, foi explorada também a vertente de exploração de coleções de
larga-escala com base em imagens-exemplo. Desta forma, o processo sequencial de
ilustração de fragmentos de texto seguido da reordenação dos resultados ou explo-
ração interativa da coleção disponibiliza aos utilizadores uma forma mais rica de
execução da tarefa abordada.
A avaliação de desempenho do sistema contempla a componente técnica da plata-
forma desenvolvida. Esta faceta da avaliação considera não apenas os tempos de res-
posta das interrogações lançadas, mas também as necessidades de armazenamento
e processamento associado à indexação e pesquisa da informação. Existem vários
pontos a considerar em todo o processo de recuperação de informação, de forma a
disponibilizar a capacidade de pesquisa de coleções de larga-escala em tempo útil.
Esta avaliação permite ainda validar as escolhas tecnológicas efetuadas e determinar
a complexidade real dos algoritmos considerados.
A avaliação dos resultados obtidos considera a validação face à existência de
groundtruth, e ao feedback dos utilizadores. Os testes efetuados permitiram recolher
dados relativamente à qualidade dos resultados face a necessidades de informação
específicas, bem como orientar a interface de utilizador concebida e as funcionali-
dades disponibilizadas. Foi considerado um número elevado de avaliadores no teste
de crowdsourcing, teste esse projetado para ser simples, intuitivo e isento, não for-
necendo pistas que revelassem os algoritmos testados.
Posteriormente, os conceitos definidos e abordagens adotadas foram aplicados ao
domínio da recuperação de informação musical, nas tarefas de criação de playlists e
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exploração de grandes coleções de conteúdo áudio. Desta forma, foi possível validar
a transversalidade das técnicas propostas e demonstrar a aplicabilidade do processo
de recomendação e exploração de conteúdo multimédia a domínios distintos.
1.4 Contribuições e publicações
As principais contribuições deste trabalho incidem sobretudo na componente de
pesquisa em larga-escala usando recursos limitados, isto é, quando a dimensão das
coleções utilizadas ultrapassa significativamente a capacidade de processamento e
pesquisa em série mantendo tempos de resposta adequados às tarefas em questão:
• Apresentação de uma abordagem de recuperação de informação multimédia
adequada ao processamento, gestão e pesquisa da informação em larga-escala
usando recursos limitados, para a execução de tarefas de ilustração de textos
e pesquisa interativa de coleções de imagens;
• Demonstração da transversalidade da abordagem a domínios visualmente dis-
tintos, como imagens médicas, fotojornalísticas ou de âmbito geral, bem como
tarefas usando recursos distintos, como geração de playlists com base no con-
teúdo áudio das músicas;
• Análise do impacto da aplicação de filtros de abstração, diminuindo a infor-
mação necessária para a determinação de similaridade entre imagens, o que
contribui para a redução das necessidades de armazenamento e processamento
das coleções de larga-escala a pesquisar.
1.4.1 Publicações
O trabalho desenvolvido traduziu-se em várias publicações em conferências e
workshops estabelecidas na área de recuperação de informação multimédia, com
contribuições na pesquisa em larga-escala, ilustração de texto e avaliação com utili-
zadores:
• Impacto dos Filtros de Abstração no Reconhecimento Facial em
Imagens (Pedro Pontes, Filipe Coelho e Cristina Ribeiro, Simpó-
sio INFORUM, 2013): O reconhecimento facial em imagens constitui uma
área de investigação em aberto, principalmente se considerarmos situações de
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captura de imagens não-controladas. Os filtros de abstração atuam como fer-
ramentas de remoção de informação redundante existente nas imagens. Foi
desenvolvido um sistema de reconhecimento facial de personalidades, baseado
em código aberto, onde é utilizada a abstração de imagens juntamente com
tarefas de pré-processamento paralelas, de forma a analisar o seu impacto no
processo de reconhecimento. A avaliação foi efetuada com recurso à coleção
de imagens Labeled Faces in the Wild, sob duas perspetivas, Closed-set Iden-
tification e Image Retrieval, e utilizando nove cadeias de pré-processamento
de imagens distintas. Os resultados demonstram que a aplicação de filtros de
abstração no processo de reconhecimento resulta no compromisso entre a di-
minuição dos requisitos de armazenamento das imagens e a ligeira redução da
eficácia da identificação. A deteção e segmentação das faces presentes nas ima-
gens revelou ser a etapa de pré-processamento com maior importância para
um reconhecimento eficaz. O desempenho foi avaliado através dos algoritmos
Eigenfaces, Fisherfaces e Local Binary Patterns Histograms, tendo o último
revelado o melhor desempenho em termos globais.
• Juggle: Large-scale Discovery in Music Recommendation (Filipe
Coelho, José Devezas e Cristina Ribeiro, International Conference
on Open research Areas in Information Retrieval, 2013): Today’s
offer of audio content exceeds the human capability of manually searching da-
tasets with hundreds of songs, demanding automated tools capable of handling
music recommendation when faced with large-scale collections. In this work,
we address the playlist generation and song discovery tasks with large-scale
datasets. It is possible to quickly obtain playlists and explore collections with
example-based queries using audio features, lyrics and tags. We developed a
music discovery prototype to demonstrate this content based approach. This
demo is based on the Million Song Dataset, a large-scale collection of audio
features and associated text data comprising almost 300 GB of information.
• Large-scale Crossmedia Retrieval for Playlist Generation and Song
Discovery (Filipe Coelho, José Devezas and Cristina Ribeiro, In-
ternational Conference on Open research Areas in Information Re-
trieval, 2013): Today’s offer of audio content exceeds the human capability
of manually searching datasets of hundreds of songs, demanding automated
tools to aid in music recommendation when faced with large-scale collections.
Collaborative filtering recommenders rely on user feedback, facing limitations
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when there is a lack of users or a bias for certain popular genres, enclosing
users in an information bubble. Content-based analysis is a reliable source of
audio similarity, as seen in music classification, but proper indexing and retri-
eval methods are required to effectively use it in highly interactive tasks. In
this work, we address the playlist generation and song discovery tasks with
large-scale datasets. Using audio features, lyrics and tags, it is possible to
quickly generate playlists and explore collections with example-based queries.
We demonstrate the use of approximate indexing and crossmedia reranking for
creating playlists, as well as mapping content-based similarity to textual repre-
sentations that can be handled by information retrieval libraries. We explored
the feasibility of this content-based approach in the Million Song Dataset, a
large-scale collection of audio features and associated text data comprising
almost 300GB of information. The proposed strategy can be used independen-
tly as a content-based music retrieval system, and as a component for hybrid
recommender systems.
• Image Abstraction in Crossmedia Retrieval for Text Illustration
(Filipe Coelho and Cristina Ribeiro, European Conference on In-
formation Retrieval, 2012): Text illustration is a multimedia retrieval
task that consists in finding suitable images to illustrate text fragments such
as blog entries, news reports or children stories. In this paper we describe a
crossmedia retrieval system which, given a textual input, selects a short list of
candidate images from a large media collection. This approach makes use of a
recently proposed method to map metadata and visual features into a common
textual representation that can be handled by traditional information retrieval
engines. Content-based analysis is enhanced by visual abstraction, namely the
Anisotropic Kuwahara Filter, which impacts feature information captured by
the Joint Composite and Speeded Up Robust Features visual descriptors. For
evaluation purposes, we used the well-established MIRFlickr photo collection,
with 25,000 photos and user tags collected from Flickr as well as manual an-
notations provided as image retrieval groundtruth. Results show that image
abstraction can improve visual retrieval as well as significantly reduce proces-
sing and storage requirements, even more when paired with Google’s WebP
image format. We conclude that applying a visual rerank after an initial text
retrieval step improves the quality of results, and that the adopted text map-




• Studying a Personality Coreference Network in a News Stories
Photo Collection (José Devezas, Filipe Coelho, Sérgio Nunes and
Cristina Ribeiro, European Conference on Information Retrieval,
2012): We build and analyze a co-reference network based on entities from
photo descriptions, where nodes represent personalities and edges connect pe-
ople mentioned in the same photo description. We identify and characterize
the communities in this network and propose taking advantage of the context
provided by community detection methodologies to improve text illustration
and general search.
• Automatic Illustration with Crossmedia Retrieval in Large scale
Collections (Filipe Coelho and Cristina Ribeiro, International Con-
ference on Content Based Multimedia Indexing, 2011): In this paper,
we approach the task of finding suitable images to illustrate text, from specific
news stories to more generic blog entries. We have developed an automatic
illustration system supported by multimedia information retrieval, that analy-
zes text and presents a list of candidate images to illustrate it. The system
was tested on the SAPO-Lusa media collection, containing almost two million
images with short descriptions, and the MIRFlickr-25k collection, with photos
and user tags from Flickr. Visual content is described by the Joint Compo-
site Descriptor and indexed by a Permutation-Prefix Index. Illustration is a
three-stage process using textual search, score filtering and visual clustering.
A preliminary evaluation using exhaustive and approximate visual searches de-
monstrates the capabilities of the visual descriptor and approximate indexing
scheme used.
• Dpikt - Automatic Illustration System for Media Content (Filipe
Coelho and Cristina Ribeiro, International Workshop on Content-
Based Multimedia Indexing, 2011): Journalists and bloggers need to
find useful images to illustrate news stories and blog entries with high qua-
lity photos. The dpikt text illustration system uses multimedia information
retrieval to assist this content enrichment task. Users query the system with
text fragments and get collections of candidate photos. Images in the results
can be visually sorted according to a selected photo, or be used as a seed for
interactive searches over the entire collection. Dpikt incorporates a recent vi-
sual descriptor, the Joint Composite Descriptor, and an approximate indexing
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scheme designed for large-scale image collections, the Permutation-Prefix In-
dex. We have used the SAPO-Lusa large-scale news stories photo collection,
containing almost two million high quality photos with short descriptions, as
the resource for the illustration task.
• Characterization of the SAPO-Lusa news stories photo collection
(Filipe Coelho and Cristina Ribeiro, Technical Report, 2011): The
SAPO-Lusa news stories photo collection is a multimedia collection contai-
ning approximately 1.5 million journalistic photos accompanied by short news
descriptions. It covers 85 years of portuguese photojournalism and provides
a broad overview of national and international events. The database contains
medium-size photos, thumbnails, and all the available metadata, including the
news descriptions, titles and manually added tags. The available resources
are valuable for multimedia retrieval tasks such as automatic text illustration,
cross-media retrieval and content based search.
• Hierarchical Medical Image Annotation Using SVM-based Appro-
aches (Igor Amaral, Filipe Coelho, Joaquim Costa and Jaime Car-
doso, International Conference on Information Technology and
Applications in Biomedicine, 2010): Automatic image annotation or
image classification can be an important step when searching for images from
a database. Common approaches to medical image annotation with the Image
Retrieval for Medical Applications (IRMA) code make poor or no use of its
hierarchical nature, where different dense sampled pixel based information
methods outperform global image descriptors. In this work we address the pro-
blem of hierarchical medical image annotation by building a Content Based
Image Retrieval (CBIR) system aiming to explore the combination of three
different methods using Support Vector Machines (SVMs): first we concate-
nate global image descriptors with an interest points Bag-of-Words (BoW) to
build a feature vector; second, we perform an initial annotation of the data
using two known methods, disregarding the hierarchy of the IRMA code, and
a third that takes the hierarchy into consideration by classifying consecutively
its instances; finally, we make use of pairwise majority voting between methods
by simply summing strings in order to produce a final annotation. Our results
show that although almost all fusion methods result in an improvement over
standalone classifications, none clearly outperforms each other. Nevertheless,
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these are quite competitive when compared with related works using an iden-
tical database.
• Evaluation of Global Descriptors for Multimedia Retrieval in Me-
dical Applications (Filipe Coelho and Cristina Ribeiro, Interna-
tional Conference on Database and Expert Systems Applications,
2010): In this paper, global descriptors from MPEG7, GIST and Compact
Composite Descriptors are evaluated for image retrieval in the IRMA-2007
medical collection. This evaluation tests descriptors using every image from
each class instead of a small group of representative images. The evaluation
results obtained by Mean-Average Precision (MAP) and precision@N indicate
that MPEG7 EH, GIST and Fuzzy BTDH outperform the other global descrip-
tors analyzed by a large margin, even more when combined by late-fusion rank
aggregation. A multimedia retrieval evaluation system was developed to sup-
port the experiment and offers the possibility of textual, visual and combined
searches over the medical collection.
• Temporal Analysis of Terms in Blogs (Filipe Coelho, Doctoral Sim-
posium on Informatics Engineering, 2009): Blogs are becoming extre-
mely popular, revealing the most relevant topics for their social communities
on a daily basis. The work presented here has focused on the temporal analy-
sis of terms usage in blogs, specifically the Portuguese SAPO Blogs collection,
to find the most relevant terms occurred during the first half of 2008. The
gathered information was stored and processed by means of a data warehouse,
which facilitated the necessary calculations for terms analysis by the relevance
and interestingness ranking algorithms. Term clouds were used to show the
comparison between these algorithms, allowing us to quickly determine that
interestingness ranking produced the best results for this collection.
1.5 Estrutura da Tese
O documento apresentado encontra-se organizado em 7 capítulos:
• Introdução (capítulo atual);




• Extração de informação, incluindo as coleções de dados usadas, descritores
multimédia usados, e o processo de abstração de imagens (capítulo 3);
• Recuperação em coleções de larga-escala, com ênfase na pesquisa aproximada
e transversal de informação multimédia (capítulo 4);
• Implementação da solução apresentada, com detalhes sobre as estratégias ado-
tadas, desenvolvimento dos protótipos e respetiva avaliação de resultados (ca-
pítulo 5);
• Aplicação dos conceitos de pesquisa em larga-escala à área de recuperação
de informação musical, com ênfase na recomendação e descoberta de músicas
(capítulo 6);
• Conclusões sobre a investigação efetuada, com uma discussão geral sobre as





Uma visão geral sobre recuperação
multimédia
“If you know the enemy and know yourself, you need not fear the
result of a hundred battles.”
Sun Tzu, The Art of War
O objetivo da recuperação de informação multimédia (RIM) é facilitar a captura,
armazenamento, pesquisa e utilização de conteúdos digitais no quotidiano [LSDJ06].
Apesar de as pesquisas tradicionais se restringirem a informação apenas textual, os
métodos de pesquisa baseados no conteúdo são necessários quando não existem des-
crições ou metadados, ou mesmo quando estes estão incompletos. Os pressupostos
iniciais da investigação nesta área sugeriam que as características de baixo nível
diretamente extraídas dos recursos seriam suficientes para aumentar a precisão e
relevância dos resultados produzidos e evidenciar aspetos importantes das coleções
multimédia processadas. Inteligência artificial, teoria da otimização, visão computa-
cional e reconhecimento de padrões são apenas algumas das áreas que influenciaram
significativamente os fundamentos matemáticos usados em recuperação de informa-
ção multimédia.
O trabalho inicialmente desenvolvido em RIM baseou-se essencialmente em con-
ceitos de visão computacional; por exemplo, na pesquisa de conteúdos vídeo o foco
estava colocado na deteção robusta de limites entre cenas. Perante os resultados
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obtidos, rapidamente os investigadores se aperceberam de que a similaridade en-
tre documentos baseada apenas nas características de conteúdo não era suficiente.
Houve a necessidade de criar sistemas capazes de compreender ambas as verten-
tes, nomeadamente a riqueza semântica contida nos dados e metadados textuais e
as características audiovisuais extraídas do conteúdo multimédia. A existência do
fosso semântico é ainda hoje um obstáculo que envolve investigação contínua na sua
resolução. No entanto, os avanços obtidos pela análise de conteúdo permitiram o
desenvolvimento de sistemas capazes de determinar a similaridade em vários domí-
nios, como a pesquisa em bases de dados de logótipos e de conteúdos musicais para
deteção de infrações de patentes, por exemplo.
Os sistemas de RIM carecem de foco em dois aspetos importantes das necessida-
des de informação apresentadas pelos utilizadores: a pesquisa transversal por conteú-
dos interligando os diferentes tipos de média com o texto existente, e a possibilidade
de exploração de coleções de larga-escala baseada em exemplos, com respostas em
tempo útil e usando recursos de hardware limitados. Infelizmente, os sistemas atuais
ainda não são capazes de compreender vocabulários de grandes dimensões criados
pelas comunidades de utilizadores (designados por folksonomias), e responder com
elevado grau de satisfação às interrogações fornecidas pelos mesmos. Desta forma,
alguns tópicos de investigação adquirem uma prioridade elevada de forma a ultra-
passar eventualmente o fosso semântico e tornar os sistemas de RIM acessíveis para
uso diário pelos consumidores e indústria. Estes tópicos são a computação centrada
no utilizador, a exploração de características multimédia de mais alto nível, a aná-
lise de novos tipos de média, a pesquisa exploratória e a avaliação de sistemas RIM
do ponto de vista não apenas técnico, mas também de satisfação com os resultados
obtidos.
2.1 Compilações
Datta et al. elaboraram uma compilação detalhada de artigos [DJLW08] apresen-
tando o estado da arte na recuperação de informação baseada em conteúdo (RIBC).
O uso de semânticas de alto nível na pesquisa de imagens é também discutido por
Liu et al [LZLM07].
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Um painel de investigadores [HLMS08] discutiu a importância da recuperação de
informação multimédia e as dificuldades que representam um obstáculo à sua ado-
ção no quotidiano. Vários tópicos foram abordados, principalmente a necessidade de
“aplicações de topo”, ou “killer applications”. Kankanhalli et al.[KR08] analisaram o
impacto das aplicações existentes de RIM e as tendências de investigação que estão a
influenciar os trabalhos atuais e futuros. Hanjalic et al.[HLMS08] apresentaram uma
discussão alargada sobre o facto de a pesquisa multimédia, apesar da sua crescente
importância, não ter ainda encontrado a sua verdadeira identidade e propósito na
atual sociedade de informação.
Heesch[Hee08] demonstrou vários modelos para a exploração de documentos mul-
timédia baseada no conteúdo, descrevendo métodos tradicionais de recuperação cen-
trada nos metadados assim como métodos inovadores suportados por redes de si-
milaridade NNk (“nearest neighbors”). Disponibilizou também uma compilação de
publicações bastante completa sobre modelos de interação e feedback de relevância
em pesquisa de conteúdos visuais [HR07]. Kennedy et al.[KCN08] conduziram um
inquérito alargado sobre estratégias de pesquisa adaptativas em domínios de aplica-
ção variados, onde os mecanismos internos de recuperação usados para a obtenção
de resultados se adaptam em resposta à previsão antecipada das necessidades de
informação de cada utilizador, com base nas suas interações prévias com o sistema.
Vasconcelos[Vas07] apresenta uma visão sobre a evolução dos sistemas de recupera-
ção, principalmente através da utilização de características de baixo nível e a sua
combinação de forma a extrair conhecimento dos documentos analisados, nomeada-
mente imagens e vídeos.
A recuperação de informação multimédia representa uma área de investigação
extremamente diversa e englobando uma variedade considerável de tipos de dados,
problemas de investigação e diferentes metodologias de extração, descrição, inde-
xação e pesquisa de resultados. Wang et al.[WBDB+06] discutiram a importância
desta mesma diversidade para o crescimento da investigação na área. Jaimes et
al.[JCG+05] responderam a várias questões sobre o que define o conceito de pes-
quisa multimédia, a forma como a recuperação multimédia é diferente dos restantes
tipos de recuperação de informação, os desafios técnicos mais significativos na área,
as aplicações de topo, oportunidades de investigação e direções futuras para explo-
ração.
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2.2 Recuperação textual e visual
Wang et al. [WZZ08] abordaram o problema da existência de um fosso semân-
tico [HLES06] entre as características visuais de baixo nível e os conceitos semânticos
de alto nível, um dos obstáculos mais críticos na pesquisa de imagens. Guiada pela
informação textual que normalmente acompanha imagens presentes em sítios web,
a plataforma proposta tenta adquirir uma medida de distância no espaço visual per-
mitindo posteriormente usar essa medida para encontrar resultados semanticamente
similares a uma qualquer imagem fornecida como exemplo. Para atenuar o ruído
introduzido pela variedade de tags nas imagens, e de forma a utilizar totalmente a
informação textual disponível, é introduzido um modelo de texto ao nível dos tópicos
baseado em “Latent Dirichlet Allocation” para definir a semelhança semântica entre
pares de imagens. A medida de distância adquirida pode ser aplicada em ambos os
contextos, isto é, pesquisa de imagens por conteúdo ou anotação de imagens.
Uma formulação probabilística de anotação e pesquisa semântica de imagens foi
proposta por Carneiro et al. [CCMV07]. A anotação e recuperação de imagens são
abordados como tarefas de classificação, onde cada classe é definido como o conjunto
de imagens às quais foi atribuída uma etiqueta semântica comum. Foi demonstrado
que, ao estabelecer uma correspondência direta entre etiquetas e classes semânticas,
é possível obter um erro mínimo de probabilidade na anotação e recuperação de ima-
gens usando algoritmos conceptualmente simples e computacionalmente eficientes,
não exigindo uma segmentação semântica prévia das imagens usadas para treino. Os
benefícios de uma formulação supervisionada quando comparada com modelos mais
complexos e populares é exemplificada através de argumentação teórica e realização
de várias experiências.
Os desafios colocados pelos paradigmas de pesquisa baseada exclusivamente em
conteúdo textual e metadados tem inspirado uma investigação contínua na área de
recuperação de imagens por conteúdo. Além da necessidade de abordar a interação
com os utilizadores, nomeadamente através da especificação de palavras-chave ou
imagens exemplo para iniciar pesquisas visuais, os sistemas de recuperação de infor-
mação baseados no conteúdo têm de obrigatoriamente lidar com o fosso semântico
e com as limitações sensoriais existentes. Veltman et al. [VWN09] reavaliam abor-
dagens tradicionalmente aceites para lidar com estes problemas, e demonstram as
limitações inerentes à utilização de apenas uma dimensão dos dados (textual, visual,
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...) para a obtenção de resultados satisfatórios.
Stottinger et al. [SBP+09] evidenciam o facto de que tirar partido de estudos
com utilizadores com ênfase nos requisitos funcionais pode orientar a seleção de ca-
racterísticas visuais adequadas para os sistemas de pesquisa desejados. Os autores
testaram esta hipótese através de um estudo usado para melhorar um sistema de
recuperação de imagens jornalísticas apenas baseado em pesquisa textual. Um dos
resultados obtidos através dos comentários dos utilizadores permitiu concluir que
estes preferem características visuais compreensíveis e fáceis de especificar pelos pró-
prios jornalistas.
Leuken et al. [vLGOvZ09] propuseram métodos para a diversificação visual dos
resultados produzidos por pesquisas visuais. Os algoritmos de recuperação textual
procuram garantir a relevância contextual dos resultados, mas a similaridade (ou
variedade) visual é necessária para alargar o alcance das pesquisas efetuadas, sobre-
tudo em coleções e larga-escala.
Através da combinação de técnicas de modelação estatísticas recentes com as on-
tologias existentes no serviço WordNet, Datta et al. [DGLW07] apresentaram uma
abordagem promissora para a pesquisa de imagens utilizando um processo de ano-
tação automática de imagens como base de suporte.
Zheng et al. [ZG08] apresentaram uma analogia entre a pesquisa visual e a re-
cuperação de informação textual e propuseram uma abordagem baseada em “frases
visuais” para obter imagens contendo objetos específicos, ou seja, para efetuar pes-
quisa de objetos baseada em conteúdo. As frases visuais são definidas como pares de
segmentos locais adjacentes e co-ocorrentes, e construídas utilizando algoritmos de
“clustering”. Neste trabalho são também apresentados métodos para a construção de
frases visuais e respetiva indexação.
Nister et al. [NS06] aplicaram um esquema de reconhecimento de objetos es-
calável, indexando milhares de objetos. A eficiência e qualidade dos resultados foi
visível através de uma demonstração em tempo-real capaz de reconhecer capas de
cd’s de música num universo de 40.000 imagens de álbuns populares. O esquema
apresentado é baseado em técnicas de indexação de descritores locais extraídos de
regiões salientes das imagens, tornando-se assim robusto a ruído visual. Os descri-
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tores locais são quantizados hierarquicamente numas árvore de vocabulário, a qual
permite a utilização eficiente de vocabulários complexos e de grande dimensão. Foi
demonstrado que este esquema permite uma melhoria substancial nos resultados
produzidos por pesquisas de objetos em imagens. Uma característica importante da
árvore está relacionada com o facto de que esta define o nível de quantização. Desta
forma, a quantização e indexação estão totalmente integradas, combinando ambos
os processos no mesmo algoritmo. A qualidade de reconhecimento foi avaliada numa
coleção com um milhão de imagens para as quais já havia sido definido o groundtruth.
A investigação realizada na área de recuperação de informação multimédia tem
dado origem a novas sub-áreas de pesquisa, sendo uma delas a análise de emoções
produzidas pelas imagens, a pesquisa semântica emocional. Wang et al. [WH08] in-
troduziram esta perspetiva emergente à comunidade, apresentando uma visão geral
da investigação preliminar e plataformas já desenvolvidas. Neste campo foram dis-
cutidos três aspetos cruciais a abordar, nomeadamente a representação semântica
das emoções, a extração de características visuais relevantes, e a identificação de
emoções com base nas mesmas, sendo propostas algumas abordagens promissoras e
respetivos desafios.
A dimensão estética, no contexto da arte e fotografia, refere-se às características
de beleza presentes em imagens, sendo que a sua avaliação em todas as perspetivas
representa uma tarefa altamente subjetiva. Assim sendo, não existe ainda um pa-
drão unanimemente acordado para a determinação exata do valor estético de uma
imagem. Contudo, apesar da inexistência de regras bem definidas, existem algumas
características que podem ser definidas objetivamente e que se constatou estarem
fortemente ligadas à noção geral de beleza.
Datta et al. [DJLW06] abordaram a tarefa de inferir automaticamente a quali-
dade estética de fotos como um problema de aprendizagem computacional. Usando
como fonte de dados um sítio web de partilha de fotos com avaliação efetuada pelos
utilizadores, extraíram características visuais específicas baseando-se na sua própria
intuição e assumindo que as mesmas seriam suficientes para identificar fotos estetica-
mente agradáveis. Foram construídos classificadores automáticos usando algoritmos
de aprendizagem computacional, nomeadamente máquinas de vetores de suporte e
árvores de classificação. A técnica de regressão linear aplicada aos termos polinomi-
ais das características auxiliou a geração de pontuações em escalas numéricas. Esta
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abordagem explora a relação existente entre as emoções provocadas pelas imagens
em indivíduos, e as respetivas características de conteúdo. As potenciais aplicações
da capacidade de reconhecimento e avaliação de características visuais na perspetiva
estética podem influenciar positivamente a recomendação e pesquisa por conteúdo
de fotos.
Do ponto de vista da pesquisa cooperativa de imagens, Maree et al. [MDWG10]
apresentaram uma plataforma de recuperação de imagens preparada para casos con-
cretos onde os documentos se encontram distribuídos por múltiplos servidores. O
método proposto segue a abordagem de descrição de pontos de interesse e geração
de palavras visuais, mas utiliza estratégias de indexação randomizadas e independen-
tes das coleções analisadas. Desta forma, a pesquisa é efetuada por várias máquinas
sobre os dados associados, existindo partilha de resultados e cooperação na votação
para identificação dos candidatos mais relevantes. A similaridade visual entre ima-
gens é computada de forma distribuída, exigindo apenas uma quantidade mínima de
dados transferidos entre nós do grupo. As experiências efetuadas em vários tipos de
coleções de imagens demonstraram que a plataforma apresentada está apta a lidar
com coleções distribuídas e heterogéneas mantendo resultados considerados satisfa-
tórios pelos avaliadores.
2.3 Ilustração de texto e recuperação transversal
Joshi et al. [JWL06] apresentaram uma abordagem não- supervisionada para au-
xiliar a tarefa de ilustração automática de texto. O texto fornecido pelo utilizador
é analisado para deteção e extração de palavras-chave, as quais são usadas para
uma pesquisa textual inicial. Em seguida, é utilizado um esquema de pontuação de
imagens que combina os resultados da pesquisa textual com características visuais
rudimentares de baixo-nível. As anotações presentes nas imagens foram previamente
processadas com o auxílio do serviço online Wordnet, enquanto que as imagens são
comparadas entre si utilizando um esquema de reforço mútuo de similaridade. O
sistema implementado, designado por Story Picturing Engine (Figura 2.1) foi avali-
ado em coleções de pequena escala (centenas de imagens) através de um estudo com
utilizadores.
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Figura 2.1: Esquema do motor de ilustração “Story Picturing Engine” (detalhado
em [JWL04])
Al-Phine et al. [APBC+09] consideraram o processo de enriquecimento de con-
teúdos e pesquisa de informação multimédia propondo duas abordagens de processa-
mento híbrido de informação textual e visual, as quais podem ser diretamente gene-
ralizadas para cenários multimodais. Ambas as abordagens discutidas enquadram-se
na categoria de recuperação transversal de informação multimédia, auxiliadas por
feedback de relevância por parte dos utilizadores. A primeira abordagem propõe um
modelo de misturas de componentes agregados, efetivamente considerando-os como
um único conceito de relevância. Na segunda abordagem, são definidas similarida-
des transversais multimédia como uma agregação das similaridades monomodais dos
elementos agregados e o novo objeto multimodal. São também apresentadas as res-
petivas medidas de similaridade monomodal para texto e imagem, as quais servem
de base para as medidas de similaridade transversais propostas. Os autores argumen-
tam que uma grande variedade de tarefas de recuperação de informação multimédia
podem ser enquadradas por esta perspetiva genérica, nomeadamente tarefas como
anotação e legendagem de fotos, ilustração de textos, pesquisa multimédia e agru-
pamento de documentos (Figura 2.2). Para demonstração das potencialidades das
abordagens, são ainda apresentadas duas aplicações: um sistema de auxílio à ilustra-
ção de blogs sobre viagens, e um explorador de conteúdo multimédia existente na
Wikipédia.
2.4 Anotação de imagens
A anotação automática de imagens representa uma tarefa complexa, adquirindo
uma importância crescente face à existência de coleções multimédia de cada vez
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Figura 2.2: Cenários de aplicação para um sistema de recuperação transversal (detalhado
em [APBC+09])
maior escala. Lindstaedt et al. [LMS+09] descreveram técnicas de anotação auto-
mática auxiliadas por bases de dados de imagens anotadas de forma colaborativa.
Foram usados algoritmos de classificação para anotar imagens segundo um vocabu-
lário controlado, seguidos de uma fase de propagação de etiquetas pelas imagens
visualmente mais similares no seu conteúdo. As experiências realizadas com fotos
descarregadas do serviço online Flickr demonstraram o aumento de precisão e efi-
ciência dos métodos propostos, os quais também foram considerados por Wu et
al. [WYYH09] para propagar as etiquetas mais relevantes entre fotos do Flickr.
A inserção de etiquetas por utilizadores em sítios web com forte componente
social tem disponibilizado informação importante para análise e recuperação de in-
formação multimédia de grande escala. No entanto, os atuais sistemas de recomen-
dação baseiam-se apenas na modalidade de co-ocorrência de etiquetas, ignorando
por exemplo a correlação visual entre imagens. Nesse sentido, Wu et al.[WYYH09]
propuseram uma técnica de recomendação multimodal baseada em ambas as pers-
petivas (etiquetas e conteúdo visual), formulando a tarefa de sugestão e propagação
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de etiquetas como um problema de aprendizagem computacional.
Liu et al. [LHY+09] propuseram um esquema de pontuação de etiquetas, com
o objetivos de classificarem automaticamente as etiquetas associadas a uma deter-
minada imagem de acordo com a relevância ao seu conteúdo. As etiquetas são ha-
bitualmente associadas a uma imagem de forma aleatória, sem qualquer tipo de
informação sobre a sua relevância, o que limita a sua potencial eficácia na realização
de pesquisas e propagação das mesmas.
Wang et al. [WMGH09] apresentaram uma abordagem à tarefa de anotação auto-
mática de imagens combinando características globais, locais e contextuais segundo
um modelo de relevância transversal. Ao contrário dos métodos que até então utiliza-
vam exclusivamente um tipo de características, ignorando a informação contextual
presente em anotações e outros conteúdos textuais, a abordagem adotada conside-
rou as três fontes de informação existentes para descrever o significado semântico
existente nas fotos.
A técnica de saco de palavras visuais [NJT06] é uma técnica popular de repre-
sentação de imagens que tem sido utilizada para a tarefa de anotação automática
de conteúdo visual. Herve et al. [HB09] expandiram esta representação de forma a
incluir a noção de informação geométrica através do uso de pares de palavras visu-
ais. Foi demonstrado em algumas coleções de teste frequentemente utilizadas para
avaliação de desempenho que o impacto da utilização de palavras visuais para de-
teção de objetos melhorou significativamente o desempenho do sistema de anotação
automática concebido.
Com base nos pontos de interesse extraídos das zonas salientes de uma imagem,
esta pode ser descrita segundo o modelo de saco de palavras visuais, adequado à
tarefa de classificação de imagens. A escolha do tamanho, seleção e relevância das
palavras visuais definidas por este paradigma é crucial para o nível de desempenho
esperado durante a classificação, o que requer uma investigação aprofundada na
determinação dos valores mais significativos para cada coleção de dados. Dada a
analogia entre esta representação e a representação original do saco de palavras em
documentos de texto, Yang et al. [YJHN07] aplicaram técnicas habitualmente utili-
zadas em categorização de texto, incluindo atribuição de pesos a termos, remoção de
palavras frequentes, escolha de características, entre outras, de forma a gerar repre-
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sentações de imagens que variassem segundo estes pontos. O estudo disponibilizou
assim uma base empírica para a conceção de representações visuais mais robustas
para o reconhecimento.
A anotação de imagens tem sido um tema de investigação bastante ativo nos úl-
timos anos devido ao seu impacto significativo na compreensão de informação visual,
reconhecimento e pesquisa de imagens. Modelos existentes, baseados na relevância
probabilística da combinação de palavras e conteúdo visual co-ocorrente, tem sido
explorados na vertente de fusão de conteúdo multimédia. No entanto, a existência do
fosso semântico e a dependência criada na escolha das coleções de dados multimédia
analisados têm restringido o desempenho e escalabilidade deste tipo de modelos. Liu
et al. [LWL+07] propuseram um modelo dual de relevância multimédia transversal
concebido para a anotação automática de imagens, o qual permite estimar a pro-
babilidade conjunta baseada na expectativa das palavras em função de um léxico
previamente definido. Este modelo é baseado na relação entre imagens e palavras,
e na co-ocorrência das palavras visuais e textuais entre si, o que permite reforçar a
informação de co-ocorrência através das ligações multimédia intrínsecas.
A necessidade do desenvolvimento de métodos mais eficazes para a anotação de
imagens tem colocado sérios desafios aos investigadores desta área. A capacidade
de anotação automática por computadores pode originar avanços significativos em
vários domínios e tarefas, como a catalogação e pesquisa de conteúdos web em larga-
escala, a descrição automática de conteúdo em bases de dados médicas, jornalísticas
e pessoais, entre outros. Dada a forte ligação com as tarefas de reconhecimento e
aprendizagem automática, Liu et al.[LHY+09] desenvolveram novas técnicas de esti-
mativa e otimização para solucionar problemas comuns. Estas técnicas serviram de
base para o desenvolvimento de um protótipo de anotação de fotos, nomeadamente
o método de agrupamento D2, inspirado no algoritmos “k-means” e concebido para
agrupar objetos representados por vetores de palavras com pesos distintos, e a téc-
nica generalizada de mistura de modelos usando mapeamento local para dados não-
vetoriais.
Estudos iniciais demonstraram que a inferência automática de alto nível da quali-
dade estética de imagens é uma tarefa muito complexa. A capacidade de um sistema
efetuar essa avaliação provou ser de importância significativa para várias áreas. Nesse
sentido, Datta et al. [DLW08] definiram o “fosso estético”, numa alusão ao “fosso
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semântico” anteriormente definido pela comunidade de investigadores em pesquisa
de conteúdo visual, e apresentaram também tópicos essenciais para a resolução da
tarefa e inferência de emoções presentes em fotos genéricas. Foram também intro-
duzidas as questões-base para a investigação na área, bem como abordagens para a
resolução e avaliação dos problemas discutidos.
A anotação automática de imagens pode também ser abordada como a atribuição
de etiquetas a um conjunto de pixels de uma imagem, etiquetas essas que indicam
a presença de classes previamente estabelecidas num conjunto finito, conforme apre-
sentado por Dumont et al. [DMWG09]. O método proposto baseia-se na extração
de amostras visuais de um conjunto de imagens previamente anotado, de forma a
treinar um modelo de anotação de segmentos de imagens. Este modelo traduz-se
num conjunto de “árvores extremamente randomizadas”, concebido para lidar com
espaços vetoriais de grandes dimensões. A anotação do pixel de uma imagem é feito
com base na agregação das anotações das amostras visuais contendo esse pixel. Esta
abordagem foi comparada com outras mais básicas, que classificam um pixel com
base numa janela centrada no mesmo, e com métodos estatísticos mais complexos.
Relativamente à precisão, o método discutido apresentou vantagens claras relativa-
mente aos mais básicos, e um desempenho competitivo face aos mais complexos,
sendo mais genérico, conceptualmente mais simples e computacionalmente mais efi-
caz que estes últimos.
2.5 Larga-escala
Jegou et al. [JDSP10] propuseram uma abordagem para a pesquisa de imagens
em larga-escala, considerando simultaneamente três pontos essenciais: a precisão dos
resultados obtidos, a eficiência e desempenho do sistema, e a quantidade de informa-
ção presente nas representações visuais. É apresentado um algoritmo de agregação
de descritores visuais em vetores de dimensões reduzidas, podendo ser visto como
uma simplificação das representações com kernels Fisher. Foi demonstrado como
otimizar simultaneamente a escolha da dimensão dos vetores e das técnicas de in-
dexação, preservando a qualidade das representações existentes. Os testes efetuados
revelaram que a pesquisa de imagens foi significativamente acelerada sem grande
perda de desempenho, permitindo a recuperação de informação visual em coleções
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com milhões de fotos.
Descritores visuais locais como SIFT e SURF permitem a deteção de objetos
presentes em imagens com grande precisão e rapidez, mas exigem recursos computa-
cionais que limitam a sua eficácia em máquinas tradicionais, portáteis, e ainda mais
em dispositivos móveis. Nesse sentido, Calonder et al. [CLF+09] apresentaram me-
lhoramentos a integrar numa técnica baseada em classificação estatística de geração
de descrições visuais. Esta técnica, inicialmente concebida para produzir descrições
de uma forma muito rápida, exigia quantidades consideráveis de memória, tornando-
a desadequada para a sua utilização em dispositivos móveis. Foi demonstrado que
é possível explorar a esparsividade das descrições de forma a compactá-las, acelerar
a sua computação e reduzir significativamente a quantidade de memória necessária,
baseando-se na teoria de sensibilidade à compressão. A eficácia do método foi tam-
bém evidenciado através da sua incorporação em sistemas SLAM (”simultaneous
localization and mapping”).
Salakhutdinov et al. [SH09] demonstraram como efetuar a aprendizagem de um
modelo complexo baseado em grafos tendo por base os vetores de contagem de ter-
mos obtidos de um conjunto alargado de documentos. De acordo com os resultados
obtidos, os valores das variáveis latentes na camada mais profunda do modelo são
fáceis de inferir e providenciam uma representação mais rica de cada documento
do que a técnica mais comum de análise semântica latente. Quando a camada mais
profunda é forçada a usar um número relativamente pequeno de variáveis binárias,
o modelo de grafos efetua na realidade o que é designado por “semantic hashing”:
os documentos analisados são mapeados para endereços de memória de forma a
que documentos semanticamente semelhantes sejam colocados em endereços próxi-
mos. Desta forma, os documentos mais semelhantes a um documento-exemplo de
pesquisa podem ser encontrados nos endereços que difiram apenas alguns “bits” do
endereço atribuído ao documento-exemplo. Esta forma de propagar a eficiência dos
algoritmos de “hashing” à pesquisa aproximada é substancialmente mais rápida do
que aplicando a técnica de “locality sensitive hashing”, tradicionalmente aplicada
nestes contextos. Experiências subsequentes permitiram concluir que a filtragem dos
resultados obtidos por TF-IDF através desta técnica foram mais relevantes do que
os produzidos pela pesquisa inicial.
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A técnica de “Semantic Hashing” tem como objetivo a geração de códigos biná-
rios compactos representativos de documentos originais de forma a que a distância
de Hamming entre códigos esteja fortemente correlacionada com a similaridade se-
mântica. Weiss et al. [WTF08] demonstraram que o problema em encontrar a melhor
codificação para um dataset específico está diretamente relacionado com o problema
do particionamento de grafos e que pode ser considerado “NP- hard”. Através da sim-
plificação das restrições inerentes ao problema inicial, foi obtido um método espetral
cujas soluções estão contidas num subconjunto dos vetores próprios do Laplaciano
do grafo. Baseando-se nos resultados obtidos previamente na convergência de vetores
próprios dos Laplacianos de grafos, demonstraram que é possível calcular o código
de um novo documento de forma eficaz. Combinados, os métodos de aprendizagem
dos códigos e da sua aplicação a novos documentos da coleção resultaram em me-




“A picture is worth a thousand words.”
Chinese proverb
Neste capítulo são apresentadas em detalhe as coleções multimédia de larga-
escala adotadas para a experimentação e validação da tese apresentada. Foi efetu-
ada uma análise das representações internas das características visuais presentes
nas imagens, e a comparação de vários métodos de extração e descritores concebidos
para a rápida aquisição de informação visual e subsequente pesquisa. O impacto
do pré-processamento das imagens é também explorado, demonstrando-se a impor-
tância crucial desta fase inicial para a obtenção de resultados qualitativos face às
restrições temporais da tarefa abordada e das necessidades de informação presentes
nos utilizadores finais.
3.1 Coleções multimédia
Ao longo do trabalho desenvolvido, foram utilizadas coleções de cada vez maior
escala, desde as dezenas de milhares de fotos grayscale no domínio médico, até à
riqueza das cores e texturas presentes em quase dois milhões de fotos jornalísticas.
Cada coleção apresentou desafios específicos, como a análise dos metadados exis-
tentes, a determinação da informação a recolher e a definição de groundtruth para
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avaliação, terminando na escolha de descritores e respetivos algoritmos de compara-
ção associados.
3.1.1 A coleção de imagens médicas IRMA-2007
Para a avaliação dos descritores visuais em cenários da área de medicina, foi ob-
tida a coleção IRMA-2007 [LGT+04], a qual contém 11.000 radiografias pertencentes
a 116 categorias. Alguns exemplos de imagens desta coleção podem ser observados
na Figura 3.1(a). Estas imagens foram obtidas durante procedimentos médicos de
rotina no RWTH Aachen University Hospital. Cada imagem possui um código asso-
ciado relativo à tipologia da imagem, o qual foi traduzido para anotações textuais de
forma a permitir a pesquisa textual das radiografias, conforme pode ser observado
na Figura 3.1(b).
3.1.2 A coleção de imagens MIRFlickr-25k
A coleção de fotos MIRFlickr-25k [HL08] foi publicamente disponibilizada na
conferência 2008 ACM International Conference on Multimedia Information Retri-
eval1. O seu objetivo é providenciar à comunidade de investigadores na área de
recuperação de informação multimédia uma vasta coleção de fotos de alta qualidade
de âmbito genérico, com as tags e metadados respetivos associados, para uso livre e
contendo um conjunto diverso de conceitos e características existentes em ambientes
não-controlados.
A Figura 3.2 apresenta amostras da coleção e uma visualização em nuvem de
palavras contendo as tags mais frequentes, e a Figura 3.3 contém uma listagem dos
tópicos e conceitos presentes na coleção.
3.1.3 A coleção de fotos jornalísticas SAPO-Lusa
As Figuras 3.4 e 3.5 revelam uma amostra dos itens presentes na coleção de
imagens fotojornalísticas. Esta coleção multimédia contém 1.490.168 fotos acom-




permitindo assim uma visão alargada de acontecimentos nacionais e internacio-
nais [CR11b].
As Tabelas 3.1 e 3.2 contém um resumo dos recursos visuais e metadados pre-
sentes nesta coleção, respetivamente.
Tabela 3.1: Recursos Visuais
Característica Valor
Número de documentos 1.490.168 fotos
Espaço em disco / Formato 145 GB / JPEG
tamanho mín./méd./máx. ficheiro 5 / 102 / 244 KB
largura mín./méd./máx. foto 134 / 453 / 500 px
altura mín./méd./máx. foto 62 / 399 / 500 px
Tabela 3.2: Recursos textuais
Característica Valor
Número de documentos 1.490.168 legendas
Espaço em disco / Formato 840 MB / CSV
tamanho mín./méd./máx. título 1 / 4 / 12 palavras
tamanho mín./méd./máx. legenda 2 / 59 / 272 palavras
número mín./méd./máx. tags 1 / 8 / 28 tags
As Figuras 3.6, 3.7 e 3.8 representam as nuvens de palavras existentes nos títu-
los, legendas e tags das fotos, respetivamente. Em alguns casos, palavras específicas
(evidenciadas por um “*” nas tabelas seguintes) não foram consideradas na geração
das nuvens, dado que a sua frequência é exageradamente elevada e afetaria a repre-
sentação de frequência das restantes palavras, e consequentemente a visualização e
interpretação das nuvens.
As tabelas 3.3, 3.4 e 3.5 contêm listas estendidas das palavras existentes nos
metadados previamente referidos, juntamente com as respetivas frequências.
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(a) Exemplos da coleção
(b) Anotações de tipologia
Figura 3.1: A coleção IRMA-2007
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(a) Exemplos da coleção
(b) Nuvem de palavras
Figura 3.2: A coleção MIRFlickr-25k
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(a) Fotos (b) Tags e conceitos
Figura 3.3: Metadados presentes na coleção
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Figura 3.4: A coleção SAPO-Lusa
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Figura 3.5: Detalhes das fotos
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Figura 3.6: Nuvem de palavras dos títulos
























Figura 3.7: Nuvem de palavras das legendas
























Figura 3.8: Nuvem de tags























O conteúdo textual existente nas coleções, como as legendas, descrições, tags,
títulos e restante informação associada, são processados por bibliotecas padrão de
recuperação de informação textual.
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A representação de documentos de texto é feita através de vetores de frequências
de termos. O conteúdo textual é preprocessado para remoção das palavras mais fre-
quentes (stopwords), as quais habitualmente não representam informação semântica
relevante nas pesquisas por palavras-chave e podem ser descartadas, aumentando
a eficiência do sistema a nível de armazenamento e processamento de informação.
Nesta fase ocorre também a substituição de carateres acentuados, identificação e
separação de termos.
Os termos são contabilizados por documento, com a geração de um índice in-
vertido: cada termo possui uma lista de documentos que o contém e a respetiva
frequência. A importância do termo na coleção é também considerada, dado que
um termo que esteja presente em poucos documentos será mais específico do que
um termo frequente na coleção. Esta noção de importância de um termo pela sua
frequência no documento e frequência inversa na coleção é designada por TF-IDF
(term frequency - inverse document frequency). Com base nesta noção é possível ge-
rar os vetores de frequências de termos para cada documento e compará-los através
da distância euclideana ou similaridade do cosseno.
Neste trabalho, a escolha incidiu sobre a biblioteca Apache Lucene, por ser flexí-
vel e integrável como módulo de um sistema de recuperação multimédia. A biblioteca
Terrier [OAP+06] é também muito utilizada em ambientes de recuperação de infor-
mação textual, mas o seu ênfase na avaliação de coleções já estabelecidas e a estrutu-
ração do próprio código torna-a pouco flexível para posterior integração em sistemas.
3.3 Descritores visuais
O objetivo de analisar e compreender informação visual tendo por base apenas
métodos de extração e indexação puramente automáticos está ainda fora do alcance
das capacidades dos sistemas tradicionais. No entanto, têm-se verificado avanços
significativos na área da recuperação de informação visual baseada no conteúdo
das imagens [DJLW08, LZLM07]. Estas descobertas são aplicáveis não a casos de
pesquisa genérica, mas em cenários específicos com restrições bem definidas e com
metadados relevantes. Um desses cenários é representado pelo domínio médico, onde
a complementaridade entre a recuperação de informação textual com a determina-
ção da similaridade visual tem sido considerada um melhoramento crucial quando
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comparada com a pesquisa restrita à informação contida em metadados [MMBG04].
Os descritores de características visuais que capturam informação representativa
de toda a imagem, como cor, textura e contorno, são designados por descritores
globais. Por sua vez, os descritores que capturam informação de uma zona específica
da imagem são designados por descritores locais. Foi demonstrado que descritores
locais como scale-invariant feature transform (SIFT) contribuem para uma melhor
precisão no reconhecimento de objetos presentes em imagens, do que os descritores
globais mais simples, mas exigem também recursos significativos a nível de memória
e capacidade de processamento [DKN08].
Nesse sentido, um compromisso viável pode ser obtido através de descritores
compostos, os quais agregam informação de vários descritores numa única represen-
tação. Com o contínuo aumento de tamanho e qualidade das imagens, os sistemas
de recuperação de informação que incluam características visuais necessitam de per-
manecer capazes de gerar respostas em tempo aceitável. Assim sendo, se a ênfase
da tarefa abordada não envolver reconhecimento e aprendizagem computacional, a
utilização de estratégias que estabeleçam um bom compromisso entre desempenho
e qualidade dos resultados obtidos torna-se assim não apenas desejável mas essencial.
3.3.1 MPEG7
Os descritores MPEG7 têm sido extensivamente utilizados nos sistemas mais bási-
cos de pesquisa visual, e representam a norma padrão de pesquisa usando descritores
globais. Os vetores de características resultantes destes descritores são comparados
através de métricas específicas recomendadas [Eid03], para determinação da simila-
ridade visual.
O descritor Scalable Color (SC) é baseado no histograma calculado no espaço
de cores Hue - Saturation - Value (HSV). Este descritor tem como objetivo repre-
sentar a informação de cor presente na imagem, e a qualidade dos resultados obtida
aumenta com o número de coeficientes considerado. Habitualmente são usados 64
coeficientes para a transformada de Haar, resultando num vetor de características
de 64 valores reais.
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O descritor Color Layout (CL) procura ultrapassar as limitações da análise glo-
bal da cor presente nas imagens através da subdivisão das mesmas em blocos, os
quais são posteriormente processados e concatenados. Este descritor opera no espaço
de cores YCrCb e resulta num vetor de características contendo 12 valores.
O descritor Edge Histogram (EH) analisa a distribuição espacial de quatro can-
tos direcionais e um não-direcional, capturando informação visual sob a forma de
um “rascunho” da imagem, sendo esta informação semanticamente relevante para a
deteção de contornos. As implementações tradicionais deste descritor devolvem um
vetor de 80 valores para representar cada imagem.
3.3.2 Descritores Compostos Compactos
Os descritores compostos compactos combinam várias características num único
histograma [CAB10]. Estes descritores são comparáveis através do cálculo do Co-
eficiente de Tanimoto, o qual procura introduzir pesos nas características visuais
de forma semelhante ao cálculo TF-IDF (frequência de um termo nos documentos
multiplicada pela sua frequência inversa na coleção) usado na similaridade textual.
Dadas duas imagens com vetores de características A e B, a sua similaridade, de
acordo com o Coeficiente de Tanimoto é dada pela seguinte equação:
T (A,B) =
A ·B
||A||2 + ||B||2−A ·B
Os vetores podem também ser comparados através da distância euclideana, a
qual devolve uma similaridade aproximada usando uma fração do tempo de processa-
mento necessário para o cálculo do Coeficiente de Tanimoto. Os descritores compos-
tos compactos estão disponíveis para investigação e implementação de sistemas de re-
cuperação de informação multimédia através da biblioteca img(Rummager) [CBL09].
O descritor Joint Composite Descriptor (JCD) foi concebido para a análise de
imagens genéricas, sendo semelhante a nível de utilização e objetivos aos descritores
MPEG7 e GIST. Este descritor resulta ele próprio da concatenação de informação
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produzida por outros dois descritores compostos, nomeadamente os descritores Co-
lor and Edge Directivity Descriptor (CEDD) e Fuzzy Color and Texture Histogram
(FCTH).
O descritor CEDD utiliza uma versão fuzzy dos quatro filtros digitais propostos
pelo descritor MPEG7 Edge Histogram para descrever a informação de textura pre-
sente nas imagens. Este descritor usa também dois sistemas fuzzy para mapear as
cores existentes para uma palete customizada de 24 cores, resultando num vetor de
características de 144 valores [CB08a].
O descritor FCTH captura informação de cor usando este mesmo processo, mas
extrai informação de textura analisando as bandas de alta frequência da transfor-
mada wavelet de Haar através de um sistema fuzzy. Este descritor gera um vetor de
192 valores contendo as características extraídas das imagens [CB08b].
Estão disponíveis versões compactas destes dois descritores, nomeadamente como
CCEED (60 valores) e CFCTH (80 valores), os quais sacrificam detalhe na repre-
sentação das características visuais para gerar vetores mais compactos e fáceis de
processar.
O descritor Brightness and Texture Directionality Histogram (BTDH) foi es-
pecificamente concebido para representar informação visual presente em radiogra-
fias [CB10]. Este descritor combina características de luminosidade e de textura,
representando a sua distribuição espacial através de um sistema de dois módulos
fuzzy que gera um vetor de características compacto. A informação de luminosidade
é obtida através do primeiro módulo pela classificação dos valores de intensidade
dos pixeis agrupados em clusters, cujos centros são calculados usando o classifica-
dorfuzzy Gustafson Kessel. O vetor resultante, apesar de compacto relativamente à
informação contida, contém 2.048 valores.
3.3.3 Outros descritores
Foram considerados vários descritores globais neste trabalho, representativos do
estado da arte. A medida de similaridade usada, a distância euclideana, permitiu
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comparar os vetores de características e estabelecer uma noção generalizada de se-
melhança visual entre as imagens analisadas.
O descritor GIST foi desenvolvido no contexto do reconhecimento de cenas vi-
suais [OT01]. Este descritor descreve a organização espacial da imagem através da
captura de características visuais semanticamente ricas como a naturalidade, aber-
tura, expansão, profundidade, complexidade e simetria, entre outras. Foi projetado
para ser aplicado a miniaturas das imagens, com tamanhos comuns variando entre
32x32 e 128x128 pixeis, o que facilita o processamento mas reduz a informação visual
capturável. Este descritor aborda a questão da análise de informação de cor através
da sua aplicação aos três canais RGB em separado, com uma concatenação final que
resulta num vetor de características visuais de 960 valores.
O descritor Simple Color Histogram, que incide sobre o espaço de cores RGB,
representa a distribuição quantizada da informação de cor presente em imagens com
cor, e a informação de intensidade luminosa em imagens grayscale. O vetor resul-
tante contém 256 valores.
O descritor Tamura Textures representa a informação de textura presente nas
imagens, nomeadamente a granularidade, contraste e direcionalidade das texturas
existentes, concatenando-a num vetor de 18 valores. O processo de captura de infor-
mação de textura do descritor composto compacto BTDH é baseado numa aborda-
gem fuzzy do histograma de direcionalidade deste descritor.
O vetor gerado pelo descritor Auto Color Correlogram [HKM+97] é obtido com
base numa matriz de co-ocorrência que representa a frequência de cada par de pixels
de uma cor ou intensidade separados por uma certa distância e segundo uma certa
direção na imagem. Este descritor gera um vetor de 4.096 valores.
3.4 Comparação de descritores
A avaliação de descritores é tipicamente baseada em coleções de imagens já clas-
sificadas, as quais são usadas para treino e teste de algoritmos de aprendizagem
computacional, tendo como objetivo o reconhecimento de objetos em imagens. No
entanto, este esquema de avaliação pode ser facilmente adaptado à perspetiva de
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avaliação da recuperação de informação multimédia. Dada uma coleção de imagens
agrupadas em categorias, é possível usar estas como exemplos de interrogações, e
a classificação de cada imagem como groundtruth para determinar a sua relevância
para cada uma das categorias. As métricas utilizadas têm assim ênfase na recupe-
ração de informação existente e não na eficácia de classificação das imagens usadas
para pesquisa.
Para suportar esta avaliação inicial, foi adotada a coleção IRMA-2007, dada a
categorização detalhada das radiografias contidas na mesma. Foi concebida uma
plataforma de avaliação com base na classificação disponível de cada imagem e a
informação textual que as acompanha, e usando cada radiografia como interrogação
visual para comparação dos descritores. Esta plataforma resultou posteriormente no
primeiro protótipo de recuperação de informação multimédia desenvolvido neste tra-
balho, permitindo a pesquisa de radiografias com base na informação textual, visual
e combinada, e a exploração interativa da coleção em tempo real.
A pesquisa de imagens por conteúdo requer a definição de medidas de similari-
dade de forma a ser possível estabelecer comparações entre os vetores de caracterís-
ticas visuais de dois itens Para a geração dos vetores relativos às radiografias, foram
considerados os descritores MPEG7 Scalable Color, Color Layout e Edge Histogram,
assim como os descritores compostos compactos e o descritor GIST. Todos estes
descritores produzem vetores fixos de características globais, um para cada imagem,
contendo valores reais comparáveis pela distância euclideana ou por medidas de si-
milaridade específicas associadas aos próprios descritores.
A comparação efetuada envolveu um total de 15 descritores, incluindo varian-
tes de alguns descritores, os quais extraíram características visuais de baixo nível
e as representaram em vetores com elevado número de dimensões. As implemen-
tações utilizadas estão livremente disponíveis através das bibliotecas Pyleargist e
img(Rummager) [CBL09].
As imagens da coleção IRMA-2007 encontram-se catalogadas em 116 classes dis-
juntas, com códigos específicos indicando a pertença de cada imagem a uma classe.
Ao considerar que as imagens de uma classe específica representam os resultados
relevantes esperados de uma pesquisa visual que use qualquer uma dessas mesmas
imagens, é possível definir assim um groundtruth adequado através do qual seja pos-
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sível testar o comportamento dos descritores visuais numa perspetiva de recuperação
de informação multimédia.
Embora esta coleção especifique à partida um conjunto de 1.000 imagens de teste
para avaliação do reconhecimento e classificação das radiografias, foram utilizadas
as 11.000 imagens definidas como treino, para as quais dispomos de informação
relativa à sua categorização. Além disso, foi necessário testar exaustivamente o com-
portamento dos descritores, especificamente a sua resposta em função das imagens-
exemplo fornecidas, bem como o desempenho dos mesmos quer em qualidade de
resultados quer em tempo de resposta.
Foram utilizadas duas medidas de avaliação de listas ordenadas de resultados,
nomeadamente a mean average precision (MAP) e a R-precision (P@R), dado que
estas determinam diferentes aspetos do comportamento dos descritores nesta cole-
ção. Enquanto que o MAP calcula a média da precisão e recall ao longo da lista de
resultados, a P@R define um ponto de corte. Numa interrogação para a qual se sabe
existirem R imagens relevantes na coleção, a P@R traduz-se na precisão da lista aos
R documentos de topo, ignorando-se a existência e posição de eventuais resultados
relevantes posteriores a este ponto de corte.
Foram consideradas duas variantes das medidas apresentadas. Na primeira ver-
são, cada imagem é considerada como uma interrogação independente e a média é
calculada sobre todas as interrogações. Nesta versão, o comportamento dos descri-
tores em classes com maior número de imagens assume um peso maior do que em
classes para as quais existam poucos exemplos. A segunda versão (com prefixo “c-”)
envolve um passo intermédio de cálculo da média por classe, o que atenua a situação
previamente referida.
Nesse sentido, os 15 descritores e variantes foram testados sobre as 11.000 ima-
gens presentes na coleção, usando cada uma como interrogação visual. Este processo
resultou em 165.000 interrogações ao longo de 8 horas de execução. As listas de re-
sultados foram armazenadas para serem avaliadas posteriormente, num total de 20
GB de dados.
A Tabela 3.6 mostra as pontuações obtidas nas duas medidas de avaliação ado-
tadas, sob as perspetivas de interrogações independentes ou estabelecendo primeira-
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mente a média de resultados por cada classe. Nesta tabela, os descritores encontram-
se ordenados por ordem decrescente de média de resultados nas quatro métricas.
Tabela 3.6: Comparação dos descritores visuais (valores em percentagem)
Descritor global c-P@R P@R c-MAP MAP Média
MPEG7 EH 25.6 43.2 24.3 44.2 34.3
GIST32 23.3 41.3 21.7 41.4 31.9
BTDH 23.5 39.9 21.8 40.2 31.4
GIST64 22.5 40.5 20.9 40.8 31.2
GIST128 22.0 40.1 20.2 40.6 30.5
MPEG7 CL 14.1 26.8 12.6 25.3 19.7
CCEDD 11.1 26.4 9.6 25.3 18.1
CEDD 11.1 26.4 9.6 25.3 18.1
JCD 11.2 25.6 9.7 24.5 17.8
Tamura Textures 10.9 20.0 9.3 18.0 14.6
RGB Histogram 7.8 18.3 6.9 17.3 12.6
Color Correlogram 6.7 18.7 6.3 17.5 12.3
CFCTH 5.7 17.8 4.1 16.4 11.0
FCTH 5.7 17.8 4.1 16.4 11.0
MPEG7 SC 1.4 11.8 1.6 11.3 6.5
Primeiramente, os resultados são consistentes nas métricas adotadas, MAP e
P@R, em ambas as vertentes de avaliação (interrogações independentes e com mé-
dia por classe). Tendo obtido pontuações acima dos 30%, os descritores MPEG7
Edge Histogram, GIST e BTDH ultrapassaram claramente todos os outros nesta
coleção e segundo a metodologia de avaliação adotada, revelando que a informação
de contorno e forma capturada por estes descritores se traduz no aspeto mais im-
portante para a pesquisa de imagens de uma classe específica seguindo a perspetiva
de recuperação de informação multimédia.
O descritor GIST produziu melhores resultados em miniaturas mais pequenas
das imagens, o que se traduz num aspeto positivo deste descritor, dado que quanto
menor a dimensão das imagens menor o espaço de armazenamento necessário e
tempo de processamento.
Curiosamente, o descritor Color Layout conseguiu a quarta melhor pontuação
logo a seguir aos descritores MPEG7 EH, BTDH e GIST, o que poderá estar rela-




Os descritores compostos compactos CEDD e FCTH, agrupando informação de
cor e contorno, obtiveram uma pontuação menor do que o esperado. Estes resultados
podem indicar que a ausência de cor afetou negativamente a informação de contorno
extraída, produzindo resultados piores.
Por último, os descritores Tamura Textures, os descritores que recolhem apenas
informação de cor, e os descritores compactos combinando cor e textura, obtiveram
os piores resultados, o que evidencia a importância de informação de contorno na
análise e comparação de imagens nesta coleção.
É também importante verificar o comportamento das versões reduzidas CCEED
e CFCTH, as quais obtiveram exatamente os mesmos resultados que as versões origi-
nais de maiores dimensões. Este facto pode ser explicado pela característica essencial
desta coleção, a ausência de cor. A redução de dimensionalidade aplicada às versões
compactas não causou perda de informação descritiva, dado que a quantização das
características de cor considerando apenas a intensidade é suficiente para determi-
nar a similaridade das imagens. Nesta situação, é preferível a utilização das versões
mais compactas, dado que produzem os mesmos resultados de forma mais rápida e
exigindo menores quantidades de memória e armazenamento, sem qualquer perda
de precisão.
Após a obtenção dos resultados usando cada descritor em separado, foi efetu-
ada uma segunda experiência de comparação através da combinação dos resultados
individuais. Para combinar as listas ordenadas dos descritores D1 and D2, foram adi-
cionadas as posições de cada imagem e reordenadas segundo esta soma. Esta soma
é matematicamente equivalente ao cálculo da média das posições de uma imagem,
evitando uma divisão comum na comparação e ordenação das mesmas. As métricas
adotadas foram recalculadas para as novas listas combinadas, gerando os resultados
que podem ser observados na Tabela 3.7. Nesta tabela apenas estão representadas as
combinações que produziram melhores resultados do que o melhor descritor isolado
apresentado na tabela anterior.
A combinação dos três descritores de topo da Tabela 3.6 produziu os melhores
resultados nas métricas estabelecidas, indicando claramente que cada um capturou
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Tabela 3.7: Combinação de descritores visuais (valores em percentagem)
Combinação c-P@R P@R c-MAP MAP Média
EH+BTDH+GIST32 29.4 48.3 28.3 49.9 39.0
EH+BTDH 28.6 47.1 27.5 48.7 38.0
EH+GIST32 27.9 46.3 26.7 47.8 37.2
BTDH+GIST32 26.5 44.8 24.9 45.6 35.5
informação específica de características visuais, e que a sua combinação pode pro-
duzir melhores resultados em recuperação multimédia do que considerando apenas
um isoladamente. Um pormenor importante nesta experiência é o facto de que cada
descritor teve o mesmo peso no resultado final da combinação de listas.
É importante reforçar que a comparação de descritores efetuada considerou a
perspetiva de recuperação de informação multimédia e não a perspetiva de reconhe-
cimento de objetos e aprendizagem computacional através de exemplos positivos e
negativos. Na tarefa de reconhecimento, os algoritmos de classificação obtêm melho-
res resultados à custa de se adaptarem aos exemplos disponibilizados para treino dos
mesmos. A abordagem de recuperação de informação é mais genérica, baseando-se
sobretudo na qualidade da informação extraída e representada pelos descritores, e
pelas medidas de similaridade definidas, tornando-se mais genérica e adaptável a
qualquer coleção. A avaliação sob a perspetiva de recuperação multimédia tende a
valorizar a existência de resultados positivos no início das listas de resultados e a
tolerar (até certo ponto) a existência de documentos similares mas não relevantes.
Com a combinação de descritores seguindo um processo de late fusion foi possí-
vel alcançar melhores resultados do que os produzidos pelo melhor descritor isolado,
confirmando as expectativas de que os descritores compostos agregam informação
mais rica e portanto passível de produzir melhores resultados, desde que as carac-
terísticas analisadas não se penalizem entre si. Dado que o processo de combinação
de listas é inerentemente paralelizável, é possível obter resultados no mesmo tempo




3.5 Abstração de Imagens
A abstração de imagens tem sido tradicionalmente utilizada como uma técnica
de renderização não-fotorealista que gera imagens visualmente agradáveis a partir
de fotos originais, atribuindo-lhes um aspeto cartoonesco, assemelhando-se a um
quadro pintado a aguarelas. Neste trabalho, foi analisado o impacto deste tipo de
filtros de pré-processamento na pesquisa de imagens com base no conteúdo visual,
para determinar se seria possível obter melhorias a nível de qualidade de resultados
e armazenamento das próprias imagens.
O filtro Anisotropic Kuwahara Filter (AKF) adotado traduz-se numa generali-
zação do filtro de Kuwahara adaptado ao contorno local dos objetos presentes nas
cenas processadas [KKD09]. Este filtro aplica um efeito visual semelhante a um
quadro pintado, incidindo sobre as características de direção das texturas mas pre-
servando os limites de contorno dos objetos. O ruído visual é atenuado, tornando a
imagem mais percetível, à semelhança de filmes de animação e banda desenhada, e
de pinturas a óleo dos quadros clássicos, como pode ser observado na Figura 3.9.
A implementação utilizada recorre às potencialidades das placas gráficas mais
modernas (GPU), sendo capaz de aplicar o filtro a vídeo em tempo-real [KKD10],
o que permite, no domínio das imagens, a sua aplicação rápida a um conjunto con-
siderável de fotos em pouco tempo, reduzindo o impacto de desempenho que a sua
utilização poderia introduzir na fase de extração de características de um sistema
de recuperação de informação multimédia.
Os ficheiros JPEG das imagens filtradas são em média 33% mais pequenos do
que os ficheiros das imagens originais, conforme pode ser visto na Tabela 3.8. Usando
um formato de imagens mais recente, como o formato WebP2 da Google, foi possí-
vel aplicar o filtro à coleção MIRFlickr-25k e obter uma coleção de fotos abstraídas
que ocupa um décimo do tamanho da coleção original. Este passo produz assim
ficheiros mais pequenos e simplificados que reduzem o custo de armazenamento e





Figura 3.9: Imagens originais (esquerda) e abstraídas (direita)
Tabela 3.8: Requisitos de armazenamento da coleção MIRFlickr-25k (valores melhores a
negrito)
Característica JPEG JPEG c/AFK WebP WebP c/AFK
espaço necessário 2877 MB 1915 MB 652 MB 303 MB
tamanho médio 118 KB 79 KB 27 KB 12 KB





Pesquisa em larga-escala para
ilustração interativa
“If we knew what it was we were doing, it would not be called
research, would it?”
Albert Einstein
Neste capítulo é apresentada em detalhe a tarefa abordada neste trabalho, no-
meadamente a ilustração automática de conteúdo textual com recurso a coleções
multimédia de larga-escala. Os algoritmos de indexação e pesquisa multimodal re-
correm à informação disponibilizada pelos descritores visuais discutidos previamente,
e permitem a execução da tarefa nas vertentes de recomendação de imagens por con-
teúdo e exploração interativa das coleções multimédia processadas.
4.1 Descrição da tarefa
O paradigma da pesquisa multimodal explora a possibilidade de mapeamento
e interligação entre diferentes tipos de conteúdos multimédia. As abordagens ado-
tadas podem utilizar técnicas de aprendizagem computacional, como classificação
e agrupamento supervisionado, ou técnicas de recuperação de informação como a
extração e indexação de termos textuais, características visuais e propriedades áudio.
A interpretação de imagens, envolvendo o reconhecimento de objetos ou pro-
pagação de etiquetas, representa um exemplo de tarefas que enriquecem o espaço
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visual com conteúdo textual. Na perspetiva oposta, a tarefa de ilustração de textos
enriquece as descrições, parágrafos e excertos com conteúdo multimédia como fotos,
diagramas, música e sons numa tentativa de melhoramento das experiências de con-
sumo ou mesmo para clarificar a sua mensagem.
Rasiwasia et al. [RCPC+10] apresentaram uma estratégia de combinação de con-
teúdos para correlacionar propriedades textuais e visuais, permitindo que os siste-
mas possam aprender características específicas para o mapeamento entre dimensões.
Esta estratégia produziu resultados bastante promissores em coleções de pequena
escala, na ordem dos milhares de documentos multimédia.
De forma a lidar com coleções de grande escala, com milhões de recursos o tra-
balho aqui discutido segue uma abordagem em cascata. A análise textual é usada
primeiramente para delimitar o contexto da interrogação, devolvendo um conjunto
de potenciais imagens candidatas para a ilustração dos textos introduzidos. Posterior-
mente, este conjunto de fotos é reordenado através da determinação da similaridade
entre as imagens e consequente reordenação de resultados.
É possível observar que a tarefa de ilustração de textos, além de interativa, é
sobretudo uma tarefa subjetiva. Assim sendo, o foco deste trabalho é na disponi-
bilização de funcionalidades que auxiliem a tarefa de ilustração disponibilizando o
acesso, pesquisa e navegação em grandes quantidades de dados multimédia, com
tempos de resposta adequados à interatividade subjacente.
A tarefa de compreensão de documentos textuais incide na necessidade essencial
de descrever o curso da ação. Torna-se especialmente relevante quando aplicada a
histórias infantis, incentivando o estímulo da aprendizagem através de componentes
visuais e auditivas. Na faixa etária oposta, existe também a necessidade de trans-
missão e compreensão de conteúdos noticiosos a utilizadores mais idosos. Delgado
et al. [DMC10] apresentou resultados promissores na descrição visual de textos,
focando-se essencialmente na compreensão dos eventos aí relatados.
Numa perspetiva relacionada mas com objetivos diferentes, o trabalho apresen-
tado procura auxiliar os criadores de conteúdo no enriquecimento dos documentos,
sendo a sua melhor compreensão um bónus colateral. Os algoritmos de pesquisa
apresentados nas secções seguintes procuram organizar as sugestões de fotos para
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ilustração de forma a que os utilizadores possam efetuar diferentes escolhas também
em função da análise visual e não apenas dos metadados que acompanham as ima-
gens.
Com a escolha de algoritmos de análise textual que não envolvam a comple-
xidade dos métodos de processamento de linguagem natural, as abordagens não-
supervisionadas de ilustração de texto podem tornar-se aptas a lidar com coleções
de recursos multimédia de larga-escala, tirando partido da interatividade com os
utilizadores para garantir a execução da tarefa.
Joshi et al. [JWL06] apresentaram um motor de ilustração de textos que efetua
a extração de palavras-chave e as usa para pesquisar pequenas coleções de imagens
anotadas. Estas coleções são específicas para o contexto visual associado a cada
documento a ser ilustrado (paisagens, objetos artísticos e eventos históricos, ente
outros). É usado um esquema de pontuação para determinar a importância de cada
imagem, tendo em consideração as anotações e o resultado da aplicação de alguns
descritores básicos de conteúdo visual. O trabalho aqui discutido expande esta abor-
dagem no sentido de aplicar a coleções de grande escala, na ordem dos milhões de
imagens, coleções essas com conteúdo genérico abrangendo um conjunto diverso de
tópicos como política, conflitos, entretenimento e desporto, entre outros. São neces-
sários algoritmos de pesquisa capazes de lidar com dados desta dimensão, assim
como esquemas e avaliação que contemplem o desempenho e a qualidade dos resul-
tados produzidos pela execução da tarefa de ilustração de textos usando coleções
multimédia com milhões de fotos de alta qualidade.
A estratégia seguida neste trabalho tira partido da aplicação de filtros às imagens
(Secção 3.5), descritores visuais compostos compactos (Secção 3.3.2), algoritmos de
indexação e pesquisa aproximada (Secção 4.2) e reordenação transversal (Secção 4.6)
para efetuar a ilustração automática de texto com recurso a coleções multimédia de
grande escala. As funcionalidades associadas à tarefa foram demonstradas através
da implementação de dois protótipos de exploração de coleções de grande escala por
conteúdo e recomendação de fotos para ilustração [CR10, CR11c].
As duas fases do processo podem ser observadas em pormenor na Figura 4.1 e
Figura 4.2. Os utilizadores fornecem fragmentos de texto para obter listas de imagens
recomendadas para ilustração. Ao percorrer essas listas, podem refinar os resultados
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do processo de pesquisa através da reordenação por similaridade com uma imagem
escolhida, ou explorar a coleção com base no conteúdo visual dessa mesma imagem.
Figura 4.1: Recomendação de fotos
Figura 4.2: Exploração visual
4.2 Indexação em larga-escala
Na indexação de conteúdos visuais, envolvendo descritores globais e caracterís-
ticas de baixo nível, cada imagem é representada por um vetor de características
de elevada dimensão, sendo a similaridade determinada com base em cada uma das
características extraídas. Uma abordagem simples e direta de pesquisa consiste na
comparação exaustiva do vetor de características da imagem usada como interroga-
ção com cada vetor armazenado no índice, de forma a encontrar as imagens mais
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similares.
Apesar dos contínuos avanços nas capacidades de processamento e acesso a da-
dos, a comparação exaustiva torna-se proibitiva para coleções de imagens de grande
escala, resultando em tempos de resposta desadequados para tarefas interativas. Os
recursos visuais requerem um armazenamento e processamento eficientes de forma
a permitir um acesso rápido à informação relevante, dado que, para responder às ta-
refas consideradas, os sistemas de pesquisa multimédia devem retornar um conjunto
sucinto de resultados provenientes de coleções com milhões de possíveis candidatos.
A investigação na área de pesquisa em larga-escala focou-se na criação de méto-
dos de pesquisa aproximados, de forma a simplificar a recuperação de dados e obter
tempos de resposta adequados. A estratégia mais adotada, designada por Locality
Sensitive Hashing [DIIM04], consiste no agrupamento de imagens recorrendo a tabe-
las de dispersão. Imagens similares são colocadas no mesmo grupo, e a localização
destes grupos é tanto mais próxima quanto maior a similaridade das imagens que
pertencem a esses mesmos grupos. Isto é, imagens similares encontrar-se-ão próxi-
mas, em posições de memória contíguas.
A dificuldade na aplicação bem sucedida desta estratégia está na determinação
de uma função de dispersão que seja capaz de posicionar corretamente os grupos e
distribuir de forma eficiente as imagens consoante a sua similaridade, o que introduz
um custo a nível de utilização de memória, o que pode comprometer a sua eficiência
se não existirem recursos computacionais suficientes para albergar coleções multimé-
dia de grande escala.
Uma alternativa igualmente eficaz na obtenção de grupos de imagens similares,
mas que requer menos recursos de memória e processamento, designa-se por “Metric
Index” (M-Index), e utiliza um número reduzido de documentos (textos, imagens,
músicas, ...) como pontos de referência, denominados “pivôs” [AS08]. Após a sua
escolha, estes pontos de referência são usados para definir a localização de cada do-
cumento no espaço vetorial de grandes dimensões criado pelos vetores de caracterís-
ticas associados. Nesse sentido, cada imagem é então representada pela similaridade
ordenada aos pivôs, sendo o seu vetor de características necessário apenas para uma
fase posterior, de determinação de similaridades de forma mais exata.
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Este conceito de determinação de similaridades baseado na distância ordenada
a pontos de referência tem sido progressivamente melhorado. Uma variante, o “Per-
mutation Prefix Index” (PP-Index) [Esu09], considera apenas, para cada imagem,
os primeiros N pivôs da lista ordenada, com base na dimensão da coleção. Recorre
também a vários conjuntos de pontos de referência, ao contrário o M-Index que ape-
nas utiliza um único conjunto de pivôs para indexar os documentos. A Figura 4.3
exemplifica a indexação de um conjunto de documentos com base na sua distância
aos pivôs.
Figura 4.3: Indexação baseada em pontos de referência
4.3 Escolha dos pontos de referência
A estratégia de indexação e pesquisa aproximada adotada engloba um número
considerável de variáveis, desde a determinação do número de pontos de referência,
a utilização de uma ou mais árvores de prefixos, e envolve também a escolha dos
pivôs, a qual está intrinsecamente ligada à capacidade de estabelecer rapidamente a
similaridade entre imagens.
Nesse sentido, foi efetuada uma comparação de estratégias de escolha de pontos
de referência, bem como uma análise do impacto do número de conjuntos de pivôs
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no desempenho da pesquisa aproximada. Relativamente aos parâmetros testados, fo-
ram determinados valores com base na documentação disponível e na realização de
experiência preliminares. Para uma coleção de D documentos, o PP-Index recorre a
logD árvores (conjuntos de pivôs), 3
√
D pivôs por árvore, e o prefixo foi limitado a
3 pivôs para indexar cada imagem. Estas definições resultaram em 6 árvores e 114
pivôs por árvore para a coleção SAPO-Lusa, e 4 árvores com 29 pivôs cada para a
coleção MIRFlickr.
Para a análise da escolha de pivôs, foram definidas duas estratégias, nomeada-
mente a escolha aleatória de pontos de referência, e a utilização de um algoritmo de
diversificação. Este algoritmo determina inicialmente o “medóide”, isto é, a imagem
mais central da coleção, considerando o espaço vetorial em questão. Este ponto ini-
cial é adicionado a uma lista vazia, e determinado em seguida o ponto mais distante
do medóide, o qual é também adicionado à lista de pivôs. O algoritmo vai encon-
trando e adicionando sucessivamente os pontos mais distantes ao conjunto até aí
obtido, até atingir o número de elementos pretendido. O objetivo deste algoritmo é
tirar partido do espaço vetorial e “espalhar” os pivôs de forma equitativa.
As experiências seguintes, de avaliação de desempenho, foram realizadas local-
mente num computador portátil equipado com um processador Intel Quad-Core i7
a 1.6GHz, 8GB de RAM DDR3 e um disco rígido SATA a 5400rpm.
4.3.1 Experiências na coleção MIRFlickr-25k
O primeiro passo consistiu na geração dos índices para esta coleção. O PP-Index
recorre a 4 árvores com 29 pivôs, e o M-Index possui apenas uma árvore, com 116
pivôs. A Tabela 4.1 apresenta os atributos de cada índice usando as duas estratégias
de seleção de pivôs: a escolha aleatória ou a seleção de pontos de referência com
ênfase na diversificação.
O índice M-Index foi construído mais rapidamente e exigiu um menor espaço de
armazenamento que o PP-Index. O esquema de armazenamento é efetuado usando
técnicas de serialização dos dados e compressão dos ficheiros gerados, o que permite
carregar as estruturas de dados de forma eficaz.
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Tabela 4.1: Construção dos índices - Coleção MIRFlickr-25k
Índice PP-I PP-I M-I M-I
Pivôs aleatórios diversif. aleatórios diversif.
tempo de construção (s) 145 158 43 72
armazenamento (KB) 271 222 124 74
RAM utilizada (MB) 6 3 6 4
Relativamente à escolha de pivôs, o algoritmo de diversificação resultou em re-
quisitos de armazenamento e memória mais reduzidos do que selecionando aleatori-
amente os pontos de referência, mas necessita de mais tempo na fase de construção
de ambos os índices.
De forma a determinar os potenciais melhoramentos introduzidos pela pesquisa
aproximada com base em pontos de referência, foram utilizadas as anotações existen-
tes nas coleções adotadas para avaliação deste trabalho. O groundtruth das classes
visuais fornecido com a coleção MIRFlickr-25k foi criado manualmente por um ano-
tador experiente, dado que esta coleção foi concebida para apoio à investigação na
área de pesquisa visual baseada no conteúdo.Esta coleção inclui 24 conceitos visuais
(Figure 3.3) como animal, people e sunset, e listas de imagens em que esses concei-
tos estão presentes. Alguns exemplos desses conceitos podem ser vistos na Figura 4.4.
O próximo passo na avaliação do processo de pesquisa aproximada consistiu em
iterar todas as listas das fotos pertencentes a cada conceito e usar cada imagem
como interrogação visual. Dado que as fotos podem conter um ou mais conceitos,
estas podem estar presentes em várias listas. As 73.342 interrogações visuais efetua-
das excederam largamente o número de fotos contidas nesta coleção.
Com base nos dados de avaliação disponibilizados com a MIRFlickr-25k, foram
analisadas as pontuações médias a 10 e 100 resultados, assim como o tempo necessá-
rio para efetuar as pesquisas. Nesta avaliação, uma imagem é considerada relevante
para uma interrogação visual específica se estiver contida na lista de groundtruth do
conceito pesquisado associado a essa interrogação. Os resultados obtidos podem ser
observados na Tabela 4.2.
Nesta experiência de avaliação da pesquisa com base em pontos de referência, o
índice M-Index produziu resultados mais rapidamente e obtendo resultados simila-
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Figura 4.4: Exemplos de conceitos visuais. Primeira fila: plant. Fila do meio: dog. Fila
de baixo: bird
Tabela 4.2: Pesquisa - Coleção MIRFlickr-25k
Índice PP-I PP-I M-I M-I
Pivôs aleatórios diversif. aleatórios diversif.
tempo de pesquisa (ms) 10 19 4 4
Precisão@10 (%) 43 43 45 43
Precisão@100 (%) 34 34 40 35
res ou melhores do que o PP-Index. A combinação do M-Index com uma escolha
aleatória de pivôs produziu os melhores resultados de precisão, mas a estratégia de
diversificação de pontos de referência usou menos recursos de memória e armazena-
mento.
4.3.2 Experiências na coleção SAPO-Lusa
Foram também efetuadas experiências de avaliação na coleção SAPO-Lusa, de
forma a verificar o comportamento destes índices quando confrontados com uma co-
leção duas ordens de grandeza maior do que a coleção MIRFlickr-25k. Nesta coleção,
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o índice PP-Index usa 6 árvores com 114 pivôs cada, e o M-Index contém 684 pivôs
numa única árvore. A Tabela 4.3 apresenta os atributos de cada índice usando uma
escolha aleatória ou diversificada de pontos de referência.
Tabela 4.3: Construção dos índices - Coleção SAPO-Lusa
Índice PP-I PP-I M-I M-I
Pivôs aleatórios diversif. aleatórios diversif.
tempo de construção (min) 49 104 21 58
armazenamento (MB) 27 19 6 3
RAM usada (MB) 149 95 138 20
Quando comparados com os resultados obtidos na coleção MIRFlickr-25k, é pos-
sível constatar que o índice M-Index continua a exigir menos espaço de armazena-
mento, e que a estratégia de diversificação de pontos de referência resulta em índices
mais pequenos a nível de memória e de espaço em disco. Relativamente aos tempos
de construção dos índices, a fase de escolha de pivôs assume uma ênfase acentuada,
representando praticamente metade do tempo total de construção do índice.
Para a tarefa de pesquisa, a definição de groundtruth foi feita com base nos me-
tadados disponíveis, dado que esta coleção não possui julgamentos de relevância e
não foi preparada com o objetivo de avaliar algoritmos de pesquisa visual baseados
no conteúdo. Assim sendo, foi definido um conjunto de 100 personalidades distintas
com o propósito de serem usadas como base para interrogações visuais num processo
semelhante ao proposto para a coleção MIRFlickr-25k. As fotos são acompanhadas
de legendas e títulos previamente inseridos para indexação manual da coleção. O tí-
tulo das fotos foi utilizado para estabelecer o groundtruth de cada personalidade, isto
é, uma imagem é considerada relevante para uma interrogação visual se a personali-
dade mencionada no título da foto for a mesma da imagem usada para interrogação.
Alguns exemplos das personalidades existentes na coleção SAPO-Lusa podem ser
observados na Figura 4.5.
Com a criação das listas de groundtruth das personalidades, cada foto foi usada
como interrogação visual. Neste caso, o número total de interrogações efetuadas foi
de 19.815, com os resultados evidenciados na Tabela 4.4.
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Figura 4.5: Exemplos de fotos de personalidades. Fila de cima: atriz Penélope Cruz. Fila
do meio: presidente Barack Obama. Fila de baixo: futebolista Cristiano Ronaldo
Tabela 4.4: Pesquisa - Coleção SAPO-Lusa
Índice PP-I PP-I M-I M-I
Pivôs aleatórios diversif. aleatórios diversif.
tempo de pesquisa (ms) 25 643 2 85
Precisão@10 (%) 12 13 13 12
Precisão@100 (%) 2 2 5 2
Com base nos resultados obtidos, é possível enunciar as mesmas conclusões pre-
viamente obtidas para a coleção MIRFlickr-25k. Os melhores resultados de precisão
são obtidos com o índice M-Index, e efetuando uma escolha aleatória de pivôs. É
possível obter índices necessitando de poucos recursos de armazenamento e memória
através do algoritmo de diversificação de pontos de referência, com uma pequena
perda de precisão e aumento do tempo de pesquisa.
Relativamente às baixas pontuações de precisão, uma das desvantagens da co-
leção SAPO-Lusa é a ausência de julgamentos de relevância manuais. A estratégia
adotada, usando o título das fotos como fonte separada de informação, representou
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a forma mais direta de geração de listas de groundtruth aproximadas.
Os exemplos contidos na Figura 4.6 demonstram que imagens visualmente simi-
lares podem corresponder à mesma personalidade. No entanto, numa coleção onde
estão presentes grupos de fotos relativas a um evento específico, o descritor JCD
adotado, e consequentemente a indexação baseada em pontos de referência, promo-
vem imagens de diferentes personalidades em contextos semelhantes, recorrendo a
características visuais de baixo nível.
4.3.3 Análise de estratégias
Através da comparação efetuada entre índices baseados em pontos de referência,
foi possível determinar a qualidade e a rapidez na obtenção de resultados em pesqui-
sas aproximadas, bem como constatar os requisitos de armazenamento e memória
necessários.
Foi possível concluir que os índices apresentados aceleram de forma substancial as
tarefas de pesquisa de imagens por conteúdo, exigindo um custo de armazenamento
mínimo quando comparado com o tamanho das coleções indexadas. Nos testes efetu-
ados, usando os parâmetros previamente determinados, o índice M-Index produzir
melhores resultados do que o índice PP-Index, sugerindo que uma árvore com um
número elevado de pivôs e prefixos curtos é suficiente para obter bons resultados
nestas coleções.
A escolha de pontos de referência produz os melhores resultados quando é ale-
atória, exigindo tempos de resposta mais curtos à custa de memória e espaço de
armazenamento. O algoritmo de diversificação proposto reduz de forma significativa
a memória e espaço em disco usados pelos índices, introduzindo apenas uma pequena
redução na qualidade e aumento dos tempos de pesquisa.
4.4 Binarização dos vetores de características
Uma forma de acelerar o processo de determinação da similaridade entre imagens,
baseado na distância entre os vetores de características respetivos, está relacionada
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Figura 4.6: Exemplos de exploração visual. As imagens no topo foram usadas como
interrogações visuais.
com a simplificação dos próprios vetores.
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Considerando que as coleções são estáticas, ou que a sua dimensão e diversidade
de fotos é de tal forma elevada que incluirá um conjunto suficientemente represen-
tativo das possíveis imagens a pesquisar, é possível estabelecer a existência de um
vetor “médio”, um vetor de características cujos valores representem a média dos
valores em cada característica ou dimensão.
Com a obtenção deste vetor médio, é possível binarizar cada um dos vetores
representativos das fotos existentes na coleção. Para cada característica, o seu valor
é substituído por 0 se for igual ou inferior ao valor médio, ou por 1 se for superior.
Quando o número de características é igual ou inferior a 64, é possível armazenar os
vetores binarizados em inteiros de 32 ou 64 bits. Este ponto torna-se especialmente
relevante quando se verifica que uma comparação de vetores binarizados se traduz
numa operação de “ou exclusivo” (XOR), seguida de uma contagem do número de
bits diferentes. Esta sequência é muito mais eficiente a nível de processamento do
que um cálculo complexo de distância euclideana entre dois vetores.
4.5 Mapeamento de características
Foram apresentadas recentemente soluções opensource que exploram a natureza
paralelizável da pesquisa visual [HSD11]. Baseadas na deteção de pontos de inte-
resse, descritores SIFT/SURF e geração de sacos de palavras visuais, estas soluções
encontram-se adaptadas para o reconhecimento de objetos em imagens, tirando par-
tido de plataformas distribuídas como Apache Hadoop 1 para a gestão de clusters
de máquinas capazes de processar coleções de dados de grande escala.
No entanto, a solução apresentada neste trabalho pode evitar o recurso a índices
visuais específicos ao tirar partido da eficiência dos motores de indexação textuais
já existentes, através de um mapeamento de características visuais para um formato
textual [GABS10, ABF+11], designado por Surrogate Text Representation (STR).
Estas representações são armazenadas como um campo adicional dos documentos
no conjunto indexado pelos motores de pesquisa, permitindo a pesquisa de imagens
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4.5.1 Mapeamento de características visuais
No esquema de pesquisa aproximada baseada em pontos de referência apresen-
tado anteriormente, cada imagem é comparada com um conjunto predefinido de
pivôs, resultando num vetor de similaridade ordenada que efetivamente substitui
o vetor de características visuais durante a fase de pesquisa. De forma a traduzir
esta similaridade numa representação indexável por motores de pesquisa textuais,
é necessário atribuir um identificador (id) a cada pivô. Para gerar a STR a partir
de um vetor com P pivôs ordenados, é inicialmente criada uma string vazia à qual
cada identificador irá ser adicionado P−R+1 vezes, onde R representa a ordem de
similaridade do pivô.
Este algoritmo pode ser explicado através de um exemplo adequado: para uma
imagem com vetor de similaridade ordenada [B, C, A], isto é, sendo o vetor B o
mais próximo da imagem e o vetor A o mais afastado, a STR correspondente será
“B B B C C A”. Quando analisada por um motor de indexação textual tradicional,
baseado na representação vetorial de termos em documentos, a STR representará
efetivamente o peso de cada ponto de referência no cálculo de similaridade entre
imagens, traduzido na comparação dos campos STR de cada uma [ABF+11].
A vantagem desta estratégia reside na robustez e popularidade das plataformas
de recuperação de informação textual atualmente disponíveis, algumas já preparadas
para processamento distribuído e paralelo dos dados. Assim sendo, o mapeamento de
características visuais em conteúdo textual acelera a introdução das capacidades de
pesquisa visual por conteúdo em sistemas de recuperação textual. Esta possibilidade
torna-se mais importante em ambientes nos quais é difícil ou até mesmo impossível de
instalar e integrar soluções baseadas em software adicional específico, que carece de
verificação e validação a nível de segurança e compatibilidade. As STRs das imagens
podem ser geradas de forma independente e indexadas como um campo extra jun-
tamente com os metadados já existentes, dado que as pesquisas visuais se traduzem
em pesquisas textuais focadas nos campos que armazenam as representações visuais.
Neste trabalho, a determinação do número de pivôs e do tamanho dos prefixos
foram efetuadas da seguinte forma: para uma coleção com D documentos, foram
escolhidos 10 grupos de P =
√
D pivôs. Determinou-se a distância interna de cada
grupo, isto é, a soma das distâncias entre cada pivô, e foi escolhido o grupo com
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o maior valor associado, evidenciando uma maior cobertura do espaço vetorial as-
sociado. Após a geração dos vetores de similaridade ordenada para cada imagem,
estes foram truncados aos primeiros
√
P pivôs, estabelecendo-se assim o tamanho
dos prefixos. Finalmente, foram geradas as STRs das imagens, sendo armazenadas
numa base de dados para posterior indexação com os restantes metadados.
4.6 Reordenação transversal multimédia
Com o conteúdo multimédia totalmente indexável por plataformas de recupe-
ração de informação textual tradicionais, é possível tirar partido das estratégias
atualmente disponíveis para melhorar e acelerar as interrogações, tais como a utili-
zação de “caching”.
Neste trabalho, é apresentado um modelo em “cascata” para a resolução da tarefa
de ilustração de texto. Neste modelo, o conteúdo textual é utilizado para delimitar
elementos de contexto tais como entidades, locais e datas contidas nas legendas das
fotos e títulos. As propriedades visuais são usadas para ordenar as imagens por
coerência visual. Esta coerência é definida como a soma das similaridades de uma
imagem a todas as outras obtidas no conjunto resultante da pesquisa textual. As
fotos mais similares entre si serão agrupadas no topo da lista de resultados, enquanto
que as fotos mais distintas no conjunto serão colocadas no final da lista. Conside-
rando uma perspetiva de análise de teoria de grafos, assumindo que cada imagem
é efetivamente um nó, conforme a Figura 4.7, e que as similaridades representam
ligações pesadas entre esses nós, a coerência visual traduz-se na determinação da
weighted degree centrality [OAS10] de cada foto.
O processo tri-faseado de recuperação de informação multimédia (ilustrado na
Figura 4.1) efetuado sobre as coleções indexadas resulta em listas de imagens candi-
datas à ilustração do texto introduzido. O primeiro passo traduz-se numa pesquisa
textual com um máximo de 100 imagens.
O segundo passo inclui uma filtragem dessas imagens que, acima de um mínimo
de 10 itens, exclui todos os que obtiveram uma pontuação inferior a 50% da pon-
tuação do primeiro item. Este filtro procura reforçar o objetivo de que o sistema
selecione apenas itens altamente relacionados com o texto introduzido, de acordo
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com a informação textual e metadados associados a cada foto.
O terceiro passo consiste na ordenação visual dos resultados obtidos após os dois
passos anteriores. Cada imagem é comparada com todas as outras através da sua
STR, vetores binários ou vetores de características originais.
Figura 4.7: Perspetiva de teoria de grafos
Ao adicionar as pontuações de similaridade para cada imagem, determinando o
seu grau de centralidade, e ordenando-as por valor decrescente do mesmo, as ima-
gens mais representativas do conjunto obtido serão atraídas para o topo da lista de
resultados, enquanto que os “outliers” serão arrastados para o final da mesma. As
fotos de eventos específicos terão características visuais similares, enquanto que fotos
visualmente distintas do conjunto poderão pertencer a eventos não-relacionados que
não foram removidos com sucesso pela filtragem de pontuações efetuada no segundo
passo.
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“Done is better than perfect.”
Scott Allen
Neste capítulo são apresentados os dois protótipos de recuperação de informação
multimédia desenvolvidos ao longo deste trabalho com o objetivo de auxiliarem a
tarefa de ilustração automática de conteúdos textuais.
5.1 Recuperação de informação visual
O protótipo inicial, com ênfase na exploração de coleções de imagens de larga-
escala, incidiu sobre as coleções de fotos MIRFlickr-25k e de imagens médicas IRMA-
2007. O segundo protótipo, já designado como sistema interativo de ilustração auto-
mática de texto, teve por base a coleção SAPO-Lusa e serviu como prova de conceito
dos algoritmos de pré-processamento, extração, descrição, indexação e pesquisa mul-
timodal baseada no conteúdo e contexto dos documentos multimédia existentes.
5.1.1 Protótipo de pesquisa de imagens médicas
Para a indexação da coleção IRMA-2007, nomeadamente dos metadados textuais
resultantes da conversão dos códigos IRMA existentes em anotações textuais descri-
tivas, foi utilizada a biblioteca de recuperação de informação textual Lucene1. Este





Os vetores de características, representativos das propriedades visuais extraídas
de cada imagem, foram gerados pela biblioteca img(Rummager) [CBL09], de forma
a tornar possível a determinação da similaridade e ordenação de resultados durante
a fase de pesquisa visual com base em conteúdo. O módulo de descrição visual gera
os vetores e armazena-os num único ficheiro XML.
Para efeitos de desempenho do sistema, o ficheiro XML contendo os descritores foi
posteriormente convertido num ficheiro serializado, o que permitiu acelerar de forma
considerável o carregamento do índice visual. Testes efetuados demonstraram que,
em média, as pesquisas visuais baseadas na leitura de conteúdo XML demoravam
3 a 15 segundos, dependendo do tamanho dos descritores escolhidos. As pesquisas
usando o ficheiro serializado atingiam os 0.1 a 1 segundos, evitando o parsing do
ficheiro XML e a conversão dos valores armazenados em objetos da plataforma de
desenvolvimento.
De forma a exemplificar os detalhes da arquitetura adotada, a Figura 5.1(a)
demonstra as aplicações e dados necessários ao funcionamento do protótipo de recu-
peração de informação multimédia. Duas aplicações de linha de comandos geram os
índices visuais e textuais que alimentam os três serviços de pesquisa. São também
disponibilizadas miniaturas das imagens, de forma a acelerar a visualização dos re-
sultados de pesquisa e reduzir o tempo de espera.
A Figura 5.1(b) exibe alguns aspetos da arquitetura do protótipo, com um ser-
vidor responsável pelos dados e lógica de negócio e por disponibilizar os serviços
de interação para pesquisas (searches), avaliação e validação das funcionalidades do
sistema.
A interface de utilização do sistema é executada nas máquinas dos utilizadores
e tira partido dos serviços web disponíveis. A Figura 5.2 demonstra a interface do
protótipo desenvolvido. A pesquisa textual está disponível, representando esta um
passo obrigatório para efetuar posteriormente pesquisas visuais. É possível selecio-
nar os descritores pretendidos para comparação de conteúdos visuais, assim como
combinar os resultados das pesquisas textuais e visuais. A lista de resultados, do
lado esquerdo, contém miniaturas, códigos e anotações das imagens, e o lado direito
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(a) Arquitetura de backend
(b) Visão geral do sistema
Figura 5.1: O processo de recuperação de informação multimédia
exibe a imagem selecionada, escalada de forma a manter o seu formato inicial.
5.1.2 Protótipo de ilustração de texto
Os desenvolvimentos subsequentes efetuados no protótipo incidiram sobre a ta-
refa de ilustração de conteúdos textuais jornalísticos. a Após o processamento da
informação de conteúdo e metadados existentes na coleção SAPO-Lusa, o protótipo
é capaz de permitir a realização de pesquisas textuais e visuais de forma a efetuar
ou auxiliar a ilustração automática de texto, disponibilizando ainda a capacidade
de exploração visual desta coleção de larga-escala.
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Figura 5.2: Interface de utilizador
Os utilizadores podem interagir com o protótipo de forma a refinar os resultados
da pesquisa para ilustração, usando as imagens obtidas de uma execução automá-
tica. Se uma foto for considerada relevante, é possível reordenar as restantes por
similaridade visual, na tentativa de agrupar fotos do mesmo evento, contexto, tema
ou apenas devido às suas características visuais específicas.
Além disso, os utilizadores podem escolher uma foto específica e explorar a co-
leção com base nas suas propriedades visuais, ultrapassando a barreira contextual
imposta pelo processo de pesquisa de fotos para ilustração baseada apenas no con-
teúdo textual associado. Por exemplo, fotos genéricas de um estádio ou campo de
futebol poderão ser consideradas relevantes para textos associados a um jogador de
futebol. Estas imagens, que podem eventualmente ter sido excluídas no processo de
filtragem de resultados por contexto, podem ser recuperadas através da exploração
visual da coleção.
A utilização dos índices de similaridade aproximada descritos no capítulo ante-
rior permite obter resultados de uma forma muito mais rápida do que através de
comparações sequenciais exaustivas percorrendo toda a coleção. O resultado final
é ordenado visualmente por coerência visual, permitindo ao utilizador encontrar as




O protótipo possui uma interface simples e intuitiva, exibida na Figura 5.3. As
duas opções de recuperação de informação disponíveis são "Ilustrar", a qual efetua
apenas uma pesquisa textual com filtragem de resultados por contexto, e "Ilustrar
e Agrupar", a qual efetua também o passo de ordenação por coerência visual (Sec-
ção 4.6), combinando assim a pesquisa textual e as propriedades visuais das fotos.
A exploração das características visuais é disponibilizada através das opções
"Reordenação visual", a qual reordena os resultados por similaridade com uma foto
específica, e "Encontrar Semelhantes", a qual se baseia exclusivamente nas proprie-
dades visuais das fotos para pesquisar toda a coleção por imagens semelhantes.
A nível técnico, a implementação da interface for realizada em Silverlight2, o que
permitiu a criação de uma aplicação a executar dentro dos browsers, comunicando
com os serviços web WCF3. Foi posteriormente disponibilizada uma demonstração
pública deste protótipo usando a coleção SAPO-Lusa, através do projeto "Dpikt"4.
5.2 Avaliação
Foram realizadas experiências de avaliação para comprovar a eficácia da arqui-
tetura proposta, nas perspetivas de qualidade dos resultados e desempenho do sis-
tema. A realização em paralelo de um estudo com utilizadores, recorrendo a uma
plataforma de crowdsourcing, permitiu averiguar se os resultados provenientes das
estratégias de validação seriam coincidentes com os obtidos por utilizadores reais.
O impacto dos filtros de abstração foi analisado através da realização de pesquisas
visuais, usando o groundtruth disponível para determinar o seu impacto e potenciais
benefícios no armazenamento e processamento de imagens.
As experiências de avaliação incidiram sobre as coleções MIRFlickr-25k e SAPO-
Lusa, sendo estas bastante diferentes na sua natureza e objetivos, conforme discutido
na Secção 3.1. A primeira experiência procura avaliar a qualidade dos resultados,






(a) Interface de utilizador
(b) Opções de recuperação e exploração visuais
Figura 5.3: Protótipo de ilustração automática e interativa
segunda experiência está focada na avaliação do desempenho do esquema de pes-
quisa aproximada proposto para a rápida exploração de coleções de grande escala
através de similaridade visual.
5.2.1 Experiências na coleção MIRFlickr-25k
Para efeitos de avaliação, a coleção MIRFlickr-25k representa uma coleção de
fotos frequentemente utilizada na área de avaliação de sistemas de recuperação de
informação multimédia, mas que não possui conteúdo textual significativo para cada
foto. Os 24 conceitos pré-estabelecidos (Figure 3.2(b)) para esta coleção foram usa-
dos como interrogações.
As anotações, efetuadas manualmente, denotam a existência de conceitos visuais
específicos presentes nas imagens. Estas incluem também tags inseridas pelos uti-
lizadores, o que permitiu definir a estratégia da primeira experiência de avaliação:
efetuar pesquisas por conceitos nas tags associadas às fotos (Figura 3.3(b)), conside-
rando as anotações relativas a conceitos como groundtruth. Uma foto é considerada
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relevante se o conceito pesquisado fizer parte da sua lista de conceitos.
5.2.1.1 Qualidade da recomendação de fotos
A experiência de avaliação da recomendação de fotos para ilustração utilizou os
24 conceitos como interrogações. Os resultados foram avaliados após cada uma das
etapas do processo de recuperação de informação: pesquisa textual sobre os metada-
dos indexados; pesquisa refinada pelo filtro de pontuação, e a aplicação do algoritmo
de coerência visual.
As medidas de avaliação usadas, nomeadamente a precisão nos 10 primeiros resul-
tados (Prec@10), precisão nos R primeiros resultados (R-Prec) e a precisão média
(MAP) permitiram obter os valores representados na Tabela 5.1, para a coleção
MIRFlickr-25k. Verifica-se que os conceitos visuais definidos nas anotações estão
presentes nas tags dos utilizadores, dado que o valor de precisão é superior a 70%.
A precisão aumenta com a aplicação do filtro de pontuação, e ainda mais com a
aplicação do algoritmo de coerência visual.
Tabela 5.1: Recomendação de fotos na coleção MIRFlickr-25k
Avaliação textual c/ filtropontuacao c/ filtro & coerênciavisual
Prec@10 70% 70% 73%
R-Prec 71% 71% 71%
MAP 72% 73% 78%
5.2.1.2 Desempenho da exploração visual
A experiência de avaliação da exploração visual, através de pesquisas baseadas
somente no conteúdo das fotos, compara a execução de interrogações visuais usando
os esquemas de pesquisa sequencial e aproximada apresentados neste trabalho. O
conjunto de interrogações visuais é formado pelas fotos pertencentes ao grupo de
imagens de cada conceito. Uma imagem é considerada relevante para uma pesquisa
visual se pertencer ao groundtruth do conceito associado.
Dado que cada imagem pode incluir vários conceitos visuais, os quais são ana-
lisados individualmente, a redundância de interrogações é evitada através da uma
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verificação inicial. Desse modo foram realizadas apenas 25.000 interrogações e não
73.342, reduzindo o tempo necessário para a obtenção de resultados.
As posições das imagens nos resultados das pesquisas sequenciais e aproximadas
foram comparadas através do coeficiente de correlação de Spearman. Para obter o
seu valor, são usadas as posições rseq sequencial e rapprox aproximada das imagens
nas listas de resultados, e o tamanho n dessas listas:




onde di = rseqi− rapproxi
Após a realização das interrogações, os tempos médios de resposta foram anali-
sados para a coleção MIRFlickr-25k, com os resultados visíveis na Tabela 5.2. As
pesquisas usando os algoritmos de pesquisa aproximada obtiveram um valor de corre-
lação de 99% com os resultados obtidos através das pesquisas exaustivas sequenciais.
Tabela 5.2: Exploração visual na coleção MIRFlickr-25k
Avaliação pesquisaexaustiva pesquisaaproximada
Correlação 99%
Tempo médio de resposta 8 seg 1 seg
5.2.2 Experiências na coleção SAPO-Lusa
A coleção SAPO-Lusa, uma coleção de fotos jornalísticas de larga-escala, utili-
zada para projetos de investigação realizados no âmbito dos Laboratórios SAPO5,
resulta de um acordo estabelecido entre a agência de notícias Agência Lusa e a em-
presa SAPO (Secção 3.1.3).
Esta coleção torna-se interessante do ponto de vista da tarefa de ilustração de
conteúdos textuais dado que as fotos foram enriquecidas com descrições detalhadas,
mas sem o objetivo de a preparar para efeitos de avaliação de algoritmos de pesquisa.




o groundtruth das interrogações a realizar, dado que seria extremamente custoso
defini-lo manualmente numa coleção de tão grande escala como a SAPO-Lusa, com
cerca de dois milhões de fotos.
Dado que a coleção não se encontrava preparada para o processo de avaliação,
foram definidas 100 personalidades do domínio público como referência para as pes-
quisas. As fotos contêm legendas e títulos associados, o que permite usar estes últi-
mos, mais específicos, assumindo que uma imagem é considerada relevante quando
o seu título contém o nome da personalidade usada para pesquisa. Exemplos das
personalidades escolhidas como interrogações podem ser observados na Figura 4.5.
5.2.2.1 Qualidade da recomendação de fotos
Esta experiência é similar à efetuada sobre a coleção MIRFlickr-25k. O sistema
respondeu a interrogações relativas às 100 personalidades, produzindo resultados
para os três tipos de pesquisa, nomeadamente pesquisa textual simples, pesquisa
textual filtrada pelo filtro de pontuação, e pesquisa textual filtrada seguida de orde-
nação por coerência visual.
Como pode ser observado na Tabela 5.3, os resultados após filtragem de pontua-
ções obtiveram uma maior precisão do que os provenientes de pesquisas textuais sim-
ples. A aplicação de coerência visual também demonstrou um aumento de precisão
relativamente às pesquisas textuais originais, mas não tão elevado como aplicando
apenas o filtro de pontuação.
Tabela 5.3: Recomendação de fotos na coleção SAPO-Lusa
Avaliação textual c/ filtropontuacao c/ filtro & coerênciavisual
Prec@10 38% 43% 39%
R-Prec 40% 42% 41%
MAP 39% 47% 43%
5.2.2.2 Desempenho da exploração visual
A segunda parte dos testes comparou as interrogações visuais baseadas em pes-
quisas exaustiva sequenciais e recorrendo aos índices de pesquisa aproximada. Foi
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efetuada uma interrogação visual para cada uma das imagens pertencentes às perso-
nalidades. O módulo de avaliação realizou um total de 19.815 interrogações (100 per-
sonalidades × fotos respetivas), que originaram os resultados exibidos na Tabela 5.4.
Tabela 5.4: Exploração visual na coleção SAPO-Lusa
Avaliação pesquisaexaustiva pesquisaaproximada
Correlação 99%
Tempo médio de resposta 60 seg 3 seg
5.2.3 Experiências com crowdsourcing
O objetivo do algoritmo de coerência visual é agrupar imagens similares no topo
da lista de resultados, colocando as fotos visualmente mais distintas no final da
mesma. Foi necessário avaliar este conceito através de utilizadores reais, tirando par-
tido de uma das plataformas de crowdsourcing disponíveis atualmente, designada por
CrowdFlower6. Foi concebida uma experiência de avaliação baseada na comparação
de listas de sugestões de fotos para ilustração para fragmentos textuais específicos.
Foram definidos 12 fragmentos, evidenciados na Tabela 5.5, os quais procuram
abranger a diversidade de tópicos presentes na coleção SAPO-Lusa.
Tabela 5.5: Crowdsourcing - Interrogações para ilustração
ID interrogação
1 president barack obama speaks to the audience in a speech
2 the france presidential elections in 2007
3 EU family photo after conferences
4 Cristiano Ronaldo playing in the portuguese national team
5 soccer matches during the european 2008 championship
6 swimming during the Olympic Games
7 movie actress Angelina Jolie
8 Grammy Awards in 2006
9 stage performance during Rock In Rio
10 US soldiers during the Iraq invasion
11 soldiers and vehicles in a military parade




Para cada tarefa de ilustração, foram geradas 5 listas de resultados com 10 fotos
cada: Aleatória, Pesquisa Textual, Reordenada, Coerência e Coerência Inversa:
• A lista Aleatória contém 3 fotos resultantes da pesquisa textual, misturadas
com 7 fotos escolhidas aleatoriamente na coleção. A lista Pesquisa Textual
resultou dos primeiros 10 resultados da pesquisa textual efetuada.
• A lista Reordenada foi criada reordenando as fotos por similaridade ao primeiro
resultado da lista completa de pesquisa textual.
• A lista Coerência foi gerada com base no algoritmo de coerência visual, que
agrupa as fotos mais similares entre si no início da lista de resultados, limitando-
os posteriormente aos primeiros 10 itens.
• A lista Coerência Inversa contém os 10 últimos resultados da lista Coerência
completa, por ordem inversa, ou seja, as fotos visualmente mais distintas entre
os resultados obtidos.
A lista Aleatória for criada essencialmente para validar os avaliadores na plata-
forma de crowdsourcing adotada. Foram criadas tarefas "gold", idênticas às tarefas
de ilustração, onde é exibido o conteúdo textual a ilustrar e duas listas de resultados.
Nestas tarefas de validação, uma das listas é a Aleatória, sendo que se espera que o
avaliador atento opte sempre pela lista alternativa. Desta forma, é possível excluir
do processo de avaliação da tarefa avaliadores incapazes de efetuar julgamentos de
relevância, respondendo aleatoria ou incoerentemente às tarefas de validação que
lhes são propostas.
A experiência de crowdsourcing é composta por 48 tarefas de ilustração, isto é,
12 conteúdos textuais com quatro comparações cada:
• lista Aleatória e lista Pesquisa Textual (tarefa "gold");
• lista Pesquisa Textual e lista Reordenada;
• lista Pesquisa Textual e lista Coerência;
• lista Coerência e lista Coerência Inversa.
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Foi estabelecido um mínimo de 7 julgamentos por tarefa, ou seja 252 (7 * 36, dado
que as tarefas "gold"não são consideradas) para obter feedback considerado satisfató-
rio. Foram recolhidos 1.255 julgamentos, dos quais 276 foram considerados válidos
pela plataforma, e 888 julgamentos foram invalidados face às respostas erradas des-
ses avaliadores nas tarefas "gold". Este facto revela que uma grande percentagem
não foi considerada, sendo excluída do processo e do respetivo pagamento pelas ava-
liações desempenhadas.
O processo ocorreu durante 3 horas. As tabelas 5.6, 5.7 e 5.8 apresentam resumi-
damente os resultados obtidos:
Tabela 5.6: Crowdsourcing - Pesquisa textual (A) e Ordenada (B)
ID Lista A % Lista B % Indiferente %
1 16 55% 7 24% 6 21%
2 15 44% 10 29% 9 26%
3 18 55% 9 27% 6 18%
4 9 36% 8 32% 8 32%
5 12 40% 10 33% 8 27%
6 7 58% 5 42% 0 0%
7 8 40% 6 30% 6 30%
8 15 48% 9 29% 7 23%
9 11 52% 6 29% 4 19%
10 10 40% 10 40% 5 20%
11 21 49% 12 28% 10 23%
12 16 41% 13 33% 10 26%
média – 47% – 31% – 22%
desvio – 7% – 5% – 8%
5.2.4 Análise de resultados
A fase de avaliação produziu um número elevado de dados, entre os quais valores
relativos ao desempenho do sistema e feedback dos utilizadores. Nesta secção são dis-
cutidas as conclusões mais significativas, os tópicos mais relevantes e as perspetivas




Tabela 5.7: Crowdsourcing - Pesquisa Textual (A) e Coerência Visual (B)
ID Lista A % Lista B % Indiferente %
1 9 60% 5 33% 1 7%
2 6 35% 6 35% 5 29%
3 11 58% 6 32% 2 11%
4 10 45% 8 36% 4 18%
5 12 60% 6 30% 2 10%
6 9 64% 3 21% 2 14%
7 15 45% 9 27% 9 27%
8 13 39% 13 39% 7 21%
9 10 42% 8 33% 6 25%
10 46 40% 29 40% 25 20%
11 12 39% 10 32% 9 29%
12 19 49% 12 31% 8 21%
média – 49% – 32% – 20%
desvio – 10% – 5% – 8%
Tabela 5.8: Crowdsourcing - Coerência Visual (A) e Coerência Visual Inversa (B)
ID Lista A % Lista B % Indiferente %
1 12 52% 6 26% 5 22%
2 18 67% 6 22% 3 11%
3 16 43% 14 38% 7 19%
4 7 50% 4 29% 3 21%
5 15 58% 9 35% 2 8%
6 16 57% 7 25% 5 18%
7 6 43% 6 43% 2 14%
8 18 51% 12 34% 5 14%
9 16 64% 6 24% 3 12%
10 12 46% 9 35% 5 19%
11 8 40% 7 35% 5 25%
12 16 42% 11 29% 11 29%
média – 51% – 31% – 18%
desvio – 9% – 6% – 6%
5.2.4.1 Recomendação de fotos
A experiência de avaliação da recomendação de fotos é adequada para a coleção
MIRFlickr-25k, concebida para investigação na área de recuperação de informação
visual. No entanto, esta coleção apresenta limitações relevantes relativamente à ta-
refa de ilustração de conteúdos textuais: as interrogações estão limitadas a conceitos




Por seu lado, a pesquisa de personalidades efetuada sobre a coleção SAPO-Lusa
revelou ser um bom modelo de testes para a tarefa considerada. Uma coleção foto-
jornalística desta natureza possui informação diversificada sobre as personalidades
pesquisadas, e as legendas das fotos permitem uma pesquisa textual eficaz durante
o primeiro passo do processo de ilustração.
A limitação no uso desta coleção está relacionado com a inexistência de conceitos,
classes ou interrogações, com o respetivo groundtruth. Esta dificuldade foi ultrapas-
sada através da definição de interrogações baseadas nas personalidades existentes,
e do groundtruth com base no uso do título das fotos como fonte de informação
separada, para validação da existência de personalidades nas mesmas. Esta aborda-
gem resultou em valores de precisão baixos, os quais, após observação atenta dos
resultados das pesquisas, se devem ao facto de que várias legendas de fotos, apesar
de mencionarem as personalidades pesquisadas, não justificam a sua presença nas
fotos, mas sim eventos e personalidades relacionadas.
Em ambas as coleções, os resultados de utilização dos passos relativos aos filtros
de pontuação e coerência visual ultrapassam os obtidos efetuando apenas uma pes-
quisa textual. Na coleção SAPO-Lusa, a aplicação da coerência visual após o filtro
de pontuação não melhorou os resultados obtidos, o que pode ser explicado pela
influência do groundtruth definido e a natureza da reordenação visual. Os exemplos
apresentados na Figura 4.6 mostram que imagens visualmente similares podem cor-
responder à mesma personalidade, mas numa coleção onde fotos do mesmo evento
possam estar presentes, a coerência visual pode promover, baseada nos critérios de
conteúdo visual, imagens de diferentes personalidades em contextos visuais seme-
lhantes.
5.2.4.2 Exploração visual
A comparação efetuada entre os resultados obtidos com as pesquisas exaustivas e
as baseadas nos índices aproximados demonstrou que não houve perda significativa
na qualidade das respostas. Os testes de desempenho utilizaram um número elevado
de interrogações visuais, e o groundtruth já apresentado. Os valores de precisão a
10 resultados foram aproximadamente 43% na coleção MIRFlickr-25k e 13% para a
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coleção SAPO-Lusa. Esta diferença detetada no comportamento do descritor JCD
usando o groundtruth definido pode ser explicada pelo facto de que é mais fácil asso-
ciar os conceitos genéricos presentes na coleção MIRFlickr-25k com as características
visuais de baixo nível como cor e textura, do que detetar personalidades através da
mesma abordagem.
O descritor visual foi concebido para ser mais eficaz quando as classes a identifi-
car são visualmente distintas, com elevada similaridade entre as imagens da mesma
classe, e quando os objetos de interesse ocupam uma porção considerável das fotos.
A Figura 4.6 demonstra exemplos de exploração visual efetuados sobre a coleção
SAPO-Lusa, evidenciando que as imagens podem ser visualmente muito similares
no seu contexto visual e não nas personalidades que nelas podem ser observadas.
5.2.5 Pesquisa visual em imagens abstraídas
Para testar o impacto do filtro de abstração, foi utilizada a coleção MIRFlickr-
25k e o descritor JCD, seguindo a abordagem previamente usada na comparação de
descritores com a coleção IRMA-2007. Os tópicos pré-estabelecidos, exemplificados
na Figura 3.2(b) resultam de anotações disponibilizadas juntamente com as fotos da
coleção e foram manualmente atribuídos por um anotador responsável por determi-
nar a presença ou ausência dos tópicos nas imagens.
O conjunto de interrogações visuais para um tópico é formado por todas as ima-
gens pertencentes ao mesmo, definidas no seu groundtruth. Uma foto é considerada
relevante na lista de resultados de uma pesquisa específica se a mesma pertencer ao
groundtruth do tópico correspondente. Dado que nesta coleção uma imagem pode
estar anotada com vários tópicos, esta pode pertencer a vários conjuntos de inter-
rogações visuais resultando em pesquisas duplicadas mas com groundtruth distinto.
No total, foram efetuadas 73.342 interrogações visuais, cujos resultados estão repre-
sentados na Tabela 5.9, nomeadamente as pontuações MAP.
A Figura 5.4 mostra exemplos das pesquisas visuais, onde as fotos no topo de
cada coluna representam a imagem usada para interrogação visual. Os resultados
demonstram que o processo de abstração de imagens não diminui significativamente
a qualidade dos resultados das pesquisas visuais segundo o paradigma de avaliação
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Tabela 5.9: Resultados das pesquisas por conteúdo (melhores resultados a negrito)


























adotado, e em alguns casos pode até obter resultados marginalmente melhores.
Com base nos resultados obtidos, o pré-processamento de imagens não degradou
o processo de recuperação de informação. Desta forma, através do filtro de abstração,
é possível reduzir substancialmente os requisitos de armazenamento de uma coleção





Figura 5.4: Exemplos de pesquisa visual: imagens originais (1a e 3a colunas) e imagens





Adaptação para recomendação musical
“There is nothing new under the sun.”
Bible, Ecclesiastes 1:9
Os algoritmos, técnicas e metodologias propostas e analisadas nos capítulos an-
teriores foram aplicados de forma transversal na área de recuperação de informação
musical em coleções de larga-escala, com ênfase na recomendação e descoberta musi-
cais. O terceiro protótipo desenvolvido serviu de base para a realização de um projeto
de investigação na área de recomendação híbrida musical, denominado Juggle1, com-
binando análise de conteúdo, contexto e filtragem colaborativa para a geração de
playlists, em colaboração com o colega de doutoramento José Luís Devezas2 desde
Dezembro de 2012.
6.1 Recomendação
As redes sociais introduziram uma mudança na análise de informação de gostos
musicais, através do feedback dos utilizadores e não diretamente do processamento
de conteúdo áudio, num esforço de amenizar os requisitos de hardware e tirar partido
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No entanto, a consequência imediata do foco na informação dos utilizadores, na
forma de dados implícitos (utilização do software) e explícitos (pontuações), é a de
que os sistemas de recomendação que dependem exclusivamente de algoritmos de
filtragem colaborativa sofrem do designado problema de cold start, isto é, a dificul-
dade em obter resultados iniciais na ausência de informação sobre os utilizadores. O
sistema fica incapacitado de modelar os gostos dos seus utilizadores sem pontuações
e preferências, e consequentemente de recomendar itens relevantes.
Além disso, ao ignorar informação adicional de contexto e conteúdo, este tipo
de sistemas de recomendação tem a tendência para restringir os utilizadores aos
seus gostos, não sendo capazes de sugerir itens potencialmente relevantes que estes
gostariam mas sobre os quais não têm ainda conhecimento.
Mesmo que os problemas de processamento possam ser atenuados com base na
esparsidade dos dados relativos aos utilizadores, a diversificação de resultados e
exploração de potenciais itens relevantes são algumas das estratégias que podem
melhorar significativamente a experiência de utilização e satisfação dos utilizadores
com sistemas de recomendação. Estas áreas podem usufruir da pesquisa baseada em
conteúdos, de forma a expandir os horizontes dos gostos dos utilizadores.
A área de recuperação de informação musical [LME+11], com ênfase nas tare-
fas de geração de playlists [Fie11] e descoberta de músicas, permitiu demonstrar
a transversalidade dos algoritmos de pesquisa aproximada e reordenação multimé-
dia propostos para a ilustração automática de textos com coleções de imagens de
larga-escala. A abordagem seguida é a de análise de conteúdo multimédia, a qual foi
testada com sucesso na exploração visual e recomendação de fotos [CR11a].
Um problema inerente aos sistemas de recomendação está relacionado com a
complexidade dos processos de extração e indexação de características multimédia,
exigindo um poder de processamento e armazenamento bastante superiores às abor-
dagens centradas no feedback dos utilizadores, de forma a ser possível analisar e
pesquisar os dados disponíveis. A estratégia adotada pode ser vista como um protó-
tipo independente de pesquisa de informação musical, e como base para um sistema
híbrido de recomendação, capaz de considerar a informação de conteúdo e de filtra-
gem colaborativa.
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A visão proposta está representada na Figura 6.1. Esta abordagem é iniciada
com uma interrogação textual onde os utilizadores inserem palavras-chave, títulos
de canções, nomes de artistas ou mesmo excertos das músicas. As playlists resultantes
agrupam músicas semelhantes, adaptando o conceito de coerência visual à dimen-
são musical. As músicas mais semelhantes entre si aparecem no início da playlist,
movendo as músicas mais díspares para o final da lista. Seguindo um procedimento
idêntico à reordenação visual apresentada nos protótipos anteriores, os utilizadores
podem reordenar as playlists por proximidade. Desta forma, cada música é seguida
pela mais similar que ainda não tenha sido ouvida, encadeando a similaridade áu-
dio. Por último, de forma a permitir a descoberta de músicas novas, os utilizadores
podem selecionar uma canção específica e pesquisar toda a coleção com base nas
características áudio, ou usando a similaridade textual das letras e tags.
Figura 6.1: Recomendação musical
6.2 A coleção Million Song Dataset
A coleção Million Song Dataset3 (MSD), disponibilizada em 2011, é uma coleção
livre de características áudio e metadados relativos a um milhão de músicas popula-
3http://labrosa.ee.columbia.edu/millionsong/
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res contemporâneas [BMEWL11]. Esta coleção multimédia representa uma avanço
significativo na área de recuperação de informação musical, com o objetivo de en-
corajar a investigação de algoritmos de pesquisa em larga-escala, e tornar-se uma
coleção de referência para avaliação de resultados na recomendação e descoberta de
conteúdos musicais. Apesar de não incluir os ficheiros áudio originais, por questões
de licenciamento, fornece as características áudio e metadados extraídos e analisados
pelo software The Echo Nest4.
6.2.1 Metadados adicionais e características áudio
Esta coleção é acompanhada de dois conjuntos de dados adicionais, os quais
incluem dados textuais relativos às músicas.
O conjunto de dados Last.fm5 representa a informação oficial de tags e similari-
dade entre as músicas existentes na coleção MSD. Este conjunto abrange 94% das
músicas, sendo que mais de metade possuem pelo menos uma tag associada. No
trabalho desenvolvido, a informação de similaridade foi considerada para efeitos de
avaliação, por se basear no feedback dos utilizadores, e a informação das tags foi
utilizada como característica textual para indexar as músicas.
O conjunto de dados musiXmatch6 inclui as letras das canções existentes na
MSD. Estas letras foram armazenadas em forma de “saco de palavras”, devido a
restrições de licenciamento. Dada a existência de géneros musicais com pouca ou
nenhuma informação relativa a letras, este conjunto abrange na realidade apenas
24% da coleção MSD, o que representa ainda assim um conjunto substancial de in-
formação relevante para pesquisa dos dados.
Relativamente à informação de conteúdo áudio, foram escolhidas características
específicas do conjunto disponibilizado na coleção MSD, nomeadamente time signa-
ture, tempo, mode, loudness, key, duration, pitch coefficient average × 12, e timbre
coefficient average × 12.
A Tabela 6.1 mostra algumas propriedades dos conjuntos de dados utilizados.
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à ausência de características. As canções afetadas foram excluídas do conjunto de
dados indexado, que manteve no entanto a sua propriedade de larga-escala.
Tabela 6.1: A coleção Million Song Dataset.
Músicas Tamanho Artistas Tags Termos das letras
961.493 262 GB 44.263 214.809 4.920
6.3 Aplicações
Existe já um número elevado de trabalhos na área de avaliação de playlists [SW06,
BOL09, FRd10], sendo que os estudos envolvendo utilizadores são normalmente con-
siderados em fases posteriores, para uma validação mais próxima da realidade.
Dada a natureza subjetiva das tarefas de geração de playlists e descoberta musi-
cal, foram obtidos resultados para interrogações predefinidas de forma a observar o
comportamento da abordagem baseada na análise do conteúdo áudio das canções.
6.3.1 Geração de playlists
Após a inserção de texto por parte do utilizador, como o nome de uma música
ou artista, um excerto da letra ou palavras-chave referentes a estados de espírito
como “felicidade” e “traição”, o sistema efetua uma pesquisa textual sobre os cam-
pos indexados. O resultado traduz-se numa playlist inicial limitada a um máximo
de 20 itens
Uma possível lista de resultados para a interrogação “coldplay live” é exibido
na Tabela 6.2. “Pontuação” refere-se ao valor obtido pelo resultado na pesquisa efe-
tuada com recurso à biblioteca Lucene. Neste exemplo, os utilizadores pretendem
músicas de concertos ao vivo da banda Coldplay. O protótipo permite a pesquisa por
géneros musicais específicos, caracterizados pelas palavras-chave e tags associadas
às canções respetivas.
Após a obtenção da playlist inicial, é aplicada uma reordenação por coerência áu-
dio, baseada na similaridade entre músicas. Através da distância euclideana, usando
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Tabela 6.2: Playlist inicial
Interrogação: “coldplay live” Pontuação
See You Soon (Live In Sydney) - Coldplay 5.1
Shiver (Live In Sydney) - Coldplay 5.1
One I Love (Live In Sydney) - Coldplay 5.1
Amsterdam (Live In Sydney) - Coldplay 4.2
You Only Live Twice (Live Norway) - Coldplay 4.0
Daylight - Coldplay Tribute 3.9
Moses (Live In Sydney) - Coldplay 3.7
Yellow (Live In Sydney) - Coldplay 3.4
Speed Of Sound (Live) - Coldplay 3.2
Fix You (Live) - Coldplay 3.2
Sleeping Sun - Coldplay 3.2
The World Turned Upside Down - Coldplay 3.2
One I Love 3.2
Pour Me (Live At The Hollywood Bowl) 3.2
High Speed - Coldplay 3.2
Low 3.1
Clocks - Coldplay Tribute 3.1
Warning Sign 3.1
Fix You 3.1
We Never Change 3.1
os vetores de características, as distâncias entre canções são adicionadas para deter-
minar um total. Músicas com um valor inferior, isto é, com uma similaridade maior
a todas as outras, tornam-se assim “centrais” na playlist. As canções mais similares
entre si são então agrupadas no início da playlist, enquanto que as mais distintas são
deslocadas para o final. O resultado da aplicação deste método pode ser observado
na Tabela 6.3.
Outra opção disponível está relacionada com a possibilidade de reordenar a play-
list com base na “música mais próxima”, conforme exemplificado na Tabela 6.4. Após
o utilizador escolher uma música específica na playlist, o sistema procura a música
mais similar nessa lista, e vai sucessivamente procurando a música mais semelhante
à anterior. Desta forma, pretende-se que o utilizador escolha uma música preferida e
consiga ouvir a playlist com o mínimo de perturbação, atenuando as diferenças nas
passagens entre canções.
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Tabela 6.3: Playlist reordenada
Após reordenação áudio Pontuação
Shiver (Live In Sydney) - Coldplay 5.1
Moses (Live In Sydney) - Coldplay 3.7
One I Love (Live In Sydney) - Coldplay 5.1
One I Love 3.2
Pour Me (Live At The Hollywood Bowl) 3.2
See You Soon (Live In Sydney) - Coldplay 5.1
Warning Sign 3.1
Fix You 3.1
Daylight - Coldplay Tribute 3.9
The World Turned Upside Down - Coldplay 3.2
Amsterdam (Live In Sydney) - Coldplay 4.2
You Only Live Twice (Live Norway) - Coldplay 4.0
We Never Change 3.1
Fix You (Live) - Coldplay 3.2
Clocks - Coldplay Tribute 3.1
Low 3.1
Yellow (Live In Sydney) - Coldplay 3.4
High Speed - Coldplay 3.2
Sleeping Sun - Coldplay 3.2
Speed Of Sound (Live) - Coldplay 3.2
6.3.2 Descoberta de músicas
A maior vantagem da abordagem baseada no conteúdo é a sua independência
relativamente à popularidade das músicas, permitindo a descoberta de músicas que
possam ser do agrado dos utilizadores. Conforme pode ser observado na Tabela 6.5,
ao efetuar uma pesquisa com base na atuação ao vivo da música “One I Love”,
foi possível obter a versão original usando as características áudio, o que indica
que o algoritmo de pesquisa aproximada, o esquema de binarização de vetores e
as características áudio escolhidas capturam informação suficiente para permitir a
descoberta de músicas semelhantes em coleções de grande escala.
A Tabela 6.6 contém os resultados da mesma interrogação, mas utilizando a infor-
mação contida nas letras e tags das músicas para efetuar uma pesquisa por contexto.
A playlist resultante é assim composta por canções de géneros musicais semelhantes
e com um conteúdo lírico aproximado.
As tarefas de geração de playlists e descoberta de música são efetuadas em segun-
dos usando a biblioteca Lucene. O índice final, incluindo metadados e características
áudio, ocupa cerca de 12 GB em disco, aproximadamente 4% do tamanho total da
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Tabela 6.4: Playlist começada por uma música específica
Música escolhida: “Sleeping Sun” Pontuação
Sleeping Sun - Coldplay 3.2
You Only Live Twice (Live Norway) - Coldplay 4.0
Shiver (Live In Sydney) - Coldplay 5.1
Moses (Live In Sydney) - Coldplay 3.7
One I Love (Live In Sydney) One I Love 3.2
Pour Me (Live At The Hollywood Bowl) 3.2
The World Turned Upside Down - Coldplay 3.2
Low 3.1
Speed Of Sound (Live) - Coldplay 3.2
Fix You (Live) - Coldplay 3.2
Fix You 3.1
Daylight - Coldplay Tribute 3.9
See You Soon (Live In Sydney) - Coldplay 5.1
Warning Sign 3.1
Amsterdam (Live In Sydney) - Coldplay 4.2
Clocks - Coldplay Tribute 3.1
High Speed - Coldplay 3.2
We Never Change 3.1
Yellow (Live In Sydney) - Coldplay 3.4
coleção, e apenas pode ser carregado para memória em servidores com essa capaci-
dade. No entanto, a biblioteca Lucene dispõe de mecanismos que permitem manter
em memória as estruturas e dados relevantes para as pesquisas mais recentes.
Para coleções de ainda maior escala, é possível recorrer às facilidades de distri-
buição do índice e conteúdos por várias máquinas, e à possibilidade de separação
dos tipos de dados por plataformas diferentes, adequadas às suas características. Por
exemplo, armazenar as músicas, fotos e respetivas descrições em servidores de con-
teúdo estático, guardar os metadados em bases de dados, e manter no índice apenas
a informação identificativa dos documentos, de forma a ser possível reagrupar toda
a informação durante a fase de interação com os utilizadores.
6.4 Avaliação
A avaliação das playlists tirou partido da coleção de dados The Echo Nest Taste
Profile Subset7 para determinar a qualidade dos resultados produzidos para algu-
7http://labrosa.ee.columbia.edu/millionsong/tasteprofile
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Tabela 6.5: Músicas semelhantes – características áudio
Interrogação: “One I Love (Live In Sydney)” Pontuação
One I Love (Live In Sydney) - Coldplay 17.0
Banda De Rock & Roll - Ratones Paranoicos 17.0
Silver Strand (Album Version) - The Corrs 17.0
Time (24-Bit Digitally Remastered 05) - Blind ... 14.8
Amplified Ohm - Melting Euphoria 14.7
Tomorrow Is Coming - Ocha la Rocha 12.5
Jalousi (Igen!) - Peter Sommer 12.2
Are You Anywhere? (edit) - Padded Cell 11.5
One I Love - Coldplay 11.5
Let The Sky Fall - Ten Years After 11.5
Jane Says ( Live )( LP Version ) - Jane’s ... 11.2
Black - Pearl Jam 11.0
To Bække Små - Peter Sommer 10.9
Our Addictions - Art In Manila 10.7
Genius - The Lovetones 10.6
Whip a Rose - Thomas Jefferson Slave ... 10.5
Il Compositore Di Nuvole - Le Vibrazioni 10.5
A Decade Without a Death - Ghost of the ... 10.5
Meet Us Here - The Glorious Unseen 10.3
All For You (Ruff & Jam Midnight Mix) - Kate ... 10.2
mas interrogações predefinidas. A estratégia adotada partiu da hipótese de que uma
playlist automaticamente gerada terá maior qualidade quanto maior o número de
músicas que co-ocorram em playlists geradas por utilizadores. Desta forma, a pontu-
ação de uma playlist resultará da soma do número de pares de músicas que tenham
sido ouvidas por pelo menos um utilizador. Dada uma playlist de n canções, a pon-
tuação máxima que esta poderá obter será o número total de pares na lista, ou seja,
n(n−1)/2.
Foram geradas 20 playlists com n= 20 músicas cada, baseadas nas interrogações
exibidas na Tabela 6.7. Os resultados obtidos demonstraram que as interrogações
respondidas com base nos metadados textuais continham mais pares de músicas ou-
vidas em conjunto pelos utilizadores. As pesquisas com base nas letras das músicas
e tags obtiveram resultados intermédios, sendo que os resultados das pesquisas base-
adas no conteúdo áudio atingiram os valores mais baixos, mas ainda assim positivos.
Este esquema de avaliação permitiu demonstrar que a informação de contexto
continua a ser a melhor solução para obter uma playlist inicial aceitável, mas as
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Tabela 6.6: Músicas semelhantes – letras e tags
Interrogação: “One I Love (Live In Sydney)” Pontuação
One I Love - Coldplay 4.7
One I Love (Live In Sydney) - Coldplay 3.9
You - Mr. Sancho 3.1
Desperado - Journey South 3.1
You Are The One Lalala - Morten Abel 2.8
You Are Everything - Dru Hill 2.8
Blame It On Me - Aaron Watson 2.7
Just The Way (Explicit) - Alfonzo Hunter 2.7
Sprung - B2K 2.6
If Work Permits - The Format 2.6
Home - Edward Sharpe & The Magnetic ... 2.6
Wish List - Jets To Brazil 2.6
Willie - Cat Power 2.6
Southern State - Bright Eyes 2.6
You Are The Light - Jens Lekman 2.6
Christmas TV - Slow Club 2.5
Stand Up - Forty Deuce 2.5
Come On Home - Everything But The Girl 2.5
My Way Home Is Through You [B-Side] - ... 2.5
You Came Back - Pete Townshend 2.5
características áudio conseguem encontrar músicas similares. Quanto maior for a
pontuação obtida, maior será a capacidade de o sistema gerar playlists com músicas
co-ocorrentes em playlists criadas por utilizadores, validando os métodos de simila-
ridade por conteúdo.
Esta informação pode ser usada para produzir recomendações equilibradas, con-
jugando a “segurança” da pesquisa baseada no contexto com a potencial “serendi-
pidade” da pesquisa baseada no conteúdo, isto é, a capacidade de descoberta de
músicas que não seriam encontradas usando apenas métodos baseados na pesquisa
dos metadados. Dado que o protótipo apresentado contempla a informação baseada
no conteúdo, não corre o risco de ficar enviesado às preferências dos utilizadores,
introduzindo implicitamente uma potencial diversificação dos resultados.
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Tabela 6.7: Avaliação das playlists
Playlist Interrogação Pont.texto Pont.audio Pont.tags
1 coldplay live 0.7316 0.0000 0.1368
2 metallica slayer heavy metal 0.3526 0.0737 0.4105
3 nirvana days of the new grunge alice in chains 0.3474 0.0053 0.2842
4 jason mraz i’m yours 0.7263 0.0263 0.4684
5 happy good vibe 0.0105 0.0368 0.0842
6 sad depressing doom dark 0.0368 0.0421 0.3947
7 britney spears rihanna madonna 0.4105 0.0579 0.1158
8 norah jones diana krall jamie cullum 0.7632 0.0053 0.3158
9 miles davis john coltrane classic jazz 0.0316 0.0263 0.0526
10 frank sinatra new york 0.0368 0.0000 0.0947
11 bob marley reggae summer happy positive 0.2421 0.0789 0.2263
12 pop rock avril lavigne 0.4000 0.0474 0.0263
13 indiana jones soundtrack 0.0842 0.0105 0.3211
14 led zeppelin the who classic rock 0.1000 0.0053 0.2053
15 rockabilly 50s elvis presley 0.0000 0.0158 0.0421
16 country bluegrass bill monroe banjo 0.0158 0.0105 0.0368
17 dubstep skrillex new beat 0.1737 0.0263 0.0947
18 electronic aphex twin creative 0.0632 0.0000 0.0947
19 house techno trance bestof 0.0474 0.0105 0.1421
20 blues muddy waters robert johnon jimi hendrix 0.0684 0.0263 0.0316
Média 0.2 ± 0.3 0.03 ± 0.02 0.2 ± 0.1
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“The pessimist complains about the wind; the optimist expects
it to change; the realist adjusts the sails.”
William Arthur Ward
Neste capítulo são apresentadas as principais conclusões obtidas ao longo deste
trabalho, validando a tese enunciada e investigação paralela que permitiu contemplar
ramificações futuras dos resultados disponibilizados. Ao longo desta investigação,
foram desenvolvidos trabalhos de aplicação das metodologias analisadas em áreas
distintas como a análise de conteúdo visual e a recomendação musical.
No sentido de explorar novas possibilidades de enriquecimento da informação
existente nas coleções multimédia, foram consideradas metodologias na área das re-
des sociais e análise de gráfos para auxiliar a deteção de entidades consideradas
relevantes. Foram também contempladas áreas como o pré-processamento das fotos




7.1 Ilustração suportada por recuperação de informação
multimédia em larga-escala
Foi apresentada uma arquitetura de sistema para responder à tarefa de ilustra-
ção automática de conteúdos textuais, a qual recorre a algoritmos de recuperação de
informação para extração e descrição de conteúdos multimédia, bem como pesquisa
aproximada e reordenação por coerência.
A indexação é efetuada sobre os metadados, legendas e tags associadas, e sobre
as descrições visuais das fotos existentes nas coleções de grande escala adotadas. O
objetivo principal, de recomendação de imagens para ilustração de conteúdos textu-
ais, é atingido com recurso aos mecanismos de determinação de similaridade textual
no contexto, e similaridade visual no conteúdo das fotos. A capacidade de resposta
em tempo útil, face à dimensão dos dados e capacidades de processamento existen-
tes, permite ainda a exploração das coleções com base num exemplo fornecido.
A utilização de componentes opensource, bem como o mapeamento de caracte-
rísticas visuais para conteúdo textual, indexável por plataformas de recuperação de
informação largamente disseminadas e estabelecidas, tornam a estratégia proposta
facilmente integrável em sistemas já existentes.
A utilização do conceito de coerência entre documentos, e a aplicação das meto-
dologias a áreas distintas como a ilustração de texto, geração de playlists musicais,
exploração de grandes coleções de fotos e descoberta de novas músicas, foram exten-
sivamente avaliados comprovando-se a sua eficácia no compromisso entre precisão e
diversidade dos resultados obtidos, face a tarefas tão subjetivas e dependentes da
interação com o utilizador e respetiva satisfação das necessidades de informação.
7.2 Ramificações
As secções seguintes descrevem sucintamente aspetos analisados em paralelo, os
quais têm o potencial de enriquecer ainda mais os resultados produzidos e contribuir
para a investigação nesta área.
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7.2.1 Deteção de comunidades
As comunidades constituem grupos de pessoas que partilham um contexto especí-
fico, como interesses comuns, padrões de comportamento ou simplesmente o idioma
ou etnicidade. Através de técnicas de reconhecimento de entidades mencionadas, foi
possível identificar e extrair personalidades presentes nas legendas das fotos jorna-
lísticas que constituem a coleção SAPO-Lusa.
Nesse sentido, assume-se que quando duas personalidades são co-referidas na des-
crição de uma foto, contribuem para o mesmo contexto. Uma representação baseada
em grafos, em que as personalidades são representadas por nós e a sua presença si-
multânea nas legendas das fotos representadas por ligações entre esses nós, permite
obter uma rede de co-referência de personalidades da coleção SAPO-Lusa.
A rede gerada foi analisada de forma a verificar a sua validade como estrutura
de comunidade, fator importante para a sua utilização no melhoramento das ca-
pacidades de pesquisa e ilustração de texto. A estrutura de comunidade contribui
para evidenciar nos resultados a presença de personalidades que partilhem o mesmo
contexto, permitindo a desambiguação de entidades e associação de fotos a eventos
relacionados.
7.2.1.1 Criação da rede de entidades
A criação da rede de personalidades sobre a coleção SAPO-Lusa, com 1.5 mi-
lhões de fotos e respetivas legendas, envolveu o auxílio de ferramentas específicas.
As descrições das fotos foram analisadas por um serviço de recolha de entidades
em notícias portuguesas, disponibilizado pelo SAPO como parte do projeto SAPO
Verbetes. Desta forma, foi possível comparar os dados da coleção com uma lista de
personalidades regularmente atualizada.
Para cada entidade encontrada, através do “match” do nome nos conteúdos tex-
tuais de uma foto, esta informação é armazenada numa base de dados através dos
identificadores de cada uma. Posteriormente, com o auxílio do software R Project1, é




um peso maior consoante o número de fotos em que sejam mencionadas simultanea-
mente. Esta matriz de adjacência é finalmente convertida para um ficheiro GraphML,
permitindo a sua importação na ferramenta de visualização de grafos Gephi2.
7.2.1.2 Análise das ligações entre personalidades
A rede de personalidades pode ser observada na Figura 7.1, onde se verifica a
existência de 7 comunidades bem delimitadas, com ênfase nas áreas de Política e
Desporto. Esta observação permite concluir que as fotos contidas na coleção SAPO-
Lusa incidem maioritariamente sobre estas duas vertentes das notícias nacionais e
internacionais.
A Tabela 7.1 exibe algumas propriedades das comunidades indentificadas no
grafo gerado, nomeadamente a sua densidade, o grau de conetividade, e o valor de
PageRank [BP98, For10].
Tag da Comunidade Densidade Grau PageRank
Média Mediana Média Mediana
Políticos port. 0.60% 7.025 3.00 0.0009 0.0004
Políticos intern. 1.22% 10.160 3.00 0.0012 0.0006
Finanças 7.37% 4.866 3.00 0.0145 0.0113
Futebol 1.70% 11.880 6.00 0.0014 0.0009
Ténis / Fórmula 1 1.84% 6.195 3.00 0.0030 0.0020
Ciclismo 6.45% 3.614 2.00 0.0175 0.0129
Basquetebol 12.12% 4.000 3.00 0.0294 0.0214
Tabela 7.1: Análise de Comunidades (valores máximos para cada coluna destacados a
negrito
A estrutura de comunidade desta rede foi identificada recorrendo ao algoritmo de
otimização de modularidade [BGLL08] presente no software Gephi. Cores diferentes
evidenciam comunidades diferentes, com o tamanho do nó a representar o seu valor
de PageRank.
Após efetuar um “sampling” de algumas personalidades de cada comunidade, foi
efetuada uma pesquisa no Google e Wikipedia para determinar a sua profissão, o




Figura 7.1: Rede de personalidades
As tags foram validadas através de uma agregação das notícias de cada comunidade,
após remoção das palavras portuguesas e inglesas mais frequentes, e identificação
das frequências dos termos.
A Tabela 7.2 contém as personalidades mais representativas de cada comunidade,
bem como o seu grau e valor de PageRank. É possível concluir que, por exemplo, as
personalidades relacionadas com Futebol são normalmente mencionadas com várias
personalidades dessa área (grau de conetividade máximo), enquanto que as persona-
lidades ligadas ao Basquetebol aparecem normalmente associadas a entidades muito
importantes nesse contexto (valor máximo de PageRank).
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Rank Personalidade Grau Personalidade PageRank
Políticos portugueses
1 Cavaco Silva 268 Jorge Sampaio 0.029835838
2 Jorge Sampaio 260 Cavaco Silva 0.029552041
3 José Sócrates 173 José Sócrates 0.017865690
4 Jaime Gama 87 Manuel Pinho 0.008565179
Políticos internacionais
1 George W. Bush 186 George W. Bush 0.02080142
2 Angela Merkel 135 Nicolas Sarkozy 0.01398886
3 Nicolas Sarkozy 130 Angela Merkel 0.01352073
4 Javier Solana 129 Vladimir Putin 0.01244500
Finanças
1 Christine Lagarde 20 Christine Lagarde 0.05494546
2 Christian Noyer 17 Didier Reynders 0.04656112
3 Jean Claude Trichet 17 Peer Steinbrueck 0.04198738
4 Axel Weber 15 Pedro Solbes 0.04117235
Futebol
1 Stamford Bridge 111 Stamford Bridge 0.010989572
2 Thierry Henry 93 Thierry Henry 0.009253354
3 Cristiano Ronaldo 91 Cristiano Ronaldo 0.009160757
4 Michael Ballack 82 Borussia Dortmund 0.008084869
Ténis/ Fórmula 1
1 Roger Federer 44 Roger Federer 0.014216810
2 Michael Schumacher 35 Michael Schumacher 0.012195036
3 Rafael Nadal 31 Martin Scorsese 0.010473509
4 Fernando Alonso 30 Thomas Gottschalk 0.010239316
Ciclismo
1 Tom Boonen 14 Alberto Contador 0.05277021
2 Alberto Contador 13 Tom Boonen 0.05171201
3 Alejandro Valverde 12 Alejandro Valverde 0.04549064
4 Ivan Basso 9 Carlos Pereira 0.03587219
Basquetebol
1 Kobe Bryant 13 Tony Parker 0.08251185
2 Tony Parker 12 Kobe Bryant 0.08140955
3 Carmelo Anthony 10 David Stern 0.07534336
4 Paul Pierce 10 Carmelo Anthony 0.05919088
Tabela 7.2: As 4 entidades mais representativas de cada comunidade
7.2.2 Deteção e reconhecimento facial
O trabalho desenvolvido no âmbito do estudo do impacto dos filtros de abstração
no processo de reconhecimento facial foi executado pelo finalista e investigador Pedro
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Tiago Pontes3 no projeto Visage4. Este projeto teve por base os resultados obtidos na
aplicação destes filtros na recuperação de informação visual, discutidos previamente.
O reconhecimento facial representa uma tarefa efetuada diariamente de forma
transparente por seres humanos. O reconhecimento facial em imagens é um tema
atual e onde se tem verificado um interesse crescente devido às suas múltiplas áreas
de aplicação, assim como ao elevado valor comercial tradicionalmente associado a
este tipo de soluções. No entanto, a construção de sistemas automáticos de reco-
nhecimento facial engloba um conjunto de sub-problemas característicos, como a
deteção e segmentação das faces presentes nas imagens ou vídeos, a sua normaliza-
ção e a extração de características distintivas das faces, com o objetivo de efetuar o
reconhecimento das pessoas representadas. A execução bem sucedida destas etapas
requer previamente a resolução de um conjunto de desafios a nível da variação das
poses, iluminação e expressão das identidades contidas nas imagens.
Estes sub-problemas, aliados as múltiplas áreas de aplicação do reconhecimento
facial, fazem com que exista uma a grande variação do desempenho dos diversos
sistemas existentes, a qual se encontra diretamente relacionada com as condições de
utilização dos mesmos, nomeadamente ao no que diz respeito às galerias de imagens
utilizadas. A este nível, em situações onde as condições de captura das imagens são
controladas e existe uma cooperação ativa por parte dos utilizadores os resultados
obtidos são muito satisfatórios.
Os desafios colocados pelo processo de reconhecimento, e consequentemente a
vasta gama de aplicações onde a identificação de indivíduos é necessária, como o
controlo de acesso a informação, segurança, entretenimento e a gestão de conteúdos
multimédia, entre outros, despoletou a atenção da comunidade científica ao longo
das últimas décadas. Verificou-se assim uma evolução notável ao nível da eficácia dos
sistemas desenvolvidos, considerando-se mesmo que o problema de reconhecimento
facial em cenários cooperativos e com condições de captura de imagens controladas
se encontra praticamente resolvido (Figura 7.2).
Por outro lado, em cenários não cooperativos e onde se regista uma variação não





(a) Apenas uma face
(b) Múltiplas faces
Figura 7.2: Deteção de faces
Os filtros de abstração, descritos na secção anterior, constituem uma forma moderna
de simplificação do conteúdo visual, permitindo remover informação redundante e
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dar destaque à mensagem visual a transmitir. Um exemplo pode ser observado na
Figura 7.3.
Pretendeu-se estudar o impacto do uso de filtros de abstração no processo de
reconhecimento facial automático através do desenvolvimento de um protótipo de
reconhecimento facial de personalidades, baseado em código aberto, envolvendo a
utilização da abstração de imagens juntamente com um conjunto de outras tarefas de
pré-processamento sobre as imagens a reconhecer. Para uma dada imagem fornecida
ao protótipo implementado, é aplicada sobre ela uma cadeia de pré-processamento,
na qual a abstração de imagens se encontra incluída, e é efetuado posteriormente o
seu reconhecimento, sendo devolvida uma lista ordenada de possíveis entidades con-
tidas na imagem original. Foi utilizada a coleção de imagens Labelled Faces in the
Wild5, para análise do comportamento dos algoritmos de reconhecimento disponíveis
na plataforma OpenCV 6, nomeadamente Eigenfaces [TP91], Fisherfaces [BHK97] e
Local Binary Patterns Histograms [AHP04].
Os resultados demonstram que a aplicação de filtros de abstração no processo de
reconhecimento resulta num compromisso entre a diminuição dos requisitos de arma-
zenamento das imagens e uma ligeira diminuição da eficácia da identificação. Estes
filtros constituem uma forma moderna e computacionalmente eficaz de abstração
de informação, sendo tradicionalmente utilizados para comunicar mais eficazmente
uma mensagem visual. Para além disso, o uso destes filtros para a pesquisa baseada
em conteúdos com vista a ilustração automática de texto demonstrou resultados po-
sitivos ao nível da informação retornada. A este nível destaca-se o filtro Kuwahara
anisotrópico, o qual representa o maior grau de abstração dos filtros utilizados, per-
mitindo uma diminuição considerável do tamanho da galeria processada, mas que
regista também um maior impacto no desempenho do reconhecimento.
Ao nível das avaliações efetuadas, é possível concluir que a deteção e segmentação
correta das faces constituem as etapas de pré-processamento mais relevantes para
a obtenção de resultados positivos no reconhecimento dos indivíduos, independente-
mente do algoritmo de reconhecimento utilizado. Por outro lado, a normalização do
contraste das imagens através da equalização do seu histograma, revela uma melho-






(b) Após filtro AKF
Figura 7.3: Aplicação do filtro anisotrópico de Kuwahara
Por último, dos três algoritmos analisados, o algoritmo Local Binary Patterns His-
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