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Graphical Regular Logic
Brendan Fong and David I. Spivak∗
Abstract
Regular logic can be regarded as the internal language of regular categories, but the
logic itself is generally not given a categorical treatment. In this paper, we understand
the syntax and proof rules of regular logic in terms of the free regular category FRg(T)
on a set T. From this point of view, regular theories are certain monoidal 2-functors
froma suitable 2-category of contexts—the 2-categoryof relations in FRg(T)—to that of
posets. Such functors assign to each context the set of formulas in that context, ordered
by entailment. We refer to such a 2-functor as a regular calculus because it naturally
gives rise to a graphical string diagram calculus in the spirit of Joyal and Street. Our
key aim to prove that the category of regular categories is essentially reflective in that
of regular calculi. Along the way, we demonstrate how to use this graphical calculus.
Keywords: regular logic, category theory, primitive positive formula
1 Introduction
Regular logic is the fragment of first order logic generated by equality (=), true (true),
conjunction (∧), and existential quantification (∃). A defining feature of this fragment
is that it is expressive enough to define functions and composition of functions, or more
generally of relations: given relations R ⊆ X × Y and S ⊆ Y ×Z , their composite is given
by the formula
R # S = {(x, z) | ∃y.R(x, y) ∧ S(y, z)}.
Indeed, regular logic is the internal language of regular categories, which may in turn be
understood as a categorical characterization of the minimal structure needed to have a
well-behaved notion of relation.
While regular categories put emphasis on the notion of binary relation, the existence
of finite products allows them to handle n-ary relations—that is, subobjects of n-fold
products—and their composition. To organize more complicated multi-way composites
of relations, many fields have developed some notion of wiring diagram. A good amount
of recent work, including but not limited to control theory [BSZ14; BE15; FSR16], database
∗Spivak and Fong acknowledge support from AFOSR grants FA9550-14-1-0031 and FA9550-17-1-0058.
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theory and knowledge representation [BSS18; Pat17], electrical engineering [BF18], and
chemistry [BP17], all serve to demonstrate the link between these languages and categories
for which the morphisms are relations.
A first goal of this paper is to clarify the link between regular logic and these various
graphical languages. In doing so, we provide a new diagrammatic syntax for regular logic,
the titular graphical regular logic. Rather than pursue a direct translation with the classical
syntax for first order logic, we demonstrate a tight connection between graphical regular
logic and the notion of regular category. A second goal, then, is to repackage the structure of
a regular category into terms that cleanly reflect its underlying logical theory. We call the
resulting categorical structure a regular calculus. Regular calculi are based on free regular
categories, so let’s begin there.
We will show that the free regular category FRg on a singleton set can be obtained by
freely adding a fresh terminal object to FinSetop. Here is a depiction of a few objects in FRg:
0 s 1 2 · · · (1)
The object s is the coequalizer of the two distinct maps 2 ⇒ 1, so in a sense it prevents
the unique map 1 → 0 from being a regular epimorphism. Thus one may think of s as
representing the support of an abstract object in a regular category. In Set, the support of
any object is either empty or singleton, but in general the concept is more refined. For
example, the topos of sheaves on a space X is regular, and the support of a sheaf r is the
union U ⊆ X of all open sets on which r(U) is nonempty.
For any small set T of types (also known as sorts), the free regular category on T is
then the T-fold coproduct of regular categories FRg(T) :=
⊔
T FRg. That is, we have an
adjunction
Set RgCat
FRg
⇒
Ob
(2)
which we will construct explicitly in Theorem 4.11. For any regular category R, the counit
provides a canonical regular functor, which we denote p−q : FRg(ObR) → R. Note also
that this extends to a 2-functor p−q : RelFRg(ObR) → RelR between the associated relation
bicategories.
Write FRg(T) := RelFRg(T) for this bicategory of relations. Just as FRg is closely related
to the opposite of the category of finite sets (see (1)), the objects in FRg(T) are, at a first
approximation, much like finite setsn equippedwith a functionn→ T, andmorphisms are
much like corelations: equivalence relations on some coproduct n+ n′. We draw objects
and morphisms as on the left and right below:
y
z
y
w, x
x
y
y
w
The left-hand circle, equipped with its labeled ports and white dot, represents an object in
FRg(T); we call this picture a shell. Here each port represents an element of the associated
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finite set 3, the white dot captures aspects related to the support object s of FRg, and the
labels x, y etc. are elements ofT. In the right-handmorphism, the inner shell represents the
domain, outer shell represents the codomain, and the things between them—the connected
components of the wires and the white dots—represent the equivalence classes of the
aforementioned equivalence relation.
A regular calculus lets us think of each object Γ ∈ FRg(T)—each shell—as a context for
formulas in some regular theory, and of each morphism, i.e. each wiring diagram Γ Γ′,
as a method for converting Γ-formulas to Γ′-formulas, using =, true,∧, and ∃. We next
want to think about how regular categories fit into this picture.
IfR is a regular category, formulas in the associated regular theory are given by relations
x ⊆ r1×· · ·×rn, where x and the ri are objects inR, i.e. r• : n→ R. Thuswe could consider
Γ := r• as a context, and this brings us back to the free regular category FRg(ObR). The
counit functor p−q : FRg(ObR)→ R sendsΓ to pΓq := r1×· · ·×rn. A key feature of regular
categories is that the subobjects SubR(r1 × · · · × rn) form a meet-semilattice, elements of
which we call predicates in context Γ. As we shall see, the collection of all these semilattices,
when related by the structure of FRg(ObR), includes enough data to recover the regular
category R itself.
Indeed, consider the commutative diagram
FRg(ObR) R
FRg(ObR) R Poset
p−q
p−q R(I,−)
where the vertical maps represent inclusions of a regular 1-category into its bicategory
of relations, and the hom-2-functor R(I,−) sends each object r ∈ ObR = ObR to the
subobject lattice SubR(r) = R(I, r). We can denote the composite of the bottom maps as
SubRp−q : FRg(ObR) −→ Poset. (3)
The domain FRg(ObR) is a category of contexts and the functor SubRpΓq assigns the poset
of predicates to each context Γ.
As mentioned, we will show how to reconstruct R—up to equivalence—from the
contexts Γ ∈ FRg(ObR) and their predicate posets SubRpΓq as in Eq. (3), once we give the
abstract structure by which they hang together. The question is, given any set T, what
extra structure do we need on a functor
P : FRg(T) −→ Poset
in order to construct a regular category from it?
Whatever the required structureonP is, of courseSubRp−qneeds to have that structure.
First of all, SubRp−q is a 2-functor, and it happens to be the composite of Relp−q and
SubR. It is not hard to check that the 2-functor p−q is strong monoidal, whereas the 2-
functor R(I,−) is only lax monoidal: given objects r1, r2 ∈ R the induced monotone map
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× : SubR(r1)× SubR(r2)→ SubR(r1 × r2) is not an isomorphism. However, SubRp−q has a
bit more structure than merely being a lax functor: each laxator has a left adjoint
1 SubR(1)
true
⇐
!
SubR(r1)× SubR(r2) SubR(r1 × r2).
×
⇐
〈im1, im2〉
Abstractly, if R and P are monoidal 2-categories, we say that a lax monoidal functor
R →P is ajax (“adjoint-lax”) if its laxators ρ and ρv,v′ are right adjoints inP. Thuswe have
seen that SubRp−q : FRg(ObR) −→ Poset is ajax. This is precisely the structure required
to reconstruct a regular category.
Ajax functors have the important property that they preserve adjoint monoids, a notion
we introduce. An adjoint monoid is an object with both monoid and comonoid structures,
such that the monoid maps are right adjoint to their corresponding comonoid maps. In
particular, we will see that each object in FRg(T) has a canonical adjoint monoid structure,
and that adjoint monoids in Poset are exactly meet-semilattices. This guarantees that ajax
functors FRg(T)→ Poset send objects in FRg(T)—contexts—to meet-semilattices.
We now come to our main definition.
Definition 1.1. A regular calculus is a pair (T, P ) where T is a set and P : FRg(T) → Poset
is an ajax 2-functor.
A morphism (T, P ) → (T′, P ′) of regular calculi is a pair (F,F ♯) where F : T → T′ is a
function and F ♯ is a monoidal natural transformation
T FRg(T)
Poset
T′ FRg(T′)
F FRg(F )
P
P ′
F ♯
that is strict in every respect: all the required coherence diagrams of posets commute on
the nose. We denote the category of regular calculi by RgCalc.
The goal of this paper is to prove that RgCat is essentially reflective in RgCalc (see Theo-
rem 8.5). More precisely, this means:
Theorem 1.2. The “predicates” mapping in Eq. (3) extends to a fully faithful functor
prd : RgCat→RgCalc
R 7→ (ObR,SubRp−q) ,
(4)
and this functor has a left adjoint, the “syntactic category,”
RgCalc RgCat.
syn
⇒
prd
Moreover, for any regular category R, the counit functor syn(prd(R))→ R is an equivalence.
In order to prove this result, we will also show that each object (T, P ) ∈ RgCalc can
be understood as a graphical language for a theory in regular logic. Indeed, the usual
syntactic category for that theory will be the regular category syn(T, P ).
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Related work
Regular categories were first defined by Barr [Bar71], as a way to elucidate the structure
present in abelian categories. Shortly thereafter, Freyd and Scedrov were the first to make
the connection to regular logic. Similarly to the presentwork, they focused on the structure
of the bicategory of relations, seeking an axiomatization through the notion of an allegory,
a poset-enriched category (a po-category) with an identity-on-objects involution, such that
every hom-poset is a meet-semilattice, and such that the modular law holds [FS90].
Carboni and Walters also sought to axiomatize these objects, defining functionally
complete cartesian bicategories of relations [CW87]. A cartesian bicategory is a monoidal
po-category in which every object is equipped with an adjoint monoid in a coherent way.
Functionally complete bicategories of relations further require that these monoids and
comonoids obey the Frobenius law, and that a sensible notion of image factorization exists.
Both allegories and bicategories of relations take the structure of a regular category,
and decompress it into a (locally posetal) 2-categorical expression. While regular calculi
have similar features to both allegories and cartesian bicategories, such as emphasizing
that the hom-posets are meet-semilattices or that there are adjoint monoid structures on
each object, they represent this data in terms of a functor rather than a category.
In the world of databases, regular formulas correspond to conjunctive queries, and
entailment corresponds to query containment. A well-known theorem of Chandra and
Merlin states that (conjunctive) query containment is decidable; their proof translates logi-
cal expressions into graphical representations [CM77]. Inmore recentwork, Bonchi, Seeber,
and Sobociński show that the Chandra–Merlin approach permits an elegant formalization
in terms of the Carboni–Walters axioms for bicategories of relations [BSS18]. Patterson has
also considered bicategories of relations, and their Joyal-Street string calculus [JS91], as a
graphical way of capturing the regular logical aspects knowledge representation [Pat17].
Presenting regular categories using monoidal maps FRg(T) → Poset fits into an
emerging pattern. In [SSR16] it was shown that lax monoidal functors 1–CobT → Set
present traced monoidal categories, and in [FS19] it was shown that lax monoidal functors
CospanT → Set present hypergraph categories. But now in all three cases, the domain of
the functor represents a particular language of string diagrams, and the codomain rep-
resents a choice of enriching category. The present paper can be seen as an extension of
that work, showing that regular categories are something like poset-enriched hypergraph
categories.
Outline
Webegin in Section 2with a section reviewing the definition and basic properties of regular
categories R, emphasizing in particular the construction of the symmetric monoidal po-
category RelR of relations in R. In fact, we will say that a po-category R is a regular po-
category if it is isomorphic to the relations po-category of some regular category R ∼= RelR.
In Section 3 we introduce the notion of adjoint monoid. We show the category of
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adjoint monoids in a po-category C is given by the category of ajax monoidal functors
1→ C, that adjoint monoids in Poset are meet-semilattices, that every object in a relations
po-category has a canonical adjoint monoid structure, and that the subobject functor of a
regular po-category is ajax.
In Section 4 we turn our attention to free regular categories and free regular po-
categories on a set. In particular, we give an explicit construction of the free regular
category on a set T as the opposite of the comma category FinSet ↓ Pf (T); the free regular
po-category onT is its relations po-category. At this point we can give ourmain definition:
a regular calculus is an ajax functor from a free regular po-category to that of posets. We
then give a fully faithful functor prd : RgCat→ RgCalc, from regular categories to regular
calculi.
In Section 5, we introduce graphical regular logic. First, we give an explicit, graphical
description of the objects, morphisms, and order in a free regular po-category. We then
define the graphical termsof a regular calculus. Givena regular calculusP : FRg(T)→ Poset,
a graphical term is a morphism ω : Γ1× · · · ×Γk Γout in FRg(T) together with elements
θi ∈ P (Γi) for each i = 1, . . . , k. We give rules for composing and reasoning with these.
Having set upour language,wenowproceed towards the constructionof a regular category
from a regular calculus.
In Section 6, we define the po-category of internal relations of an regular calculus.
This construction is a relational version of the standard syntactic category constructions: an
object is a context–predicate pair (Γ, ϕ), where Γ is an object of FRg(T) and ϕ ∈ P (Γ), and
a morphism (Γ, ϕ) → (Γ′, ϕ′) is a predicate θ in the joint context Γ× Γ′ that entails ϕ and
ϕ′.
In Section 7, we show that the category of left adjoints in the po-category of internal
relations, which we call the category of internal functions, is a regular category. We
explicitly construct limits and image factorizations using graphical regular logic.
Finally, in Section 8, we construct the functor syn : RgCalc→ RgCat adjoint to prd, and
show that the two form an essential reflection.
Notation and 2-categorical background
Let us fix some notation. Most is standard, but we highlight in particular our use of #
for composition, of the term po-category for locally posetal 2-category, and of an arrow⇒
pointing in the direction of the left adjoint to signify an adjunction.
• We typically denote composition in diagrammatic order, so the composite of f : A→
B and g : B → C is f # g : A→ C . We often denote the identity morphism idc : c→ c
on an object c ∈ C simply by the name of the object, c. Thus if f : c → d, we have
(c # f) = f = (f # d).
• Wemay denote the terminal object of any category by ⋆, and the associatedmap from
an object c as ! : c→ ⋆, but we denote the top element of any poset P by true ∈ P .
• We denote the universal map into a product by 〈f, g〉 and the universal map out of a
coproduct by [f, g].
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• Given a natural number n ∈ N, define n := {1, 2, . . . , n} ∈ FinSet; in particular 0 = ∅.
• Given a lax monoidal functor F : C→ D, we denote the laxators by ρ : I → F (I) and
ρc,c′ : F (c)⊗ F (c
′)→ F (c⊗ c′) for any c, c′ ∈ C. We use the same notation for longer
lists, e.g. we write ρc,c′,c′′ for the canonical map F (c)⊗F (c
′)⊗F (c′′)→ F (c⊗ c′⊗ c′′).
Symmetric monoidal po-categories. We use the term po-category to mean locally posetal
2-category, i.e. a category enriched in partially ordered sets (posets). Po-functors are, of
course, poset-enriched functors (functors that preserve the local order). The set of po-
functors C → D itself has a natural order, where F ≤ G iff F (c) ≤ G(c) for all c ∈ C. We
define Pocat to be the po-category of po-categories and po-functors.
WeuseXyz—withfirst charactermadeblackboardbold—todenote namedpo-categories
and Xyz for named 1-categories. We rely fairly heavily on this; for example our notations
for the free regular category and the free regular po-category on a set T differ only in this
way: FRg(T) vs. FRg(T).
A po-category is, in particular, a (strict) 2-category, and po-functors are (strict) 2-
functors. As such there is a forgetful functor Pocat → Cat sending each po-category and
po-functor to its underlying 1-category and 1-functor. A symmetric monoidal po-category is a
po-category C together with po-functors⊗ : C× C → C and I : ⋆→ C whose underlying
1-structures form a symmetric monoidal category.
The symmetric monoidal po-category Poset has posets P as objects, monotone maps
f : P → Q as morphisms, and order given by f ≤ g iff f(p) ≤ g(p) for all p. Its monoidal
structure is given by cartesian product P ×Q, with the terminal poset 1 the monoidal unit.
Adjunctions in a 2-category. Recall that, given a 2-category C, an adjunction in C consists
of a pair of objects c, d ∈ Ob C, a pair of morphisms L : c→ d and R : d→ c, and a pair of
2-morphisms η : d⇒ (L #R) and ǫ : (R # L)⇒ c such that a pair of equations hold:
idL =
c
d
c
d
L
η
=⇒
R
L
=⇒
ǫ
and idR =
d
c
d
c
R
L
ǫ
=⇒
=⇒
η
R
Noting that both η and ǫ always point in the direction of the left adjoint L, we write
c d
L
⇒
R
to denote an adjunction, where the 2-arrow points in the direction of the left adjoint. We
sometimes write L ⊣ R inline, but are careful to avoid the ⊢ symbol in this context; the
symbol ⊢ always means entailment. We denote the category with the same objects and with
left adjoints as morphisms as LAdj(C).
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2 Background on regular categories
Regular categories are, roughly speaking, categories that have a good notion of relations.
Relations, which we sometimes call predicates, are subobjects of products, and composites
of relations are formed using pullbacks and image factorizations; regular categories are
categories that have suitably interoperable finite limits and image factorizations. We now
proceed to make this precise.
2.1 Definition of regular categories and functors
Regular categories were first defined by Barr [Bar71] to isolate important aspects of abelian
categories. The reader who is unacquainted with regular categories and/or regular logic
may see [But98].
Definition 2.1 (Barr). A regular category is a category R with the following properties:
1. it has all finite limits;
2. the kernel pair of anymorphism f : r → s admits a coequalizer r×s r⇒ r→ coeq(f),
which we denote im(f) := coeq(f) and call the image of f ; and
3. the pullback—along any map—of a regular epimorphism (a coequalizer of any par-
allel pair) is again a regular epimorphism.
A regular functor is a functor between regular categories that preserves finite limits and
regular epis. We write RgCat for the category of regular categories.
Lemma 2.2. For any f : r → r′, the universal map im(f) → r′ is monic. Thus every map f can
be factored into a regular epimorphism followed by a monomorphism: r ։ im(f) ֌ r′, and this
constitutes an orthogonal factorization system. In particular, image factorization is unique up to
isomorphism.
Proof. This is [But98, Proposition 2.4].
Definition 2.3. The supportof anobject r in a regular category is the image r ։ Supp(r)֌ ⋆
of its unique map to the terminal object.
Definition 2.4. A subobject of an object r in a category is an isomorphism class ofmonomor-
phisms r′ ֌ r, where morphisms between monomorphisms are as in the slice category
over r. This defines a partially ordered setSub(r). Wewrite r′ ⊆ r to denote the equivalence
class represented by r′ ֌ r.
Proposition 2.5. Any morphism f : r → s in a regular category R induces an adjunction
Sub(r) Sub(s).
f!
⇒
f∗
(5)
This extends to a functor Sub : R→ LAdj(Poset).
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Proof. Given a subobject r′ ⊆ r or s′ ⊆ s, define f!(r
′) ⊆ s and f∗(s′) ⊆ r as follows:
r′ r
f!(r
′) s
f
f∗(s′) r
s′ s
y
f
The fact that these are adjoint follows from the orthogonality of the factorization system
in Lemma 2.2, and the constructions are functorial.
The following propositiondiscusses somewell-knownproperties of subobjects in a reg-
ular category. In Remark 3.19 we explain how these properties are 1-categorical reflections
of a more elementary 2-categorical story.
Proposition 2.6. Let R be a regular category. The functor Sub : R → LAdj(Poset) satisfies the
following:
1. Sub(r) is a meet-semilattice for each r ∈ R,
2. for each cospan f : r′ → r← s :g, the Beck-Chevalley condition (right) holds for the pullback
square (left):
r′ ×r s s
r′ r
π2
π1
y
g
f
Sub(r′ ×r s) Sub(s)
Sub(r′) Sub(r)
π1! g!
π∗2
f∗
3. for each regular epimorphism f : r′ ։ r and ϕ ∈ Sub(r), the following holds:
f!
(
f∗(ϕ)
)
= ϕ.
4. for each f : r′ → r, and ϕ ∈ Sub(r) and ϕ′ ∈ Sub(r′), Frobenius reciprocity holds:
f!(ϕ ∧ f
∗(ϕ′)) = f!(ϕ) ∧ ϕ
′
A regular functor F : R → R′ induces a natural transformation α : SubR → SubR′(F−) such
that
1. α is natural with respect to both adjoints, f! and f
∗, for each f : r′ → r, and
2. αr is a meet-semilattice map for each r ∈ R.
Proof. For the properties of the functor Sub, (1) can be easily verified by checking that that
binary meets are given by pullback and the top element is given by the identity map, (2) is
[But98, Lemma 2.9], (3) follows from pullback stability of regular epis and uniqueness of
factorizations (Lemma 2.2), and (4) is [But98, Lemma 2.6].
The properties of α : Sub→ Sub(F−) are found in/above [But98, Lemma 2.10].
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2.2 The relations po-category construction
A regular category R has exactly the structure and properties necessary to construct a
po-category of relations, or relations po-category.
Definition 2.7. Let R be a regular category; its relations po-category RelR is the po-category
with the same objects asR but whosemorphisms, written x : r s, are relations x ⊆ r× s
in R equipped with the subobject ordering x ≤ x′ iff x ⊆ x′. The composite x # y with a
relation y : s t is obtained by pulling back over s and image factorizing the map to r× t:
x×s y
x x # y y
r × s r × t s× t
r s t
(6)
RelR also inherits a symmetric monoidal structure I := 1 and r1 ⊗ r2 := r1 × r2 from the
cartesian monoidal structure on R.
Given a regular functor F : R → R′, mapping a relation x ⊆ r × s to its factorization
F(x) ։ RelF(x) ֌ F(r × s) ∼= F(r) × F(s) induces a (strong) symmetric monoidal po-
functor RelF : RelR → RelR′ . We refer to this po-functor as the relations po-functor of F.
It is straightforward to check that the composition rule Eq. (6) is unital and associative
using the pullback stability of factorizations, and to check that RelF is indeed a symmetric
monoidal po-functor using the fact that a regular functor F : R → R′ preserves pullbacks
and image factorizations. Direct proofs in the literature of these two facts seem difficult to
find, but see for example [JW00, Theorem 2.3] and [Fon18, Proposition 4.1] respectively.
The relations po-category is just a repackaging of the data of the regular category: any
regular category can be recovered, at least up to isomorphism, by looking at the adjunctions
in its relations po-category.
Lemma 2.8 (Fundamental lemma of regular categories). Let R be a regular category. Then
there is an identity-on-objects isomorphism
R→ LAdj(RelR).
In particular, a relation x : r s is a left adjoint iff it is the graph x = 〈idr, f〉 of a morphism
f : r → s in R.
Proof. This fact iswell known, but since it is crucial towhat follows, weprovide aproofhere.
We shall show that there is an identity-on-objects, full, and faithful functor from R to its
relations po-category RelR, which maps a morphism f : r → s to its graph 〈idr, f〉 ⊆ r× s.
Indeed, it is straightforward to check that any pair of the form 〈idr, f〉 ⊣ 〈f, ids〉 is an
adjunction, and subsequently that the proposed map is functorial.
To show that it is full and faithful, we characterize the adjunctions x ⊣ x′ in RelR.
Suppose we have x
〈g,f〉
֌ r × s and x′
〈f ′,g′〉
֌ s × r with unit i : r ֌ (x # x′) and counit
j : (x′ # x)→ s. This gives rise to the following diagram (equations shown right):
x×s x′ x′
r
s
x x×r x′
π′s
πs
g′
f ′
i
g
f
π′r
πr
j
i#πs #g = idr = i#π
′
s #g
′
πr # f = j = π
′
r # f
′
We shall show that g and g′ are isomorphisms, and that f ′ = g′ # g−1 # f .
We first show that i # πs is inverse to g. Since the unit already gives that i # πs # g = idr,
it suffices to show that g # i # πs = idx. Moreover, since 〈g, f〉 : x → r × s is monic and
g = (g # i # πs) # g, it suffices to show that f = (g # i # πs) # f . This is a diagram chase: since
g = g # i #π′s #g
′, we can define amorphism q := 〈idx, g # i #π′s〉 : x→ x×r x
′, and we conclude
f = q # πr # f = q # π
′
r # f
′ = g # i # π′s # f
′ = g # i # πs # f.
Similarly, we see that i # π′s is inverse to g
′, and hence obtain f ′ = g′ # g−1 # f .
Note that this implies the adjunction x ⊣ x′ is isomorphic to the adjunction 〈1r, (g−1 #
f)〉 ⊣ 〈(g−1 #f), ids〉. Thus the proposed functor is full. Faithfulness amounts to the fact that
the existence of a morphism 〈1r, f〉 → 〈1r, f ′〉 implies f = f ′. This proves the lemma.
Remark 2.9. It follows from the proof of Lemma 2.8 that x : r s is a right adjoint iff
it is the co-graph 〈f, ids〉 of a morphism f : s → r. Furthermore, since any morphism
x = 〈g, f〉 : r s in R can be written as x = 〈g, idx〉 # 〈idx, f〉, it follows that every
morphism in R can be written as the composite of a right adjoint followed by a left adjoint.
The fundamental lemma says that regular categories can be recovered from their re-
lations po-categories. Similarly, any regular functor can be recovered as the action of its
relations po-functor on left adjoints. Before expressing this as a categorical equivalence in
Eq. (7), we first make the following observation.
Proposition 2.10. For any regular functor F : R → R′, the relations po-functor RelF : RelR →
RelR′ is strong symmetric monoidal.
Proof. The functor F and its relations po-functor RelF act the same on objects, so since F is
product preserving, RelF is strong monoidal.
Although we do not assume it below, it is a result of Carboni and Walters that every
strong symmetric monoidal functor RelR → RelR′ is the relations po-functor associated to
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a regular functor F : R → R′ [CW87]. Indeed, this foreshadows the rephrasing of regular
structure in terms of monoidal structure, which runs through this paper.
In any case, this motivates the following definition.
Definition 2.11. A po-category is called a regular po-category if it is isomorphic to the
relations po-category RelR of some regular category R.
A strong symmetric monoidal po-functor between regular po-categories is called a
regular po-functor if it is isomorphic to the relations po-functor RelF associated to a regular
functor F. We write RgPocat for the category of regular po-categories.
By the fundamental lemma (2.8), we now have an equivalence of categories:
RgCat RgPocat.
Rel−
∼=
LAdj
(7)
3 Adjoint monoids and adjoint-lax functors
The poset of subobjects of an object in a regular category is always a meet-semilattice. We
characterize these as precisely the adjoint monoids in Poset. The seemingly new notion
of adjoint monoid makes sense in any monoidal po-category (and more generally): an
adjoint monoid is an object equipped with commutative monoid and comonoid structures
such that the multiplication and unit are right adjoint to the comultiplication and counit.
Every regular po-category R is isomorphic to its own po-category of adjoint monoids
R ∼= AdjMon(R). Finally, the subobjects functor preserves adjoint monoids.
All these ideas are founded on the notion of adjoint-lax monoidal (ajax) po-functor.
3.1 Definition and motivation
In this section we introduce the notions of ajax functor and adjoint monoid.
Definition 3.1. Let C and D be monoidal po-categories. An adjoint-lax or ajax po-functor
F : C → D is a lax symmetricmonoidal po-functor forwhich the laxators are right adjoints.
We denote the laxators by ρ and their left adjoints by λ:
I F (I)
ρ
⇐
λ
and F (c) ⊗ F (c′) F (c⊗ c′)
ρc,c′
⇐
λc,c′
.
Warning 3.2. The notion of ajax functor has a dual notion of op-ajax functor: an oplax
functor C → D for which the op-laxators are left adjoints. These two notions do not
coincide! The laxator naturality squares are asked to strictly commute in an ajax functor, and
this property only implies that their mate squares, the corresponding oplaxator naturality
squares weakly commute.
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Here is a obvious, but useful, consequence of the definition.
Lemma 3.3. Every strong monoidal functor between monoidal po-categories is ajax. The composite
of ajax po-functors is ajax.
Recall that 1 is the terminal monoidal po-category.
Proposition 3.4. Let (C, I,⊗) be a monoidal po-category. There is a bĳection between:
1. The set of ajax functors 1→ C,
2. The set of commutative monoid objects (c, µ, η) such that µ and η are right adjoints, and
3. The set of cocommutative comonoid objects (c, δ, ǫ) such that δ and ǫ are left adjoints.
Proof. (1)⇔ (2): The set Lax(1, C) of lax symmetric monoidal functors 1→ C is well-
known to be in bĳection with the set of commutative monoid objects (c, µ, η) in C. Indeed,
η and unit µ come from the 0-ary and 2-ary laxators respectively: η = ρ and µ = ρ1,1.
Hence the added condition that η and µ have left adjoints is precisely the ajax condition.
(2)⇔ (3): Suppose given an object c ∈ C and two adjunctions
I c
η
⇐
ǫ
. and c⊗ c c
µ
⇐
δ
(8)
Then µ, η satisfy the commutative monoid laws iff δ, ǫ satisfy the cocommutative comonoid
laws.
To summarize, if (c, ρ, λ) : 1→ C is an ajax functor then the correspondingmonoid and
comonoid structures on c are given by
η = ρ µ = ρ1,1 and ǫ = λ δ = λ1,1 (9)
Proposition 3.4 motivates the following definition.
Definition 3.5. Let (C, I,⊗) be a monoidal po-category. An adjoint commutative monoid (or
simply adjoint monoid) in C is a commutative monoid object (c, µ, η) in C such that µ and
η are right adjoints.
Adjoint monoids are a slight weakening of the internal meet semi-lattice notion from
theoretical computer science; see [Sch94, Chapter 5] and references therein.
Proposition 3.6. Ajax functors send adjoint monoids to adjoint monoids.
Proof. The composite of ajax functors is ajax, so the result follows from Proposition 3.4.
We give examples of adjoint monoids after recalling the proof of a well-known lemma.
Lemma 3.7. Let C be a monoidal po-category. If the monoidal structure is cartesian (given by
finite products in the underlying 1-category) then every object has a unique comonoid structure,
and it is commutative.
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Proof. Since the unit object is terminal, the maps c × ǫ and ǫ × c are forced to be the
projections c× c→ c, so δ is forced to be the diagonal.
Proposition 3.8. A poset P ∈ Poset is an adjoint monoid iff it is a meet-semilattice, in which case
η = true and µ = ∧.
Proof. By Lemma 3.7, P has a unique comonoid structure given by the terminal and
diagonal maps ǫ : P → 1 and δ : P → P × P . Thus P is an adjoint monoid iff these maps
have adjoints as in Eq. (8), which holds iff η is a top element and µ is a meet.
Proposition 3.9. Let R be a regular category. Every object r ∈ R in its relations po-category has
a unique adjoint monoid structure.
Proof. Since R is cartesian monoidal, there is a unique cocommutative comonoid structure
on every object by Lemma 3.7. By the fundamental lemma (2.8), we have an isomorphism
R ∼= LAdj(R), and we are done by Proposition 3.4 (2)⇔ (3).
3.2 Notions of morphism between ajax functors
Given two ajax functors F,F ′ : C ⇒ D, we will consider two sorts of (strong) natural
transformations α : F → F ′ between them, differing in terms of the strength of their laxator
naturality. The first sort only demands that the laxator naturality squares for any c ∈ C be
mate squares in D:
F (I) F ′(I)
I I
αI
λ λ′⇓ρ ⇓ ρ′ ⇓
and
F (c⊗ c′) F ′(c⊗ c′)
F (c)⊗ F (c′) F ′(c)⊗ F ′(c′)
αc⊗c′
λc,c′ λ
′
c,c′⇓
αc⊗αc′
ρc,c′ ⇓ ρ′c,c′ ⇓ (10)
The meaning of each diagram in (10) is that any (and all) of the following four equivalent
conditions hold (dropping subscripts and writing α⊗2 := (α⊗ α)):
ρ # α ≤ ρ′ ρ # α # λ′ ≤ I
α # λ′ ≤ λ α ≤ λ # ρ′
⇔
m m
⇔
and
ρ # α ≤ α⊗2 # ρ′ ρ # α # λ′ ≤ α⊗2
α # λ′ ≤ λ # α⊗2 α ≤ λ # α⊗2 # ρ′
⇔
m m
⇔
(11)
The second sort demands further that some of these inequalities be equalities.
Definition 3.10. Let F,F ′ : C ⇒ D be ajax functors. A mate morphism between them is a
natural transformation α : F → F ′ with mate squares as in Eq. (10). We say that α is strong
if the monoid part of the diagram strictly commutes (for all c, c′ ∈ C):
ρ # αI = ρ
′ and ρc,c′ # αc⊗c′ = (αc ⊗ αc′) # ρ
′
c,c′. (12)
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We denote the corresponding categories by Ajax(C,D) and Ajaxstr(C,D) respectively.
Suppose α, β : F → F ′ are mate morphisms (possibly strong). We write α ≤ β if for
all c ∈ C we have αc ≤ βc in the poset C(F (c), F ′(c)). We denote the corresponding
po-categories as
Ajax(C,D) and Ajaxstr(C,D).
Clearly, the po-category structure of Ajax(C,D) is inherited from Pocat(C,D); we
record this fact in the following obvious lemma.
Lemma 3.11. The map Ajax(C,D)→ Pocat(C,D) is locally fully faithful.
Definition 3.12. Let C be a monoidal po-category. Define po-categories
AdjMon(C) := Ajax(1, C) and AdjMonstr(C) := Ajaxstr(1, C),
and refer to them as the po-category of adjoint monoids and the po-category of adjoint
monoids and strong maps respectively.
LetPoset|∧-SL denote the full sub-po-category ofPosetspanned by themeet-semilattices,
and let ∧-SL denote the po-category of meet-semilattices and meet-preserving maps.
Proposition 3.13. There are isomorphisms of po-categories
AdjMon(Poset) ∼= Poset|∧-SL and AdjMon
str(Poset) ∼= ∧-SL.
Proof. By Proposition 3.8 and Eq. (9) we have the desired isomorphisms on objects, and
ρ = η = true and ρ1,1 = µ = ∧. Since every poset map α : P → P ′ is a comonoid
homomorphism, we have mate diagrams as in Eq. (10), givingAdjMon(Poset) ∼= Poset|∧-SL.
To see the isomorphism AdjMonstr(Poset) ∼= ∧-SL, note that by (9), the equations in
(12) precisely say α(true) = true and α(∧) = ∧(α,α).
Proposition 3.14. Let R be a regular po-category. There are isomorphisms
AdjMon(R) ∼= R and AdjMonstr(R) ∼= RAdj(R).
Proof. In Proposition 3.9 we gave an isomorphism ObR ∼= ObAdjMon(R) coming from
the fact that every object r ∈ R = LAdj(R) has a unique comonoid structure. Suppose
r ← α → r′ is a morphism in R. Then there exist unique maps e, d making following
diagrams commute:
r α r′
r r′
1 1 1
f f ′
e and
r α r′
r r′
r × r α× α r′ × r′
f f ′
d
Thus there is an isomorphism between the posets R(r, r′) and AdjMon(r, r′).
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Unwinding the definition of strong morphisms between the ajax maps r, r′ : 1 → R
the equation η # α = η implies that the map im(f ′) → r′ is an iso, i.e. f ′ is a regular epi;
similarly the equation µ # α = (α⊗ α) # µ implies that the map α→ α×r′ α is iso, i.e. f
′ is
a mono. In other words, α is strong iff f ′ is iso, and this holds iff α is a right adjoint (see
Remark 2.9).
In passing we note the following connection to hypergraph categories, which are well
known for their own graphical language, and may help some readers contextualize our
main result. This is a corollary of [Fon18, Theorem 3.1].
Proposition 3.15. Given a regular category R, the monoidal category underlying RelR has a
hypergraph structure, where the symmetric monoidal structure is given by the product in R, and
where for any object x in RelR we have µx and δx given by the diagonal subobject x ⊆ x× x× x,
and ηx and ǫx given by the maximal subobject x ⊆ x.
Loosely speaking, onemight think of a regular po-category (Definition 2.11) as a poset-
enriched hypergraph category in which the hom-posets are meet-semilattices.
3.3 The subobjects-functor is ajax
Let R be a regular category and recall the subobjects functor Sub : R → LAdj(Poset) from
Proposition 2.5. It extends to a po-functor Sub : R → Poset, whereR = RelR is the relations
po-category. To be explicit, write a relation A ⊆ r × r′ as a span r
f
←− A
f ′
−→ r′. Then the
map Sub(A) : Sub(r)→ Sub(r′) applied to a subobject ϕ ⊆ r is given pulling back and then
taking the image:
ϕ · ·
r A r′
x
That is, Sub(A) = f! # g
∗. This po-functor is representable: Sub(−) = R(I,−), where I is
the terminal object in R. We now show this po-functor is ajax.
Theorem 3.16. The po-functor SubR : R −→ Poset is ajax for any regular po-category R.
Proof. The functor SubR(−) = R(I,−) has a canonical lax monoidal structure since I⊗ I ∼=
I . We need to show the laxators⊗ and idI have left adjoints in Poset. The first is easy: idI is
the top element in R(I, I) and thus a right adjoint since there is a unique map R(I, I)→ 1.
Now suppose given r1, r2 ∈ R, and consider the morphisms πi : r1 ⊗ r2 → ri and
δ : r → r⊗ r corresponding to the ith projection and the diagonal in R. Composition with
the πi induces a monotonemap λr1,r2 : R(I, r1⊗ r2)→ R(I, r1)×R(I, r2), natural in r1, r2.
It remains to show that each λr1,r2 is indeed a left adjoint,
R(I, r1 ⊗ r2) R(I, r1)× R(I, r2)
λr1,r2
⇒
⊗
.
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For the unit, given g : I → r1 ⊗ r2, we have
g = g # δr1⊗r2 # ((r1 ⊗ r2)⊗ ǫr1⊗r2)
= g # δr1⊗r2 # ((r1 ⊗ ǫr2)⊗ (ǫr1 ⊗ r2))
≤ δI # (g ⊗ g) # ((r1 ⊗ ǫr2))⊗ (ǫr1 ⊗ r2)
= (g # (r1 ⊗ ǫr2))⊗ (g # (ǫr1 ⊗ r2)).
For the counit, given f1 : I → r1 and f2 : I → r2, it suffices to show that (f1⊗f2)#(r1⊗ǫr2) ≤
f1, since the other projection is similar. And this holds because
(f1 ⊗ f2) # (r1 ⊗ ǫr2) = f1 ⊗ (f2 # ǫr2) ≤ f1 ⊗ ǫI = f1.
Corollary 3.17. The po-functor SubR : R → Poset sends each object r ∈ R to a meet-semilattice.
Proof. This follows fromthe fact that ajax functors sendadjointmonoids to adjointmonoids;
see Theorem 3.16 and Propositions 3.6, 3.13, and 3.14.
Remark 3.18. In fact, we can get a bit more from Propositions 3.13 and 3.14. If x : r r′ is
an arbitrarymap inR then themonotonemap Sub(x) : SubR(r)→ SubR(r
′) is not necessarily
meet-preserving. However, if x is the image of a morphism in Rop = RAdj(R) then Sub(x) is
meet-preserving. That is, Rop is isomorphic to the underlying 1-category ofAdjMonstr(R).
Remark 3.19. In Proposition 2.6 we discussed four properties of the subobjects functor
Sub : R → LAdj(Poset): a meet-semilattice on each object, Beck-Chevalley for pullbacks,
Beck-Chevalley for pushouts of effective epimorphisms, and Frobenius reciprocity. These
same four properties in fact hold for any ajax po-functor F : RelR → Poset. Moreover, this
construction is invertible: given any functor R → LAdj(Poset), there is an induced ajax
po-functor RelR → Poset, and the two constructions are mutually inverse
Ajax(RelR,Poset) ∼= {S : R→ LAdj(Poset) | four properties in 2.6}.
We do not need this result for our work, so we omit the details. However, it is interesting
to see these four well-known—though slightly mysterious—properties fall out of the more
elementary definition of adjoint-lax functors to Poset.
4 Free regular categories and regular calculi
Wenow construct the free regular categoryFRg(T)—aswell as the free regular po-category
FRg(T)—on a set T. This allows us to define, in Section 4.2, a regular calculus to be an ajax
po-functorFRg(T)→ Poset. Eventually, inTheorem8.5,wewill see thatRgCat is essentially
a reflective subcategory of the category RgCalc of regular calculi, in the sense that there
is an adjunction RgCat ⇆ RgCalc such that for any regular category the counit map is an
equivalence of categories. Towards that end, we conclude this section in Proposition 4.15
by defining the right adjoint part, prd : RgCat→ RgCalc.
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4.1 The free regular category on a set
We will propose a graphical calculus based on regular categories FRg(T) free on a set T.
We define FRg(T) in Definition 4.1 and show that it is free in Theorem 4.11.
Write Pf (T) for the poset of finite subsets of T; this, or equally its opposite category
Pf (T)
op, is a free ∧-semilattice on T. Write also FinSet for the category of finite sets and
functions. Note that FinSetop is the free category with finite limits on one object. The free
regular category on T arises when these two structures interact.
Note that for any T there is an inclusion of categories inc: Pf (T)→ FinSet.
Definition 4.1. Define FRg(T) := (Pf (T)
op ↓ FinSetop) to be the comma category
FRg(T)
Pf(T)
op FinSetop
FinSetop
VarsSupp
inc
Tp
==⇒
id
for any set T. We refer to objects Γ ∈ FRg(T) as contexts.
We can unpack a context Γ into a quasi-traditional form, e.g. as
Γ = x1 : τ1, . . . , xn : τn | τ
′
1, . . . τ
′
m
which has a finite set of variables, Vars(Γ) = {x1, . . . , xn}, whose support set is Supp(Γ) =
{τ1, . . . , τn, τ ′1 . . . , τ
′
m}, and which has the typing function Tp(xi) = τi. The notion of
support does not typically have a place in traditional logical contexts, but we include it
because Supp(Γ) has a definite place in objects of the free regular category.
Working in the skeleton of FRg(T), we can assume that each cardinality has a unique
set of variables, e.g. n = {1, . . . , n}. Here is an equivalent but more concrete description of
the free regular category on T:
ObFRg(T) :=
{
(n, S, τ) | n ∈ N, S ⊆ T finite, τ : n→ S
}
FRg(T)
(
Γ,Γ′
)
:=


f : n′ → n
∣∣∣∣∣∣∣∣∣
n S
T
n′ S′
τ
⊆
τ ′
f ⊆
⊆


(13)
Given a map f : Γ → Γ′, we denote the corresponding function as f : n′ → n. Say that a
context Γ = (n, S, τ):
• is a unary context if it is of the form (1, {s}, !), i.e. if it has arity n = 1 and full support
|S| = 1; we denote it simply as 〈 s 〉.
• is a unary support context if it is of the form (0, {s}, !); i.e. if it has n = 0 and |S| = 1;
we abuse notation to denote this Supp(s).
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Example 4.2. Suppose T = {s} is unary. When n = 0, the map τ is unique, and we either
have S = ∅ or S = {s}. Thuswe recover the description from Eq. (1), though in the present
terms it looks like this:
(0,∅) (0, {s}) (1, {s}) (2, {s}) · · ·
Example 4.3. For any setT, the poset of subobjects of 0 in FRg(T) is the freemeet-semilattice
on T, i.e. the finite powerset Pf(T). This will follow from Corollary 4.6.
In Theorem 4.11 we will show that FRg(T) is indeed the free regular category on T.
The following is straightforward.
Lemma 4.4. Suppose C, D, and E have I-shaped limits, for some small category I , and suppose
that f : C → E and g : D → E preserve I-shaped limits. Then the comma category B := (C ↓ D)
has I-shaped limits, and they are preserved and reflected by the projection (π1, π2) : B→ C×D.
Proposition 4.5. Let R→ T ← S be regular functors. Then the comma category B := (R ↓ S) is
regular, and the projection B→ R×S preserves and reflects finite limits and regular epimorphisms.
In particular, FRg(T) is regular for any T.
Proof. It is well-known that FinSetop is regular, and the finite powerset Pf (T) is regular
because it has finite meets and, because it is a poset, regular epis are equalities. Hence
the second statement follows from the first. Since the opposite of a comma category is the
comma category of the opposites of its defining data, Lemma 4.4 shows that B has finite
limits and coequalizers of kernel pairs, and that regular epis are stable under pullback.
Corollary 4.6. It will be useful to be have the following explicit computations in FRg(T).
terminal: 0
!
−→ ∅ ⊆ T is terminal. We denote it 0.
product: The product of Γ = (n, S, τ) and Γ′ = (n′, S′, τ ′) is (n + n′, S ∪ S′, [τ, τ ′]). We
denote it Γ⊕ Γ′.
pullback: The pullback of a diagram (n1, S1, τ1) → (n, S, τ) ← (n2, S2, τ2) is obtained as a
pushout (and union) in FinSet:
n n2
S S2
n1 n1 ⊔n n2
S1 S1 ∪ S2 T⊆
monos: A map f : (n1, S1, τ1)→ (n2, S2, τ2) is monic iff the function f : n2 → n1 is surjec-
tive.
regular epis: A map f : (n1, S1, τ1)→ (n2, S2, τ2) is regular epic iff both: the corresponding
function f : n2 → n1 is injective and S2 = S1.
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Remark 4.7. As mentioned in Corollary 4.6, we denote the product of Γ1 and Γ2 by Γ1⊕Γ2.
This is reminiscent of the notation for products in an abelian category. However, it is not
quite analogous: in an abelian category the product V ⊕ W is a biproduct—i.e. also a
coproduct—and this is not the case in FRg(T). We use the ⊕ notation to remind us that
(n, S, τ)⊕ (n′, S′, τ ′) ∼= (n + n′, S ∪ S′, [τ, τ ′]).
Remark 4.8. Note that one should think of the support S = Supp(Γ) of a context Γ as a kind
of constraint, because the larger S is, the smaller Γ is. Indeed, for any n ∈ N and context
τ : n→ S, if one composes with an inclusion S ⊆ S′ ⊆ T on the level of support, the result
is a monic map in FRg(T) going the other way,
(n
τ
−→ S ⊆ S′)֌ (n
τ
−→ S).
Recall from Definition 2.3 that the support of an object in a regular category is the
image of its unique map to the terminal object.
Corollary 4.9. Every unary support context is the support of a unary context.
Proof. Given any unary support context Supp(s), the explicit descriptions in Corollary 4.6
make it easy to check that 〈 s 〉 ։ Supp(s) ֌ 0 is the image factorization of the unique
map 〈 s 〉 → 0.
Corollary 4.10. Every object Γ = (n, S, τ) ∈ FRg(T) can be written as the product of n-many
unary contexts and |S|-many unary support contexts, and morphisms in FRg(T) correspond to
projections and diagonals.
Proof. It follows directly from Corollary 4.6 that Γ =
∏
i∈n〈 τ(i) 〉 ×
∏
s∈S Supp(s). In par-
ticular, it will be useful to note the idempotence of support contexts:
Supp(s)× Supp(s) = Supp(s). (14)
If f : Γ→ Γ′ is a morphism as in Eq. (13), then the corresponding map
∏
i∈n〈 τ(i) 〉 ×
∏
s∈S Supp(s)
∏
i′∈n′〈 τ
′(i′) 〉 ×
∏
s′∈S′ Supp(s
′)
f
acts coordinatewise according to f : n′ → n and S′ ⊆ S.
The following theorem establishes the adjunction from Eq. (2).
Theorem 4.11. The category FRg(T) is the free regular category on T, i.e. there is an adjunction
Set RgCat.
FRg(−)
⇒
Ob
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Proof. We denote the unit component for a set T by 〈− 〉 : T → ObFRg(T); it is given by
unary contexts, 〈 t 〉 = (1, {t}, !). We denote the counit component p−q : FRg(ObR) → R
for a regular category R; it is roughly-speaking given by products and supports in R (see
Definition 2.3). More precisely, given a context Γ = (n, S, τ) ∈ FRg(ObR), we put
pΓq :=
∏
i∈n
τ(i)×
∏
s∈S
Supp(s),
By the universal property of products, a morphism f : Γ→ Γ′, i.e. a function f : n′ → n as
in Eq. (13) naturally induces a map pfq : pΓq→ pΓ′q, so p−q is a functor. We need to check
that it is regular and for this we use Corollary 4.6.
For preservation of finite limits, first observe that p−q preserves the terminal object
because the empty product in R is terminal. For pullbacks we need to check that for every
pushout diagram as to the left, the diagram to the right is a pullback:
n n2
∏
i∈n〈 τ
′(i) 〉
∏
i2∈n2
〈 τ ′(i2) 〉
n1 n
′ T
∏
i1∈n1
〈 τ ′(i1) 〉
∏
i′∈n′〈 τ
′(i′) 〉
p p
τ ′
where n′ ∼= n1⊔n n2 and τ
′ : n′ → T is the inducedmap. This follows from the well-known
fact that FinSet is the free finite-colimit completion of a singleton [MM92], and fact that the
slice category FinSet/T is the free finite-colimit completion of the set T.
Finally, suppose f : (n1, S1, τ1) → (n2, S2, τ2) is a regular epi in FRg(T); i.e. the cor-
responding function f : n2 → n1 is monic and S1 = S2. Letting n
′ := n1 − n2, we use
Corollary 4.10 and Eq. (14) to write pfq as follows:
∏
i∈n′
〈 τ1(i) 〉 ×
∏
i∈n2
〈 τ2(i) 〉 ×
∏
s∈S
Supp(s)
∏
i∈n′
Supp(τ1(i)) ×
∏
i∈n2
〈 τ2(i) 〉 ×
∏
s∈S
Supp(s).Sup
pfq
Since for each i ∈ n′ the map τ1(i) → Supp(τ1(i)) is a regular epi and regular epis are
closed under finite products in a regular category, this shows that pfq is again a regular
epi. Hence p−q is a regular functor. The triangle identities are straightforward: the first
is that for any r ∈ ObR, the product of a unary context 〈 r 〉 is just r. The second follows
from Corollary 4.10.
Given a function f : T→ T′, we can use Theorem 4.11 and the idempotence of support
contexts to see that the induced regular functor FRg(f) : FRg(T) → FRg(T′) sends Γ =
(n
τ
−→ S ⊆ T) to the composite
FRg(f)(Γ) = (n
τ
−→ S
f |S
։ f(S) ⊆ T′),
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where S ։ f(S)֌ T′ is the image factorization of f restricted to S.
Remark 4.12. The free finite limit category on a single generator is FinSetop, and there the
unique map n → ∅ is a regular epimorphism for every object n. Consequently, FinSetop
has another universal property: it is the free regular category in which every object is
inhabited. Of course the same holds for any set T: the free finite limit category is also the
free “fully inhabited” regular category. It is equivalent to the result of inverting the map
(∅, S, !)→ (∅,∅, !) in FRg(T) for every S ∈ Pf (T).
Because (FinSet/T )
op is very similar to—but far more familiar than—FRg(T), it can be
useful for intuition to replace FRg(T) with FinSetop throughout this story; the only cost is
the assumption of inhabitedness, which is a common assumption in classical logic.
For any regular category R, the counit map of the adjunction in Theorem 4.13 gives a
regular functor that we have been denoting
p−q : FRg(ObR) −→ R. (15)
It sends a context Γ = (n, S, τ) to the product
pΓq :=
∏
i∈n
〈 τ(i) 〉 ×
∏
s∈S
Supp(s). (16)
The free regular po-category on a set
Since FRg(T) is a regular category, we may construct its po-category of relations
FRg(T) := RelFRg(T).
It should be no surprise that these are the free regular po-categories. Free regular po-
categories will form the foundation of our graphical calculus for regular logic; we give an
explicit description in Section 5.
Theorem 4.13. The po-category FRg(T) := RelFRg(T) is the free regular po-category on the set T.
That is, there is an adjunction
Set RgPocat.
FRg(−)
⇒
Ob
Proof. This is immediate from Theorem 4.11, which says that FRg(T) is the free regular
category onT, and the fact that the category of regular po-categories is the essential image
of RgCat under the po-category of relations construction, Definition 2.11.
For any regular po-category R, the counit map of the adjunction in Theorem 4.13 gives
a morphism of regular po-categories that we again denote
p−q : FRg(ObR) −→ R. (17)
It is a strong monoidal functor, basically because the functor in Eq. (15) in particular
preserves finite products.
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4.2 Regular calculi
In this sectionwe introduce thenotionof a regular calculus. This is anewcategory-theoretic
way to look at the kinds of logical moves—and the relationships between them—found in
regular logic.
Definition of regular calculi
The following was given as Definition 1.1, but we repeat it here for convenience. Recall
from Theorem 4.13 that FRg(T) := RelFRg(T) is the free regular po-category on T.
Definition 4.14. A regular calculus is a pair (T, P )where T is a set and P : FRg(T)→ Poset
is an ajax po-functor. For any object Γ ∈ FRg(T), we denote the order in the poset P (Γ)
using the ⊢Γ or ⊢ symbol (rather than ≤).
A morphism (T, P ) → (T′, P ′) of regular calculi is a pair (F,F ♯) where F : T → T′ is a
function and F ♯ is a monoidal natural transformation
T FRg(T)
Poset
T′ FRg(T′)
F FRg(F )
P
P ′
F ♯
that is strict in every respect: all the required coherence diagrams of posets commute on
the nose. We denote the category of regular calculi by RgCalc.
Adjoint notation (f! and f
∗) in regular calculi
It will be convenient to define notation mimicking that in Eq. (5) for P ’s action on adjoints
in RelR. Given an ajax po-functor P : RelR → Poset, we can take adjoints and use the
fundamental lemma (Lemma 2.8) to obtain the diagram below:
R LAdj(RelR) LAdj(Poset)
R RAdj(RelR)
op RAdj(Poset)op
∼=
f 7→f!
LAdj(P )
∼= ∼=
∼=
f 7→f∗
RAdj(P )op
That is, for any f : r → r′ in Rwe have an adjunction between posets:
P (r) P (r′).
f!
⇒
f∗
In particular, since FRg(T) has finite products (denoted using 0 and ⊕), we will speak
of projection maps πi : (Γ1 ⊕ Γ2) → Γi, for i = 1, 2, diagonal maps δr : r → r ⊕ r, and the
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unique map ǫr : r → 0. Each determines an adjunction as above, e.g.
P (r1 × r2) P (ri),
(πi)!
⇒
(πi)
∗
P (r) P (r × r),
(δr)!
⇒
(δr)∗
P (r) P (0).
(ǫr)!
⇒
(ǫr)∗
Regular calculi send objects to meet-semilattices
If P : FRg(T) → Poset is a regular calculus, i.e. an ajax po-functor, then by Corollary 3.17
the poset P (Γ) is a meet-semilattice for each object Γ ∈ R. Its top element and meet are
given by the composites of right adjoints shown here:
1 P (0) P (Γ)
ρ
⇒
!
ǫ∗
Γ
⇒
ǫΓ!
and P (Γ)× P (Γ) P (Γ⊕ Γ) P (Γ).
ρΓ,Γ
⇒
λΓ,Γ
δ∗
Γ
⇒
δΓ!
(18)
4.3 The predicates functor prd : RgCat→ RgCalc
Let R be a regular category and let R := RelR denote its relations po-category; note that
ObR = ObR. We have a counit map p−q : FRg(ObR)→ R fromEq. (17), and it is a strong
monoidal functor. We can compose it with the “subobjects” functor SubR := R(I,−) : R →
Poset. The result is a po-functor
SubRp−q : FRg(ObR)→ Poset (19)
which assigns to each contextΓ the poset of predicates inΓ. By Lemma3.3 andTheorem3.16,
the po-functor SubRp−q, is ajax, so (ObR,SubRp−q) is a regular calculus.
Proposition 4.15. The mapping from Eq. (19) extends to a faithful functor
prd : RgCat→ RgCalc.
Proof. Given an object R of RgCat—that is, given a regular category—we define prd(R) :=
(ObR,SubRp−q). As mentioned above, SubRp−q is ajax, so prd(R) is a regular calculus.
We need to say how prd behaves on morphisms.
A regular functor F : R → R′ induces a function ObF : ObR → ObR′ and hence a
morphism F := FRg(ObF) : FRg(ObR) → FRg(ObR′). We need to construct a (strict)
monoidal natural transformation F♯ : SubRp−q −→ (F # SubR′p−q).
Let Γ ∈ FRg(ObR) be a context. The left-hand square in the following diagram com-
mutes by the naturality of the counit p−q, and we have a map RelF(I,−) : RelR(I,−) −→
RelR′(I,−) because F(I) = I . We define F
♯ to be the composite 2-cell, which we denote
SubFp−q:
ObR FRg(ObR) RelR
Poset
ObR′ FRg(ObR′) RelR′
ObF F
p−q
RelF
RelR(I,−)
p−q RelR′(I,−)
RelF(I,−)
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Thus we define prd on morphisms by prd(F) = (ObF,SubFp−q); it is easy to check that
prd preserves identities and compositions. It remains to check that it is faithful, so let
F,G : R → R′ be regular functors and suppose prd(F) = prd(G). There is agreement on
objects ObF = ObG, so let f : r1 → r2 be a morphism in R and consider the its graph
fˆ := 〈idr, f〉 ⊆ r1 × r2. Write (r1, r2) := (2, {r1, r2},∼=) ∈ FRg(T). From the fact that
SubFpr1, r2q(fˆ) = SubGpr1, r2q(fˆ) it follows that F(f) = G(f), completing the proof.
In Corollary 8.4, we will show that in fact prd is also full.
The goal for the rest of this paper is to construct a left adjoint to prd and prove the
essential reflection. Our proof will rely on some properties of regular calculi, in particular
that they can be incarnated as a sort of graphical calculus for regular logic reasoning.
5 Graphical regular logic
A key advantage of the regular calculus perspective on regular categories and regular
logic is that it suggests a graphical notation for relations in regular categories, as well as
how they behave under base-change and co-base-change. This is the promised graphical
regular logic.
In this section we develop this graphical formalism, first by giving a graphical descrip-
tion of the free regular po-category on a set, and then by defining the notion of graphical
term, showing how these represent elements of posets, and explaining how to reason with
them. In subsequent sections, we’ll use this graphical regular logic to prove the main
theorem.
5.1 Depicting free regular po-categories FRg(T)
Since the po-categories FRg(T) form the foundation of our diagrammatic language for
regular logic, we begin our exploration of graphical regular logic by giving an explicit
description of the objects, morphisms, 2-cells, and composition in FRg(T) in terms of
wiring diagrams.
Notation 5.1. By definition, an object of FRg(T) is simply a context Γ = (n
τ
−→ S ⊆ T) of
FRg(T). We represent a context graphically by a circle with n ports around the exterior,
with ith port annotated by the value τ(i), and with a white dot at the base annotated by
the remaining elements of the support S \ im τ .1
τ(1)
τ(2)
.
.
.
τ(n)
S \ im τ (20)
Our convention will be for the ports to be numbered clockwise from the left of the circle,
unless otherwise indicated, and to omit the white dot if S = im τ . We refer to such an
annotated circle as a shell.
1By the idempotence of support contexts Eq. (14), one may equivalently include the whole support, S.
25
As a syntactic shorthand for the shell in (20), we may combine all the ports and the
white dot into a single wire labeled with the context Γ ∈ FRg(T): Γ .
Example 5.2. Let Γ = (n, S, τ) be the context with arity n = 3, support S = {w, x, y, z} ⊆ T,
and typing τ : 3→ S given by τ(1) = τ(3) = y, τ(2) = z. It can be depicted by the shell
y
z
y
w, x
The hom-posets of FRg(T) = RelFRg(T) are the subobject posets FRg(T)(Γ,Γ
′) =
Sub(Γ⊕ Γ′). Explicitly, a morphism ω : Γ1 Γout is a represented by monomorphism
Γω = (nω
τω−→ Sω ⊆ T)֌ Γ1 ⊕ Γout
in FRg(T), and hence specified by a surjection ω (see Corollary 4.6) such that
nω Sω
n1 + nout S1 ∪ Sout
τω
⊇
τ1+τout
ω
commutes. We depict ω using a wiring diagram. More generally, wiring diagrams will give
graphical representations of morphisms ω : Γ1 ⊕ · · · ⊕ Γk Γout.
Notation 5.3. Supposewe have a morphism ω : Γ1⊕· · ·⊕Γk Γout in FRg(T). We depict
ω as follows.
1. Draw the shell for Γout.
2. Draw the object Γi, for i = 1, . . . , k, as non-overlapping shells inside the Γout shell.
3. For each i ∈ nω , draw a black dot anywhere in the region interior to the Γout shell but
exterior to all the Γi shells, and annotate it by the value τω(i).
4. Draw a white dot in the same region, annotated by all elements of Sω not already
present in the diagram.
5. For each element (i, j) ∈
∑
i=1,...,k,out ni, draw a wire connecting the jth port on the
object Γi to the black dot ω(i, j).
Just as for objects, we may neglect to draw a white dot when im τ = S.
For a more compact notation, we may also neglect to explicitly draw the object Γout,
leaving it implicit as comprising the wires left dangling on the boundary of the diagram.
Example 5.4. Here is the set-theoretic data of a morphism ω : Γ1⊕Γ2⊕Γ3 Γout, together
with its wiring diagram depiction:
Γ1 = (3, {x, y}, τ1)where τ1(1) = x, τ1(2) = τ1(2) = y;
Γ2 = (3, {w, x, y}, τ3)where τ3(1) = τ3(2) = τ3(3) = x;
Γ3 = (4, {x, y}, τ2)where τ2(1) = τ2(2) = y, τ2(3) = τ2(4) = x;
Γout = (6, {w, x, y, z}, τout)where τout(1) = y,
τout(2) = τout(3) = τout(6) = z, τout(4) = τout(5) = x;
Γω = (7, {v,w, x, y, z}, τr) where τω(1) = τω(2) = y,
τω(3) = τω(7) = z, τω(4) = τω(5) = τω(6) = x;
3
1
2
x
z
y
w, y
w
v
x
z
x
y
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f(1, 1) = 4, f(1, 2) = 2, f(1, 3) = 1, f(2, 1) = 6, f(2, 2) = 4,
f(2, 3) = 5, f(3, 1) = 1, f(3, 2) = 2, f(3, 3) = f(3, 4) = 6,
f(out, 1) = 1, f(out, 2) = 3, f(out, 3) = 3, f(out, 4) = 5
f(out, 5) = 6, f(out, 6) = 7.
Example 5.5. Note that we may have k = 0, in which case there are no inner shells. For
example, the following has Γω = (2, {x, y, z, w}, 1 7→ x, 2 7→ y).
x
y
w
z
Remark 5.6. When multiple wires meet at a point, our convention will be to draw a dot iff
the number of wires is different from two.
1 wire 2 wires 3 wires 4 wires
· · · etc.
When wires intersect and we do not draw a black dot, the intended interpretation is that
the wires are not connected: 6= . Of course this is bound to happenwhen the graph
is non-planar.
The following examples give a flavor of how composition, monoidal product, and
2-cells are represented using this graphical notation.
Example 5.7 (Composition as substitution). Composition of morphisms is described by
nesting of wiring diagrams. Let ω′ : Γ′ Γ1 and ω : Γ1 Γout be morphisms in FRg(T).
Then the composite relation ω′ # ω : Γ′ Γout is given by
1. drawing the wiring diagram for ω′ inside the inner circle of the diagram for ω,
2. erasing the object Γ1,
3. amalgamating any connected black dots into a single black dot, and
4. removing all components not connected to the objects Γ′ or Γout, and adding a
single white dot annotated by the set containing all elements of T present in these
components, but not present elsewhere in the diagram.
Note that step 3 corresponds to taking pullbacks in FRg(T) (pushouts in FinSet), while step
4 corresponds to epi-mono factorization.
As a shorthand for composition, we simply draw one wiring diagram directly substi-
tuted into another, as per step 1. For example, we have
x
y
y
w
ω′
x
y
y
t
z
ω
x
y
y
w
x
y
yt
z
y
t, w, x, z
ω′ # ω
# = =
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For the more general k-ary or operadic case, we may obtain the composite
(Γ1 ⊕ · · · ⊕ Γi−1 ⊕ ω
′ ⊕ Γi+1 ⊕ · · · ⊕ Γk) # ω
of any two morphisms ω′ : Γ′1⊕ · · · ⊕Γ
′
k Γi and ω : Γ1⊕ · · · ⊕Γk Γout by substituting
the wiring diagram for ω′ into the ith inner circle of the diagram for ω, and following a
procedure similar to that in Example 5.7.
Example 5.8 (Monoidal product as juxtaposition). Themonoidal product of twomorphisms
in FRg(T) is simply their juxtaposition, merging the labels on the floating white dots as
appropriate. For example, leaving off labels, we might have:
⊕
=
Example 5.9 (2-cells as breaking wires and removing white dots). Let ω, ω′ : Γ1 ⊕ · · · ⊕
Γk Γout be morphisms in FRg(T) = RelFRg(T). By definition, there exists a 2-cell ω ≤ ω
′
if there is a monomorphismm : Γω ֌ Γω′ in FRg(T) such thatm #ω
′ = ω holds in FRg(T).
By Corollary 4.6, this data consists of a surjection of finite setsm : n′ω → nω and an inclusion
Sω′ ⊆ Sω. In diagrams, the former means 2-cells may break wires, and the latter means
they may remove annotations from the inner white dot (or remove it completely). For
example, we have 2-cells: ≤ and ≤ .
5.2 Graphical terms
Given a regular calculus P : FRg(T) → Poset, we give a graphical representations of its
predicates, i.e. the elements in P (Γ) for various contexts Γ ∈ FRg(T). Here’s how it works.
Definition 5.10. A P -graphical term (θ1, . . . , θk;ω) in an ajax po-functor P : FRg(T)→ Poset
is a morphism ω : Γ1 ⊕ · · · ⊕ Γk Γout in FRg(T) together with, for each i = 1, . . . , k, an
element θi ∈ P (Γi).
We say that the graphical term t = (θ1, . . . , θk;ω) represents the poset element
JtK := (P (ω) # ρ)(θ1, . . . , θk) ∈ P (Γout)
where ρ is the k-ary laxator. If t and t′ are graphical terms, we write t ⊢ t′ when JtK ⊢ Jt′K,
and t = t′ when JtK = Jt′K.
Notation 5.11. We draw a graphical term (θ1, . . . , θk;ω) by annotating the ith inner shell
with its corresponding poset element θi. In the case that k = 1 and ω is the identity
morphism, we may simply draw the object Γ1 annotated by θ1:
θ1τ(1)
τ(2)
.
.
.
τ(n)
S \ im τ
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Example 5.12. Recall that we have a diagonalmap δ : Γ→ Γ⊕Γ in FRg(T) ⊆ FRg(T). Given
θ ∈ P (Γ), the element (δ)!(ϕ) ∈ P (Γ⊕ Γ) is represented by the graphical term
θ
Γ Γ
Example 5.13. When T = ∅ is empty, FRg(∅) is the terminal category. By Proposition 3.4,
an ajax po-functor P : FRg(T) → Poset then simply chooses a ∧-semilattice P (0). The
po-category IntRelP is that ∧-semilattice considered as a one object po-category: it has a
unique object whose poset of endomorphisms is P (0). The diagrammatic language has
no wires, since there is only the monoidal unit in FRg(∅). The semantics of an arbitrary
graphical term (θ1, . . . , θk; id) is simply the meet θ1 ∧ · · · ∧ θk.
Remark 5.14. Graphical terms are an alternate syntax for regular logic. While we will not
dwell on the translation, a graphical term (θ1, . . . , θk;ω) represents the regular formula
∃
i∈nj
j∈{1,...,k,ω}
xij.
∧
j∈{1,...k}
θk(xij) ∧
∧
i∈nj
j∈{1,...,k,out}
(
xij = xω(i)j
)
.
This formula creates a variable of each element of nj , where j ∈ {1, . . . , k, out, ω}, equates
any two variables with the same image underω, takes the conjunctionwith all the formulas
θj , and the existentially quantifies over all variables except those in Γout. In particular, if
we were to take ω : Γ1 ⊕ Γ2 ⊕ Γ3 Γout as in Example 5.4, the resulting graphical term
would simplify to the formula
ψ(y, z, z′, x, x′, z′′) = ∃x˜, y˜.θ1(x˜, y˜, y) ∧ θ2(x˜, x, x
′) ∧ θ3(y, y˜, x
′, x′) ∧ (z = z′) ∧ (z′′ = z′′).
Remark 5.15. Note that Poset is a subcategory of Cat. This allows us to take the monoidal
Grothendieck construction
∫
P of P : FRg(T) → Poset, [MV18]. A P -graphical term is an
object in the comma category
∫
P↓FRg(T). This perspective lends structure to the various
operations on diagrams belows; we, however, pursue it no further here.
5.3 Reasoning with graphical terms
The following basic rules for reasoning with diagrams express the (2-)functoriality and
monoidality of P .
Proposition 5.16. Let (θ1, . . . , θk;ω) be a graphical term, where θi ∈ P (Γi).
(i) (Monotonicity) Suppose θi ⊢ θ′i for some i. Then
J(θ1, . . . , θi, . . . , θk;ω)K ⊢ J(θ1, . . . , θ
′
i, . . . , θk;ω)K.
(ii) (Breaking) Suppose ω ≤ ω′ in FRg(T). Then
J(θ1, . . . , θk;ω)K ⊢ J(θ1, . . . , θk;ω
′)K.
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(iii) (Nesting) Suppose θi = J(θ
′
1, . . . , θ
′
ℓ;ω
′)K for some i. Then
J(θ1, . . . , θk;ω)K = J(θ1, . . . , θi−1, θ
′
1, . . . , θ
′
ℓ, θi+1, . . . , θk;
(Γ1 ⊕ · · · ⊕ Γi−1 ⊕ ω
′ ⊕ Γi+1 ⊕ · · · ⊕ Γk) # ω)K.
Proof. (i) This is the monotonicity of the map P (ω) # ρ.
(ii) This is the 2-functoriality of P .
(iii) This follows from the monoidality and 1-functoriality of P . In particular, it is the
commutativity of the following diagram. Using the braiding we can assume without
loss of generality that i = k.
∏k−1
j=1 P (Γj)×
∏ℓ
j=1 P (Γ
′
j)
∏k−1
j=1 P (Γj)× P
(⊕ℓ
j=1 Γ
′
j
)
P
(⊕k−1
j=1 Γj ⊕
⊕ℓ
j=1 Γ
′
j
)
∏k
j=1 P (Γj) P
(⊕k
j=1 Γj
)
P (Γout)
id×ρ
ρ
ρ
∏
P (Γj)×P (ω) P (
⊕k−1
j=1 Γj+ω
′)
P ((
⊕k−1
j=1 Γj+ω
′)#ω)
ρ P (ω)
The upper triangle commutes by coherence laws for ρ, the square commutes by
naturality of ρ, and the right hand triangle commutes by functoriality of P .
Example 5.17. Proposition 5.16 is perhaps more quickly grasped through a graphical ex-
ample of these facts in action. Suppose we have the entailment
θ1 ξ1 ξ2⊢
Then using monotonicity, nesting, and then breaking we can deduce the entailment
θ1 θ2
θ3
ξ1 ξ2 θ2
θ3
ξ1 ξ2 θ2
θ3
ξ1 ξ2 θ2
θ3
⊢
(i)
=
(iii)
⊢
(ii)
We’ll seemany further examples of such reasoning in the subsequent sections of this paper,
as we prove that we can construct a regular category from a regular calculus.
Example 5.18. The nesting rule in Proposition 5.16 has two particularly important cases.
The first occurs when we consider wiring diagrams themselves as poset elements. More
precisely, if f : Γ1 → Γout is a morphism in FRg(T), and fˆ := 〈idΓ1 , f〉 is its graph, then
taking i = k = 1, ℓ = 0, θ = J(; fˆ)K, ω = Γout (the identity) and ω
′ = fˆ in (iii) gives
J(θ; Γout)K = J(; fˆ)K. Note that this equates a graphical term with inner object Γout and
annotation θ with a term that has no inner object at all; see e.g. Example 5.5.
The second important case is that of ‘exterior AND’. If we take i = k = 1, ℓ = 2, and
ω = ω′ = Γ1 ⊕ Γ2, then J(θ′1, θ
′
2; Γ1 ⊕ Γ2)K = J(ρ(θ
′
1, θ
′
2); Γ1 ⊕ Γ2)K. In pictures, this means
we can take any two circles, say θ1 ∈ P (Γ1) and θ2 ∈ P (Γ2), and merge them, labelling the
merged circle with ρΓ1,Γ2(θ1, θ2):
θ1
θ2
ρ(θ1, θ2)=
The meet-semilattice structure permits an intuitive graphical interpretation. In the fol-
lowing proposition, the graphical terms on right are illustrative examples of the equalities
stated on the left.
Proposition 5.19. For all contexts Γ in FRg(T) and θ, θ′ ∈ P (Γ), we have
(i) (True is removable) J(trueΓ; Γ)K = J(; ǫΓ)K true =
(ii) (Meets are merges) J(θ1 ∧ θ2; Γ)K = J(θ1, θ2; δΓ)K.
θ1
θ2
θ1 ∧ θ2=
Proof. These equations are simply the definitions of true and meet; see Eq. (18).
Example 5.20 (Discarding). Note that Proposition 5.19(i) and the monotonicity of diagrams
(Proposition 5.16(i)) further imply that for all θ ∈ P (Γ) we have J(θ; Γ)K ⊢ J(; ǫΓ)K:
θ θ⊢
6 Internal relations in a regular calculus
Having set up our proof language, we now return to describing the relationship between
regular categories and regular calculi. In this section, we’ll see that to every regular
calculus we can construct a certain po-category, called its internal relations po-category.
Althoughwe shall not prove it directly, this internal relations po-category is in fact a regular
po-category. We’ll also get to see our graphical logic in action.
6.1 The internal relations po-category
Definition 6.1. Given objects Γ1,Γ2 and ϕ1 ∈ P (Γ1) and ϕ2 ∈ P (Γ2), we define the poset
IntRelP (ϕ1, ϕ2) of P -internal relations from ϕ1 to ϕ2 to be the subposet
IntRelP (ϕ1, ϕ2) :=
{
θ ∈ P (Γ1 ⊕ Γ2)
∣∣ (π1)!θ ⊢Γ1 ϕ1 and (π2)!θ ⊢Γ2 ϕ2
}
⊆ P (Γ1 ⊕ Γ2).
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An internal relation θmay be represented by the graphical term θΓ1 Γ2 togetherwith
the two entailments
θ ϕ1⊢Γ1 θ ϕ2⊢Γ2
We check that when this definition is applied to the regular calculus prd(R) associated
to a regular category R, it recovers the usual notion of relation between objects in R.
Proposition 6.2. Let R be a regular category, let Γ1,Γ2 ∈ FRg(ObR) be contexts, and suppose
given r1 ∈ SubRpΓ1q and r2 ∈ SubRpΓ2q. There is a natural isomorphism
IntRelprd(R)
(
(Γ1, r1), (Γ2, r2)
)
∼= RelR(r1, r2).
Proof. Let g1 := pΓ1q and g2 := pΓ2q so we have r1 ⊆ g1 and r2 ⊆ g2; see Eq. (16). By
Definition 6.1 and Proposition 4.15, a prd(R)-internal relation between them is an element
t ⊆ g1 × g2 such that there exist dotted arrows making the following diagram commute:
r1 t r2
g1 g1 × g2 g2
The composite t → r1 × r2 → g1 × g2 is monic, so we have that t ⊆ r1 × r2. The result
follows.
We shall now present some technical lemmas with the goal of proving the following
theorem, that internal relations form a po-category. The proof is completed on page 33.
Theorem 6.3. Let P : FRg(T) → Poset be a regular calculus. Then there exists a po-category
IntRelP whose objects are pairs (Γ, ϕ), where Γ is an object of FRg(T) and ϕ ∈ P (Γ), and with
hom-posets (Γ1, ϕ1)→ (Γ2, ϕ2) given by IntRelP (ϕ1, ϕ2).
We begin by specifying the composition rule. For objects Γ1,Γ2,Γ3 in FRg(T), let
compΓ1,Γ2,Γ3
:= Γ3
Γ2
Γ1
It is a morphism (Γ1 ⊕ Γ2 ⊕ Γ2 ⊕ Γ3) (Γ1 ⊕ Γ3) in FRg(T). We then define
(−) # (−) : P (Γ1 ⊕ Γ2)× P (Γ2 ⊕ Γ3)
ρ
−→ P (Γ1 ⊕ Γ2 ⊕ Γ2 ⊕ Γ3)
P (comp)
−−−−−→ P (Γ1 ⊕ Γ3). (21)
Remark 6.4. Note that this construction is reminiscent of the composition map defined in
the construction of a hypergraph category from a cospan algebra in [FS19].
Lemma 6.5. The composite of internal relations is an internal relation. That is, let ϕ1 ∈ P (Γ1),
ϕ2 ∈ P (Γ2), and ϕ3 ∈ P (Γ3). Then given θ12 ∈ IntRelP (ϕ1, ϕ2) and θ23 ∈ IntRelP (ϕ2, ϕ3), the
element (θ12 # θ23) ∈ P (Γ1 ⊕ Γ3) is in IntRelP (ϕ1, ϕ3).
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Proof. We must prove (π1)!(θ12 # θ23) ⊢ ϕ1 and (π2)!(θ12 # θ23) ⊢ ϕ3. We prove the first; the
second follows similarly. This is not hard, we simply use Example 5.20 and then that θ12
obeys Definition 6.1:
θ12 θ23 θ12 ϕ1⊢Γ1 ⊢Γ1
Given an object Γ ∈ FRg(T) and ϕ ∈ P (Γ), define idϕ := (δΓ)!(ϕ) in P (Γ⊕ Γ). Here it
is graphically.
idϕ :=
ϕ
Γ Γ (22)
Lemma 6.6. For any Γ ∈ FRg(T) and ϕ ∈ P (Γ), the element idϕ ∈ P (Γ ⊕ Γ) is an element of
IntRelP (ϕ,ϕ).
Proof. By Proposition 5.16(iii), composing the nested graphical term on the left is precisely
the graphical term on the right (and similarly for the codomain):
ϕ ϕ⊢Γ
In what follows, we often elide details about—and graphical notation that indicates—
nesting and contexts.
Lemma 6.7. The map # from Eq. (21) is unital with respect to id, i.e. θ # id = θ = id # θ.
Proof. We prove that (θ # id) = θ; the other unitality axiom is similar. The inequality
(θ # id) ⊢ θ follows from Example 5.20 and Proposition 5.16:
θ
ϕ
θ θ⊢ =
The reverse inequality θ ⊢ (θ # id) uses Proposition 5.19, Example 5.9, and Definition 6.1:
θ
θ
θ θ
θ
θ
ϕ
= ⊢ ⊢
Lemma 6.8. The map # from Eq. (21) is associative, i.e. (θ1 # θ2) # θ3 = θ1 # (θ2 # θ3).
Proof. This is immediate from Proposition 5.16(iii). Both sides can be represented by
(nested versions of) the graphical term θ1 θ2 θ3 .
Proof of Theorem 6.3. Lemmas 6.7 and 6.8 show that we have a 1-category. Each homset
IntRelP (ϕ1, ϕ2) ⊆ P (Γ1,Γ2) inherits a partial order from the poset P (Γ1,Γ2). Moreover,
composition is given by the monotone map
IntRelP (ϕ1, ϕ2)× IntRelP (ϕ2, ϕ3)
ρ
−→ IntRelP (ϕ1, ϕ2, ϕ2, ϕ3)
P (comp)
−−−−−→ IntRelP (ϕ1, ϕ3).
We thus have a po-category.
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Remark 6.9. Note that although each homset is a ∧-semilattice, composition does not pre-
serve meets, and so IntRelP is not ∧-semilattice enriched; see Remark 3.18.
To conclude this section, we mention a useful characterization of internal relations.
Proposition 6.10. Let θ ∈ P (Γ1 ⊕ Γ2), ϕi ∈ P (Γi). Then θ is a relation ϕ1 → ϕ2 if and only if
θ
ϕ1 ϕ2
θ= (23)
Proof. Any internal relation ϕ1 → ϕ2 obeys the identity Eq. (23) by unitality, Lemma 6.7.
Conversely, if θ obeys Eq. (23), then by Example 5.20
θ
θ
ϕ1 ϕ2
ϕ1= ⊢
and similarly for ϕ2, proving that θ ∈ IntRelP (ϕ1, ϕ2).
Definition 6.11. Write σΓ1,Γ2 : Γ1 ⊕ Γ2 −→ Γ2 ⊕ Γ1 for the braiding in FRg(T), and define
the map (−)† := σΓ1,Γ2 ! : P (Γ1⊕Γ2)→ P (Γ2⊕Γ1). We say that the transpose of a graphical
term (θ; Γ1 ⊕ Γ2) is the graphical term (θ†; Γ2 ⊕ Γ1).
Remark 6.12. Note that transposes are given by “rotating the shell”:
θ†Γ2 Γ1 θ
Γ1
Γ2
=
In particular, for ϕ ∈ P (Γ), we have J(ϕ†; Γ)K = J(ϕ; Γ)K. That is, both ϕ and ϕ† can be
represented by the diagram ϕ .
We briefly note the following connection to hypergraph categories.
Proposition 6.13. The monoidal category underlying IntRelP is a hypergraph category.
More precisely, recall that we write ρ for the laxators of P . We may equip IntRelP with the
symmetric strict monoidal product given on objects by (Γ1, ϕ1)⊗ (Γ2, ϕ2) = (Γ1⊕Γ2, ρ(ϕ1, ϕ2)),
and on morphisms by the restriction to IntRelP (ϕ1, ϕ2)× IntRelP (ϕ3, ϕ4) of the map
ρ : P (Γ1 ⊕ Γ2)× P (Γ3 ⊕ Γ4)→ P (Γ1 ⊕ Γ3 ⊕ Γ2 ⊕ Γ4).
The braiding σϕ1,ϕ2 on objects (Γ1, ϕ1), (Γ2, ϕ2) is given as below. Given this monoidal structure,
we may the equip IntRelP with the hypergraph structure given on each object (Γ, ϕ) by the internal
relations below.
ϕ1
ϕ2
σϕ1,ϕ2
ϕ
µϕ
ϕ
ηϕ
ϕ
δϕ
ϕ
ǫϕ
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Proof. Recall that we have already shown, in Theorem 6.3, that IntRelP is a po-category.
To prove this theorem then, it remains to check that the proposed monoidal products and
structuremaps are always well-defined internal relations, and then that the coherence laws
for symmetric monoidal categories and hypergraph categories hold. These facts are all
straightforward to verify using the logic of graphical terms.
6.2 The Carboni-Walters theorem
In [CW87], Carboni and Walters defined the notions of cartesian bicategory and functionally
complete bicategory of relations. The first of these falls out of our work so far. In what follows,
we freely use notation from Section 6.1, such as #, †, δ, µ, ǫ, and η.
Definition 6.14 (Carboni-Walters). A cartesian bicategory is a po-category C with a unique
adjoint monoid structure on each object c, such that each map α : c → c′ induces a lax
comonoid homomorphism,
α # ǫc′ ≤ ǫc and α # δc′ ≤ δc # (α⊗ α).
Now for any po-category C, there is a po-functor U : AdjMon(C)→ C sending an ajax
functor 1→ C to the image of 1.
Theorem 6.15. A po-category C is a cartesian bicategory iff U : AdjMon(C) → C is an isomor-
phism of po-categories.
Proof. This follows from Eqs. (9) and (11).
Our goal is to convert any regular calculus P : FRg(T)→ Poset into a regular category
syn(P ). One approach is to show this directly; we do so in Sections 7 and 8. Another
approach would be to use the Carboni-Walters theorem. While seemingly more direct, the
latter approach has two drawbacks. First, it would make our paper less self-contained.
Second, [CW87] seemnot to describe functors between “functionally complete bicategories
of relations”precisely enough for our needs. Thuswe recall their theoremhere andproceed
to the direct approach, where we really see the graphical calculus in action. We will not
see cartesian bicatgories again in this paper.
Theorem 6.16 (Carboni-Walters). Let C be a cartesian bicategory. It is equivalent to RelR for
some regular category R if and only if
• (Frobenius) µc # δc = (c⊗ δc) # (µc ⊗ c) for each c ∈ C, and
• (Images) For every f : b → I there exists an object im(f) and a left adjoint i : im(f) → b
such that:
i # i† = idim(b) and i
† # ǫim(b) = f.
Proof. This is [CW87, Theorem 3.5].
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7 Internal functions and the syntactic category construction
Internal functions are defined to be the left adjoints in the po-category IntRelP of internal
relations (see Theorem 6.3).
Definition 7.1. Given a regular calculus (T, P ), where P : FRg(T) → Poset, we define the
category RP of P -internal functions to be the category of left adjoints in IntRelP :
RP := LAdj(IntRelP ). (24)
In more detail, suppose given elements ϕ1 ∈ P (Γ1) and ϕ2 ∈ P (Γ2). We say that an
internal relation θ ∈ IntRelP (ϕ1, ϕ2) ⊆ P (Γ1 ⊕ Γ2) is an internal function if there exists an
internal relation ξ such that
ϕ1 θ ξ⊢ and ξ θ
ϕ2⊢ .
The category RP has the same objects (Γ, ϕ) as IntRelP , and morphisms given by internal
functions.
Notation 7.2. Graphically, we’ll sometimes denote an internal function θ ∈ P (Γ1,Γ2) by
the shape θΓ1 Γ2 .
Our aim in this section is to prove that the internal functions form a regular category.
Theorem7.3. For any regular calculusP : FRg(T)→ Poset, the categoryRP of internal functions
in IntRelP is regular.
The proof, found on page 42 is divided into three parts. In Section 7.1 we’ll explore
properties of internal functions, in Section 7.2 we’ll show RP has finite limits, and in
Section 7.3 we’ll show it has pullback stable image factorizations and conclude with the
theorem.
7.1 Properties and examples of internal functions
Before we embark on the theorem, let’s get to know the category of internal functions a
bit. We’ll first characterize functions in two ways: they’re the relations that have their
own transposes as right adjoints, and they’re the relations that are total and deterministic.
We’ll then note that the order inherited by functions as a subposet of the poset of relations
is just the discrete order, and give two important examples of functions: bĳections and
projections.
To obtain our characterizations of functions, we’ll need definitions of deterministic and
total.
Definition 7.4. Let θ ∈ IntRelP (ϕ1, ϕ2). We say that θ is
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• total if ϕ1 θ⊢ , and
• deterministic if
θ
θ
θ⊢ .
Remark 7.5. Note that by the domain of θ and discarding (Example 5.20) we always have
θ
θ
ϕ1
ϕ1= ⊢
and that by meets (Proposition 5.19(ii)) and breaking (Proposition 5.16(ii)) we always have
θ
θ
θ
θ
θ
= ⊢
This means that in Definition 7.4 the two entailments are in fact equalities.
In what follows, we’ll often omit the transpose symbol † (see Definition 6.11) from our
diagrams when it can be deduced from the ambient contextual information.
Theorem 7.6. Let θ ∈ IntRelP (ϕ1, ϕ2). Then the following are equivalent.
(i) θ ∈ RP is an internal function in the sense of Definition 7.1.
(ii) θ has right adjoint θ†. That is,
ϕ1 θ θ⊢ and θ θ
ϕ2⊢ .
(iii) θ is total and deterministic in the sense of Definition 7.4.
Proof. (i)⇔ (ii): Clearly (ii)⇒ (i). Conversely, assume θ has a right adjoint ξ. Note that the
unit axiom implies ϕ1τ1 θ ξ θ⊢ ⊢ . Then using meets and breaking we
have
ξΓ2 Γ1
ξ
θ
ξ
θ θ ξ θ θ θ†Γ2 Γ1= = ⊢ ⊢
Similarly we can show θ ⊢ ξ†, and hence ξ = θ†.
(ii)⇔ (iii): We shall prove a stronger statement, that θ has a unit if and only if it is total,
and that it has a counit if and only if it is deterministic.
First, (ii)-units iff (iii)-totalness. Using the unit of the adjunction we have
ϕ1Γ1
θ
θ
θ⊢ =
Conversely, using totalness, meets, and breaking we have
ϕ1
θ θ θ
θ θ
Γ2= = ⊢
Next, (ii)-counits iff (iii)-determinism. We can use the counit of the adjunction to give
θ
θ
θ
θ
θ
θ
θ
θ
θ
θ
θ
θ
θ= ⊢ ⊢ =
Conversely, assuming determinism we get the counit, which concludes the proof:
θ θ
Γ1 θ
ϕ2= ⊢
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Next, we describe how the order on relations restricts to the functions.
Proposition 7.7. The order on functions is discrete.
Proof. Suppose θ θ′⊢ . Then using the unit of θ and counit of θ′ we have
θ′ θ′θθ θ′θ′θ θ⊢ ⊢ ⊢ .
Finally, we note that bĳections and projections are examples of functions.
Example 7.8. A P -internal bĳection is an invertible P -internal relation. Note that every
bĳection is a function. We can also characterise bĳections as the adjunctions whose unit
and counit are the identity.
Proposition 7.9. Suppose givenϕ1 ∈ P (Γ1) andϕ2 ∈ P (Γ2) and a relation θ ∈ IntRelP (ϕ1, ϕ2) ⊆
P (Γ1 ⊕ Γ2). Define
π1 := (δΓ1 ⊕ Γ2)!(θ) and π2 := (Γ2 ⊕ δΓ2)!(θ).
Then πi ∈ P (Γ1 ⊕ Γi ⊕ Γ2) are internal functions for i = 1, 2, i.e. πi ∈ RP (θ, ϕi)
Proof. We prove π1 is a function; the argument for π2 is similar. Note that π1 is depicted by
the graphical term
θ
Γ1 Γ1
Γ2
By Proposition 5.19 and the fact that θ ∈ IntRelP (ϕ1, ϕ2)we have
θ
Γ1 Γ1
Γ2
θθ ϕ1=
and hence by Proposition 6.10, π1 ∈ IntRelP (θ, ϕ1).
Proving that π1 is an adjunction in IntRelP (θ, ϕ1) again uses Proposition 5.19 and that
θ ∈ IntRelP (ϕ1, ϕ2), as well as Example 5.9:
θ
Γ2 Γ2
Γ1 Γ1
θθ θ θ
= ⊢ and
θθ
Γ1 Γ1
θ ϕ1= ⊢
Definition 7.10. With ϕ1, ϕ2, θ as in Proposition 7.9, we refer to the map (δΓ1 ⊕ Γ2)! ∈
RP (θ, ϕ1) as the left projection and similarly to (Γ1 ⊕ δΓ2)! ∈ RP (θ, ϕ2) as the right projection.
7.2 Finite limits in RP
We now show how to construct finite limits in the category RP of internal functions in P .
Lemma 7.11 (Terminal object). The object (0, true) ∈ RP is terminal.
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Proof. For any context Γ and element ϕ ∈ P (Γ) we shall show ϕ ∈ RP ((Γ, ϕ), (0, true)) ⊆
P (Γ ⊕ 0) is the unique element. Note first that ϕ is indeed an internal function: it’s an
internal relation because ϕ ⊢ ϕ and π2!(ϕ) ⊢ true, and is an adjunction with counit given
by the fact that true is the top element, and unit given by meets and breaking as follows
ϕ
ϕ
ϕ
ϕ
ϕ
ϕ ϕ= ⊢ =
It remains to show uniqueness. If θ is an internal function then θ ⊢ ϕ, so it remains to
show that ϕ ⊢ θ. But it is easy to verify: ϕ θ θ θ⊢ ⊢ .
Lemma 7.12 (Pullbacks). Let θ1 : (Γ1, ϕ1) → (Γ, ϕ) and θ2 : (Γ2, ϕ2) → (Γ, ϕ) be morphisms
in RP . Let θ12 := (θ1 # θ
†
2). Then the following is a pullback square in RP :
((Γ1 ⊕ Γ2), θ12) (Γ2, ϕ2)
(Γ1, ϕ1) (Γ, ϕ)
(δΓ1⊕Γ2)!(θ12)
(Γ1⊕δΓ2 )!(θ12)
θ2
θ1
Proof. The graphical term for the proposed pullback ((Γ1 ⊕ Γ2), θ12) is shown left, and its
proposed projection maps are shown middle and right:
θ12 θ1 θ2
Γ θ1 θ2
Γ1
Γ1
Γ2 θ1 θ2Γ1
Γ2
Γ2
:=
Both projections are internal functions by Proposition 7.9. The necessary diagram com-
mutes, i.e. we have equalities
θ1 θ2
θ1 θ1 θ2
Γ θ1 θ2
θ2
= = (25)
because functions are deterministic (Theorem 7.6).
Now we come to the universal property. Suppose given an object (Γ′, ϕ′) and mor-
phisms θ′1 : (Γ
′, ϕ′)→ (Γ1, ϕ1) and θ′2 : (Γ
′, ϕ′)→ (Γ2, ϕ2) inRP , such that the θ′1 #θ1 = θ
′
2 #θ2.
Let 〈θ′1, θ
′
2〉 denote the following graphical term:
θ′
1
θ′
2
Γ
(26)
We give one half of the proof that 〈θ′1, θ
′
2〉 ∈ IntRelP (ϕ
′, θ12), the other half being easier.
θ′
1
θ′
2
θ′
1
θ′
2
θ1θ1 θ
′
2
θ′
2
θ2θ1 θ1 θ2⊢ = ⊢
Moreover, applying Theorem 7.6, a similarly straightforward diagrammatic argument
shows 〈θ′1, θ
′
2〉 ∈ RP (ϕ
′, θ12). We next need to show that 〈θ′1, θ
′
2〉 # (δΓ1 ⊕ Γ2)!(θ12) = θ
′
1
and similarly for θ′2. This follows easily from Proposition 7.7 and the diagram
θ′
1
θ1
θ′
2
θ2
θ′
1⊢
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It only remains to show that this is unique. So suppose given θ′ ∈ RP (ϕ′, θ12) with
θ′
1Γ
′ Γ1 θ′Γ′
Γ1= and θ
′
2Γ
′ Γ2 θ
′Γ′
Γ2
= . Then by basic diagram manipu-
lations, one shows that θ′ must equal the graphical term in Eq. (26), as desired.
Proposition 7.13. Suppose that θ ∈ RP (ϕ1, ϕ2) is an internal function. It is a monomorphism
iff it satisfies ϕ1 θ θ= .
Proof. Recall that a morphism is a monomorphism iff the projection maps of its pullbacks
along itself are the identity maps. Using the characterization of the projection maps of
the pullback of θ along itself (Lemma 7.12) and the graphical logic, the proposition is
immediate.
Corollary 7.14 (Monomorphisms). If ϕ ⊢Γ ϕ′, then idϕ ∈ P (Γ⊕Γ) as in Eq. (22) is an element
of RP ((Γ, ϕ), (Γ, ϕ
′)) and it is a monomorphism.
Proof. Since meets merge circles, we have the equality
ϕ ϕ ϕ= (27)
and it follows easily that idϕ ∈ RP (ϕ,ϕ′). But this also proves that idϕ is a monomorphism,
by Proposition 7.13.
Remark 7.15 (Equalizers). Given parallel arrows θ, θ′ : (Γ1, ϕ1)→ (Γ2, ϕ2), their equalizing
object (Γ1, e) is the following graphical term:
eΓ1
θ
θ′
=
7.3 Image factorizations
We next discuss image factorizations, and show that they are stable under pullback.
Definition 7.16. Suppose that θ ∈ RP (ϕ1, ϕ2) is an internal function. Define its image,
denoted im(θ) ∈ P (Γ2) to be the graphical term θ or, in symbols, ǫ∗Γ1 # θ.
We will now show that this has the usual properties of images, for example that θ is a
regular epimorphism in RP iff it satisfies
ϕ2 ⊢ θ .
Proposition 7.17. Consider an element θ ∈ RP (ϕ1, ϕ2). The following are equivalent:
1. θ, considered as a morphism in RP , is a regular epimorphism,
2. ϕ2 ⊢Γ2 im(θ),
3. ϕ2 = im(θ), and
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4. ϕ2 θ θ= .
Proof. (1⇒ 2): It is straightforward to showthat θ ∈ P (Γ1,Γ2) is an element ofRP (ϕ1, im(θ)).
Now supposing that θ is a regular epi, i.e. that the kernel pair diagram
ϕ1 ×ϕ2 ϕ1 ϕ1 ϕ2
is a coequalizer, it suffices to show that im(θ) also coequalizes the parallel pair:
θ θ
θ
θ θ
θ
= (28)
This follows directly from determinism.
(2⇒ 3): For any relation θ ∈ IntRelP (ϕ1, ϕ2) we always have the converse im(θ) ⊢ ϕ2.
(3⇒ 4): By determinism of θ, we have ϕ2 θ
θ
θ
= =
(4⇒ 1): Assuming 4, we need to show that ϕ1 ×ϕ2 ϕ1 ϕ1 ϕ2 is a coequalizer.
It is easy to show that ϕ2 coequalizes the parallel pair; this is basically Eq. (28) again. So
let θ′ : ϕ1 → ϕ′2 coequalize the parallel pair, and define ξ ∈ IntRelP (ϕ2, ϕ
′
2) by ξ := θ
† # θ′.
We need to show that ξ is a function and that θ # ξ = θ′.
We obtain idϕ2 ⊢ ξ # ξ
† using (4) and the fact that θ′ is a function:
ϕ2
θ θ θ θ′ θ′ θ= ⊢ .
We obtain ξ† # ξ ⊢ idϕ′2 as follows:
θ′ θ θ θ′
θ θ θ′
θ′ θ
′= ⊢
where the first equality comes from the fact that θ′ coequalizes the parallel pair, and the
second is discarding and determinism of θ′. Finally, θ′ ⊢ θ # θ† # θ = θ # ξ follows easily
from θ being a function. The converse θ # ξ ⊢ θ′ follows from the fact that θ′ coequalizes
the parallel pair:
θ θ θ′
θ θ
θ′ θ
′= ⊢
Lemma 7.18 (Image factorizations). Any morphism θ : (Γ′, ϕ′) → (Γ, ϕ) can be factored into a
regular epimorphism followed by a monomorphism; the image object is (Γ, ǫ∗Γ′ # θ).
Proof. The image factorization of θ is given by
θΓ′ Γ
θ
θ=
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The graphical representation of the image object (Γ, ǫ∗Γ′ # θ) is
θ . It is immediate
from Proposition 7.17 that θ is a regular epimorphism (Γ′, ϕ′) → (Γ, ǫ∗Γ′ # θ), and from
Corollary 7.14 that (δΓ)!(ǫ
∗
Γ′ # θ) is a monomorphism (Γ, ǫ
∗
Γ′ # θ)→ (Γ, ϕ).
Lemma7.19 (Pullback stability of image factorizations). The pullback of a regular epimorphism
along any morphism is again a regular epimorphism in RP .
Proof. Suppose that ξ : ϕ1 → ϕ is a regular epimorphism and that θ : ϕ2 → ϕ is any
morphism. Then the pullback θ ×ϕ ξ → ϕ2 is a regular epimorphism by Proposition 7.17
and the following reasoning: ϕ2 θ θ ξ⊢ ⊢ .
It is now straightforward to observe that RP is a regular category.
Proof of Theorem 7.3. By Lemmas 7.11 and 7.12, RP has all finite limits, and by Lemmas 7.18
and 7.19, it has pullback-stable image factorizations.
7.4 Subobject lattices in RP
We will find the following characterization of the subobject lattices in RP useful.
Proposition 7.20. Let (T, P ) be a regular calculus, let Γ ∈ FRg(T) be a context, and let s ∈ P (Γ).
There is an isomorphism of posets
{t ∈ P (Γ) | t ≤ s} ∼= SubRP (Γ, s),
with each element t ≤ s mapped to the subobject P (δ!)(t) =
t
: (Γ, t)→ (Γ, s).
Proof. The proposed map indeed sends each t to a subobject by the characterization of
monomorphisms in Corollary 7.14. To see that it is surjective, note that given a monomor-
phism θ : (Γ′, s′) → (Γ, s) in RP , Lemma 7.18 (characterizing image factorizations) shows
that it is isomorphic to the monomorphism
θ :
(
Γ, θ
)
→ (Γ, s)
where θ = P (ǫ! ⊕ Γ)(θ).
To see that it is injective, suppose we have a map θ of monomorphisms
(Γ, t′)
(Γ, s)
(Γ, t)
θ
P (δ!)(t
′)
P (δ!)(t)
Note that this implies that
im θ ∧ t θ
t t′ t′= = =
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and hence that t′ ≤ t ∈ P (Γ). Thus the subobjects (Γ, t) and (Γ, t′) of (Γ, s) are isomorphic
if and only if t = t′. This proves the proposition.
Our main theorem is to prove an adjunction between regular calculi and regular cate-
gories, and we will get to this in the next section. To round out the picture, however, we
quickly record that the po-category IntRelP of internal relations in a regular calculus is also
regular: it is the relations po-category of RP .
Corollary 7.21. Let (T, P ) be a regular calculus. Then IntRelP is isomorphic to the po-category
of relations in RP . In particular, IntRelP is a regular po-category.
Proof. Observe that IntRelP and RP have the same set of objects by definition, and that by
Proposition 7.20 for any two objects (Γ, s), (Γ′, s′) the poset of relations (Γ, s) (Γ′, s′) in
RP is given by {θ ∈ P (Γ ⊕ Γ′) | θ ≤ s⊞ s′}. It remains to prove that the composition rule
in IntRelP agrees with composition of relations in RP . Reasoning using graphical terms,
this is a straightforward consequence of Lemma 7.12, which describes pullbacks in the
category RP .
8 RgCat is essentially a reflective subcategory of RgCalc
Wehave nowprovedTheorem7.3,which constructs a regular categoryRP fromany regular
calculus (T, P ). We call RP the syntactic category corresponding to P . In this section we
show that this construction is functorial, and that there is an adjunction
RgCalc RgCat.
syn
⇒
prd
Moreover, RgCat is essentially a reflective subcategory of RgCalc, in the sense that for any
regular category R, the counit map syn(prd(R)) → R is an equivalence of categories. In
future work we plan to show that there is 2-dimensional structure throughout, such that
the above adjunction extends to a 2-adjunction in which RgCat is 2-reflective.
8.1 The functor syn : RgCalc→ RgCat
We want to define a functor syn : RgCalc → RgCat that is adjoint to prd from Proposi-
tion 4.15. On objects, this is now easy: given a regular calculus (T, P ) ∈ RgCalc, define
syn(T, P ) := RP as in Eq. (24); objects are pairs (Γ, ϕ) where Γ ∈ FRg(T) and ϕ ∈ P (Γ),
and morphisms are internal functions θ as in Theorem 7.6.
For morphisms, suppose given (F,F ♯) : (T, P )→ (T′, P ′):
T FRg(T)
Poset
T′ FRg(T′)
F F
P
P ′
F ♯
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where again F := FRg(F ). We define F := syn(F,F ♯) : RP → RP ′ on an object (Γ, ϕ) ∈ RP
by
F(Γ, ϕ) :=
(
F (Γ), F ♯Γ(ϕ)
)
∈ RP ′ . (29)
and on a morphism θ : (Γ1, ϕ1)→ (Γ2, ϕ2) by
F(θ) := F ♯Γ1⊕Γ2(θ). (30)
Theorem 8.1. The assignment syn(T, P ) := RP on objects, and Eqs. (29) and (30) on morphisms,
constitutes a functor syn : RgCalc→ RgCat.
Theorem 8.1 is proved on page 44; first we need the following lemma.
Lemma 8.2. F ♯ preserves semantics of graphical terms.
More precisely, given any P -graphical term (θ1, . . . , θk;ω), the morphism (F,F
♯) induces a
P ′-graphical term (F ♯θ1, . . . , F
♯θk;F (ω)); we call this its image under F
♯. The image obeys
F ♯J(θ1, . . . , θk;ω)K = J(F
♯θ1, . . . , F
♯θk;F (ω))K.
Furthermore, given the entailment (θ1, . . . , θk;ω) ⊢ (θ
′
1, . . . , θ
′
k′ ;ω
′), it follows that
(F ♯θ1, . . . , F
♯θk;F (ω)) ⊢ (F
♯θ′1, . . . , F
♯θ′k′ ;F (ω
′)).
Proof. The naturality and monoidality of (F,F ♯) imply:
F ♯J(θ1, . . . , θk;ω)K = F
♯(P (ω))(ρ(θ1, . . . , θk)))
= P ′(F (ω))(F ♯(ρ(θ1, . . . , θk)))
= P ′(F (ω))(ρ(F ♯θ1, . . . , F
♯θk))
= J(F ♯θ1, . . . , F
♯θk;F (ω))K.
The second claim then follows from the monotonicity of components in F ♯.
Proof of Theorem 8.1. Firstwemust check that our data type-checks. Wehave already shown
that RP is a regular category, so it remains to show that F is a regular functor. This is a
consequence of Lemma 8.2.
In particular, recall from Definition 7.1 that morphisms in RP can be represented by
P -graphical terms obeying certain entailments. It was shown in Sections 7.2 and 7.3 that
composition, identities, finite limits, and regular epis can also be described in this way.
Lemma 8.2 implies that given aP -graphical term, its image underF ♯ preserves entailments
and equalities. ThusF sends internal functions to internal functions of the requireddomain
and codomain, preserves composition, identities, finite limits, and regular epis, and hence
is a regular functor.
It is then immediate from the definition (Eqs. (29) and (30)) that syn preserves identity
morphisms and composition, and so syn is indeed a functor.
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8.2 The essential reflection
Recall that prd(R) = (ObR,SubRp−q) and syn(P ) = LAdj(IntRelP ); see Eq. (19) and The-
orem 6.3.
Proposition 8.3. For any regular category R, there is a natural equivalence of categories
ǫ : syn(prd(R))
≃
−→ R.
Proof. Wewill define functors ǫ : Rprd(R) ⇆ R :ǫ
′ and show that they constitute an equiva-
lence. We have Ob(Rprd(R)) = {(Γ, r) | Γ ∈ FRg(ObR), r ∈ SubRpΓq}, so put
ǫ(Γ, r) := r, and ǫ′(r) := (〈 r 〉, r),
where 〈 r 〉 is the unary context on r and r ⊆ r = p〈 r 〉q is the top element. Given also
(Γ′, r′), we have an isomorphism of hom-sets
Rprd(R)
(
(Γ, r), (Γ′, r′)
)
∼= LAdj(RelR)(r, r
′) ∼= R(r, r′),
byDefinition 7.1, Proposition 6.2, , andLemma2.8. Hence,wedefine ǫ and ǫ′ onmorphisms
to be the corresponding mutually-inverse maps. Obviously, ǫ and ǫ′ are fully faithful
functors, and ǫ′ # ǫ = idR, so ǫ is essentially surjective.
We next prove that prd : RgCat→ RgCalc is full, fulfilling a promise made after Propo-
sition 4.15, where prd was first defined. Recall that prd(R) = (Ob(R),SubRp−q).
Corollary 8.4. The functor prd : RgCat→ RgCalc is full.
Proof. Let R,R′ be regular categories, and suppose given a map (F,F ♯) : prd(R) →
prd(R′); we need to show there exists a functor F : R → R′ such that prd(F) = (F,F ♯).
The key idea is that (F,F ♯) specifies the action of the desired functor F on subobject
semilattices, which is enough, since every morphism in R can be recovered from its graph.
Applying syn to (F,F ♯), we obtain a regular functor syn(F,F ♯) : syn(prd(R′)) →
syn(prd(R)). Pre- and post-composing this with the equivalences ǫ′R : R → syn(prd(R))
and ǫR′ : syn(prd(R
′))→ R′ from Proposition 8.3, we obtain a regular functor F : R→ R′.
It is routine to check that the image of this functor is prd(F) = (F,F ♯).
Theorem 8.5. The functors prd and syn are adjoint:
RgCalc RgCat.
syn
⇒
prd
Moreover, prd is fully faithful, and for any regular category R, the counit map syn(prd(R))→ R
is an equivalence.
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Proof. We showed that prd is fully faithful in Proposition 4.15 and Corollary 8.4 and that
there is a natural transformation ǫ : prd # syn → idRgCat with the property that ǫR is an
equivalence for any R. It remains to construct η : idRgCalc → syn #prd and check that ǫ and
η satisfy the triangle identities.
Given a regular calculus (T, P ), we have prd(syn(T, P )) = (ObRP ,SubRP p−q), where
ObRP = {(Γ, ϕ) | Γ ∈ FRg(T), ϕ ∈ P (Γ)}. There is an obvious function e : T → ObRP
sending τ 7→ (〈 τ 〉, true), where as usual, 〈 τ 〉 is the unary context and true ∈ P (〈 τ 〉)
is its top element. We will define η := (e, e♯), where e♯(Γ): P (Γ) → SubRP pe(Γ)q =
SubRP (Γ, true) is the natural isomorphism given in Proposition 7.20:
T FRg(T)
Poset
ObRP FRg(ObRP )
e e
P
SubRP
p−q
e♯
The fact that ǫR is an equivalence and that e
♯ is a natural isomorphism make the triangle
identities particularly easy (if tedious) to verify. This completes the proof.
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