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We study the nature of domain walls in an ordered phase in the phase-competing region of two Ising-type order
parameters. Considering a two-component φ4 theory, we show that the domain wall of the ground-state (primary) order
parameter shows a second-order phase transition associated with the secondary order parameter of the competing phase;
the effective theory of the phase transition is given by the Landau theory of Ising-type phase transition. We find that
the phase boundary of this phase transition is different from the spinodal line of the competing order. Experimentally,
the phase transition is detected by the divergence of the susceptibility corresponding to the secondary order when the
temperature is quenched to introduce the domain walls.
Introduction — Spontaneous symmetry breaking is one of
the basic principles in physics. It is described by the order
parameters which becomes nonzero in the symmetry broken
phase in the thermodynamic limit, i.e., with infinitely large
number of particles. In condensed matter physics, the electron
correlation often leads to variety of symmetry breaking. For
example, in transition metal compounds, the existence of var-
ious degrees of freedoms such as spins, orbitals, coordinating
anions (lattice degrees of freedom), etc., opens up the pos-
sibility for a variety of long-range orderings and phase tran-
sitions. Owing to the existence of many different candidate
orders, phase coexistence/competition between the different
states is often found in these materials.1) This often bring
about rich physics such as colossal magnetoresistance2, 3) and
multiferroics.4, 5) The coexistence of multiple order parame-
ters also play an interesting role in the domain walls. For in-
stance, when two order parameters φ1 and φ2 exists in the
ground state [suppose the critical temperature for φ1 (T1) is
higher than that of φ2 (T2)], it was discussed that the domain
walls of φ1 show nonzero φ2 even above T2 (Refs. 6, 7).
On the other hand, a similar physics may appear even in
the case of phase competition. In SrTiO3, ferroelectric tran-
sition in the domain walls was theoretically proposed in the
anti-phase boundary, which is potentially relevant to the un-
usual ferroelectric properties in the low temperature of this
material.8, 9) The possibility of charge ordering in the phase-
competing region between the antiferromagnetic and ferro-
magnetic phases of La1−xSrxMnO3 was also studied, which
could be viewed as a polaron ordering in between the two
Jahn-Teller distorted domains.10) These observations poten-
tially suggest that the phase competition also brings about
interesting properties of the domain walls different from the
conventional understanding.
In an attempt to understand the interplay of phase competi-
tion and domain walls, in this Letter, we study two-component
real φ4 theory.6) We find that the domain walls of the primary
(ground-state) order parameter show a continuous phase tran-
sition associated to the secondary order parameter, which is
the competing order parameter of the primary one. This is
summarized in Fig. 1. The black lines in the phase diagram
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Fig. 1. Phase diagram of the φ4 model in Eq. (1). Phase diagrams in (a1 −
a2) − t space (a1, a2 : the coefficient of the quadratic terms in eq.(2) of the
main text, and t = −(a1 + a2)/2) when the competition is strong enough
such that the two orders are separated by the first-order phase transition (the
double line along the t axis). The black thick lines show the onset of primary
order with second-order phase transition (at the mean-field level), while the
thin black lines the limit of metastability of the secondary order, i.e., spinodal
line. The red dashed-dotted lines indicate the second-order phase transition
due to the onset of the secondary order in the domain walls. The dots A,
B, and C, in (a) shows the point that corresponds to Figs. 2(a), 2(b), and
2(c), respectively. There are two cases, i.e., the domain-wall phase transition
occurs without the metastability of the secondary order as shown in (a), or
with the metastability as in (b). See the main text on the discussion on Fig. 3.
correspond to the phase boundary; the two shaded regions are
ordered phases and the white region at t > 0 is the disordered
state. The thin lines are the spinodal lines for the metastable
state. The competing order become a metastable state inside
the cone. On the other hand, the red dashed lines represent the
boundary lines of the second-order phase transitions (onset of
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the secondary order) in the domain walls. Interestingly, the
boundary lines are independent of the spinodal line which is
associated with the existence of the metastable state. It could
be above or below the spinodal lines as shown in Fig. 1(a)
and (b), respectively. This result implies that the phase tran-
sition in the domain walls are a phenomena that has different
physics independent from the metastability.
Model — To study the phase transition in the boundary, we
consider a two component φ4 theory in 1d:
F =
∫
dx
{c1
2
(∂xφ1)2 +
c2
2
(∂xφ2)2 + V(φ1, φ2)
}
, (1)
where
V(φ1, φ2) = − a12 φ
2
1 −
a2
2
φ22 +
b11
4
(φ41 + φ
4
2) +
b12
2
φ21φ
2
2. (2)
Here, (φ1, φ2) = (φ1(x), φ2(x) ) ∈ R2 is the two component
real field and ai, bi j, ci ∈ R (i, j = 1, 2) are real coeffi-
cients. The landscape of V(φ1, φ2) is illustrated in Fig. 2 in
the form of the equi-energy contour map. Physically, the two
fields φ1 and φ2 correspond to different order parameters, for
instance, magnetization and polarization. In this paper, we as-
sume b12 > b11 > 0, and ci > 0. The ground state phase dia-
gram for these choices of parameters are shown in Fig. 1(a);
we assumed t = −(a1 + a2)/2 as the temperature. As shown
in the figure, when a1 > a2 and a1 > 0, the ground state reads
(φ1, φ2) = (±φ0, 0) where φ0 =
√
a1/b11 (yellow region). On
the other hand, φ1 = 0 and φ2 , 0 phase become the ground
state when a2 > a1 > 0. These two phases are separated by a
first-order phase transition (double line); the phase transition
between the ordered and the disordered phases [white region
in Fig. 1(a)] are of second order. In the rest of the paper, we
focus on the a1 > a2 > 0 case (yellow region) and consider
the domain wall in between (φ0, 0) and (−φ0, 0) domains.
The countour map of V(φ1, φ2) in the (φ1, φ2) plane is
given in Fig. 2, for each point A, B, and C, in Fig. 1. The
red lines indicate the trajectory of the domain wall solution
~φDW ≡ (φ1, φ2) in the domain wall region, and the dots on
them specify the interval in real space coordinate x. Fig-
ure 2(a) corresponds to the case where the secondary order
φ2 does not appear. In Figs. 2(b) and 2(c), on the other hand,
the secondary order parameter appears independent of the ab-
sence (b) or presence (c) of the metastable state.
Domain wall solution for φ2  φ1 — We here focus on
the domain walls between the two domains of the yellow re-
gion in Fig. 1(a), and focus on the case φ2(x)  φ0. As-
suming φ2(x) = 0 for arbitrary x, the problem of solving the
domain-wall solution reduces to that of the single component
φ4 model; the exact solution reads11)
φ0DW(x) ≡ ±φ0 tanh
(
x
2ξ
)
, (3)
where ξ =
√
c1/(2a1). We here assumed that the domain wall
is located at x = 0, since this assumption does not reduce
the generality. The local instability of the φ2 = 0 solution is
examined by expanding the free energy in Eq. (1) with respect
to φ2(x), assuming φ1(x) = φ0DW(x). The expansion reads
F =
∫
dx
[
c2φ2
{
−1
2
d2
dx2
− a2
2c2
+
b12
2c2
(φ0DW)
2
}
φ2 + O(φ42)
]
+ const. (4)
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Fig. 2. The contour map of V(φ1, φ2) in the (φ1, φ2)-plane. The points
(±φ0, 0) correspond to the ground states of the system. The lines connect-
ing the stable states express the trajectories of the representative points of
the system as the system traverses between the two stable domains: (a)
α ≡ a2/a1 = 0.5, (b) α = 0.7, and (c) α = 0.9. (a), (b), and (c) respectively
corresponds to A, B, and C in Fig. 1(a).
We note that δφ1 ≡ φ1(x) − φ0DW(x) is implicitly included in
the quartic correction term O(φ42), as the correction to the free
energy by δφ1(x) does not appear in the quadratic order of φ2.
We further transform the basis for φ2 in Eq. (4) using the
solutions for a Sturm-Liouville equation{
−1
2
d2
dx2
− v
cosh2(x/2ξ)
}
fn(x) = εn fn(x), (5)
where v = b12(φ0)2/(2c2), εn is the eigenvalue for the nth
eigenstate (εn ≥ εm for n > m), and φn is the eigenfunction.
For a sufficiently small n the eigenvalues of Eq. (5) is known
to be εn < 0. More precisely, it is known that there are dse
solutions with negative εn where s(s+1) = 2vξ and d· · · e is the
smallest integer greater or equal to · · · (Ref. 12). Intuitively,
this is seen from the fact that Eq. (5) is equivalent to a 1d
Schro¨dinger equation with binding potential. The eigenvalues
of Eq. (5) for n < s are:6, 12)
εn = −12
(
1
2ξ
)2
(s − n)2. (6)
Using this basis, the Free energy in Eq. (4) reads
F =
∑
n=0
c2
{
εn + v − a22c2
}
ψ2n + O(ψ4n) + const., (7)
where φ2(x) =
∑
n ψn fn(x) and εn for n < s is given in Eq. (6).
Therefore, the φ2 = 0 solution become unstable when ε0 <
2
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Fig. 3. Domain-wall phase diagram of the φ4 model in Eq. (1) in the α − β
space (α = a2/a1, β = b11/b12 in eq.(2)). (a) Each line shows the phase
boundary for different γ = c2/c1. Right-top region corresponds to ~φDW with
finite φ2, while left-bottom region to φ2 = 0. The dotted line indicates the
spinodal line characterizing the metastability of φ2 order; left-top region cor-
responds to the case in which the metastable state exists, while right-bottom
to the case with saddle points. The φ2 , 0 region covers all of the phase
diagram when γ → 0, while it shrinks to (α, β) = (1, 1) for γ → ∞. (b)
Schematic figure illustrating the relation between the phase diagram in (a)
and those in Fig. 1. The green lines show trajectories with decreasing tem-
perature: lines (A) and (B) respectively correspond to the phase diagrams (a)
and (b) in Fig. 1.
a2
2c2
− v; the condition reads
α > χ ≡ γ
4

√
1 +
8
γβ
− 1
 . (8)
Here, α = a2/a1, β = b11/b12, and γ = c2/c1. The phase dia-
gram of the domain-wall solution is shown in Fig. 3(a). Here,
due to the condition for ai and bi j, α, β ∈ (0, 1). Each line in
the figure shows the phase boundary for different γ; the phase
boundary approaches (1, 1) as γ → ∞ while all region will
be covered by φ2 , 0 phase for γ → 0 (The phase boundary
approaches α = 0 and β = 0 lines as γ → 0.). In our model,
c2 is the stiffness of φ2 while the width of the domain wall is
2ξ ∝ √c1. Therefore, intuitively, the suppression of φ2 , 0
phase with increasing γ reflects the fact that it costs the en-
ergy to deform the φ2 field when γ is increased. Instead, when
γ is decreased, the total domain wall energy can be reduced by
favoring V(φ1, φ2) relative to the gradient energy, thus the tra-
jectory tends to take on a ‘detour’ around the local maximum
at (φ1, φ2) = (0, 0) (See Fig. 2). We also note that this phase
boundary is different from the spinodal line for the metastable
state (φ1, φ2) = (0,±
√
a2/b11); this state is metastable when
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Fig. 4. The γ dependence of βc in Eq. (10). The function goes to βc → 0
as γ → 0, while it approaches βc → 1 in the γ → ∞ limit.
α > β. As shown by the dotted line in Fig. 3(a), the spinodal
line has no relation to the domain-wall phase boundary.
Substituting α in Eq. (8) by t, the φ2 = 0 domain wall be-
come unstable when
t < − 1 + χ
2(1 − χ) |a1 − a2|, (9)
where χ is given in Eq. (8). Similarly, the spinodal line is
given by the same equation, by replacing χ→ β. In Fig. 1(a),
the red dashed line on the right hand side of the figure
shows the phase boundary for the domain wall, below which
a nonzero φ2 appears at the domain walls of φ1. Eq. (9),
shows that the critical temperature for the domain-wall phase
transition approaches that of the bulk critical temperature as
(a1 − a2)→ 0.
For a given a1 − a2, the spinodal line can be at a lower or
higher temperature than the domain-wall critical point. This
is governed by the value of β; the domain-wall critical point
is at a higher temperature when β > βc while the spinodal line
is at a higher temperature for β < βc. The phase diagram for
β > βc is plotted in Fig. 1(a). On the other hand, the case for
β < βc is shown in Fig. 1(b). The critical value βc reads
βc =
1
6
(
γ2
ω(γ)
+ ω(γ) − γ
)
(10)
where
ω(γ) =
(
54γ − γ3 + 6
√
(9γ)2 − 3γ4
) 1
3
≡ λ 13 . (11)
Here, λ
1
3 is the triple root of λ with the smallest non-negative
argument. The γ dependence of βc is plotted in Fig. 4. As
shown in the figure, βc in Eq. (10) is a monotonic function of
γ where βc → 0 when γ → 0 and βc → 1 when γ → ∞.
These features are diagrammatically seen from the abstract
phase diagram in Fig. 3(b). In Fig. 3(b), we show the phase
boundary for γ = 1/2 and the spinodal line. Assuming b11
and b12 are fixed (hence, β is fixed), reducing t corresponds to
increasing α in the phase diagrams [green lines in Fig. 3(b)].
In this figure, βc corresponds to the β where the spinodal line
crosses the domain-wall phase boundary. Hence, the domain-
wall critical temperature is higher when β > βc and vice versa,
and βc changes from 0 to 1 with increasing γ.
Phase transition in the domain wall — Another important
aspect of the two different kinds of domain walls is the de-
generacy; φ2 = 0 phase has a unique domain wall symmetric
3
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under φ2 → −φ2 while the φ2 , 0 domain wall has two degen-
erate domain walls which are connected by φ2 → −φ2 opera-
tion. This nature of the domain walls resemble that of the bulk
property of the ferromagnetic Ising model, which the param-
agnetic and ferromagnetic phases are separated by a second-
order phase transition. Indeed, by assuming ψn = 0 for n ≥ 1,
the low energy model for the domain wall reads
F ∼ F0 ≡ c2
{
ε0 − a22c2 + v
}
ψ20 +
u
4
ψ40, (12)
where u is the coefficient for the quartic order term for ψ0.
This free energy is identical to the Landau theory of second-
order phase transition. Therefore, we expect the susceptibility
for ψ0 to diverge at the phase boundary in the same manner
as in the Landau theory. This is consistent with the initial as-
sumption that φ2 is sufficiently small compared to φ1 close
to the boundary of the domain-wall phase diagram. We also
note that, a general property of the Sturm-Liouville equation
ensures f0(x) is non-negative (More precisely, it is nodeless.).
Hence, the susceptibility of ψ0 is proportional to the suscepti-
bility of φ2 when the system is close to the domain-wall phase
boundary. Therefore, the phase transition in the domain walls
should be experimentally detected by the diverging suscepti-
bility of the associated order parameter φ2.
We also note that there could be another phase transition
associated with ψ1 below the critical temperature for ψ0. If
we take into account of the contribution from ψ1 in addition
to F0, the general form of the free energy reads:
F ∼ F0 + c2
{
ε1 − a22c2 + ν
}
ψ21 +
u′
4
ψ41 +
3
2
u′′ψ20ψ
2
1. (13)
Here, u′ and u′′ are real coefficients for the quartic order terms
of ψ1. The free energy above does not have a term that couples
to ψ1 linearly. Therefore, a phase transition associated with ψ1
is also possible. This is a consequence of the symmetry of the
Sturm-Liouville equation in Eq. (5). As the equation is sym-
metric with respect to the operation x → −x, the eigenfunc-
tions have either even or odd parity with respect to the op-
eration. Furthermore, the general theory of Sturm-Liouville
equation ensures the existence of one node for φ1(x). These
two facts manifest φ1(x) is a odd function of x with the node
at x = 0. Therefore, the symmetry prohibits the terms of form
f (ψ0)ψ1, where f (x) is an arbitrary real function. From the
viewpoint of the theory of phase transition, the phase transi-
tion associated with ψ1 breaks the mirror symmetry x → −x.
For ψn (n ≥ 2), however, the phase transition similar to ψ1
does not exists in general. For these ψn, in general, there ex-
ists a term like ψ30ψn for an even n; similarly, ψ
3
1ψn exists for
an odd n. Therefore, no phase transitions associated with these
parameters occur in general.
Effect of meandering — So far, we have focused on the
1d theory. The same argument, however, holds for higher di-
mensions assuming ~φDW is uniform along the other directions.
This potentially provides an experimental setup to study a
strongly correlated systems in the confined dimension. In ex-
periment, however, it is difficult to prepare a flat domain wall.
For instance, the domain walls generated as the phase bound-
ary of domains in thermal quenching experiments are mean-
dered, and is usually difficult to shape them flat. Theoretically,
it is expected that the effect of such meandering is effectively
taken into account as the random temperature. However, it has
been discussed that such a disorder does not change the crit-
ical behavior except for some logarithmic corrections.13–18)
Therefore, we expect such meandering does not affect the
phase transitions, at least qualitatively. For ψ1, however, the
phase transition becomes a crossover as the transition is asso-
ciated with the symmetry x → −x, i.e., the mirror operation
about the plane along the domain wall, which is absent in the
presence of meandering.
Conclusion — To conclude, in this Letter, we studied the
phase diagram of the domain wall for the two component real
φ4 theory for the case of a1 > a2 > 0, b12 > b11 > 0 and
ci > 0. We find that in the domain wall region between the
two spatially uniform bulk phases (φ0, 0) and (−φ0, 0), there
exists a second-order phase transition associated with the on-
set of the secondary order parameter, φ2. This phase transition
is independent of the presence/absence of the metastable state.
This is manifested by the fact that our treatment on domain
wall system is based on an effective Ginzburg-Landau theory
which is identical to that of the 2d Ising spin system. Our anal-
ysis shows that the critical temperature for the domain-wall
phase transition approaches that of the bulk critical temper-
ature as the system approaches the phase boundary between
the two ground states. Therefore, the boundary phase tran-
sition is expected to be realized in the vicinity of the phase
boundary. Experimentally, one needs to introduce the domain
walls of the primary order parameter by the quenching across
the transition temperature of the bulk. Then the critical phe-
nomenon with (d − 1)-dimension including the divergence of
the susceptibility of the secondary order is realized.
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