Valiant (SIAM J. Comput. 8 (1979) 410 -421) showed that the problem of computing the number of simple s-t paths in graphs is #P-complete both in the case of directed graphs and in the case of undirected graphs. Welsh (Complexity: Knots, Colourings and Counting, Cambridge University Press, Cambridge, 1993, p. 17) asked whether the problem of computing the number of self-avoiding walks of a given length in the complete two-dimensional grid is complete for #P1, the tally-version of #P. This paper o ers a partial answer to the question of Welsh: it is #P-complete to compute the number of self-avoiding walks of a given length in a subgraph of a two-dimensional grid. Several variations of the problem are also studied and shown to be #P-complete. This paper also studies the problem of computing the number of self-avoiding walks in a subgraph of a hypercube. Similar completeness results are shown for the problem. By scaling the computation time to exponential, it is shown that computing the * Corresponding author.
number of self-avoiding walks in hypercubes is a complete problem for #EXP in the case when a subgraph of a hypercube is speciÿed by its dimension and a boolean circuit that accepts the nodes.
Finally, this paper studies the complexity of testing whether a given word over the four-letter alphabet {U; D; L; R} represents a self-avoiding walk in a two-dimensional grid. A linear-space lower bound is shown for nondeterministic Turing machines with a 1-way input head to make this test. c 2003 Elsevier B.V. All rights reserved.
Introduction
A self-avoiding walk (SAW) is a path on a graph that does not visit any node more than once. For each n¿0, let c n denote the number of self-avoiding walks on the two-dimensional grid that have length n and start from the origin. By "twodimensional grid" we mean the two-dimensional rectangular lattice Z 2 with origin (0,0). The question of whether there exists a formula for c n has been extensively studied (see [14, 27] for a survey). Although the exact formulas have been found for some special cases of the problem (see, e.g. [28] ), no formulas are known for the general case. One of the key results for the general case is by Hammersley and Morton [8] , which states that there exists some ¿0 such that lim n→∞ c 1=n n = and that, for all n¿0, c n = n ¿1. Also, Hammersley and Welsh [9] show that there exists some constant a such that c n = n = O(a √ n ). However, the exact value of is yet unknown, and much work has been done towards obtaining lower and upper bounds of . The current best bounds are 2:620026 and 62:67919, which are respectively shown in [5, 18] . A conjecture in statistical physics states that for some constants A and it holds that c n = A n n −1 (1 + o (1)) and similar conjectures have been made for grids of higher dimension (see, e.g. [20] ). Assuming that the conjecture for the two-dimensional grid is true, experiments seem to suggest that = 43 32 (see [14] for more discussions). The exact value of c n has been calculated for all n up to 51 [4] . Also, Randall and Sinclair [20] present Monte Carlo algorithms for approximating the value of c n , and for generating SAWs of a given length almost uniformly at random.
Valiant [26] is the ÿrst to ÿnd connections between self-avoiding walks and computational complexity theory. He showed that the problem of computing the number of all simple s-t paths is #P-complete under polynomial parsimonious reductions (polynomialtime function reductions without post-computation) both in the case of directed graphs and in the case of undirected graphs. Welsh [27] asked whether the exact counting problem for the two-dimensional grid is complete for #P 1 , i.e. the "tally" version of #P, if the length of walks is speciÿed by a tally string. 3 If the answer to this question is a rmative then it could mean that determining the strict value for c n may be computationally intractable and hence that no exact formula for c n exists (see [7] for hardness of #P 1 ).
While it is straightforward to prove that the exact counting of SAWs for the twodimensional grid belongs to #P 1 , settling the question of whether the problem is #P 1 -hard appears to be di cult. The di culty seems to lie in the fact that the twodimensional grid has a very rigid, regular structure. An approach to proving the hardness would be to embed the computation of a nondeterministic Turing machine in the grid with no holes, thereby creating a correspondence between the IDs of a Turing machine and the grid points. However, every line segment of the grid may be traversed in either direction and the graph that represents transitions between machine conÿgurations is multidimensional. Thus, ÿnding such an embedding seems to be hard.
This leads us to the question of whether the counting problem is hard for some complexity class if it is permitted to create holes, i.e., if the graphs in which SAWs are counted are those composed of the nodes and the edges of the two-dimensional grid. Since the number of choices for locations of the holes in a ÿnite two-dimensional grid is exponential in the number of nodes in the grid, here we should be rather thinking about #P-hardness than #P 1 -hardness. Thus, we ask:
Is counting SAWs of a speciÿed length in subgraphs of two-dimensional grids #P-complete under some polynomial-time function reductions?
Our question is very di erent from the question of Welsh. An answer to our question does not necessarily shed light on the original problem. Also, permitting the existence of holes has made the question easier to deal with.
In this paper, we provide a positive answer to the modiÿed version of the question of Welsh. The problem of counting SAWs in subgraphs of two-dimensional grids is #P-complete under polynomial-time function reductions where the post-computation that is performed to recover the value of a #P-function from the count is simply right-bitshifting the count in its binary representation, i.e., truncating the binary representation at the right end.
The proof uses as a basis a construction given by Garey et al. [6] for showing NP-completeness of the problem of testing whether a planar 3-regular graph has a Hamiltonian cycle, the problem we will denote by HamCycle-Plan3. It has been 3 In [27, Problem 1.7.3], Welsh actually asks about #P-completeness, not about #P 1 -completeness. However, we believe that #P 1 -completeness should have been addressed. Strong evidence exists that the problem is unlikely to be #P-complete: the problem is not #P-complete unless the polynomial hierarchy collapses to the second level. Suppose that the counting problem is #P-complete. Then, by Toda's Theorem [23] , the problem is hard for the polynomial hierarchy. Since the counting problem takes unary inputs, it trivially belongs to FP=poly, the class of functions computable by polynomial-size circuits. This implies that the polynomial hierarchy is included in P=poly, in particular, NP ⊆ P=poly. Then, by the Karp-Lipton Theorem [12] , we have that PH = p 2 . By noting that PP is reducible to #P, we can derive much stronger evidence: the problem is not #P-complete unless the counting polynomial hierarchy collapses to p 2 . Both Toda's Theorem and the Karp-Lipton Theorem were well known at the time the book was written. Welsh even mentions Toda's Theorem [23] only a few paragraphs after Problem 1.7.3. observed that, for many NP-complete problems , existing NP-completeness proofs of actually prove #P-completeness of the counting version of in the following sense. The standard method for proving NP-completeness is to construct a polynomialtime many-one reduction from a known NP-complete problem. That is, to prove that an NP problem is NP-complete, we ÿnd a known NP-complete problem and a polynomial-time many-one reduction R from to . In many existing NPcompleteness proofs of that kind, the many-one reduction R possesses a special property that for all x the number of witnesses to the membership of x in can be easily calculated from the number of witnesses to the membership of R(x) in . Garey et al. prove NP-completeness of HamCycle-Plan3 by constructing a many-one reduction from 3SAT to HamCycle-Plan3. One might hope that this reduction exhibits such a nice property. Provan [19] claims that this is indeed the case by stating that, for each 3CNF formula ', and for each satisfying assignment of ', the graph produced by the Garey-Johnson-Tarjan reduction on input ' has exactly
Hamiltonian cycles corresponding to , where m is the number of clauses of ' and a and b are quantities not depending on . Provan uses this analysis to argue #P-completeness of #HamCycle-Plan3, the counting version of HamCycle-Plan3 problem, and this observation is referenced by others (e.g. [10, 24] ). However, we ÿnd that this analysis is erroneous. There are two factors missing in the analysis. The correct number of Hamiltonian cycles that correspond to is
where a and b have the same meaning as before and m 2 (respectively, m 3 ) is the number of clauses C in ' such that satisÿes exactly two (respectively, three) literals of C. In this paper we show that the Garey-Johnson-Tarjan reduction can be modiÿed (by considering only a certain type of formulas and by replacing one of the gadgets) to show a correct proof of #P-completeness of #HamCycle-Plan3, where the reduction required is the aforementioned "right-bit-shifting." To prove #P-completeness of our SAW-counting problem, we transform #HamCycle-Plan3 to the problem of counting SAWs in subgraphs of two-dimensional grids. In this transformation an edge of the planar graph is cut in the middle and then the edges are mapped on a two-dimensional grid so that they are stretched to paths of the same length. Then the Hamiltonian cycles in the input graph can be counted by computing the number of longest paths in the grid. This establishes that the problem of counting SAWs of a given length in subgraphs of two-dimensional grids is #P-complete regardless of whether the end points of SAWs are speciÿed.
This observation immediately raises the question of whether such exibility exists if we need to compute the number of SAWs of any length. We show that this is indeed the case. That is, the problem of counting SAWs in subgraphs of two-dimensional grids is #P-complete regardless of whether the length of the SAWs is speciÿed or not and regardless of whether the end points of the SAWs are speciÿed.
This completeness result has an added bonus. Recall that, for each n¿2, an n-dimensional hypercube is the graph in which the vertices are the binary strings having length n and in which two vertices are adjacent if and only if they di er at exactly one bit position. A polynomial-time "right-bit-shift" reduction exists from each #P function to the problem of counting SAWs in a subgraph of a hypercube, where the dimension of the hypercubes increases only logarithmically. Then we ask how complex the problem is if the dimension is allowed to grow polynomially. Since there are 2 n nodes in the n-dimensional hypercube, we assume that subgraphs of hypercubes are speciÿed by boolean circuits (each point in a hypercube can be naturally viewed as a binary string). Furthermore, we stipulate that the subgraphs have a special property that, for each pair of neighboring nodes in the hypercube, if both of them belong to the subgraph then the edge joining them also belongs to the subgraph. Then we show that the problem of counting SAWs with this kind of speciÿcation is complete for the exponential-time version of #P.
Finally, we study computational complexity of the problem of testing whether a given string over a four-letter alphabet (consisting of U , D, L, and R, which correspond to the four directions that a path can follow on the two-dimensional grid) encodes a selfavoiding walk in the two-dimensional grid. Such study is motivated by the desire of clarifying the space complexity of the problem of counting SAWs. Here we study space complexity of the decision problem, instead of the counting problem. We show that to detect SAWs on-line every nondeterministic Turing machine needs at least linear space.
We note here that, using NP-completeness as a yardstick for measuring computational complexity of problems, Istrail [11] has recently provided negative answers to conjectures about computability of some thermodynamical quantities in two-and three-dimensional square lattices. More precisely, in [3] , Barahona shows that, for the much-studied Ising model on the three-dimensional cubic lattice, the problem of computing the ground states on ÿnite sublattices is intractable (i.e. NP-hard). Istrail extends this result and proves that the problem remains NP-hard for every non-planar lattice, including the two-dimensional non-planar lattices. This paper is organized as follows: In Section 2, we set down notation and notions that are used throughout the paper. Our reduction from SAT to the Hamiltonian cycle problem in 3-regular planar graphs will be presented in Section 3. In Section 4, we study the complexity of computing the number of self-avoiding walks in subgraphs of two-dimensional grids and in Section 5, we consider the complexity of computing the number of self-avoiding walks in subgraphs of hypercubes. Finally, in the last section, we prove our complexity lower-bound results.
Preliminaries

Counting complexity classes
Let M be a nondeterministic Turing machine. By #acc M we denote the function that maps each string x to the number of accepting computation paths of M on input x. We are interested in two classes of functions, a class #P of Valiant [25] , deÿned as {#acc M |M is a polynomial-time nondeterministic Turing machine}, and a class #EXP of Papadimitriou and Yannakakis [17] , deÿned as {#acc M |M is an exponential-time nondeterministic Turing machine}. For a language class C, Valiant [25] proposes to deÿne #C as the class of all functions f such that there exist some polynomialtime nondeterministic oracle Turing machine M and some language A ∈ C such that f = #acc M A . The class #EXP by Papadimitriou and Yannakakis, which we study in this paper, is strictly larger than Valiant's class #EXP. This is because each function in the Valiant version of #EXP has polynomial output length while functions in the Papadimitriou-Yannakakis version may have exponential output length.
Reductions between counting functions
Next we deÿne polynomial-time reductions between counting functions. Let f and g be functions from * to N. We say that f is polynomial-time one-Turing reducible to g, denoted by f6 p 1−T g, if there is a pair of polynomial time computable functions, R 1 :
* → * and R 2 :
). We consider two special cases of polynomial-time one-Turing reductions. We say that f is polynomial-time parsimoniously reducible to g, denoted by f6 p parsimonious g, if for all x and y the above R 2 satisÿes R 2 (x; y) = y, i.e., for all x, f(x) = g(R 1 (x)). We say that the function f is polynomial-time right-bit-shift reducible to g, denoted by f6 p r-shift g, if there is a polynomial-time computable function R 3 :
* → N − {0} such that for all x and y it holds that R 2 (x; y) = y div 2
, where div is integer division. It is easy to see that the following proposition holds. 
Counting problems
Here we deÿne the problems that we are concerned with. A 3CNF formula (respectively, a3CNF formula) is a boolean formula in the conjunctive normal form such that each clause has exactly three (respectively, at most three) literals. 3SAT (respectively,3SAT) is the problem of testing satisÿability of 3CNF (respectively,3CNF) formulas. #SAT (respectively, #3SAT and #3SAT) is the problem of computing the number of satisfying assignments of boolean formulas (respectively, 3CNF formulas and3CNF formulas). By the standard reduction from nondeterministic Turing machine computations to 3CNF formulas (see, for example [16] ), these three problems are each complete for #P under polynomial-time parsimonious reductions. Proposition 2 (Valiant [26] ). #SAT, #3SAT, and #3SAT are each complete for #P under polynomial-time parsimonious reductions.
For a CNF formula ' and its satisfying assignment , we say that is a not-allequal satisfying assignment of ' if for every clause C of ' with more than one literal it holds that falsiÿes at least one literal of C. Not-All-Equal-SAT (NAE3SAT for short) [21] is a problem of testing whether a given 3CNF formula can be satisÿed by a not-all-equal satisfying assignment. Schaefer [21] is the ÿrst to study this variation of the satisÿability problem. He also proves that the problem is NP-complete. Schaefer restricted the input formulas to be 3CNF formulas, but we allow them to be3CNF formulas.
The following lemma, which will play a crucial role later, states that there is a polynomial-time parsimonious reduction from #SAT to #NAE3SAT such that each formula belonging to the range of the reduction is composed of three-literal clauses and a single one-literal clause and is satisÿable only by not-all-equal satisfying assignments.
Lemma 3. There is a polynomial time computable function f that maps each 3CNF formula to a3CNF formula such that, for all integers n; m¿1 and for all formulas ' of n variables and m clauses, = f(') has the following properties:
(1) The number of variables of is n + m + 1 and the number of clauses of is 8m + 1. Of the 8m + 1 clauses only one is a single-literal clause and the rest are three-literal clauses.
(2) Every satisfying assignment of is a not-all-equal satisfying assignment. More precisely, for every satisfying assignment of , satisÿes exactly two literals for exactly 4m three-literal clauses and satisÿes exactly one literal for exactly 4m three-literal clauses.
Proof. Let n and m be positive integers. Let ' be a 3CNF formula having n variables and m clauses. Let C 1 ; : : : ; C m be an enumeration of the clauses of '. We construct , which will be the value of our reduction on input ', as follows: First, we introduce one new variable w and a single-literal clause ( w). Due to this clause, every satisfying assignment of sets the value of w to false. Next, for each i, 16i6m, we construct from C i an eight-clause formula C i as follows: Let x, y, and z be the three literals of C i . We introduce a new variable u i and some clauses so that every satisfying assignment of sets the value of u i to the value of x ∨ y. This requirement can be fulÿlled by introducing three clauses:
This turns C i to
We insert the literal w to each of the last three clauses to make them three-literal clauses. Thus, we obtain
Then every satisfying assignment of this four-clause formula that also satisÿes the single-literal clause ( w) is a not-all-equal satisfying assignment. With this current form, how many out of the four three-literal clauses in the above have exactly two satisÿed literals by such a not-all-equal satisfying assignment is dependent on the satisfying assignment itself. So, we add the literal-wise complement of each of the four clauses:
Note that, for all three-literal clauses D, for all assignments , and for all integers k, 06k62, it holds that satisÿes exactly k literals of D if and only if satisÿes exactly 3 − k literals of the literal-wise complement of D. We denote the resulting eight-clause formula by C i , i.e.,
Now every satisfying assignment of C i that satisÿes ( w) satisÿes exactly two literals for four three-literal clauses and exactly one literal for four three-literal clauses.
The formula is deÿned as
Then has n + m + 1 variables, consists of 8m three-literal clauses and one singleliteral clause, and has as many satisfying assignments as '. Furthermore, for every satisfying assignment of , there are precisely 4m three-literal clauses such that satisÿes exactly one literal and precisely 4m three-literal clauses such that satisÿes exactly two literals. Clearly, the number of satisfying assignments of is equal to that of '. This proves the lemma.
Hamiltonian Path is the problem of deciding, given a graph G and a node pair (s; t), whether there is a Hamiltonian path from s to t in G. We denote by #HamPath the problem of computing, for a given graph G and a node pair (s; t), the number of Hamiltonian paths from s to t in G. On the other hand, Hamiltonian Cycle is the problem of deciding, given a graph G, whether there is a Hamiltonian cycle in G. We deÿne #HamCycle to be the problem of computing, given a graph G, the number of Hamiltonian cycles in G. By #HamPath-Plan3 we denote the problem of counting Hamiltonian Paths where the inputs are restricted to the planar graphs having maximum-degree three and by #HamCycle-Plan3 we denote the problem of counting Hamiltonian Cycles where the inputs are restricted to the planar 3-regular graphs.
Polynomial time reducibility of #3SAT to #HamCycle-Plan3 and to #HamPath-Plan3
To prove #P-completeness of the problem of counting SAWs in subgraphs of twodimensional grids and the problem of counting SAWs in subgraphs of hypercubes, we use a polynomial-time right-bit-shift reduction from #3SAT to #HamCycle-Plan3. With a slight modiÿcation this reduction can be turned into a polynomial-time right-bit-shift reduction from #3SAT to #HamPath-Plan3.
The reduction is a variation of the polynomial-time many-one reduction due to Garey et al. [6] from 3SAT to HamCycle-Plan3, i.e. the Hamiltonian Cycle decision problem of planar 3-regular graphs. The reduction has a special property: for each graph G produced by the reduction, there is at least one edge traversed by all the Hamiltonian cycles of G and such an edge is easy to identify. So, by simply removing one of such common edges, the Garey-Johnson-Tarjan reduction becomes a polynomial-time many-one reduction from 3SAT to the Hamiltonian Path decision problem of planar graphs having maximum degree three.
One cannot directly use the Garey-Johnson-Tarjan reduction to prove #P-completeness of #HamCycle-Plan3 or #HamPath-Plan3, because the number of Hamiltonian paths representing a satisfying assignment depends on how the assignment satisÿes each clause. More precisely, let ' be a satisÿable 3CNF formula and G be the planar 3-regular graph that the Garey-Johnson-Tarjan reduction produces on input '. Let A be the set of all satisfying assignments of ' and let P be the set of all Hamiltonian cycles in G. The Garey-Johnson-Tarjan reduction deÿnes an onto mapping from P to A such that from each path in P the element in A that corresponds to the path with respect to the mapping can be computed in polynomial time. For each ∈ A, let P denote the set of all Hamiltonian cycles in P that map to by this onto mapping.
where a is the number of "crossing exclusive-or" graphs, b is the number of "noncrossing exclusive-or" graphs added in the construction G, and for each i, 16i63, m i is the number of clauses C of ' such that satisÿes exactly i literals of C. By considering only instances of NAE3SAT and applying slight modiÿcations to the Garey-Johnson-Tarjan reduction, we can adjust the multitude |P a | to 2 r , where r is a quantity depending only on the input.
Let ' be a 3CNF formula such that #SAT(') needs to be evaluated. Let n be the number of variables of ' and m be the number of clauses of '. Let be the formula generated from ' by applying the transformation in Lemma 3. The formula is deÿned on n + m + 1 variables and has 8m three-literal clauses and one single-literal clause. We construct a graph G from by applying the Garey-Johnson-Tarjan reduction with slight modiÿcations.
Basic components of the construction are the Tutte-gadget (see Fig. 1 ), the XORgadget (see Fig. 2 ), and the OR-gadget (see Fig. 3 ). Here the ÿrst two gadgets are taken without changes from the Garey-Johnson-Tarjan reduction while the OR-gadget is our own device.
The Tutte-gadget is used to force branching. To visit c without missing a node, one has to either enter from a and visit b on its way or enter from b and visit a on its way. There are four ways to do the former and two ways to do the latter (see Fig. 1b) .
The XOR-gadget is a ladder built using eight copies of the Tutte-gadget (see Fig.  2a ). To go through all the nodes in an XOR-gadget one has to enter and exit on the same vertical axis. Moreover for each of the two vertical axes there are (4 · 2) 4 = 2 12 Hamiltonian paths that traverse the gadget. XOR-gadgets can be crossed without losing planarity by in ating the number of Hamiltonian paths (see Fig. 2 ). Since four XORgadgets are added, the number of Hamiltonian paths is increased by a multiplicative factor of 2 48 . In an OR-gadget, each four-node rectangle on the right-hand side is considered to be an input. The line at the right end of an input part provides connection to the outside world. The one shown in Fig. 3 is a three-input OR-gadget. Each input line will be either entirely available or entirely unavailable. If an input line is available we think of the situation as the input being assigned true as a value. Otherwise, we think of the situation as the input being assigned false. In the former case, there are two ways to traverse the line (see Fig. 3b ). In the latter there is only one way to touch the two nodes on the line (see Fig. 3c ). If the number of inputs that are assigned true is one, there is only one way to traverse the nodes on the input lines (see Fig. 3d ). If the number is two, there are two possibilities (see Fig. 3e ). Finally, there are two ways to traverse all the four nodes on the left-hand side of an OR-gadget (see Fig. 3f ).
Another important components of the graph G are two-node cycles (see Fig. 4 ). A two-node cycle is represented as a pair of nodes that are vertically lined up and are connected by two edges. We refer to the two nodes by the top node and the bottom node and refer to the two arcs by the right edge and the left edge. The paths consisting solely of one of the two arcs are the Hamiltonian paths of a two-node cycle.
The graph G is essentially two vertical sequences of two-node cycles that are sideby-side. The right sequence is called and the left sequence is called here. In each of the two sequences each neighboring cycle-pair is joined by an edge. The cycles in correspond to the literals of , so there are exactly 24m+1 cycles in it. On the other hand, the cycles in correspond to truth assignments, so there are 2(n + m + 1) cycles in it. The very bottom node of and the very bottom node of are, respectively, called s and t. The ÿrst 24m cycles of are divided into 8m three-cycle blocks, where for each i, 16i68m, the ith block corresponds to the ith three-literal clause of , i.e., the ÿrst of the three cycles corresponds to the ÿrst literal of the clause, the second cycle to the second literal, and the third cycle to the third literal (see Fig. 5 ). The three cycles in each three-cycle block are connected to each other by an OR-gadget attached on their left edges. The last cycle corresponds to the unique single-literal clause of . To the left edge of the two-node cycle we attach a one-input OR-gadget. The sequence is divided into n + m + 1 blocks of cycle-pairs, where for each i, 16i6n + m + 1, the ith pair corresponds to x i , the ith variable. For each pair, the top cycle corresponds to x i and the bottom to x i . We connect the right edges of each pair by an XOR-gadget as shown in Fig. 4 . This has the e ect of forcing each Hamiltonian path of to select for each pair of two-node cycles exactly one cycle whose left edge is traversed, where the other cycle will be traversed on the right edge. Now, for each i, 16i62(n + m + 1), and each j, 16j624m + 1, if the literal represented by the ith cycle of is the literal at the jth position in , join the left edge of the ith cycle in and the right edge of the jth cycle in by an XOR-gadget. Here, in the case where two XOR-gadgets connecting and need to be crossed, we do so with the method for crossing XOR-gadgets described earlier.
Note that for every i, 16i6n + m + 1, traversing the XOR-gadget connecting the two right edges in the ith cycle-pair in corresponds to selection of a value for the ith variable. Here if the right edge of the top (respectively, the bottom) cycle is used to traverse the XOR-gadget, then it frees up the left edge of the bottom (respectively, the top) cycle, enforcing that all the XOR-gadgets attached to the left edge of the bottom (respectively, the top) cycle are traversed from the side and that all the XOR-gadgets attached to the left edge of the top (respectively, the bottom) cycle are traversed from the side. We view this situation as the ith variable assigned the value true (respectively, false). So, each Hamiltonian path of the side corresponds to a truth assignment of . Let a Hamiltonian path of the side be ÿxed and let be the corresponding truth-assignment of . Let j, 16j68m, be an integer. If does not satisfy the jth clause, then in each of the three cycles in the jth block in , the right edge needs to be taken so as to traverse the XOR-gadgets attached to it, which means that the OR-gadget attached to the block cannot be traversed. If satisÿes exactly one literal, exactly one of the three left edges of the three cycles is available, so there are two ways to traverse all the nodes in the block. If satisÿes exactly two literals, exactly two of the three left edges of the three cycles are available, so there are four ways to traverse all the nodes in the block. As to the last single-cycle with one single-input OR-gadget, if the literal is not satisÿed, then there is no way to traverse the OR-gadget, and if the literal is satisÿed, then there are two ways to construct a Hamiltonian path in it. The formula is designed so that every satisfying assignment of satisÿes exactly 4m three-literal clauses by satisfying exactly two literals and exactly 4m three-literal clauses by satisfying exactly one literal. So, each Hamiltonian path of G corresponds to a satisfying assignment of . Furthermore, for each satisfying assignment of , the number of Hamiltonian paths of G that represent is where r is the number of crossings of XOR-gadgets. Note that the degree of the nodes in G is all three except s and t, for both of which the degree is two. By combining the above observations and the results in Proposition 1 and Lemma 3, we obtain the following lemma.
Lemma 4. The problem of counting Hamiltonian paths in planar graphs of maximum degree three is #P-complete under 6 p r-shift -reductions.
In the above construction, if we join s and t by an edge, then the resulting graph becomes 3-regular and the edge (s; t) is traversed by every Hamiltonian cycle of G (see the dashed line in Fig. 5 ). Thus, we have strengthened the NP-completeness result by Garey et al. as follows:
Lemma 5. The Hamiltonian cycle problem of planar 3-regular graphs is NP-complete in the sense that there exists a polynomial-time many-one reduction f from 3SAT to the problem such that, together with another polynomial time computable function, f acts as a polynomial-time 6 p r-shift -reduction from #3SAT to #HamCycle-Plan3. 
Self-avoiding walks in subgraphs of two-dimensional grids
This section proves #P-completeness of the problem of counting the number of SAWs in subgraphs of two-dimensional grids. As mentioned in the introduction, there are the following six versions of the problem we are concerned with depending on what type of SAWs are counted: (1) the SAWs from the origin to a speciÿc point having a speciÿc length, (2) the SAWs from the origin to any point having a speciÿc length, (3) the SAWs between any two points having a speciÿc length, (4) the SAWs from the origin to a speciÿc point having any length, (5) the SAWs from the origin to any point having any length, (6) the SAWs between any two points having any length. Proof. We ÿrst establish that the ÿrst three versions are each complete for #P under 6 p r-shift -reductions. Let f be an arbitrary #P function. Let R be the reduction from f to #HamPath stated in Lemma 4. It is known that planar graphs can be embedded in two-dimensional grids in polynomial time (for example, see [4] ). In the case when the maximum degree is three, the embedding can be made so that there is no vertex congestion, i.e. for every two edges the paths which realize the edges in the twodimensional grid are vertex disjoint. We pick one such method. Let x be a string for which f(x) needs to be evaluated. Let (G; s; t) be the value of R on input x. Let N be the number of nodes in G. Construct G from G by adding two nodes s and t and two edges (s; s ) and (t; t ). We apply our embedding algorithm to G and obtain a subgraph of a two-dimensional grid. Let U be the set of all images of the nodes in G with respect to this embedding. Since s and t are both exterior nodes, we may assume that s is mapped to the node with the smallest x-coordinate among those in U having the smallest y-coordinate and t is mapped to the node with the largest x-coordinate among those in U having the largest y-coordinate. We may also assume that s is (0; 0). If not, we will shift the embedding accordingly so that s is located on (0; 0). This is E 0 .
We construct from E 0 a new subgraph of a two-dimensional grid, E 1 , as follows: We enlarge E 0 by a factor of four. In other words, we move each point (a; b) of E 0 to (4a; 4b) and replace each edge ((a; b); (a ; b )) of E 0 by the four-unit-length straight-line path between (4a; 4b) and (4a ; 4b ). For each edge e = (u; v) of G , if the edge e is realized by a straight vertical line, then we bend the straight line as follows: Suppose that the straight line runs from (see Fig. 6 ). Since we have already enlarged E 0 by a factor of four, bending straight vertical line paths does not interfere with the other paths. On the other hand, if the edge e is realized by a path that includes a horizontal edge of the two-dimensional grid, since we have enlarged the embedding by a factor of four, the path realizing e contains a horizontal line of length four. This is the graph E 1 . For every edge e of G , the path realizing e in E 1 contains a horizontal line of length at least three.
Furthermore, we construct a graph E 2 from E 1 . Let L be the smallest integer l such that l is a power of 2, l¿N 2 , and for all edges e of G the path realizing e in E 1 has length at most l. We enlarge E 1 by a factor of L. For each edge e of G , let (e) denote the length of the path that realizes e in the enlarged E 1 . Then, for all edges e of G, (e) is a multiple of 2L (since the lengths of the paths realizing edges of G in E 1 are even), is at most L 2 , and is at least 2L. Also, for all edges e of G , the path in the enlarged E 1 that realizes e contains a horizontal line having length at least 3L. Now for each edge e of G we do the following. We pick a horizontal line of length 2L + 1 that is a part of the path that realizes e, call the 2L + 1 grid edges a(1); : : : ; a(2L + 1) from left to right. Let I (e) = L 2 − (e)=2L. Note that I (e) is an integer. We replace for each i, 16i6I (e), the edge a(2i) by the tower of width 1 and of height L going from a(2i) (see Fig. 7 ). This is E 2 . Each tower increases the length of the path by 2L. So, for all edges e of G , e is realized by a path of length L 2 . Let h = L 2 (N + 1). Since G has N + 2 nodes, every Hamiltonian path of G is realized by a path in E 2 of length h. Furthermore, every path in E 2 having length h corresponds to a Hamiltonian path in G . So, regardless of whether the end points of paths are speciÿed or not, the number of SAWs in E 2 having length h is exactly the number of Hamiltonian paths in G . Let in E 2 be the image of t . Deÿne R 1 (x) = (E 2 ; ; h). Let R 3 (x) be the function that does post-computation in the 6 p r-shiftreduction from f to the problem of counting Hamiltonian paths in planar graphs of maximum degree three (see Lemma 4) . Then the pair (R 1 ; R 3 ) witnesses that the types 1-3 of the counting problem of SAWs in two-dimensional grids are each #P-complete under 6 p r-shift -reductions. Let = 4L 2 and ÿ = L 2 . We make further modiÿcations to E 2 and construct E 3 . We enlarge E 2 by a factor of . This is carried out by transforming each edge ((a; b); (a ; b )) of E 2 to the straight line of length between ( a; b) and ( a ; b ). Then for each edge e of G identify a horizontal line of length and attach above the line ÿ unit-size squares with a gap of unit length in between (see Fig. 8 ). This is E 3 . Note that, for each edge e of G , now e is realized by a set of 2 ÿ paths. So, the number of SAWs between the origin and the image of t is at most
where denotes the number of s-t non-Hamiltonian simple paths in G. Since the degree of every node in G other than s and t is exactly three, we have
Since ÿ¿N , the number of SAWs between the origin and the image of t in E 3 is To show #P-completeness of the last two problems, let for each triple of positive integers p; q; r, S(p; q; r) be a structure shown in Fig. 9 . This is a sequence of q unit-size squares such that each pair of neighboring squares are connected by a unitlength edge at the bottom and a line having length p and a line having length r are respectively attached to the left and the right end of the sequence. Since each edge of e is realized by a path having length L 2 in E 2 and we have enlarged E 2 by a factor of , the attachment of squares described in the above is equivalent to replacing each edge of e by an S(p; ÿ; r) for some positive integers p and r such that p + r + 2ÿ − 1 = L 2 . Let p, q, r, and ' be positive integers such that p + r + 2q − 16'. Let u and v denote the left and the right ends of the structure, respectively. The simple paths within S(p; q; r) have the following properties: (1) The number of those paths that connect u and v is 2 q . (2) The number of those paths that touch u but not v is
This is less than 2 q '. Similarly, the number of those that touch v but not u is less than 2 q '. (3) The number of those paths that touch neither u nor v is less than 2 q+1 ' 2 . This can be shown as follows:
• The number of length-zero paths touching neither u nor v is at most 2q + ' − 1.
• The number of length-one paths touching neither u nor v is at most 3q + ' − 2. • The number of length-two paths within single squares is 4q.
• The number of length-three paths within single squares is 4q.
• The number of paths such that either the left end of is a point between u and the leftmost square or the right end of is a point between v and the rightmost square is less than (2 q ' 2 )=2.
• All the paths that are not considered in the previous cases are those that have length more than one and connect between two distinct squares. For every i, 26i6q, the number of such paths that touch precisely i squares is equal to 7 2 · 2 i−2 (since there are seven possibilities for one end point and seven for the other end point). The sum of this for all i, 26i6q, is 49(2 q−1 − 1). By summing up all the upper bounds calculated in the above, the number of simple paths that touch neither u nor v is bounded from above by 2' + 13q + (' 2 + 49)2 q−1 :
Let , , , and be, respectively, the images of s, s , t, and t in E 3 . Here has the smallest y-coordinate and has the largest y-coordinate. Then we modify E 3 attaching to a vertical S(6; 2ÿ; 1) downwards, where the other end of the S-structure is called , and attaching to a vertical S(6; 2ÿ; 1) downwards, where the other end of the S-structure is called . Let this graph be E 4 (see Fig. 10 for the whole construction).
Let Y be the number of s-t Hamiltonian paths in G. Then Y is equal to the number of s -t paths having length N + 1 in G . For each simple path in G , let M ( ) denote the set of all SAWs = [v 1 ; : : : ; v k ] in E 4 such that elimination from of all the nodes not corresponding to the nodes of G produces . Also, for each simple path in G , let ( ) denote the cardinality of M ( ). We ÿrst establish #P-completeness of the ÿfth type.
Let Z 1 be the number of SAWs in E 4 from the origin (recall that the origin of E 4 is ) to any node in E 4 . We evaluate Z 1 as follows:
• Suppose is a length N + 1 path from s to t . Each SAW corresponding to begins in or in or somewhere between these nodes and ends in or in or somewhere between them. By (1) and (2) in the above, the number of paths that touch and any point between and (including ) is
The same holds for the number of paths that touch and any point between and . So,
• Suppose is an s -t path having length at most N . Then does not include a Hamiltonian path of G. So, by an analysis similar to the previous one,
• Suppose that is a path from s having length at least one to a node other than t . Then traverses at most N edges of G . Let u be the node in E 4 corresponding to the end point of . There are two directions in E 4 to extend beyond u. By property (2) in the above, there are at most 2(2 ÿ L 2 ) possibilities for the selection. Thus,
• Suppose that is the single node path s . Then each SAW corresponding to begins in and either ends somewhere between and (including ) or somewhere between and (excluding ). Hence by property (2) in the above
Recall that Y denotes the number of s-t Hamilton paths in G. Then there are exactly Y paths of the ÿrst kind. The number of paths of the second kind is at most
The number of paths of the third kind is at most
The number of paths of the last kind is one. Thus, the sum
is an upper bound for the number of SAWs in E 4 which correspond to the paths of the last three kinds. Since = 4ÿ, ÿ = L 2 , and L¿N 2 , for all but ÿnitely many N , this sum is less than 2 ÿ(N +5)+6 . So,
where 06 1 6(2 ÿ(N +5)+6 ) − 1. Thus, Y can be recovered from Z 1 by right-bit-shifting. This proves that the ÿfth type is #P-complete.
Finally, let Z 2 be the number of any SAWs in E 4 . As in the previous cases, we evaluate Z 2 as follows:
• Suppose is a length N + 1 path from s to t . Then
There are Y paths of this kind.
• Suppose is an s -t path having length at most N . Then
The number of paths of this kind is at most 2 N .
• Suppose that is a path from s having length at least one to a node other than t or a path from t having length at least one to a node other than s . By the previous analysis for the third type it holds
and there are at most 2(2 N ) = 2 N +1 paths of this kind.
• Suppose that is the single node path s or the single node path t . Then
• Suppose that is a path in G. Then
and there are at most N (2 N ) paths of this kind.
• Finally, suppose that is the empty path (i.e. it has no node at all). Then since both s and t have degree 1 and the remaining nodes of G have degree 3, G has exactly 3N=2 + 1 edges, and therefore in E 4 we have 3N=2 + 1 structures S(p; ÿ; r), with p + r + 2ÿ − 1 = L 2 , corresponding to the edges. Recall that in E 4 we have additionally 2 structures S(6; 2ÿ; 1). Then, we conclude
It is not hard to see that
where 06 2 62 ÿ(N +5)+6 − 1. So, Y can be recovered from Z 2 by right-bit-shifting. Thus, the sixth type is #P-complete.
Self-avoiding walks in subgraphs of hypercubes
#P-completeness
Let f be an arbitrary #P function. Let x be an input to f and let E 4 be the subgraph of a two-dimensional grid that is produced on input x by the reduction deÿned in the proof of Theorem 7. We show that the graph E 4 can be embedded in an O(log n)-dimensional hypercube so that there is an integer d such that every edge of E 4 is realized by a path having length d. Then the longest simple path in E 4 has the length d · ((N + 1)( L 2 + 2ÿ) + 2(6 + 4ÿ)) and it is easy to see that an analysis similar to the one presented in the proof of Theorem 7 can be made. So, it remains to show that such an embedding is indeed possible. In [13, 15] , methods for embedding a graph in a hypercube with congestion 1 are shown. However, in these methods the dilation of an edge (i.e., the length of the path encoding the edge) is dependent on the Hamming distance between the names of the two end points and thus cannot be used for our purpose.
Lemma 8. Let d¿1 be an integer. There exists a polynomial time computable embedding and a pair of polynomial time computable functions s; ' : N → N such that the following properties hold: (1) s(n) = O(log n) and '(n) = O(log log n).
(2) For every n¿1, and for every undirected graph G = (V; E) of n nodes having maximum degree d, (G) is an embedding of G in the s(n)-dimensional hypercube HC (s(n)) with the following property: Let and be respectively the embedding of nodes and the embedding of edges speciÿed by (G). Then, • for all nodes u and v in G, u = v implies (u) = (v), and • for every edge e = (u; v) in G, the dilation of (e) (i.e. its length) is 2 '(n) and the path visits no (w) between (u) and (v).
Proof. Let d, n, and m be positive integers. Let G be a graph of maximum degree d having n nodes and m edges. It holds that m¡n 2 =2. Identify the nodes in G with the set of integers from 0 to n − 1 and identify the edges in G with the set of integers from 0 to m − 1. For each node u of G, ÿx an enumeration of its neighbors. For every edge (u; v) of G, let I u (v) denote the order of v in the enumeration of the neighbors of u. Let q be the smallest integer such that 3q + 4 is a power of 2 and such that q¿ log n . Let s = 6q + d + 2. Let H denote the s-dimensional hypercube. Each node of G will be viewed as a q-bit binary number and each edge of G as a 2q-bit binary number. For each nonempty binary string u, let u denote the string constructed from u by ipping all of its bits.
The s-bit representation of a node in H is divided into the following four components.
• The node part: This part has length 2q. For each node u = u 1 · · · u q of G, u is encoded as uu, which has exactly q 1's.
• The edge part: This part has length 4q and is used to encode the edge to be traversed.
For each edge e = e 1 · · · e 2q , e is encoded as ee, which has exactly 2q 1's. The second path is deÿned similarly with B in place of A. Every node appearing on the two paths satisÿes one of the following conditions: (i) C appears in the edge part.
(ii) A appears in the node part and W 1 appears in the neighbor part.
(iii) B appears in the node part and W 2 appears in the neighbor part. This implies that no two edges share internal nodes in their path representation. It is not hard to see that the embedding can be computed in logarithmic space. This proves the lemma.
Scaling up to exponential time
Let f be a function belonging to #EXP. Then there is a one-tape nondeterministic exponential-time machine M such that f = #acc M . It can be assumed that there is a polynomial p such that, for all strings x, M on input x halts at step 2 p(|x|) . By applying the tableau method to the computation of M and then by reducing the number of occurrences of each variable by introducing its copies, it can be shown that the computation of f can be transformed to #SAT by a polynomial-time local computation. This property can be expressed formally as follows:
Lemma 9. For each f ∈ #EXP, there is a function R that satisÿes the following conditions.
(1) For every string x, R(x) is a 3CNF formula. (c) For each string x, let (x) denote the number of clauses in R(x). Then is polynomial time computable. (d) For each string x and each i, 16i6 (x), let C(x; i) be the ith clause in R(x). Then C is polynomial time computable. (e) For each string x and each i, 16i6 (x), let S(x; i) be the set of all indices j such that the ith variable appears in C(x; j). Then S is polynomial time computable.
Proof. A proof of this result can be found in [16, Chapter 20] .
Now apply the conversion given in Lemma 3 to each formula generated by function R given in the lemma above. Let R denote the resulting transformation from the set of strings to NAE3SAT. Since R is locally polynomial-time computable, so is R . Modify the construction from the proof of Lemma 4 so that the crossing of XOR-gadgets is allowed. Then the maximum degree remains three and the scaling factor becomes 2 12n+312m+25 . The connectivity of the gadgets in the graph essentially depends only on the occurrences of the corresponding variables, so the mapping can be computed locally in polynomial time. Now apply the embedding described above. Denote the resulting transformation from the set of strings to the set of subgraphs of hypercubes by H . For each string x, let d(x) be the dimension of H (x), N (x) denote the set of all strings of length d(x) that encode a node in H (x), and E(x) denote the set of all strings ww having length 2d(x) such that (w; w ) is an edge of H (x).
Lemma 10. The function d deÿned above is polynomial-time computable. There are polynomial-time computable functions C N and C E such that C N (x) and C E (x) are both polynomial-size boolean circuits and accept N (x) and E(x), respectively.
This lemma gives the following theorem.
Theorem 11. Each of the six types of the problem of counting the number of SAWs in subgraphs of the hypercubes is #EXP-complete under 6 p r-shift -reductions if the subgraphs are speciÿed by circuits.
Complexity of checking the self-avoiding property
This section studies the problem of testing whether a path on the two-dimensional grid is a SAW and it concentrates on the space complexity for this problem. A motivating question to our study is whether counting of SAWs on the two-dimensional grid belongs to the class #L [1, 2] . Though we leave this question open, the main result of this section (Theorem 13) could suggest a negative answer to this problem. As an application we give at the end of the section an automata-theoretic proof of the formula for the number of the self-avoiding walks that move up and sideways but not down.
We encode SAWs using strings over the alphabet {U; D; L; R} in a natural way: symbols of such strings will describe in an obvious way (i.e. U stays for up-move, D for down, and so on) successive unit-length parts of a given SAW. Let L SAW denote the set of all strings over {U; D; L; R} which encode correct SAWs. We use the standard notation for logspace-bounded complexity classes. By L we denote the set of all languages decided by deterministic Turing machines working in logarithmic space. In the case of nondeterministic machines we use the notation NL. Moreover, if we restrict the nondeterministic TMs to machines with 1-way input heads then we denote the corresponding class of languages by 1-NL. Let co-1-NL denote the set of all languages whose complements belong to 1-NL. It is easy to see that L SAW belongs to L and to co-1-NL. It is easy to see that each of these equalities can be tested using a deterministic logspace Turing machine with 1-way input head. To test non-membership in L SAW , a 1-way nondeterministic logspace machine has only to select nondeterministically i and j while scanning the input and test whether the portion of the input is a cycle. Thus, L SAW ∈ 1-NL, so L SAW ∈ co-1-NL. This test can be carried out deterministically in logspace if the input head is two-way. Thus, L SAW ∈ L.
Proposition 12 immediately raises the question of whether L SAW ∈ 1-NL. How likely is it that this containment holds? In the theorem below we prove that the containment does not hold. In fact we prove even more:
Proof. Let us assume that a nondeterministic Turing machine M with a 1-way input head recognizes the language L SAW in a sublinear space. We will construct below, for all but ÿnitely many n, a non-self-avoiding walk having length 3(9n) + 5 whose encoding is accepted by M .
Let n¿0 be ÿxed. First we construct a family of 2 n SAWs each having length 27n + 5. Central to the construction are the gadgets G 0 and G 1 shown in Fig. 11 . Both G 0 and G 1 consist of three SAWs that are vertically lined up and have length nine. In each of the two gadgets, of the three SAWs, we call the top one the upper border, the middle one the backbone, and the bottom one the lower border.
The SAWs are constructed assuming that the upper border and the backbone are traversed from left to right and the lower border from right to left. Let A 0 (respectively, where A(X ) = A b1 A b2 : : : A bn , B(X ) = B bn : : : B b2 B b1 , and C(X ) = C b1 C b2 : : : C bn .
It is easy to see that for all X ∈ {0; 1} n , W (X ) encodes a self-avoiding walk (see the illustration in Fig. 12) .
Clearly, for all pairs of distinct length-n binary strings, X and Y , W (X ) = W (Y ), so F n = {W (X ) | X ∈ {0; 1} n } has cardinality 2 n . This is the family of the SAWs for integer n. Now using a counting argument one can show that if M recognizes L SAW in a sublinear space then there exist two di erent binary strings X; Y ∈ {0; 1} n such that M cannot distinguish between the preÿxes A(X )RDDLB(X ) and A(Y )RDDLB(Y ). More precisely, we argue as follows: For each X ∈ {0; 1} n , select one accepting computation path of M on input W (X ). Let (X ) denote the path. For each X ∈ {0; 1} n , let (X ) be the conÿguration of M on input W (X ) along the path (X ) immediately after the last symbol of B(X ) is read. Since the head of M is one-way and M is sublinear space bounded, there are 2 o(n) possibilities for (X ). Thus, for n su ciently large, there exist two strings X and Y , X = Y , such that (X ) = (Y ). Pick such a combination of X and Y . Since X = Y , there exists an i, 16i6n, such that X and Y disagree at the ith bit position. Pick such an i. Without loss of generality, we can assume that the ith bit of X is a 0 and that of Y is a 1. Since both (X ) and (Y ) are accepting computation paths and go through the same conÿguration immediately after the B-part has been read, M accepts on input Z, deÿned by
The three SAWs comprising the ith component of the SAW encoded by Z are the lower and upper borders of G 0 and the backbone of G 1 . So, in the ith component the upper border crosses the backbone. This implies that Z does not encode an SAW. Thus, we have a contradiction.
The situation changes drastically if one restricts the walks on the two-dimensional grid to the "up-side" SAWs, i.e. the self-avoiding walks that move up and sideways but do not move down. Let us denote by L up-side the set of all strings over {U; L; R} that encode up-side SAWs. Then obviously this language can be recognized even by a deterministic 1-way ÿnite automaton. Below we show how using this fact one can deduce a formula for the number of up-side SAWs of a given length n. Then it is easy to see that, for all integers n¿1, f n (respectively, g n and h n ) is equal to the number of words having length n that are accepted by M when it starts in state q U (respectively, q L and q R ). Thus, f n is equal to the number of up-side SAWs having length n. To obtain a formula for f n , observe that     It is easy to check that the integer sequence {a n } n¿1 deÿned above has the property that for all integer n¿1
] and
(for a generating function of this sequence see e.g. [22] ). Thus, the formula for a 2n gives the number of up-side SAWs having length n on the two-dimensional grid. This is an alternative method for obtaining the formula by Williams [28] .
