Human action recognition based on skeleton has played a key role in various computer visionrelated applications, such as smart surveillance, human-computer interaction, and medical rehabilitation. However, due to various viewing angles, diverse body sizes, and occasional noisy data, etc., this remains a challenging task. The existing deep learning-based methods require long time to train the models and may fail to provide an interpretable descriptor to code the temporal-spatial feature of the skeleton sequence. In this paper, a key-segment descriptor and a temporal step matrix model are proposed to semantically present the temporal-spatial skeleton data. First, a skeleton normalization is developed to make the skeleton sequence robust to the absolute body size and initial body orientation. Second, the normalized skeleton data is divided into skeleton segments, which are treated as the action units, combining 3D skeleton pose and the motion. Each skeleton sequence is coded as a meaningful and characteristic key segment sequence based on the key segment dictionary formed by the segments from all the training samples. Third, the temporal structure of the key segment sequence is coded into a step matrix by the proposed temporal step matrix model, and the multiscale temporal information is stored in step matrices with various steps. Experimental results on three challenging datasets demonstrate that the proposed method outperforms all the hand-crafted methods and it is comparable to recent deep learning-based methods.
I. INTRODUCTION
Human action recognition has become an important research topic in the field of computer vision, and has attracted considerable interest in the past few decades [1] - [6] due to its wide range of applications in smart surveillance, human-computer interaction and medical rehabilitation. Many action recognition methods have been developed on various data sources, including RGB video, skeleton data, depth maps or some combinations of these modalities. The skeleton data consists of the 3D coordinates of the extracted key joints in the human body over time, representing a human body as an articulated
The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wang . system as shown in Fig.1 (a) . With the development of the 3D capturing technology, such as Microsoft Kinect, 3D data collection and real-time skeleton extraction become much easier and more accurate for practical applications related to human action analysis. Compared with other modalities, skeleton data have a higher-level representation with less complexity and they are more robust to noise like background, illumination and human face. In this paper, we focus on the skeleton-based action recognition method.
There are many past researches for the skeleton-based action recognition [7] - [15] . The key to a successful action recognition is to extract an effective spatio-temporal feature of the skeleton sequence. Most methods [10] , [11] , [14] divide the extraction of spatio-temporal features into (a) Skeleton model adopted by Kinect1, which has 20 joints. These 20 skeleton joints are divided into five parts: torso, left arm, right arm, left leg, and right leg. (b) Action ''Wind up the music'' in the MSRC-12 dataset [16] . The first row is instruction modality consisting of static images and arrows, which is shown to subjects and the subjects perform the corresponding actions [16] . The second row is an ordered skeleton sequence of an action ''Wind up the music'' sample and the last row are the key segments of this action sample. A segment is presented by a key frame with motion direction expressed by the red arrows. And skeletons in the second row separated by dashed lines belong to different segments. two independent steps: extract the spatial information of the frame-level skeleton, and establish a dynamic model to code the temporal information. The features obtained by the above methods have disadvantages, such as spatial redundancy and single temporal scale information. There is a hypothesis of these methods: each frame plays an equal role in action recognition. However, not every frame provides absolutely valid information in an action sequence. And the spatial information of adjacent frames is often redundant. It is more reasonable to treat several continuous adjacent frames rather than a separate frame as an action unit, thus the spatial features and local temporal features of the skeleton sequence are simultaneously encoded. The dynamic model encodes the temporal information at frame-level after obtaining the spatial features of each frame. Since different action performers have different motion speeds, the temporal information at a single scale cannot well represent the temporal information of the skeleton sequence. Therefore, a multiscale temporal model should be proposed to encode the most essential temporal information of a skeleton sequence. Although the recent emerging deep learning-based methods [9] , [12] , [13] code the spatio-temporal information simultaneously and work well in action recognition, but these approaches have no interpretable physical meaning.
In this paper, we propose an effective yet simple skeleton sequence representation based on a sequence of atomic action units, namely, skeleton segments, which consist of several consecutive skeleton frames whose spatial variation is relatively small. The normalization preprocessing is firstly carried out on the skeleton sequence, which makes the transformed skeleton sequence robust to the absolute body size and initial body orientation. Then each skeleton sequence is divided into multiple skeleton segments based on the designed segmentation scheme as shown in Fig.1 (b) . This is just like that human can distinguish and perform different actions as long as some key static images sequence with the direction of movement, which can be regarded as the feature of a segment, were given. For example, when building the MSRC-12 dataset, the instructor shows subjects an ordered series of static images of some actions with arrows annotating motion direction as appropriate as shown in Fig.1 (b) , and subjects perform the actions according to this instruction modalities. Therefore, the ordered sequence of key segments can be considered as a more representative representation of an action. Finally, the temporal structure of the key segment sequence is coded into a step matrix by the proposed temporal step matrix model, and the multiscale temporal information is stored in step matrices with various steps. In this way, the spatial and local temporal information is coded in the key segment descriptor and the multiscale global temporal information is preserved in the temporal step matrix.
Generally, our method has the following contributions:
• A view alignment and a scale normalization are designed to effectively deal with the various body sizes and different body orientations.
• An interpretable and discriminative descriptor based on key-segment is proposed to code a skeleton sequence as a series of key segments, which retain both the spatial and local temporal information.
• A temporal step matrix model is developed to code the multiscale global temporal information of the keysegment descriptor.
• The proposed method is evaluated on the Northwestern-UCLA dataset, the MSRC-12 dataset and the CAD-60 dataset, and the experimental results show that our method outperforms all the hand-crafted methods and it is comparable to most deep learning-based methods.
The rest of this paper is organized as follows. In section 2, a brief review of previous works related to skeleton-based action recognition is presented. Then in Section 3, the main body of the proposed method is described in detail: skeleton normalization, key-segment based descriptor, and temporal step matrix model. The experimental results and discussions are reported in section 4. Finally, we conclude the paper in Section 5.
II. RELATED WORKS
There are plenty of works on skeleton-based human action recognition in computer vision literature. Here, we review the most relevant previous works related to our work on three aspects: skeleton normalization, key-pose based descriptor and dynamic model.
A. SKELETON NORMALIZATION
In the real application scene, the action recognition system needs to be robust to various body sizes, body positions, body orientations, and different viewpoints, so the skeleton sequence needs to be normalized to diminish the effect of the scale and view variances. The general normalization method is to transform the skeleton coordinates into a new standard coordinate system to achieve view and scale alignment. In [11] and [17] , a new coordinate system was build and the original skeleton data were transformed into the new coordination system, where the hip center was defined as the origin, the horizontal x-axis was aligned with the vector whose direction from left hip joint to right hip joint, and the z-axis was defined as a vector that passed through the new origin o and was perpendicular to the new ground plane. The coordinate systems designed in [11] and [17] are based on such a hypothesis: the original skeletons is perpendicular to the ground plane. However, such a hypothesis is unreasonable for certain actions such as, bending over. Then in [18] , Raptis et al. proposed a more flexible solution to build the new coordinate system, where the zenith reference vector was selected as the first principal component of the torso points which was always aligned with the longer dimension of the human torso. The above methods are all skeleton-based transformation, that is, each frame is transformed to its own new spatial coordinate system, thus destroying the motion characteristic between frames. In [19] , Chen et al. proposed to transform the skeleton data into the same coordinate system by randomly selecting one skeleton as the standard skeleton. And Lee et al. [20] also proposed to transformed the overall skeleton sequence by the information obtained from the first frame of the skeleton sequence. The coordinate system designed in [19] and [20] are based on a single skeleton frame, rather than take advantage of all the skeleton sequence. Different from the above works, Liu et al. [12] transformed the skeleton sequence into a unified spatial coordinate system, which is based on the information of the entire skeleton sequence. However, this method only consider view variances and ignore scale variances.
B. KEY-POSE BASED DESCRIPTOR
The key-pose based descriptor means to learn a dictionary of key poses and represent an action sequence using these key poses. In [21] , skeleton frames were clustered into K representative poses in terms of the 3D joint locations and an action sequence was represented by the histogram of its pose words. In [22] , all poses composing actions were grouped into a set of clusters in terms of the Hausdorff distance and the median element in the cluster was defined as the representative pose of this cluster. However, the methods [21] , [22] based on the histogram of action pose extract and utilize statistical features, while lacking temporal information. Then in [23] , Lillo et al. proposed a hierarchical model of three sematic levels to describe complex human activity. Single human action was represented as a mixture of encoded poses at the intermediate level. In [14] , Miranda et al. proposed a scheme for real-time action recognition based on decision forests in which every forest node was a key pose and the leaves were action labels. A similar action descriptor was proposed in [18] , in which a multi-class SVM was used to detect key poses and a decision forest was adopted to recognize human action from the sequence of key-poses. In [24] , Zhou et al. proposed to learn a pose lexicon which consists of semantic poses and the corresponding visual poses. In this way, action recognition was cast as a problem of finding the most appropriate translation of a semantic pose sequence with the learned pose lexicon. In the above works, key poses are generated based on frame-wise clustering and then each frame of the original skeleton is arranged a key pose to form the descriptor of the skeleton sequence. What's more, the keypose based action descriptor lacks local temporal information because the generated key poses include the static spatial information of the current frame while ignoring the temporal motion. Key poses with the contextual motion information from a segment were not considered in the above works, which is more representative and effective.
C. DYNAMIC MODEL
Many skeleton-based action recognition methods focus on modeling the dynamics of the skeleton sequence. Majority of the approaches use Linear Dynamical Systems (LDS) [21] , [25] , [26] , Hidden Markov Models(HMMs) [11] , or dynamic forest model [14] , [18] to represent the dynamic of the skeleton sequence. In [25] , each action sequence was represented as a linear dynamic system that had produced the 3D joint trajectories.In [21] , Ofli et al. proposed to use linear dynamical system parameters (LDSP) to model the dynamic motion cues among the sequence of the most informative joints. In [11] , the temporal evolutions were modeled by Discrete Hidden Markov Models (DHMMs). In [14] , Miranda et al. proposed to represent an action as a sequence of key poses along the leaf node to the root node. The above methods have made some progress for human action recognition, but the recognition accuracy is still unsatisfactory.
Since recurrent Neural Networks (RNNs) encode temporal dynamic behavior, they are used to model the dynamic evolution of the skeleton sequence. Du et al. [9] proposed an end-to-end hierarchical RNN to present the relative motion between skeleton joints, in which the joints were divided into five parts and then fed into five independent subnets to extract local features. Long Short Term Memory network (LSTM), a special kind of RNNs, is capable of learning longterm dependencies, so it is often chosen to learn the complex motion dynamic of actions in many works. In [27] , Liu et al. used LSTM to learn both spatial and temporal relationships among skeleton joints. Although deep learning-based methods [28] perform satisfactorily on action recognition, these methods have high computational cost and are easy to overfit.
III. PROPOSED METHOD
As illustrated in Fig.2 , the proposed action recognition framework consists of three major parts: skeleton normalization, key-segment based descriptor, and temporal step matrix model. The original skeleton sequence is transformed into a new coordinate system firstly to eliminate the effect of various body sizes, body position, body orientations and different viewpoints. Then, the normalized skeleton sequence is automatically divided into several segments, which are treated as the action units, containing multiple skeleton frames with similar spatial information. Each skeleton sequence can be represented by an ordered words sequence according to the key segments dictionary formed by clustering the segments of all the training action samples. Finally, a temporal step matrix model is proposed to characterize the multiscale temporal information of the ordered word sequence. The step matrices of the training samples belonging to the same action class are added to get the action step matrix. The predicted class label of the test sample is the one whose action step matrix is most similar to the step matrix of the test sample.
A. SKELETON NORMALIZATION
A skeleton is composed of a plurality of joint point coordinates, and the joint point coordinates are related to the used reference coordinate systems, which are usually different in various real scenes. Even in the same shooting scene, the skeleton coordinates of humans having the same posture may be different due to the various body sizes, the difference in the angles of the sensor and the distances to the sensor. Therefore, the skeleton data needs to be normalized to eliminate the diversity of sizes and viewing angles.
Given a skeleton sequence with N frames as J ∈ R N ×K ×3 , the coordinate of the k th joint in the n th frame is j
N }, and K is the total number of the detected skeleton joints of a person. The value of K depends on the skeleton estimation method. Skeleton data are captured by Microsoft Kinect 1 and Microsoft Kinect 2 in most of the datasets. In this paper, the skeleton model and the joint configuration in the MSRC-12 dataset is used as shown in Fig.1 (a) , where K = 20. The coordinates of the skeleton joints in the original reference coordinate system are sensitive to the view and scale, so the following two transformations are proposed to make the skeleton view-aligned and scale-normalized. The corresponding view-aligned sequences of the original data, which look more similar and are easier to judge that they belong to the same action.
1) VIEW ALIGNMENT
In order to reduce the sensitivity of the skeleton sequence to the viewpoints, each skeleton frame is transformed into a new coordinate system using either a frame-based transformation [11] , [17] or a sequence-based transformation [12] . The frame-based transformation transforms each frame individually in a skeleton sequence, which reduces the relative motion. While the sequence-based transformation preserves the original relative motion by performing the same translation to all the skeleton frames in the sequence. Here, the sequence-based transformation is employed.
The coordinates of all the skeleton frames in a sequence are transformed into a new coordinate system by the translation and rotation transformations:
where, (x, y, z) is the original coordinate value, and (x , y , z ) is the view-aligned coordinate value. T is the transformation matrix defined as:
where, 
The average of the coordinates of the joint ''hip center'' of all skeleton frames in a skeleton sequence is used as the origin of the new coordinate system, meaning that the original origin is moved to the joint ''hip center'', so the value of o is computed as:
The Z axis of the new coordinates is set to be parallel to the first principal component of the torso matrix M ∈ R (N ×|ψ|)×3 , which contains the joints coordinates in the torso set, and it is defined as:
where, ψ denotes the index set of the joints in the ''torso'' part as shown in the Fig.1 (a) . That is, ψ = {1, 2, 3, 4, 5, 9, 13, 17}. γ is not only parallel to the first principal component of the torso matrix, but also its direction is consistent with that from the hip center pointing head. Similar to Z axis, the X axis of the new coordinates in the original coordinate system is defined as the second principal component of the torso matrix and consistent with the direction from the left hip pointing right hip. The Y axis β of the new coordinates is defined as β = α × γ . The skeleton frames in a sequence are transformed into the new reference coordinate system according to formulas 1 and 3. The aligned coordinate j
is more robust to viewpoint changes. Fig. 3 (a) shows an action captured by cameras from three views, in which the sequences from each camera look quite different even they belong to the same action. After view alignment, the transformed skeleton sequences look more similar, and it is easier to judge that they belong to the same action category, as shown in Fig. 3 (b) .
2) SCALE NORMALIZATION
The view-aligned coordinate j
k ) needs to go through scale normalization and the new scalenormalized coordinate is denoted asĵ
The distance between the joint ''hip center'' and the joint ''spine'' is almost constant when human perform most actions, so the average distance between the joint ''hip center'' and the joint ''spine'' of all skeleton data in a sequence is used as a unit distance to make corresponding changes to the coordinates of other joints as follows:
where, d 1,2 is the average distance between the joint ''hip center'' and the joint ''spine'' computed as:
Therefore, the final view-aligned and scale-normalized skeleton coordinateĵ (n) k is computed as:
B. KEY-SEGMENT BASED DESCRIPTOR
Humans usually have different speeds even when completing the same action, but their decomposition actions are almost same. For example, two persons perform the same action named ''raise outstretched arms'' under the same imaging capture device, and their skeleton sequences are shown in Fig.4 . The total numbers of frames they used to complete the action are 15 and 19 respectively, but the numbers of the decomposition actions of them are same and equal 6 (i.e. S1-S6). What's more, the decomposition actions are semantically meaningful and can be interpreted and described. These six decomposition actions are unlifted arms (S1), raise arms below shoulders (S2), raise arms above shoulders (S3), put down arms above shoulders (S4), put down arms below shoulders (S5), and completely falling arms (S6). Here, the decomposition action is not a skeleton frame, but several skeleton frames with similar spatial information in a short time, namely, skeleton segment, which is treated as the action unit in this paper. Therefore, a skeleton sequence representation based on the atomic action units is proposed, which is named as the key-segment based descriptor. To form this descriptor, the skeleton sequence is firstly divided into multiple skeleton segments according to a designed segmentation scheme, and then the skeleton segment features are extracted and clustered to obtain a codebook. Each segment in the skeleton sequence can be represented by a word (the index of the cluster center) in the dictionary which is closest to it. Finally, a skeleton sequence is presented as an ordered word sequence.
1) SEGMENTATION SCHEME
A skeleton sequence is divided into a number of skeleton segments. Each segment consists of several consecutive and similar skeleton frames. A dynamic threshold Th (n) s is proposed to measure the similarity between two frames and to partition the sequence into segments.The distance between the left and right hips in the current frame (that is, the distance between the joint 13 and joint 17) is taken as the standard value, and the dynamic threshold is defined as:
where, p s is a proportional parameter, whose value is discussed in section 4.4. Here, the skeleton joints are divided into five parts according to the physical structure and they are torso, left arm, right arm, left leg and right leg as shown in Fig.1 (a) . Define the similarity S ij of two skeleton frames VOLUME 7, 2019 FIGURE 5. Selection of segment features. The images in the first row are ordered segments of the action ''raise arms and lower arms''. The blue skeletons in the second row are the mean skeletons of the corresponding skeleton segments and the red skeleton with green narrow in the last row is the extracted segment feature consisting of the last frame skeleton and the motion direction of the segment. Average frames of segment (2) and segment (6) are almost the same, but last frames with motion directions of them are easy to distinguish. The same is true for segments (1) and (7), (3) and (5).
i th and j th as follows,
where, s
ij is the maximum movement of the t th part between i th and j th frames and it is calculated as:
where, ϕ t , t ∈ {1, 2, · · · , 5} is the set of skeleton joints belongs to each parts as shown in Fig.1.(a) .
2) FEATURE EXTRACTION
The features of a skeleton segment consist of the skeleton joint position (spatial feature) and the direction of motion (local temporal feature). The combination of the mean and standard deviation of the skeleton frame coordinates in a skeleton segment is the most intuitive way to represent the segment. However, the mean and standard deviation are similar for two motions with opposite directions. For example, as shown in Fig.5 , there are two segments (Segment (3) and (5)), in which arms lift and fall to the highest position. The mean and standard deviation of these two segments are almost identical, making it impossible to distinguish between these two segments, but they can be easily distinguished by adding the motion direction information because one direction is upward and the other is downward. Since the average of multiple skeleton frames may no longer be a skeleton model, a fixed frame (the last frame used here) is used to represent the spatial information of the skeleton segment. Therefore, the feature vector F i ∈ R K ×3×3 of a segment S i = (ĵ (i) ,ĵ (i+1) , · · · ,ĵ (i+|S i |) ) is:
is the kinematic direction of this segment.
3) WORD SEQUENCE REPRESENTATION
The feature vectors of all segments from the training samples are clustered by applying the K -means algorithm. We assume that the number of clustered categories is B. The B cluster centers, namely, key segments, form a codebook. The value of B on the dataset is related to the action categories of this dataset, that is B = p B × Num, p B is a proportional parameter and Num is the number of the action classes in the dataset. Given a skeleton sequence J ∈ R N ×K ×3 , which has been segmented into segments J = (S 1 , S 2 , · · · , S l ) with length l. Each segment S i in the skeleton sequence can be found the cluster center closest to it in the dictionary. Thus each skeleton sequence is coded as a word sequence
l ) , where, c i is the index of the cluster center closest to the i th segment.
C. TEMPORAL STEP MATRIX MODEL
Each skeleton sequence is represented as a word sequence
. Enlightened from the bag-of-words method, the action categories can be simply determined based on the frequency of the occurrence of the key skeleton segments. However, this frequency-based statistical method results in the loss of temporal information. Therefore, a temporal step matrix model is proposed to make up for this loss, because it can retain global temporal information of the word sequence.
Every segment word is regarded as a step and the step matrix records the order relationship of words in the words sequence. The e-step matrix v (e) is initialized to an all-zero matrix of size B × B. then all the word pairs of e-step are FIGURE 6. Generation of the step matrix. (a) The codebook formed by the cluster centers, namely, key segments dictionary. (b) An example of generating a step size matrix of an action ''raise outstretched arms''. The skeleton sequence is split into a sequence of segments and the word sequence is also obtained. Three e − step matrices with different steps e = 1, 2, 3 are generated. Finally, these three step matrices are concatenated to form the final step matrix of the skeleton sequence.
added in the e-step matrix. That is,
(13) Different temporal information is recorded in the step matrix with different step e. Multiple step matrixes with different e are concatenated to form the final step matrix of the skeleton sequence V = [ v (1) l−1 , v (2) l−2 , · · · , v (e) l−e ] . The step matrixes of the training videos belonging to the same action category are added to get the action step matrix A i = 1 ξ i q∈ξ i V q , where, ξ i is the set in which videos belonging to i th action category. The predicted label for a test video which has the step matrix V test is
For a better explanation, we take an action video of ''raise outstretched arms'' in the MSRC-12 dataset as an example to illustrate the generation of step matrix, as shown in Fig.6 . The clustering centers of the segments from all training samples in the dataset form the key segments dictionary. The skeleton sequence is split into a sequence of segments and the word sequence is also obtained. Here, 1-step, 2-step, and 3-step matrix are generated, and these three step matrices with different steps are concatenated to form the final step matrix. In fact, the selection and the combination of step size e are based on the characteristics of different datasets, which is discussed in section 4.3.
Particularly, when the step matrix is a 0-step matrix, the step matrix model degenerates to the frequency-based statistical method, which is effective enough for some repetitive action datasets. This is used as a baseline method to evaluate the effectiveness of the proposed key-segments based action descriptor.
IV. EXPERIMENTS AND DISCUSSIONS
There are plenty of RGBD action recognition datsets [29] containing skeleton data, and three datasets are chose to evaluate the proposed method: Northwestern-UCLA [30] dataset, MSRC-12 [16] dataset, and CAD-60 dataset [31] . Northwestern-UCLA dataset has several viewpoints, and the actions in each action video are performed once. MSRC-12 dataset is a repetitive dataset, in which the same actions repeat several times in an action video. CAD-60 dataset is a single view and non-repeated dataset.
A. NORTHWESTERN-UCLA
The Northwestern-UCLA Multi-view 3D event dataset [30] (Northwestern-UCLA) was collected by three Kinect cameras, which contains 1494 sequences covering 10 action classes from 10 performers. And these 10 actions are: pick up with one hand, pick up with two hands, drop trash, walk around, sit down, stand up, donning, doffing, throw and carry. The subjects perform an action only one time in an action sequence, which contains an average of 39 frames. Samples in this dataset are captured from three viewpoints as shown in Fig.7 . According to the cross-view action recognition protocol in this dataset [30] , the samples from camera 1 and camera 2 constitute training data and the samples from camera 3 are set as testing data. The action recognition accuracies of the proposed method compared with the state-of-art algorithms are shown in Table 1 . The proposed step matrix method performs best in all the hand-crafted methods [11] , [30] , [32] - [36] and it is also comparable to the deep learning-based method [9] . Compared with the Poselet [32] method and the HOJ3D [11] method, even the baseline method is much better, which explains the superiority of the segment-based descriptor over the posebased descriptors. In this dataset, the proposed step matrix method achieves 15.62% higher than the baseline method, which indicates that the step matrix introduces valid temporal information on the non-repeating dataset and the addition of temporal information brings a qualitative increase in the accuracy. The confusion matrix of the proposed step matrix method is shown in Fig.8 . There is a large confusion between the action ''pick up with one hand'' and the action ''pick up with two hands'' due to the noisy arms skeleton data especially when the video captured on the side. Action ''sit down'' and action ''pick up with one hand'' have high confusion because these two actions contain similar appearances and motions.
B. MSRC-12 DATASET
The Microsoft Research Cambridge-12 Kinect gesture dataset [16] (MSRC-12) was built to evaluate the impact of learning gesture recognition system, but it is currently used as an action recognition dataset. In the dataset, the performer is provided with five different kinds of guides to perform the same class of action. For example, one of the guides is an ordered series of still images with arrows annotating as shown in the first row of Fig.1 (b) . This dataset contains 594 sequences, which are collected from 30 people performing 12 categories of actions. The performer repeats the same action about ten times in an action video, and each video contains an average of 1214 frames. This is a single view dataset, i.e., all of the action samples are captured from the same viewpoint, so the view alignment is not applied on this dataset. Following the cross-subject protocol in [37] , action sequences performed by odd subjects are used for training and action sequences performed by even subjects are for testing. The performance of the proposed method compared with other state-of-art methods is listed in Table 2 .
On this dataset, the baseline method is much better than other hand-crafted based methods [24] , [38] - [40] , which illustrates the discriminative of the proposed segment-based action descriptor. The MSRC-12 dataset is a repeated dataset, in which the same action performs about ten times. In the step matrix, what we focus on is the context of the action units within an action, and these step pairs are recorded. However, on the repeated dataset, not only the step pairs within an action by also the step pairs between two consecutive actions are recorded into the matrix. The step pairs between two consecutive actions are meaningless and become noise in the step matrix, thus the performance of the step matrix method is decreased. What's more, the statistical characteristics of the action units on the repeated dataset are more obvious and easier to distinguish. Therefore, the result of the baseline method is better than the step matrix method on this dataset. Besides, the step matrix method is also in the higher band. The poselexicon method [24] is a key-pose based method, which is similar to our method. The pose-lexicon method constructed a pose dictionary, in which semantic poses and visual poses are in one-to-one correspondence, and then transformed the motion recognition into a problem of finding the maximum translation probability of a series of semantic poses given the visual poses. Our method is more accurate than this method by 9.04% because this key-pose based method lacks local temporal information. In addition, the textual instruction of actions and the description of extracted semantic poses need to be manually described in the pose-lexicon method, while our method is fully automated. What's more, our method is better than some CNN-based methods [37] , [41] , [42] , which require long, computationally intensive training. The confusion matrix of our baseline method is shown in Fig.9 . Action A1, A2, A3, A5, A6, A7, and A8 are distinguished by 100% and the recognition accuracies of action A9, A10, A12 are all above 92%.
C. CAD-60 DATASET
The Cornell Activity dataset [31] (CAD-60) was collected by Microsoft Kinect device. This public dataset contains 68 RGB video clips, depth sequences, and skeleton sequences. These actions are performed by four actors (two males and two females), covering 13 specific activities and one random activity. Each video lasts approximately 45 seconds and contains an average of 1181 frames. This dataset is a single view dataset and the view alignment is not applied to this dataset. Following the ''new person'' setting [35] , the leave-one-out cross-validation is employed to test each person's data. The result of the proposed TABLE 3. Action recognition accuracies on the CAD-60 dataset [31] . method compared with other state-of-art methods is reported in Table 3 .
The proposed step matrix method and the baseline method achieve an accuracy of 91.18% and 89.71% respectively. Both results are better than these hand-crafted methods. The AE algorithm proposed an LOP feature to characterize the human motion, and a Fourier Temporal Pyramid to represent the temporal dynamics. Although this method and our method are both including the partition of the action into consecutive sub-actions, our method is better than this method by 15.01% higher in accuracy, illustrating that the proposed key-segment feature and the step matrix model are more discriminative to recognize actions with subtle differences. The confusion matrix of the proposed step matrix method on CAD-60 dataset under the ''new person'' setting is shown in Fig.10 . The proposed method correctly classifies most of the actions. 33% of action A4 is classified into A6, and 25% of action A2 is classified into A4, because the movements of A2, A4, and A6 are tiny hand movements, and the minor differences among them are the hand position and the interactive object. Thus, it is difficult to distinguish them with the skeleton information.
D. SETTING OF STEP SIZE
The setting of step size depends on the characteristics of the dataset. Here, the step size setting is explained by taken two typical datasets (the repeated database MSRC-12 and the non-repeated dataset Northwestern-UCLA) as an example. In general, the ordering relationship between two words separated by six or more words is almost meaningless, so the step matrix with a step size of six or less is considered here. The action recognition accuracy on the Northwestern-UCLA dataset with different settings of step size is shown in Table 4 . For such non-repeated datasets, the statistical characteristics (0 − step matrix) are not sufficient to represent the sequence characteristics. When the step size is greater than 1, the smaller the step size, the denser the temporal information is represented. That is the reason why the recognition accuracy decreases with the increase of the step size. However, the information represented by a single step matrix is always limited, and the combination of multiple step matrices with different sizes can represent multiple time scale information. The accuracy of the combination of 1-step, 3-step, and 5-step matrix (1, 3, 5)−step is greater than that of any other single step matrices. What's more, a soft temporal ordering scheme is added here, that is step matrices with adjacent step sizes are merged into a matrix, which is denoted as (i, i + 1) − step matrix. This makes the model robust to inaccurate temporal key segments localization and to partial orderings between action units. As reported in Table 4 , the step size setting using the soft temporal ordering scheme (1+2, 3+4, 5+6)−step has the highest accuracy.
For repeated datasets, such as MSRC-12 dataset, statistical features (0 − step matrix) are more representative than step matrix feature, because the addition of other steplength matrices brings noise and reduces the accuracy of behavior recognition. The action recognition accuracy on the MSRC-12 dataset with different settings of step size is reported in Table 5 . The accuracy of 0 − step matrix is higher than that of any other single step matrices, indicating the validity of statistical features on such datasets. Therefore, the step size for such repeated dataset is set to 0 − step. In addition, the step size setting using the soft temporal ordering scheme (1 + 2, 3 + 4, 5 + 6) − step is higher than that of the single step settings that make up it.
E. EVALUATION OF PARAMETERS
There are two proportional parameters in the proposed method: the parameter p B in the cluster centers and the parameter p s in the segmentation scheme (formula 9). The value of p B , which is related with the cluster centers, has a significant impact on the formed key segments dictionary. If the number of cluster centers is small, the key segments obtained by clustering are not sufficient to represent the information of all the segments. Conversely, there is redundancy in the key segments dictionary. The value of the parameter p s directly affects the quality of the segmentation, which can be regarded as a temporal scale parameter. The ideal segmentation result should be: the movement of in one segment is less, and the motion of the adjacent segment is larger. The effect of different parameter configurations on action recognition accuracy is shown in Fig.11 . On the Northwestern-UCLA dataset, when the value of the parameter p s is equal to 1/5 or 1/7, the accuracy is high. Considering the computational complexity, the parameter p B is set to p B = 100. At this time, when p s = 1/5, the accuracy reaches the maximum. On the MSRC-12 dataset, the larger the value of the parameter p s , the higher the overall recognition accuracy. For another parameter p B , when its value equals 60, 120 or 160, the accuracy is relatively high. However, the larger the number of cluster centers, the higher the computational complexity. Therefore, in the case where the accuracy is not much different, the parameter p B should be as small as possible. The parameters are set to p B = 60, p s = 1/3 on this dataset. On the CAD-60 dataset, the recognition accuracy achieves highest when p B = 100, p s = 1/3.
F. EVALUATION OF COMPUTATION TIME
All the experiments are conducted on an Intel(R) Core(TM) i7-4790 CPU at 3.60 GHz with 16GB RAM, using Matlab R2016a. The computation time of the proposed method on each dataset is reported in Table 6 . On the Northwestern-UCLA dataset, the computation time of the proposed method is 284.64s, which includes 138.30s for training, 146.34s for testing. It takes an average of 0.32s to test a sample. For the MSRC-12 dataset, the total running time is 984.49s, consisting of 428.56s for training and 555.93s for testing. It takes an average of 1.89s to test a sample. On the CAD-60 dataset, the computation time is 188.97s, including 59.37s for training and 129.60s for testing. Testing a sample takes an average of 1.91s on this dataset. The training time is related to the average length of the video and the total number of videos in the training set, so the training time on the MSRC-12 dataset is the longest. The test time is primarily determined by the average length of the video, so the test time for one sample on the MSRC-12 dataset and the CAD-60 dataset is longer than the time on the Northwestern-UCLA dataset.
V. CONCLUSION AND FUTURE WORKS
In this paper, we proposed a skeleton-based action recognition algorithm with key-segment descriptor and temporal step matrix model. The skeleton sequence is automatically divided into skeleton segments according to the segmentation scheme. The skeleton segments consist of skeleton frames with little change in motion in a short period of time, which is treated as the action unit. Then the skeleton sequence can be presented as a sequence of key segments, which are the cluster centers of all the segments from the training sample.
The key-segment descriptor is proved to be more efficient than the key-pose descriptors because it can represent not only the spatial information of the skeleton, but also the movement information in a short time. Inspired by the bag-offeature method, the statistical-based feature of the segments is enough for action recognition on the repeated dataset. For the non-repeated dataset, the step matrix is proposed to code the temporal information of the segment sequence. The experimental result shows that the step matrix method introduces valid temporal information on the non-repeated dataset and the addition of temporal information brings a qualitative increase in the accuracy. Experiments on three challenging datasets demonstrate that the proposed method outperforms all the hand-craftd methods, and it also performs better than some classical deep learning-based methods. What's more, the proposed step matrix model can be used in the other sequential data recognition. In the future work, we hope to improve the existing method from two aspects: the design of the segmentation scheme and the extraction of segment features.
