Abstract This paper studies the nonhomogeneous quadratic programming problem over a second-order cone with linear equality constraints. When the feasible region is bounded, we show that an optimal solution of the problem can be found in polynomial time. When the feasible region is unbounded, a semidefinite programming (SDP) reformulation is constructed to find the optimal objective value of the original problem in polynomial time. In addition, we provide two sufficient conditions, under which, if the optimal objective value is finite, we show the optimal solution of SDP reformulation can be decomposed into the original space to generate an optimal solution of the original problem in polynomial time. Otherwise, a recession direction can be identified in polynomial time. Numerical examples are included to illustrate the effectiveness of the proposed approach.
Introduction
Consider the following nonhomogeneous quadratic optimization problem over a second-order cone with linear equality constraints (QP-SOC in short):
(QP-SOC)
where Q ∈ R n×n is a symmetric matrix which is not necessary to be positive semidefinite, c ∈ R n , A ∈ R m×n , b ∈ R m and L = {x ∈ R n | √ x T H x f T x} is a general second-order cone with H ∈ R n×n being a symmetric positive definite matrix and f ∈ R n (see [22] ).
The second-order cone is a special Bishop-Phelps cone, which has been proven to be useful in functional analysis and vector optimization [4, 9] . A class of cardinalityconstrained portfolio selection problems can also be reformulated as a second-order cone constrained quadratic optimization problem [7, 18] . Some studies of optimization problems over L can be found in [1] [2] [3] 6] . Recently, linear conic programming has received much attention for solving quadratic optimization problems [5] . Sturm and Zhang introduced cones of nonnegative quadratic functions and reformulated a nonconvex quadratic program as a linear conic program [21] . Guo et al. [12] construct a sequence of linear conic programs to solve quadratic optimization problems over one first-order cone. Tian et al. provided a computable representation of nonconvex homogeneous quadratic programming problems over a union of second-order cones using linear matrix inequalities (LMIs) [22] . Consequently, polynomial-time interior-point algorithms [15] become applicable for this type of problems. For a general nonhomogeneous quadratic programming problem over a second-order cone, Jin et al. [14] provided an exact computable representation based on LMIs. Although the optimal value of problem (QP-SOC) can be obtained in polynomial time [14] , there is no known polynomial-time algorithm in the literature to find the optimal solution of problem (QP-SOC) yet. Eichfelder and Povh studied reformulations of nonconvex quadratic programs over convex cones with linear equalities, the optimal solution of the original problem was not obtained either [9] . In particular, when the feasible region is unbounded, the optimal objective value may be infinite, or the optimal solution is unattainable even when the optimal objective value is finite. In this paper, we intend to address these issues for quadratic optimization problems over a second-order cone with linear equality constraints.
By incorporating the concept of recession cones [17] , we deal with the problem depending on the boundedness of its feasible region. For the bounded case, we construct a redundant constraint to bound the second-order cone such that the original problem can be transformed into a lower-dimensional problem with one convex quadratic constraint in addition to the linear equality constraints. An equivalent linear conic program is then derived. Since the cone of nonnegative quadratic functions over one convex quadratic constraint has an explicit representation and decomposition [21] , a polynomial-time algorithm applies for finding an optimal solution of the original problem. For the unbounded case, following the work of [10] and [14] , we present an equivalent semidefinite programming (SDP) reformulation to find the optimal objective value of the original problem in polynomial time. Under two sufficient conditions, if the optimal objective value is finite, we can obtain an optimal solution of the original problem in polynomial time by decomposing the solution of the SDP reformulation. Otherwise, we show a way to find in polynomial time a direction along which the objective value goes to minus infinity.
The rest of the paper is arranged as follows. Notations and preliminaries are presented in Sect. 2. In Sect. 3, we study the problem with a bounded feasible region. A polynomial-time algorithm is presented to find an optimal solution in this case. In Sect. 4, the problem with an unbounded feasible region is studied. A polynomial-time algorithm is presented. Under two sufficient conditions, the algorithm either finds an optimal solution, when the optimal objective value is finite, or finds a recession direction along which the objective value goes to minus infinity. Numerical examples are included to illustrate the proposed approaches in Sect. 5. Conclusion follows in Sect. 6.
Notations and Preliminaries
Some notations are adopted in this paper. Let R ++ be the set of positive real numbers, R n + the first orthant of R n and N + the set of positive integers. For a vector x ∈ R n , let x i denote the ith component and x i:j (1 i < j n) a subvector formed by the elements of x from
is the Hadamard product of a and b. S n denotes the set of all n × n real symmetric matrices and S n + the set of all n × n symmetric positive semidefinite matrices. For a matrix U ∈ S n , U 0 means U is positive semidefinite while U 0 means U is not positive semidefinite, and U 0 means U is positive definite. Diag(U ) denotes an n-dimensional vector whose ith element is the ith diagonal element of U and I n the n × n-dimensional identity matrix. For matrices A and B of the same size, denote A · B = trace(AB T ) = i j A ij B ij , where A ij and B ij denote the elements in the ith row and j th column of A and B, respectively. For a cone C, C * denotes its dual cone. For a set W ⊆ R n , cl(W ) stands for the closure of W and int(W ) the interior of W .
Properties of General Second-Order Cone
Several new properties of the general second-order cone are derived in this subsection. Notice that a cone is called a proper cone if and only if it is a pointed, closed and convex cone with a non-empty interior [3] . Then we have the following.
Lemma 2.1 If
Proof Since L can be seen as the intersection of x T (H − ff T )x 0 and f T x 0, we have H − ff T 0. Otherwise, H − ff T can be decomposed as B T B for some nonzero matrix B ∈ S n and L ⊆ {x ∈ R n | Bx = 0}, which contradicts the properness of L. Using Schur Lemma [3] , we have
Lemma 2.2 For a general second-order cone L with
Proof Set U = H 1 2 and y = Ux. L can then be rewritten as L = {y ∈ R n | y T y (U −1 f ) T y}. According to [19] , U −1 f can be orthogonally transformed into β = (0, · · · , 0, U −1 f 2 ) through the Householder transformation P = I −2ww T , where
Because the dual cone of this standard second-order
we have 
Corollary 2.1 L is a proper cone if and only if
Without loss of generality, in this paper, we always assume that L is a proper cone. Otherwise, we can discuss the problem in a lower-dimensional space.
Properties of Recession Cone
Definition 2.1 [17] Given a convex set C ⊆ R n and a direction d ∈ R n , we say that C recedes in the direction of d if and only if x + λd ∈ C for every λ 0 and x ∈ C. The set of all such vectors d, including d = 0, is called the recession cone of C, denoted as 0 + C.
It is easy to prove the following lemmas by the definition of recession cone.
where L is a second-order cone.
The recession cone has the following property: According to [17] , the boundedness of a closed and convex set can be fully decided by its recession cone.
Lemma 2.5 [17]
A non-empty, closed and convex set C ⊆ R n is bounded if and only if 0 + C = {0}.
Following [10] and [9] , define Feas(QP-SOC) := {x : x is feasible to problem (QP-SOC)}. We assume that Feas(QP-SOC) is non-empty, which can be easily verified by solving a second-order cone programming problem. By applying the concept of recession cone, the boundedness of Feas(QP-SOC) is discussed in the next subsection. Notice that when 0 + Feas(QP-SOC) = {0}, although the feasible region is bounded, the intersection of each linear equality constraint with L may be unbounded. However, we can construct a redundant linear equality constraint such that its intersection with L is a bounded set that contains Feas(QP-SOC).
Lemma 2.7 If
For any x ∈ L, it can be uniquely decomposed as x = x 1 + x 2 , where x 1 ∈ N (A) and x 2 ∈ R(A T ). Since 0 + Feas(QP-SOC) = {0}, i.e., L ∩ N (A) = {0}, we know x 2 = 0 if and only if
, we havex 1 = −x 2 ∈ L, which contradicts the fact that L is a pointed cone. In the lower-dimensional subspace R(A T ), denote the dual cone of L 2 as (L 2 ) * . According to the duality theory of a cone [3] , (L 2 ) * has relative interior points with respect to R(A T ). For each relative interior point z ∈ (L 2 ) * and any
Based on Lemma 2.7, when Feas(QP-SOC) is bounded, a redundant constraint
To obtain this redundant constraint, we need to find an interior α in the dual cone L * . This can be achieved by solving the following convex program:
. Notice that problem (CPP) is a second-order cone program with a linear objective, which can be solved in polynomial time [1] .
Corollary 2.2 Feas(QP-SOC) is bounded if and only if the optimal value of problem (CPP) is negative, i.e., V CPP < 0.
In the following section, we will develop a polynomial-time algorithm to solve problem (QP-SOC) when its feasible region is bounded.
Bounded Case
According to Lemma 2.7 and Corollary 2.2, when Feas(QP-SOC) is bounded, problem (QP-SOC) can be equivalently written as 
Since α = 0, without loss of generality, we may assume that
, then problem (QP-SOC1) can be reformulated as an equivalent quadratic program in the (n−1)-dimensional subspace.
Notice that there is a constant difference of Q 11 s 2 + 2c 1 s between the optimal objective values of V QP-SOC1 and V QP-SOC2 . DenoteF = {y ∈ R n−1 | y TH y + 2d T y +t 0}, then we have the next lemma.
Lemma 3.2 If Feas(QP-SOC) is bounded with a non-empty relative interior, thenF is bounded and has an interior point. Moreover,H 0 in problem (QP-SOC2).
Proof Since the feasible region F in problem (QP-SOC1) is non-empty and bounded with relative interior points,F , the projection of F into an (n − 1)-dimensional subspace, is bounded and has an interior point [11] . Suppose thatH has a negative eigenvalue λ 0 with y 0 being the corresponding eigenvector, then
which goes to minus infinity as β → ∞. This causes a contradiction to the boundedness of F . Hence we haveH 0.
Therefore, for problem (QP-SOC) with a bounded feasible region, we can obtain its optimal solution by solving problem (QP-SOC2). Here we first reformulate the problem into a linear conic program and then decompose the optimal solution in the matrix space to get an optimal solution of problem (QP-SOC2).
Definition 3.1 [21] Given a set W ⊆ R n , the cone of nonnegative quadratic functions over W is defined as
which is the closed convex cone generated by
Eichfelder and Povh proved that, for a closed and bounded set W , under some conditions, the quadratic optimization problem over W together with several linear equalities is equivalent to a linear conic program over the cone D * W in the sense that they have the same optimal value. The linear constraints can be transformed into LMIs in the conic program [10] . A more detailed discussion can be found in [14] . As a direct corollary of Lemma 8 in [14] , we have the next theorem.
Theorem 3.1 The optimal value V QP-SOC2 is equal to the optimal value of
Notice thatF is a convex quadratic constraint. According to [21] , D * F has explicit LMI representations and decompositions.
Lemma 3.3 shows that problem (LCoP1) is a linear conic program over the cone S n + with some LMIs, which can be solved in polynomial time. To decompose the optimal solution of problem (LCoP1) to the original Euclidean space for finding the optimal solutions of problem (QP-SOC2), we need the next result.
Lemma 3.4 [21, Proposition 3]
Let B ∈ S n and X ∈ S n + . Suppose that rank(X) = r, then B · X 0 if and only if there exists a rank-one decomposition of X such that
SinceF is closed, bounded and convex, by applying the polynomial-time Procedure 1 of [21] , the optimal solution
where
Moreover, we can derive from the arguments of [10] that if we can decompose the solution of the linear conic program in the matrix space to the original Euclidean space, the linear constraints are satisfied automatically. The result is stated as follows:
Theorem 3.2 For the optimal solution
1 y T y Y of problem (LCoP1), if 1 y T y Y = p i=1 λ i 1 y i 1 y i T with λ i 0, y i ∈F , thenÃy i =b, i = 1, · · · ,
p, and each y i
is an optimal solution of problem (QP-SOC2).
Proof If
T is the optimal solution of problem (LCoP1), the constraints of problem (LCoP1) imply that
It follows that
Hence we have
Since y i is feasible to problem (QP-SOC2), we have
where the last equality follows from Theorem 3.1. Therefore,
Based on the results obtained in this section, we can design a polynomial-time algorithm to solve problem (QP-SOC) with a bounded feasible region. Step 4 For each
as the optimal solutions of problem (QP-SOC).
Since each step in the proposed algorithm can be completed in polynomial time, we can solve problem (QP-SOC) in polynomial time when the feasible region is bounded. Because each y i is an optimal solution to problem (QP-SOC2) according to Theorem 3.2, the corresponding x i in Step 4, i = 1, · · · , p, is an optimal solution of problem (QP-SOC).
Unbounded Case
In this section, we study problem (QP-SOC) when its feasible region is unbounded. We will treat its optimal objective value and optimal solution separately. In Sect. 4.1, problem (QP-SOC) is reformulated into an SDP problem. Then the optimal objective value of problem (QP-SOC) can be obtained in polynomial time by solving the equivalent SDP reformulation. In Sect. 4.2, two sufficient conditions are derived for decomposing the optimal solution of SDP reformulation into the original space. Under these two conditions, in Sect. 4.3, an optimal solution of problem (QP-SOC) can be found in polynomial time if the optimal objective value is finite. Otherwise, as shown in Sect. 4.4, a recession direction can be found in polynomial time along which the objective value goes to minus infinity. A polynomial-time algorithm is then proposed to solve problem (QP-SOC) with an unbounded feasible region in Sect. 4.5.
Optimal Objective Value
A polynomial-time algorithm is shown here to obtain the optimal objective value of problem (QP-SOC) using the SDP techniques. Similar to the discussion of Theorem 3.1, problem (QP-SOC) is equivalent to the following linear conic program:
Our goal is to solve problem (LCoP2) and decompose the optimal solution properly. Recently, Jin et al. [14] provided an LMI representation of the cone of nonnegative quadratic functions over a non-empty set {(x, y) ∈ R n 1 × R n 2 | x 2 a 1 + a T 2 x + a T 3 y} with a 1 ∈ R, a 2 ∈ R n 1 and a 3 ∈ R n 2 . Similarly, we can derive an LMI representation of D * L as follows:
Problem (QP-SOC) can then be represented as the following equivalent semidefinite program:
Consequently, the optimal value of problem (QP-SOC) can be computed in polynomial time using interior-point algorithms [15] . The optimal solution of problem (QP-SOC) is discussed in the next three subsections.
By Definition 3.1, D * L is the closed and convex cone generated by {X =
Feas(SP) = Z : Z is feasible to (SP) . (4.2)
Eichfelder and Povh [9] provided a theoretical proof for the existence of the decomposition form for any Z ∈ Feas(SP):
Lemma 4.1 [9] For each feasible point Z ∈ Feas(SP),
For simplicity, we call the vectors x i , i = 1, · · · , p, and d j , j = 1, · · · , q, as the decomposition vectors. However, Lemma 4.1 is a theoretical proof and only states the existence of a decomposition for Z ∈ Feas(SP). It remains to be a problem of how to find the decomposition vectors. We will provide a polynomial-time constructive proof to obtain the decomposition of any Z ∈ Feas(SP) under some proper conditions to generate an optimal solution or a recession direction of problem (QP-SOC).
Sufficient Conditions for Obtaining Decomposition Vectors in Polynomial Time
Notice that the optimal solution x of problem (SP) is a feasible solution to problem (QP-SOC). If √ x T H x = f T x, then x is a boundary point of L and the direction along x is an extreme ray of L. If √ x T H x < f T x, then x is an interior point of L, and x can be represented as the convex combination of two boundary points as shown in the next lemma.
Lemma 4.2 Let x be feasible to problem (QP-SOC
Proof We only need to prove v 1 and v 2 are boundary points of L. Based on the selection of d,
Since H is positive definite and 
Therefore, for any feasible solution x of problem (QP-SOC), we can always find two boundary points to represent it.
Based on Lemma 4.2, we have the first sufficient condition as shown in the next theorem under which the decomposition vectors can be obtained in polynomial time. 
where 
According to Lemma 3.4, there exists a rank-one decomposition forX such thatX
We now need to prove that Ax i = b and Ad j = 0. According to the constraints of problem (SP), for each row vector α k of A, we have
Consequently, according to Cauchy-Schwarz inequality,
holds if and only if
We would like to find an optimal solution from this decomposition. Otherwise, a recession direction along which the objective value decreases to minus infinity is pursued. These two issues are addressed in the next two subsections, respectively.
Optimal Solution When
V SP > −∞ Theorem 4.3 If V SP is finite with an attainable optimal solutionZ = p i=1 γ i 1 x i × 1 x i T + q j =1 β j 0 d j 0 d j T , then (d j ) T Qd j = 0 for j = 1, · · · , q, andx i , i = 1, · · · , p, are
optimal solutions of problem (QP-SOC).
Proof On one hand, if there exists a k ∈ {1, · · · , q} such that 
T ∈ Feas(SP) for any λ > 0 with the objective value going to −∞ as λ → +∞. This contradicts the finiteness of the objective optimal value. Therefore, (d j ) T Qd j = 0 for j = 1, · · · , q. Moreover,
Therefore,
, are feasible to problem (QP-SOC), they are optimal solutions of problem (QP-SOC).
Notice that problem (SP) is a linear conic program and the cone involved is nonpolyhedral. Unlike the polyhedral cone, if V SP is finite, the optimal solution may not be attainable [13, 16] . However, the optimal value can be approximated by a sequence of linear conic programs with bounded feasible regions. Specifically, we can construct the following problem:
where μ > 0 is sufficiently large such that |V SP μ − V SP | < for a given > 0. If the optimal solution of problem (SP μ ) can be decomposed according to Theorem 4.1 or 4.2, then we can obtain an approximate solution of problem (QP-SOC). Examples are given in Sect. 5.
Recession Direction When V SP = −∞
When V SP is infinite, we first consider the following problem:
where K > 0 is a given constant to make the problem bounded. Then we have the next result. For any feasible solution x ∈ Feas(QP-SOC),
Since (d * ) T Qd * < 0, the objective value at x + λd * will go to −∞ as λ → ∞.
Theorem 4.4 provides a sufficient condition to find the direction along which the objective value of problem (QP-SOC) goes to −∞. Notice that problem (QP-SOC ∞ ) is a quadratic programming problem and we only need to verify the sign of its optimal objective value. Similar to the detection of a copositive matrix [8] and the derivations of problem (SP μ ), the sign of the optimal objective value of problem (QP-SOC ∞ ) is the same as the following semidefinite programming problem [23] :
( If the decomposition vectors cannot be obtained, return that the optimal objective value is V SP while the optimal solution is not found.
Step 3 
to Theorem 4.1 or 4.2 and (d k ) T Qd k < 0 for some 1 k q, then return that V QP-SOC → −∞ alongd k . Otherwise, return that the optimal solution of problem is −∞ while the recession direction is not found.
Numerical Examples
In this section, numerical examples are presented to illustrate the proposed approach. All examples were computed on a personal computer with 2.26 GHz Intel Core 2 Duo CPU, 2 Gb of RAM, using Matlab R2012a-based SeDuMi solver [20] with a feasibility/optimality tolerance of 10 −4 . The optimal value of problem (CPP) is V CPP = −1 < 0. By Corollary 2.2, the feasible region of this problem is bounded and we can use Algorithm 1 to solve 
is not a rank-one matrix and further decomposition is needed. Since the general method for rank-one decomposition is not fully explored, it is nontrivial job to obtain the optimal solution of the original problem. In contrast, the proposed algorithm in this paper can fully solve this problem in polynomial time. 
Since ±A T / ∈ L * , the feasible region of this problem is unbounded and it is easy to verify that (0, 0, −1, 1) T is a recession direction. By applying Algorithm 2, the optimal solution of problem (SP) is unattainable but an approximate optimal objective value V SP μ = −1.000 0 can be obtained by solving problem (SP μ ) with μ = 1 500 and the optimal solution is 
Note that x is feasible to problem (QP-SOC) but Z is not a rank-one matrix. Therefore, the optimal solution of problem (QP-SOC) cannot be obtained directly. However, x is a boundary point of L, and the solution Z satisfies the conditions in Theorem 4.1. Then Z can be decomposed as 2 ) T with α < 0 and |α| being arbitrarily large, which is unattainable and the optimal value is −1 [13] . However, when μ is sufficiently large in problem (SP μ ), we can obtain an approximate solution. Since we can obtain the decomposition for the optimal solution of problem (SP μ ), the decomposition vector x is a good approximation to the optimal solution of problem (QP-SOC) in the sense that there is only a small difference between their objective values. Since ±A T / ∈ L * , the feasible region of this problem is unbounded and (−2.548 6, −0.020 0, 8.278 8, 4.840 8) T is a recession direction. The optimal value is also unbounded by solving problem (SP). In this case, problem (SP ∞ ) is constructed to find the direction along which the optimal value goes to minus infinity. By solving problem (SP ∞ ) with K = 1 000, the optimal value is V SP ∞ = −1 519.5. Hence, the optimal value goes to minus infinity along a direction based on Theorem 4.4. The optimal solution is The three examples show that the proposed approach can effectively solve problem (QP-SOC).
Conclusion
In this paper, we have studied the nonhomogeneous quadratic programming problem over a second-order cone with linear equality constraints. We dealt with the problem depending on the boundedness of the feasible region. When the feasible region is bounded, the problem is reformulated as a linear conic program on the cone of nonnegative quadratic functions over a convex quadratic constraint, which can then be solved in polynomial time to obtain an optimal solution of the original problem. When the feasible region is unbounded, the problem is reformulated as an SDP problem and the optimal objective value of the original problem can be obtained in polynomial time. Two sufficient conditions are derived, under which, if the optimal objective value is finite, an optimal solution of the original problem can be obtained by decomposing the optimal solution of the SDP problem into the original feasible region in polynomial time. Otherwise, a recession direction along which the optimal objective value goes to minus infinity can be found in polynomial time. Numerical examples are included to illustrate the effectiveness of the proposed algorithms. The results obtained in this paper may motivate the study of quadratic optimization problems over a more general cone in the future.
