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employing the OTT, RTT and MO-RTT is then evaluated and
compared with each other. Furthermore, the performance of
the RS coded SFH/SS systems is investigated both with and
withoutperfectside-informationconcerningthePBGIinflicted.
The remainder of this paper is organized as follows. In the
next section, previous work concerning the SFH/SS system
using MFSK modulation in the presence of PBGI is reviewed,
and the required statistics of the -ary decision variables are
derived over the flat Nakagami- fading channels considered.
Section III investigates the symbol and bit error probabilities of
the uncoded MFSK-based SFH/SS system over Nakagami-
fading channels. In Section IV we derive the associated PDFs
of the OTT, RTT and MO-RTT erasure insertion schemes, and
provide the necessary expressions for computing the code-
word decoding error probability using “errors-and-erasures”
decoding. Our numerical results are provided in Section V, and
finally in Section VI we present our conclusions.
II. SYSTEM OVERVIEW AND STATISTICS OF THE
DECISION VARIABLES
The system under consideration was described in [3], [9],
[19], and the reader might like to consult these references for
theirdescription.InthesystemconsideredSFH/SSusingMFSK
modulation,noncoherentdemodulationbasedonsquare-lawde-
tection, and an extended ) code over GF( ) are em-
ployed. We assume that , so that each -bit
RS code symbol describes an -ary MFSK symbol. Further-
more, we assume that the RS code symbols are interleaved in
the transmitter, in order to randomize the bursts of symbol er-
rors. When using SFH spreading and MFSK modulation, the
transmitted signal can be expressed as
(1)
where is the transmitted symbol’s power without FEC,
is the coding rate, and are unit pulses of dura-
tion and , respectively, while and are the FH dwell
interval and MFSK symbol duration, respectively. We assume
that MFSK/RS symbols are transmitted in each FH dwell in-
terval, i.e., . Furthermore, in (1) is the hopping
frequency during the th hopping interval, is the th tone
frequency associated with the th transmitted MFSK/RS data
symbol. Finally, and are random phases during the th
FH interval and the th symbol interval.
The FH patterns are modeled as sequences of independent
random variables, each of which is uniformly distributed
over the set of legitimate FH frequencies. For each FH tone,
the channel is modeled as a frequency nonselective fading
process obeying Nakagami- distribution [20]–[23]. However,
different FH tones encounter independent fading. Furthermore,
the communication channel is assumed to be contaminated by
both PBGI [19] and additive white Gaussian noise (AWGN).
The PBGI occupies a fraction of the band, and the power
spectral density of this contaminating source is . The
AWGN is included in the analysis for modeling the receiver’s
thermal noise, and it has a uniform spectral density of .
Thus, in the portion of the frequency band contaminated by
PBGI, the total two-sided power spectral density of the noise
is . In the remainder of the band, the
total noise power spectral density is . Based
on the above assumptions, the received signal at the
input of the energy detector—given that the first of the -ary
MFSK signals is transmitted during the interval —can
be expressed as
(2)
where we assumed that the phases due to channel delay, FH
and data modulation are absorbed by , which is uniformly
distributed over , represents the AWGN and
represents the PBGI. In (2) is an amplitude fading parameter,
which obeys Nakagami- distribution having thePDF given
by[20]
(3)
where is the gamma function [24], and
is the Nakagami- fading parameter, which characterizes the
severity of the fading. For a more detailed discourse concerning
the Nakagami- distribution readers are referred to [20].
The demodulator consists of a bank of parallel non-
coherent square-law detectors [9], [19]. The detectors are
followed by a decision device that employs a threshold test.
The decision whether to erase or not is made independently
for each MFSK/RS symbol. For those MFSK/RS symbols not
erased, standard hard-decision demodulation is employed. The
decision device is followed by an -ary symbol deinterleaver
and a decoder that employs “errors-and-erasures” RS decoding.
Let be the outputs of the noncoherent
square-law detectors, which are assumed to be independent
random variables. Then, it can be shown that, if the first of the
-ary MFSK/RS symbols is transmitted, the corresponding
energy detector’s output obeys the noncentral chi-square
distributionwithtwodegreesof freedom,whichisgivenby [24]
(4)
where is the modified Bessel function of the first kind of
order zero, is the noncentral parameter, which can be derived
as
(5)
while , where or
depending on whether the FH tone is interfered by the PBGI.
We assume that are independent identically distributed916 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 50, NO. 6, JUNE 2002
(i.i.d.) variables. Then, the energy detector’s output for
obeys the exponential distribution with its
PDF given by
(6)
where is the same as that in (4).







resents the transmitted energy per symbol without FEC,
represents the number of bits per MFSK/RS symbol,
and finally, we have with a probability of ,
while holds with a probability of .
Since is a random variable obeying the Nakagami- dis-
tribution of (3), with the aid of (3) it can be shown that the PDF
of defined in Eq. (9) can be expressed as
(10)
After removing the conditioning on in of (7) by av-
eraging it overthe validrange of , which obeysthe distribution
of (10), the unconditional PDF of for transmission over the
flat Nakagami- fading channel can be expressed as1
(11)
where is the confluent hyper-geometric function [25],
which is defined as
where , . Above
we have given an overview of the SFH/SS systems considered,
derivedthestatisticsofthedecisionvariablesinputtotheMFSK
demodulator [9] over flat Nakagami- fading channels. With
the aid of these PDFs the average error probabilities can now be
derived for the SFH/SS systems considered without FEC.
1Since (￿n) =0 ,i fn is a positive integer, then F (￿n;b;x) is the







III. ERROR PERFORMANCE WITHOUT FEC CODING
Let and represent the hypotheses of correct decisions
and erroneous decisions concerning an -ary symbol in the
MFSK demodulator using hard-detection. Let and
be the average correct and erroneous symbol prob-




where represents the number of bits per -ary symbol, i.e.,
.
Remembering that the first -ary symbol is transmitted,
then, for a given value of , the average erroneous symbol




Upon substituting them into the above equation and using the
binomial expansion [24], it can be shown that
(14)
For a Rayleigh fading channel associated with in (3),
we have and for . In this
case (14) can be simplified to
(15)
which represents the average erroneous symbol probability of
-ary orthogonal signaling given in [24, (14-4-47)] over flat
Rayleigh fading channels.
Above we have derived the average erroneous symbol prob-
ability conditioned on a given value of , as shown in (14).
Since the fraction of the band is jammed, the average erro-
neous symbol probability and BER considering both AWGN
alone and AWGN plus PBGI can be written as
(16)
(17)
where and represent the average
erroneous symbol probabilities, given that the corresponding
FH tone is free from or is jammed by the PBGI. and
can be computed according to (14) by em-
ploying and ,
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Fig. 1. The PDFs of Y = maxf￿g under the hypotheses of H and H using
M =6 4 , average SINR per bit of E =N =5dB and Nakagami fading
parameters of m =1 ;2;10;1000 over flat Nakagami-m fading channels.
(27)
The properties of the proposed OTT, Viterbi’s RTT as well
as MO-RTT can be studied with the aid of their corresponding
PDFs and for the OTT shown in Fig. 1,
and for the RTT shown in Fig. 2, while
the joint 2D PDFs of and for the
MO-RTT seen in Fig. 3 for a range of parameters, which are
summarized in the figures. In the context of the OTT of Fig. 1,
we observe that is mainly distributed over a normal-
ized demodulator output range associated with relatively high
values of , while is spread over a range having
relatively low values of . Consequently, we can argue that the
demodulatedsymbolshavingrelativelylowvaluesof areless
reliable than those having relatively high values of . Let
bea thresholdassociatedwithmakingan erasuredecisionbased
on the OTT. Then, if , the associated demodulated
symbol should be erased. Otherwise, if , the demod-
ulator outputs a RS code symbol. In the context of the RTT of
Fig.2,weobservethat ismainlyspreadovertherange
Fig. 2. The PDFs of ￿ = Y =Y under the hypotheses of H and H using
M =3 2 , an average SINR per bit of E =N =5dB and Nakagami fading
parameters of m =1 ;2;10;1000.
Fig. 3. The joint 2D PDFs of f (y;rjH ) and f (y;rjH ) using
parameters of M =6 4 ;m=1 0and an average SINR per bit of E =N =5
dB over flat Nakagami-m fading channels.
having relatively low values of , while is mainly dis-
tributedovertherangehavingrelativelyhighvaluesof .There-
fore, thedemodulated symbols havinga relativelylow ratio of
are more reliable, than those having relatively high values of .
Consequently, a pre-set threshold can be invoked, in order
to erase these low-reliability symbols associated with a ratio of
. Finally, in the context of the joint MO-RTT having
PDFs of Fig. 3, we observe that for the given parameters the
peak of the distribution is located at a relatively
high value of or a relatively low value of , while the peak
of the distribution is located at a relatively low
value of and a relatively high value of . The above observa-
tions in turn imply that is mainly spread over the
rangehavingrelativelyhighvaluesof orrelativelylowvalues
of , while is mainly distributed over the range
having relatively low values of and relatively high values of
. Therefore, if a demodulated symbol has a maximum output920 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 50, NO. 6, JUNE 2002
(39)
In (34)–(39), is the fraction of the band that the PBGI
contaminates, , are the corresponding
symbolerasureprobabilityandrandomsymbolerrorprobability
associated with absence of PBGI, while ,
arethecorrespondingsymbolerasureprob-
ability and random symbol error probability associated with
presenceofPBGI.Furthermore,weemphasizethatiftheknowl-
edge of PBGI is unavailable at the receiver, in (34)–(39), the
thresholdsof and , and shouldbesettobeequal,
i.e., , , and then optimized, since the re-
ceiver is unaware, whether the received symbol is interfered.
Finally, based on the symbol erasure probability and random
symbol error probability, if we assume that the symbol errors
and symbol erasures within a RS codeword are independent
duetousingperfectsymbol-basedchannelinterleaving,thenthe
codeworddecodingerrorprobabilityafter“errors-and-erasures”
RS( ) decoding can be expressed as [14]:
(40)
where , while and
represent the symbol erasure probability and random symbol
error probability before RS decoding, respectively, which are
given by (34) and (35) for the OTT, (36) and (37) for the RTT,
and (38) and (39) for the MO-RTT.
Above we haveanalyzed the codeword decoding error proba-
bility associated with the OTT, RTT and MO-RTT by using “er-
rors-and-erasures” decoding. Let us now evaluate the system’s
performance for a range of parameters.
V. PERFORMANCE RESULTS
In this section the performance of the RS coded MFSK based
SFH/SS system using “errors-and-erasures” decoding associ-
ated with the OTT, RTT or MO-RTT erasure insertion scheme
is evaluated and compared for a range of parameters.
In Figs. 4 and 5 we investigated the influence of the PBGI
duty factor, , on the average BER performance of an uncoded
MFSK based SFH/SS system over Nakagami- fading chan-
nels for fading factors of 1, 2, 3, 4, 5, 10 and 100. The
parameters of Fig. 4 were , signal to noise ratio (SNR)
per bit of dB and SIR per bit of
dB. The parameters in Fig. 5 were the same as in Fig. 4, ex-
cept for dB. From the results of Figs. 4 and 5 we
observe that for each curve associated with a fading factor of
, there exists a PBGI duty factor, , which results in the
highest BER. By contrast, for the Rayleigh fading channel cor-
responding to , the maximum BER is observed, when
, which implies that spreading the PBGI power over the
whole band used results in the worst possible BER.
Figs. 6 and 7 show the codeword decoding error proba-
bility of (40) associated with (38) and (39) over the Rayleigh
fading channel having (Fig. 6) and Nakagami-
fading channel having (Fig. 7) using the proposed
Fig.4. AverageBERversus PBGIduty factor,￿,performance fortheuncoded
MSFK based SFH/SS system computed from (17) with the aid of (14) and (16).
Fig.5. AverageBERversus PBGIduty factor,￿,performance fortheuncoded
MSFK based SFH/SS system computed from (17) with the aid of (14) and (16).
Fig. 6. Codeword decoding error probability versus the amplitude threshold,
Y and the ratio threshold, ￿ for the RS(32, 20) FEC code using
“errors-and-erasures” decoding based on the MO-RTT erasure insertion
scheme over Rayleigh fading channels (m = 1). The results were evaluated
from (40) with the aid of (38) and (39).YANG AND HANZO: LOW COMPLEXITY ERASURE INSERTION IN RS-CODED SFH SPREAD-SPECTRUM COMMUNICATIONS 921
Fig. 7. Codeword decoding error probability versus the amplitude threshold,
Y and the ratio threshold, ￿ for the RS(32, 20) FEC code using
“errors-and-erasures” decoding based on the MO-RTT erasure insertion
scheme over Nakagami-m fading channels for m = 2. The results were
evaluated from (40) with the aid of (38) and (39).
joint MO-RTT. The RS(32, 20) code over the Galois Field
GF(32) corresponding to 5-bit symbols was used
and “errors-and-erasures” decoding based on the proposed
MO-RTT insertion scheme was employed. From the results
we observe that there exists an optimum threshold value of
or , for which the “errors-and-erasures” decoding achieves
the minimum codeword decoding error probability. This ob-
servation in turn implies that for given values of , SNR per
bit of , SIR per bit of as well as for a given RS
code, there exist optimum thresholds of and , for which
the “errors-and-erasures” decoding using the joint MO-RTT
erasure insertion scheme achieves the minimum codeword
decoding error probability. This minimum codeword decoding
error probability is lower, than that associated with using the
RTT alone or the OTT alone. Note that the point corresponding
to and represents the codeword decoding
error probability using “error-correction-only” decoding, i.e.,
no erasure insertion at all. Therefore, we can observe that
for both cases considered, the “errors-and-erasures” decoding
outperforms the “error-correction-only” decoding, if the ap-
propriate thresholds are invoked. However, if the threshold
is too high and simultaneously the threshold is too low,
too many erasures will be activated, potentially erasing correct
demodulated symbols. Consequently, the codeword decoding
error probability using “errors-and-erasures” decoding might
be higher, than that using “error-correction-only” decoding.
Since the optimum thresholds invoked in the OTT, RTT as
well as MO-RTT can be derived numerically for a given range
of parameters, in our further investigations we assumed that
the optimum threshold was employed, whenever “errors-and-
erasures” decoding was used. In Figs. 8 and 9 we evaluated
the codeword decoding error probability of a RS(32, 20) coded
Fig. 8. Codeword decoding error probability versus SIR per bit for RS(32,
20) “erasures-and-erasures” decoding using the OTT, RTT and joint MO-RTT
erasure insertion schemes. The results were computed from (40) with the aid of
(34) and (35) for the OTT, using (36) and (37) for the RTT, and (38) and (39)
for the MO-RTT, respectively.
Fig. 9. Codeword decoding error probability versus SIR per bit for RS(32,
20) “erasures-and-erasures” decoding using the OTT, RTT and joint MO-RTT
erasure insertion schemes. The results were computed from (40) with the aid of
(34) and (35) for the OTT, using (36) and (37) for the RTT, and (38) and (39)
for the MO-RTT, respectively.
MFSK based SFH/SS system employing the OTT, RTT and
MO-RTT erasure insertion schemes over Nakagami- fading
channels having different fading parameters. The results were
computed from (40) associated with (34) and (35) for the OTT,
(36) and (37) for the RTT, and (38) and (39) for the MO-RTT
erasure insertion schemes, respectively. The different parame-
ters used when generating these two figures were
dB, associated with Fig. 8, while dB,
were employed in Fig. 9. From the results of Fig. 8
we observe that, when or when the SIR ex-
pressed as is sufficiently low, both the proposed OTT
and MO-RTT erasure schemes outperform the RTT erasure in-
sertionscheme.However,whenthechannelfadingisnotsevere,
characterized for example by the fading parameter of ,
we observe that the RTT outperforms the OTT, provided that
the SIR is sufficiently high, for example,SIR 9 dB. Similarly,
from the results of Fig. 9 we observe that when or
when the SIR expressed as is sufficiently low, both the
OTT and MO-RTT erasure schemes outperform the RTT. How-
ever, when and when the SIR is sufficiently high,
we observe that the RTT outperforms the OTT. Furthermore,922 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 50, NO. 6, JUNE 2002
Fig. 10. Codeword decoding error probability versus SIR per bit for RS(32,
20) “erasures-and-erasures” decoding using the OTT erasure insertion scheme,
with and without perfect PBGI side-information. The results were computed
from (40) with the aid of (34) and (35).
from the results of Figs. 8 and 9, as predicted, the MO-RTT
erasure scheme outperforms both the RTT and the OTT era-
sure insertion schemes, provided that all the erasure insertion
schemes are operated at the optimum decision thresholds. From
the results we can also observe that, when the channel quality
is relatively poor (characterized for example by ), the
codeword decoding error probability of the OTT and MO-RTT
becomessimilar.Bycontrast,whenthechannelqualitybecomes
better(forexampleinconjunctionwith inFig.9),the
codeword decoding error probability of the RTT and MO-RTT
becomes similar.
As we discussed previously in Section IV, when the receiver
does not have any PBGI side-information, a single optimum
thresholdexists.However,ifthePBGIside-informationisavail-
able at the receiver, two optimum thresholds can be derived,
in order to further enhance the RS “errors-and-erasures” de-
coding performance. Hence, as an example, in Fig. 10 we eval-
uated the codeword decoding error probability of a RS coded
MFSK based SFH/SS system using the OTT erasure insertion
scheme, when the PBGI side-information was unavailable at
the receiver, or the receiver employed perfect PBGI side-in-
formation. Fig. 11 shows the optimum thresholds invoked in
Fig. 10 for achieving the minimumpossible codeword decoding
error probability. From the results of Fig. 10 we observe that
when the SIR per bit is lower than 9 dB, the codeword decoding
error probability of the receiver benefiting from perfect PBGI
side-informationandassociatedwithtwooptimumthresholdsis
lowerthanthatwithoutside-informationandusingoneoptimum
threshold. However, when increasing the SIR per bit value, the
codeword decoding error probability of the receiver using per-
fect PBGI side-information or that without PBGI side-informa-
tion converges to the same value. The results of Fig. 11 show
that when the SIR per bit is low, the optimum threshold corre-
sponding to the symbols contaminated by PBGI is highly sensi-
tive to the change of the SIR per bit value. By contrast, the op-
timumthresholdcorrespondingtotheuninterferedsymbols,and
the optimum threshold of the receiver having no PBGI side-in-
formation is relatively stable. However, when the SIR per bit
Fig. 11. Optimum thresholds invoked in the OTT for achieving the codeword
decoding error probability versus SIR per bit performance shown in Fig. 10.
valueissufficientlyhigh,alltheoptimumthresholdsconvergeto
the relatively less sensitivevalues and vary overa limited range.
VI. CONCLUSIONS
In summary, we have proposed two novel erasure insertion
schemes based on the OTT and MO-RTT, which have a similar
complexity to the RTT, for RS coded SFH/SS communications
using MFSK modulation. The exact PDFs of the decision
variables in terms of the OTT, RTT and MO-RTT have been
derived, when the channel is modeled as flat Nakagami-
fading in the presence of AWGN and PBGI, under the hy-
potheses that the -ary demodulated symbol is correct ( )
and incorrect ( ). With the aid of these PDFs, we gained an
insight into the basic characteristics of the OTT, Viterbi’s RTT
as well as the MO-RTT, and determined the optimum decision
thresholds for these erasure insertion schemes, in order to
achieve the minimum codeword decoding error probability
using “errors-and-erasures” RS decoding for a range of param-
eters over Nakagami- fading channels. The performance of
RS coded SFH/SS systems using the OTT, RTT or MO-RTT
based “errors-and-erasures” RS decoding has been investigated
and compared over Nakagami- fading channels, when non-
coherent MFSK demodulation is considered. The numerical
results suggest that when using “errors-and-erasures” decoding,
RS codes of a given code rate can achieve a significantly higher
coding gain, than without erasure information, provided that
appropriate thresholds are invoked. Assuming that all schemes
are operated at the optimum decision thresholds, we found
that the OTT outperformed the RTT, when the channel fading
was severe. However, the situation was reversed and the RTT
outperformed the OTT, when the channel fading was moderate
and the SIR was sufficiently high. Finally, the MO-RTT
outperformed both the OTT and the RTT, regardless of the
severity of the fading and the SIR experienced. Furthermore,
the numerical results suggest that if explicit PBGI side-in-
formation is available at the receiver and if the interference
power is high, two optimum thresholds—where one threshold
is matched to the AWGN only and the other is matched to