Introduction
All graphs in this talk are simple graphs, namely, finite graphs without loops or parallel edges. Let G be a graph, and let V (G) and E(G) denote the vertex set and the edge set of G, The standard Laplacian L := L(G) = (L ij ) of a graph G of order n is the n × n matrix L defined as follows: However, as pointed out by Fan Chung, Spectral Graph Theory 1997, the eigenvalues of normalized Laplacians are in a "normalized" form, and the spectra of normalized Laplacians relate well to other graph invariants for general graphs in a way that the other two definitions fail to do. The advantages of this definition are perhaps due to the fact that it is consistent with the eigenvalues in spectral geometry and in stochastic processes.
Many results known for the Laplacians of regular graphs can be generalized to all graphs.
Observe that
where S is the matrix whose rows are indexed by the vertices and whose columns are indexed by the edges of G such that each column corresponding to an edge e = v i v j has an entry 1/ d v i in the row corresponding to v i , and an entry −1/ d v j in the row corresponding to v j , and has zero entries elsewhere.
Hence, all eigenvalues of L are real and non-negative. Let
1. λ n = 0.
2. i λ i ≤ n with equality holding iff G has no isolated vertices.
3. For n ≥ 2, λ n−1 ≤ n n−1 with equality holding iff G is the complete graph on n vertices. Also, for a graph G without isolated vertices, we have λ 1 ≥ n n−1 . 4. For a graph which is not a complete graph, we have λ n−1 ≤ 1.
5. If G is connected, then λ n−1 > 0. If λ n−i+1 = 0 and λ n−i = 0, then G has exactly i connected components.
6. For all i ≤ n, we have λ i ≤ 2, with λ 1 = 2 iff a connected component of G is a nontrivial bipartite graph. Theorem 1.2 1. For the complete graph K n on n vertices, the eigenvalues are 0 and n/(n − 1) (with multiplicity n − 1).
2. For the complete bipartite graph K m,n on m+n vertices, the eigenvalues are 0, 1 (with multiplicity m + n − 2), and 2.
3. For the star S n on n vertices, the eigenvalues are 0, 1 (with multiplicity n − 2), and 2. Theorem 2.1 (Cauchy's interlacing theorem) Let A be a real n × n symmetric matrix and B be an (n − 1)
are the eigenvalues of A and B, respectively, then
Let G be a graph of order n and let Theorem 2.2 Let G be a graph and H = G − e, where e is an edge of G. If
are the eigenvalues of L(G) and L(H), respectively, then 2
Since the trace of L is n, when there are no isolated vertices, it is impossible to have an exactly parallel result to Theorem 2.2 for L.
Theorem 2.3 Let G be a graph and let H = G − e, where e is an edge of G. If
are the eigenvalues of L(G) and L(H), respectively, then
where λ 0 = 2 and λ n+1 = 0.
Corollary 2.4 Let G be a graph and let H be a spanning subgraph of G such that
with the convention of
edges away from complete, then n/(n − 1) is an eigenvalue of L(G) with multiplicity at least n − 2t − 1.
Corollary 2.6 If G is a graph on m + n vertices and the edge set E(G) can be obtained from K m,n by deleting at most t-edges, then 1 is an eigenvalue of L(G) with multiplicity at least m + n − 2(t + 1).
Let G be a graph and x ∈ V (G). The neighborhood of x is N (x) = {y : xy ∈ E(G)}. Theorem 2.8 (Courant-Fischer) For a real, symmetric n × n matrix A with eigenvalues
we have
, . . . , g
, g (2) , . . . , g
Lemma 2.9 Suppose that for real a, b and γ
The final inequality is clearly true when
Lemma 2.10 Let G be a graph on n vertices, let L = L(G)
be the standard Laplacian of G, and let f = (f 1 , . . . , f n )
T be a column vector in R n . Then,
where i∼j runs over all unordered pairs {i, j} for which v i and v j are adjacent.
Proof. Lemma 2.10 directly follows from the definition of L. 2
We adapt the Courant-Fischer theorem to the Laplacian using harmonic eigenfunctions. Recall that
We assume that T 1/2 is invertible, that is, there are no vertices of degree zero.
For vectors g and g (j) define the vectors
Note that
if and only if
Applying the Courant-Fischer theorem to get the eigenvalues
, . . . , g is equivalent to maximizing over vectors g (k) . The final line depends on Lemma 2.10. The vector f can be viewed as a function f (v) on the set of vertices that maps v j to f j . The function f (v) is a harmonic eigenfunction.
The other half of the Courant-Fischer theorem gives
Without loss of generality, we assume that an edge between the particular vertices v 1 and v 2 is removed and consider the and
Also, since v 1 and v 2 are no longer adjacent, the sum no longer includes the pair {1, 2} so that
Note that the sum i∼j still runs over vertices that are adjacent in the original graph; in applying the theorem to the modified graph we explicitly subtract out (f 1 − f 2 ) 2 instead of modifying the index set of the sum.
The vectors e 1 and e 2 are the standard basis vectors. In line four we have used Lemma 2.9, which is applicable with γ 2 = 2f 2 1 because of the inequality
In a similar manner the second half of the Courant-Fischer theorem gives a lower bound on θ k .
θ n . This follows immediately from bounds that hold for all eigenvalues of a normalized Laplacian: 0 ≤ θ k ≤ 2.
We have assumed throughout that T is invertible (i.e., there is no vertex of degree zero). However, this is not restrictive; the inequality holds in general. If d(v) = 0 for m vertices then the normalized Laplacian can be permuted so that
The removal of an edge then only affects L 1 so that the theorem can be applied to the submatrix. The additional zero eigenvalues, θ n−m+1 = θ n−m+2 = · · · = θ n = 0, satisfy
ing bounds for all other θ k follow from the interlacing theorem applied to L 1 .
Finally, we give a few remarks on the proof of Theorem 2.7.
We assume that the vertices v i are indexed by integers with , . . .
If we impose the constraint f 1 = f 2 , then these modifications disappear and a nearly identical argument to that used to prove Theorem 2.3 gives the upper bound on θ i . The lower bound follows similarly from the min max part of the Courant-Fischer theorem. Strictly speaking, the above expression for θ k applies not to the graph G/{v 1 , v 2 }, but to G/{v 1 , v 2 } together with the newly isolated vertex v 1 . However, as before, the addition of an extra zero eigenvalue does not affect the interlacing.
