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Abstract 
The radiative relaxation mechanism of water between its different phases is 
studied to understand an uncommon radiation phenomenon observed in the first-order 
phase-transition process of water.  This kind of radiation is often referred to as phase-
transition radiation, whose nature is different from the Planckian radiation because its 
strength can be even stronger than blackbody radiation at the same temperature.   
In the theoretical approach of this study, analytical thermodynamic models for 
condensed-state water are presented to study its energetic behaviors at temperatures 
ranging from a few degrees K to near the critical point.  Changes of energetic behaviors 
of water molecules during phase-transitions are of special interest and are linked to the 
direct emission of infrared radiation.  A two-level energy transition model is proposed to 
investigate the characteristic radiation during vapor condensation, leading to a newly 
defined absorption coefficient for phase-transition radiation in the radiative transfer 
equation.  The reported characteristic radiation for vapor condensation at wavelength 4-8 
µm is attributed to the radiative relaxation with one hydrogen-bond formation in liquid-
water during vapor condensation.  
In addition to the theoretical modeling, optical measurements are also included in 
this study to examine the energy transmission characteristics in vapor-liquid mixtures of 
water in the 3-5 µm spectral range.  Results from the infrared transmission experiments 
and the associated theoretical predictions by the Monte Carlo radiative transfer analysis 
suggest that the probability for condensation radiation occurrence is one out of 20 million 
collisions between water-vapor molecules and liquid-water droplets. 
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Chapter 1 Introduction 
 
Water is well known as one of the most important materials on earth, as it 
functions as a solvent in biological systems as well as in industries.  On a larger scale, 
water is also a prominent factor in affecting the global climate since the transitions of its 
three primary phases take place actively and over 70 % of the earth’s surface is covered 
with water.  In the condensed-state, water is commonly recognized as being hydrogen-
bonded and, because of its hydrogen-bonds, water has a number of distinctive physical 
properties, such as its large specific heat and latent heat of vaporization.  When a large 
area of ground water undergoes phase-transition and forms clouds in the sky –an 
everyday scene– a tremendous amount of energy is expected to be exchanged between 
the water and the environment in the phase-change process.  In atmospheric models, the 
release of latent heat by water-vapor condensation is usually treated as a source of energy 
to empower the movements of the clouds.  This energy source is of course very important 
due to its large magnitude.  However, a closer examination of water’s phase-transition 
process brings about more details regarding its energy exchange mechanism and, at the 
same time, expands this classical thermodynamics problem of latent heat conversion to a 
quantum view of energy transition.  
This study of phase-transition radiation of water is motivated by an uncommon 
radiation phenomenon observed during the phase-change process of water nearly half a 
century ago.  It is uncommon because the detected radiation intensity at a specific 
spectrum was reported to be even higher than the blackbody radiation intensity at the 
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same temperature.  The extra amount of radiation energy observed in the phase-change 
process of water was attributed to originating from latent heat.  In other words, direct 
emission of infrared (IR) radiation was suggested to be responsible for the energy 
exchange mechanism of the anomalous radiation during the phase-transition of water.  
This interesting yet not well-understood radiation phenomenon is definitely worthy of 
further investigation.  Considering the huge amount of energy being exchanged in the 
dynamic condensation-evaporation process of water that is constantly happening in the 
atmosphere as well as on the ocean surface, even if the direct conversion of latent heat to 
photon-energy occurs on only a small portion of the large water mass, the quantity of the 
exchanged-energy involved in this mechanism could be significant.  Moreover, the 
phase-transition radiation of water could be an important factor in global warming 
problems because its associated characteristic wavelength is IR active.  However, the 
position of phase-transition radiation in these important problems remains undefined due 
to the dearth of knowledge about it. 
In order to learn how energy is transferred between different energy states of 
water molecules, it is crucial to understand the energetics of water in its different phases.  
Although studies on physical properties of water have been well-archived and are 
available to the public, a specific research of the thermodynamic characteristics of water 
is required as a basis for the further development of a novel phase-transition radiation 
model.  In addition to the theoretical approach to this topic, optical experimentation in the 
IR spectrum for water clouds is needed in order to probe into this spectrally dependent 
characteristic radiation. 
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1.1 Water-Vapor: A Key Greenhouse Gas 
Owing to its relative abundance in the troposphere, water-vapor is the most 
important greenhouse gas in terms of the contribution to the greenhouse effect.  In the IR 
range, water-vapor has vibration-rotational absorption bands centered at about 2.7 µm 
and 6.3 µm and a wide rotational band in the mid- to far-IR.  Depending on the surface 
temperature of the earth, the thermal radiation continually emitted by the earth to space is 
primarily in the IR spectrum.  As the IR radiation is trapped by the greenhouse gases in 
the atmosphere, the surface temperature of the earth is kept warm as if being covered by a 
blanket and thus the surface temperature of the earth is warmer than it would be without 
the presence of greenhouse gases.   
Water-vapor does not draw as much public concern as CO2 in global warming 
topics because it is part of the hydrologic cycle, in which the influence of human 
activities is negligibly small.  The primary contributor of water-vapor in the atmosphere 
is the evaporation of ocean water through radiative heating by the sun.  Besides the 
greenhouse effect by water-vapor, it would be interesting to understand the interaction 
between radiation and water molecules in the IR spectrum during the phase-change 
process of water.  Apart from water-vapor’s IR active molecular-transition bands, 
continuum absorption of water-vapor observed in atmospheric windows at about 4 and 10 
µm cause these windows to be less transparent for long-wave radiation emitting from the 
earth.  Although the effects of these radiation mechanisms on global warming are still not 
clear, there is a need to understand water’s radiation properties more completely to 
improve climate predictions.  
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1.2 Intermolecular Vibrations In Condensed-State Water 
Molecular motions in the condensed-state water exhibit very different behaviors 
than that in its gaseous-state.  Except for the instant of intermolecular “collision”, water-
vapor can be regarded as if the intermolecular potential is absent in standard atmospheric 
conditions.  In other words, it is a fairly good approximation to treat the motions of 
water-vapor molecules as free molecular movements.  However, it is not so for liquid-
water or ice.  On the molecular scale, the motions of condensed-state water molecules are 
subject to intermolecular forces, or potentials, exerted primarily by the charges carried by 
the hydrogen and oxygen atoms of neighboring molecules.  The consequence of these 
intermolecular interactions are the vibration-like motions of water molecules.  In the 
spectroscopic studies of ice and liquid-water, these molecular motions are found to be IR 
active and are usually referred to as hindered (restricted) translations and hindered 
(restricted) rotations.  Since these hindered molecular motions are vibration-like, they are 
also labeled as intermolecular translational vibrations and intermolecular rotational 
vibrations. 
Different approaches toward understanding the intermolecular vibrations and the 
thermodynamic properties of condensed-state water have been carried out during the 
course of time.  The method of cell theory with a priori intermolecular potential serves as 
a textbook-level approach and is quite useful owing to its simplicity and applicability, 
although there are some limitations to using this model.  As computer technology 
advances in this modern age, ab initio calculations of molecular dynamics are made 
possible for water.  However, the water potential still has to be given before the 
5 
 
simulation can proceed.  Due to the complexity of intermolecular “structure” of 
condensed-state water, it is no surprise that there are numerous water potential models 
presented with respect to different kinds of physical parameters to be investigated.  One 
of the major concerns in choosing a water potential model is the matter of accuracy in 
theoretical predictions.   
Concerning condensed-state water, its hydrogen-bonding network plays an 
important role in determining the thermophysical properties of water.  In crystalline ice, 
each water molecule is connected with neighboring molecules by four hydrogen-bonds, 
including two on the oxygen atom side and two on the two hydrogen atoms’ side.  
However, as ice turns to liquid-water, it is no longer rigid in structure and it has been 
shown that hydrogen-bonds are broken-and-formed constantly.  Regardless of whether 
water is in solid-state or liquid-state, it is clear that the intermolecular vibrations of water 
molecules are subject to strong intermolecular forces arising from the hydrogen-bonding 
network.  Although computer simulations are able to generate reasonable predictions for 
thermophysical properties of water when the water potential is properly defined, it is 
more useful to have analytical expressions for the intermolecular vibrations of water 
molecules when the emphasis is on the energy transition between different energy states. 
 
1.3 The First-Order Phase-Transition of Water 
It is commonly known that water exists in three phases under normal atmospheric 
conditions and the phase change of water happens constantly such that the water cycle 
strongly influences the weather and life on earth.  In the atmosphere, water appears as 
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clouds, fogs, mist, vapor, and so on.  On the ground, water covers more than 70 % of the 
earth's surface in the form of oceans, lakes, rivers, glaciers, polar ice caps, etc.  Along 
with the active phase-transition behavior of water within the hydrosphere of the earth, 
huge amounts of energy are stored and exchanged in clouds, which cause the weather to 
vary from day-to-day and place-to-place.  
 As far as phase-transition for water is concerned, the first-order phase-transition is 
of the most interest.  In brief, the first-order phase transition refers to the occurrence of 
discontinuity of the first derivative of free energy.  For example, at the boiling point of 
water, at which the phase-transition of water between its liquid and gaseous phases takes 
place, the density of water exhibits a discontinuity.  The amount of energy exchanged 
during phase transitions is known as latent heat.  Since condensed-state water is 
hydrogen-bonded, an extra amount of energy associated with hydrogen-bonding is 
involved in phase changes as compared to non-hydrogen-bonded substances.  Unlike 
covalent or ionic bonds, which are intra-molecular bonds, the hydrogen-bonding in 
condensed-state water is inter-molecular.  As briefly mentioned earlier, based on the 
molecular structure of H2O, each H2O molecule can have as many as four hydrogen-
bonds with neighboring molecules— two for the hydrogen atoms, as donors, and two for 
the oxygen atom, as an acceptor.  This is the case for ice, in which each H2O molecule 
shares four hydrogen-bonds with its neighbor, regardless of various existing ice structures.  
As ice turns to liquid-water, the average number of hydrogen-bonds of an H2O molecule 
is no longer four.  As long as water is at liquid-state, the average number of hydrogen-
bonds per H2O molecule is less than four— even if it is right at the point when ice begins 
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to melt.  It is certain that parts of the hydrogen-bonds of ice are broken as the phase-
transition happens from ice to liquid-water.  The breaking of hydrogen-bonds also occurs 
when liquid-water changes its phase to water-vapor. 
 
1.4 Phase-Transition Radiation: A Non-Planckian Radiation 
In the 1960s, an unconventional radiation phenomenon accompanying phase-
transition was first observed during a water-vapor condensation process.  The reported 
radiation intensity was stronger than Plank’s radiation at the same temperature.  This 
phenomenon can also be observed in water clouds where phase-transitions dynamically 
take place.  Nichols and Lamar in 1968 compared the infrared view of 
forming/dissipating cumulus clouds to the photograph of the same clouds and found that 
strong infrared radiation in the spectral range of 8-14 µm was emitted from unknown 
sources at the bottom sides of the clouds.   
The anomalous radiation that comes into being in phase-change processes is 
termed phase-transition radiation in the literature, which simply indicates that this kind 
of radiation is due to phase transitions.  However, not only quantitative understandings 
about radiative relaxation of phase-transition radiation are unclear, but even qualitative 
descriptions of the phenomenon are insufficient.  Existing radiative transfer theories are 
inadequate to illustrate this unusual phenomenon since the strength of phase-transition 
radiation has been reported as being even larger than blackbody radiation at the same 
temperature.  Although people have attempted to deal with this problem from the 
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viewpoint of the conservation of energy between latent heat and photons, the physical 
mechanism of phase-transition radiation is still behind the veil. 
Phase-transition radiation is a rather complex subject due to its non-equilibrium 
nature.  At thermodynamic equilibrium, a typical example of thermal radiation is the 
blackbody radiation, namely, the Planckian radiation, which obeys Planck’s function for 
the distribution of radiation intensity at a given temperature.  Phase-transition radiation is 
generally observed in a non-equilibrium thermodynamic system in which phase transition 
occurs.  As a consequence, phase-transition radiation is not explained by the Planckian 
radiation or other existing radiation theories.  We may call this kind of radiation a non-
Planckian radiation.  Although the physical mechanism of phase-transition radiation is 
not yet clear, this unconventional radiation phenomenon has been observed since the 
1960s.  Attempts are made to explain the characteristic wavelength of the emission 
spectroscopy of phase-transition radiation.   But efforts on this subject have not yet 
reached a point that allows the study of its physical mechanism.   
Phase-transition radiation opens up a way of energy exchange through photons 
during phase transitions.  It is reasonable to expect that this radiation phenomenon could 
result in an impact, or at least raise up a call for a modification, on the present 
atmospheric models, which do not take the radiation contribution by phase transitions 
into account.  Energy exchange in the form of photons during phase change, which is not 
limited by conductive/convective heat transfer, provides another way for heat transfer in 
the vast span of the sky, which subsequently affects the thermodynamic equilibrium in 
the atmosphere.  Moreover, since phase-transition radiation of water can occur in the IR 
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spectrum, it can interact with the thermal radiation from the earth’s surface.  As a result, 
it is possibly coupled with the greenhouse effect.  In such case, thermal radiation by the 
earth is not only trapped by the greenhouse gases in the atmosphere, but also absorbed by 
water droplets, leading to the radiation-triggered phase-transition of water.  Since water-
vapor is a key greenhouse gas, the more water-vapor is produced, the stronger the 
greenhouse effect will be.  To learn more about the influence of phase-transition radiation 
of water on the greenhouse effect would require a rigorous study that considers this 
unusual radiation phenomenon in the atmospheric models.  At this point, understanding 
its physical mechanism would be the primary goal before it can be implemented into the 
atmospheric models. 
To unveil the mysterious phenomenon of phase-transition radiation, the energetics 
of water in solid-state, liquid-state, and gaseous-state will be investigated, as well as the 
energy difference between these different states.  This work intends to cover a model for 
solid-state water, another model for liquid-state water, yet another model for phase-
transition radiation, and lastly the experimentation for phase-transition radiation.   
 
1.5 Research Objectives 
To investigate the unconventional thermal radiation due to phase transitions, a 
clear understanding of the energy levels that molecules experience during the phase-
change is required.  Two types of phase transitions of water are especially of interest in 
this study: the crystallization of liquid-water and the condensation of water-vapor.  Since 
the kinetic energy for gaseous-state water that includes translational and rotational 
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energies has been well investigated, the main mission of this work is on the study of 
intermolecular vibration energies of ice and liquid-water. 
In this work, an intermolecular vibration model for lattice ice is proposed to cover 
a wide temperature range from a few degrees K to 273.15 K.  Following this model are 
the predictions of thermodynamic properties of ice.  Besides the study of ice, the existing 
cell theory for liquid-water is improved by accounting for the deformable nature of 
liquid-water.  With this revised cell theory, the hydrogen-bonding information in liquid-
water and the associated thermodynamic properties are investigated in detail.  Based on 
the study of intermolecular vibration energies of ice and liquid-water, the change of 
energy-level during water crystallization process is ready to be examined and compared 
with the reported characteristic radiation for water crystallization. 
In order to understand the non-equilibrium radiative transfer mechanism of phase-
transition radiation, both experiments and theoretical modeling are required.  Since the 
characteristic wavelength of water-vapor condensation radiation is reported to be located 
near the 4 µm atmospheric window, IR transmission experiments of liquid-vapor 
mixtures of water are performed in the 3-5 µm wideband spectrum to acquire 
experimental data for water-vapor condensation-radiation.  In theoretical modeling, the 
scope of energy exchange during vapor condensation is extended to a quantum view for 
energy transition and the outcome is expressed as a new term in the form of the well-
accepted radiative transfer theory.  In addition to obtaining the newly derived radiative 
transfer equation, a Monte Carlo radiative transfer program is established to simulate the 
transmission experiments.  Knowing the physical mechanism of phase-transition 
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radiation of water, the potential role of this uncommon radiation phenomenon in 
continuum absorption is also discussed. 
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Chapter 2 Background and Literature Review 
 
In this chapter, a review of the thermodynamic behaviors of water in its three 
phases is given.  The first two sections give an overview of the intermolecular vibration 
characteristics of condensed-phase water.  The third section reviews the energy exchange 
mechanism by radiation associated with phase-changes of water.  In the fourth section, a 
number of conventional radiation theories applicable to water-clouds are covered.  The 
existing radiation theories for water-clouds will be used in the computer simulation to 
give baseline solutions in the absence of phase-transition radiation.  The last section is a 
sketch of the mysterious continuum absorption by water-vapor in the atmospheric 
windows, where the molecular absorption of radiation by water-vapor is weak and 
continuum absorption manifests itself.   
  
2.1 Intermolecular Vibrations of Solid-Water 
As early as 1907, the molecular vibrations in monatomic solids were first 
described by a simple harmonic oscillation model proposed by Einstein (Sonntag and 
Van Wylen, 1966; Pohl, 1987), whose work led to a generally good prediction of heat 
capacity except at ultra low temperatures.  The deficiency of Einstein’s model at a very 
low temperature is a result of the over simplified assumption that all the oscillators bear 
the same fundamental vibration frequency.  An improvement to Einstein’s model was 
brought about by Debye in 1912 to deal with the low temperature discrepancy in 
Einstein’s model by spreading intermolecular vibration frequencies with the Debye 
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distribution function.  Since Debye’s model produces excellent results for heat capacity 
over a wide temperature range for monatomic solids, not much effort has been made 
throughout the years to refine the Debye model for lattice vibrations, even though 
Debye’s model is theoretically unrealistic due to the existence of singularities in the 
density of states, as discussed by Patterson and Bailey (2007).   
Despite the success of Debye’s model for monatomic solids, the model itself is 
mathematically inconvenient because of the integration work related to the Debye 
temperature.  Accordingly, Debye’s model is not able to offer simple forms of 
thermodynamic properties as found in Einstein’s model.  In 1960, Flubacher et al. applied 
Debye’s model to ice, which is not a monatomic solid, and found that the Debye 
temperature was no longer a constant but had to be a function of temperature in order to 
fit the experimental data.  It is obvious that Debye’s model encounters difficulties when 
extending its application to polyatomic solids.  Since Debye’s model is a modification to 
Einstein’s model by considering the dispersion of lattice-vibration frequency, 
improvements to these models may be done by dealing more carefully with the lattice-
vibrations for complex solids.  It is worthwhile to revisit Einstein’s original model and 
build more on it in view of its simplicity and applicability in modeling monatomic solids.  
In fact, except for the low temperature discrepancies at a few degrees K, Einstein’s model 
can be regarded as a success in predicting heat capacities of many monatomic solids over 
a vast range of temperatures, which meanwhile indicates that Einstein’s model is able to 
convey the main features of molecular vibrations in these solids.   
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The molecular vibration behavior of ice has been studied extensively over the 
years.  In the 1930s, Raman studies of ice (Cross et al., 1937; Hibben, 1937) noticed the 
low frequency vibration bands below 1020 cm-1 and referred to them as “hindered” 
translational and rotational bands.  The term “hindered” implies that vibrations of this 
kind are subject to restrictions by intermolecular potentials in substances.  Whether a 
vibration frequency is classified as hindered translation or hindered rotation is determined 
by a simple argument based on the assumption of harmonic oscillators for ice molecules: 
a hindered translation vibration frequency is proportional to the reciprocal of the square 
root of mass, while a hindered rotational vibration frequency is inversely proportional to 
the square root of moment of inertia.  Apparently, the assumption of harmonic molecular 
vibrations is indeed an ideal case and anharmonic interactions more or less exist in 
crystalline ice.  Nevertheless, at least to a first-order approximation, the argument is quite 
useful and, in fact, is commonly accepted in crystalline ice studies.  Following the 
argument, the judgment is simple and, interestingly, very acceptable based on 
experimental evidences.  From ice spectroscopy studies, the vibration frequency ratios of 
H2O and D2O were found close to (20/18)0.5=(mass ratios of D2O to H2O)0.5 below 320 
cm-1 and (2/1)0.5~(moment of inertia ratios of D2O to H2O)0.5 for 320-1,020 cm-1.  As a 
consequence, these two spectral ranges, < 320 cm-1 and 320-1,020 cm-1, were 
respectively assigned as the locations for hindered translation and hindered rotation 
(Cross et al., 1937; Hibben, 1937; Bjerrum, 1951; Bertie and  Whalley, 1967; Prask et al., 
1968; Bertie et al., 1969; Palese et al., 1994; Yagasaki and Saito, 2008).   
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In the 1950’s, the concept of hindered translational and rotational vibrations was 
applied to the ice heat capacity calculation through Debye’s model and the general trend 
was able to be produced (Bjerrum, 1951).  In the 1960s, infrared spectroscopy 
experiments (Bertie and Whalley, 1964, 1967; Bertie et al., 1968, 1969) as well as 
inelastic neutron scattering (Prask et al., 1968) were conducted and the understanding of 
the hindered translation and rotation bands was further advanced.  Meanwhile, attempts 
to predict ice heat capacity very often went along with intermolecular vibration studies.  
However, the ice heat capacity models either deviated from experimental results (Prask et 
al., 1968) or compromised semi-empirical functions for Debye’s model in order to fit the 
data (Flubacher et al., 1960).  Efforts were also made to apply Einstein’s model on other 
substances but the predicted heat capacity again deviated from experimental results over 
some temperature range (Johari, 2003).  Both kinds of restricted motions stated above are 
essentially vibration-like (Bertie and Whalley, 1967; Bertie et al., 1969; Johari, 2003; 
Carey and Korenowski, 1998), and usually termed as “hindered translation” and 
“hindered rotation” (or libration) in the literature (Cross et al., 1937; Hibben, 1937; 
Bjerrum, 1951; Palese et al., 1994; Yagasaki and Saito, 2008; Castner, 1995; Lawrence 
and Skinner, 2002, 2003; Henchman, 2007).   
As for the water intra-molecular vibrations, which are hardly excited unless the 
temperature reaches ~ 400 K, at which temperature the bending mode vibration is 10% 
excited in terms of heat capacity, the contributions from these high-frequency vibration 
bands are neglected for ice study.  The assumption of rigid water molecules for the solid 
phases of water is adopted in many water potential models, such as SPC (Berendsen et 
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al., 1981), SPC/E (Berendsen et al., 1987), TIP5P (Mahoney and Jorgensen, 2000), 
TIP4P (Jorgensen et al., 1983), TIP4P/Ice (Abascal et al., 2005), and TIP4P/2005 
(Abascal and Vega, 2005).  In these models, the intermolecular interactions are typically 
described by a Lennard-Jones potential between oxygen atoms and a Coulomb potential 
between charged sites.  However, different potential models have different assignments 
for negative charge locations as well as experimentally determined potential parameters.  
A brief comparison of these models can be found in Aragones et al.’s study (2007).  
Among these empirical models, the TIP4P model is able to qualitatively predict the phase 
diagram of water.  The TIP4P/Ice and TIP4P/2005 are two popular reparameterized 
versions of the TIP4P model in order to improve the quantitative representations.  In 
addition to classical methods, quantum effects have been recently introduced to 
reparameterize the TIP4P/2005 model, yielding a new empirical model called the 
TIP4PQ/2005 model (McBride et al., 2009).  Computer simulations, such as molecular 
dynamics or Monte Carlo methods, are required for these water potential models.   
In contrast to the study of ice properties by computer simulation, this work 
proposes an analytical model to study the thermodynamic properties of ice.  In the 
present study, the single-frequency harmonic oscillator in Einstein’s model is first 
extended to six degrees of freedom with six fundamental frequencies: three for hindered 
translations and three for hindered rotations.  The fundamental frequencies used in this 
study are based on ice Ih spectroscopic absorption bands.  In other words, these 
frequencies are the characteristic frequencies for intermolecular vibrations.  This 
approach is quite different from the conventional treatments in Einstein’s model, in 
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which the value of the Einstein temperature is obtained in order to match the 
experimental heat capacity.  Ice Ih is adopted as a representative of lattice ice because ice 
Ih is the natural form of ice on the earth (Schulson, 1999).  The fundamental 
intermolecular vibration frequencies of lattice ice reflect the intermolecular potentials of 
these solid-state water molecules.  To deal with the low-temperature discrepancies in the 
original Einstein model, the intermolecular interactions, which include the interactions of 
the Coulomb forces, the van der Walls attraction, and the Pauli repulsion, are taken into 
account and modeled by Lorentzian broadening.  The Lorentzian profile in spectroscopy 
is a typical shape of distribution with respect to wave number (frequency), which in most 
cases results from molecular collisions or the finite life-time of molecules at the excited 
energy levels through the uncertainty principle.  When molecular collisions are important 
in affecting, or more precisely broadening, the band shape, the consequent band 
broadening is often described as collision broadening or Lorentzian broadening.   
The purpose of including the broadening effect is to more closely approach the 
true lattice vibration behavior and that thereby the modified model may hopefully reflect 
more real features of the complex vibration system and subsequently provide better 
predictions of thermodynamic properties.  With the modified Einstein model for ice, the 
intermolecular vibration magnitudes can be examined and thermodynamic properties can 
be evaluated to compare to experimental data.  All the calculations performed in this 
study are based on the intermolecular vibration frequencies of ice Ih.   
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2.2 Intermolecular Vibrations of Liquid-Water 
Throughout the years, numerous studies on water have been conducted not only 
because of its crucial importance in nature but also its various unique properties.  
Theoretical approaches such as kinetic theory (Frenkel, 1955), molecular dynamics 
(Luzar and Chandler, 1996; Yagasaki and Saito, 2008), Monte-Carlo simulation 
(Kalinichev and Bass, 1997), quasichemical analysis (Asthagiri et al., 2003), density 
functional theory (Nygård et al., 2006) and cell theory (Eads, 2002; Truskett and Dill, 
2002; Hemchman, 2007; Klefas-Stennett and Henchman, 2008), as well as experimental 
techniques such as IR spectroscopy (Luck 1967), Raman spectroscopy (Walrafen et al., 
1986; Castner et al., 1995; Carey and Korenowski, 1998; Wernet et al., 2004; Bergmann 
et al., 2007), X-ray absorption spectroscopy (Wernet et al., 2004; Smith et al., 2006), and 
Kerr effect (Palese et al., 1994; Castner 1995) are employed to investigate the local 
structure of water, its dynamic behaviors, thermodynamic properties, optical properties, 
and so on.  Among these studies, cell theory interprets the molecular motion of each 
water molecule as an oscillator vibrating in a restricted space, or “cell”, without 
interference by other molecules.  Some of the advantages of this model are that it gives a 
physically comprehensive picture for the dynamic behaviors of water and it qualitatively 
explains water's physical phenomena.  Most often, cell theory offers analytical 
expressions for thermodynamic functions in a simple and meaningful way.  On the other 
hand, cell theory has drawbacks as well.  Since cell theory offers a simplified picture on 
water structure, it sacrifices the microscopic resolution by introducing effective 
potentials.  The sketch of the molecular structure of liquid-water by cell theory is 
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somewhat unrealistic because water in liquid-state is deformable.  Nevertheless, being a 
useful tool in condensed-matter physics, cell theory still plays a crucial role in this field.  
Cell theory usually cooperates with other models for complex-liquids research.  For 
example, Eads in 2002 developed a lattice fluid model for water introducing a 
quasichemical approximation to estimate the ratio of the number of intacting hydrogen-
bonds to broken bonds.  Thermodynamic functions and the volumetric behavior of water 
are successfully predicted by this quasichemical lattice fluid model. 
To address the deficiencies of the lattice assumption for liquids in cell theory, a 
variable cell description of water’s structure was presented by Truskett and Dill in 2002 
to account for the structural complexity of water arising from water’s hydrogen-bond 
network.  Their model was an extended version of Sommer and Kovac’s variable-
structure cell theory (1994, 1995), whose work intended to generalize the traditional cell 
theory to general amorphous systems.  Truskett and Dill adapted a variable-structure cell 
approach with three allowable cell types to develop a 2-D statistical model of water, 
classifying each cell as one of the three types at a given instant.  In this way, and with 
properly chosen potentials, cell theory is able to generate reasonable predictions for 
thermodynamic properties.  It is clear that water potential here, like in many applications 
of cell theory elsewhere, is a heart of the calculations.  There are a good number of 
studies dedicating in developing and/or improving empirical water potential models, such 
as the SPC (Simple Point Charge) series and TIP (Transferable Intermolecular Potential) 
series mentioned earlier in Section 2.1.   
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On the experimental side, the ongoing spectroscopy studies of water help define 
the intermolecular vibration bands as well as the vibration-rotation bands with higher 
resolutions.  The vibration-rotation bands are originated from intra-molecular vibrations 
coupled with rotational transitions.  Along with the studies for water, heavy water is 
frequently investigated as a comparison.  The intermolecular vibration bands of water are 
emphasized more in the present work because they are closely related to the hydrogen-
bonding network.  Recalling the features of intermolecular vibrations that lattice ice 
bears, water likewise has two kinds of intermolecular vibration modes: intermolecular 
translational vibration and intermolecular rotational vibration.  Walrafen (1990) linked 
the intermolecular translational vibration mode to the acoustic mode and the 
intermolecular rotational vibration (libration) mode to the optical mode.  The 
intermolecular translational vibration mode is found to have two characteristic vibration 
frequencies at ~170 cm-1 and 60 cm-1.  Based on how a hydrogen-bond vibrates, the 170 
cm-1 band is thought to be associated with stretching-compression motions, or P waves, 
along a hydrogen-bond, and is referred to as longitudinal acoustic mode.  The 60 cm-1 
band is attributed to the bending of a hydrogen-bond, which manifests itself as S waves.  
This bending mode of hydrogen-bond vibration is considered as transverse acoustic 
mode. 
To account for the fact that water is deformable or “soft” at liquid-state, this study 
modifies the cell (i.e. lattice frame) assumption in the cell theory.  Since this study is 
intended as an improvement to cell theory by considering the “soft” nature of liquids, the 
proposed model is called soft-cell theory.  The fundamental concept of soft-cell theory is 
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similar to the traditional cell theory, which regards molecules at liquid-state as oscillators 
in the wall-spring-mass system, except that the “wall” of the oscillation system in soft-
cell theory is no longer fixed but instead vibrates correspondingly with respect to the 
vibrating molecule in the cell.  The concept of vibrating wall in the soft-cell theory 
distinguishes itself from the variable-structure cell theory, which adopts different cell 
types but each type has a fixed structure of its own.  As a first approach based on soft-cell 
model, this study emphasizes the research of liquid-water from the viewpoint of 
intermolecular vibration dynamics.  
In this study, the intermolecular vibration energy of water is formulated 
analytically via soft-cell theory and then expressed empirically based on the numerical 
results of the model to facilitate its application in various areas.  Interesting findings on 
water hydrogen-bonding and heat of vaporization are discussed in this study.  A simple 
but meaningful expression for water entropy is able to be presented through the soft-cell 
theory. 
 
2.3 Phase-Transition Radiation of Water 
During vapor condensation, latent heat is commonly assumed to be carried away 
from vapor-liquid interface by conduction (Carey, 2007; McCabe et al., 2001; Mills, 
1995).  However, it has been suggested since the 1960s that latent heat can be converted 
to photon-energy and radiated away from vapor-liquid interface.  In 1968, a comparison 
of the photograph of forming/dissipating cumulus clouds and the infrared view of the 
same clouds by Nichols and Lamar (1968) revealed that strong infrared radiation other 
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than thermal radiation was emitted from strong unknown sources at the bottom of clouds.  
In the same year, an unconventional radiation phenomenon accompanying phase-
transition was firstly reported by Potter and Hoffman (1968).  In their study, the 
phenomenon was described as phase-transition luminescence to address an anomalous 
increase in the infrared radiation from the emission spectroscopy of boiling water.  They 
suggested that the excess radiated power, as compared with blackbody radiation, was 
directly released from the latent heat of vaporization in the condensation process of water 
vapor.  The anomalous radiation observed during phase-change processes is later called 
phase-transition radiation in the literature. 
In the 1970s, studies on phase-transition radiation were carried out for 
crystallization process as well as for condensation by Mestvirishvili et al. (1977).  The 
energy conversion between latent heat and photons was presented to explain non-
Planckian radiation in phase-transitions of the first kind.  The authors suggested that the 
latent heat conversion process could be a one-photon transition or a multi-photon 
transition, ending up with various characteristic wavelengths for phase-transition 
radiation.  They also pointed out that latent heat could also be converted to phonons.  In 
the latter case, phonons after reaching thermodynamic equilibrium with the system 
would lead to Planckian radiation.   
     In the past decade, studies in this field advanced to the optical control of crystal 
growth rate by characteristic radiation (Sall’ and Smirnov, 2000; Ambrok et al., 2001).  
Although the relevant techniques are still under development, the study of selective 
heating by characteristic radiation on the nucleus growth kinetics by Ambrok et al. 
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(2001) discloses a promising future of optical control for the growth of a new phase of a 
specific component in compounds.  Similar to the stimulated emission process proposed 
by Einstein, it is thought that phase-transition radiation can be induced by an external 
radiation field with the same characteristic wavelength, leading to the release of latent 
heat and, therefore, the phase change.  In this way, the growth rate of a new phase and 
the grain size distribution could be controlled optically, and selectively, by an external 
radiation source.  It has been recommended by Tatartchenko (2008) to take advantage of 
phase-transition radiation to develop new optical technologies.  For example, an infrared 
laser based on water-vapor condensation (Tatartchenko, 2009), a radiation-actuated 
hailstorm detector for meteorological warnings, and the crystallization process 
stimulated by characteristic radiation.   
     In infrared (IR) heating industries, the engineering applications of radiation-
triggered phase-transition have already been existent for years.  For instance, in the late 
1980s, a Chrysler automobile assembly line in Belvidere, Illinois, switched gas 
convection ovens to IR ovens for the paint-drying process to reduce their energy 
consumption while improving the quality of the finishes (EPRI Center for Materials 
Fabrication, 1989).  IR heating is also found in many curing and drying operations, such 
as IR curing and drying of coatings and IR drying of printed products.  In fact, many 
coatings and inks are designed to match the specific emission band of IR heaters for IR 
drying purposes. 
In the literature, the first-order phase-transition of water is of significant interest 
in phase-transition radiation study.  However, phase-transition radiation is not explained 
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by existing radiative transfer theories because its strength can be even larger than 
blackbody radiation at the same temperature.  In this study, radiative relaxation of 
condensation radiation is investigated and its radiative transfer mechanism is applied on 
water-vapor. 
 
2.4 Anisotropic Scattering of Radiation in Participating Media 
The theory of light scattering by Mie is one of the most important radiation 
theories in radiative heat transfer not only because its analytical solutions apply to all 
sizes of spherical particles in participating media, but also that the Mie theory is 
appropriate and useful even for randomly oriented non-spherical particles (Brewster 
1992).  Given the particle size parameter x (=2pir/λ) and refractive index in the medium 
as independent variables, interactions of radiation with a particle can be expressed in 
functional forms of extinction coefficient, albedo, and phase function.  However, due to 
the mathematical complexity of the Mie theory, limiting solutions for specific radiative 
heat transfer problems of interest always draw attention to scientists and engineers.  
Among the approximating theories, the anomalous diffraction approximation (ADA) by 
van de Hust (1981) bears main features of the Mie theory in the short wavelength or large 
size parameter limit (x>>1) and is an exceptionally useful approximation because the 
acceptable values of the real refractive index (n=1-1.5) covers most natural aerosols 
(Franssens et al, 2000).  However, as n departs further away from unity, the predicted 
extinction coefficients deviate further below the Mie predictions.   
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Goody and Yung (1989) suggested an empirical correction factor for the 
extinction efficiency Qe in ADA to deal with this problem, but the corrected results on 
the contrary lie above the Qe values by the Mie theory.  Evans and Fournier (1990) 
proposed a semi-empirical approximation for Qe based on the frame structure of ADA by 
fitting the numerical results at both the geometric optics limit and the Rayleigh scattering 
limit.  In doing so, the acceptable values of x are extended to the region of the Rayleigh 
limit.  According to Evans and Fournier, the modified ADA (MADA) is valid over all 
size parameters for 1.01≤n≤2.00 and 0≤k≤10.  In 2000, Mitchell proposed a modified 
ADA to approximate Mie theory for extinction and absorption in water clouds by 
parameterizing internal reflection/refraction, photon tunneling, and edge diffraction in a 
water droplet for ADA.  A gamma size distribution was assumed for water clouds in his 
work to derive the extinction and absorption coefficients.  In water clouds of 5-30 µm 
effective radius, the results by this modified ADA were acceptable as compared to Mie 
theory, where errors were generally within 10%, for wavelength in the solar and 
terrestrial spectrum.  While maintaining the primary features of the Mie theory, the 
modified ADA was found to considerably reduce computation times relative to the Mie 
theory.  However, the functional forms in Mitchell’s model are relatively lengthy in 
comparison with the approximations by Goody and Yung or Evans and Fournier.  
The directional distribution of scattered radiation, or phase function, by a sphere 
is given in the Mie theory as the analytical solution to Maxwell’s equations.  Just as the 
reasons stated earlier in approximating the Mie theory, it is useful to find limiting 
solutions to phase function.  When optical experiments are operated at atmospheric 
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windows to avoid the interference of absorption by water-vapor in the air, the absorption 
coefficient of liquid-water is found to be small and the refractive index is about unity.  
Under this circumstance, it is applicable to employ the phase function by the theory of 
Rayleigh-Gans scattering (van de Hulst, 1981).  An advantage of Rayleigh-Rans 
scattering is that it does not impose a limitation on size parameter, which is favorable 
when the information about particle size is unavailable.  Approximations by Evans and 
Fournier (1990) and Mitchell (2000) do not contain suggestions for phase function. 
Scattering theories, such as the Mie theory and other approximations to the Mie 
theory, provide extinction and absorption efficiencies for mono-dispersed, or single-sized, 
spherical particles.  However, volumetric extinction and absorption coefficients of 
assemblies of droplets are the optical properties to be used in radiative transfer 
calculations.  Provided extinction and absorption efficiencies for spherical water droplets 
suspending in the air, extinction and absorption coefficients can be evaluated with a given 
droplet size distribution for the water clouds.  There are two prevailing a priori trial 
expressions for the size distribution of water clouds based on experimental observations: 
log-normal (Yoshida et al., 1976; Szymanski and Wagner, 1983; van Dongen et al., 
1994;Voutilainen and Kaipio, 2000) and gamma distributions (Tomasi and Tampieri, 
1976; Jennings, 1986; Considine and Curry, 1996).  Unlike the Gaussian distribution, 
whose skewness=0, these two distribution functions are both right-skewed, i.e. 
skewness>0, which appear to, in general, resemble the shape of the size distribution of 
water clouds.  With a priori knowledge about size distribution, calculations for extinction 
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and absorption coefficients in water clouds can be extended from the mono-dispersion 
case to the more general poly-dispersion case. 
 
2.5 Continuum Absorption 
 Water-vapor continuum absorption is an extra amount of absorption in addition to 
the theoretical absorption by local lines (Cormier et al., 2005).  Being continuous in the 
absorption spectrum as revealed in its name, the spectroscopic feature of water-vapor 
continuum absorption is very different from local-line molecular absorption.  This type of 
absorption is discovered by comparing the experimental absorption data with the 
predicted values by line-by-line calculation for molecular absorption lines and is found to 
be fairly weak relative to local-line absorption.  As a consequence, water-vapor 
continuum absorption only manifests itself in atmospheric windows at around 4 µm and 
10 µm, which are away from molecular absorption lines of water-vapor.  The presence of 
continuum absorption causes the atmospheric windows to be less transparent than the 
atmospheric windows would be if continuum absorption did not exist.  Depending on the 
participants of continuum absorption, it can be divided into two categories: self-
absorption and foreign-gas absorption, respectively signifying continuum absorption due 
to water-vapor itself and due to other molecules such as N2.  Self-absorption is several 
orders of magnitude stronger than foreign-absorption and is obviously more important in 
the earth’s radiation balance.   
 There are two predominant theories for water-vapor continuum absorption. One is 
called far-wing theory, which attributes continuum absorption to a consequence of not 
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carefully modeled far-wings of local absorption lines.  The other one is the dimer theory 
for vapor molecules, which takes a totally different approach toward continuum 
absorption by invoking the absorption due to water dimer, which is missing in water-
vapor absorption calculations.  The former can be regarded as an improved version of 
line-by-line calculation especially in modeling the far-wing region of each local line for 
water monomer (Ma and Tipping, 1999, 2002).  In brief, vapor continuum absorption is a 
result of the accumulation of the far-wings of all local lines according to far-wing theory.  
Water dimer theory ascribes continuum absorption of radiation to pair intermolecular 
interactions, namely, interactions of hydrogen-bond vibrations with radiation (Vigasin, 
2000; Varanasi et al., 1968).  Apart from these two mainstream theories for vapor 
continuum absorption, water cluster theory proposed by Carlon in 1978 explained 
continuum absorption as an outcome of the absorption by liquid-like clusters, or water 
polymers.  Despite the efforts attempting to understand vapor continuum absorption over 
the years, its nature is still under debate.   
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Chapter 3 Experimental Methods 
 
In this chapter, experimental methods for transmissivity and emission 
measurements of IR radiation by liquid-water droplets undergoing dynamic evaporation 
and condensation are presented.  A cloud chamber is built to generate water clouds for IR 
transmission experiments.  The cloud chamber system is designed as a closed system, 
which allows physical parameters such as temperature, pressure, the amount of water 
clouds, and IR transmissivity to be quantitatively defined.  Homogeneous water clouds 
are able to be created in the cloud chamber, which has a uniform temperature distribution 
over the chamber wall.  IR emission tests, on the other hand, serve as a supplement to the 
cloud chamber transmission experiment to qualitatively show the stronger emission 
strength, as compared to blackbody radiation, from water clouds in a blackbody 
enclosure. 
 
3.1 Cloud Chamber and General Apparatus 
 The apparatus for transmission measurements of IR radiation in vapor-liquid 
mixtures of water is schematically shown in Fig. 3.1.  The cloud chamber system was 
composed of an aluminum chamber body (Al tee tubing: O.D. 4” (10.16 cm), 16 gauge, 
16” (40.64 cm) long), two IR windows, an aluminum piston, and a conductive heating 
system.  Aluminum was selected for chamber body because of its high thermal 
conductivity which minimized temperature non-uniformity over the cloud chamber.  The 
IR windows were single-side polished Silicon wafers which allowed IR radiation to 
partially pass through.  The unpolished side of each IR window was installed facing the 
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interior of the chamber and worked as a diffusive surface at boundary.  The detector was 
an InSb type IR camera with a focal plane array (FPA) 320 by 256 pixels and its spectral 
range covered 1 µm to 5.2 µm (Santa Barbara Focal Plane, liquid-nitrogen cooled 
system).  The active FPA and the spectral range were set at 240 by 152 pixels and 3.1 to 
4.95 µm respectively for IR imaging in the present work.  Since the experiments were 
intended to be conducted in local thermodynamic equilibrium conditions, a sufficiently 
fast frame-rate of 63.13 Hz with integration time 0.2004 msec was used to probe the 
transmission characteristics of the cloud chamber system. 
 
 
Fig. 3.1 A schematic of the cloud chamber system. 
 
Isobaric and Homogeneous Temperature System 
The cloud chamber was designed so as to operate at constant pressure and 
uniform temperature conditions.  Teflon tape was applied on the Al piston to prevent 
blow-by of water-vapor while still allowing the piston to be manually moved for pressure 
modulation.  The chamber pressure was read on a manometer connected to the chamber 
interior.  Minor fluctuations of pressure observed during heating and cooling processes 
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were not a primary concern because data acquisition was carried out only when the 
chamber reached its desired, stable temperature at the ambient air pressure.  A 
conductive heating system was constructed with nichrome ribbon and the heating rate 
was controlled by the electric current output in a DC power supply unit.  Nichrome 
ribbon was wrapped on the chamber surface to bring forth a nearly uniform temperature 
distribution over the cloud chamber.  After the heating system was established, the cloud 
chamber was covered with fiberglass insulation.   
In sealing tests, water was fully vaporized by raising up the chamber temperature 
above the dew point.  The chamber was then cooled to initiate condensation until 
reaching room temperature.  During the heating and cooling processes, the chamber 
pressure was first maintained nearly at the ambient air pressure by manually moving the 
piston to adjust the chamber volume.  Soon after the chamber reached room temperature, 
the piston was intentionally fixed at a certain position by the friction of Teflon tape to 
keep the chamber pressure slightly lower than atmospheric pressure for blow-by check.  
If the chamber was not properly sealed, its pressure would go up to balance out the air 
pressure in the lab.  The chamber was left untouched for at least 12 hours.  After that it 
was checked again and the chamber pressure was found to have remained nearly 
unchanged (less than the ambient air pressure in this case).  Accordingly, the system was 
acting as a fairly well closed system and could be treated as if it did not exchange water 
mass with the surroundings. 
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Fig. 3.2 (a) Locations of thermocouples on the inner wall of the cloud chamber as 
labeled by number 1-5. 
 
 
 
Fig. 3.2 (b) Inner-wall temperatures measured along the longitudinal direction in test 83. 
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Fig. 3.2 (c) The maximum and minimum medium temperatures in test 83. 
 
In temperature measurements, five thermocouples (Watlow, K-type) were evenly 
distributed on the inner surface of the 16” long chamber body, as shown in Fig. 3.2 (a), 
to give the wall-temperature readings.  Besides these five thermocouples, another 
thermocouple was inserted into the chamber center (in the same cross section of the 
number 3 thermocouple in the same figure) to show the radial variation of temperature in 
the medium.  This thermocouple was located slightly above the light path to minimize 
light shadowing in IR transmission experiments.  Owing to the efforts in making the 
system temperature as uniform as possible, the differences in temperature readings on the 
chamber wall were within 1ºC in most transmission experiments.  In some test runs, the 
temperature differences slightly exceeded 1ºC but were less than 1.5ºC.  Averaging these 
five temperatures to represent the temperature of the chamber wall, this averaged wall-
temperature was regarded as the maximum temperature in the medium because heat was 
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supplied to the system by conductive heating from the outer-wall of the chamber.  The 
temperature reading by the thermocouple suspended in the chamber was considered as 
the minimum temperature in the medium since the reading was taken at a location away 
from the heating source.  The differences between the maximum (the averaged 
temperature of the inner-wall) and minimum medium temperatures were found to be less 
than 1ºC in all runs and were reflected in the experimental tolerances of volume fraction 
of liquid-water in the chamber.  A typical temperature pattern of the chamber wall is 
shown in Fig. 3.2 (b).  The maximum and minimum temperatures from the same test are 
plotted in Fig. 3.2 (c).  In other temperature tests, it was found that the azimuthal 
distribution of wall temperature showed even better temperature uniformity than along 
the longitudinal axial direction.  As a result, the azimuthally distributed thermocouples in 
these tests were removed in transmission experiments.  Providing a target medium 
temperature at 60ºC, the ampere reading was about 1 A for a fixed voltage at 24 V in the 
current-control mode of the DC power supply unit, which supplied about 24 W to the 
chamber.  Heat was supplied to the chamber to balance heat loss to the surroundings by 
conduction through the covering fiberglass as well as by radiation through the IR 
windows and so on. 
 
Blackbody-like Infrared Source 
A Teflon-coated aluminum cavity heated by a different nichrome ribbon 
conductive heating system was aligned along the longitudinal axial direction of the cloud 
chamber to consistently provide blackbody-like IR intensity.  An optical shutter was 
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located between the cloud chamber and the IR source, allowing observers to 
mechanically turn on/off the IR intensity.  The IR source was properly positioned at a 
distance that allowed enough IR intensity to be detected for transmissivity 
measurements.  IR emission tests in the absence of participating medium in the chamber 
were conducted prior to IR transmission experiments to examine the radiative behavior 
of the IR source.  A pair of calcium fluoride plano-convex lenses (Thorlabs, 25.4 mm 
diameter, 100 mm effective focal length) were used to collect and focus the IR radiation 
on the FPA of the IR camera.  IR signals were measured between T=323 K to 368 K and 
compared to the integrated Planck radiation intensity for the working spectral range of 
the IR camera by mapping the measured signals to the calculated blackbody intensity at 
the upper and lower temperature limits of the tested temperature range.   
 
 
Fig. 3.3 The measured intensity of the blackbody-like IR source and the corresponding 
theoretical blackbody intensity.  Both intensities are normalized respectively by their 
intensity differences between T= 323 K and T=368 K. 
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IR emission results, as shown in Fig. 3.3, suggested that the cavity was a good 
blackbody-like source in the spectral range of the IR camera and the optical system was 
able to capture the IR radiation in terms of photon counts on the FPA. 
 
3.2 Experimental Procedures 
Reference Relative Intensity Without Water Clouds 
The IR source intensity measured in the absence of cloud was monitored by the 
IR camera in terms of photon counts and recorded as a reference value of IR intensity.  
When the shutter was closed, the signal reading R0,1 referred to a background value that 
contained the radiation from the black-color shutter surface, optical components, and 
other thermal signals from the surroundings.  The black-color shutter surface (black 
anodized aluminum) was regarded as a blackbody at room temperature.  When the 
shutter was open, the reading R0,2 consisted of the radiation from the blackbody-like IR 
source, optical components, and other thermal signals from surroundings.  The difference 
between these two IR readings (R0,2−R0,1) reflected the blackbody intensity difference at 
the IR source temperature and room temperature, which was a reference value of relative 
intensity without water clouds in the chamber (indicated by the subscript 0).   
 
Preparation of Water Clouds 
Water clouds were prepared by supplying heat to fully vaporize the distilled 
water which was dispensed into the chamber beforehand, and then decreasing the heating 
rate to allow cooling until homogeneous clouds were formed at a target temperature of 
60ºC.  The actual temperature obtained from temperature measurements in the cloud 
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chamber experiment was T= 60.4±1.2ºC.  In addition to this temperature, experiments 
were also conducted at a different desired temperature of 75ºC for comparison purposes.  
The dew point was calculated using steam table data for water from NIST webbook such 
that the target temperature would be below the dew point for a given water amount and 
chamber volume, and clouds would form at saturation conditions.  Supersaturation with 
appreciable magnitude was unlikely to happen since the cooling rate was relatively low 
and it was anticipated that plenty of cloud condensation nuclei (CCN) were available to 
be activated.  The laboratory work was performed in an urban area (Urbana, IL) and no 
special treatments for aerosol removal were carried out in the laboratory, such that 
heterogeneous nucleation was easily achieved.  According to the Kelvin relation, which 
relates the vapor pressure of a liquid droplet at a given temperature to its curvature 
through surface tension, supersaturation due to the curvature effect is about 0.1% for a 1 
µm radius water droplet and decreases further for a larger droplet (Goody, 1995, Fig. 
8.3).  For a water droplet with typical cloud-size 10 µm in radius, the Kelvin effect 
supersaturation at equilibrium is ~0.01%.  If water-vapor condenses on a soluble 
condensation nucleus to form a droplet, the solute effect, in addition to the curvature 
effect, will lead to a descended supersaturation curve according to the Köhler relation 
(Goody, 1995).  Despite the increase of vapor pressure of a water droplet by the 
curvature effect, its effect on equilibrium vapor pressure at droplet surface is minor for 
droplets assumed in this study and is neglected.  Uncertainty in volume fraction of 
liquid-water due to supersaturation is negligible relative to that due to temperature 
uncertainty.  The formation of water clusters due to supersaturation (Carlon, 1978), 
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which is different in nature from vapor condensation on nucleation sites, is ignored as 
well.  Besides the conductive heating system on the chamber wall, heat guns were used 
to convectively supply extra heat to IR windows to avoid condensation on interior 
surfaces of IR windows and to minimize temperature gradients in the vicinities of IR 
windows.  In some test runs without convective heating, a rapid conductive 
heating/cooling rate was set to induce a non-uniform temperature distribution over the 
chamber and water droplets were found to condense on IR windows, which were clearly 
displayed on the monitor of the IR camera.  In such cases, the standard deviation of 
signal reading was found to be more than 100 photon counts.  A typical value of the 
signal reading in transmission experiments was 2,500 photon counts.  The low flux noise 
was normally 2-3 counts and was already subtracted off in transmission experiments.  
Without vapor condensation on the IR window, which was the situation for normal 
experimental conditions, the standard deviation of signal reading was as low as 5-8 
photon counts.  To check if condensation occurred on the inner surface of the chamber, 
its interior was visually examined.  After each optical measurement, the piston was 
removed and water condensation was neither found on the wall nor on the piston.   
 
Relative Intensity With Water Clouds 
With homogeneous water clouds formed in the chamber, the relative IR signals 
were measured again at the same target temperature of cloud chamber and IR source 
temperature.  The difference of IR readings with shutter open and closed, respectively 
denoted by R2 and R1, mirrored the difference of transmitted IR radiation through the 
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participating medium at the IR source temperature and room temperature.  Having the 
reference relative intensity without water clouds, the transmissivity in the water clouds in 
the working spectral range of the IR camera is defined in Eq. (3.2.1). 
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        (3.2.1) 
 
Initial Water-Vapor Mass 
Before liquid-water was dispensed into the chamber, there already existed 
gaseous-state water molecules in the chamber.  The presence of gaseous-water in the air 
is often revealed in a local weather report as relative humidity which has a value between 
0 and 1.  Except for a desert environment where the air is extremely dry, it is very rare to 
hear zero relative humidity in areas suitable for human habitation.  On raining days, 
relative humidity close to unity is commonly experienced.  To find the local relative 
humidity and hence the partial pressure of water-vapor in the lab, a psychrometer was 
used in the experiment.  In fact, relative humidity obtained by the psychrometer in the 
lab was very close to that reported from the local weather service center.   
The initial mass of gaseous-water in the chamber is derived from the relative 
humidity in the lab and the initial chamber volume before water is dispensed for heating.  
Assuming ideal gas for water-vapor, it can be shown that the specific volume of water-
vapor inside the chamber for room temperature Tr and relative humidity RH is  
 
( ) ( ),vv g sat rg r TT RH=          (3.2.2) 
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where vg,sat is the saturated specific volume of water-vapor.  The initial water mass in the 
chamber is calculated considering the case of isobaric heating without adding water in 
the chamber.  Since the chamber is a closed system and is maintained at the ambient air 
pressure, the partial pressure of water-vapor Pg  in the chamber at temperature T remains 
the same during the isobaric heating as that outside (or inside) the chamber at Tr, namely, 
Pg(T)= Pg(Tr).  The specific volume of water-vapor inside the chamber at temperature T 
becomes 
 
( ) ( )v vg g r
r
TT T
T
= ,         (3.2.3) 
 
where vg(Tr) is given in Eq. (3.2.2).  The initial gaseous-water mass mi is just the 
chamber volume V at T divided by vg(T). 
 
( )
( )vi g
V T
m
T
=           (3.2.4) 
 
The amount of initial water mass in the chamber before heating is accounted for in 
volume fraction (fv) calculations when water clouds are present.  The mass of water-
droplets is the difference between total water mass, including the initial gaseous-water mi 
and the dispensed liquid-water ml, and the amount of saturated vapor occupying the 
chamber volume mv (= V/vg,sat).  The volume fraction of water-droplets to the chamber is 
readily available  
 
v
v
1l i
l
m m mf
Vρ
+ −
= ,         (3.2.5) 
 
where ρl is the density of liquid-water. 
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Fig. 3.4 IR imaging by the IR camera: (a) a reflection of a cold spot on the IR window 
(left); (b) a glow bar projected on the plane of the cold spot (right). 
 
Thermal Noise Reduction 
Although background signals were mathematically cancelled out by the optical 
treatments in this study, efforts were made to reduce the thermal noise from the 
background as well.  This was done by taking all the signal readings from a cold spot 
detected on the FPA, which was a reflection of the liquid-nitrogen dewar on the IR 
window, where the thermal noise was physically minimized.  Fig. 3.4 (a) shows the 
reflected cold spot on the IR window (on the IR camera side).  The cold spot reflection 
on the IR window is distinguished from other hotter IR reflections as a darker area on the 
monitor.  With this cold spot in the sight of the cloud chamber, radiative cooling through 
the IR window was enhanced to a certain degree.  In Fig. 3.4 (b), the IR camera saw 
through the cold spot a glow bar (in replacement of the IR source in alignment tests) 
behind the opposite IR window when the shutter was open.  Provided physical 
dimensions of the glow bar (0.95 cm diameter for the bolt head) in Fig. 3.4 (b), the 
resolution was 0.0475 cm/pixel for the present optical setup.  IR signals were averaged in 
an appropriate area in the cold spot, which was somewhat arbitrary due to uniform 
42 
 
photon counts registered inside the cold spot region, as long as the area was not adjacent 
to the cold spot edge.  
 
3.3 Infrared Transmission Imaging 
IR radiation was detected on the FPA of the IR camera and the corresponding IR 
images were displayed on the computer screen.  Photon counts for the same detected IR 
images were recorded by the computer.  Fig. 3.5 (a) and (b) respectively show the IR 
images of the cold spot when the shutter was closed and open in the absence of water 
clouds.  Fig. 3.5 (c) and (d) are IR images also respectively for closed- and open-shutter 
but with water clouds in the chamber.  When the shutter was closed, the IR images were 
darker than those when the shutter was open, indicating fewer photon counts were 
registered on the FPA for the closed-shutter situation.  The spatial distribution pattern of 
IR intensity showed good homogeneity for the participating water clouds in terms of low 
standard deviation of photon counts.  In most tests with/without water clouds in the 
chamber, the standard deviation of IR intensity was 5-6 photon counts for T=60°C and 7-
8 photon counts for T=75°C.  In Fig. 3.5 (d) when the shutter was open, the brighter color 
in the center of the cold spot was a result of a high contrast image display.  Standard 
deviations of photon counts in the cold spot region were actually quite low in these 
figures.  If condensation of water-vapor occurs on the IR windows, which were the most 
probable area for condensation as a consequence of less conductive heating and more 
radiative cooling, the standard deviation of photon counts would be higher locally in the 
vicinity of where water drops were accumulated than that in Fig. 3.5 (d).   
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      (a)        (b) 
 
 
      (c)                   (d) 
 
Fig. 3.5 IR images of the cold spot for (a) closed-shutter (no water clouds); (b) open-
shutter (no water clouds); (c) closed-shutter (with water clouds); (d) open-shutter (with 
water clouds). 
 
  
 
 
Fig. 3.6 Vapor condensation on the IR window observed through the IR camera.  The 
length of the displayed area here is about the radius of the cold spot in Fig. 3.5 (a)-(d). 
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When water-vapor condensation happened on the window, it could be directly 
identified through the IR images.  This is exemplified in Fig. 3.6 which shows a wetted 
window due to vapor condensation when non-uniform heating was applied on the cloud 
chamber, leading to a relatively low temperature on the IR windows and therefore vapor 
condensation.  For visual demonstration purposes, the cloud chamber was intentionally 
tilted such that the reflection of cold spot was not seen in Fig. 3.6.  Non-uniform 
temperature distribution on the chamber wall resulted in non-uniform heating over the IR 
window because heat was conducted from the wall to the windows.  The area where 
vapor condensation took place was also indicated by a large value of the standard 
deviation of the IR signal, usually > 100 photon counts, as stated earlier.  These unwanted 
scenarios were to a great extent eliminated by the aforementioned convective heating 
treatment on the IR windows and the uniform temperature distribution achieved by the 
conductive heating system.   
Measurements of IR transmission were performed instead of IR emission for the 
cloud chamber system because the latter had higher experimental uncertainties than the 
former.  Some IR emission tests (Exp #1-42 in Appendix E) were actually carried out in 
addition to IR transmission measurements, but it was hard to obtain emissivity data 
straight from the registered photon counts due to the uncertainties of the chamber 
temperature, which in turn caused uncertainties for the registered photon counts.  The 
thermal response of the IR camera was very sensitive to temperature fluctuations of the 
thermal object on which the IR image was taken, which certainly was good in many 
optical applications, but not for these emissivity measurements, which relied very much 
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on the direct IR readings.  The IR readings could change by hundreds of photon counts in 
response to a temperature change by a few degrees C of the thermal object.  Besides the 
thermal signals from the thermal object, there was thermal noise from the surroundings 
and optical components.  Both the uncertainties of the chamber temperature and the 
background thermal noise gave rise to difficulties determining the actual IR intensities 
emitted from the water clouds.  Moreover, even the registered background value of 
photon counts varied from experiment to experiment due to signal calibrations carried out 
for the IR camera each time before the experiment.  Due to these drawbacks, IR emission 
measurements in the cloud chamber with the IR camera were not pursued further. 
    
3.4 Blackbody-like Enclosure Emission Tests 
Besides the cloud chamber transmission experiments, emission tests of water 
condensation-radiation in a blackbody cavity-like enclosure were performed using a 
photo-electromagnetic (PEM, Boston Electronics Corporation, PEM-10.6) IR detector to 
detect the power of incident radiation emitting from the enclosure.  Unlike the IR camera 
for the emission measurements, PEM did not require a signal calibration.  The working 
spectral range of PEM was 2-12 µm.  Instead of having quantitative definitions of water 
content for the corresponding IR strength as done in the cloud chamber experiments, 
these supplemental tests were carried out to qualitatively demonstrate the potential non-
Planckian radiation accompanying water-vapor condensation.  A cylindrical container 
with a small opening aligned to the PEM detector was used as a blackbody-like 
enclosure.  The container was made of a thin Al skin (thickness= 0.24 mm) with a layer 
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of Teflon coating (0.01 mm) as a low IR reflectance surface (Persky and Szczesniak, 
2008) inside the container.  The diameter of the opening was 1.27 cm and the container 
diameter was 10.80 cm.  The length of the container was 12.07 cm.  The detector was 
placed at an appropriate distance (0.95 cm) from the opening to keep it from a direct 
contact with water clouds coming out of the container.  The warm water clouds ascended 
into the air due to buoyancy soon after leaving the opening.  The primary goal of 
emission tests for a blackbody-like cavity over a fairly wide IR spectrum range 2-12 µm 
was to compare the emission strength when water clouds were present with that in the 
absence of water, in order to check if any anomalous radiation existed along with phase-
change of water as reported in the literature.  A schematic of the experimental setup is 
shown in Fig. 3.7 (a) and (b) for Planckian and non-Planckian cases, respectively.  
Locations of thermocouples are shown in Figure 3.7 (c). 
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Fig. 3.7 Experimental setup for condensation-radiation detection for (a) Planckian 
radiation and (b) non-Planckian radiation.  The locations of thermocouples for the 
blackbody enclosure temperature measurements are shown in (c). 
 
Experiments were conducted at various temperatures for two situations: with and 
without water-condensation in the enclosure.  For water-vapor condensation-radiation 
experimentation, a sufficient amount of liquid-water was added into the enclosure for 
heating to generate water clouds to fill the container.  Since the container size was not big 
(1,106 cm3), a few grams of water was sufficient to produce enough vapor to fill the 
container in these tests (saturated vapor specific volume>3,400 cm3/g for T<80°C).  A 
conductive heating system controlled by a DC power supply unit was used to supply heat 
to the container.  Fig. 3.8 (a) shows a typical temperature distribution pattern on the outer 
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cylinder wall, which is uniform to within ±0.4°C for T<70°C and within ±0.8°C for 
70°C≤T<80°C.  The locations of thermocouples for the outer-wall temperature 
measurements T1, T2 and T3 in Fig. 3.8 (a) are schematically shown in Fig. 3.7 (c).  In 
Fig. 3.8 (b), the medium temperature measured by a thermocouple suspended in the 
center of the container (Tg in Fig. 3.7(c)) suggested that the temperature of the water 
clouds was lower than the outer-wall temperature To.  The suspended thermocouple was 
enclosed within a radiation shield made with aluminum foil to improve the temperature 
measurement accuracy.  The radiation shield had two openings at the ends parallel to the 
cloud stream direction to allow convective heat transfer between the thermocouple and 
the water clouds.  The outer-wall temperature To was slightly lower than the inner-wall 
temperature Ti possibly due to condensation on the wall which released latent heat.  
Assuming laminar film condensation on the inner wall, the film thickness at the location 
where Ti was measured was ~0.05 mm, which was thinner than the thermocouple wire.  
Therefore, Ti contained the temperature information of the liquid-gas interface, the liquid 
film and the inner wall.  The liquid-gas interface temperature was estimated to be ~1°C 
higher than Ti if the averaged film temperature was assumed for Ti.  The temperature was 
raised to slightly above 100°C to vaporize the liquid-water and then cooled down to 
induce vapor-condensation.  During the cooling process, IR radiation emitting from the 
opening of the enclosure was collected by the PEM detector.  For the Planckian radiation 
case, the same procedures were carried out for signal collection, except there was no 
water in the container.  A uniform temperature distribution over the entire cylinder, not 
only on the outer-wall but also on the inner-wall, was achieved in the absence of water. 
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Fig. 3.8 (a) Surface temperature distribution of the cylindrical container during cooling 
process in the presence of water clouds.  Outer-wall temperatures at the side, front and 
back ends of the container are denoted respectively by T1, T2 and T3. 
 
 
Fig. 3.8 (b) Radial temperature distribution of the cylindrical container during cooling 
process in the presence of water clouds.  The medium temperature measured by a 
thermocouple suspended in the center of the container, and the outer- and inner-wall 
temperatures are denoted respectively by Tg, To and Ti. 
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A blackbody-radiation calibration was performed for the Planckian radiation 
signals such that the electric signals [mV] from both situations (with and without water-
condensation) would be converted to radiation intensity [W/cm2].  The intensity 
difference between these two situations, if any, was the excess radiation in addition to 
blackbody radiation due to vapor-condensation. 
 
3.5 Experimental Observations 
Cloud Chamber Transmission Experiments 
One common issue in cloud chamber experiments is that vapor condensation may 
happen on the windows or on the wall.  If condensation happens on the windows, there 
will be a fewer number of photons from the IR source reaching the IR camera because of 
absorption by water droplets on the IR windows.  If condensation occurs on the wall, the 
accuracy in determining the amount of suspended liquid-water in the chamber will be 
reduced.  In this work, condensation on the wall was prevented by heating to a higher 
temperature via continual conductive heating on the wall.  One advantage of performing 
IR imaging experiments for water clouds was that the cloud pattern in the chamber could 
be easily identified.  Accumulation of liquid-water on the window was not visually 
observed from IR images in the cloud chamber experiment.  A low standard deviation of 
photon counts for the window concurred with this observation.  It was found, based on IR 
imaging results, that the issue of water-vapor condensation on the windows was 
successfully overcome.   
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There were several IR radiation contributions to the photon counts detected on the 
FPA.  The heated IR windows as well as the warm water clouds in the chamber were 
thermal radiation sources by their own temperatures.  The IR radiation transmitted all the 
way from the IR source through the rear window, the clouds in the chamber, and the front 
window on the IR camera side were external IR radiation sources contributing to the 
cloud chamber system.  Reflection of surrounding radiation sources on the IR front 
window was another additional IR radiation contribution.  Besides these, there were 
background noises from optical components, electronics and other objects in the lab.  
When the IR camera was horizontally tilted a little off the normal direction of the IR 
windows so that the cold spot fell outside of the FPA, the color pattern of the IR images 
for the IR window became monochromatic, indicating that a combination of the thermal 
radiation from the chamber itself, the background signals and the reflected thermal 
radiation outside the liquid-nitrogen dewar area altogether yielded a uniform radiation 
distribution on the FPA.  A comparison between the thermal signal of the chamber at 
room temperature and that of it at a temperature a few degrees C higher than room 
temperature revealed that the thermal radiation from the IR window was a major 
contribution to IR intensity detected by the IR camera.   
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Fig. 3.9 Registered photon counts by the IR camera for λ=3.1-4.95 µm at frame 
rate=63.13 Hz and T=60°C in test 66.  Subscripts 2 and 1 below IR reading, R, denote 
the open-shutter and closed-shutter situations, respectively.  The subscript 0 implies the 
air-only case.  With the closed-shutter as a reference of IR radiation, the ratio of (R2-R1) 
to (R0,2-R0,1) gives the transmissivity of the participating medium. 
 
Although there were preexisting IR radiation contributions in the lab and from 
optical components, the external IR source was able to provide enough IR intensity for 
the transmission experiment.  This blackbody-like IR source ran mostly at 104°C.  In 
some tests the temperature of the IR source was set at 125°C for comparison purposes.  
When the optical shutter was open, the detected IR intensity was about 70 photon counts 
higher than with a closed-shutter in the absence of water at about 104°C IR source 
temperature, as shown in Fig. 3.9 (the air only case).  When the IR source temperature 
was at about 125°C, the number of photon counts increased to about 120.  Nevertheless, 
the resulting transmissivity stayed nearly the same for the same volume fraction of liquid-
water regardless of what IR source temperature was used.  Transmissivity defined in Eq. 
53 
 
(3.2.1) was experimentally determined by the ratio of the signal differences for the two 
situations, i.e. (R2-R1)/(R0,2-R0,1) in Fig. 3.9.  Radiative heating by the IR source 
radiation, which was obviously not a strong heating source, was not considered to 
significantly alter the cloud pattern, which was thought to be established mainly by the 
conductive heating system.  Given T= 104°C, the shutter area= 7.92 cm2 and the IR 
transmittance of the Si window≈ 0.5, the maximum amount of radiative heating provided 
by IR radiation in the 3-5 µm spectral range was 0.023 W (= 0.057 W/cm2 × 7.92 cm2
 
× 
0.5), which was less than 0.1% of the power supplied by the DC power unit. 
Absorption of IR radiation in the cloud chamber was regarded to be primarily due 
to liquid-water droplets suspended inside the chamber instead of the water molecules in 
vapor form.  In some tests water content was kept low on purpose such that the saturation 
condition would be broken and water would be fully vaporized by slightly increasing the 
temperature, i.e. 1-2 °C upward.  Before the water fully turned to vapor, the volume 
fraction of the liquid-water was small and the chamber volume was chiefly occupied by 
water-vapor and air molecules.  The measured transmissivity was about 0.6 in this case.  
However, after slightly raising the temperature to cause full vaporization of the liquid-
water, it was observed that transmissivity abruptly jumped up to unity, indicating that 
absorption of IR radiation by liquid-water droplets was much stronger than by water-
vapor on the same mass basis.  Even a small amount of water in liquid-state made a 
difference in IR absorption in the 4 µm atmospheric window.  Figure 3.10 shows a 
comparison between the mass absorption coefficients κ [cm-1-(g/cm3)-1, absorption 
coefficient/density] of liquid-water (Rusk and Williams, 1971) and water-vapor (White et 
54 
 
al., 1978) at room temperature.  The κ values of liquid water are 3 orders of magnitude 
larger than those of water vapor in the 4 µm atmospheric window.  In another 
atmospheric window at 10 µm, as reported in the literature, similar absorption 
characteristics for liquid- and gaseous-state water exist as well.  It has been shown by 
Carlon (1980) that water-vapor molecular absorption coefficient is 3-4 orders of 
magnitude weaker than that of liquid-water in the 10 µm window. 
 
 
Fig. 3.10 Mass absorption coefficients of liquid-water and water-vapor at room 
temperature. 
 
Blackbody-like Enclosure Emission Tests 
Since the cylindrical enclosure had an opening which allowed water-vapor, and 
possibly also water clusters and droplets, to leave the cavity, qualitative observations of 
IR emission strength were made for the water clouds to compare with blackbody 
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radiation for the same experimental conditions when water clouds were absent in the 
enclosure.  The surface temperatures at different locations of the enclosure were 
measured to allow a blackbody radiation calibration to be made for the emission signals 
in the working spectral range of the detector and the temperature range in emission tests 
without water in the enclosure.  It was observed, as expected, that the emission signals 
descended as temperature went down.  A general agreement between the emission signals 
and the calculated blackbody strength was found, indicating that, when no water was 
present, the enclosure provided blackbody-like radiation over the testing temperature 
range.  Uncertainties in temperature measurements were not a main concern for 
blackbody calibration because a fairly uniform temperature distribution was achieved for 
the blackbody-like enclosure in the present setup with no water clouds in the enclosure.  
When there was water in the enclosure, stronger emission signals than blackbody 
radiation were observed especially at temperatures above 50°C.  Water clouds, which 
possibly emit some extra amount of IR radiation, were formed during the cooling 
process.  To check if the enclosure was occupied by water clouds during the cooling 
process, a transparent plastic piece was placed at the opening of the enclosure and 
discernable tiny water droplets were found to continually accumulate on the plastic until 
all the water clouds in the enclosure were gone or the enclosure temperature dropped to 
40-50 °C, whichever happened first.  The medium temperature in the enclosure was 
lower than the wall temperature in all the temperature measurements, which gave rise to 
difficulties in comparing the emission signals with the calculated blackbody radiation 
strength.  Nevertheless, the measured IR signals were still stronger than blackbody 
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radiation even if the inner-wall temperature (> the medium temperature) was used as the 
enclosure temperature. 
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Chapter 4 Theoretical Approach 
 
Analytic thermodynamic models for condensed-state water are proposed to study 
its energetic behaviors over a wide range of temperatures from a few degrees K to near 
the critical point.  Changes of energetic behaviors of water molecules due to phase-
transitions are of special interest and are linked to the direct emission of infrared 
radiation, which allows latent heat to be released as photon-energy.  With emphasis on 
water-vapor condensation process, a newly defined absorption coefficient due to 
condensation radiation is included in the radiative transfer equation to account for the 
missing mechanism of direct emission and absorption of infrared radiation during vapor 
condensation.  Radiative transfer in the cloud chamber system introduced in chapter 3 is 
simulated by Monte Carlo methods.  These computation methods are discussed in this 
chapter. 
 
4.1 Modified Einstein’s Model for Lattice Ice 
In crystalline solid water, each water molecule is assumed to possess 
intermolecular vibrations in six degrees of freedom, comprising three hindered 
translational vibrations and three hindered rotational vibrations, and confined in a local 
“cell” (cage) by intermolecular potentials.  The confinement assumption of molecular 
motions within a cell without interference by other molecular motions from other cells is 
usually called cell theory and commonly used for liquid-state vibration study (Henchman, 
2007).  The vibration motions of each molecule in a cell are formulated by harmonic 
58 
 
oscillators, which can be considered as a composition of mass-spring systems with 
different force constants.  It has to be noted that the application of harmonic oscillators on 
the vibrating system is acceptable only when most of the molecules stay at low energy 
levels where the molecular vibrations can be approximated by harmonic oscillations.  
This assumption is valid for the majority of ice molecules that do not get excited to high 
enough energy states where anharmonic effects are appreciable.   
 
 
Fig. 4.1 Tetrahedral ice structure. Each H2O molecule is surrounded by 4 H2O molecules. 
The dashed lines denote hydrogen-bonding between oxygen atoms and hydrogen atoms. 
 
In this study, the tetrahedral arrangement is adopted for lattice ice structure 
(Bjerrum, 1951; Salzmann et al., 2006), as shown in Fig. 4.1.  A typical example of 
tetrahedrally hydrogen-bonded ice is ice Ih.  Water molecules in all of the 15 known 
crystalline phases are tetrahedrally hydrogen-bonded to four neighbors (Salzmann et al., 
2006).  Besides crystalline phases, ice has a number of amorphous phases.  Among all 
these forms of ice, ice Ih is the most common form of ice on the earth.  Although there 
are many known crystalline phases of ice, ice Ih is the only ordinary form of ice on the 
59 
 
earth; crystalline ices other than ice Ih are prepared under special conditions in laboratory 
environments.  As a result, the tetrahedral arrangement of ice structure is adopted in this 
work’s lattice-ice model and the thermodynamic properties of ice are calculated based on 
ice Ih spectroscopic data.   
 
 
Fig. 4.2 Absorption coefficient of ice Ih at 100 K. 
 
In a harmonic oscillating mass-spring system, which is analogous to the hindered 
translational vibration in lattice ice, the fundamental vibration frequency is determined by 
the mass of the vibrating object and the force constant acting on the mass.  As for 
hindered rotational vibrations, similar formulations for fundamental frequencies can be 
obtained by replacing mass with moment of inertia and force constant with “torque” 
constant in the “mass-spring” system.  The mathematical forms for both types of 
fundamental frequencies can be found in (Sonntag and Van Wylen, 1966; Henchman, 
2007).  By invoking the harmonic oscillator assumption, however, the force/torque 
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constants do not necessarily need to be directly involved in specifying the vibration bands, 
for this will require foreknowledge of intermolecular potentials.  Rather, the fundamental 
frequencies can be obtained from IR absorption spectroscopic data as shown in Fig. 4.2, 
in which the dotted points are absorption coefficients and the solid curve is the 
combination of two Lorentzian line shapes with fundamental frequencies at 65 and 229 
cm-1 with hwhm's (half width at half maximum) of 5 and 15 cm-1, respectively (Bertie 
and  Whalley, 1967; Prask et al., 1968; Bertie et al., 1969; Eisenberg and Kauzmann, 
1969).  The magnitudes of the line shapes are scaled to fit the experimental data near the 
line centers.   
The reason the Lorentzian line shape is used here is because it is a consequence of 
intermolecular interactions (or “collisions”) which alter the energy levels of ice 
molecules and bring about dispersed absorption bands around vibration line centers 
(Brewster, 1992).  Moreover, it is assumed that the molecule population follows the 
Lorentzian distribution function, since the Lorentzian distribution is used to describe the 
spectral absorption coefficient, which is supposed proportional to the molecular 
population at the corresponding vibration frequency.  This assumption is later used to 
derive the thermodynamic properties for ice as the “collision” effect is accounted for.  
Also in the same figure, the shoulder at ~160 cm-1 is not considered as a fundamental 
frequency because it cannot produce agreeable results for ice heat capacity.  It may be 
interpreted as a combination of the overtones of the low frequency band and the far wings 
of other vibration bands. 
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For the modified Einstein model with six fundamental frequencies, the resulting 
quantized energy ε for each degree of freedom is 
 
1
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where h is the Planck’s constant, νi the fundamental frequency of the i-th intermolecular 
vibration band, v the intermolecular vibration quantum number.  The partition function Z 
and thermodynamic properties for the i-th band are shown in Eqs. (4.1.2)-(4.1.5):  
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where k is the Boltzmann constant, 1.38×10-23 J/K, T the temperature, θi=hνi/k the 
characteristic temperature, and R the gas constant for H2O, 0.462 kJ/kg-K.  Summing up 
each i-th mode thermodynamic property gives the total property.   
62 
 
In addition to the simple harmonic oscillation approximation for lattice ice, the 
collision effect is also considered by adding a linear damping term into the mass-spring 
system and the resulting vibration frequencies are no longer discrete but broadened by the 
Lorentzian line shapes.  The details for the collision effect derivation can be found in 
(Brewster, 1992).  The Lorentzian profile with respect to wave number 1/λ (commonly 
used in spectroscopy) is assumed proportional to the population distribution at different 
energy levels for the aforementioned reasons, giving 
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where 1/λ0= line center, 1/λa= hwhm, and N1/λ is the population at 1/λ.  The coefficient A 
is obtained from normalization conditions for N particles.  Replacing R by k and ν by c/λ 
in Eq. (4.1.3), the total energy for the i-th mode subject to collision effect becomes 
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and the subsequent heat capacity and entropy, 
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Integrated forms are obtained for thermodynamic properties when the collision effect is 
taken into account.   
 
4.2 Modified Cell Theory for Liquid-Water 
Cell theory for liquids typically assumes that molecules are confined in rigid cells 
and the motions of molecules in different cells are mutually independent.  Since liquids 
are not as “structured” as solids, the present model accommodates the deformable feature 
of water by introducing a moving-wall concept into the wall-spring-mass system of cell 
theory.  To say that the wall in the wall-spring-mass system is moving is equivalent to 
saying that the oscillations between molecules are constrained, or “softened”, by 
intermolecular interactions with neighbor molecules, which are oscillating 
simultaneously.  Similar to cell theory, water molecules within cells are assumed to be 
harmonic oscillators resembling the classical wall-spring-mass system, while 
intermolecular interactions arising from higher order terms of derivatives of potential 
energy are modeled by moving-walls, as shown in Fig. 4.3 (a). 
 
 
     (a)           (b) 
 
Fig. 4.3 (a) The moving-wall-spring-mass system for soft-cell model; (b) a schematic of 
two kinds of intermolecular vibrations. 
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Basic assumptions for soft-cell theory are as follows.  First of all, the adiabatic 
approximation for electronic structure is assumed, i.e. electrons remain at ground state.  
Secondly, water molecules are assumed to be internally unexcited in vibration, so that the 
contributions from intra-molecular vibrations are neglected.  Thirdly, the intermolecular 
vibration energy of the system can be decomposed into six effective potentials for six 
degrees of freedom: three for intermolecular translational vibrations and three for 
intermolecular rotational vibrations.  Finally, the cell walls are assumed to vibrate 
correspondingly and elastically with respect to the molecular motions within each cell 
and are effectively described by elastically vibrating walls in each degree of freedom for 
the wall-spring-mass system.  Following the assumption of intermolecular vibrations in 
six independent degrees of freedom, the effective characteristic frequencies are 
independent of one another, and so are the spring constants in the moving-wall-spring-
mass system.  The term translational or rotational “vibration” denotes that the motion of 
molecules, in the condensed-state, is of two kinds of hindered (restricted) vibration: 
hindered translational vibration and hindered rotational vibration, as shown in Fig. 4.3 (b).  
To better understand the dynamics of water molecules subject to intermolecular forces, it 
is beneficial to begin with water molecules at gaseous state.  For example, at T= 373.15 
K and P= 1 atm, a water molecule in gaseous-state at thermal equilibrium possesses 
translation energy and rotational energy, while the intra-molecular vibration mode mostly 
stays unexcited and the intermolecular potential energy is nearly absent.  In this case, the 
motion of a water molecule can be considered to be free, i.e. unhindered, motion and the 
translational/rotational mode of molecular motion does not exhibit “vibration-like” 
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behavior.  When the water molecule becomes confined in liquid-water, however, the 
translational/rotational mode of molecule motion is no longer unhindered.  Instead, the 
translational mode as well as rotational mode of molecular motion in the presence of 
intermolecular potentials in liquid-water appear as hindered translational vibrations and 
hindered rotational vibrations. 
Following similar procedures performed in the wall-spring-mass system for the 
traditional cell theory, the displacement xi of a water molecule in each dimension 
becomes  
 
( )i ix r r rεδ= − − ,      (4.2.1) 
 
where i= 1-3 are for intermolecular translational vibrations, i= 4-6 for intermolecular 
rotational vibrations, δr the displacement of the moving-wall, and rε the location of water 
molecule at mechanical equilibrium.  The elastic moving-wall statement immediately 
correlates δr with x: δr= bx, where b is a positive constant while the sign of δr alternates 
as the molecule moves back and forth.  The idea of the elastic-vibration assumption is to 
make each cell restore to its initial state after a vibration cycle under thermodynamic 
equilibrium conditions, so that the microscopically deformable liquid water maintains its 
bulk state macroscopically.  For each cell, in the perspective of the wall-spring-mass 
system, the interactions from other cell units are effectively included in the 
intermolecular potential that acts on the mass through the vibrating-wall and spring, and 
the thermodynamic characteristics of water are represented in a cell.  With the soft-cell 
effect, or b effect, the characteristic frequency for a degree of freedom is represented as 
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( )
1s i ib
ν
ν
 
=  
+ 
,      (4.2.2) 
 
where ν and νs are the characteristic frequencies in the wall-spring-mass system and 
moving-wall-spring-mass system, respectively, and the subscript s indicates soft-cell 
model.  The derivations of Eq. (4.2.2) and other key equations for the soft-cell model are 
given in Appendix D.  For translational vibrations, each ν is subject to the corresponding 
force constant kM and mass M; while for rotational vibrations, each ν is subject to the 
corresponding torque constant kI and moment of inertia I (Henchman, 2007), 
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.     (4.2.3) 
 
Since the characteristic frequencies of intermolecular vibrations of water molecules are 
associated with the force/torque constants, these frequencies contain the information of 
intermolecular interactions arising from intermolecular forces, such as the Coulomb 
forces and the van der Walls attraction.  In the literature, the intermolecular vibration 
frequencies for water are found to be smaller than those of ice (Bertie et al., 1968, 1969; 
Bertie and Whalley, 1964, 1967; Carey and Korenowski, 1998; Castner et al., 1995; 
Palese et al., 1994; Prask et al., 1968; Walrafen et al., 1986).   This is described in the 
present model by the b effect.  The characteristic vibration frequency νs from soft-cell 
theory is reduced by a factor of 1/(1+b)1/2 as compared to the frequency in cell theory.  
The averaged kinetic energy (KE) of the system is obtained through the integration of 
kinetic energy over a complete vibration cycle inside a cell, giving 
67 
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2s s ii i
bKE E
b
+ 
=  + 
.      (4.2.4) 
 
Since the soft-cell theory does not explicitly contain hydrogen-bonding information at 
this point, the expression for the potential energy of the system is to be further formulated 
in a simple water energy mode in the next section.   
Letting 
1s
hh
b
=
+
, the eigen energy in the Schrödinger equation for each 
vibration mode i then appears in the same form as that in the wall-spring-mass system, 
 
( )
v
1
v
2s s si i
E hν  = +  
  
, v= 0, 1, 2, 3 ...      (4.2.5) 
 
Therefore, one may regard that the Planck constant is effectively reduced by the b effect.  
The total intermolecular vibration energy (Sonntag and Van Wylen, 1966), composed of 
intermolecular translational and rotational vibration energies, is 
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1 1
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= = + 
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The b’s for each intermolecular vibration mode can be calculated by  
 
( )
2
1
i
s i
b ν
ν
 
= − 
 
.      (4.2.7) 
 
Water Energy Model 
To investigate the hydrogen-bonding information and the related thermodynamic 
properties, a simple energy model for water is presented as 
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( ) ( ) ( )vH KE PE P= + + ,      (4.2.8) 
 
showing that the enthalpy H is comprised of kinetic energy, potential energy, and (Pv) 
work.  Water molecules at gaseous-state are treated as ideal gas so that (PE) is dropped.  
Furthermore, it is assumed that the translational and rotational kinetic energies are fully 
exited while intra-molecular vibration mode remains unexcited since the temperature 
range in this study is below critical and extreme pressure conditions are not considered.  
The total enthalpy for gaseous H2O is  
 
( )3 vg gH RT P= + ,      (4.2.9) 
 
where R is the universal gas constant and the subscript g refers to gaseous-state.  
For liquid H2O, the hydrogen-bond enthalpy HHB is introduced to account for 
(PE) and the b effect is applied to formulate (KE), which includes intermolecular 
translational and rotational vibration energies.  It is a rather difficult task to separate 
hydrogen-bonding energy from other types of intermolecular vibration energy because 
the intermolecular vibrations of liquid-water molecules are under the influence of the 
potential field by hydrogen-bonds. The hydrogen-bonding energy, however, does not 
explicitly manifest itself unless the hydrogen-bonds are broken such that it is released in 
other forms, like latent heat of vaporization, for instance.  In other words, the soft-cell 
model alone is not sufficient in obtaining the information of hydrogen-bonds in liquid-
water, although hydrogen-bonds surely contribute to intermolecular potentials.  As a 
result, two steps are taken to formulate the hydrogen-bonding information.  First, the 
averaged kinetic energy for intermolecular vibrations is obtained based on spectroscopic 
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data for intermolecular vibration bands of liquid-water.  Secondly, the information of 
hydrogen-bonding is introduced into the model through a simple energy model for water 
and the averaged number of hydrogen-bonds in liquid-water is calculated based on steam 
table data.  Efforts are made here to distinguish hydrogen-bonding energy from the 
averaged kinetic energy.  This makes it possible to include the information of the “soft” 
nature of liquid-water in the averaged kinetic energy term and contain the information of 
hydrogen-bonding in the potential energy term.  Similar to the gaseous H2O case, the 
contribution of intra-molecular vibration energy is not taken into account.  The same 
value of HHB is used for each hydrogen-bond throughout this study.  The liquid H2O 
enthalpy is then described as 
 
( ) ( )6
1
1
v
2 2
HB
l s HBi l
i i
NbH E H P
b
=
 + 
= + +  +  
∑ ,      (4.2.10) 
 
where the subscript l signifies liquid-state and (KE)l from soft-cell theory appears in the 
first term on the right hand side.  NHB is the average number of hydrogen-bonds per water 
molecule and is divided by 2 because each water molecule shares hydrogen-bonds with 
the hydrogen-bonded neighbor molecules.  An H2O molecule has 4 hydrogen-bonds if it 
is fully hydrogen-bonded, including 2 hydrogen-bonds on the donor side (2 H atoms) and 
2 hydrogen-bonds on the acceptor side (1 O atom).  (Pv)l is usually negligible except at 
extreme temperature and pressure conditions.  It is possible to express (KE)l in terms of a 
much simpler form analogous to gas kinetic energy by using a term mRT with variable m, 
 
( )v
2
HB
l HB l
NH mRT H P= + + .      (4.2.11) 
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It is shown in chapter 5 that m is well approximated by a constant value of 4 for liquid 
H2O at ambient conditions. 
 
Hydrogen-Bond Enthalpy, HHB 
Hydrogen-bond enthalpy of liquid H2O is evaluated by considering the saturated-
solid to saturated-vapor phase change process, i.e. sublimation, at 273.15 K.  For water at 
solid-state, each term in the water energy model is applied to ice. With b= 0 and NHB= 4 
for saturated-solid H2O, the hydrogen-bond enthalpy HHB is 
 
( )1 3 v
2HB sat sg sg
H m RT P H = − + −  .      (4.2.12) 
 
where Psat, vsg and Hsg are, the saturation pressure, the specific volume change and 
enthalpy change respectively, during the sublimation process.  The subscript s here refers 
to solid-state.  The intermolecular vibration energy term, including translational 
vibrational and rotational vibration energies, is represented by mRT. 
 
Number of Hydrogen-bonds, NHB 
Applying the energy formula of liquid H2O, Eq. (4.2.11), to saturated-liquid or 
compressed-liquid H2O, the number of hydrogen-bonds in H2O can be linked to liquid 
H2O enthalpy for saturated or compressed H2O, Hf,c,   
( )
, ,
2
vHB f c f c
HB
N H mRT P
H
 = − − 
.      (4.2.13) 
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where the subscript f denotes saturated-liquid and c compressed-liquid.  In order to make 
the reference states of enthalpy in steam tables consistent with the corresponding 
enthalpy in the present water energy model, the reference state in steam tables is shifted 
by the difference of gaseous-state enthalpies in steam tables and the present water energy 
model, (Hg,steam tables− Hg,Eq.(4.2.9)).  Equation (4.2.13) shows that the formation of 
hydrogen-bonds depends on both temperature and pressure.  If water is not under very 
high pressure conditions, the (Pv) term can usually be ignored and the number of 
hydrogen-bonds is mainly governed by temperature.  The above equation can also be 
written in terms of internal energy, which combines enthalpy and (Pv) together.  
However, in order to stress the pressure effect on NHB, the (Pv) term is expressed 
explicitly.  
 
Heat of Vaporization, Hfg 
The heat of vaporization Hfg for water is obtained by subtracting Hl from Hg at 
saturation conditions, assuming (Psatvg− Psatvf)≈ RT, 
 
( )4
2
HB
fg HB
NH m RT H≈ − − .      (4.2.14) 
 
As noted above, it is shown in chapter 5 that a constant value of 4 is a fairly good 
approximation for m.  In this case, the kinetic energy of water-vapor, 3RT, the change of 
(Pv) between water-vapor and liquid-water, RT, and the intermolecular vibrational kinetic 
energy, mRT, cancel out in Eq. (4.2.14).  Henceforth, the heat of vaporization for water 
turns out to be essentially governed by the hydrogen-bonding effect. 
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Specific Heat, Cp 
The isobaric specific heat of water Cp can be derived by differentiating liquid-
water enthalpy Hl with respect to T, noting that P(dvl/dT)~0 and the temperature 
derivative of HHB term is assumed to be negligible as compared to the temperature 
derivative of NHB term,  
 
2
HB HB
p
H dNC mR
dT
≈ + .      (4.2.15) 
 
As shown in Eq. (4.2.15), Cp is dominated by two kinds of energy storage mechanisms in 
water: the hydrogen-bonding energy and intermolecular vibration energy.     
 
Entropy, S 
The entropy of water can be evaluated from the fundamental thermodynamic 
relation for entropy as a function of enthalpy and pressure.  Employing Eq. (4.2.11) for 
water enthalpy and assuming the volume change of water under normal conditions is 
negligible, it can be shown that 
 
2
HB HBH dNdTdS mR
T T
≈ + .      (4.2.16) 
 
Similar to the specific heat case, entropy is primarily governed by two factors: hydrogen-
bonding contribution and intermolecular vibration contribution.  The integral form of S is 
available since NHB can be expressed in terms of temperature by a curve-fit as shown in 
chapter 5. 
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4.3 Phase-Transition Radiation Model 
Phase-Transition Radiation in Vapor Condensation Process 
Condensation radiation of water-vapor can be considered as the energy release in 
the form of photons when vapor condenses from an excited energy level, gaseous-state, 
to a lower energy level, liquid-state.  When water molecules are de-excited from 
gaseous-state to liquid-state, the energy difference between two states can be released by 
phonons or photons.  For radiative relaxation to take place to emit photons, the optical 
life-time must be less than or comparable to the non-radiative relaxation time.  It has 
been pointed out by Sall’ and Smirnov (2000) and Tatartchenko (2009) that, in a great 
ensemble of particles, the optical life-time becomes much shorter than that of an 
individual particle, and collective spontaneous radiation would occur.  Typically, a large 
number of H2O molecules are involved in vapor condensation as far as condensation is 
concerned.  In other words, in most cases, a great ensemble of H2O molecules are 
“pumped up” to the exited energy level such that it is favorable for radiative relaxation 
during water-vapor condensation.  
 
Radiative Transfer Equation 
The radiative transfer equation for condensation radiation is derived considering 
a two-level transition with the population distribution H for ng (molecules/volume, 
number density) at the excited energy level and the population distribution L for nl 
(molecules/volume) at the lower energy level.  Similar to laser radiation process, 
absorption results in photon-loss in the radiation field, while spontaneous emission and 
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stimulated emission are responsible for photon-gain.  The resulting radiative transfer 
along path length ds within solid angle dω is   
 
12 21 214
v v
l g g
c
dI I d I ddd n L C n HA n H C
ds c c
ν ω ωωω
pi
 
= − + + 
 
 ,              (4.3.1) 
 
where Iν is the specific intensity in frequency ν basis, c the speed of light, and C12, A21, 
and C21 the Einstein’s coefficients for (evaporative) absorption, spontaneous 
(condensation) emission, and stimulated (condensation) emission, respectively.  The 
subscript c indicates that the radiation is involved in the condensation-evaporation phase-
change.  Assuming the molecules are at local thermal equilibrium (LTE) and applying 
Einstein’s relation (shown in Appendix D) for Eq. (4.3.1), this work defines the 
absorption coefficient due to condensation radiation, 
 
( ) 21, ,
4c g
A HK T x m n
Bν νpi
= ,                  (4.3.2) 
 
where Bν is Planck’s function for blackbody radiation and H is the population 
distribution of vapor molecules corresponding to ν.  Thermodynamic equilibrium refers 
to the most probable state of a system (i.e. maximum entropy), where there is no 
imbalance in any thermodynamic potential.  When the thermodynamic state of a system 
varies slowly at a given location, thermodynamic equilibrium can be assumed to be 
locally achieved.  At LTE, the radiative relaxation time (=A21-1) is subject to Einstein’s 
coefficient for spontaneous emission.  The radiative transfer equation for condensation 
radiation is given by 
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c c
dI K I K B
ds ν ν
ν
ν ν= − +
.                 (4.3.3a) 
 
The total radiative transfer equation, including the typical radiation due to non-phase-
change molecular absorption bands and condensation radiation, becomes 
 
( ) ( )a c a cdI K K I K K Bds ν ν ν νν ν ν= − + + + ,              (4.3.3b) 
 
where aK ν  is the non-phase-change absorption coefficient of a typical radiation field in 
the absence of condensation radiation.  The source function that gives rise to 
condensation radiation appears as ( )cK Bν ν  in Eq. (4.3.3a), or 214 g
A
n H
pi
 
 
 
, which is 
proportional to the population distribution H and vapor number density ng at the excited 
state.  Therefore, H characterizes the spectrum of condensation radiation.  It is also seen 
that, interestingly, the source function for condensation radiation can be enhanced by 
increasing ng, i.e. “pumping” molecules up to the excited energy level.  At the 4 µm 
atmospheric window, where aK ν  for water-vapor is negligibly small, the observed vapor 
condensation radiation by Mestvirishvili et al. (1977) should primarily come from the 
contribution of cK ν .  Although the radiative transfer equation for condensation radiation 
is applied to water-vapor in this study, it is not limited to water-vapor alone; it can also 
be extended to other substances at LTE. 
 
Population Distribution Functions 
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Vapor condensation radiation is broadened by the population distribution 
function H at the exited energy level.  The distribution functions for translation energy 
and rotational energy of water-vapor at LTE are, respectively, F and G (Randall et al., 
1937; Stephenson and McMahon 14, 1939), and H is the convolution of F and G, giving  
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∑ .             (4.3.4c) 
 
where 1/λt reflects translation energy, 1/λr rotational energy eJ,τ , and 1/λt,r signifies 
(1/λt+1/λr).  Wave number basis 1/λ is chosen to conveniently present distribution 
functions for translation energy and rotational energy in Eqs. (4.3.4a)-(4.3.4c).  Since 
cK ν  is the ratio of H and Bν (=B1/λ /c), cK ν  is invariant as long as the same basis is used 
for both distribution functions, e.g. wave number basis for both H and B1/λ.  The 
population distribution for translation energy at LTE is given by Maxwell-Boltzmann 
distribution in Eq. (4.3.4a).  The rotational energy of an H2O molecule, eJ,τ , is 
characterized by a total angular momentum quantum number J and a pseudo quantum 
number τ.  The detailed descriptions for rotational energy eJ,τ , degeneracy gJ,τ , and 
partition function Zr in Eq. (4.3.4b) can be found in (Stephenson and McMahon, 1939).  
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Values of eJ,τ  and gJ,τ for different J and τ are listed in Appendix A.  The solution of the 
radiative transfer equation (4.3.3b) is shown in Eq. (4.3.5a), 
 
0
I I Bν ν ν ν ντ ε= + ,                 (4.3.5a)  
 
where 
0
Iν  is the specific intensity at boundary.  Transmissivity τν and emissivity εν are 
defined in Eqs. (4.3.5b) and (4.3.5c), 
 
( )
e
a cK K dsν ν
ντ
− +∫
= ,                 (4.3.5b) 
 
( )1 e a cK K dsν ννε
− +∫
= − .                 (4.3.5c) 
 
For condensation radiation to be observable, 
cK ν  has to be comparable with or larger 
than aK ν , lest condensation radiation is overshadowed by non-phase-change radiation.  
To minimize the shadowing effect by non-phase-change radiation, the spectrum to be 
investigated can be chosen to be around atmospheric windows, e.g. around 4 µm 
wavelength, in which water-vapor has very low aK ν . 
 
Characteristic Wavelength of Condensation Radiation 
In the literature, the subject of characteristic wavelength of phase-transition 
radiation has drawn much attention in phase-transition radiation studies (Potter and 
Hoffman, 1968; Mestvirishvili et al., 1977; Perel’man and Tatarchenko, 2008; 
Tatartchenko, 2008, 2009; Shibkov et al., 2002).  At certain characteristic wavelengths, 
anomalous radiation intensity even stronger than blackbody radiation is reportedly 
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observed.  The characteristic radiation for vapor condensation is closely related to how a 
water-vapor molecule condenses.  Take a water molecule in gaseous-state at thermal 
equilibrium for example: at T= 373.15 K and P= 1 atm, it possesses translation energy 
and rotational energy, while the intra-molecular vibration mode stays mostly unexcited 
and the inter-molecular potential energy is nearly absent.  When a vapor molecule is 
attached to other liquid-water molecules, its kinetic energy changes and the total 
potential energy of the bulk water drops.  This begins the condensation process and it 
shall be called “the beginning” of the condensation process for convenience.  At the end 
of the condensation process, since the average number of hydrogen-bonds per water 
molecule in liquid-state at T= 373.15 K and P= 1 atm is 3.42 (Suresh and Naik, 2009), a 
water molecule is most likely to have 3 or 4 hydrogen-bonds with neighbor molecules at 
thermal equilibrium.  Between the beginning and the end of the condensation process, 
hydrogen-bonds are formed to reduce the total potential energy in liquid-water.  
Consequently, the whole condensation process of water-vapor can be considered as a 
multi-step transition process, starting from the de-excitation of a vapor molecule, 
continuing with the formation of hydrogen-bonds until thermal equilibrium is reached. 
Having developed a model of multi-step transition associated with hydrogen-
bond formation during condensation of water-vapor, the next interesting question is: how 
does radiation happen in relation to water-vapor condensation?  On the one hand, 
experimental evidences already show that condensation radiation of water-vapor exists.  
On the other hand, however, non-radiative multi-phonon relaxation is more essential than 
radiative relaxation if the transition goes through a number of intermediate states (Sall’ 
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and Smirnov, 2000).  Since radiative relaxation is the prerequisite of phase-transition 
radiation, how can condensation radiation still occur if vapor condensation is a multi-step 
transition process with a number of intermediate states?  To explain the characteristic 
radiation of vapor condensation, this work proposes that, as the transition goes through 
multiple intermediate states as shown in Fig. 4.4, radiative relaxation takes place at the 
initial condensation stage (state 2 to a), while non-radiative multi-phonon relaxation is 
responsible for energy release in later stages (state a to b and so on).  In the initial 
condensation stage, population distribution at state 2 is considered as the broadening 
factor for condensation radiation, which exhibits a range of radiation spectrum instead of 
discrete radiation pulse(s).  State a is suggested to be the intermediate energy level that 
ends the initial condensation stage because it is far more probable to form one hydrogen-
bond than multiple hydrogen-bonds at once.  Later condensation stages, starting from 
state a to lower energy levels, are most likely accompanied with non-radiative multi-
phonon relaxation (Sall’ and Smirnov, 2000); otherwise, hydrogen-bonding energy, 
which, unlike kinetic energy of water-vapor, does not have broad energy distribution 
feature, would be released in later condensation stages as pulse-like radiation instead of a 
certain distribution of radiation spectrum.  There are various combinations of transitions 
from higher energy levels to lower energy levels.  However, since the mechanism of 
condensation radiation is investigated based on existing experimental evidences, the 
initial condensation stage is considered to be responsible for condensation radiation, and 
this work shall focus on the corresponding radiative relaxation, namely, the primary 
radiative relaxation. 
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Fig. 4.4 Radiative relaxation during vapor condensation. 
 
Broadening by Population Distribution at the Higher Energy State 
Let us consider the broadening of condensation radiation band-shape due to 
population distribution at the excited state.  At the excited state (state 2), assuming ideal 
gas for vapor, the average translation energy and rotational energy per H2O molecule at 
LTE are both 3
2
kT  at normal temperatures and pressures.  If one takes the average 
energy level at state 2 as the energy reference, the translation energy and rotational 
energy of a H2O molecule are (et − 32 kT ) and (eJ,τ  − 
3
2
kT ), respectively.  At state a, the 
energy level per molecule, referring to the formation of one hydrogen-bond, is 1
2 HB
H , 
where HHB (= −23.32 kJ/mol) is the hydrogen-bond energy and the coefficient 12  
indicates that the molecule is sharing the hydrogen-bond with the system (Suresh and 
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Naik, 2000).  Taking into account another half of HHB from the system, the total energy 
release for the initial condensation stage from state 2 to a is  
 
 2 ,
3 3
2 2a t J HB
e e kT e kT Hτ
   
= − + − −   
   
.                (4.3.6) 
 
Following the same definitions for λt and λr in Eqs. (4.3.4a)-(4.3.4c), the wave number 
of condensation radiation 1/λ corresponding to e2a is  
 
( ),1 1 1 1 1 3Jt HB
t r cut
ee H kT
hc hc hc
τ
λ λ λ λ= + + = + + − −  ,               (4.3.7) 
 
where 1/λcut = (−HHB − 3kT)/hc is the cut-off wave number.  The reciprocal of the cut-off 
wave number is the cut-off wavelength.  The (1/λcut) term shifts the profile without 
changing the distribution function.  The inverse of the wave number 1/λ in Eq. (4.3.7) 
gives the characteristic wavelength of condensation radiation.   
 
Broadening by Hydrogen-Bond Vibration at the Lower Energy State 
 Thus far the lower energy state is assumed to be a fixed energy level which does 
not contribute to broadening.  Taking into account hydrogen-bond vibrations in liquid-
water, Eq. (4.3.6) becomes  
 
( )2 , v3 32 2a t J HBe e kT e kT H eτ
   
= − + − − + ∆   
   
,             (4.3.6*) 
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where ∆ev accounts for the energy variation relative to the average enthalpy of forming a 
hydrogen-bond.  Assuming that the stretching-compression mode at 1/λ0 (= vibration 
center) is responsible for hydrogen-bond vibration when a water molecule is attached to 
the bulk water during condensation, ∆ev is given by 
 
v
v 0
hc hc
e λ λ∆ = −          (4.3.8) 
 
where the subscript v stands for hydrogen-bond vibration.  1/λv is described by a 
Lorentzian profile with a normalization constant A. 
 
( )
( ) ( )
( ) ( ) ( )
2 2
v
2 2 22 2
v v 0
2 11
1 1 1 2 1
a
a
dNV A
Nd
λ λ
λ λ λ λ λ λ
 
= = 
 
− +
    (4.3.4d) 
 
The wave number of condensation radiation 1/λ corresponding to e2a becomes  
 
( ),
v 0 v
1 1 1 1 1 1 1 13Jt HB
t r ref
ee H kT
hc hc hc
τ
λ λ λ λ λ λ λ
 
= + − + − − + = + − + 
 
,   (4.3.7*) 
 
where 1/λref is a reference wave number and is defined in the bracket.  Given H as the 
convolution of population distribution functions of vapor translation energy and vapor 
rotational energy, the convolution of population distribution functions of vapor 
translation energy, vapor rotational energy, and liquid-water intermolecular vibration 
energy is the convolution of H and V, 
  
83 
 
v v v
1 1 1 1 1 1
, , * ,
ref
J T H T V T dλ λ λ λ λ λ
       
= − +                  
∫ .    (4.3.4e) 
 
When the hydrogen-bond vibration in liquid-water is considered in characteristic 
radiation calculations, J is used in place of H in Eq. (4.3.2) to describe the population 
distribution for 1/λ. 
 
Phase-Transition Radiation in Water Crystallization Process 
Recalling the b effect defined in Eq. (4.2.7) for water, there is a structural change 
from “soft-cell” to “rigid-cell” for condensed-state water molecules when water turns to 
ice.  The soft-cell effect (b effect) of liquid-water vanishes as ice is formed.  As a 
consequence of this structural change, the characteristic frequencies of intermolecular 
vibrations and the corresponding intermolecular vibration energies change accordingly.  
Following Eq. (4.2.6) for the total intermolecular vibration energy Es, ice appears to have 
higher intermolecular vibration energy than water.  In other words, water has to gain an 
extra amount of energy in order to increases its rigidness.  This mechanism does not 
contradict the concept of latent heat release during crystallization because the number of 
hydrogen-bonds per water molecule increases to four (fully bonded) to complete the 
exothermic process of crystallization.  Crystallization radiation is manifested when water 
undergoes a dynamic structural change and the energy difference between its soft and 
rigid forms is released as photons.   Substituting intermolecular vibration frequencies of 
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ice (ν without a subscript s) in Eq. (4.2.6), the total intermolecular vibration energy of ice 
is 
6 6
1 1
1
2 1i h kTi i i
hE E h
e ν
ν
ν
= =
 
= = + 
− 
∑ ∑ .       (4.2.6*) 
The characteristic wavelength for water crystallization radiation is 
 
s
hc
E E
λ =
−
,          (4.3.9) 
  
4.4 Monte Carlo Radiative Transfer 
A Monte Carlo approach is employed to trace photonic motions that obey 
radiation laws in the cloud chamber.  Photons are described as energy bundles emitting 
from the IR source.  Since water clouds are a participating medium in which a 
combination of scattering, emission and absorption of radiation takes place, the modified 
anomalous diffraction approximation (MADA) by Evans and Fournier (1990) is used for 
droplet properties in the Monte Carlo radiative transfer calculations.  Although a 
relatively simple form for the volumetric extinction coefficient is obtained in MADA, it 
is still to a certain extent mathematically lengthy in order to cover both the geometric 
optics limit (x>>1) and the Rayleigh limit (x<<1).  It is feasible to apply Evans and 
Fournier's semi-empirical form of MADA to a moderately large range of x, namely, x≥5, 
for the allowable values of complex refractive index defined in chapter 2, yielding a 
simpler approximation of the extinction efficiency,  
 
,e m eQ f Q= × ,                                  (4.4.1a) 
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where the correction factor f and the extinction efficiency Qe in the anomalous diffraction 
theory are, respectively, 
 
( )2 32 expf x−= − − ,                            (4.4.1b) 
 
( ) ( )( )
2
exp 1exp
Re 2 4 4eQ
ωω
ω ω
 
− −
−
= + + 
  
,                                  (4.4.1c) 
 
where 2kx iω ρ= +  and ( )2 1x nρ = − .  The correction factor f depends on size 
parameter x (=2pir/λ)  only and is mathematically more tractable.  In Eq. (4.4.1c), Qe is 
the extinction efficiency in ADA.  Equations (4.4.1a)-(4.4.1c) are very useful in the 
theoretical analysis because the applicable range of size parameter (x≥5) covers the range 
of interest of x for cloud droplets in this study.  An alternative form of Qe, which gives 
the same results with Eq. (4.4.1c) but only contains real numbers, can be found in 
(Brewster, 1992).  Equation (4.4.1b) is obtained in a way to match an asymptotic formula 
for the extinction efficiency by Nussenzveig and Wiscombe (1980) at large size 
parameter limit, which attributes the discrepancy of the extinction efficiency by ADA to 
edge effects of large particles.  As a result, the efforts to obtaining Eq. (4.4.1a) are 
particularly associated with the scattering efficiency, Qs.  This is also indicated in Eq. 
(4.4.1b), in which the absorption coefficient k is not involved.  The absorption efficiency, 
Qa, is given by ADA, 
 
( ) ( )
4 4
2
2 21 e 1 e
4 4
xk xk
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xk xk
− −
= + − − .                 (4.4.2) 
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The scattering efficiency Qs is obtained by subtracting Qa from the semi-empirical Qe,m,  
 
,s e m aQ Q Q= − .                    (4.4.3) 
 
After an extensive search of IR refractive index in the literature, values of (n, k) for water 
at different temperatures by Pinkley et al. (1977) are selected in all calculations for 
optical properties and attached in Appendix B.  Since the IR camera is operated at the 
atmospheric window around 4 µm wavelength, absorption of IR radiation by water-vapor 
is negligibly small as compared to that by water droplets and therefore ignored in the 
calculation (Thomas, 1990; White et al., 1978).  For mono-dispersed spherical particles, 
the extinction, scattering and absorption coefficients are, 
 
, ,
, , v
3
4
e s a
e s a
Q
K f
r
= ,                   (4.4.4) 
 
where the subscripts e, s, and a respectively indicate extinction, scattering and absorption.  
The volume fraction  fv is the volumetric ratio of water droplets to the entire volume, 
 
3
v 0
4
3
f r Npi= ,                    (4.4.5) 
 
where r is the radius of a water droplet and N0 is the number density of water droplets.  
The parameter N0 is also referred to as the concentration of the activated nucleation sites, 
or cloud condensation nuclei (CCN), in the laboratory environment, where 
heterogeneous nucleation is responsible for water-vapor condensation and the number 
density of water droplets is determined by the number density of the activated nucleation 
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sites.  Assuming N0 to be nearly constant in the laboratory, the following relation 
between fv and r holds for mono-dispersed particles, 
 
3
vf r∝                 (4.4.5*) 
 
Scattering Phase Function 
The angular distribution of the scattered energy is given by the phase function, 
P(θ).  For this work, Rayleigh-Gans scattering was assumed.  This kind of scattering by a 
sphere was first discussed by Rayleigh (1881) and then independently by Gans some 40 
years later (1925) and was referred to as Rayleigh-Gans scattering by van de Hulst 
(1957).  The limiting condition in Rayleigh-Gans scattering is imposed by the refractive 
index and the allowable value of x is arbitrary (Brewster, 1992; van de Hulst, 1957).  
Since the phase function in Rayleigh-Gans theory is independent of refractive index and 
its angular dependence is a function of x only, the Rayleigh-Gans result for phase 
function is employed in the present work, assuming azimuthally symmetric along the 
energy propagation direction, 
 
( ) ( ) ( )
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3
3
sin cos 1 cosphP C u u u
u
θ θ = − +  
,     (4.4.6) 
 
where u=2xsin(θ /2) and Cph is a normalization constant for the phase function, which is 
determined by the following relation according to conservation of scattered energy, 
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sin 1
2
P d
pi
θ θ θ =∫ .        (4.4.7) 
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Keeping in mind that x is the only parameter for the angular dependence of the phase 
function in Eq. (4.4.6), the x dependence of phase function is not explicitly expressed in 
the same equation for the sake of simplicity.  The resulting cumulative probability 
function of scattering between θ = 0 and θR is shown in Eq. (4.4.8) (Brewster, 1992). 
 
( ) ( )
0
1
sin
2
R
RR P d
θ
θ θ θ θ= ∫         (4.4.8) 
 
Droplet Size Distribution, N(r) 
For poly-dispersed particles, assuming continuous size distribution function, N(r) 
(#/volume), Eqs. (4.4.4), (4.4.6), and (4.4.8) can be respectively written as integrals in 
Eqs. (4.4.4*), (4.4.6*), and (4.4.8*) (Brewster, 1992).  
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In Eqs. (4.4.4*) and (4.4.6*), N(r)dr is interpreted as the number of particles per unit 
volume between r and r+dr.  To illustrate effects of poly-dispersion in scattering 
calculation, the number density distribution N(r) is assumed to follow the gamma 
probability distribution function (PDF) with parameters α and β [µm],  
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10 rNN r r eα β
αβ α
− −
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Γ
,           (4.4.9) 
 
where Γ(α)=(α -1)!.  Given α and β in N(r), the mean radius, 32 radius and variance are, 
respectively, r αβ= , ( )32 2r α β= +  and 2 2σ αβ= .  The volume fraction fv for poly-
dispersed particles becomes 
 
( ) ( ) ( )3 3v 00
4 2 1
3
f r N r dr Npi α α αβ∞= ∝ + +∫             (4.4.5**) 
 
For large mean radii (αβ>> 1 µm) and moderate values of variance (αβ2≈ 1 µm2), the 
parameter α is much larger than unity, giving 32r r≅  and 
3
vf r∝ .  The albedo for poly-
dispersed particles is of the same form as that for mono-dispersed particles, 
 
0
s
e
K
K
ω = .                   (4.4.10) 
 
It is worth noting that the ω0 for poly-dispersed particles is an average property which 
includes the effects of all the particles with different sizes. 
 
Monte Carlo Radiative Transfer 
The Monte Carlo (MC) method in radiative heat transfer is a statistical approach 
of average physical behavior in a system in which numerous photons are interacting with 
materials.  Introducing the concept of probability to trace individual photons, predictions 
of physical properties in non-linear or geometrically complex radiative transfer problems 
become feasible in the MC simulation.  An extensive review of the use of the MC 
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method in radiative heat transfer is presented by Howell (1998).  Typical examples in 
radiative heat transfer using the MC method are demonstrated in details by Brewster 
(1992).  Since these sources already provide detailed descriptions of the MC analysis, 
only substantial steps of the MC method applied to this study are stated. 
The extinction, scattering and absorption coefficients in Eqs.(4.4.4) and (4.4.4*) 
and the cumulative phase functions in Eqs. (4.4.8) and (4.4.8*) are implemented into the 
Monte Carlo simulation of radiative transfer for the cloud chamber system.  A cylindrical 
coordinate system for Monte Carlo radiative transfer is built according to the physical 
geometry of the cloud chamber system.  Energy bundles are emitted from an area 
corresponding to the opening of the optical shutter.  In the medium of vapor-liquid 
mixture, scattering or absorption of IR radiation takes place.  If an energy bundle hits the 
chamber wall after scattering, either reflection on or absorption by the wall occurs, 
depending on the spectral reflectivity of the wall.  Since the Al wall has a high spectral 
reflectivity (≈0.98-0.99) in the working spectral range of the IR camera in this work 
(Bennett et al., 1963; Rakić, 1995), absorption of energy bundles by the wall is 
neglected.  The reflecting wall assumption is reasonable also because the cloud chamber 
system is optically thin and multiple reflections on the wall do not frequently happen.  If 
an energy bundle is absorbed in the medium, the Monte Carlo simulation moves to the 
next iteration for a new bundle.  If a bundle leaves the medium and enters the collecting 
lens, it is counted as being detected by the IR camera.  A Monte Carlo flowchart for 
spectral transmissivity calculations and a Matlab code for the same simulation are listed 
in Appendix C. 
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The transmissivity counter, St, records the total number of energy bundles 
detected by the IR camera.  In the same principle with the definition for transmissivity 
calculation in Eq. (3.2.1), the ratio of the summations of St differences for two IR source 
intensities (shutter open and closed, respectively denoted by subscripts 2 and 1) over the 
working spectral range of the IR camera for two situations (with and without clouds) 
reflects the total transmissivity, 
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,                 (4.4.11) 
 
where the subscript 0 indicates the case of non-participating medium, i.e. no clouds in 
the chamber.  It was found through numerical tests that a grid size of 0.01 µm for λ=3.1-
4.95 µm is sufficient to resolve the spectral variations of optical constants and other IR 
radiative properties.  The MC results also showed that numerical convergence could be 
achieved with N0 (the number of energy bundles)≥ 4,000.  In MC simulation trials, N0= 
1,000 was strategically used to generate crude solutions of transmissivities for different 
size distribution parameters α and β (or, equivalently, mean radius and variance).  After 
a desired trend of transmissivity curve was obtained, N0≥ 4,000 was used to give 
convergent MC solutions. 
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Chapter 5 Modeling Results 
 
Computational results for the modified Einstein model, the soft-cell model and the 
phase-transition radiation model in chapter 4 are discussed in this chapter.  The derived 
thermodynamic properties for ice and liquid-water are consistent with the experimental 
data.  The hydrogen-bonding information in liquid-water is investigated for different 
pressures and temperatures.  The proposed phase-transition radiation theory is able to 
explain the reported characteristic wavelengths for the condensation radiation of water-
vapor as well as the crystallization radiation of liquid-water.  Based on the computational 
results, curve-fits are performed for both the average number of hydrogen-bonds in 
liquid-water and the characteristic distribution profiles of condensation radiation.   
 
5.1 Thermodynamic Properties of Ice 
Assignments of fundamental intermolecular vibration frequencies for lattice ice 
were carried out prior to predicting ice’s thermodynamic properties.  For the hindered 
translational vibrations, it has been recognized (Bertie and Whalley, 1967; Prask et al., 
1968; Bertie et al., 1969; Eisenberg and Kauzmann, 1969) that their intermolecular 
vibration bands are located at about 65 and 229 cm-1.  As a result, these two frequencies 
are employed as two fundamental frequencies for the hindered translations.  The 
assignment of the third fundamental frequency basically relies on the ice structure as well 
as the experimental data.  In a tetrahedral model shown in Fig. 4.1 for lattice ice, the 
molecular motion of HaHbO along the Ha’-Hb’ direction in the Ha’-Hb’-O plane has similar 
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restoring forces as those along the Ha-Hb direction in the Ha-Hb-O plane.  However, the 
motion along the Z-direction experiences quite different restoring forces than the other 
two.  Consequently, two degrees of freedom are assumed to have similar fundamental 
frequencies at either 229 or 65 cm-1.  The third hindered translational band is eventually 
assigned at 229 cm-1 because it aligns better with the experimental data than 65 cm-1 does.  
This assignment is also mechanistically logical as the motion along the Z-direction 
primarily involves bending of the four hydrogen-bonds and would have the lower 
frequency compared to the other two motions, which involve stretch/compression of two 
hydrogen-bonds.  In a much similar way, for the hindered intermolecular vibrations of 
liquid-water, Walrafen et al. (1986) attributed the lower vibration frequency (~60 cm-1) to 
the hydrogen-bond bending mode and the higher vibration frequency (~170 cm-1) to the 
hydrogen-bond stretching mode. 
Unlike the hindered translational bands, the band features for hindered rotations 
are somewhat indistinguishable because the bands spread out over a vast spectral range.  
Instead of assigning three distinctive frequencies for this broad band region, a single 
fundamental frequency 560 cm-1, which falls in the hindered rotational band (Bertie et al., 
1969), is used to effectively represent the three degree of freedoms for the hindered 
rotational vibrations by optimizing the derived data.  With the assigned fundamental 
frequencies, the vibration amplitudes of ice molecules are calculated by letting the 
vibration energy equal to the maximum potential energy at the zero kinetic energy 
position and then averaging by population (just as one would do to calculate the average 
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energy in statistical mechanics) for the three fundamental frequencies of hindered 
translations, 65, 229, and 229 cm-1, at different temperatures.   
 
Table 5.1 Root-mean-square amplitudes of ice for hindered intermolecular vibrations and 
a comparison with the hydrogen-bond limit. 
 
T [K] ∆x [Å] 
 Theoreticala Experimentalb 
4 0.106 0.0901 
60 0.119 0.1182 
123 0.146 0.1383  0.1532 
223 0.185 0.1733  0.2082 
243 0.192 0.2164 
H-bond limit: ∆x=0.74 Å, ∆θ= 30˚5-8 
                       ∆xmax = 0.20 Åa < 0.74 Å 
                       ∆θmax = 19˚a < 30˚ 
aThe modified Einstein model, 
     λ0-1= (65, 229, 229, 560, 560, 560) cm-1 
 b
rms displacements of oxygen atoms 
 
 
Finally, the root-mean-square (rms) vibration amplitude (∆x) is obtained from 
these three averaged amplitudes.  To ensure the oscillations fall within the allowable 
hydrogen-bond region, (i.e. without breaking the hydrogen-bond structure) the maximum 
rms amplitude for the hindered translation, ∆xmax, is calculated at 273 K and the 
maximum torsion amplitude for the hindered rotation, ∆θmax, is checked for the effective 
560 cm-1 band using the smallest moment of inertia 1.022×10-40 g-cm2 at 273 K (Sonntag 
and Van Wylen, 1966).  The results are compared with the experimental data (1Springer, 
1961; 2Kuhs and Lehmann, 1983; 3Peterson and Levy, 1957; 4Goto et al., 1990; 5Bjerrum, 
1951; 6Luzar and Chandler, 1996; 7Pauling, 1935; 8Pitzer and Polissar, 1956) in Table 
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5.1.  It is found that these three assigned hindered translational frequencies successfully 
capture the lattice vibration characteristics over a wide temperature range.  This in turn 
indicates that the thermal motion of lattice ice to a certain extent follows a harmonic 
oscillator behavior, as pointed out by Kuhs and Lehmann (1983). 
 
 
 
Fig. 5.1 Heat capacity of ice, 30-273 K.  The curve with open circles is the prediction of 
the modified Einstein model with fundamental frequencies (65, 229, 229, 560, 560, 560) 
cm-1 and Lorentzain broadening for hindered translations with hwhm 5 cm-1 for 65 cm-1 
and 15 cm-1 for 229 cm-1.  The curve with open squares is from the modified Einstein 
model with the same fundamental frequencies but no Lorentzian broadening.  The solid 
diamonds are from Giauque and Stout's experiments (1936).  The solid triangles are 
curve-fits of experimental data by Fukusako (1990). 
 
Fig. 5.1 shows the ice heat capacity predicted by the modified Einstein model and 
the experimental (Giauque and Stout, 1936) and curve-fit data (Fukusako, 1990).  The 
effect of intermolecular interaction is modeled by the Lorentzian broadening of band 
shape for hindered translational vibration bands, with 5 cm-1 hwhm for the 65 cm-1 band 
and 15 cm-1 hwhm for the 229 cm-1 dual bands.  The fundamental frequencies used in the 
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modified Einstein model for both solid curves are (65, 229, 229, 560, 560, 560) cm-1, 
corresponding to the characteristic temperatures (94, 330, 330, 806, 806, 806) K, 
respectively.  The effective hindered rotational frequency of 560 cm-1 is chosen to match 
the experimental data by Giauque and Stout (1936).  The broadening effect is not applied 
to the effective bands at 560 cm-1.  Fukusako’s curve-fit heat capacity is also plotted for 
comparison.  It is found that, for temperatures lower than 110 K, the heat capacity is 
nearly independent of the hindered rotational bands according to the modified Einstein 
model.  This is mainly because the hindered rotational bands have a high characteristic 
temperature 806 K for 560 cm-1, and remain unexcited as the temperature is not high 
enough.  The predictions with and without Lorentzian broadening yield similar results 
and both match the experimental data well except near the melting point where the “cell” 
assumption for ice lattice may break down.   
These results convey an important finding that the modified Einstein model with 
properly chosen fundamental frequencies is a powerful tool for exploring intermolecular 
vibration behaviors as well as energy levels in crystalline solids at moderate temperatures 
even without the Lorentzian broadening correction.  This is also why the Lorentzian 
broadening is not included in the effective hindered rotational bands.  Then what does the 
Lorentzian broadening do to the modified Einstein model?  As mentioned by Sonntag and 
Van Wylen (1966), the Einstein model is an over-simplified model and, as a result, its 
predicted heat capacity decays too fast at low temperatures.  The Lorentzian broadening 
consideration is basically a correction to Einstein's model which does not have a 
broadening feature around the vibration band center.  In the original Einstein model, all 
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the molecules are assumed to have the same fundamental frequency regardless of whether 
intermolecular interactions are strong or negligible.  The single fundamental-frequency 
assumption in the Einstein model causes it to be insufficient to describe the physical 
system, especially when the population distribution is sensitive to low-energy thermal 
excitations.  As the energy levels are altered, the population distribution changes and so 
do the thermodynamic properties.  At low temperatures, most molecules are at ground 
states, so the thermal excitations of low-energy molecules are very sensitive to the energy 
levels which actually fluctuate due to intermolecular interactions.  When the temperature 
is moderately high, higher energy levels can be occupied by thermally exited molecules, 
resulting in less sensitivity on the energy level change due to intermolecular interactions. 
Intermolecular interactions in solids are indeed multi-body interactions.  Many-
body problems are known to be very difficult to deal with due to the coupling and other 
issues.  If the physical system has a complex structure, such as ice Ih— a disordered 
crystal, the problem becomes even more challenging.  As a result, many simplified, 
empirical water potential models have been proposed to study ice properties by computer 
simulation.  The present model, unlike water potential models, takes another approach 
toward ice study.  After presenting a picture of the physical system, the frequency 
parameters are determined from spectroscopic data, which should already contain the 
information of intermolecular interactions.  The Lorentzian correction therefore reflects 
the effect of many-body collisions.  Other factors like lifetime broadening due to 
spontaneous emission, the anharmonic oscillator effect, or nonlinearity of the damping 
term may also be taken into account to better represent the actual physical system.  For 
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instance, a rigorous study that accounts for anharmonic effects arising from higher order 
terms of intermolecular potential in a complex ice system should serve as a better 
approximation of the real system than the harmonic oscillation model.  In fact, better 
knowledge about the potential will also improve the damped oscillator model.  However, 
such treatments usually yield expensive computation costs, and, due to the complexity of 
ice structure, it is nearly impossible to obtain the exact form of intermolecular potential. 
 
 
 
Fig. 5.2  Heat capacity of ice below 30 K.  The curves with open circles and open squares 
are from the modified Einstein model with same frequency parameters as in Fig. 5.1.  The 
diamonds are from Flubacher's experiments (1960). 
 
The low-temperature heat capacity data are plotted in Fig. 5.2.  The band centers 
and hwhm’s for hindered translation vibrations are the same as stated previously.  The 
modified Einstein model with the Lorentzian broadening correction is able to predict the 
low-temperature heat capacity better than the uncorrected model and thus is expected to 
be a closer approximation of the real system.  Constant Lorentzian widths as well as 
temperature-independent fundamental frequencies are used throughout this study mainly 
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because there are not enough spectroscopic data available to construct temperature-
dependent parameters for Lorentzian band-shapes and fundamental frequencies.  
Fortunately, the Lorentzian broadening correction is important only at low temperatures, 
which minimizes the influence of using constant Lorentzian widths for higher 
temperatures.  A further refinement of the present model can be carried out by 
introducing temperature-dependent fundamental frequencies and Lorentzian widths when 
relevant spectroscopic data are available.  By manipulating the hindered translational 
frequencies, it is possible to achieve a better data fit for the modified Einstein model 
without the Lorentzian broadening effect, but the calculated heat capacity at very low 
temperature (a few degrees K) always drops too fast, as what is commonly seen in 
monatomic solids (Sonntag and Van Wylen, 1966).  Nevertheless, the modified Einstein 
model without the Lorentzian broadening correction still has value, because it is a 
convenient and easy tool to use for the study of lattice ice, as long as the fundamental 
frequencies are properly assigned and the temperature is not too low. 
Finally, the entropy of ice at 273.10 K is examined.  For the modified Einstein 
model without broadening, entropy for each vibration mode is calculated using Eq. 
(4.1.5).  As the broadening effect is considered, integration of heat capacity with respect 
to temperature, Eq. (4.1.10), has to be carried out for entropy evaluation.  At 273.10 K, 
the predicted entropies for ice with and without the Lorentzian broadening correction are 
2.078 and 2.064 kJ/kg-K, respectively. The entropy obtained from ice calorimetric data 
by Giauque and Stout (1936) is 2.114 kJ/kg-K.  Since the calorimetric entropy of ice is 
obtained by graphical integration of the measured heat capacities, the discrepancies in 
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entropy prediction directly reflect the discrepancies in the predicted heat capacities.  The 
discrepancy of the calculation with the Lorentzian broadening correction is 1.7%, which 
is slightly better than that without the Lorentzian broadening correction, 2.4%.  The 
calculation accuracy improvement from introducing the Lorentzian broadening correction 
is minor because both methods only have tiny differences for heat capacity at very low 
temperatures.  It has to be mentioned that these entropy calculations do not include the 
residual entropy at 0 K, 0.19 kJ/kg-K (Giauque and Stout, 1936).   Including the residual 
entropy, the entropy evolution for temperature in the present model is shown in Fig. 5.3.  
The predicted entropy values near the melting point are in agreement with the entropy 
data at 273.16 K, 2.291 kJ/kg-K, and 273.10 K, 2.304 kJ/kg-K, respectively by Haida et 
al. (1974) and Giauque and Stout (1936).   
 
 
 
Fig. 5.3 Entropy of ice.  The curves with open circles and open squares are from the 
modified Einstein model with same frequency parameters as in Fig. 5.1.  Entropy data by 
Haida et al. (1974) and Giauque and Stout (1936) are obtained by graphical integration of 
ice heat capacities at 273.16 K and 273.10 K, respectively.  The residual entropy at 0 K, 
0.19 kJ/kg-K, is included in all the calculations. 
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5.2 Thermodynamic Properties of Liquid-Water 
The parameter b defined in Eq. (4.2.7) stands for the soft-cell effect in liquid-
water and is determined before carrying out calculations for other physical properties.  It 
is reasonable to assume that b depends on both the vibration mode and temperature as 
water molecules tend to be thermally more active at higher temperatures.  However, it is 
not feasible to tabulate b values with respect to temperature because only very limited 
experimental data of intermolecular vibration frequencies for water are available.  
Following the lattice ice study in the previous section, the three translational vibration 
frequencies and three effective rotational vibration frequencies of ice Ih are, 
consecutively, (65 cm-1, 229 cm-1, 229 cm-1, 560 cm-1, 560 cm-1, 560 cm-1).  According to 
Eq. (4.2.7), the b’s of water for intermolecular vibration frequencies (60 cm-1, 175 cm-1, 
175 cm-1, 440 cm-1, 440 cm-1, 440 cm-1) (Carey and Korenowski, 1998; Castner et al., 
1995; Palese et al., 1994; Walrafen et al., 1986) are (0.17, 0.71, 0.71, 0.62, 0.62, 0.62), 
respectively. 
 
Table 5.2 The values of m defined in Eq. (4.2.11) for different tested effective 
frequencies of liquid-water intermolecular rotational vibrations at various temperatures. 
 
T [K] m
273.15 4.20 4.21 4.24 
323.15 4.05 4.09 4.15 
373.15 3.95 4.02 4.09 
423.15 3.89 3.97 4.06 
473.15 3.84 3.93 4.03 
523.15 3.81 3.91 4.01 
573.15 3.79 3.89 4.00 
623.15 3.77 3.87 3.99
ν
rot= 440 cm-1 νrot= 400 cm-1 νrot= 360 cm-1
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With the 6 b's for 6 intermolecular vibration modes, m is obtained for (KE)l in Eq. 
(4.2.11).  Table 5.2 shows that the numerical values of m vary from 4.2 to 3.8 at 
temperatures from 273.15 K to 623.15 K for the tested rotational vibration frequencies 
ranging from 360 cm-1 to 440 cm-1.  Effective characteristic frequencies below 440 cm-1 
are also tested because water tends to be “softer” (i.e. the b’s tend to be bigger) at higher 
temperatures, which in turn yields smaller characteristic frequencies.  The translational 
vibration frequencies, which do not change as fast with temperature as rotational modes 
do, are kept constant during the calculation (Carey and Korenowski, 1998; Walrafen et 
al., 1986).  The m values shall be updated to reflect the temperature dependence of kinetic 
energy when more experimental data are available for intermolecular vibration 
frequencies.  As a first approximation, m= 4 is adopted throughout this study over the 
whole temperature range. 
 
 
 
Fig. 5.4 The average number of hydrogen-bonds NHB in water with respect to 
temperature.  Experimental data are shown in symbols.  The solid line is the prediction 
from the present model at saturation pressures.  Other theoretical results are plotted with 
dotted/dashed curves. 
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Using Eq. (4.2.12) with m= 4, the calculated hydrogen-bond enthalpy HHB= -25.5 
kJ/mol-water agrees well with literature values (Carey and Korenowski, 1998; Suresh and 
Naik, 2000).  Substituting steam table data for heat of vaporization Hfg, saturation 
pressure Psat, liquid specific volume vf, and vapor specific volume vg, the average number 
of hydrogen-bonds NHB in Eq. (4.2.13) with respect to temperature at saturation pressures 
is plotted in Fig. 5.4.  The predicted NHB of liquid H2O at saturation conditions aligns 
well with the experimental data for T= 273.16K to 623.15 K, indicating that m= 4 is a 
good approximation for kinetic energy in Eq. (4.2.11). 
Overall, in Fig. 5.4, all experimental and theoretical studies produce a downward 
trend of NHB with respect to temperature, i.e. a negative temperature dependence of NHB.  
As temperature goes higher, NHB decreases faster.  At lower temperatures, the slope of the 
NHB curve becomes nearly constant, resulting in a somewhat unusual phenomenon in 
nature: nearly constant specific heat, as indicated by Eq. (4.2.15).  Hakem et al.'s model 
(2007), which explores the temperature dependence of hydrogen-bond formation at the 
low pressure limit, and the MC simulation by Kalinichev and Bass (1997) both yield less 
hydrogen-bonds than the results from IR experiments.  NHB by Suresh and Naik’s theory 
(2000) is overestimated at temperatures below 430 K but gives good predictions at higher 
temperatures.  According to their theory, NHB is determined by temperature and liquid 
density.  However, as far as compressed-liquid is concerned, experiments as well as MC 
simulations show that NHB changes not only with temperature but also pressure, as also 
indicated in Eq. (4.2.13) (Kalinichev and Bass, 1997; Soper et al., 1997).  A curve-fit of 
NHB in Fig. 5.4 is obtained with R2 > 0.99: 
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2
HBN aT bT c= + + ;      (5.2.1) 
 
273.15 K < T≤ 520 K: a= -6.06E-6, b= 7.56E-4, c= 3.76; 
520 K < T< 623.16 K: a= -4.19E-5, b= 3.84E-2, c= -6.15. 
 
In addition to the temperature effect on hydrogen-bonding, this model also 
demonstrates the pressure dependence of NHB in compressed liquid-water, as presented in 
Fig. 5.5.  It is apparent that high pressure environments are favorable for the formation of 
hydrogen-bonds.  The same conclusion is also obtained in MC simulations (Kalinichev 
and Bass, 1997).  The neutron diffraction experiment by Soper et al. (1997) also shows 
that water at 2,800 bar and 573 K is more hydrogen-bonded (NHB= 3.06) than that at 95 
bar and 573 K (NHB= 1.80).  In contrast, the lattice model by Hakem et al. (2007) 
produces debatable outcomes of pressure dependence for the fraction of hydrogen-bonds 
in water.  Their theory suggests a negative dependence of hydrogen-bond formation on 
pressure.  Following their conclusion, as compressed-liquid at constant temperature is de-
pressurized, the number of hydrogen-bonds increases.  However, if pressure continues to 
drop below saturation pressure, liquid-water turns to vapor and the hydrogen-bonding 
vanishes, which contradicts their theory of negative pressure dependence for hydrogen-
bond formation.     
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Fig. 5.5 The average number of hydrogen-bonds of compressed-water with respect to 
pressure at different temperatures. 
 
The numerical results in Fig. 5.5 show that if the ambient pressures do not exceed 
the saturation pressures by 100 bars for the three tested temperatures, the change of NHB 
due to pressure elevation is smaller than 1.5%.  In other words, as long as the pressure is 
not significantly large, NHB is almost independent of pressure.  It is also seen that the 
pressure effect on NHB at moderate temperatures, such as 373 K, is not as important as the 
effect at higher temperatures, such as 573 K.  For liquid H2O at T= 273.16-373.15 K and 
P= 1,000 bars (e.g. ocean water at 10 km deep below the sea level in the absence of a 
volcano), the pressure effect is still negligible and NHB is about the same as that of at 
saturation pressure (less than 1% change in NHB).   However, if water on the ocean floor 
is subject to a high-temperature environment due to eruptions of a submarine volcano, 
thermodynamic properties may change as a result of the pressure effect on NHB.  
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Fig. 5.6 Heat of vaporization Hfg of water.  Hfg from the present model with the curve-fit 
NHB from Eq. (5.2.1) is compared with the steam table data from NIST Webbook. 
 
Heat of vaporization is evaluated using Eq. (4.2.14), in which the (RT) term 
cancels out and hydrogen-bonding energy is the only contribution to Hfg, 
 
2
HB
fg HB
NH H≈ − .               (4.2.14*) 
 
The calculated results from Eq. (4.2.14*) are plotted in Fig. 5.6.  The predicted values of 
Hfg agree well with the steam table data for T= 273.16 K to 523.16 K.  Higher 
temperatures tend to produce larger discrepancies due to the approximation of (Psatvfg) by 
(RT). Nevertheless, at T= 523.16 K, the discrepancy is still smaller than 3%.  If (Psatvfg) is 
obtained from the steam table instead of using the (RT) approximation, the derived Hfg 
curve will overlap with the steam table data.  It is interesting to see from Eq. (4.2.14*) 
and Fig. 5.6 how heat of vaporization is closely related to and dominated by hydrogen-
bonding energy.  From a standpoint of weather regulation, since water is hydrogen-
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bonded, a considerable amount of heat from the sun is absorbed in the water vaporization 
process to break down the hydrogen-bonds, which in turn regulates the weather.  Without 
the hydrogen-bonding in water, the weather would likely be less stable, because the 
phase-change process of water would take place more abruptly. 
 
 
 
Fig. 5.7 Specific heat of water with respect to temperature.  The two contributions of 
specific heat are obtained following Eq. (4.2.15). 
 
The specific heat of water and its two components from Eq. (4.2.15) are plotted in 
Fig. 5.7.  The specific heat analysis performed here does not intend to predict the specific 
heat itself, since Eq. (4.2.15) is derived directly from water enthalpy Hl and the calculated 
specific heat does not contain any new thermodynamic information.  Rather, it is to show 
that the heat storage mechanism in water has two components: hydrogen-bonding energy 
and intermolecular vibration energy.  As a result of these two contributions, water has 
relatively large Cp.  At T= 273.16 K to 373.15 K, not only does the Cp component due to 
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intermolecular vibration stay about the same, but the contribution from the temperature 
derivative of NHB term also remains nearly unchanged.  However, as temperature gets 
higher, NHB drops faster, resulting in the rising Cp at higher temperatures.  
 
 
 
Fig. 5.8 Water entropy with respect to temperature.  The entropy calculated from the 
present model is compared to the NIST Webbook data.  The two major contributions of 
entropy are directly obtained from Eq. (5.2.2). 
 
Taking advantage of the fact that NHB is nearly independent of pressure under 
normal ambient conditions, the entropy of water is conveniently expressed using Eq. 
(5.2.1) for NHB as a function of temperature, 
 
( )ln 2 ln
2
HBHS mR T aT b T≈ + + .      (5.2.2) 
 
The calculated water entropy is compared with the entropy data from NIST Webbook in 
Fig. 5.8.  For calculation simplicity, the pressure is set at 40 bars for the whole 
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temperature range such that water is at liquid-state.  The reference state of entropy is S= 0 
at 273.16 K for saturated water. 
For temperatures lower than 420 K, the present model gives acceptable results for 
entropy.  The discrepancies between the model predictions and the steam table data grow 
as the temperature gets higher.  This is because pressure becomes more influential on NHB 
at higher temperatures.  It has been clearly seen from Fig. 5.5 that higher temperatures 
result in a stronger pressure dependence for NHB, while the curve-fit NHB is obtained for 
saturation conditions.  Nevertheless, our simple approximation of water entropy in Eq. 
(5.2.2) is quite useful for water at T< 420K.  In addition to the comparison made for 
entropy, Fig. 5.8 also shows that the contribution of entropy from hydrogen-bonding is 
more important than that of from intermolecular vibration, especially at higher 
temperatures.  The formation or breaking of hydrogen-bonds in liquid-water appears to 
be an important factor in terms of water entropy. 
 
5.3 Characteristic Wavelengths of Phase-Transition Radiation 
Water-Vapor Condensation Radiation 
The source function for water-vapor condensation radiation in Eq. (4.3.3b) is 
characterized by population distribution function H for water molecules at the higher 
energy state.  The broadening effect of condensation radiation with respect to wave 
number is therefore obtained by plotting H(1/λt,r, T) against the 1/λ defined in Eq. 
(4.3.7).  Alternatively, the population distribution can be conventionally presented in 
terms of wavelength by plotting H(1/λt,r, T)/λ2 against λ, as shown in Fig. 5.9 (a) for the 
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primary radiative relaxation with one hydrogen-bond formation.  Likewise, for a 
radiative relaxation with the formation of two hydrogen-bonds (2-b transition in Fig. 
4.4), the 1/λcut term in Eq. (4.3.7) becomes (−2HHB − 3kT)/hc.  The corresponding 
population distribution is given in Fig. 5.9 (b). 
 
 
Fig. 5.9 (a) Population distribution functions of water molecules at the higher energy 
state at different temperatures for the primary radiative relaxation process with one 
hydrogen-bond formation during condensation. 
 
Since the population distribution function is given by the convolution of Eqs. 
(4.3.4a) and (4.3.4b), the area under each band-shape is automatically equal to unity.  
The band-shapes are shifted to the smaller wavelength side as a result of the 1/λcut term 
in Eq. (4.3.7).  As a result, the population distribution function vanishes when the 
wavelength exceeds the cut-off wavelength λcut.  The peak of the population distribution 
function at normal temperatures in Fig. 5.9 (a) matches the experimental characteristic 
wavelength for vapor condensation radiation: 4-8 µm (Mestvirishvili et al., 1977; 
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Tatartchenko, 2008).  Interestingly, the IR spectrum range commonly used for 
atmospheric water detection is 6.7-6.9 µm (Hasler et al., 2003), which is also in the 
vicinity of the population peak.  Since the characteristic wavelength for vapor 
condensation radiation is located at 4-8 µm, this work suggests that the initial 
condensation stage is responsible for the primary radiative relaxation. 
 
 
Fig. 5.9 (b) Population distribution functions at the higher energy state and shorter 
characteristic wavelengths as a result of the formation of two hydrogen-bonds in the 
radiative relaxation process during condensation at different temperatures.   
 
Besides the primary radiative relaxation in relation to one hydrogen-bond 
formation, radiative relaxations that are associated with the formation of multiple 
hydrogen-bonds may also happen.  Following the results in Fig. (5.4) for the average 
number of hydrogen-bonds per water molecule, a water molecule in liquid-state at T= 
373.15 K could have 3 or 4 hydrogen-bonds at LTE.  Therefore, it is possible to have 
radiative relaxation with 2 or 3, or even 4, hydrogen-bonds being formed.  To understand 
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the possibility of radiative relaxation with multiple hydrogen-bonds formation, it requires 
the knowledge about the optical life-time and non-radiative relaxation time, which is 
beyond the scope of this study.  Nevertheless, the radiative transfer equation for 
condensation radiation proposed in this study is still valid for non-primary radiative 
relaxations.  For instance, for the radiative relaxation with the formation of two 
hydrogen-bonds in Fig. (4.4), the transition goes from state 2 directly to state b, resulting 
in a shorter cut-off wavelength, 3.2 µm, and a shorter characteristic wavelength, 2-3 µm, 
as already shown in Fig. 5.9 (b). 
Including the distribution of energies about the lower energy state (state a in Fig. 
4.4) due to hydrogen-bond vibration, the distribution of Fig. 5.9 (a) is now described by 
Eq. (4.3.4e) for the wavelength defined in Eq. (4.3.7*) and is shown in Fig. 5.10.  The 
stretching mode of hydrogen-bond vibration with its band center at 175 cm-1 and the 
hwhm estimated to be 70 cm-1 (Walrafen, 1990; Walrafen et al., 1986) is considered to 
describe the distribution function in Eq. (4.3.4d) for the lower energy state defined in 
Fig. 4.4.   
It is seen in Fig. 5.10 that the broadened profiles for different temperatures extend 
to a longer wavelength as compared to Fig. 5.9 (a).  Nevertheless, the band-shape in Fig. 
5.10 very much resembles the band-shape in Fig. 5.9 (a), indicating that the population 
distribution H is able to characterize the main features of condensation radiation when 
hydrogen-bond vibration is included.  Therefore, the band-shape broadening by 
hydrogen-bond vibration is not of critical importance when the spectral range of interest 
is away from the far wings of the condensation radiation band (i.e. 3 µm≤ wavelength≤ 8 
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µm in Fig. 5.10).  In other words, the characteristic wavelength for condensation 
radiation is not sensitive to the location of vibration center and hwhm for hydrogen-bond 
vibration. 
 
 
Fig. 5.10 Population distribution functions at different temperatures resulting from 
convolutions of energy distributions including both the higher and lower energy states 
for the primary radiative relaxation during condensation.   
 
Curve-fits for H/B 
It is seen in Eq. (4.3.2) that the distribution profiles of condensation radiation are 
characterized by the ratio of H to B.  The subscript of the spectral blackbody intensity B 
is dropped here for simplicity.  Since the mathematical forms of both H and B are rather 
complicated and temperature-dependent as well, it is useful to perform curve-fits for H/B 
between 3 and 8 µm for different temperatures.  Table 5.3 contains the coefficients for 
the six-order poly-fit of H/B as a function of wavelength λ [µm], 
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B
λ
=
=∑ .           (5.3.1) 
 
Numerical values of H/B with respect to wave numbers, 1/λ, can be obtained by simply 
converting λ to 1/λ while keeping the same corresponding values for H/B obtained by 
Eq. (5.3.1) on the wavelength basis.  
 
Table 5.3 Coefficients for the six-order poly-fit of H/B defined in Eq. (5.3.1) at different 
temperatures for λ= 3-8 µm. 
 
 
 
Liquid-Water Crystallization Radiation 
Based on the fundamental intermolecular vibration frequencies for lattice ice and 
liquid-water, Eq. (4.3.9) along with Eqs. (4.2.6) and (4.2.6*) suggest that the 
characteristic wavelength for liquid-water crystallization is 41 µm.  The experimental 
T (°C) P(6) P(5) P(4) P(3) P(2) P(1) P(0) 
-60 2.49E+01 -6.81E+02 5.14E+03 1.28E+04 -3.21E+05 1.24E+06 -1.16E+06 
-40 5.95E+00 -1.71E+02 1.46E+03 7.03E+02 -6.72E+04 2.84E+05 -2.70E+05 
-20 1.57E+00 -4.66E+01 4.17E+02 5.64E+01 -1.87E+04 8.21E+04 -7.91E+04 
0 4.28E-01 -1.30E+01 1.14E+02 1.36E+02 -6.68E+03 2.89E+04 -2.79E+04 
20 1.13E-01 -3.48E+00 2.72E+01 1.43E+02 -2.87E+03 1.19E+04 -1.14E+04 
40 2.66E-02 -8.17E-01 3.84E+00 1.05E+02 -1.37E+03 5.42E+03 -5.20E+03 
50 1.22E-02 -3.72E-01 5.10E-01 8.26E+01 -9.68E+02 3.77E+03 -3.61E+03 
60 5.84E-03 -1.76E-01 -5.45E-01 6.15E+01 -6.82E+02 2.65E+03 -2.54E+03 
70 3.64E-03 -1.10E-01 -4.62E-01 4.28E+01 -4.77E+02 1.87E+03 -1.81E+03 
75 3.39E-03 -1.04E-01 -2.06E-01 3.45E+01 -3.96E+02 1.58E+03 -1.53E+03 
80 3.47E-03 -1.08E-01 1.21E-01 2.69E+01 -3.27E+02 1.33E+03 -1.29E+03 
90 4.17E-03 -1.34E-01 8.58E-01 1.39E+01 -2.17E+02 9.34E+02 -9.24E+02 
100 5.11E-03 -1.67E-01 1.56E+00 3.68E+00 -1.36E+02 6.51E+02 -6.60E+02 
110 5.97E-03 -1.97E-01 2.15E+00 -4.13E+00 -7.65E+01 4.45E+02 -4.67E+02 
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characteristic wavelength is λ= 32-42 µm for liquid-water crystallization (Perel’man and 
Tatartchenko, 2008). 
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Chapter 6 Experimental Results 
 
Results from the cloud chamber experiment and the associated theoretical 
predictions by the Monte Carlo simulation for T= 60°C are presented.  Conventional 
radiation theories are implemented in the simulation but satisfactory explanations for the 
experimental data cannot be obtained until the theory of phase-transition radiation is 
introduced in the calculation.  Based on the results from the cloud chamber transmission 
experiments, a probability parameter a21 for vapor condensation radiation is determined 
as 5E-8.  In addition to the cloud chamber experiment, emission tests in a blackbody-like 
enclosure suggests that vapor condensation radiation has a different nature from the 
blackbody radiation.  Finally, a connection between evaporative absorption and 
continuum absorption is established, and it is found that the former is likely to be a 
potential contribution to continuum absorption at the 4 µm atmospheric window. 
 
6.1 Cloud Chamber Transmission Experiments 
Effect of Infrared Source Intensity 
The data of total transmissivity (τ for λ=3.1-4.95) for the cloud chamber system 
at 60.4±1.2ºC (or 60ºC for simplicity) medium temperature are plotted in Fig. 6.1 for 
different volume fractions of liquid-water (fv).  To check any possible influences by the 
IR source intensity on optical measurements, a higher IR source temperature, Ts≈ 125ºC, 
was used in addition to the primary IR source temperature, Ts≈ 104ºC.  Fig. 6.1 shows 
that the measured τ is nearly independent of Ts.  This is understandable because the IR 
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source is not strong enough to cause an appreciable change of the equilibrium state of the 
system.  If a high power laser source is otherwise used as an intensity source, the 
measurement might be significantly affected due to the strong radiative heating by the 
high power source.  The data points for Ts≈ 125ºC are omitted in later figures for clarity 
reasons when experimental data are compared with theoretical results. 
 
 
Fig. 6.1 Transmissivity data (λ=3.1-4.95 µm) for the cloud chamber system at 60ºC 
medium temperature for two different blackbody-like IR source temperatures. 
 
The range of fv covers from 0 to about 2E-4 in Fig. 6.1 in order to demonstrate 
the variations of τ with respect to fv.  Since the τ values appeared to be very sensitive to 
fv at small fv values, more data points were generated in the experiments for fv≤0.4E-4.  
In some tests for small fv situations, the chamber temperature was purposely raised to 
cause full vaporization of water and a precipitous jump of τ (from ~0.6 to 1) was 
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observed, indicating that the liquid-state water was responsible for the IR absorption in 
the chamber.   
Although experimental uncertainties were more manifested at small fv due to the 
increasing difficulties in determining the small amount of water mass, a transition of 
transmissivity at fv≈ 2E-5 was still recognized in Fig. 6.1.  The data point τ= 0.54 at fv= 
2.9E-5 in the same figure seemed to be an outlier compared to other data for the nearby fv 
values.  It might be due to condensation of water-vapor in relatively cold cracks of the 
chamber interior not seen during visual examination if the decrease of electrical power 
for conductive heating was relatively rapid.  In this case, the real fv would be smaller 
than that shown in the figure.  Below fv≈ 2E-5, it was observed that τ had a more 
pronounced change rate with respect to fv than that of at a bigger fv.  For 2E-5≤ fv≤ 6E-5, 
τ seemed to be nearly constant.  Another transition of τ happens at fv≈ 6E-5, where an 
identifiable drop in τ was observed.  As fv increased further, τ gradually decreased.   
 
Effect of Medium Temperature  
Optical measurements for the cloud chamber system were also conducted at 
74.5±2.1ºC (or simply 75ºC) to compare to the experimental data at 60ºC in Fig. 6.2.  The 
measurements at 75ºC had bigger uncertainties for fv because of the increased 
temperature difference between the chamber wall and the medium as well as the 
decreased specific volume of water-vapor at a higher temperature.  The results at 75ºC 
appeared to be similar to the measured data at 60ºC for fv≥ 1E-4.  But for fv< 1E-4 the 
transmissivity data were decreased when the temperature increased from 60ºC to 75ºC.   
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Fig. 6.2 Transmissivity data (λ=3.1-4.95 µm) for the cloud chamber system at 60ºC and 
75ºC medium temperatures for the same blackbody-like IR source temperature at 104ºC. 
 
Since in the literature optical constants for liquid-water were only available for T≤ 
50ºC, extrapolations of optical constants from the reported optical constants at T= 39ºC 
and 50ºC (Pinkley et al., 1977) were carried out to calculate the transmissivity at T= 75ºC.  
However, no satisfactory results were obtained.  The transmissivity curve using the 
extrapolated optical constants for T= 75ºC for mono-dispersed droplets appeared very 
similar with that for T= 60ºC (shown in the next section).  It was possible that water 
droplets at T= 75ºC were more poly-dispersed due to the relatively short cooling time 
needed for the chamber temperature from about 100ºC (superheated vapor condition) to 
reach 75ºC for cloud formation.  A different size spectrum of water droplets would lead 
to different scattering and absorption patterns in the participating medium and, 
subsequently, the different transmissivity.  The relation between transmissivity and size 
dispersion of the participating medium is discussed in detail in the next section.  It was 
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also probable that the optical constants of liquid-water did not change linearly with 
respect to temperature.  In other words, the extrapolated values of optical constants might 
not be able to capture the optical information at T= 75ºC.  The extrapolated optical 
constants for T= 75ºC were not considered for further data analysis.  Nevertheless, the 
experimental data for these two temperatures showed that the extinction of IR radiation 
by water clouds tended to be stronger at an elevated temperature.   
 
6.2 Comparisons of Experimental Transmissivity Results with Theoretical 
Predictions 
Mono-dispersed Droplets 
Optical measurements of the transmissivity τ in the spectral range of λ=3.1-4.95 
µm are, on the one hand, quite meaningful because many applications of IR remote 
sensing are operated in this spectral range.  On the other hand, since the spectral range 
for τ covers a wide-band spectrum around the 4 µm atmospheric window, in which the 
absorption coefficient k varies from O[10-1] to O[10-3], there are practical difficulties in 
analyzing the trend of τ because of the varying optical constants (n, k) in this spectral 
range.  Attempts to understand the causes of the τ trend are made as follows.  First, a 
droplet size at a specific fv for mono-dispersed droplets is guessed so that the number 
density of water droplets N0 can be derived after Eq. (4.4.5).  Assuming a constant N0, 
the droplet size can be expressed as a function of fv and the corresponding τ curve can be 
obtained through the MC simulation.  Secondly, poly-dispersion of droplet sizes is 
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introduced to the MC simulation to obtain τ curves for different size distribution 
parameters.   
 
 
Fig. 6.3 (a) MC MADA transmissivity results for mono-dispersed droplets with different 
d*’s at fv=1.6E-4 and the transmissivity data for the cloud chamber system at 60ºC 
medium temperature. 
 
 
Fig. 6.3 (b) Components of IR extinction mechanism in the cloud chamber transmission 
experiment for d*=20 µm at fv=1.6E-4 and T=60ºC.  
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Table 6.1 Number density N0 of water droplets with respect to different d*’s at fv=1.6E-4 
for mono-dispersed droplets.  
 
fv d* [µm] N0 [1/cm3] 
1.6x10-4 
18 5.2x104 
19 4.5x104 
20 3.8x104 
21 3.3x104 
22 2.9x104 
23 2.5x104 
 
Fig. 6.3 (a) shows MC MADA transmissivity curves for mono-dispersed droplets 
as well as experimental transmissivity data.  Values of water droplet number density N0 
for different tested droplet diameters at fv=1.6E-4 (denoted by d*) are tabulated in Table 
6.1.  All the N0’s in Table 6.1 are on the order of 104 cm-3, which appear to agree with 
typical values for the aerosol number density in an urban environment free from 
industries (Salby, 1996; cf. Seinfeld and Pandis, 2006, Table 8.5), indicating that the 
formation of water clouds is primarily subject to the concentration of aerosols in the air.  
Aerosols that can activate vapor condensation on their surfaces are usually recognized as 
CCN (cloud condensation nuclei) for a given supersaturation s.  The CCN concentration 
is known to be dependent on the local supersaturation, the size distribution of aerosols 
and chemical compositions.  But the relation between the CCN concentration and the 
effect of chemical composition is not well understood yet.  Parameterizations are often 
carried out to relate CCN concentrations to supersaturations, 
 
kCCN cs= ,          (6.2.1) 
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where c and k are empirical parameters for different environments such as continental or 
marine (Seinfeld and Pandis, 2006, Table 17.4 for different c’s and k’s).  Figure 17.17 in 
(Seinfeld and Pandis, 2006) shows a wide variety of observed CCN data between 101 and 
105 cm-3 for continental airmasses with different size distributions of aerosols at 0.1% 
supersaturation.  There could be multiple causes for the N0 values in this study to be at 
the high end of the observed data for CCN.  From the standpoint of molecular collisions, 
it was possible that more aerosols were wetted and became CCN due to the increased 
collision rate between vapor molecules and aerosols in the warm cloud chamber. 
According to simulation results in Fig. 6.3 (a) and Table 6.1 as well, a larger d* 
or a smaller N0 yields a higher τ.  This can be understood from perspectives of both 
absorption and scattering of IR radiation.  Considering absorption alone, a smaller d* 
reflects a larger N0 and therefore a bigger absorption coefficient Ka, resulting in a smaller 
τ.  If scattering is taken into account, a larger d* leads to a stronger forward-scattering 
and, accordingly, a higher in-scattering contribution to the transmitted energy, which 
leads to a higher τ.  The trend of the MC MADA curve for d*=20 µm in Fig. 6.3 (a), to 
some extent, is able to capture both the two transitions of measured transmissivity at fv≈ 
0.2E-4 and fv≈ 0.6E-4, yet the numerical values apparently deviate from the experimental 
data.  For d*< 20 µm, the transition of τ at fv≈ 0.6E-4 is not observed from simulation 
results.  Simulation results of τ with d*= 19 µm seem to be more acceptable than other 
results for different d*’s.  However, the value of d* is very restrictive in this case.  Even 
slightly increasing or decreasing the value of d* will cause either overestimation or 
underestimation of τ for some fv.  Moreover, the computed curve is not able to capture 
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the change pattern of the experimental data.  As for d*= 18 µm, the calculated τ curve 
obviously cannot explain the experimental data for 0.2E-4≤ fv≤ 0.6E-4.  Experimental 
results do not support MC MADA curves for d* values outside the range of 18 to 20 µm. 
It is worth noting that the in-scattering contribution of IR radiation is of critical 
importance to energy transmission in the cloud chamber system.  This contribution is a 
result of the boosted occurrences of multiple-scattering in the radiation field.  The 
probability of multiple-scattering is increased because the optical path that a photon 
traverses in the radiation field is effectively elongated through reflection on the highly 
reflective chamber wall.  The single-scattering assumption commonly made for the 
optically thin condition does not apply to the cloud chamber system.  Figurative 
demonstrations of multiple-scattering events as well as reflections on the chamber wall 
can be found in Appendix C.  In order to investigate the effect of scattering alone on 
extinction, the absorption efficiency is temporarily removed from the extinction 
efficiency by letting Qe= Qs in the simulation.  Likewise, the effect of absorption alone 
on extinction is examined by letting Qe= Qa.  Besides these two limiting cases, the 
geometric optics limit (G.O.) is also included in the calculation.  Assuming extinction by 
absorption only, the volumetric extinction efficiency for G.O. is  
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.        (6.2.2) 
 
Depending on wavelength and droplet size, Qa,G.O. can range from ~1 (at λ= 3.1 µm) to 
~0.01 (at λ= 4 µm).  Results of these limiting cases are shown in Fig. 6.3 (b) for τ.  It is 
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clearly seen that the results of G.O. and the Qe= Qa case by MADA overlap with each 
other.  This is because both of these methods are limiting solutions for the large size limit, 
x >> 1.  According to Eq. (4.4.5*) for d= 20 µm at fv= 1.6E-4, the size parameter x is 
about 5 at fv=0.03E-4.  The large size limit applies to the fv range covered in this work.  
The simulation results for Qe= Qs indicate that extinction of IR radiation is mainly 
caused by scattering for fv< 0.1E-4, where absorption is weak because the droplet size (or 
volume fraction) is small.  At a larger fv, the amount of transmitted energy increases 
possibly due to the stronger forward in-scattering contribution caused by larger water 
droplets.  A combination of absorption and scattering for energy extinction results in the 
two transitions in the transmissivity curve for Qe= Qa+ Qs at fv≈ 0.2E-4 and 0.6E-4.  The 
τ rate of change with respect to fv for the Qe= Qs case at fv> 0.6E-4 is much slower than 
at fv< 0.6E-4, leading to a smaller decreasing rate of τ in the case of Qe= Qa+ Qs, in 
which both scattering and absorption are accounted for extinction.  It is obvious that, for 
fv> 0.6E-4, energy extinction in the radiation field is more subject to absorption than 
scattering, but scattering is not negligible. 
Simulation results presented above are all based on an assumption that N0 is 
constant in the cloud chamber for each simulating case.  Since the order of the optical 
measurements was random (i.e. not in the order of the amount of fv) and the measured 
data appeared to be highly repetitive regardless of when the data points were taken, the 
concentration of nucleation nuclei was, therefore, thought to be generally stable in the 
laboratory environment.  Minor fluctuations of N0 in different experiments might still 
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exist to affect droplet sizes and cause fluctuations of τ to some degree (i.e. variations in 
CCN due to aerosol variation in the lab). 
 
Poly-dispersed Droplets 
The poly-dispersion assumption is also considered with an intention to explain 
the measured τ for the fv range covered in this work.  The mean radius (=αβ) and 
variance (=αβ2) are employed to characterize the size distribution function defined in Eq. 
(4.4.9).  The mean radius is also used as an effective radius to define the size parameter x 
(=2piαβ/λ).  In order to explore the effect of size distribution on the scattering manner 
of the incident radiation, variations of cumulative phase function with respect to different 
mean radii and variances are examined in Fig. 6.4 (a).  The mono-dispersion case, 
denoted by variance= 0, is included in the same figure for different mean radii to show 
that forward scattering is more favorable when x is larger.  A stronger forward scattering 
manner is observed if the size distribution is less dispersed in the poly-dispersion case 
(variance≠ 0).  This is because the size distribution of water droplets exhibits a positively, 
or right, skewed shape where larger droplets are less populated.  The evolution of droplet 
size probability distribution function (PDF) due to the change of variance is 
demonstrated in Fig. 6.4 (b) for mean radius= 5.44 µm, which corresponds to fv= 0.3E-4 
in the mono-disperse case for d*=19 µm.  The positive skewness of size distribution is 
not limited to the gamma distribution used in this work— it is also observed in many 
experimental studies about size distributions of water droplets (Szymanski and Wagner, 
1983; Jennings, 1986; Benayahu et al., 1995; Arnott et al., 1997).  As a result of the 
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positively skewed PDF, the smaller the variance is, the stronger the forward scattering 
will be, leading to a higher in-scattering contribution toward the transmitted energy.  
Values of extinction coefficient Ke for different variances when mean radius= 5.44 µm 
are shown in Fig. 6.4 (c).  Although a global magnification of extinction coefficient is 
not found with respect to the degree of size dispersion for λ=3.1-4.95 µm, the overall 
extinction coefficient for this spectral range tends to increase in accordance with the 
increased variance of size distribution, indicating that poly-dispersion of droplet size 
tends to cause a depletion of transmitted energy.  From the perspectives of both energy 
extinction seen in Fig.6.4 (c) and forward scattering in Fig. 6.4 (a), it is found that size 
dispersion is not favorable for energy transmission in the cloud chamber. 
 
 
Fig. 6.4 (a) Cumulative phase function for various size distributions with different mean 
radii [µm] and variances [µm2].   
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Fig. 6.4 (b) Droplet size probability distribution functions for gamma distributions with 
the same mean radius=5.44 µm but different variances.   
 
 
Fig. 6.4 (c) Extinction coefficient with respect to wavelength for different variances 
[µm2] when mean radius= 5.44 µm. 
 
Looking more closely into Fig. 6.3 in light of the relation between size dispersion 
and energy transmission, the MC MADA results for mono-dispersed droplets indicate 
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that the assumption of mono-dispersion of droplet size breaks down at larger values of fv 
and water clouds at a larger fv tend to have a wider spread of size distribution, which to a 
greater extent reduces the amount of transmitted energy.  For instance, in order to better 
match the trend of measured data, mono-dispersion would have to be maintained at fv≤ 
0.6E-4 in the simulation for d*=19 µm, while poly-dispersion would have to come into 
play to give rise to a transition of τ at fv≈ 0.6E-4 and to cause reduced values of τ at fv≥ 
0.6E-4.  Likewise, the MC MADA curve for mono-dispersed droplets with d*= 20 µm 
would have to turn to poly-dispersion at fv≥ 0.2E-4 in order to agree with the 
experimental data.  The statement of becoming more poly-dispersed at a larger fv is 
numerically exemplified by fitting the calculated τ values with the experimental data 
using a poly-dispersed size distribution at selected fv.  In so doing, mean radius is 
adopted to describe the “size” of poly-dispersed droplets in replacement of the single 
radius in the mono-dispersion case for the d*= 20 µm curve in Fig. 6.3: at fv= 0.6E-4 and 
fv= 1E-4, the resulting variances would have to be σ2≈ 1 µm2 and σ2≈ 3 µm2, 
respectively, in order to match the measured data.  Similar treatments are required for 
other cases in the same figure.  Mono-dispersion at a low fv, which refers to a small 
droplet size according to Eq. (4.4.5*), along with poly-dispersion at a high fv, which 
indicates a large mean droplet size through Eq. (4.4.5**), appear to be necessary 
treatments in the numerical simulation in order to explain the experimental results.  The 
next question to be asked is whether the necessary poly-dispersion for bigger droplets is 
reasonable or not. 
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In the literature, studies on water droplet size distributions by van Dongen et al. 
(1994), Yoshida et al. (1976), Voutilainen and Kaipio (2002), Szymanski and Wagner 
(1983), and Seinfeld and Pandis (2006) all suggested a different relation between droplet 
size and the degree of size dispersion: droplet size distribution was less dispersed when 
droplet size grew bigger.  Figure 17.14 in (Seinfeld and Pandis, 2006) shows that smaller 
droplets grow faster than larger droplets, resulting in less size dispersion for a longer 
growth time.  In these studies, a decreased width of size distribution was observed during 
the droplet growth process.  Moreover, van Dongen et al. (1994) concluded that a low 
droplet concentration (≤ 3E5 cm-3, determined by the number density of condensation 
nuclei) resulted in an almost mono-dispersed cloud of droplets.  In the present study, 
experiments were conducted when the cloud chamber system reached a stable desired 
temperature.  In other words, water droplets were allowed to grow for an adequate period 
of time to reach a stable (invariant with time) size distribution.  Accordingly, the degree 
of poly-dispersion was supposed to be minimized in the experimentation.  Following the 
conclusions in the size distribution studies for water droplets in the literature, size 
distribution was expected to be increasingly mono-dispersed at larger fv, namely, bigger 
droplet size.  However, this conclusion did not back up the MC MADA results for the 
poly-dispersion case.  The assumption of the poly-dispersion of droplet size distribution 
was not able to generate a better fit of experimental measurements; rather, it would be 
worse. 
 
Evaporative Absorption Coefficient 
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The theory about the radiative relaxation mechanism during the water-vapor 
condensation process offers another way of thinking toward the transmissivity puzzle.  
The resulting absorption coefficient due to condensation radiation, or evaporative 
absorption coefficient at LTE, is merged into the Ka term in Eq.(4.4.4) and manifested in 
Ke, giving 
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where A21 is Einstein’s coefficient for spontaneous condensation emission, H is the 
population distribution function of water-vapor, and B is the spectral blackbody intensity.  
The number density of water-vapor molecules, ng, is 4.4E18 cm-3 at T= 60ºC for 
saturation condition.  The ratio H/B characterizes the radiation spectrum due to 
condensation radiation and has its curve-fit form defined by Eq. (5.3.1) for the working 
spectral range of the IR camera.  The evaporative absorption coefficient at LTE is a 
combined effect of stimulated condensation emission and evaporative absorption because 
vapor condensation and liquid-water evaporation are taking place simultaneously and in 
dynamic equilibrium with each other. 
In Eqs. (6.2.3) and (6.2.4), the unit of B is [# photons/cm2-µm-sec] (= blackbody 
intensity [W/cm2-µm] divided by hc/λ [J/photon]) and A21-1 [sec] denotes the relaxation 
time of a water-vapor molecule.  Since condensation radiation is a radiative relaxation 
mechanism in which phase-change is involved, A21 is likely to be subject to how 
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frequently water-vapor molecules can collide with water droplets.  Assuming that A21 is 
proportional to the binary collision rate between water-vapor molecules and water 
droplets via a constant a21 and that the size of a water droplet is much bigger than a water 
molecule, A21 can be expressed in terms of the radius of a water droplet rd, the number 
density of water droplets N0, the molecular mass of a water molecule mg and temperature 
T.  The number density of vapor molecules does not appear in the A21 term because it has 
already been accounted for in the formulation of the evaporative absorption coefficient.  
Details about derivations of the phase-transition radiation theory for water-vapor, 
including definitions of the evaporative absorption efficiency Qc as well as the 
evaporative absorption cross section Cc per water droplet, are given in Appendix D.  The 
resulting A21 can be shown to be,  
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where the surface effect of a water droplet on condensation radiation is manifested as rd 2 
and the square root term is associated with the speed of a water molecule according to 
kinetic theory (Vincenti and Kruger, 1965). 
Based on the above discussions on size dispersion, water droplets are assumed to 
be mono-dispersed in the MC analysis of condensation radiation.  Various τ curves for 
different tested values of a21 are plotted in Fig. 6.5 (a) for d*= 20 µm or N0= 3.8E4/cm3.  
Omitting the “outlier” at fv= 0.29E-4, the reduced Chi square (χ2) value for d*= 20 µm 
with a21= 5E-8 is 3.71.  Reduced χ2 values for a21= 1E-8 and 1E-7 in the same figure and 
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the d*=19 µm case (a21= 0) in Fig. 6.3 (a) are, respectively, 5.96, 5.34 and 4.97.  For d*= 
20 µm, a21= 4E-8 and 6E-8 have been tested and their resulting reduced χ2 values are 
respectively 4.49 and 3.88.  The τ curve with a21= 5E-8 appears to be the best-fit for the 
experimental data in Fig. 6.5 (a) and is separately plotted in Fig. 6.5 (b).  The 
corresponding values of d and A21-1 with respect to fv are shown in Table 6.2.  It is seen 
from the variety of τ curves in Fig. 6.5 (a) for different a21’s that extinction, or more 
specifically absorption, of IR radiation is enhanced in the participating medium where 
the phase-change of water takes place.  Interestingly, other values of d* are not able to 
offer agreeable results for the experimental data regardless of what values of a21 are used. 
The simulation results in Fig. 6.5 (a) have shown that the resulting evaporative 
absorption coefficient is appreciable and the total absorption of IR radiation is enhanced 
by this mechanism.  When temperature drops, the situation may be different.  The value 
of ng in the calculation is the number density of vapor molecules at saturation condition.  
At lower temperatures, steam table for water shows that ng becomes smaller.  At T= 
15°C, the corresponding ng at saturation condition is 4.3E17 cm-3, which is one order of 
magnitude smaller than that at 60°C.  The binary collision rate can be influenced by the 
change in vapor pressure as well.  When vapor pressure decreases, the air contains a 
fewer amount of vapor molecules, resulting in a smaller binary collision rate— if water 
droplets still exist.  Tropical storms are anticipated to have strong condensation radiation 
because these warm clouds are rich in vapor molecules as well as water droplets.   
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Fig. 6.5 (a). MC results of transmissivity including the effect of evaporative absorption, 
except for the a21=0 case, for mono-dispersed droplets and the transmissivity data for the 
cloud chamber system at 60ºC medium temperature. 
 
 
Fig. 6.5 (b) The best MC curve for the experimental data, suggesting a21=5E-8 for phase-
transition radiation of water-vapor. 
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Table 6.2 Droplet diameter d and radiative relaxation time A21-1 with respect to liquid-
water volume fraction fv for a21= 5E-8 and d*= 20 µm at fv= 1.6E-4.  
 
fv(×10-4) d(µm) A21-1(sec) 
0.01 3.68 77,979 
0.02 4.64 49,288 
0.03 5.31 37,655 
0.04 5.85 31,101 
0.05 6.30 26,811 
0.06 6.69 23,748 
0.07 7.05 21,432 
0.08 7.37 19,609 
0.09 7.66 18,129 
0.1 7.94 16,901 
0.2 10.00 10,651 
0.3 11.45 8,129 
0.4 12.60 6,711 
0.5 13.57 5,783 
0.6 14.42 5,121 
0.7 15.18 4,621 
0.8 15.87 4,228 
0.9 16.51 3,909 
1.0 17.10 3,643 
1.1 17.65 3,419 
1.2 18.17 3,226 
1.3 18.66 3,059 
1.4 19.13 2,911 
1.5 19.57 2,780 
1.6 20.00 2,663 
1.7 20.41 2,558 
1.8 20.80 2,462 
1.9 21.18 2,375 
2.0 21.54 2,295 
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6.3 Blackbody-like Enclosure Emission Tests 
The following section discusses results of emission tests for a blackbody-like 
enclosure.  Emission tests were first carried out in the absence of water, namely, with air 
as the only medium in the enclosure.  A blackbody calibration was performed for the 
measured data to relate the registered emission strength [mV] to the blackbody intensity 
[W/cm2-sr].  Given the intensity results for the air only situation as baseline data, another 
set of intensity measurements were conducted with water clouds in the enclosure.  When 
water was present in the enclosure, the wall temperature was used to present the lower-
bound emission intensity with respect to temperature, since the medium temperature was 
lower than the wall temperature.  If the medium had been as warm as the wall, the 
emission strength of the enclosure would have been increased due to the thermal 
radiation by the participating warm clouds.  In the air-only situation, such issue did not 
exist because air could be regarded as a non-participating medium in the radiation field, 
where emission of thermal radiation solely came from the warm surface in the enclosure.   
Results of these emission tests as well as the blackbody intensity curve were 
shown in Fig. 6.6.  It was observed that the intensity data for the air-only situation 
behaved as the Planckian radiation.  In fact, the blackbody-like enclosure was made of 
the same material as the IR radiation source in the cloud chamber experiment.  The 
temperature difference across the film as discussed in chapter 3.4 was reflected as the 
temperature tolerance for the with water situation.  The lower-bound intensity strength of 
the situation with water clouds in the enclosure was still higher than the blackbody 
radiation, indicating that there was an extra radiation source in the radiation field.  The 
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combination of the Planckian radiation of the blackbody-like enclosure and the 
additional radiation in the presence of water clouds brought about the non-Planckian 
radiation pattern for the intensity data, which appeared to be even stronger than the 
blackbody radiation.  A direct conversion of latent heat to photon-energy through the 
emission of IR radiation during vapor condensation was most likely to be responsible for 
this extra amount of emission intensity.  Although the amount of water was not defined 
in these tests, the results were able to qualitatively show the existence of another type of 
radiation different from the blackbody radiation. 
 
 
Fig. 6.6 Intensity data for the Planckian (the air only situation) and non-Planckian (the 
with water situation) radiation emitted from the blackbody-like enclosure at different 
temperatures after a blackbody calibration.  
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6.4 Potential Explanations of Continuum Absorption 
An estimation of continuum absorption based on the derived a21 for condensation 
radiation is carried out for λ= 4 and 10.59 µm at T= 296 K.  In order to compare the 
calculated value with the reported data, the evaporative absorption coefficient is re-
written in the conventional form of continuum absorption coefficient Cs (Roberts et al., 
1976) as seen in atmospheric science by equating the continuum absorption coefficient 
Kcont with the evaporative absorption coefficient, 
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where Pv is the vapor pressure [atm], A21 is defined in Eq. (6.2.5) and J is the 
convolution of population distribution functions for vapor translational energy, vapor 
rotational energy and hydrogen-bond vibration energy in liquid-water.  J is used instead 
of H for λ=10.59 because λ=10.59 µm is located at the far-wing of the band-shape for 
vapor condensation radiation where the broadening effect is mainly governed by 
hydrogen-bond vibration.  As already mentioned in chapter 5.3, the value of hwhm for 
the hydrogen-bond vibration band is estimated to be 70 cm-1 and the location of the 
vibration center is set at 175 cm-1.  These spectroscopic parameters are used to provide 
an estimation of the corresponding continuum absorption coefficients.   
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Considering a system containing a water droplet in equilibrium with its vapor at 
T= 296 K, the equilibrium supersaturation of the system is 0.2% for a given droplet 
radius 0.5 µm according to the Kelvin relation (i.e. no solute effect is included).  The 
mean particle radius of tropospheric aerosols is 0.1-1 µm (Salby, 1996, Table 9.1).  
Invoking the empirical parameters in Table 17.4 in (Seinfeld and Pandis, 2006) for CCN 
calculations in a continental area (c= 3500 cm-3, k= 0.9), the number density of activated 
condensation nuclei at supersaturation 0.2% is 869 cm-3 according to Eq. (6.2.1).  
Substituting N0=869 cm-3, rd= 0.5 µm and T= 296 K into Eq. (6.2.5), a21= 5E-8 yields 
A21= 2.01E-8 sec-1.  Given J/B at the same temperature, it can be shown that the resulting 
Cs at λ= 4 and 10.59 µm are 6.13E-24 and 7.53E-27 cm2/molecule-atm, respectively.  
For a water droplet with radius 0.25 µm at T= 296K, the outcomes of Cs are 2.86E-24 
cm2/molecule-atm for λ= 4 µm and 3.51E-27 cm2/molecule-atm for λ= 10.59 µm.  The 
reported values of Cs from spectrometer measurements at the same temperature for 4 µm 
and 10.59 µm are respectively 6.8E-24 (Thomas, 1990) and 1.8E-22 cm2/molecule-atm 
(Cormier et al., 2005).  At the 4 µm atmospheric window, the experimental Cs is on the 
same order of magnitude with the estimated Cs, indicating that evaporative absorption is 
potentially involved in continuum absorption.  However, the calculated Cs for the 10 µm 
atmospheric window is too small to explain the measured Cs.  It appears the origin of 
continuum absorption at the 10 µm atmospheric window would not be condensation 
radiation of water-vapor, by the present line of reasoning.  There may be multiple 
sources, as discussed in chapter 2.5, contributing to the continuum absorption at the 10 
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µm window.  With regard to the contribution from evaporative absorption, a better 
estimation would be possible if more spectroscopic data were available to help define the 
hydrogen-bond vibration band of water.  More knowledge about size distribution of 
water droplets would improve the estimation as well. 
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Chapter 7 Final Remarks 
 
7.1 Summary and Conclusions  
Ice Model 
A modified Einstein’s model has been proposed for lattice ice to successfully 
explain its thermodynamic properties for a large variety of temperatures below the 
melting point.  The lattice vibrations in crystalline solid-water are approximated by 
harmonic oscillations in six degrees of freedom and the fundamental frequencies for 
hindered translational and rotational vibrations are (65 cm-1, 229 cm-1, 229 cm-1) and (560 
cm-1, 560 cm-1, 560 cm-1), respectively.  At low temperatures, the thermodynamic 
behavior of ice is very sensitive to low-frequency vibrations and the thermal excitations 
of low energy molecules are markedly influenced by intermolecular interactions.  A 
Lorentzian broadening correction has been made for hindered translational vibrations to 
improve the low temperature heat capacity deviations that appear in the Einstein model.  
On the other hand, the modified Einstein model without Lorentzian broadening is 
mathematically convenient and is able to express the thermodynamic information of 
lattice ice over a fairly wide temperature range from 30 K to sub-melting point. 
 
Liquid-Water Model 
A soft-cell model for liquid-water has been presented to take water’s deformable 
nature into account in order to model the intermolecular vibrations of water molecules.  
Results of the soft-cell model suggest that the total intermolecular vibration energy in a 
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cell unit can be empirically represented by an energy form resembling the kinetic energy 
form of ideal gas.  Along with a simple energy model for water, this model has 
successfully predicted the hydrogen-bonding information and the related thermodynamic 
properties.  The achievements and findings for the liquid-water study are summarized 
below:   
 
(1) The lattice view in the traditional cell theory has been modified to bring forth a soft-
cell model to better describe the physics of water. 
(2) The average number of hydrogen-bonds in water has a much stronger temperature-
dependence than pressure; the average number of hydrogen-bonds can be treated as 
being independent of pressure if the ambient pressure is not extremely large (less than 
1,000 bars).  
(3) Water under extremely high temperature and pressure environments may exhibit 
unusual thermodynamic behaviors as the hydrogen-bonding of water is influenced by 
extreme ambient conditions.  
(4) Water’s heat of vaporization is primarily governed by hydrogen-bonding energy. 
(5) The uncommonly large specific heat of water is a consequence of two types of energy 
storage mechanisms in water: intermolecular vibration energy and hydrogen-bonding 
energy. 
(6) The specific heat of water appears nearly constant at normal ambient conditions 
because the contributions to specific heat from both the change of hydrogen-bonds 
and the intermolecular vibration energy remain approximately the same. 
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(7) The water entropy is dominated by two factors: the hydrogen-bonding contribution 
and the intermolecular vibration contribution. 
 
Phase-Transition Radiation Model 
 In the phase-transition radiation model, the condensation process of water-vapor 
is considered as a transition from the excited (gaseous) state at LTE, through a number of 
intermediate states, toward the ground (liquid) state at LTE.  If photon-emission is 
accompanied by condensation, the entire transition process can be divided into two 
consecutive relaxation mechanisms: radiative relaxation and non-radiative phonon 
relaxation.  The primary radiative relaxation for vapor condensation radiation is the 
transition from the gaseous-state to the intermediate liquid-state with one hydrogen-bond 
formation.  Based on a two-level transition model, the radiative transfer equation for 
condensation radiation is derived, and the evaporative absorption coefficient and the 
related optical properties are formulated.  The conclusions of the phase-transition 
radiation study for water are summarized as follows: 
 
(1) The primary radiative relaxation is most likely to take place at the initial condensation 
stage of water-vapor with one hydrogen-bond formation. 
(2) Condensation radiation is detectable only when it is not overshadowed by non-phase-
change radiation.  
(3) The radiative transfer equation for condensation radiation can be applied to the 
radiative relaxation transitions of water-vapor and other substances. 
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(4) A cut-off wavelength for vapor condensation radiation exists due to the energy gap 
between the excited and lower energy levels of the initial condensation stage. 
(5) The hydrogen-bond vibration at the lower energy level results in the broadening of 
the condensation radiation band-shape; but it does not lead to a major change in the 
characteristic wavelength. 
(6) The characteristic wavelength for condensation radiation at 4-8 µm corresponds to the 
primary radiative relaxation with one hydrogen-bond formation. 
(7) Shorter characteristic wavelengths for vapor condensation radiation are possible if 
multiple hydrogen-bonds are formed during the radiative relaxation process.   
 
Phase-Transition Radiation Experimentation 
Transmission of IR radiation in a cloud chamber system containing vapor-liquid 
mixtures of water has been examined and the MC analysis for energy transmission has 
been performed to investigate the mechanism of energy extinction in the participating 
water clouds.  Water clouds appear to be less transparent at T= 75°C than at T= 60°C.  
Experimental results for T= 60°C reveal that there are two identifiable transitions in the 
transmissivity data at water volume fractions 0.2E-4 and 0.6E-4.  A theoretical 
investigation of radiative heat transfer in water clouds shows that energy transmission is 
positively dependent on droplet size or negatively dependent on the number density of 
water droplets.  Simulation results also show that the dispersion of droplet size is not 
favorable for energy transmission in the participating medium.  A comparison between 
the experimental results and the theoretical predictions by MC MADA suggests that the 
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number density of water droplets in the chamber is O[104] cm-3 and the droplets are 
nearly mono-dispersed for the volume fraction range covered in this work.  Although 
these findings agree with the observed phenomena of water clouds, the features of 
trasmissivity data from cloud chamber experiments are not completely explained by the 
existing theories. 
The theory of condensation radiation for water-vapor expands the scope of 
absorption of IR radiation in a participating medium by introducing the evaporative 
absorption coefficient in the Monte Carlo radiative transfer analysis, leading to better 
results for transmissivity data than those offered by MC MADA.  The agreement between 
the results by condensation radiation theory and the measured data indicates that direct 
absorption of IR radiation takes place when water undergoes the phase-change process.  
In other words, absorption of IR radiation is enhanced in the participating medium by the 
evaporative absorption of water.  At LTE, the radiative relaxation probability parameter 
a21 is found to be 5E-8 in the vapor condensation process at atmospheric pressure and at 
60ºC water-vapor temperature, suggesting that the probability for condensation radiation 
occurrence is one out of 20 million collisions between water-vapor molecules and liquid-
water droplets.  The derived concentration of aerosols in the air is consistent with the 
reported data for urban areas free from industries. 
 
7.2 Recommendations for Future Work 
Whereas phase-transition radiation of water has been examined in the cloud 
chamber experiment for the 3-5 µm broad band to reveal the characteristic radiation in 
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the vapor-liquid phase-change process, much work still needs to be carried out to 
understand its spectral definitions in detail.  In addition to the optical measurements 
performed in the present work for T= 60°C and 75°C at ambient pressure condition, it 
would be helpful to investigate the characteristic radiation at various temperatures and 
pressures.  Based on the findings in this study, recommendations for future work are 
given in the following paragraphs. 
   
IR Spectrum of Phase-Transition Radiation 
Although the broad band integrated intensity was measured in the cloud chamber 
transmission experiment, relative importance about intensity at different wavelengths had 
not been obtained from optical measurements.  In order to study the experimental data 
from the cloud chamber transmission experiment, a rather complicated Monte Carlo 
analysis was established to help explain the total transmissivity over the 3-5 µm wide 
band.  While agreeable results for the measured total transmissivity were obtained by the 
calculations, less was known about the spectral distribution of the characteristic radiation 
from the experiments.  It would be useful to examine the IR emission/absorption 
spectrum of phase-transition radiation to compare to the theoretical characteristic 
spectrum predicted by the present phase-transition radiation theory.  A spectrometer 
could also be included in the cloud chamber experiment to define the spectral features of 
the characteristic radiation.  
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Monochromatic Optical Measurements 
It would be beneficial to investigate effects of pressure and temperature on phase-
transition radiation at a specific wavelength.  Optical measurements in this work were 
carried out for warm laboratory clouds created isobarically at ambient air pressure.  
However, it is more common for water clouds to be formed in the sky at a colder 
temperature and a lower pressure.  Monochromatic optical measurements could be 
performed to study how the strength of phase-transition radiation would change with 
respect to temperature and pressure for a given wavelength of interest. 
 
10 µm Atmospheric Window 
It would also be advantageous to study phase-transition radiation at the 10 µm 
atmospheric window in addition to the 4 µm window already covered in this work.  Even 
though the characteristic radiation for water-vapor condensation has rarely been reported 
in the literature, the present condensation radiation model discloses a possibility for the 
characteristic wavelength to extend to the 10 µm window due to the hydrogen-bond 
vibration.  Experimentation of condensation radiation at the 10 µm window would be 
helpful to explore the far-wing band-shape of the reported characteristic radiation.  
Moreover, understandings about condensation radiation at these two windows would help 
establish the link between vapor condensation radiation and vapor continuum absorption. 
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Appendix A Rotational Energy and Degeneracy for Water Molecules 
Population distribution function for rotational energy of water-vapor, G: 
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Table A Rotational energy e [cm-1] for J and τ after Randall et al. (1937). 
J τ e J τ e J τ e J τ e J τ e 
1 
1 42.30 
5 
0 503.94 
7 
-3 782.54 
9 
2 1631.81 
10 
-7 1294.07 
0 37.06 -1 446.52 -4 709.54 1 1477.78 -8 1293.49 
-1 23.78 -2 416.02 -5 704.40 0 1475.46 -9 1114.91 
2 
2 136.10 -3 399.45 -6 586.53 -1 1360.85 -10 1114.91 
1 134.81 -4 326.49 -7 586.32 -2 1340.98 
11 
11 3218.55 
0 95.04 -5 325.23 
8 
8 1789.77 -3 1283.29 10 3218.55 
-1 79.38 
6 
6 1045.34 7 1789.77 -4 1216.62 9 2974.88 
-2 70.03 5 1045.34 6 1591.47 -5 1202.28 8 2974.88 
3 
3 285.45 4 888.89 5 1591.47 -6 1080.72 7 2741.42 
2 285.26 3 888.85 4 1411.89 -7 1079.41 6 2741.42 
1 212.07 2 757.84 3 1411.89 -8 920.41 5 2523.08 
0 206.25 1 756.90 2 1256.24 -9 920.41 4 2523.08 
-1 173.33 0 661.63 1 1255.45 
10 
10 2703.28 3 2322.82 
-2 142.17 -1 649.11 0 1132.10 9 2703.28 2 2322.77 
-3 136.74 -2 602.78 -1 1123.11 8 2472.44 1 2145.17 
4 
4 488.24 -3 553.00 -2 1052.92 7 2472.44 0 2144.06 
3 488.24 -4 542.80 -3 1006.38 6 2255.08 -1 2000.71 
2 383.90 -5 447.20 -4 983.22 5 2255.08 -2 1984.20 
1 382.49 -6 446.69 -5 885.84 4 2055.04 -3 1898.56 
0 315.66 
7 
7 1395.26 -6 883.12 3 2055.04 -4 1840.14 
-1 300.33 6 1395.26 -7 744.31 2 1876.16 -5 1811.21 
-2 275.21 5 1216.63 -8 744.24 1 1875.68 -6 1694.71 
-3 224.74 4 1216.63 
9 
9 2226.41 0 1726.23 -7 1691.13 
-4 221.90 3 1060.07 8 2226.41 -1 1719.75 -8 1525.65 
5 
5 742.30 2 1059.88 7 2010.67 -2 1614.43 -9 1525.36 
4 742.30 1 931.50 6 2010.67 -3 1581.88 -10 1327.58 
3 610.42 0 927.92 5 1811.18 -4 1538.65 -11 1327.58 
2 610.21 -1 842.65 4 1811.18 -5 1446.68 
1 508.86 -2 816.78 3 1631.95 -6 1438.50 
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Appendix B Complex Refractive Index of Liquid-Water 
Table B Complex refractive index, ɶn n ik= + , of liquid-water for λ= 3~5 µm  
    (Pinkley et al., 1977). 
1/λ [cm-1] λ [µm] n (39°C) k (39°C) n (50°C) k (50°C) 
3300 3.03 1.42 0.23 1.41 0.21 
3200 3.13 1.48 0.14 1.46 0.13 
3100 3.23 1.46 0.06 1.45 0.06 
3000 3.33 1.43 0.02 1.43 0.03 
2900 3.45 1.4 0.008 1.4 0.01 
2800 3.57 1.38 0.003 1.38 0.004 
2700 3.70 1.37 0.0025 1.36 0.003 
2600 3.85 1.359 0.001 1.349 0.001 
2500 4.00 1.348 0.001 1.34 0.001 
2400 4.17 1.338 0.001 1.331 0.001 
2300 4.35 1.33 0.0035 1.324 0.0035 
2200 4.55 1.324 0.0075 1.32 0.0075 
2100 4.76 1.321 0.0085 1.317 0.0085 
2000 5.00 1.319 0.007 1.314 0.007 
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Appendix C Monte Carlo Methods and Figures 
A Monte Carlo flowchart for spectral transmissivity calculations is shown in Fig. C.1. 
 
 
Fig. C.1 Monte Carlo flowchart for spectral transmissivity simulation in a cloud chamber. 
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Monte Carlo Matlab Code for the Cloud Chamber Experiment: 
MonteCarloTrans.m 
 
% need to convert the units of wavelength and droplet size  
% from [micron m] to [cm] 
format short e 
  
% reading bulk water optical constants 
load wavelength.dat 
load abscoef.dat 
load refcoef.dat 
  
% reading the pre-calculated reference value for intensity difference 
load MC_B12_diff.dat 
  
% reading the pre-calculated poly-fit coefficients for H/B at 60 degrees C 
load CoeffH_B60C.dat 
  
% reading droplet size [micron m] at fv0, fv~d^3 
fv0=1.6E-4; 
d0=input('enter droplet size [micron] at fv=1.6E-4 (reference value of d is 
20):'); 
m0=input('enter initial fv [m0*1E-5] in terms of m0 (such as 0 or 10):'); 
n_nc=fv0/(pi*(d0*1E-4)^3/6); % number density of nucleation sites, #/cm^3 
n_nc 
  
reflonoff=input('reflection calculation on/off (off= 0; on= non-zero):'); 
refltrace=input('reflection tracing on/off (off= 0; on= non-0):'); 
  
% the number of energy bundles at T=T1 and wavelength=3.1 micron 
N0=input('enter number of bundles at T=T1 and wavelength=3.1 micron 
(reference value of m is 4000):'); 
  
% path length=41cm=s=xa, lens diameter=2.54cm 
% object diameter=0.95cm, distance btn chamber and lens=20cm=xb 
% units in [cm] 
s=41; 
xa=41; 
xb=20; 
dch=10.16; 
dshutter=3.175; 
dlens=2.54; 
dobj=0.95; 
rch=dch/2; 
rshutter=dshutter/2; 
rlens=dlens/2; 
robj=dobj/2; 
l=[3.1:0.01:4.95]; % working wavelength of IR camera: 3.1~4.95 micron 
i_l=(4.95-3.1)/0.01+1; % grid size=0.01 micron 
T1=300; % IR source T when shutter is closed 
T2=378; % IR source T when shutter is open 
Tg=273.15+60; % medium temperature @ 60 C 
ng=4.35E18; % the number density of vapor molecules [#/cm^3] @ 60 C 
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h=6.626*10^(-34); % Planck's constant [J-s] 
c=3*10^10; % [cm/s] 
kb=1.38E-16; % [erg/K] 
mh2o=18/(6.02E23); % water molecular mass [g/molecule] 
a21=5E-8; % trial value for a21 [-/-] 
%a21=0; % limiting case 
  
% theta for phase function calculation 
pi=3.1416; 
theta=[0:0.0008:pi]'; 
i_theta=(pi-0)/0.0008+1; % grid size=0.0008 rad 
i_theta=round(i_theta); 
  
% intensity calculations for the blackbody-like IR signal source 
C1=37413; 
C2=14388; 
B1=C1./(l.^5.*(exp(C2./(l*T1))-1))/pi; % B1=B(T1), optical shutter closed 
B2=C1./(l.^5.*(exp(C2./(l*T2))-1))/pi; % B2=B(T2), optical shutter open 
% converting the unit of spectral intensity [W/cm^2-micron]  
% to [# of photons/cm^3-s] 
B1=B1./(h*c./l);  
B2=B2./(h*c./l); 
e0=B1(i_l)/N0; % photonic energy per bundle 
N01=B1/e0; % #'s of bundles for different wavelengths 
N01=round(N01); 
k=zeros(1,i_l); % bulk water absorption coefficient 
n=zeros(1,i_l); % bulk water refractive coefficient 
  
for i=1:i_l 
    k(i)=interp1(wavelength,abscoef,l(i)); 
    n(i)=interp1(wavelength,refcoef,l(i)); 
end 
phb=CoeffH_B60C; % Poly-fit coefficients for H/B 
clear wavelength abscoef refcoef CoeffH_B60C 
     
% Monte Carlo transmissivity calculation-------------------------------------
-- 
temptrans=MC_B12_diff; % pre-calculated relative radiation strength at m=0; 
temp1=phb(1)*l.^6+phb(2)*l.^5+phb(3)*l.^4; 
temp2=phb(4)*l.^3+phb(5)*l.^2+phb(6)*l+phb(7); 
fitH_B=temp1+temp2; 
Ka_cond0=(a21/(4*pi))*(fitH_B.*(1E4*h*c./l))*ng ... 
        *n_nc*sqrt(8*pi*kb*Tg/mh2o);  
    % converting B[W/cm^2] in H/B to [(# photons/sec)/cm^2]; T=60 C 
    % Ka_cond=Ka_cond0*(d/2)^2 to appear in later calculations 
    clear temp1 temp2 fitH_B 
  
for m=m0:20 
    fv=m*1E-5+1E-8; 
       
% assuming n_nulceation_site=const: fv~d^3,  
    d=d0*(fv/fv0)^(1/3); 
  
% extinction and absorption efficiencies, Qe and Qa, from anomalous 
diffraction 
 153
% Rayleigh-Gans scattering for phase function 
% calculating Qe,a,s and Ke,a,s  
% size parameter x   
    x=pi*d./l;  
    ro=2*x.*(n-1); 
  
% parameters for the modified A.D. 
    omega=2*x.*k+j.*ro; 
    m_complex=n-j.*k; 
    alpha_mdf=0.5+((n-1)-k.^0.5*2/3-k/2)+((n-1)+(k.^0.5-5*k)*2/3).^2; 
    gamma_mdf=(3/5-(n-1).^0.5*3/4+3*(n-1).^4)+5./(6/5+(n-1)./k); 
    mu=alpha_mdf+gamma_mdf./x; 
  
% parameters for A.D. 
    beta=atan(k./(n-1)); 
    u=cos(beta)./ro; 
    v=4*x.*k; 
    Qe_adiff=2+4*u.^2.*cos(2*beta)-4*exp(-ro.*tan(beta)).*(u.*sin(ro ... 
    -beta)+u.^2.*cos(ro-2*beta)); 
    Qa_adiff=1+(2./v).*exp(-v)-(2./(v.^2)).*(1-exp(-v)); 
  
% modified anomalous diffraction 
    Qv=real(2+4.*exp(-omega)./omega+4*(exp(-omega)-1)./(omega.^2)); 
    T=2-exp(-x.^(-2/3)); % correction to x>>1, G.O. limit 
    Qext=T.*Qv; 
    Qe_adiff=Qext; % using modified A.D. for Qe while keeping Qa unchanged 
  
% absorption test 
%    Qe_adiff=Qa_adiff; 
  
    Qs_adiff=Qe_adiff-Qa_adiff; 
     
% scattering test 
%    Qe_adiff=Qs_adiff; 
         
    Ke_adiff=1.5*Qe_adiff.*fv/(d*1E-4); 
    Ka_cond=Ka_cond0*(d*1E-4/2)^2; 
  
% evaporative absorption shadowing effect test 
%    Qe_adiff 
%    pause 
%    Qa_cond=Ka_cond/n_nc/(pi*(d*1E-4/2)^2); 
%    Shadow_e=Qa_cond./Qe_adiff; 
%    Shadow_e 
%    pause 
     
    A21_value=a21*n_nc*(d*1E-4/2)^2*sqrt(8*pi*kb*Tg/mh2o); 
    A21_value 
  
% condensation radiation test 
    Ke_adiff=Ke_adiff+Ka_cond; 
    Ks_adiff=1.5*Qs_adiff.*fv/(d*1E-4); 
    clear ro beta u v Qe_adiff Qa_adiff Qs_adiff 
     
% evaporative absorption test 
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    %Ke_adiff=Ka_cond; 
    %Ks_adiff=0*Ks_adiff;     
     
% calculating phase function, p(theta) 
    arg=zeros(i_theta,i_l); 
    g_arg=zeros(i_theta,i_l); 
    phase=zeros(i_theta,i_l); 
    temp_=zeros(i_theta,i_l); 
  
    for i=1:i_l 
        arg(:,i)=2*x(i).*sin(theta/2); 
        g_arg(:,i)=3*(sin(arg(:,i))-arg(:,i).*cos(arg(:,i))+1E-8)./ ... 
        (arg(:,i).^3+3E-8); 
        phase(:,i)=g_arg(:,i).^2.*(1+(cos(theta)).^2); 
%        phase(:,i)=1; % isotropic scattering 
        temp_(:,i)=phase(:,i).*sin(theta); 
    end  
  
% replacing the numerical sigularity of phase function at theta=0  
% by an adjacent value 
    phase(1,:)=phase(2,:); 
  
% calculating the constant in phase function by normalization condition 
% updating phase function 
    const=zeros(1,i_l); 
    R_theta=zeros(i_theta,i_l); 
  
    for i=1:i_l 
        const(i)=2./trapz(theta,temp_(:,i)); 
        phase(:,i)=phase(:,i)*const(i); 
  
% updating cumulative probability function for phase function, R_theta,  
% in terms of polar angle, theta, and wavelength, l 
        temp__=0; 
  
        for j0=1:i_theta 
            temp__=temp__+(0.5*phase(j0,i)*sin(theta(j0))*(pi/(i_theta-1))); 
            R_theta(j0,i)=temp__; 
        end 
        clear temp__; 
    end 
    clear const temp_ arg g_arg phase 
  
    N02=zeros(1,i_l); 
    S_t1=zeros(1,i_l); 
    S_t2=zeros(1,i_l);   
     
    for i=1:i_l 
  
% optical depth of cloud chamber at wavelength lambda, t_c 
        t_c=Ke_adiff(i)*xa; 
  
% albedo at wavelength lambda, W0 
        W0=Ks_adiff(i)/Ke_adiff(i); 
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% initialization of bundle counters 
        S_t=0; 
        S_tJ0=0; 
        S_tJ1=0; 
        S_tJ2=0; 
        S_e=0; 
        S_eNeg=0; 
        S_eJ0=0; 
        S_eJ1=0; 
        S_eJ2=0; 
        S_a=0; 
        S_eRefl=0; 
        badno=0; 
  
        for ii=1:N01(i) 
            jj=0; 
            t_l=0; 
            tempi=rand; 
            thetai=tempi*pi/2; 
%            thetai=pi/180/10; % pseudo-parallel light 
            oldmu=cos(thetai); % old mu: not accounting for reflection yet 
            mu=cos(thetai); % new mu: for reflection calculation 
            temp_r1=rand; 
            r1=temp_r1*rshutter; 
            phi1=0; 
            x1=0; 
            theta1=0; 
            tempt_l=rand; 
% temporary O1(r1,phi1,x1) for ray tracing: O1 -> O2 
            tempr1=r1; 
            tempphi1=phi1; 
            tempx1=x1; 
  
% letting the photon leave the cloud chamber for m=0 
            if m==0 
                tempt_l=exp(-2*t_c/oldmu); % old mu: not including refl yet 
            end 
            clear tempi temp_r1 
% re-setting reflection counter for the new energy bundle 
            reflcount=0; 
  
% tracing an energy bundle 
            if refltrace~=0 
                [X Y Z]=pol2cart(phi1,r1/rch,x1/rch); 
                xyz=[X Y Z phi1 r1/rch]; 
                save MCrefl.dat xyz -ascii -append 
                clear xyz X Y Z 
            end 
% the initial polar angle and azimuthal angle 
                theta1=thetai; 
                S12=-log(tempt_l)/Ke_adiff(i); 
                x2=x1+S12*oldmu; % old mu: not accounting for reflection yet 
                temp=rand; 
                phi1_=2*pi*temp; 
                oldphi1_=phi1_; 
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% the coordinates of photon where the first scattering takes place 
  
                if oldphi1_>pi 
                    phi1_=2*pi-phi1_; 
                end 
                r2=(r1^2+S12^2*(sin(theta1))^2-2*r1*S12 ... 
                    *sin(theta1)*cos(phi1_))^0.5; 
                tempr2=r2; 
                alpha=acos((r1^2+r2^2-(S12*sin(theta1)) ... 
                    ^2)/(2*r1*r2)); 
  
                if oldphi1_<pi 
                    alpha=abs(alpha); 
                else 
                   alpha=-abs(alpha); 
                end 
                phi2=phi1+alpha; 
                clear thetai alpha 
  
% new coordinates if reflection occurs before the first scattering 
            if reflonoff~=0 
                if r2>rch 
             
                    if oldphi1_<pi 
                        reflcount=1; 
                    else 
                        reflcount=-1; 
                    end 
                    clear oldphi1_ 
                    beta_=asin(r1*sin(phi1_)/rch); 
                    alpha_=pi-phi1_-beta_; 
                    dra=rch*sin(alpha_)/sin(phi1_); 
                    dsa=dra/sin(theta1); 
                    dsb=S12-dsa; 
% tracing an energy bundle 
                    reflx=x1+(S12-dsb)*cos(theta1); 
  
                    if reflx>=xa % leaving the cloud chamber 
                        r2=0.1*rch; % passing the while loop for reflection 
iteration 
                    else 
                        drb=dsb*sin(theta1); 
                        r2=(drb^2+rch^2-2*drb*rch*cos(beta_))^0.5; 
                        tempr2=r2; 
                        alpha0=acos((r2^2+rch^2-drb^2)/(2*r2*rch)); 
  
                        if reflcount<0 
                            alpha_=-alpha_; 
                            alpha0=-alpha0; 
                        end                      
                        phi2=phi1+alpha_+alpha0; 
                        reflr=rch; 
                        reflphi=phi2-alpha0; 
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                        tempr1=reflr; % updating temporary O1 if reflection 
occurs 
                        tempphi1=reflphi; 
                        tempx1=reflx; 
  
                        if (isreal(r2)==0)||(isnan(r2)==1) 
                            badno=badno+1; 
                            S_e=S_e+1; 
                            clear beta_ alpha_ dra dsa dsb drb 
                            clear alpha_ alpha0 
                            r2=0.1*rch; % passing the while loop for 
reflection iteration 
                            t_l=1.1*t_c; % passing the while loop of t_l to 
the next ii 
                        end 
                    end 
  
                    while r2>rch 
  
                        if refltrace~=0 
                            [X Y Z]=pol2cart(reflphi,reflr/rch,reflx/rch); 
                            xyz=[X Y Z reflphi reflr/rch]; 
                            save MCrefl.dat xyz -ascii -append 
                            clear xyz X Y Z 
                        end  
                        clear reflr reflphi reflx 
                        phi1_=beta_; 
                        alpha_=pi-phi1_-beta_; 
                        dra=rch*sin(alpha_)/sin(phi1_); 
                        dsa=dra/sin(theta1); 
                        dsb=dsb-dsa; 
% tracing an energy bundle 
                        reflx=x1+(S12-dsb)*cos(theta1); 
  
                        if reflx>=xa % outside the cloud chamber 
                            r2=0.1*rch; % jumping out of the while loop 
                        else 
                            drb=dsb*sin(theta1); 
                            r2=(drb^2+rch^2-2*drb*rch*cos(beta_))^0.5; 
                            tempr2=r2; 
                            phi2=phi2-alpha0; 
                            alpha0=acos((r2^2+rch^2-drb^2)/(2*r2*rch)); 
     
                            if reflcount<0 
                                alpha_=-alpha_; 
                                alpha0=-alpha0; 
                                reflcount=reflcount-1; 
                            else 
                                reflcount=reflcount+1; 
                            end      
  
                            if abs(reflcount)>10000 
                                S_e=S_e+1; 
                                badno=badno+1; 
                                t_l=1.1*t_c; % passing the while loop of t_l 
to the next ii 
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                                break 
                            end 
                            phi2=phi2+alpha_+alpha0; 
                            reflr=rch; 
                            reflphi=phi2-alpha0; 
                            tempr1=reflr; % updating temporary O1 if 
reflection occurs 
                            tempphi1=reflphi; 
                            tempx1=reflx; 
                        end 
                    end 
                    r2=tempr2; % retrieving r2 
                    clear beta_ alpha_ dra dsa dsb drb alpha0 tempr2 
                    clear reflr reflphi reflx 
  
% updating S12 and the corresponding polar angle for scattering after 
reflection 
                    S12=((r1*cos(phi1)-r2*cos(phi2))^2 ... 
                        +(r1*sin(phi1)-r2*sin(phi2))^2+(x1-x2)^2)^0.5; 
                    theta1=acos((x2-x1)/S12); 
                    mu=cos(theta1); % new mu: reflection already accounted 
for 
                end 
            else 
                S_e=S_e+1; 
                S_eRefl=S_eRefl+1; 
                t_l=1.1*t_c; % passing the while loop of t_l to the next ii 
            end 
  
% tracing an energy bundle 
                if refltrace~=0 
                    [X Y Z]=pol2cart(phi2,r2/rch,x2/rch); 
                    xyz=[X Y Z phi2 r2/rch]; 
                    save MCrefl.dat xyz -ascii -append 
                    clear xyz X Y Z 
                end 
  
% iteration loops for energy bundles in the cloud chamber 
            while t_l<t_c 
                t_l=t_l-oldmu*log(tempt_l); % old mu: as if no reflection 
                                          % <= tempt_l: as if no reflection 
  
% leaving the cloud chamber, on the IR source side 
                if t_l<0 
                    S_e=S_e+1; 
                    S_eNeg=S_eNeg+1; 
                    break 
  
% leaving the cloud chamber, on the IR camera side 
                elseif t_l>=t_c 
  
% using temporary O1 for ray tracing purpose 
% vector O_02=O_12*abs(O_02)/abs(O_12)=O_12*x2/(x2-x1) 
% vector O_b2=O_12*abs(O_b2)/abs(O_12)=O_12*(x2-(xa+xb))/(x2-x1) 
                    r0cosphi0=r2*cos(phi2)-(r2*cos(phi2)-tempr1 ... 
                           *cos(tempphi1))*x2/(x2-tempx1); 
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                    r0sinphi0=r2*sin(phi2)-(r2*sin(phi2)-tempr1 ... 
                           *sin(tempphi1))*x2/(x2-tempx1); 
                    r0=(r0cosphi0^2+r0sinphi0^2)^0.5; 
                    rbcosphib=r2*cos(phi2)-(r2*cos(phi2)-tempr1 ... 
                           *cos(tempphi1))*(x2-(xa+xb))/(x2-tempx1); 
                    rbsinphib=r2*sin(phi2)-(r2*sin(phi2)-tempr1 ... 
                           *sin(tempphi1))*(x2-(xa+xb))/(x2-tempx1); 
                    rb=(rbcosphib^2+rbsinphib^2)^0.5; 
                    clear r0cosphi0 r0sinphi0 rbcosphib rbsinphib  
                    clear tempr1 tempphi1 tempx1 
  
% being detected 
                    if (rb<=rlens) % energy bundles collected by the lens 
                        clear r0 rb 
                        S_t=S_t+1; 
                        if jj==0 
                            S_tJ0=S_tJ0+1;  
                        elseif jj==1 
                            S_tJ1=S_tJ1+1; 
                        else 
                            S_tJ2=S_tJ2+1; 
                        end 
                        break 
% leaving the cloud chamber but not entering the collecting region 
                    else 
                        clear r0 rb 
                        S_e=S_e+1; 
                        if jj==0 
                            S_eJ0=S_eJ0+1;  
                        elseif jj==1 
                            S_eJ1=S_eJ1+1; 
                        else 
                            S_eJ2=S_eJ2+1; 
                        end 
                        break 
                    end 
% still inside the cloud chamber, i.e. t_l<t_c 
                else 
                    temp=rand; 
  
% the probability of an energy bundle being absorbed in the cloud chamber 
                    if W0<temp 
                        S_e=S_e+1; 
                        S_a=S_a+1; 
                        break 
                    end 
                    jj=jj+1; 
  
% updating the after-scattering polar angle wrt ray direction 
                    temp_theta=rand; 
  
                    for j0=1:i_theta 
  
                        if R_theta(j0,i)>=temp_theta 
                            theta2=theta(j0); 
                            break 
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                        end 
                    end 
                    clear temp_theta 
                    tempt_l=rand; 
                    S23=-log(tempt_l)/Ke_adiff(i); 
  
% calculation after-scattering coordinates as if no reflection 
                    temp=rand; 
                    phi2_=2*pi*temp; 
% updating Oc 
                    rcsinphic=r2*sin(phi2)+(r2*sin(phi2)-r1 ... 
                        *sin(phi1))*(S23*cos(theta2)/S12); 
                    rccosphic=r2*cos(phi2)+(r2*cos(phi2)-r1 ... 
                        *cos(phi1))*(S23*cos(theta2)/S12); 
                    xc=x2+(x2-x1)*(S23*cos(theta2)/S12); 
% updating O3_ 
                    r3_sinphi3_=rcsinphic+((S23*sin(theta2)) ... 
                        ^2/(1+((r2*sin(phi2)-r1*sin(phi1))/ ... 
                        (r2*cos(phi2)-r1*cos(phi1)))^2))^0.5; 
                    r3_cosphi3_=rccosphic-(r3_sinphi3_- ... 
                        rcsinphic)*(r2*sin(phi2)-r1*sin ... 
                        (phi1))/(r2*cos(phi2)-r1*cos(phi1)); 
% updating O3 
                    x3=xc+S23*sin(theta2)*sin(phi2_)*sin(theta1); 
                    a1=rccosphic-r2*cos(phi2); 
                    b1=rcsinphic-r2*sin(phi2); 
                    c1=-(x3-xc)*(xc-x2); 
                    a2=r3_cosphi3_-rccosphic; 
                    b2=r3_sinphi3_-rcsinphic; 
                    c2=(S23*sin(theta2))^2*cos(phi2_); 
                    AA=[a1 b1;a2 b2]; 
                    CC=[c1;c2]; 
                    XX=AA\CC; 
                    r3cosphi3=rccosphic+XX(1,1); 
                    r3sinphi3=rcsinphic+XX(2,1); 
                    r3=(r3sinphi3^2+r3cosphi3^2)^0.5; 
                    tempr3=r3; 
                    phi3=asin(r3sinphi3/r3); 
  
                    if (cos(phi3)*r3cosphi3)<0 
                        phi3=pi-phi3; 
                    end 
% updating temporary O1 for ray tracing 
                    tempr1=r2; 
                    tempphi1=phi2; 
                    tempx1=x2; 
  
% calculating the after-scattering polar angle wrt axial direction  
                    theta1_=acos((x3-x2)/S23); 
                    oldmu=cos(theta1_); % old mu: not including reflection 
yet 
                    clear AA CC XX rcsinphic rccosphic xc 
                    clear r3_sinphi3_ r3_cosphi3_ 
                    clear r3cosphi3 r3sinphi3  
                    clear a1 b1 c1 a2 b2 c2 
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                    if (isreal(r3)==0)||(isnan(r3)==1) 
                        badno=badno+1; 
                        S_e=S_e+1; 
                        break   
                    end 
  
% new coordinates for the previous scattring trip if reflection occurs 
                    if r3>rch 
  
                        if reflonoff==0 
                            S_e=S_e+1; 
                            S_eRefl=S_eRefl+1; 
                            break    
                        end 
  
                        reflcount=1;    
                        alpha_=acos((r2^2+(S23*sin(theta1_))^2 ... 
                              -r3^2)/(2*r2*S23*sin(theta1_))); 
                        beta_=asin(r2*sin(alpha_)/rch); 
                        dra=r2*sin(alpha_+beta_)/sin(beta_); 
                        dsa=dra/sin(theta1_); 
                        dsb=S23-dsa; 
% tracing an energy bundle 
                        reflx=x2+(S23-dsb)*cos(theta1_); 
  
                        if reflx>=xa % outside the cloud chamber 
                            r3=0.1*rch; % passing the while loop 
                        else 
                            drb=dsb*sin(theta1_); 
                            r3=(drb^2+rch^2-2*drb*rch*cos(beta_))^0.5; 
                            tempr3=r3; 
                            alpha0=pi-beta_-alpha_; 
                            alpha1=acos((r3^2+rch^2-drb^2)/(2*r3*rch)); 
  
                            if (phi3-phi2)<0 
                                reflcount=-1; 
                                alpha1=-alpha1; 
                                alpha0=-alpha0; 
                            end  
                            phi3=phi2+alpha0+alpha1; 
                            reflr=rch; 
                            reflphi=phi3-alpha1; 
                            tempr1=reflr; % updating temporary O1 if 
reflection occurs 
                            tempphi1=reflphi; 
                            tempx1=reflx; 
  
                            if (isreal(r3)==0)||(isnan(r3)==1) 
                                badno=badno+1; 
                                S_e=S_e+1; 
                                clear beta_ alpha_ dra dsa dsb drb 
                                clear alpha1 alpha0 
                                break  
                            end 
                        end 
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                        while r3>rch 
  
                            if refltrace~=0 
                                [X Y Z]=pol2cart(reflphi,reflr/rch,reflx/rch); 
                                xyz=[X Y Z reflphi reflr/rch]; 
                                save MCrefl.dat xyz -ascii -append 
                                clear xyz X Y Z 
                            end  
                            clear reflr reflphi reflx 
  
                            if reflcount>0 
                                reflcount=reflcount+1; 
                            else 
                                reflcount=reflcount-1; 
                            end 
  
                            if abs(reflcount)>10000 
                                S_e=S_e+1; 
                                badno=badno+1; 
                                break 
                            end 
                            alpha_=beta_; 
                            dra=rch*sin(alpha_+beta_)/sin(beta_); 
                            dsa=dra/sin(theta1_); 
                            dsb=dsb-dsa; 
% tracing an energy bundle 
                            reflx=x2+(S23-dsb)*cos(theta1_); 
  
                            if reflx>=xa % outside the cloud chamber 
                                r3=0.1*rch; % jumping out of the while loop 
                            else 
                                drb=dsb*sin(theta1_); 
                                r3=(drb^2+rch^2-2*drb*rch ... 
                                    *cos(beta_))^0.5; 
                                tempr3=r3; 
                                phi3=phi3-alpha1; 
                                alpha0=pi-alpha_-beta_; 
                                alpha1=acos((r3^2+rch^2-drb^2) ... 
                                     /(2*r3*rch)); 
  
                                if reflcount<0 
                                    alpha1=-alpha1; 
                                    alpha0=-alpha0; 
                                end 
                                phi3=phi3+alpha0+alpha1; 
                                reflr=rch; 
                                reflphi=phi3-alpha1; 
                                tempr1=reflr; % updating temporary O1 if 
reflection occurs 
                                tempphi1=reflphi; 
                                tempx1=reflx; 
                            end 
                        end 
                        r3=tempr3; % retrieving r3 
                        clear beta_ alpha_ dra dsa dsb drb  
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                        clear alpha0 alpha1 tempr3 
                        clear reflr reflphi reflx 
  
                        if abs(reflcount)>10000 
                            break 
                        end 
  
% updating S23 and associated numbers after reflection 
                        S23=((r3*cos(phi3)-r2*cos(phi2))^2 ... 
                            +(r3*sin(phi3)-r2*sin(phi2))^2+(x3-x2)^2)^0.5; 
                        theta1_=acos((x3-x2)/S23); 
                        mu=cos(theta1_); % new mu: reflection already 
accounted for 
                    end 
  
% tracing an energy bundle 
                    if refltrace~=0 
                        [X Y Z]=pol2cart(phi3,r3/rch,x3/rch); 
                        xyz=[X Y Z phi3 r3/rch]; 
                        save MCrefl.dat xyz -ascii -append 
                        clear xyz X Y Z 
                    end 
  
% updating coordinates for scattering calculations 
                    theta1=theta1_; 
                    S12=S23; 
                    r1=r2; 
                    phi1=phi2; 
                    x1=x2; 
                    r2=r3; 
                    phi2=phi3; 
                    x2=x3; 
                    clear theta1_ S23 r3 phi3 x3 
                end 
            end 
            clear r1 phi1 x1 r2 phi2 x2 r3 phi3 x3 phi1_ phi2_  
            clear theta1 theta2 theta1_ S12 S23 tempt_l temp mu oldmu t_l 
  
            if refltrace~=0 
                load MCrefl.dat; 
                [X,Y,Z]=cylinder(1,50); 
  
                subplot(1,2,2) 
                temprch=ones(i_theta,1); 
                [X1,Y1]=pol2cart(2*theta,temprch); 
                [X2,Y2]=pol2cart(2*theta,temprch*rshutter/rch); 
                Z2=temprch-1; 
                [X3,Y3]=pol2cart(2*theta,temprch*rlens/rch); 
                Z3=(xa+xb)/rch+Z2; 
                plot (MCrefl(:,1),MCrefl(:,2),'-or',X1,Y1,'b', ... 
                      X2,Y2,'g',X3,Y3,'m') 
                xlim ([-1 1]); ylim ([-1 1]); 
  
                subplot(1,2,1) 
                plot3 (MCrefl(:,1),MCrefl(:,2),MCrefl(:,3),'-or', ... 
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                    X,Y,Z*xa/rch,'b',X2,Y2,Z2,'g',X3,Y3,Z3,'m') 
                xlim ([-1 1]); ylim ([-1 1]); zlim ([0 (xa+xb)/rch]); 
                set(gca,'DataAspectRatio',[1 1 1],... 
                    'PlotBoxAspectRatio',[1 1 1]) 
  
                pause 
                clear MCrefl X Y Z temprch X1 Y1 X2 Y2 X3 Y3 
                delete MCrefl.dat 
            end 
        end 
  
        S_t1(i)=S_t; 
        N02(i)=N01(i)*B2(i)/B1(i); 
        S_t2(i)=S_t1(i)*N02(i)/N01(i); 
        clear t_c W0 S_t S_tJ0 S_tJ1 S_tJ2  
        clear S_e S_eNeg S_eJ0 S_eJ1 S_eJ2 S_a S_eRefl badno 
    end 
  
    clear i 
    i=[1:i_l]; 
  
    if m==0 
        temptrans=(trapz(i,S_t2)-trapz(i,S_t1)) 
        save MC_B12_diff.dat temptrans -ascii 
    else 
         
% saving transmissivity data 
        transmissivity=(trapz(i,S_t2)-trapz(i,S_t1))/temptrans; 
        transmissivity 
        temp1=[fv transmissivity]; 
        save MCtransmissivity.dat temp1 -ascii -append 
        clear i fv temp1 transmissivity 
    end 
end 
  
load MCtransmissivity.dat 
fv=MCtransmissivity(:,1); 
transmissivity=MCtransmissivity(:,2); 
  
plot (fv,transmissivity), xlabel('volume fraction') ... 
    ,ylabel('transmissivity') 
legend('Monte Carlo Simulation') 
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Table C.1 Parameters for the Monte Carlo simulation in a cloud chamber 
Wavelength.dat abscoef.dat refcoef.dat 
3.03 0.192 1.401 
3.13 0.121 1.442 
3.23 0.060 1.441 
3.33 0.039 1.430 
3.45 0.012 1.400 
3.57 0.005 1.380 
3.70 0.003 1.351 
3.85 0.001 1.340 
4.00 0.001 1.333 
4.17 0.001 1.325 
4.35 0.004 1.319 
4.55 0.008 1.316 
4.76 0.009 1.313 
5.00 0.007 1.309 
 
MC_B12_diff.dat (for N0=8000):   
1.4118146e+005   
 
CoeffH_B60C.dat:   
5.8410999e-003 -1.7626999e-001 -5.4485635e-001   
6.1520060e+001 -6.8233346e+002  2.6487944e+003  
-2.5421924e+003 
 
Matlab Code for Source Function (H/B) Calculations: 
Voigt.m 
 
format short e 
load rottau.dat; 
load rotdegen.dat; 
load rotenergy.dat; 
T=input('enter T[C]:'); 
hc_k=1.4388; % hc/k [cm-K] 
pi=3.14159265; 
C1=37413; % [W-micron^4/cm^2] 
C2=14388; % [micron-K] 
Hhb=23324.4; % H-bond enthalpy [J/mol] 
R=8.314; % universal gas constant [J/mol-K] 
c=3*10^10; % light speed [cm/sec] 
mole=6*10^23; 
h=6.626*10^(-27); % Planck's constant [erg-sec] 
tau=rottau'; 
jnum=rotdegen'; 
ej=rotenergy'; 
j=0; 
T=273.15+T; % unit conversion: [C] to [K] 
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% population distribution for rotational energy  
    j=j+1; 
    zrot=0; 
    dwvn=Hhb-3*R*T; % cut-off wave number [J/mol] 
    dwvn=dwvn*10^7/mole/h/c % unit conversion for d(wave nnumber)=> [1/cm] 
        for i=1:143 
            taunum=abs(tau(i)); 
            MM=mod(taunum,2); 
            if MM==0 
                gj=2*jnum(i)+1; 
            else 
                gj=3*(2*jnum(i)+1); 
            end 
            Nj(j,i)=gj*exp(-ej(i)*hc_k/T); 
            zrot=zrot+Nj(j,i);         
        end 
    k=0; 
     
% convolution of population distributions  
% for rotational and translational energies     
    for wvn=1000-dwvn:5000-dwvn 
        k=k+1; 
    prob=0; 
        for i=1:143 
            wvnum=wvn-ej(i); 
            if wvnum>0 
                % Maxwell-Boltzmann distribution for translational energy 
                dNtr=2/sqrt(pi)*hc_k/T*sqrt(hc_k/T*wvnum)*exp(-hc_k/T*wvnum); 
                prob=prob+dNtr*Nj(j,i)/zrot; 
            else  
                break 
            end 
        end 
        wvn2=wvn+dwvn; 
        H(j,k)=prob*wvn2^2/10000; 
        l=10000/wvn2; 
        B(j,k)=C1/(l^5*(exp(C2/(l*T))-1))/pi; 
        H_B(j,k)=H(j,k)/B(j,k);         
    end 
clear wvn2 l i j k T0 c T 
wvn2=[1000:5000]; 
l=10000./wvn2; % unit conversion: wave number [1/cm] to wavelength [micron] 
p=polyfit(l,H_B,6); 
temp1=p(1)*l.^6+p(2)*l.^5+p(3)*l.^4; 
temp2=p(4)*l.^3+p(5)*l.^2+p(6)*l+p(7); 
fitH_B=temp1+temp2; 
clear temp1 temp2 
save CoeffH_B.dat p -ascii 
plot (l,H_B,l,fitH_B), xlabel('wavelength [\mum]'),ylabel('H/B') 
clear wvn2 l 
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Table C.2 Parameters for H/B calculations 
rottau.dat rotdegen.dat rotenergy.dat 
-1 1 23.78 
0 1 37.06 
1 1 42.3 
-2 2 70.03 
-1 2 79.38 
0 2 95.04 
1 2 134.81 
2 2 136.1 
-3 3 136.74 
-2 3 142.17 
-1 3 173.33 
0 3 206.25 
1 3 212.07 
-4 4 221.9 
-3 4 224.74 
-2 4 275.21 
2 3 285.26 
3 3 285.45 
-1 4 300.33 
0 4 315.66 
-5 5 325.23 
-4 5 326.49 
1 4 382.49 
2 4 383.9 
-3 5 399.45 
-2 5 416.02 
-1 5 446.52 
-6 6 446.69 
-5 6 447.2 
4 4 488.24 
3 4 488.24 
0 5 503.94 
1 5 508.86 
-4 6 542.8 
-3 6 553 
-7 7 586.32 
 
 
 168
Table C.2 (cont.) Parameters for H/B calculations 
rottau.dat rotdegen.dat rotenergy.dat 
-6 7 586.53 
-2 6 602.78 
2 5 610.21 
3 5 610.42 
-1 6 649.11 
0 6 661.63 
-5 7 704.4 
-4 7 709.54 
5 5 742.3 
4 5 742.3 
-8 8 744.24 
-7 8 744.31 
1 6 756.9 
2 6 757.84 
-3 7 782.54 
-2 7 816.78 
-1 7 842.65 
-6 8 883.12 
-5 8 885.84 
3 6 888.85 
4 6 888.89 
-8 9 920.41 
-9 9 920.41 
0 7 927.92 
1 7 931.5 
-4 8 983.22 
-3 8 1006.38 
6 6 1045.34 
5 6 1045.34 
-2 8 1052.92 
2 7 1059.88 
3 7 1060.07 
-7 9 1079.41 
-6 9 1080.72 
-9 10 1114.91 
-10 10 1114.91 
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Table C.2 (cont.) Parameters for H/B calculations 
rottau.dat rotdegen.dat rotenergy.dat 
-1 8 1123.11 
0 8 1132.1 
-5 9 1202.28 
-4 9 1216.62 
5 7 1216.63 
4 7 1216.63 
1 8 1255.45 
2 8 1256.24 
-3 9 1283.29 
-8 10 1293.49 
-7 10 1294.07 
-10 11 1327.58 
-11 11 1327.58 
-2 9 1340.98 
-1 9 1360.85 
7 7 1395.26 
6 7 1395.26 
4 8 1411.89 
3 8 1411.89 
-6 10 1438.5 
-5 10 1446.68 
0 9 1475.46 
1 9 1477.78 
-9 11 1525.36 
-8 11 1525.65 
-4 10 1538.65 
-3 10 1581.88 
6 8 1591.47 
5 8 1591.47 
-2 10 1614.43 
2 9 1631.81 
3 9 1631.95 
-7 11 1691.13 
-6 11 1694.71 
-1 10 1719.75 
0 10 1726.23 
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Table C.2 (cont.) Parameters for H/B calculations 
rottau.dat rotdegen.dat rotenergy.dat 
8 8 1789.77 
7 8 1789.77 
5 9 1811.18 
4 9 1811.18 
-5 11 1811.21 
-4 11 1840.14 
1 10 1875.68 
2 10 1876.16 
-3 11 1898.56 
-2 11 1984.2 
-1 11 2000.71 
7 9 2010.67 
6 9 2010.67 
4 10 2055.04 
3 10 2055.04 
0 11 2144.06 
1 11 2145.17 
9 9 2226.41 
8 9 2226.41 
6 10 2255.08 
5 10 2255.08 
2 11 2322.77 
3 11 2322.82 
8 10 2472.44 
7 10 2472.44 
5 11 2523.08 
4 11 2523.08 
10 10 2703.28 
9 10 2703.28 
7 11 2741.42 
6 11 2741.42 
9 11 2974.88 
8 11 2974.88 
11 11 3218.55 
10 11 3218.55 
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Figures from the Monte Carlo Simulation: 
 
 
Fig. C.2 The phase function of the scattered energy for size parameter x= 6.035 and wavelength 
λ=3.1 µm by Rayleigh-Gans scattering, showing a strong forward scattering. 
 
 
Fig. C.3 An energy bundle travels through the cloud chamber and enters the collecting lens in 
the Monte Carlo simulation.  The three concentric circles on the right indicate the top-view 
projections of the cloud chamber wall, the optical shutter in an open position and the collecting 
lens in the order of their diameters (the biggest first). 
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Fig. C.4 An energy bundle goes through a scattering and two reflections in the cloud chamber 
before entering the collecting lens in the Monte Carlo simulation.   
 
 
Fig. C.5 An energy bundle leaves the cloud chamber after a scattering in the Monte Carlo 
simulation.  The bundle is not collected by the lens.   
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Fig. C.6 An energy bundle undergoes multiple reflections and scatterings and leaves the cloud 
chamber without being collected by the lens.   
 
 
Fig. C.7 An energy bundle is absorbed in the cloud chamber after traveling a short distance in 
the Monte Carlo simulation.   
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Fig. C.8 An energy bundle goes through a reflection and is absorbed in the cloud chamber.   
 
 
Fig. C.9 An energy bundle is absorbed after being scattered twice in the cloud chamber.   
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Fig. C.10 An energy bundle undergoes multiple reflections and scatterings and finally is 
absorbed in the cloud chamber.   
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Appendix D Equation Derivations 
Soft-Cell Model 
 
 
 
Fig. D.1 Intermolecular vibrations described in the cell theory and the soft-cell theory. 
 
(1) Derivation of Eq. (4.2.2) 
A moving-wall system for the soft-cell model is schematically shown in Fig. 4.3 (a) and Fig. D.1.  
Based on the elastically moving-wall assumption, δr= bx, the following relation between x and r 
is immediately obtained after Eq. (4.2.1), dropping the sub-index i, 
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( )1r b x rε= + + .        (D1) 
 
Since the intermolecular vibrations in six degrees of freedom in the soft-cell model (cell theory, 
too) have similar mathematical representations for equations of motion, the translational 
vibration mode is considered here to illustrate the reduction of characteristic frequency due to the 
b effect, which, mathematically, is also a result of transformation of coordinates from r to x.  
Replacing r by x in the equation of motion for the mass M in the moving-wall-spring-mass 
system, 
 
( )
2 2
2 21
d r d xM kx b M kx
dt dt
= − ⇒ + = − ,        (D2) 
 
the characteristic frequency of the moving-wall-spring-mass system, νs, can be written in terms 
of the characteristic frequency of the wall-spring-mass system, ν, and the soft-cell effect 
parameter, b, 
 
1s b
ν
ν =
+
,        (D3) 
 
where ν is defined in Eq. (4.2.3) for different intermolecular vibration modes. 
(2) Derivation of Eq. (4.2.4) 
Given the initial condition, x=0 at t=0, which is somewhat arbitrary, the solution of Eq. (D2) is 
 
( )sin sx A tω= ,       (D4) 
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where A is the amplitude of vibration and the characteristic angular frequency ωs is 2piνs.  The 
averaged kinetic energy is obtained through the integration of kinetic energy over a complete 
vibration cycle inside a cell, 
 
( )2 2
0
1 1
2 2s s
KE Mr d t
pi
ω
pi
= ∫ ɺ .       (D5) 
 
Again, employing Eq. (D1) and Eq. (D4) to respectively transform r to x and x to (ωst), and 
noting that ωs2= k/[M(1+b)], the averaged kinetic energy for intermolecular vibrations finally 
becomes 
 
( )21 1 1
2 2s
KE kA b = + 
 
.       (D6) 
 
Likewise, the averaged potential energy arising from intermolecular vibrations (not due to H-
bonding) is 
 
( )2 2 2
0
1 1 1 1
2 2 2 2s s
PE kx d t kA
pi
ω
pi
 
= =  
 
∫ .       (D7) 
 
As a result, the total intermolecular vibration energy Es is 
 
( ) 2
1s s s s
bE KE PE KE
b
+ 
= + =  + 
.        (D8) 
 
(3) Derivation of Eq. (4.2.5): 
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To investigate the form of quantized energy in the moving-wall-spring-mass system, 
information of the external potential on mass has to be known prior to solving the Schrödinger’s 
equation.  Given the spring constant k, the external potential on M as a function of x is 
 
2
0
1( ) ( )
2
x
x kx dx kxφ = − − =∫ .       (D9) 
 
Substituting Eq. (D9) into the Schrödinger’s equation, the equation can be written as a function 
of x, 
 
2 2
2
2 2
8 1( ) 0
2
s
s s
d M E kx
dr h
ψ pi ψ+ − =
 
 
( )
2 2
2
2 2 2
1 8 1( ) 0
21
s
s s
d M E kx
dx hb
ψ pi ψ⇒ + − =
+
.       (D10) 
 
The resulting quantized energy is 
 
( ) ( )v
1 1
v v
1 2 21
s s
h hE
b b
ν ν   = + = +   +    +
,        (D11) 
 
where the intermolecular vibration quantum number v=0, 1, 2, 3, …  Letting 
1s
hh
b
=
+
, the 
eigen energy in the Schrödinger equation then appears in the same form as that in the wall-
spring-mass system. 
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( )
v
1
v
2s s s
E hν  = + 
 
, v= 0, 1, 2, 3 ...       (D12) 
 
 
(4) Derivation of Eq. (4.2.7): 
Following Eq. (A3), the soft-cell effect parameter b can be calculated: 
 
2
1
1s s
b
b
ν ν
ν
ν
 
= ⇒ = − 
+  
,       (D13) 
 
where ν and νs are the characteristic frequencies of intermolecular vibration respectively for ice 
and liquid-water in the present study. 
 
Phase-Transition Radiation Model 
 
Fig. D.2 (a) Radiative transfer in a differential path length ds within a differential solid angle 
dω; (b) a two-level energy transition. 
 
A two-level energy transition shown in Fig. D.2 is considered to derive the radiative transfer 
equation for condensation radiation.  Parameters for the physical system are defined as follows:    
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A21= Einstein’s coefficient for spontaneous condensation emission from the upper energy lever 
to the lower energy level 
Bν= spectral blackbody radiation intensity 
c= speed of light, subscript for condensation radiation 
C12= Einstein’s coefficient for evaporative absorption from the lower energy level to upper 
energy level 
C21= Einstein’s coefficient for stimulated condensation emission from upper lever to lower level 
Cc= cross-section for evaporative absorption  
Hν= population distribution function of H2O(g) molecules corresponding to the energetic 
transition between ν to ν+dν at LTE 
Iν= spectral radiation intensity in the radiation field 
Lν= population distribution function of H2O(l) molecules corresponding to the energetic 
transition between ν to ν+dν at LTE 
md= mass of a water droplet 
mg= mass of a water molecule 
No= number density of water droplets 
ng= number density of of H2O(g) molecules 
nl= number density of H2O(l) molecules 
Qc= evaporative absorption efficiency 
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rd= radius of a water droplet 
rg= radius of a water molecule 
s= optical path length 
uν= energy density of the radiative field 
ω= solid angle 
 
The following relations are obtained by their definitions, 
 
0
1H dν ν
∞
=∫ ;           (D14) 
 
0
1L dν ν
∞
=∫ ;           (D15) 
 
uν= Iνdω/c.            (D16) 
 
Relating the energy transition between the upper and lower energy levels to radiation through 
Einstein’s coefficients, energy conversion rates for spontaneous, stimulated and absorption 
transitions are: 
Rate of spontaneous condensation emission= A21 Hνng, 
Rate of stimulated condensation emission=uνC21Hνng, 
Rate of evaporative absorption= uν C12Lνnl, 
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Rate of condensation radiation is the sum of these transition rates, 
Rate of condensation radiation= A21Hνng + uνC21Hνng − uνC12 Lνnl. 
At LTE, rates of spontaneous and stimulated condensation emissions balance out rate of 
evaporative absorption, 
 
21 21 12 0g g lA H n u C H n u C L nν ν ν ν ν+ − = ,       (D17) 
 
where the overbar signifies LTE.  Since the energy density at LTE follows Planck’s distribution 
(divided by hν, in terms of photons for Bν) for solid angle ω= 4pi steradian, 
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the Einstein relation becomes, 
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l
g
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νpi
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.        (D19) 
 
Einstein’s coefficients for absorption and stimulated emissions are related to Einstein’s 
coefficient for spontaneous emission alone in the above relation.  Assuming phase-transition 
radiation occurs only at the liquid-gaseous interface of a droplet, Einstein’s coefficients are 
related to the binary collision rate between water-vapor molecules and water droplets, Zcoll 
(Vincenti and Kruger, 1965), 
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where a21, c21 and c12 are probability constants respectively for A21, C21 and C12.  The binary 
collision rate Zcoll in A21 and C21 is divided by ng (Bird, 1976) because ng is already included in 
spontaneous and stimulated emission rates.  Surface to volume ratio appears in C12 to account 
for active water molecules for phase-transition radiation in a droplet because evaporation occurs 
on the droplet surface.  This ratio in C12 will act on nl to give the number density of active water 
molecules for the calculation of evaporative absorption rate.  Einstein’s coefficients will still be 
expressed in their original forms in the following derivations for simplicity.   
Radiative Transfer Equation 
Based on a two-level energy transition model in Fig. D.2, the transfer equation for phase-
transition radiation within a differential solid angle dω is 
 
12 21 214
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l g g
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 
= − + + 
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,     (D24) 
 185
 
where the energy density uν within dω in the absorption term is expressed in terms of specific 
photon intensity, Iνdω/c.  The subscript ν for H is dropped out in chapter 4 because wave 
number basis is conveniently used for population-distribution calculations.  The second term on 
the right hand side is multiplied by dω/4pi because spontaneous condensation emission is 
assumed to be isotropic.  Applying the Einstein relation, the transfer equation becomes 
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At LTE, l ln n=  and g gn n= , the transfer equation finally becomes 
  
( )21
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dI A H
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ds B
ν ν
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νpi
 
= − 
 
.         (D26) 
 
The source term in Eq. (D26) is originated from spontaneous condensation emission, while the 
radiation sink results from a combination of stimulated condensation emission and evaporative 
absorption according to Eq. (D24).  The surface effect of evaporative absorption is not 
manifested in the sink term of Eq. (26) when the LTE condition holds in Eq. (D25).  If LTE 
breaks down, Eq. (D25) cannot be simplified to Eq. (D26).  Under this circumstance, 
evaporative absorption is likely to be coupled with molecular absorption because the effective 
surface area of the former might be affected by the latter.  For example, if molecular absorption 
in a water droplet is week, a photon might have a chance to traverse across the vapor-liquid 
interface twice: one time entering in and the other time exiting out the liquid.  On the other hand, 
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it is also possible that a photon only gets to see the interface once if molecular absorption is 
strong in the liquid.   
A comparison between Eq. (D26) and a typical radiative transfer equation suggests the form of 
evaporative absorption coefficient Kc, 
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Although the evaporative absorption coefficient is written in terms of A21, or a21, it is not 
governed by spontaneous condensation emission alone.  Evaporative absorption as well as 
stimulated condensation emission are implied in the spontaneous condensation emission term by 
the Einstein relation.  The beauty of Eq. (D27) is that all the factors that contribute to vapor-
liquid phase-transition radiation are wrapped in one single term for spontaneous condensation 
emission.  In Eq. (D27), the surface effect of a water droplet on phase-transition radiation is 
indicated by rd2 in A21.  The cross-section for evaporative absorption Cc and its corresponding 
absorption efficiency Qc for the condensation-evaporation phase-change are, respectively, 
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Appendix E IR Imaging Experimental Parameters 
Table E Optical observations of laboratory clouds in the 3.1~4.95 µm spectral range. 
Exp Pixels sampled ml RH Vch IR Array Frm rates Int time Notes 
# X1 Y1 X2 Y2 [g]   [ml] pixel size [Hz] [msec]   
1 35 115 90 210 0.918     240X152 63.13 0.1879   
2 35 115 90 210 0.918     240X152 63.13 0.1879   
3 35 115 90 210 -     240X152 63.13 0.1879   
4 35 115 90 210 -     240X152 63.13 0.1879   
5 24 86 68 182 -     240X152 63.13 0.1879   
6 24 86 68 182 1.210     240X152 63.13 0.1879   
7 24 86 68 182 2.230     240X152 63.13 0.1879   
8 24 86 68 182 2.070     240X152 63.13 0.1879   
9 24 86 68 182 1.590     240X152 63.13 0.1879   
10 24 86 68 182 1.590     240X152 63.13 0.1879   
11 24 86 68 182 1.400     240X152 63.13 0.1879   
12 35 88 71 184 -     240X152       
13 35 88 71 184 0.407     240X152       
14 35 88 71 184 0.617     240X152       
15 35 88 71 184 0.824     240X152       
16 35 88 71 184 1.086     240X152       
17 13 103 76 186 -     240X152 63.13 0.1879   
18 44 100 107 167 1.509     240X152 63.13 0.1879   
19 44 100 107 167 1.538     240X152 63.13 0.1879   
20 42 89 89 137 1.781     240X152 63.13 0.1879   
21 42 89 89 137 1.781     240X152 63.13 0.1879   
22                     heating test 
23 43 85 93 142 1.861     240X152 63.13 0.1879   
24 43 85 93 142 1.861     240X152 63.13 0.1879   
25 43 85 93 142 1.783     240X152 63.13 0.1879   
26 43 85 93 142 1.783     240X152 63.13 0.1879   
27 47 88 93 136 -     240X152       
28 47 88 93 136 1.805     240X152 63.13 0.1879   
29 47 88 93 136 1.805     240X152 63.13 0.1879   
30 47 88 93 136 1.805     240X152 63.13 0.1879   
31 47 88 93 136 0.000     240X152       
32 43 87 92 137 0.000     240X152       
33 43 87 92 137 1.832     240X152 63.13 0.1879   
34 43 87 92 137 1.832     240X152 63.13 0.1879   
35 43 87 92 137 1.832     240X152 63.13 0.1879   
36 43 87 92 137 1.832     240X152 63.13 0.1879   
37 43 87 92 137 1.832     240X152 63.13 0.1879   
38 43 87 92 137 1.832     240X152 63.13 0.1879   
39 43 87 92 137 1.832     240X152 63.13 0.1879   
40 13 110 45 190 0.000     240X152 63.13 0.1879   
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Table E (cont.) Optical observations of laboratory clouds in the 3.1~4.95 µm spectral range. 
Exp Pixels sampled ml RH Vch IR Array Frm rates Int time Notes 
# X1 Y1 X2 Y2 [g]   [ml] pixel size [Hz] [msec]   
41 13 110 45 190 1.830     240X152 63.13 0.1879   
42 13 110 45 190 1.830     240X152 63.13 0.1879   
43 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
44 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
45 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
46 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
47 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
48 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
49 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
50 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
51 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
52 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
53 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
54 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
55 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
56 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
57 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
58 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
59 23 29 116 168 -     240X152 63.13 0.1879 blackbody test 
60 - - - - -     240X152 63.13 0.2004 alignment test 
61 - - - - -     240X152 63.13 0.2004 alignment test 
62 45 111 100 166 1.0555 0.45 3645 240X152 63.13 0.2004 T=60°C, T s=104°C 
63 45 111 100 166 0.4247 0.5 3183 240X152 63.13 0.2004 T=60°C, T s=104°C 
64 45 111 100 166 0.2327 0.5 3180 240X152 63.13 0.2004 T=60°C, T s=104°C 
65 45 111 100 166 0.6643 0.5 3185 240X152 63.13 0.2004 T=60°C, T s=104°C 
66 45 111 100 166 0.6503 0.5 3507 240X152 63.13 0.2004 T=60°C, T s=104°C 
67 45 111 100 166 0.8129 0.43 3588 240X152 63.13 0.2004 T=60°C, T s=104°C 
68 45 111 100 166 0.5210 0.41 3224 240X152 63.13 0.2004 T=60°C, T s=104°C 
69 45 111 100 166 0.7760     240X152 63.13 0.2004 T=60°C, T s=104°C 
70 45 111 100 166 1.0310     240X152 63.13 0.2004 T=60°C, T s=104°C 
71 45 111 100 166 0.5156 0.45 3305 240X152 63.13 0.2004 T=60°C, T s=104°C 
72 45 111 100 166 0.7323 0.38 3791 240X152 63.13 0.2004 T=60°C, T s=104°C 
73 45 111 100 166 -     240X152 63.13 0.2004 IR source test 
74 45 111 100 166 0.9581 0.5 3710 240X152 63.13 0.2004 T=60°C, T s=104°C 
75 45 111 100 166 -     240X152 63.13 0.2004 IR source test 
76 45 111 100 166 0.4542 0.48 3467 240X152 63.13 0.2004 T=60°C, T s=104°C 
77 45 111 100 166 0.6450 0.48 3548 240X152 63.13 0.2004 T=60°C, T s=104°C 
78 45 111 100 166 0.4400 0.48 3223 240X152 63.13 0.2004 T=60°C, T s=104°C 
79 45 111 100 166 0.5020 0.48 3305 240X152 63.13 0.2004 T=60°C, T s=104°C 
80 45 111 100 166 1.0910 0.5 3669 240X152 63.13 0.2004 T=60°C, T s=104°C 
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Table E (cont.) Optical observations of laboratory clouds in the 3.1~4.95 µm spectral range. 
Exp Pixels sampled ml RH Vch IR Array Frm rates Int time Notes 
# X1 Y1 X2 Y2 [g]   [ml] pixel size [Hz] [msec]   
81 45 111 100 166 0.3946 0.48 3220 240X152 63.13 0.2004 T=60°C, T s=104°C 
82 45 111 100 166 0.5536 0.48 3225 240X152 63.13 0.2004 T=60°C, T s=104°C 
83 45 111 100 166 0.4518 0.48 3223 240X152 63.13 0.2004 T=60°C, T s=125°C 
84 45 111 100 166 0.5108 0.48 3224 240X152 63.13 0.2004 T=60°C, T s=125°C 
85 45 111 100 166 0.6954 0.5 3225 240X152 63.13 0.2004 T=60°C, T s=125°C 
86 45 111 100 166 0.8823 0.5 3230 240X152 63.13 0.2004 T=60°C, T s=125°C 
87 45 111 100 166 0.8176 0.5 3224 240X152 63.13 0.2004 T=60°C, T s=125°C 
88 45 111 100 166 0.4175 0.45 3305 240X152 63.13 0.2004 T=60°C, T s=104°C 
89 45 111 100 166 0.5076 0.45 3523 240X152 63.13 0.2004 T=60°C, T s=104°C 
90 45 111 100 166 1.1335 0.47 3365 240X152 63.13 0.2004 T=75°C, T s=104°C 
91 45 111 100 166 1.3134 0.45 3321 240X152 63.13 0.2004 T=75°C, T s=104°C 
92 45 111 100 166 1.0435 0.47 3345 240X152 63.13 0.2004 T=75°C, T s=104°C 
93 45 111 100 166 1.1618 0.47 3053 240X152 63.13 0.2004 T=75°C, T s=104°C 
94 45 111 100 166 0.8522 0.48 3070 240X152 63.13 0.2004 T=75°C, T s=104°C 
95 45 111 100 166 0.9050 0.48 3053 240X152 63.13 0.2004 T=75°C, T s=104°C 
96 45 111 100 166 0.8173 0.45 3102 240X152 63.13 0.2004 T=75°C, T s=104°C 
97 45 111 100 166 0.7582 0.47 3037 240X152 63.13 0.2004 T=75°C, T s=104°C 
98 45 111 100 166 0.5485 0.46 3029 240X152 63.13 0.2004 T=60°C, T s=125°C 
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