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Abstract
These course note first provide an introduction to secondary characteristic classes
and differential cohomology. They continue with a presentation of a stable homotopy
theoretic approach to the theory of differential extensions of generalized cohomology
theories including products and Umkehr maps.
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1 Introduction
This is a script based on my introductory course on differential cohomology tought in
spring 2012 at the Regensburg University. The course was designed for students having a
profound background in differential geometry, algebraic topology and homotopy theory.
The course starts with a detailed introduction to characteristic forms for vector bundles.
I explain how one can use locality and integrality of these forms to construct secondary
invariants. The main emphasis in this part is put on explicit calculations of examples. I
think that this experience is important to understand and work with the fine structure of
differential cohomology to be introduced later.
To capture these secondary invariants for complex vector bundles systematically and
refine them even more I first introduce differential integral cohomology. More specifically,
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I explain the sheaf theoretic definition of differential cohomology usually called smooth
Deligne cohomology. The main theoretical result here is the construction of the differential
refinement of the Chern-Weyl homomorphism due to Cheeger-Simons. I give a detailed
discussion of various structures like integration and products. Up to this point the course
reviews the classical part of the theory. The theory is complemented by a variety of
examples. It is again important to do these exercises to get an idea how the theory works,
and to learn some calculational tricks.
The course then continues with a presentation of a full-fledged theory of differential exten-
sions of generalized cohomology theories including products and integration. This stable
homotopy theoretic approach is new and complements many special constructions for
particular cases. The details of the homotopy theoretic approach are developed in Sec-
tion 4 which can be read independently of the previous sections. I again tried to add, as
much as possible, interesting explicit calculations. As examples of differential extensions
of generalized cohomology theories I discuss the cases of complex K-theory and complex
bordism in some detail.
The script contains a variety of exercises ranging from explicit calculations with numerical
outputs to verifications of statements made without detailed proofs in the course. While
these theoretical pieces should be more or less straight-forward, some of the explicit
calculations are more involved and were major pieces of original works or Phd theses.
This case will be indicated by giving appropriate references. For many problems I have
added a sketch of a proof. The exercise sheets 1-13 were discussed in the weekly exercise
classes which complemented the course. The Sheet 14 (cf. 5.14) collects some problems
which were left open during the course. Some of them may be interesting research projects.
Acknowledgements: I am grateful to the participants of the course (CM. Ruderer, M.
Spitzweck, J. Sprang, A. Strack, G. Tamme, M. Voelkl) for their patience and critical
questions which lead to many crucial corrections. Furthermore, I thank Th. Nikolaus
and D. Gepner for various helpful discussions, in particular about ∞-categorical aspects.
Finally I thank Ch. Becker and A. Kuebel for their support to eliminate typos and small
mistakes.
2 Characteristic forms
2.1 Linear Connections
We consider a smooth manifold M . By Ω(M) we denote the de Rham complex of M . For
its complexification we use the notation Ω(M,C). Let E →M be a complex vector bundle.
Then we have the Ω(M,C)-module Ω(M,E) of differential forms with coefficients in E. In
particular, Ω0(M,E) is the space of sections of E. Locally, an element of Ω(M,E) can be
written as a finite sum of elements of the form ω⊗φ with φ ∈ Ω(M,C) and φ ∈ Ω0(M,E).
The product of α ∈ Ω(M,C) with ω ⊗ φ is then given by α ∧ (ω ⊗ φ) := (α ∧ ω)⊗ φ.
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Definition 2.1. A connection on E is a map
∇ : Ω0(M,E)→ Ω1(M,E)
satisfying the Leibnitz rule
∇(f ∧ φ) = df ∧ φ+ f ∧∇φ , ∀f ∈ Ω0(M,C) ,∀φ ∈ Ω0(M,E) .
In the following we discuss some constructions with connections and observe that connec-
tions always exist.
A trivialization φ of E is a collection of sections φ = (φα)
k
α=1 of E whose evaluations at
each point m ∈ M form a basis of the fibre Em of E at m. A trivialization φ induces a
connection ∇φ as follows.
Problem 2.2. Show that there exists a unique connection ∇φ on E characterized by
∇φ(φα) = 0 for all α ∈ {1, . . . k}.
Connections can be glued with the help of a partition of unity. Let (∇i)i∈I be a collection
of connections on E and (χi)i∈I be a partition of unity. For a function χ ∈ Ω0(M,C) and
a connection ∇ we write χ∇ for the composition of the operators ∇ and multiplication
by χ.
Problem 2.3. Show that the sum
∑
i∈I χi∇i is a connection on E.
Lemma 2.4. Every vector bundle admits a connection
Proof. Since a vector bundle is locally trivial, it locally admits connections. We get a
global connection by glueing the local ones.
Problem 2.5. Work out the details.
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We consider the bundle of algebras End(E)→M . It induces a graded algebra Ω(M, End(E))
over Ω(M,C) with product given by
(α⊗Ψ) ∧ (β ⊗ Φ) := (α ∧ β)⊗Ψ ◦ Φ ,
This algebra acts on Ω(M,E) by
(α⊗Ψ) ∧ (ω ⊗ φ) := (α ∧ ω)⊗Ψ(φ) .
Problem 2.6. Show that the set of connections on E has the structure of an affine space
over Ω1(M, End(E)) given by
(∇+ ω)(φ) = ∇φ+ ω ∧ φ , ∀ω ∈ Ω1(M, End(E)) ,∀φ ∈ Ω0(M,E) .
Problem 2.7. Show that a connection on E uniquely extends to a connection on End(E)
which is characterized by
(∇ω) ∧ φ = ∇(ω ∧ φ)− ω ∧∇φ (1)
for ω ∈ Ω0(M, End(E)), φ ∈ Ω0(M,E).
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Problem 2.8. Show that a connection on E uniquely extends to a linear map ∇ :
Ω(M,E)→ Ω(M,E) satisfying the Leibnitz rule
∇(ω ∧ φ) = dω ∧ φ+ (−1)kω ∧∇φ , ∀ω ∈ Ωk(M,C) ,∀φ ∈ Ω(M,E) . (2)
Using this extension we consider ∇2 := ∇ ◦∇ : Ω(M,E)→ Ω(M,E).
Problem 2.9. Show that ∇2 is given by muliplication by a uniquely determined element
R∇ ∈ Ω2(M, End(E)).
Definition 2.10. The element R∇ ∈ Ω2(M, End(E)) characterized in Problem 2.9 is
called the curvature of ∇. A connection is called flat if its curvature vanishes.
The connection associated to a trivialization of E (Problem 2.2) is flat.
Note that ∇ is an odd operator. Hence we can write ∇2 = 1
2
[∇,∇]. Similarly, the
application of the extension of ∇ defined in Problems 2.7 and 2.8 to Φ ∈ Ωev(M, End(E))
can be written as ∇Φ = [∇,Φ]. It follows the Bianchi identity
∇R∇ = 1
2
[∇, [∇,∇]] = 0 . (3)
Let f : M ′ →M be a smooth map and consider the pull-back diagram
E ′

F // E

M ′
f //M
of vector bundles. We have a pull-back operation of sections (F, f)∗ : Ω(M,E) →
Ω(M ′, E ′) such that
F (((F, f)∗ω)(m′)) = ω(m) ◦ Λkdf(m′)
as linear maps ΛkTm′M
′ → Em for ω ∈ Ωk(M,E), m′ ∈M ′ and m := f(m′).
We consider a connection ∇ on E.
Problem 2.11. Show that there is a unique connection ∇′ := (F, f)∗∇ on E ′ which is
characterized by
∇′((F, f)∗φ) = (F, f)∗(∇φ) , ∀φ ∈ Ω0(M,E) .
If f = id, then we write F ∗ := (F, id)∗. If E ′ = f ∗E and F is the canonical map, then
we write f ∗∇ := (F, f)∗∇.
Problem 2.12. Verify that if f = idM and F ∈ Ω0(M, End(E)) is an automorphism of
E, then we have
F ∗∇ = ∇− F−1 ∧∇F .
Proof. Note that F ∗φ = F−1 ∧ φ. 2
We let ιF : f
∗End(E) ∼→ End(E ′) be the isomorphism of endomorphism bundles induced
by F .
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Problem 2.13. Show that the curvature satisfies
R(F
∗,f)∇ = ιF (F, f)∗R∇ .
A connection on E induces a parallel transport ‖γ : Eγ(0) → Eγ(1) along curves γ : [0, 1]→
M . This material is assumed as a prerequisite.
Later we need the following variants.
Example 2.14. If E →M is a real vector bundle, then a connection is a map
∇ : Ω0(M,E)→ Ω1(M,E)
satisfying the Leibnitz rule for real functions f ∈ C∞(M). Here the real vector space
Ω(M,E) = Γ(M ; Λ∗T ∗M ⊗ E) is an Ω(M)-module.
Later in this course (e.g in 3.74) we will assume knowledge of the theory of connections on
principal bundles. We refer to [KN96] for details. There is a parallel theory of existence,
glueing, and curvature.
2.2 Invariant connections and quotients
Let G be a Lie group which acts on M . Assume that this action lifts to an action on the
bundle E →M . For every g ∈ G we get a pull-back diagram
E

g˜ // E

M
g //M
,
and the map g 7→ g˜ satifies an associativity rule.
Definition 2.15. A connection ∇ on E is called G-invariant if (g˜, g)∗∇ = ∇ for all
g ∈ G.
Problem 2.16. Show that if G acts properly on M , then there exists a G-invariant
connection on E.
Proof. By assumption the map (µ, prM) : G × M → M × M is proper. There exists
a function χ ∈ C∞(M) such that (µ, prM)−1(supp(χ) × K) is compact for all compact
K ⊆M and ∫
G
g∗χ dg ≡ 1. Let ∇˜ be any connection on E. Then
∇ :=
∫
G
(g˜, g)∗(χ∇˜) dg
is an invariant connection. Observe the convergence of this integral.
For the construction of the function χ one could proceed as follows. Let (φi)i∈I be a
collection of non-negative compactly supported functions whose supports cover M and
set φ¯i :=
∫
G
g∗φidg. The supports of these functions cover M and by paracompactness we
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can choose a subset J ⊆ I such that (supp(φ¯i))i∈J is a locally finite covering of M . We
set
χ :=
1∑
i∈J φ¯j
∑
i∈J
φi .
2
Assume that G acts freely and properly on M . Then we have a G-principal bundle
M → M¯ := G\M . Furthermore, G acts freely on E such that E¯ := G\E → M¯ is a
vector bundle which fits into the pull-back diagram
E

P // E¯

M
p // M¯
.
By Ω0(M,E)G ⊆ Ω0(M,E) we denote the G-invariant sections of E.
Problem 2.17. Show that there is a natural isomorphism
(p, P )∗ : Ω0(M¯, E¯) ∼= Ω0(M,E)G .
Definition 2.18. We say that an invariant connection ∇ on E descends if there exists a
connection ∇¯ on E¯ → M¯ such that ∇ = (P, p)∗∇¯.
Problem 2.19. If ∇ descends, then ∇¯ is uniquely determined.
Problem 2.20. Assume that G is discrete. Then every invariant connection ∇ on E
descends.
If G is not discrete, then there is an obstruction against descending an invariant connection
∇. Let g be the Lie algebra of G. By X (M) we denote the set of vector fields on M .
Definition 2.21. For A ∈ g the fundamental vector field A] ∈ X (M) is defined by
A](m) =
d
dt
exp(tA)m .
Definition 2.22. For A ∈ g the Lie derivative LA : Ω(M,E)→ Ω(M,E) is defined by
LAφ := d
dt |t=0
( ˜exp(tA), exp(tA))∗φ , φ ∈ Ω(M,E) .
Let ∇ be an invariant connection.
Definition 2.23. The moment map µ∇ ∈ Hom(g,Ω0(M, End(E))G is defined by
µ∇(A) ∧ φ := ∇A]φ− LAφ , φ ∈ Ω0(M,E) .
Problem 2.24. Show that µ∇ is well-defined. Further show that ∇ descends if and only
if µ∇ = 0.
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Example 2.25. Assume that G is a compact Lie group. We consider the action of G on
TG → G by left multiplication. We consider a biinvariant Riemannian metric on G and
let ∇ be the Levi-Civita connection on TG. Furthermore let ∇l be the connection defined
by the trivialization of TG by left-invariant vector fields.
Problem 2.26. Calculate the moment maps of ∇ and ∇l.
We shall see that ∇l descends, while ∇ does not.
Example 2.27. Let ρ : G → End(V ) be a linear representation of G on a finite-
dimensional complex vector space V and assume that G acts freely and properly on M .
Then we get an action of G on the trivial bundle E := M × V by g(m, v) := (gm, ρ(g)v).
The trivial connection on E →M is G-invariant.
Problem 2.28. Calculate the moment map.
We shall see that ∇ descends if and only if dρ = 0.
Example 2.29. In this example we discuss the relation of the moment map in the sense of
Definition 2.23 with the moment map in symplectic geometry. Let (M,ω) be a symplectic
manifold such that 1
2pii
ω is integral (Definition 2.84). For simplicity we assume that M is
simply connected. Then there exists a line bundle L → M with connection ∇ such that
R∇ = −ω. In fact, (L,∇) is uniquely determined up to isomorphism by these conditions.
We now assume that G acts on M in a Hamiltonian fashion with symplectic moment map
µω ∈ Hom(g, C∞(M))G. It is characterized up to an element of (g∗)G by
dµω(A) = iA]ω .
We now observe that End(L) = M × C so that µ∇ ∈ Hom(g, C∞(M,C))G. The action of
G on M extends to an action of a C∗-central extension G˜→ G on L→M . For simplicity
we assume that this extension splits. Two splits differ by a character χ : G → C∗. Note
that the corresponding moment maps differ by dχ ∈ (g∗ ⊗ C)G. We calculate for A ∈ g
and X ∈ X (M)
dµ∇(A)(X) = [∇X ,∇A] − LA] = −ω(X,A]) = dµω(A)(X) .
We conclude that we can adjust the action of G on L such that
µ∇ = µω .
In the theory of quantization one wants to define a quotient L¯ → M¯ with connection ∇¯
whose curvature is symplectic. This is obstructed exactly by the moment map. The way
out is to restrict to its zero set M0 := (µ
ω)−1(0) and to take L¯0 → M¯0 with the induced
connection (assuming that M0 is smooth and G acts freely on M0). This construction is
called symplectic reduction.
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Example 2.30. Let M be a compact connected manifold with base point m ∈ M and
M˜ → M be the associated universal covering. Then pi := pi1(M,m) is finitely generated
and J(M) := Hom(pi, U(1)) is finite-dimensional abelian Lie group, the Jacobian of M .
Its connected component of the identity is a torus. We consider the action of pi on
E := J(M)× M˜ × C given by γ(ρ, m˜, z) := (ρ, m˜γ−1, ρ(γ)z). This action covers the free
and proper action of pi on J(M) × M˜ (on the second factor). Hence we have a quotient
P → J(M)×M which is called the Poincare´ bundle.
For γ ∈ pi we consider the U(1)-valued function ρ 7→ ρ(γ) on J(M). We have ρ(γ)−1dρ(γ) ∈
Ω1cl(J(M),C). This is actually a homomorphism ρ−1dρ : pi → Ω1cl(J(M),C), hence
a cohomology class [θ] ∈ H1dR(M ;C) ⊗C Ω1cl(J(M),C) represented by a closed form
θ ∈ Ω1(M ;C) ⊗C Ω1cl(J(M),C) ⊆ Ω2cl(J(M) × M ;C). Since H1(M˜ ;C) = 0 we can
choose a function α ∈ Ω0(M˜ ;C) ⊗C Ω1cl(J(M),C) ⊂ Ω1(J(M) × M˜,C) such that dα is
pi-invariant and its descent to M equals θ. Then we define the connection ∇ on the trivial
bundle E by
∇ = d− α .
Problem 2.31. Show that this connection is pi-invariant.
Proof. Let [γ] ∈ pi and φ be the constant section of E with value 1. Then ([γ]∗∇)[γ]∗(φ) =
[γ]∗(∇φ). We shall first compute the r.h.s. We have ∇φ = −α. Furthermore [γ]∗α− α =∫
[γ]
dα = ρ(γ)−1dρ(γ). Hence [γ]∗(∇φ) = −ρ−1(γ)α − ρ(γ)−2dρ(γ). On the other hand
∇([γ]∗φ) = −ρ(γ)−2dρ(γ)− ρ(γ)−1α. Hence ∇ = [γ]∗∇. 2
Hence the choice of α determines a connection ∇P,α on the Poincare´ bundle.
Problem 2.32. Calculate the curvature of ∇P .
Proof. We have R∇ = −dα = −pi∗θ. It follows that R∇P = −θ ∈ Ω2(J(M) ×M,C),
where we identify M × C ∼= End(P ). 2
Problem 2.33. Make this construction explicit in the case where M itself is a torus
T n := Rn/Zn. In this case we can take α to be linear.
Proof. We identify Rn with its dual with respect to the standard scalar product. Then
J(T n) ∼= Rn/Zn with the identification [y](u) = exp(2pii〈y, u〉) for u ∈ Zn ∼= pi1(T n),
y ∈ Rn. We have ρ−1dρ(u) = 2pii〈dy, u〉. We can take θ := 2pii〈dy ∧ dx〉. Finally, for α
we chose α := 2pii〈dy, x〉. The curvature of ∇P is given by R∇P = −2pii〈dy ∧ dx〉.
Example 2.34. LetM be a compact connected manifold with base pointm0. We consider
the functor F : Mfop → Set which associates to a manifold T the set of isomorphism
classes of line bundles L → T ×M with a flat partial connection ∇ : Γ(T ×M,L) →
Γ(T ×M,T ∗M ⊗ L) along the foliation given by the fibres of the projection T ×M → T
and a trivialization of these structures restricted to T × {m0}. For f : T ′ → T we let
F (f) : F (T )→ F (T ′) be given by pull-back.
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Problem 2.35. Show that this functor is representable. More concretely, consider the
Poincare´ bundle P → J(M) ×M (2.30) with the partial connection ∇ induced by ∇P .
Observe that this determines an object of F (J(M)) which is independent of the choices
involved in the construction. It induces a natural transformation
HomMf (. . . , J(M))→ F
which turns out to be an isomorphism of functors.
Example 2.36. We have a natural inclusion U(1) ⊂ SU(2) as a maximal torus. We have
an identification SU(2)/U(1) ∼= CP1 and SU(2) ×U(1),id C ∼= L, where L → CP1 is the
tautological bundle. The group SU(2) still acts from the left on the quotient L→ CP1.
Problem 2.37. Show that there is a unique SU(2)-invariant connection ∇L on L→ CP1.
Calculate its curvature form explicitly.
Proof. Existence is ensured by 2.16. The difference of two invariant connections is an
element of Ω1(CP1,C)SU(2). Show that this space is trivial. 2
The result of the curvature calculation is
R∇
L
= 2piivolCP1 ,
where volCP1 is the unique normalized S
3-invariant volume form on CP1.
Problem 2.38. Generalize 2.37 to CPn with action of SU(n+ 1).
2.3 Characteristic forms, classes and transgression - theory
We consider characteristic forms for complex vector bundles.
Definition 2.39. A characteristic form ω of degree n associates to each connection ∇
on a complex vector bundle bundle E → M a closed form ω(∇) ∈ Ωncl(M,C) such hat
ω((F, f)∗∇) = f ∗ω(∇) for all pull-back diagrams
E ′

F // E

M ′
f //M
.
Problem 2.40. Let ω be a characteristic form of degree ≥ 1. Show that ω(∇) = 0 if ∇
is flat.
Proof. Reduce to a local question. Locally a flat bundle is pulled back from a point. On
a point there are no higher-degree forms. 2
Example 2.41. The form dim which associates to (E,∇) the function dim(E) ∈ Ω0cl(M ;C)
is a characteristic form of degree 0.
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Our main examples are Chern classes and the components of the Chern character. We
start with Chern classes. The determinant is a fibrewise polynomial function det :
End(E)→M × C and therefore extends to
det : Ωev(M, End(E))→ Ωev(M,C) .
For example,
det
(
dx ∧ dy dy ∧ dz
dx ∧ dz dz ∧ du
)
= dx ∧ dy ∧ dz ∧ du .
The curvature R∇ (cf. Definition 2.9) of the connection ∇ is an element
R∇ ∈ Ω2(M, End(E)) ⊂ Ωev(M, End(E)) .
Definition 2.42. The homogeneous pieces of the total Chern form which is defined by
c(∇) := det(1− 1
2pii
R∇) = 1 + c1(∇) + · · ·+ cn(∇) , cn(∇) ∈ Ω2n(M,C)
are called the Chern forms of ∇.
For example
c1(∇) = − 1
2pii
Tr(R∇) .
Lemma 2.43. The Chern forms are characteristic forms.
Proof. Use 2.13 for compatibility with pull-back. In order to see closedness we use that
for Φ ∈ Ω≥2(M, End(E)) we have
d det(1 + Φ) = det(1 + Φ)Tr
(
(1 + Φ)−1[∇,Φ]) .
Problem 2.44. Prove this formula.
Proof. Note that an element Φ ∈ Ω≥1(M, End(E)) is nilpotent. We understand exp(Φ) or
log(1 + Φ) in the sense of formal power series. We write
log det(1 + Φ) = Tr(log(1 + Φ)) .
Using that d is a derivation we get
d log det(1 + Φ) = dTr(log(1 + Φ)) .
We now use dTr(Ψ) = Tr([∇,Ψ]) which implies dTrΦn = nTr (Φn−1[∇,Φ]), and finally
(1 + Φ)−1 =
∑∞
n=0(−1)nΦn. 2
If we insert Φ := − 1
2pii
R∇ and the Bianchi identity (3) we get dc(∇) = 0. 2
If (E,∇E) and (F,∇F ) are two vector bundles with connection on M , then we obtain an
induced connection ∇E⊕F on E ⊕ F . It is given by
∇E⊕F (φ⊕ ψ) = ∇Eφ⊕∇Fψ , φ ∈ Ω0(M,E) , ψ ∈ Ω0(M,F ) .
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Problem 2.45. Show that c(∇E⊕F ) = c(∇E) ∧ c(∇F ).
Definition 2.46. The Chern character form is given by
ch(∇) := Tr exp(− 1
2pii
R∇) ∈ Ωev(M)
We write
ch = ch0 ⊕ ch2 ⊕ . . . , ch2n ∈ Ω2n(M,C)
for its decomposition into homogeneous pieces.
Lemma 2.47. For all k ≥ 0 the homogeneous piece ch2k of the Chern character form is
a characteristic form.
Proof. We argue as in the proof of Lemma 2.3. For closedness we use again the Bianchy
identity and the relation
dTr(exp(Φ)) = Tr(exp(Φ)[∇,Φ]) .
2
In the following we show that the Chern character forms are compatible with the tensor
operations. If (E,∇E) and (F,∇F ) are two vector bundles with connection on M , then
the tensor product E⊗F and the bundle Hom(E,F ) have induced connections ∇E⊗F and
∇Hom(E,F ).
Problem 2.48. Show that ∇E⊗F and ∇Hom(E,F ) are uniquely determined by the conditions
that
∇E⊗F (φ⊗ ψ) = ∇Eφ⊗ ψ + φ⊗∇Fψ , φ ∈ Ω0(M,E) , ψ ∈ Ω0(M,F ) ,
∇Hom(E,F )Ψ = ∇F ◦Ψ−Ψ ◦ ∇E , Ψ ∈ Ω0(M, Hom(E,F )) .
We equip M × C → M with the trivial connection and define ∇E∗ as the connection
induced by ∇E on E∗ := Hom(E,M × C).
Problem 2.49. Show that R∇
E⊗F
= R∇
E ⊗ idF + idE ⊗R∇F and conclude that
ch(∇E⊕F ) = ch(∇E) + ch(∇F ) , ch(∇E⊗F ) = ch(∇E) ∧ ch(∇F ) .
Further show that
ch2i(∇E∗) = (−1)ich2i(∇E) , ch(∇Hom(E,F )) = ch(∇E∗) ∧ ch(∇F ) .
The identity
det(1 +X) = exp(Tr(log(1 +X))) = exp(
∞∑
n=1
(−1)n−1Tr(X
n)
n
)
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implies
c(∇) = exp
( ∞∑
n=1
(−1)n−1(n− 1)!ch2n(∇)
)
.
Therefore ci(∇) can be expressed as a rational polynomial in the chk for k ≤ i.
Problem 2.50. Show that one can reverse this and express ch2i(∇) as a rational poly-
nomial in the ck(∇) for k ≤ i. For example, in degree 2 we have
c1(∇) = ch2(∇) ,
Determine these expressions in degree 4 and 6. Give a formula for c2(∇E⊗F ) in terms of
the Chern forms of ∇E and ∇F .
We now consider the dependence of characteristic forms on the connection. The answer is
given in terms of transgression. Consider two connections ∇,∇′ on a bundle E. Then we
can make a connection ∇˜ on pr∗ME → R×M such that ∇ = ∇˜|{0}×M and ∇′ = ∇˜|{1}×M .
For example, take
∇˜ = tpr∗M∇′ + (1− t)pr∗M∇ .
We say that ∇˜ is a path between ∇ and ∇′.
Let ω be a characteristic form of degree n. Then we define the transgression form
ω˜(∇′,∇) :=
∫
[0,1]×M/M
ω(∇˜) ∈ Ωn−1(M ;C) .
Lemma 2.51. The class
[ω˜(∇′,∇)] ∈ Ωn−1(M ;C)/im(d)
is independent of the choice of the path ∇˜ between ∇ and ∇′. We have
dω˜(∇′,∇) = ω(∇′)− ω(∇) (4)
and
[ω˜(∇′′,∇′)] + [ω˜(∇′,∇)] = [ω˜(∇′′,∇)] (5)
Proof. The relation (4) follows immediately from Stokes’ theorem. We consider the hy-
perplane A2 = {x0 + x1 + x2 = 1} ⊂ R3. Its intersection with the positive quadrant is
the standard simplex ∆2. Assume that we are given connections ∇i on E for i = 0, 1, 2.
Then we consider a connection ∇ˆ on pr∗ME → A2 × M such that ∇i := ∇ˆ{xi=1}×M .
We can further arrange that the restrictions ∇ˆ{xi=0}×M coincide with previously given
interpolations. By Stokes’ theorem
ω˜(∇1,∇0) + ω˜(∇2,∇1)− ω˜(∇2,∇0) = d
∫
∆2
ω˜(∇ˆ) . (6)
This implies (5) provided we have shown the first assertion. For this we use (6) where
we take ∇1 = ∇2 and the constant interpolation pr∗M∇ between them. Note that in this
case ω˜(∇2,∇1) = 0. 2
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Definition 2.52. The map
(∇′,∇) 7→ [ω˜(∇′,∇)] ∈ Ωn−1(M ;C)/im(d)
is called the transgression of ω.
Corollary 2.53. The cohomology class of ω(∇) only depends on the bundle E.
Definition 2.54. We define the characteristic class associated to the characteristic form
ω such that it maps the bundle E →M to the class
ω(E) := [ω(∇)] ∈ HndR(M ;C) ,
where ∇ is any choice of connection on E.
Problem 2.55. Show that
[c˜h(∇1 ⊗∇′1,∇2 ⊗∇′2)] = [c˜h(∇1,∇2) ∧ ch(∇′1)] + [ch(∇2) ∧ c˜h(∇′1,∇′2)] .
2.4 Characteristic forms, classes and transgression - examples
We start with some examples in which Chern classes are calculated explicitly.
Example 2.56. The following problem is important since it shows that Chern classes are
non-trivial. In the axiomatic approach (e.g. in [MS74]) its solution is used to normalize
the Chern classes.
Problem 2.57. Show that the class c1(L) is non-trivial, where L→ CPn is the tautological
bundle.
Proof. Use Example 2.36 and calculate 〈c1(L), [CP1]〉. 2
Consider a complex vector bundle E → M and let P(E) → M be the associated bundle
of projective spaces. Recall that a point p ∈ P(E)m is a line in Em. The tautological
bundle L→ P(E) is the subbundle L ⊂ p∗E given by
L := {(H, e) ∈ p∗(E) ⊂ P(E)× E | e ∈ H} .
Problem 2.58. (Leray-Hirsch theorem) Show that (c1(L)
i
P)i=0,...,dim(E)−1 forms a basis of
H∗(P(E);C) as a H∗(M ;C)-module.
Proof. Use Example 2.56 and the fact that H∗(CPn;C) ∼= C[c]/(cn+1) for a generator
c ∈ H2(CPn;C) to show that the classes (c1(L)iP)i=0,...,dim(E)−1 restrict to a basis of
H∗(P(E)m;C) for all m ∈M . Then argue by induction over the cells of the basis M . 2
It is known that, as a ring, H∗(CPn;C) ∼= C[c]/(cn+1) with c := −c1(L).
Problem 2.59. Calculate the Chern classes of TCPn.
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Proof. To this end construct a sequence
0→ L∗ ⊗ T ∗CPn → CPn × Cn+1 → L∗ → 0
and deduce that
c(TCPn) = (1 + c)n+1 .
2
Example 2.60. We reconsider the Poincare´ bundle P → J(M) × M (see 2.30). We
have a canonical isomorphism a : H1(M ;C)
∼→ H1dR(J(M)0;C). Let x ∈ H1(M ;C)
be represented by a homotopy class γ ∈ pi1(M,m). Then 12piiρ−1(γ)dρ(γ) ∈ Ω1cl(J(M))
represents a(x). We consider the map a as a class
a˜ ∈ H1dR(M ;C)⊗C H1dR(J(M)0;C) ⊂ H2dR(J(M)0 ×M ;C)
Lemma 2.61. We have c1(P ) = a˜.
Proof. We use the notation introduced in 2.30. The curvature of∇P lifts to the pi-invariant
form −dα. By construction the curvature represents the class −θ ∈ H1dR(M ;C) ⊗C
Ωcl(J(M)
0,C). Its total cohomology class is thus −2pii a. 2
We observe that c1(P ) is non-zero if H
1
dR(M ;C) 6= 0.
We now investigate the transgression of a characteristic form between two flat connections
and how it gives rise to a secondary characteristic class. If ∇ and ∇′ are flat, then
dω˜(∇′,∇) = 0 by Problem 2.40.
Definition 2.62. The secondary characteristic class associated to ω maps the pair of flat
connections ∇′,∇ to the cohomology class
[ω˜(∇′,∇]) ∈ Hn−1dR (M ;C) .
Note that ω(∇,∇) = 0.
Example 2.63. We consider the trivial bundle S1 × C with trivial connection d. For
α ∈ Ω1(S1,C) we consider the connection d+ α.
Problem 2.64. Calculate c˜1(d+ α, d).
The result of this calculation is
c˜1(d+ α, d) = [− 1
2pii
α] ∈ H1dR(S1;C) .
This class is non-zero in general. It determines the holonomy of d+ α by
hold+α(S
1) = exp(−
∫
S1
α) = exp(−〈[α], [S1]〉) = exp(2pii〈c˜1(d+ α, d), [S1]). (7)
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2By naturality, the calculation determines the class c˜1(∇′,∇) for any pair of flat connections
on a line bundle L→M . We have
exp(2pii〈c˜1(∇′,∇), [γ]〉) = hol∇′(γ)hol∇(γ)−1 . (8)
Like the holonomy the class c˜1(∇′,∇) can vary continously with the flat connections in a
non-trivial way. On the other hand we have the following.
Lemma 2.65. If ∇ and ∇′ belong to the same path component of the space of flat con-
nections, then c˜n(∇′,∇) = 0 for all n ≥ 2. A similar statement holds true for all charac-
teristic forms of degree ≥ 3.
Proof. We only consider the case of cn. We consider a connection ∇˜ on pr∗ME → R×M
such that ∇˜|{t}×M is flat for all t. Then R∇˜ = dt∧ι∂tR∇˜. This yields the following formula
for the total Chern class
c(∇˜) = 1− dt ∧ 1
2pii
TrR∇˜ .
The vanishing of the higher degree components implies the assertion. 2
The classes c˜n(∇′,∇) can thus be used to show that two flat connections belong to different
path components. Examples for this will be given later, see Examples 2.83.
Example 2.66. We consider a vector bundle E →M . For an automorphism F ∈ Aut(E)
of E we define the form
ω(F ) := [ω˜(F ∗∇,∇)] ∈ Ωn−1(M ;C)/im(d) .
Lemma 2.67. We have dω(F ) = 0 and therefore ω(F ) ∈ Hn−1dR (M ;C). The class ω(F ) is
independent of the choice of ∇ and only depends on the homotopy class of F . It satisfies
ω(F ◦ F ′) = ω(F ) + ω(F ′) . (9)
Proof. The first assertion follows from ω(∇) = ω((F, id)∗∇). The identity (9) fol-
lows from (5). A homotopy can be understood as an element F˜ ∈ Aut(pr∗ME), where
prM : R×M →M denotes the projection. Then ω(F˜ ) is closed. Hence its restriction to
{t} ×M does not depend on t ∈ R. 2
For every characteristic form of degree n we have defined a group homomorphism
ω : pi0(Aut(E))→ Hn−1dR (M ;C) .
Here is an alternative interpretation of the class ω(F ). We consider the action of Z on
pr∗ME = R × E → R ×M given by n(t, e) := (t + 1, F−1(e)), n(t,m) := (t + 1,m), and
let E(F )→ S1 ×M be the quotient.
Definition 2.68. The complex vector bundle E(F )→ S1×M is called the suspension of
E with respect to F .
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We then have
ω(F ) =
∫
S1×M/M
ω(E(F )) .
Problem 2.69. Prove this!
Let G be a Lie group and ρ : G → GL(n,C) be a representation. Let G × Cn → G be
the n-dimensional trivial bundle. Then we have a tautological element Fρ ∈ Aut(G×Cn)
given by Fρ(g, v) := (g, ρ(g)v). We therefore get a class
ω(Fρ) ∈ Hn−1dR (G;C) .
Recall that a cohomology class x ∈ H∗dR(G;C) is called primitive, if
µ∗x = x ∪ 1 + 1 ∪ x ,
where µ : G×G→ G is the multiplication map.
Lemma 2.70. ω(Fρ) is primitive.
Proof. On G × G × Cn → G × G we have the automorphisms Fi given by F0(h, g, v) :=
(h, g, ρ(h)v) , F1(h, g, v) := (h, g, ρ(hg)v), and F2(h, g, v) := (h, g, ρ(g)v). Note that
F0◦F2 = F1. We have F0 = pr∗0Fρ, F1 = µ∗Fρ and F2 = pr∗1F0, where pr0, pr1, µ : G×G→
G are the projections and multiplication. We thus have µ∗ω(Fρ) = pr∗0ω(Fρ) + pr
∗
1ω(Fρ)
as required. 2
If we apply this construction to the Chern classes ck and the standard representation id
of the group U(n) we get primitive classes c2k−1 = ck(Fid) ∈ H2k−1dR (U(n);C). It is known
that
H∗dR(U(n);C) = ΛC(c1, . . . , c2n−1) . (10)
We can calculate the forms ch2n(Fid) = c˜h2n((Fid, id)
∗∇,∇) explicitly. We consider the
Mauer-Cartan form g−1dg ∈ Ω1(U(n))⊗ Mat(n,C).
Lemma 2.71. We have
ch2n(Fid) =
(−1)n−1(n− 1)!
(2pii)n(2n− 1)! Tr(g
−1dg)2n−1 .
Proof. Explicit calculation following the definitions.
Problem 2.72. Do this calculation!
Problem 2.73. Calculate H∗(U(n);Z) inductively using the Serre spectral sequences as-
sociated to the fibrations
U(n− 1)→ U(n)→ S2n−1 .
Deduce (10).
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2.5 Metrics and unitarity
We consider a complex vector bundle E → M with a hermitean metric h. Let ∇ be a
connection on E.
Problem 2.74. Show that there is a unique connection ∇∗ (called the adjoint of ∇ w.r.t
h), which is characterized by
dh(φ, ψ) = h(∇φ, ψ) + h(φ,∇∗ψ) , ∀φ, ψ ∈ Ω0(M,E) .
For α ∈ Ω1(M, End(E)) we have
(∇+ α)∗ = ∇∗ − α∗ ,
where here ∗ only acts on the endomorphism part.
Definition 2.75. A connection on a metrized bundle (E, h) is called unitary if ∇∗ = ∇.
We write u(E) ⊂ End(E) for the subbundle of antihermitean endomorphisms. If a con-
nection ∇ is unitary, then so is ∇ + α for all α ∈ Ω1(M,u(V )). For any connection ∇
define
ω := ∇∗ −∇ ∈ Ω1(M, End(E)) .
Then
∇u := ∇+ 1
2
ω
is unitary. It is called the symmetrization of ∇.
Problem 2.76. Show this result. If A ∈ Ω0(M, End(E)) is invertible and symmetric,
then we define hA(φ, ψ) := h(Aφ, ψ). Calculate ∇∗h −∇∗hA . Assume that A is scalar and
calculate R∇
∗h −R∇∗hA in this case.
Definition 2.77. A connection is called unitarizable if it is unitary for some choice of
hermitean metric.
There are various obstructions against unitarizablility as the following exercise shows.
Problem 2.78. We consider the trivial bundle R2 × C2 → R2 with connections
∇ := d+
(
0 1
0 0
)
dx , ∇′ := d+
(
0 1
0 0
)
ydx
Show that ∇ is unitarizable, while ∇′ is not. The connection ∇ descends to the quotient
R2/Z2, but this descent is not unitarizable.
Problem 2.79. Show that
R∇
∗
= −(R∇)∗ .
Hence, if ∇ is unitary, then R∇ ∈ Ω2(M,u(E)). Conclude that for unitary connections
ch(∇) and c(∇) are real forms.
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Assume now that ∇ is flat. Then ∇∗ is flat, too. For a characteristic form ω of degree n
we therefore can consider the associated secondary class Def. 2.62
ω˜(∇∗,∇) ∈ Hn−1dR (M ;C) .
A priori this is a characteristic class for metrized bundles.
Lemma 2.80. The class ω˜(∇∗,∇) ∈ Hn−1dR (M,C) does not depend on the choice of metric.
Proof. If h˜ is a metric on the flat bundle pr∗ME → R ×M , then ω˜((pr∗M∇)∗, pr∗M∇) is
closed. Hence its restriction to {t} ×M is independent of t. This shows the assertion,
since every two metrics can be connected. 2
Definition 2.81. We write ωˇ(∇) ∈ Hn−1dR (M,C) for the characteristic class for flat con-
nections obtained from ω.
If ∇ is unitarizable, then ωˇ(∇) = 0. If deg(ω) ≥ 3, then it follows from Lemma 2.65 that
ωˇ(∇) only depends on deformation class of the flat connection ∇. This is the rigidity
result [BG01].
Example 2.82. Let λ ∈ C \ {0}. We consider the action of Z on R × C → R by
n(t, z) := (t+ n, λnz). It preserves the trivial connection. Hence, by taking the quotient,
we get a flat bundle (Eλ,∇λ) → S1. We want to calculate cˇ1(∇λ) ∈ H1dR(S1;C). The
holonomy of ∇λ along S1 is multiplication λ−1. The holonomy of ∇∗λ is thus λ¯−1. Note
that Eλ is trivial. Hence we have
cˇ1(∇λ) = c˜1(∇∗λ,∇triv) + c˜1(∇triv,∇λ) .
We now use (7) and get
exp(2piicˇ1(∇λ), [S1]〉) = |λ|−2 .
It follows that
〈cˇ1(∇λ), [S1]〉 = i
pi
log |λ| .
This calculation shows that cˇ1(∇) varies continuously with the flat connection ∇. In
contrast, by Lemma 2.65 the classes cˇn(∇) for n ≥ 2 only depend on the path components
of ∇.
The following is a very non-trivial example.
Example 2.83. We consider a number ring R and an embedding σ : R→ C. We fix k, n ∈
N and consider a manifold M together with an n-equivalence f : M → BGL(R, k). Since
BGL(R, k) is a countable CW -complex its skeleta can be realized by smooth manifolds
which gives the existence of M . The map f classifies a GL(R, k)-bundle M˜ → M , and
we let E := M˜ ×GL(R,k),σ Ck →M be the associated bundle with flat connection ∇. The
class
cˇh2j(∇) ∈ H2n−1(M ;C)
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is called the Kamber-Tondeur class (compare [BL95]). In [Bor74] Borel has shown the
following: If σ is real and j is even, then the class cˇh2j(∇) is non-zero for sufficiently
large k, n. If σ is a complex embedding, then given j the class cˇh2j(∇) is non-zero for
sufficiently large k, n. A proof is beyond the scope of this course.
The non-triviality of cˇh6(∇) shows that ∇ can not be connected with any adjoint con-
nection ∇∗ by a path of flat connections on E.
2.6 Integrality
Let
C : H
n(M ;Z)→ HndR(M ;C) (11)
be the map induced by the inclusion Z ⊂ C and the de Rham isomorphism.
Definition 2.84. A class x ∈ HndR(M ;C) is called integral if it belongs to the image of
C.
Equivalently, a class x ∈ HndR(M ;C) is integral if and only if
〈x, z〉 ∈ Z
for all smooth cycles z ∈ Zn(S∞(M)). We shall use the fact that the subset of integral de
Rham cohomology classes is closed under pull-back along smooth maps and products. All
this follows from the fact that (11) comes from a natural transformation of multiplicative
cohomology theories.
Definition 2.85. A characteristic form for complex vector bundes ω is called integral if
ω(E) is integral for all complex vector bundles E →M .
Proposition 2.86. The Chern classes cn are integral.
Proof. We first check integrality of c1(H) for line bundles H. We use Example 2.36 in
order to see that c1(L) is integral for the tautological bundle L → CPn. Given a line
bundle H on a manifold M there exists n and a map f : M → CPn such that H ∼= f ∗L.
Hence c1(H) = f
∗c1(L) is integral.
We now discuss cn. If the bundle E has a decomposition E ∼= H1 ⊕ · · · ⊕ Hk into line
bundles, then
c(E) =
k∏
i=1
c(Hi) =
k∏
i=1
(1 + c1(Hi))
has integral homogeneous components. Let now E0 := E → M be general of dimension
r. In this case we argue by the splitting principle which goes as follows. We can choose
a decomposition pr∗1E0 ∼= L1 ⊕E1, where pr1 : P(E0)→M is the projective bundle of E
and L1 → P(E0) is the canonical bundle. We apply the same construction to E1 → P(E0)
and then inductively. We obtain a bundle q : F (E) → M and a decomposition q∗E ∼=
H1 ⊕ · · · ⊕ Hr, where q = pr1 ◦ pr2 ◦ · · · ◦ prr−1 and e.g. H1 = (pr2 ◦ · · · ◦ prr−1)∗L1.
Hence q∗c(E) has integral components. It is known that the integral cohomology of F (E)
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is a free module over the integral cohomology ring of M . This follows from a Leray-Hisch
argument similar to (2.58). We finally use the following assertion:
Problem 2.87. Show that if x ∈ HndR(M,C) and q∗x is integral, then so is x.
2
It follows that integral polynomials in the ci are integral.
Example 2.88. The following exercise gives a direct integral interpretation of the highest
non-trivial Chern class. Let E → M be a complex vector bundle of dimension n and
S(E)→M be its sphere bundle. We consider the associated Serre spectral sequence. Its
second term has two rows
E∗,02 ∼= H∗(M ;Z) , E∗,2n−12 ∼= H∗(M ;Z)orS2n−1 .
The only non-trivial differential is d2n−1. The corresponding edge sequence is called Gysin
sequence. We define the Euler class
χ := d2n−1(orS2n−1) ∈ H2n(M ;Z) .
Problem 2.89. Show that cn(E) = χ.
Proof. Show that this formula is compatible with sums and reduce to the one-dimensional
case. 2
Lemma 2.90. The Newton classes sn := n!chn are integral.
Proof. For line bundles H we have ch(H) = exp(c1(H)). Hence sn(H) is integral by
2.86. If E decomposes into line bundles E ∼= H1⊕ · · · ⊕Hk, then sn(E) =
∑k
i=1 sn(Hi) is
integral. The general case is reduced to the decomposable case by the splitting principle
as in the proof of 2.86. 2
If the characteristic form ω is integral, then ω(F ) ∈ Hn−1dR (M) (see Example 2.66) is inte-
gral for every F ∈ Aut(E). This allows to define an absolute invariant of flat connections
∇ on trivializable bundles E. Let φ, φ′ be trivializations. Then we have F (φ) = φ′ for a
suitable automorphism F . Hence by (5)
[ω(∇,∇φ)] = [ω(∇,∇φ′)] + ω(F ) ,
where ∇φ denotes the connection induced by the trivialization φ as in Problem 2.2. It
follows that the class
[ω˜(∇,∇φ)] ∈ H
n−1
dR (M ;C)
imC
is independent of the choice of the trivialization φ.
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Definition 2.91. We define the Chern-Simons invariant of a flat connection ∇ on a
trivializable bundle E associated to the characteristic form ω as
ω˜(∇) := [ω˜(∇,∇φ)] ∈ H
n−1
dR (M ;C)
imC
,
where φ is some choice of trivialization of E. If M is compact oriented of dimension
n− 1, then we set
csω(∇) := [〈ω˜(∇,∇φ), [M ]〉] ∈ C/Z .
Problem 2.92. Calculate c˜1(∇).
Proof. We have by (8)
exp(2pii〈c˜1(∇), [γ]〉) = hol∇(γ) .
Example 2.93. Let ω be an integral characteristic form of degree n. Let B be a space
with a complex vector bundle V δ → B with structure group reduced to GL(k,Cδ). Below
we refer to V δ as a flat bundle. By V → B we denote the associated bundle with structure
group GL(k,C). We assume that V is trivializable.
If f : M → B is a continuous map from a manifold, then the flat structure on f ∗V provides
a flat connection which we denote, by abuse of notation, by f ∗∇V δ . It is characterized
uniquely by f ∗∇V δ(f ∗φ) = 0, where φ : U → V δ, U ⊆ B is a local section of V δ.
Let f : M → B represent an oriented bordism class in MSOn−1(B). In particular M is
closed oriented of dimension n− 1. We consider the Chern Simons invariant 2.91
csV
δ
ω (f) := csω(f
∗∇V δ) ∈ C/Z .
Lemma 2.94. The Chern-Simons invariant csω(f) only depends on the bordism class of
f . It gives a homomorphism csV
δ
ω : MSOn−1(B)→ C/Z.
Proof. Additivity under disjoint union is clear. If F : Z → B is a zero bordism, then by
Stokes’ Theorem
〈ω˜(f ∗∇V δ ,∇triv), [M ]〉 =
∫
M
ω˜(f ∗∇V δ ,∇triv) =
∫
Z
dω˜(F ∗∇V δ ,∇triv) = 0 .
This shows bordism invariance. 2
The orientation κ : MSO → HZ induces a natural transformation of homology groups
κ : MSOn−1(B)→ Hn−1(B). Geometrically, if f : M → B represents [f ] ∈MSOn−1(B),
then κ([f ]) = f∗[M ]. Later in 3.57 we will observe that csω factorizes over this transfor-
mation.
The following is a consequence of a generalization of 2.65 from Chern classes to ω.
Problem 2.95. If deg(ω) ≥ 3, then the Chern-Simons invariant csV δω only depends on
the deformation class of V δ.
Let λ ∈ C determine the character Z→ C and therefore a flat bundle V δλ → S1.
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Problem 2.96. Calculate the composition
Z ∼= pi1(S1) can→ MSO1(S1)
cs
V δλ
c1→ C/Z .
Use the result to conclude that the homomorphism can is an isomorphism.
Example 2.97. Trivializability of the bundle V → B underlying V δ is an annoying
condition. One can extend the range of the definition of the Chern-Simons invariant
csV2n−1 as follows. We are going to define an invariant of flat bundles on M which extend
as bundles to some zero bordism: Assume that ∇ is a flat connection on E → M , and
that Z is a zero-bordism with an extension F → Z of E. We choose some extension ∇˜ of
∇ to Z, not necessarily flat. Then we define
csω(∇) := [
∫
Z
ω(∇˜)] ∈ C/Z . (12)
Problem 2.98. Show that this is a well-defined invariant of the flat connection ∇.
The common domain of both definitions of csω are flat connections on bundles E → M
where E is trivializable and M is zero-bordant.
Problem 2.99. Show that both constructions coincide on this common domain.
Let (L,∇L) be the tautological line bundle of CPn. For k ∈ N we consider the power
H := L⊗k. Let pi : M → CPn be the unit sphere bundle of H. The bundle pi∗H → M is
canonically trivialized. Let ∇H,triv be the associated trivial connection. The bundle pi∗L
acquires a canonical flat connection ∇ characterized as follows. For a local section ψ of
pi∗L we have ∇ψ = 0 if and only if ∇H,trivψ⊗k = 0.
Problem 2.100. Calculate cscn+11 (∇) ∈ C/Z.
Proof. Let q : Z → CPn be the disc bundle of H. Then q∗L is an extension of pi∗L across
Z. We let ∇˜ be any extension of ∇ over Z. Then we have∫
Z
cn+11 (∇˜) =
∫
Z
cn+11 (q
∗∇L) +
∫
Z
dc˜n+11 (∇˜, q∗∇L) =
∫
M
c˜n+11 (∇, pi∗∇L) .
Here we use Stokes theorem and that the integral over Z/CPn of a form pulled back from
CPn vanishes. We now must calculate the transgression explicitly. Let α ∈ Ω1(M ;C) be
defined by
∇+ α = pi∗∇L .
Then we form the connection
∇ˆ := pr∗M∇+ tα
on pr∗Mpi
∗L→ R×M . Its curvature is given by
R∇ˆ = dt ∧ α + tpr∗CPnR∇
L
,
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where we use that pi∗R∇
L
= [∇, α]. We have
c˜n+11 (∇, pi∗∇L) =
(−1)n+1
(2pii)n+1
(n+ 1)
∫ 1
0
tndt ∧ α ∧ pi∗(R∇L)n = −1
2pii
α ∧ pi∗c1(∇L)n .
We now calculate
∫
M/CPn α. We fix a base point and identify the fibre of H with C. The
fibre of M is then identified with U(1), and a typical parallel local section of pi∗L is given
by a branch of ψ(u) := u
1
k . We get
du
ku
ψ(u) = (dψ)(u) = (pi∗∇Lψ)(u) = ((∇+ α)ψ)(u) = αψ(u)
and conclude that α = du
ku
. It follows that∫
M/CPn
α =
2pii
k
.
We conclude that
cscn+11 (∇) = [
∫
M
c˜n+11 (∇, pi∗∇L)] = [−
1
k
∫
CPn
c1(∇L)n] = [−1
k
] .
2
Problem 2.101. Show that cscn+11 (∇⊗r) = [−
r
k
].
We can now modify the construction of the bordism invariant 2.94 as follows. Let V δ → B
be flat and its underlying continuous bundle V be classified by v : B → BGL(k,C). Pre-
viously csV
δ
ω : MSOn−1(B) → C/Z was defined under the condition that v is homotopic
to a constant map. Using the construction (12) we can now extend the definition to get
a homomorphism
csV
δ
ω : ker (v∗ : MSOn−1(B)→MSOn−1(BGL(k,C)))
by setting
csV
δ
ω (f) := csω(f
∗∇) .
In 3.55 we will further extend this homomorphism to all of MSOn−1(B) using differential
cohomology.
Consider the map v : BSL(k,Cδ) → BGL(k,C) and observe that we then have 0 = v∗ :
MSO3(BSL(k,Cδ)) → MSO3(BGL(k,C)). Let V δ → BSL(k,Cδ) be associated to the
standard representation of SL(k,Cδ).
Problem 2.102. Show that csV
δ
c21
: MSO3(BSL(k,Cδ)) → C/Z vanishes. Furthermore
show that csV
δ
c2
: MSO3(BSL(k,Cδ))→ C/Z is non-trivial by calculating examples.
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Proof. Calculate csc2(f
∗∇) − csc2((f ∗∇)∗) for suitable f : M → BSL(k,C) for some
metric on f ∗V , compare this with the Kamber-Tondeur class and use Borel’s result that
the latter generates H3(BSL(k,Cδ);R). 2
The Chern-Simons invariants for Seifert manifolds with maps to BSp(1)δ have been de-
termined in D. Auckly [Auc94b]. More calculations can be found in [Auc94a], [KK90].
Here is a special case. Let M → S1 be a 2-torus bundle. Then we have a sequence
0→ pi1(T 2)→ pi1(M)→ pi1(S1)→ 0 . (13)
We consider generators A,B ∈ pi1(T 2) and an element T ∈ pi1(M) which maps to a
generator of pi1(S
1). We consider a representation ρ : pi1(M) → Sp(1) with ρ(T ) = J
(quaternionic notation) and ρ(A) = exp(2piiφ), ρ(B) = exp(2piiψ) for some φ, ψ ∈ R. Let
(V →M,∇) be the associated two-dimensional flat bundle.
Problem 2.103. Calculate c˜2(∇) in terms of the data ψ, φ and the extension (13). Dis-
cuss, under which conditions ρ exists.
Example 2.104. Let ω be an integral characteristic class of degree n. Then we can
define an invariant of connections on n − 1-dimensional manifolds. Assume that ∇ is a
connection on a bundle E → M over an oriented closed n − 1-dimensional manifold M
which extends to a bundle F → Z on an oriented zero bordism Z of M . Then we can
choose an extension ∇ˆ of ∇ to F with product structure near to the boundary and define
csω(∇) := [
∫
Z
ω(∇ˆ)] ∈ C/Z .
Problem 2.105. Show that csω(∇) is independent of the choice of the zero bordism and
extension.
Proof. Two choices can be glued along M . The difference of the corresponding two inte-
grals is integral by the integrality of ω. See also the proof of 2.111. 2
The assumption of a product structure simplifies the argument for 2.105 but is not nec-
essary.
Problem 2.106. Verify this assertion.
Proof. See 3.44 for a more general case. 2
Let ω be an integral characteristic form of degree n. We consider a hermitean bundle
(E, h) on a manifold M which extends to a zero bordism of M . Let A(E)u,0 denote the
space of unitary connections on E → M with trivial determinant (see 2.123). This is an
affine space over Ω1(M, su(E)), (compare 2.6), where su(E) denotes the anti-hermitean
trace-free bundle endomorphisms. Observe that if M is closed oriented of dimension n−1,
then we get a function csω : A(E)u,0 → R/Z, the Chern-Simons functional.
Problem 2.107. • Calculate dcsω in general.
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• Assume that n = 3 and characterize the critical points of the Chern-Simons func-
tional csc2.
Proof. Notice that dcsω(∇) is a linear map Ω1(M, su(E))→ R. 2
Let P → B be a U(1)-principal bundle, E → B the associated line bundle, and ∇ be a
connection on E. For κ ∈ Z we let p : M → B be the unit sphere bundle of
Ek := E ⊗ · · · ⊗ E︸ ︷︷ ︸
k×
.
The bundle p∗Ek → M is canonically trivialized. Let q : Z → B be the unit disc bundle
and ∇˜ be any connection on q∗Ek which extends the trivial connection on M .
Problem 2.108. Show that for all n ≥ 1[∫
Z/B
c1(∇˜)n
]
= − [κncn−11 (∇)] ∈ Ω2n−2(B;C)/im(d) .
If V → M is a real vector bundle with connection ∇, then we can form the complex
vector bundle V ⊗R C with induced connection ∇⊗ C.
Definition 2.109. If V →M is a real vector bundle, then we define its Pontrjagin classes
by
pk(V ) := (−1)kc2k(V ⊗ C) .
If ∇ is a connection, then we define the Pontrjagin form pk(∇) := (−1)kc2k(∇⊗ C).
The Pontrjagin forms are integral characteristic forms for real vector bundles.
It is known that pi3(MSO) = 0. Given a compact oriented Riemannian three manifold
M we thus can find a zero bordism Z. We choose a Riemannian metric on Z extending
the metric on M with a product structure near ∂Z = M and let ∇ be the Levi-Civita
connection on TZ.
Definition 2.110. We define the Chern-Simons invariant of (M, g) by
CS(M, g) := [
∫
Z
p1(∇)] ∈ C/Z.
Lemma 2.111. CS(M, g) is well-defined independently of the choice of the Riemannian
metric and the zero bordism.
Proof. Let Z ′ be another zero bordism. We equip Z ′ with a metric extending g. Then we
can obtain a compact Riemannian manifold −Z ∪M Z ′. We have∫
Z′
p1(∇)−
∫
Z
p1(∇) =
∫
−Z∪MZ′
p1(∇) ∈ Z
by the integrality of c2. Hence CS(M, g) only depends on the Riemannian manifold M .
2
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Note that one can improve the Chern-Simons invariant using the following additional
integrality of p1 of tangent bundles given by the signature theorem (see [BGV92]).
〈p1(TN), [N ]〉 = 3sign(N) ∈ 3Z
for every oriented closed four manifold N . Hence we can define, using the notation as
above,
CSrefined(M, g) := [
1
3
∫
Z
p1(∇)] . (14)
Problem 2.112. Show that the assumption of a product structure is important here.
Proof. The product structures makes sure that the restriction of the Levi-Civita connec-
tion to the boundary induces the Levi-Civita connection of the boundary. Without a
product structure the corresponding difference is measured by the second fundamental
form. 2
Problem 2.113. We consider the lens space L3k. Calculate CS(L
3
k, g) and CSrefined(L
3
k, g),
where g is the metric induced from the round metric on S3.
The result is
CS(L3k, g) = [
1
k
] .
Here is a trick for the calculation. The U(1)-principal bundle structure on p : L3k → CP1
gives a decomposition TL3k
∼= p∗TCP1 ⊕ H, where H is trivialized by the U(1)-action.
We let ∇′ := p∗∇TCP1 ⊕∇H be an adapted connection. We extend ∇′ to the disc bundle
q : D → CP1 with boundary L3k in the form q∗∇TCP1 ⊕ ∇ˆ, where ∇ˆ extends ∇H . Then
we have
CS(L3k, g) = [
∫
D
p1(∇′)] + [
∫
L3k
p˜1(∇g,∇′)] . (15)
Note that ∇ˆ is not trivial since the trivialization of H does not extend to the disc bundle.
We rather have
∫
D
c21(∇ˆ) = −k2 ∈ Z independently of the extension, see Problem 2.108.
Together with the addivity of the Pontrjagin form
p1(q
∗∇TCP1 ⊕ ∇ˆ) = q∗c21(∇TCP
1
) + c21(∇ˆH)
we get [
∫
D
p1(∇′)] = [−k2] = 0. In order to calculate the second integral in (15) we go
to the k-fold covering S3 → L3k. The family of connections interpolating between ∇g
and ∇′ pulls back to a family interpolating between the Levi-Civita connection on TS3
associated to the round metric and the lift of ∇′. We can extend the round metric from S3
(considered as equator of S4) as round metric to the upper half of S4. Its Pontrjagin form
vanishes. On the other hand we can extend the lift of ∇′ similarly as above preserving
the decomposition. We get
0 = 〈p1(TS4), [S4]〉 = k
∫
L3k
p˜1(∇g,∇′)− 1 ,
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hence ∫
L3k
p˜1(∇g,∇′) = 1
k
.
For the refined version we get
CSrefined(L
3
k, g) = [
1− k3
3k
] .
2
Example 2.114. For a Riemannian manifold (M, g) with Levi-Civita connection ∇ the
Pontrjagin form pi(g) := pi(∇) only depends on the Weyl tensor (see [Ave70] for an
argument). In particular, we have pi(g) = pi(g
′) if g and g′ are conformally equivalent.
At the moment we can define, generalizing 2.110, a Chern-Simon invariant CS(M, g) for
4n− 1-dimensional manifolds for which there exists a zero bordism (Z, h) by
CS(M, g) = [
∫
Z
pn(h)] ∈ C/Z .
CS(M, g) is a conformal invariant of M . It is, for example, an obstruction against finding
a locally conformally flat zero bordism.
Corollary 2.115. (L3k, g) does not bound totally umbilically a locally conformally flat
manifold.
Below, in 3.62 we will drop the assumption that M is zero bordant.
2.7 Integral refinement
Let ω be an integral characteristic form of degree n and E → M be a vector bundle.
Then we have
ω(E) ∈ im(C : Hn(M ;Z)→ HndR(M ;C)) .
This suggests the following definition.
Definition 2.116. An integral refinement ωZ of ω associates to each bundle E → M a
class ωZ(E) ∈ Hn(M ;Z) with C(ωZE)) = ω(E) such that for every pull-back diagram
E ′

F // E

M ′
f //M
(16)
we have
f ∗ωZ(E) = ωZ(E ′) .
Theorem 2.117. An integral characteristic class for complex vector bundles has a unique
integral refinement.
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Proof. The functor which associates to each manifold M the set of isomorphism classes
of complex vector bundles on M is represented by the space
BU :=
⊔
n≥0
BU(n) .
The calculation of the integral cohomology of this space is a basic result in algebraic
topology, see (18). It could be used to give a short conceptual proof of the theorem.
For pedagogical reasons in order to present a basic technique in the field of differential
cohomolgy we give another argument which only invests the following consequence:
Corollary 2.118. The integral cohomology of BU is concentrated in even degrees and
torsion-free.
We have a Bockstein sequence
· · · → Hk(BU ;C)→ Hk(BU ;C/Z)→ Hk+1(BU ;Z)→ Hk+1(BU ;C)→ . . . .
We see that Hodd(BU ;C/Z) ∼= 0, Hodd(BU ;C) ∼= 0 and Hev(BU ;Z) → Hev(BU ;C) is
injective.
Recall that a map of spaces f : X → Y is called n+ 1-connected if it induces a bijection
on pi0 and the homotopy fibre of f at each point of Y has trivial homotopy groups up
to degree n. Note that this implies (use Serre’s spectral sequence) that the pull back
f ∗ : Hk(Y ;A) ∼→ Hk(X,A) is an isomorphism for all k ≤ n and every abelian group A.
We assume that ω is of degree n and M is m-dimensional. We define r := max(n,m) + 1.
If E →M is a vector bundle, then there exists a manifold N with a vector bundle F → N
classified by an r-connected map u : N → BU and a map h : M → N such that E ∼= h∗F .
For N we can take, for example, an approximation of an r-skeleton of BU . The map u
then induces an isomorphism in complex and integral cohomology in degree ≤ r. If n is
odd, then ω(F ) = 0 and hence ω(E) = h∗ω(F ) = 0. If n is odd, then we can take ωZ = 0.
From now on assume that n is even. Then there exists a unique class w ∈ Hn(N ;Z) such
that C(w) = ω(F ). We define ω
Z(E) := h∗w ∈ Hn(M ;Z). We must show that ωZ(E) is
well-defined independently of the choices of h and F → N .
Assume that F ′ → N ′, h′ : M → N ′ constitutes another choice. Then we produce a
diagram
N
g
!!
u
((
M
h
==
h′
!!
N ′′ u
′′
// BU
N ′
g′
==
u′
66
which commutes up to homotopy, where u′′ is an r-connected map, as well. We conclude
that g∗w′′ = w and g′∗w′′ = w′ and therefore h∗w = h′∗w′.
This finishes the verification that ωZ is well-defined. Finally we show that ωZ is natural.
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Given a diagram (16) we consider the extension
E ′

F // E

// F

M ′
f //M h // N
. (17)
We can assume that N → BU is a r′-connected map. Then by construction ωZ(E ′) =
f ∗ωZ(E). 2
If u : N → BU is n + 1-connected, then we have an isomorphism u∗ : Hn(BU ;Z) →
Hn(N ;Z). Given an integral characteristic form ω of degree n we thus get a class
ωZ ∈ Hn(BU ;Z) such that u∗ωZ = ωZ(F ). The argument above shows that ωZ is well-
defined. The class ωZ is called the universal characteristic class associated to the integral
characteristic form ω.
We apply this to the Chern forms cn and get integral classes c
Z
n ∈ H2n(BU ;Z). We have
a decomposition
H∗(BU ;Z) =
∏
m≥0
H∗(BU(m);Z) .
We let
cn = (cn,1, cn,2, . . . , )
be the corresponding decomposition of the Chern classes. Then it is known that the
integral cohomology of the classifying spaces are given as polynomial rings by
H∗(BU(m);Z) ∼= Z[c1,m, . . . , cn,m] . (18)
Problem 2.119. Use the Gysin sequence of the sphere bundles S2n−1 → BU(n − 1) →
BU(n) in order to show (18) by induction w.r.t. n.
In general the integral refinement of an integral characteristic form contains more infor-
mation than the associated complex valued cohomology class.
Example 2.120. We consider a U(1) principal bundle pi : M → CPn with first Chern
class pc ∈ H2(CPn;Z) for a prime p ∈ N.
Problem 2.121. Show that pi1(M) ∼= Z/pZ.
We have a non-canonical isomorphism J(M) ∼= Z/pZ. Consider the Poincare´ bundle
P → J(M) ×M (see Example 2.30). For ρ ∈ J(M) we consider the restriction Pρ :=
P|{ρ}×M →M .
Problem 2.122. Show that ρ 7→ cZ1 (Pρ) provides an isomorphism of abelian groups
Z/pZ ∼= J(M) ∼→ H2(M ;Z) .
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Proof. We identify M with the unit sphere bundle of Lp. Then we observe that pi∗Lp is
canonicaly trivialized. Hence we can define a unique flat connection ∇pi∗L which induces
the trivial connection on pi∗Lp. This connection is characterized by ∇pi∗Lφ = 0 for local
sections φ such that ∇trivφ⊗p = 0. We further observe (pi∗L,∇pi∗L) = Pρ0 for some
generator ρ0 ∈ J(M). We further observe that cZ1 (pi∗L) = pi∗cZ1 (L) generates H2(M ;Z).
We get the isomorphism
J(M) 3 x = ρk0 7→ cZ1 (pi∗Lk) = cZ1 (Pρk0 ) ∈ H2(M ;Z) .
2
Note that C(c
Z
1 (Pρ)) = 0.
Let E → M be a vector bundle with connection. Then we can form its determinant
det(E)→M (a line bundle) which has an induced connection ∇det(E).
Problem 2.123. Show that c1(∇) = c1(∇det(E)) and cZ1 (E) = cZ1 (det(E)).
The integral total Chern class is defined by
cZ(E) = 1 + cZ1 (E) + c
Z
2 (E) + . . . .
Recall the Newton classes from Lemma 2.90.
Problem 2.124. Show that
sZ4 (E) = c
Z
1 (E)
2 − 2cZ2 (E) .
Show that for two complex vector bundles E,F we have the relation
cZ(E ⊕ F ) = cZ(E) ∪ cZ(F )
of total Chern classes.
Example 2.125. For a real vector bundle V → M we define the integral Pontrjagin
classes by
pZi (V ) := (−1)icZ2i(V ⊗ C) ∈ H4i(M ;Z) .
The integral total Pontrjagin class is defined by
pZ(V ) := 1 + pZ1 (V ) + p
Z
2 (V ) + . . . .
Problem 2.126. Show for a real vector bundle V → M we have 2cZi (V ⊗ C) = 0 for all
odd i ≥ 1. Show further that for two real bundles V,W we have
pZ(V ⊕W ) = pZ(V ) ∪ pZ(W ) + 2-torsion .
See [MS74, Ch. 15] for more information.
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Problem 2.127. If ER is the underlying real vector bundle of a complex vector bundle,
then cZj (ER ⊗ C) = 0 for all odd j ≥ 1. Conclude that
pZ(ER ⊕ FR) = pZ(ER) ∪ pZ(FR)
and calculate p(TPCnR) explicitly.
Problem 2.128. Calculate cZ1 (L⊗C), where L→ RP∞ is the universal real line bundle.
Problem 2.129. We let Mr → S4 be the SU(2)-principal bundle classified by cZ2 (Mr) =
rorS4 ∈ H4(S4;Z), r ∈ N. Calculate H4(Mr;Z) and pZ1 (TMr).
3 Smooth Deligne cohomology
3.1 Recollections on sheaf theory
We assume basic knowledge of sheaf theory. We consider the category of smooth manifolds
Mf as a site with the topology given by open coverings. It comes with a structure sheaf
C∞ which associates to every manifold M its algebra of complex-valued smooth functions.
By Ab we denote the category of abelian groups. It is an abelian category. We let Ch(A)
denote the category of chain complexes of objects of an abelian category A.
An abelian Lie group A represents a sheaf of abelian groups
A ∈ ShAb(Mf) .
If A is not discrete, then Aδ denotes A with the discrete topology. We have a natural
map of sheaves Aδ → A which is far from being an isomorphism.
Problem 3.1. Show that an exact sequence
0→ A→ B → C → 0
of abelian Lie groups induces an exact sequence of sheaves
0→ A→ B → C → 0 . (19)
Proof. The main point is to show that B → C is surjective. Use that B → C has local
sections. 2
Note that it is important to consider the sequence (19) in sheaves. As a sequence of
presheaves it is not exact in general.
Problem 3.2. Discuss this assertion in the example of the exponential sequence
0→ Z→ R→ R/Z→ 0
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The difference of the notions of exactness in the categories of sheaves and presheaves is
the source of sheaf cohomology. In particular we let H∗(M ;A) denote the cohomology of
M with coefficients in A, where H∗(M ; . . . ) is the higher derived image of the functor
Γ(M, . . . ) : ShAb(Mf)→ Ab
of evaluation at M . These cohomology groups can be calculated using Γ(M, . . . )-acyclic
resolutions.
If A is an abelian group, then we can define the cohomology of M with coefficients in A
using simplicial or homotopy theoretic means, e.g. by
Hn(M ;A) := [M,K(A, n)]
or
Hn(M ;A) := Hn(Hom(C∗(M), A)) ,
where K(A, n) is the n’th Eilenberg-MacLane space of A and C∗(M) is the simplicial chain
complex of M . We shall use the fact that there are canonical isomorphisms between these
definitions and
Hn(M ;A) := Hn(M ;Aδ) .
Problem 3.3. Show that the three versions of the cohomology of M with coefficients in
a discrete abelian group A mentioned above are canonically isomorphic.
Problem 3.4. Let F be a sheaf on Mf and consider the presheaf Hk(F) which associates
to M ∈ Mf the cohomology group Hk(M,F). Let H˜k(F) be its sheafification and show
that
H˜k(F) ∼=
{ F k = 0
0 k ≥ 0 .
For applications we must know examples of Γ(M, . . . )-acyclic sheaves.
Lemma 3.5. A sheaf F of C∞-modules is Γ(M, . . . )-acyclic.
Proof. The existence of smooth partitions of unity shows that F is fine. A fine sheaf is
Γ(M ; . . . )-acyclic. In the following we give the details of the argument.
To an open covering U of M we associate the Cˇech complex Cˇ(U ;F). We let Cˇ(M ;F)
be the colimit of Cˇech complexes over a cofinal system of open coverings. For every
n ≥ 0 the functor ShAb → Ab, F → Cˇn(M ;F), is exact and H0(Cˇn(M ;F)) = Γ(M,F).
We thus get a δ-functor of Cˇech-cohomology (H∗(Cˇn(M ; . . . )), δ) extending Γ(M, . . . ).
Uniqueness of such δ-functor extensions implies that H∗(Cˇn(M ;F)) ∼= H∗(M ;F). Hence
we can calculate H∗(M ;F) as Cˇech cohomology.
For the Lemma it thus suffices to see that the Cˇech complex of a sheaf F of C∞-modules
is exact. We use the C∞-module structure through the following. Let V ⊂ U be an
inclusion of open subsets, x ∈ F(V ), and χ ∈ C∞c (V ). The sheaf axioms imply that there
exists an extension by zero (χx)0 ∈ F(U) of χx.
Problem 3.6. Prove this!
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Let U = (Ui)i∈I be a covering and (χi)∈I be a partition of unity. Then we define a
homotopy h : Cˇ∗(U ;F)→ Cˇ∗−1(U ;F) by
h(x)j0,...,jn−1 = (−1)n
∑
i∈I
(χixj0,...,jn−1,i)0 .
Problem 3.7. Check that ∂h+ h∂ = id.
It follows that H≥1(Cˇ∗(U ;F)) = 0 for every covering U , and thus H≥1(Cˇ(M ;F)) = 0 by
the exactness of the colimit. 2
Example 3.8. The complex valued de Rham complex can be interpreted as a sheaf of
complexes ΩC ∈ Ch(ShAb(Mf)). The sheaves ΩnC are sheaves of C∞-modules an therefore
Γ(M ; . . . )-acyclic by Lemma 3.5. By the Poincare´ Lemma ΩC resolves the sheaf Cδ. Hence
we have a canonical isomorphism
HdR(M ;C) ∼= H∗(M ;Cδ) .
Problem 3.9. Show that for all n > 0 we have Hn(M ;R) = 0.
Problem 3.10. Calculate and compare H∗(T n;U(1)) and H∗(T n;U(1)δ).
Problem 3.11. Let Ωkcl,C be the sheaf of closed complex k-forms. Calculate H
∗(M,Ωkcl,C).
Up to this point we have discussed the cohomology of sheaves. We now introduce the
notion of cohomology for complexes of sheaves called hypercohomology.
Definition 3.12. If F ∈ Ch+(ShAb(Mf)) is a lower bounded complex of sheaves of
abelian groups, then by H∗(M ;F) we mean the hypercohomology of F . Let F → C be a
quasi-isomorphism of lower bounded complexes of sheaves such that C consists of injective
sheaves, then by definition
H∗(M ;F) := H∗(C(M)) .
Problem 3.13. Show that the hyper cohomology of F is well-defined (independent of the
resolution), and that it suffices to resolve by complexes of Γ(M ; . . . )-acyclic sheaves.
Problem 3.14. Show that the notion of hypercohomology extends the definition of coho-
mology for sheaves if we consider a sheaf as a complex of sheaves concentrated in degree
0.
Problem 3.15. Calculate the hypercohomology groups of the complexes
Z→ Cδ , Z→ C
in terms of homotopy theoretic data.
From now on we will omit the prefix “hyper”.
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Problem 3.16. For p ≥ 1 consider the complex of sheaves on Mf
K(p) : 0→ C∗ d log→ Ω1C → · · · → ΩpC → 0 .
Calculate H∗(M ;K(p)) in terms of homotopy theoretic and differential geometric data of
M .
Let
C : C0 → C1 → C2 → . . .
be a complex of sheaves (or more general a complex in some abelian category). Then we
define an increasing filtration by subcomplexes
F 0C : Z0
F 1C : C0 → Z1
. . .
F kC : C0 → · · · → Ck−1 → Zk
We have quasi-isomorphisms
F iC/F i−1C ∼= H i(C)[−i] .
Definition 3.17. The spectral sequence associated to this filtration
(Er, dr)⇒ H∗(M, C)
with
Ep,q2 = H
p(M,Hq(C))
is called the hypercohomology spectral sequence.
Problem 3.18. Discuss the hypercohomology spectral sequence for the complexes K(p)
introduced in 3.16.
3.2 Deligne cohomology
A map of cochain complexes f : C → D of abelian groups (or more general, of objects in
an abelian category like sheaves) can be extended to an exact triangle
. . . Cone(f)[−1]→ C → D → Cone(f)→ . . . .
Here
Cone(f)i = Ci+1 ⊕Di , ∂(x⊕ y) = (−∂x⊕ (∂y − f(x)) .
The triangle induces a long exact sequence in cohomology
→ Hn−1(Cone(f))→ Hn(C)→ Hn(D)→ Hn(Cone(f))→ .
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We let σ≥n : Ch→ Ch be the stupid truncation functor given by
(σ≥nC)k :=
{
Ck k ≥ n
0 k < n
}
.
Note that
Hk(σ≥nC) =

0 k < n
Zn(C) k = n
Hk(C) k > n
 .
In a similar manner we define
(σ<nC)k :=
{
Ck k < n
0 k ≥ n
}
.
Note that
Hk(σ<nC) =

0 k ≥ n
Cn−1/im(d) k = n− 1
Hk(C) k < n− 1
 .
All this applies to complexes of sheaves.
We now come to Deligne cohomology. We consider the natural map
Z⊕ σ≥nΩC → ΩC, (z, x) 7→ z − x
using the not written inclusions Z→ C and σ≥nΩC → ΩC.
Definition 3.19. We define the n’th Deligne complex D(n) ∈ Ch(ShAb(Mf)) by
D(n) := Cone (Z⊕ σ≥nΩC → ΩC) [−1] .
We define the n’th Deligne cohomology by
HˆnDel(M ;Z) := Hn(M ;D(n)) .
Note that we take different complexes D(n) for different n. The Deligne complex fits into
an exact triangle
· · · → D(n)→ Z⊕ σ≥nΩC → ΩC → D(n)[1]→ . . . .
The interesting piece of the associated long exact sequence is
→ Hn−1(M ;Z)→ Hn−1dR (M ;C)→ HˆnDel(M ;Z)
(I,R)−→ Hn(M,Z)⊕Ωncl(M ;C)→ HndR(M ;C)→
Problem 3.20. Show that HˆnDel(M ;Z) naturally fits into an exact sequence
Hn−1(M ;Z)→ Hn−1dR (M ;C) a→ HˆnDel(M ;Z)
(I,R)→ Hn(M ;Z)×Hn(M ;C) Ωncl(M ;C)→ 0 .
(20)
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Calculate H i(M ;D(n)) for all i 6= n. The result is
Hˆ i(M ;D(n)) ∼=
{
H i−1(M ;C/Z) i < n
H i(M ;Z) i > n .
Show that
Hn−1(M ;C/Z) ∼= ker(R : HˆnDel(M ;Z)→ Ωncl(M)) ,
and that the composition
Hn−1(M ;C/Z)→ HˆnDel(M ;Z) I→ Hn(M,Z)
is the negative of the Bockstein operator associated to the sequence of coefficients
0→ Z→ C→ C/Z→ 0 .
Proof. We have the quasi-isomorphisms
Cone(Z→ ΩC)[−1] ∼= Cone(Z→ Cδ)[−1] ∼= C/Zδ[−1] .
We consider the short exact sequence of complexes of sheaves
0→ Cone(Z→ ΩC)[−1]→ D(n)→ Cone(σ≥nΩC → 0)[−1]→ 0 (21)
which is induced by the natural inclusion and projection. Since
Cone(σ≥nΩC → 0)[−1] ∼= σ≥nΩC
and
H i(M ;σ≥nΩC) = 0 ∀i < n , Hn(M ;σ≥nΩC) = Ωncl(M,C)
we get from the long exact cohomology sequence associated to (21) that
H i−1(M ;C/Z) ∼= H i(M ;D(n))
for all i < n and
0→ Hn−1(M ;C/Z)→ HˆnDel(M ;Z) R→ Ωncl(M,C) . (22)
For i > n we obtain from the long exact sequence for the cone D(n) that
I : Hˆ i(M ;D(n))→ H i(M ;Z)
is an isomorphism. Finally, the assertion for i = n follows from exact sequence of the
cone D(n), too.
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The long exact sequence of the cone Cone(Z→ ΩC)[−1] is the Bockstein sequence shifted
down by −1. The first map in (21) induces a map from the Bockstein sequence to the
long exact sequence of the cone D(n). In particular we get
Hn−1(M ;Z) // Hn−1(M ;C) // Hn−1(M ;C/Z) −β //

Hn(M ;Z) //
id⊕0

Hn(M ;C)
Hn−1(M ;Z) // Hn−1(M ;C) // HˆnDel(M ;Z)
I⊕R// Hn(M ;Z)⊕ Ωncl(M) // Hn(M ;C)
,
where β is the Bockstein operator. The minus sign comes from the shift. 2
It turns out to be useful to have different representations of Deligne cohomology. We
define
E(n) := Cone(Z→ σ<nΩC)[−1] , (23)
i.e.
E(n) : 0→ Z→ Ω0C −d→ · · · −d→ Ωn−1C → 0
where Z sits in degree 0 and hence ΩiC in degree i + 1. This complex sits in the short
exact sequence of complexes of sheaves
0→ Cone(σ≥nΩC =→ σ≥nΩC)[−1]→ D(n)→ E(n)→ 0 .
The left map is the natural inclusion and the right map the projection. Since the cone of
an isomorphism is acyclic the projection map is a quasi-isomorphism. We conclude that
HˆnDel(M ;Z) ∼= Hn(M ; E(n)) . (24)
We now consider the exact sequence
0→ σ<nΩC[−1]→ E(n)→ Z→ 0 .
It induces a long exact sequence in cohomology. Its most interesting piece is
Hn−1(M ;Z)→ Ωn−1(M ;C)/im(d) a→ Hn(M, E(n)) I→ Hn(M ;Z)→ 0 .
The notation I is used since this map corresponds to I under the isomorphism (24).
Definition 3.21. We define
a : Ωn−1(M ;C)/im(d)→ HˆnDel(M ;Z)
to be the map given by
Ωn−1(M ;C)/im(d) a→ Hn(M, E(n))
(24)∼= HˆnDel(M ;Z)
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Corollary 3.22. We have an exact sequence
Hn−1(M ;Z)→ Ωn−1(M ;C)/im(d) a→ HˆnDel(M ;Z) I→ Hn(M ;Z)→ 0 . (25)
Problem 3.23. Show that a : Ωn−1(M ;C)/im(d) → HˆnDel(M ;Z) extends the map a :
Hn−1(M ;C)→ HˆnDel(M ;Z) in (20) and that R ◦ a = d.
Proof. The first assertion follows from the commutativity
ΩC[−1] //

D(n)

σ<nΩC[−1] // E(n)
.
The upper horizontal map induces the map a : Hn−1(M ;C) → HˆnDel(M ;Z), while the
lower horizontal map induces a : Ωn−1(M ;C)/im(d)→ HˆnDel(M ;Z).
For the second assertion we consider the following web of exact sequences
0

0

0

0 // Cone(0→ σ≥nΩC)[−1] //

Cone(Z→ ΩC)[−1] //

Cone(Z→ σ<nΩC)[−1] // 0
0 // Cone(σ≥nΩC → σ≥nΩC)[−1]

// D(n) pi //
R

E(n)

// 0
0 // Cone(σ≥nΩC → 0)[−1]

Cone(σ≥nΩC → 0)[−1]

// 0

// 0
0 0 0
.
Let δv and δh denote the boundary maps associated to the left vertical and the upper
horizontal exact sequence. Then we know from homological algebra (see Exercise 3.25)
that
δv ◦R = −δh ◦ pi .
Let now
ω ∈ Ωn−1(M,C)/im(d) ∼= Hn(M,σ<nΩC[−1]) .
Then in Hn+1(M, Cone(0→ σ≥nΩC)[−1]) we have
[0⊕R(ω)] = δv(R(pi−1(a(ω)))) = −δh(0⊕ ω) = [0⊕ dω] .
We read off that R(a(ω)) = dω. 2
Let us collect all this information in the following commuting diagram, called the differ-
ential cohomology diagram.
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Proposition 3.24. The Deligne cohomology fits into the differential cohomology diagram
Ωn−1(M ;C)/im(d)
a
((
d // Ωncl(M ;C)
''
Hn−1dR (M ;C)
55
((
HˆnDel(M ;Z)
R
77
I
&& &&
HndR(M ;C)
Hn−1(M ;C/Zδ) −Bockstein //
) 	
66
Hn(M ;Z)
88
where the diagonal compositions are exact and the part marked in red is a segment of the
long exact Bockstein sequence.
Example 3.25. Here is an exercise in homological algebra. We consider a web of short
exact complexes
0

0

0

0 // A //

D //

G //

// 0
0 // B //

E //

H //

0
0 // C //

F //

I //

0
0 0 0
of cochain complexes. Let e ∈ Hn(E) be such that its image in Hn(I) vanishes. Then we
can lift the image of e in Hn(H) to a class of Hn(G) and apply the boundary operator
δuh of the upper horizontal sequence to get a well-defined class
U(e) ∈ H
n+1(A)
δuhδrvHn−1(I)
.
Similarly we can lift the image of e in Hn(F ) to Hn(C) and apply the boundary operator
δlv of the left vertical sequence to get a class
V (e) ∈ H
n+1(A)
δlvδlhHn−1(I)
.
Problem 3.26. Show that
[U(e)] = [−V (e)] ∈ H
n+1(A)
δuhδrvHn−1(I) + δlvδlhHn−1(I)
.
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Problem 3.27. Relate the structure of HˆnDel(M ;Z) with the hypercohomology spectral
sequence of the complex of sheaves E(n).
Deligne cohomology Hˆndel(. . . ;Z) is a contravariant functor from Mf to Ab. It is not
homotopy invariant, but its deviation from homotopy invariance is measured by the ho-
motopy formula. Let it : M → [0, 1]×M be the inclusion determined by t ∈ [0, 1].
Proposition 3.28. If xˆ ∈ HˆnDel([0, 1]×M ;Z), then
i∗1xˆ− i∗0xˆ = a(
∫
[0,1]×M/M
R(xˆ))
Proof. By homotopy invariance of integral cohomology we know that there exists y ∈
HndR(M ;Z) such that I(xˆ) = pr∗My. We can choose a lift yˆ ∈ HˆnDel(M ;Z) such that I(yˆ) =
y. Then I(pr∗M yˆ−xˆ) = 0 and therefore xˆ = pr∗M yˆ+a(ω) for some ω ∈ Ωn−1([0, 1]×M ;C).
Note that R(xˆ) = pr∗MR(yˆ) + dω. Using prM ◦ i0 = prM ◦ i1, Stokes’ theorem, and that∫
[0,1]×M/M ◦pr∗M = 0 we get
i∗1xˆ− i∗0xˆ = a(i∗1ω − i∗0ω) = a(
∫
[0,1]×M/M
dω) = a(
∫
[0,1]×M/M
R(xˆ)) .
2
Let M = U ∪ V be a decomposition into open submanifolds.
Problem 3.29. Show that there exists a Mayer-Vietotis sequence of the form
· · · → Hn−2(U∩V ;C/Z)→ HˆnDel(M ;Z)→ HˆDel(U ;Z)⊕HˆDel(V ;Z)→ HˆDel(U∩V ;Z)→ Hn+1(M ;Z)→
which extends to the left and right by the Mayer-Vietoris sequences of H∗(. . . ;C/Z) and
H∗(. . . ;Z).
Proof. It is clear that sheaf cohomology H∗(M ;D(n)) has a Mayer-Vietoris sequence. The
rest follows from the calculations in Proposition 3.20. 2
Example 3.30. We have canonical isomorphisms Hˆ0Del(pt;Z) ∼= Z and ev : Hˆ1Del(pt,Z) ∼=
C/Z. Let M be any smooth manifold. We define a map
φ : Hˆ1Del(M ;Z)→ C/ZM
by φ(x)(m) = ev(m∗x), where we consider m as a map m : pt→M .
Problem 3.31. Show that φ(x) ∈ C∞(M ;C/Z) and dφ(x) = R(x). Show that φ :
Hˆ1Del(M ;Z)→ C∞(M,C/Z) is an isomorphism of groups.
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Proof. We use the Five Lemma and that C∞(M,C/Z) fits into an exact sequence
H0(M ;Z)→ Ω0(M ;C)→ C∞(M,C/Z)→ H1(M ;Z)→ 0
which is compatible with (25) by φ. 2
Problem 3.32. Calculate Hˆ∗Del(S
1;Z). Show that there is a unique class eˆ ∈ Hˆ1Del(S1;Z)
with R(eˆ) = dt (here t is a coordinate given by R → R/Z ∼= S1) which vanishes after
restriction to the base point {t = 0} ∈ S1.Calculate the restriction eˆ|{t} for every point
{t} ∈ S1. Show that the class eˆ is primitive with respect to the group structure of S1.
Problem 3.33. Use 3.32 in order to define a map ev : Hˆ2Del(M ;Z)→ C∞(MS1 ;C/Z) for
every manifold M . Here we understand smooth functions from the free loop space MS
1
in
the diffeological sense.
Example 3.34. Let G be a simple simply-connected compact Lie group.
Problem 3.35. Show that there is a unqiue (up to sign) biinvariant class x ∈ Hˆ3Del(G;Z)
such that I(x) ∈ H3(G;Z) is a generator. Show that this class is primitive. Discuss the
non-simply connected case.
We consider a connected semisimple compact Lie groupG and a class x ∈ H3(G;Z). There
is a unique biinvariant form λ ∈ Ω3(G) which is (automatically) closed and represents
the image of x in real cohomology. Since H2(G;R) = 0 there exists a unique differential
refinement xˆ ∈ Hˆ3Del(M ;Z) such that I(xˆ) = x and R(xˆ) = λ. Let T ⊆ G be the maximal
torus. We identify H2(T ;C/Z) ∼= Hom(Λ2pi1(T, 1),C/Z).
Problem 3.36. Show that λ|T = 0 and calculate the class
xˆ|T ∈ H2(T ;C/Z) ∼= Hom(Λ2pi1(T, 1),C/Z) .
Proof. First observe that there exists a uniquely determined invariant bilinear form B
on g such that λ|T1G(X, Y, Z) ∼= B([X, Y ], Z) for X, Y, Z ∈ g. This implies λ|T = 0
since t is abelian. Then calculate the class xˆ|T ∈ H2(T ;C/Z) either by describing it as a
homomorphism Λ2pi1(T, 1)→ C/Z or as an isomorphism class of central extensions
0→ C/Z→ ̂pi1(T, 1)→ pi1(T, 1)→ 0 . (26)
2
I do not have an easy solution for the second part of this exercise. If the class x is
determined by a central extension of the loop group of K, then the central extension
(26) is obtained by restriction if we view pi1(T, 1) as a subgroup of the loop group in the
canonical manner.
Example 3.37. If M is a n− 1-dimensional connected closed oriented manifold, then we
have a canonical identification
ev : HˆnDel(M ;Z) ∼= Hn−1dR (M ;C)/im(C) ∼= C/Z .
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This follows from the exact sequence (20). Explicitly, the identification is given by xˆ 7→
[
∫
M
ω], where ω ∈ Ωn−1(M ;C) is such that a(ω) = xˆ. Indeed, such form exists by
(25) since I(xˆ) = 0 for dimensional reasons, and ω is well-defined up to integral forms.
Therefore the class in C/Z of the integral does not depend on the choice.
Recall the complexes introduced in 3.16. We consider the map
E(p)→ K(p− 1)[−1] (27)
given by
0 degree zero
2piiidΩCq q ≥ 1
Ω0C(M) ∈ f 7→ exp(2piif) ∈ C∗(M) degree one
Problem 3.38. Show that (27) is a quasi-isomorphism so that
HˆpDel(M ;Z) ∼= Hp−1(M ;K(p− 1)) .
3.3 Differential refinements of integral characteristic classes
Let ω be an integral characteristic form for complex vector bundles of degree n. It has a
unique integral refinement ωZ by Theorem 2.117.
Definition 3.39. A differential refinement of ω associates to every vector bundle with
connection (E,∇) on M a class ωˆ(∇) ∈ HˆDel(M ;Z) such that
R(ωˆ(∇)) = ω(∇) , I(ω(∇)) = ωZ(E)
and for every map f : M ′ →M we have f ∗ωˆ(∇) = ωˆ(f ∗∇).
A longer, but in some cases clearer notation for evaluation of the differential refinement
on (E,∇) would be ωˆ(E,∇). Note that
ker(R) ∩ ker(I) = Hn−1dR (M ;C)/im(C)
is non-trivial. Therefore the differential refinement ωˆ(∇) can potentially contain finer
information than the pair of the form ω(∇) and ωZ(E).
The homotopy formula Proposition 3.28 determines how ωˆ(∇) depends on the connection
∇.
Lemma 3.40. If ∇ and ∇′ are two connections on the same bundle, then we have
ωˆ(∇′)− ωˆ(∇) = a(ω˜(∇′,∇)) .
Problem 3.41. Prove this Lemma.
Theorem 3.42. An integral characteristic form of degree n admits a unique differential
refinement.
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Proof. We can assume that n is even. Let ω be an integral characteristic form and ωZ be
its unique integral refinement by Theorem 2.117. Let E → M be a vector bundle with
connection ∇. Assume that n = dim(M). Then we choose an n + 1-connected map u :
N → BU classifying F → N and a connection∇F , a map f : M → N and an isomorphism
E ∼= f ∗F . Since Hn−1dR (N ;C) = 0 we are forced to define ωˆ(∇F ) ∈ HˆnDel(M ;Z) uniquely
such that R(ωˆ(∇F )) = ω(∇F ) and I(ωˆ(∇F )) = ωZ(F ). By naturality we are forced to
define ωˆ(f ∗∇F ) = f ∗ωˆ(∇F ). By Lemma 3.40 we are forced to define
ωˆ(∇) = f ∗ωˆ(∇F ) + a(ω˜(∇, f ∗∇F )) .
This already shows the uniqueness clause. It remains to show that ωˆ is well-defined and
natural. We argue as in the proof of Theorem 2.117 using the same notation. We must
show that
f ∗ωˆ(∇F ) + a(ω˜(∇, f ∗∇F ))− f ′∗ωˆ(∇F ′)− a(ω˜(∇, f ′∗∇F ′)) = 0 .
We have
ωˆ(∇F ) = g∗ωˆ(∇F ′′) + a(ω˜(∇F , g∗∇F ′′))
and
ωˆ(∇F ′) = g′∗ωˆ(∇F ′′) + a(ω˜(∇F ′ , g′∗∇F ′′)) .
Hence we must see that
f ∗g∗ωˆ(∇F ′′) + f ∗a(ω˜(∇F , g∗∇F ′′))− f ′∗g′∗ωˆ(∇F ′′)− f ′∗a(ω˜(∇F ′ , g′∗∇F ′′))
+ a(ω˜(∇, f ∗∇F ))− a(ω˜(∇, f ′∗∇F ′)) = 0
This reduces to
f ∗g∗ωˆ(∇F ′′)− f ′∗g′∗ωˆ(∇F ′′)− ω˜(f ∗g∗∇F ′′ , f ′g′∇F ′′) = 0
which holds true by the homotopy formula, Proposition 3.28, and the additivity (5) of
the transgression.
Naturality of ωˆ is now easy and left to the reader. 2
Example 3.43. In these examples we discuss some general properties of differential re-
finements of integral characteristic forms.
We consider the differential refinement ωˆ of an integral characteristic form ω of degree
n. Let Z be a compact oriented n-manifold with boundary M and E → Z be a complex
vector bundle with connection ∇.
Problem 3.44. Show that
ev(ωˆ(∇|M)) = [
∫
Z
ω(∇)] ∈ C/Z .
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Proof. Since Hn(Z;Z) = 0 we have ωˆ(∇) = a(α) for some form α ∈ Ωn−1(Z,C). Note
that dα = ω(∇). It follows by Stokes theorem that
ev(ωˆ(∇|M)) = [
∫
M
α|M ] = [
∫
Z
dα] = [
∫
Z
ω(∇)] .
2
Problem 3.45. If ω has degree n ≥ 1, E is trivialized, and ∇ is the trivial connection,
then ωˆ(∇) = 0.
Proof. Indeed, we can assume that n ≥ 2. A trivial bundle with trivial connection can
be obtained as pull-back from a point. We now use that Hˆ≥2Del(pt;Z) = 0.
Problem 3.46. Let E →M be a k-dimensional vector bundle with connection ∇. Show
cˆn(∇) = 0 for all n > k.
Proof. One can show by adapting the proof of Theorem 3.42 that an integral characteristic
form for k-dimensional vector bundles has a unique differential refinement. Since for n > k
the restriction of cn to k-dimensional bundles vanishes, so does its differential refinement.
2
Let E →M be a vector bundle, ∇ a connection on E and h be a hermitean metric.
Problem 3.47. Show that cˆn(∇) = cˆn(∇∗).
Proof. Verify this one the level of curvatures and then use uniqueness of differential ex-
tensions. 2
Let E → M be a vector bundle with connection ∇E and (det(E),∇det(E)) ∈ Line∇(M)
be its determinant.
Problem 3.48. Show that cˆ1(∇E) = cˆ1(∇det(E)).
Proof. Use the uniqueness of differential refinements. 2
Example 3.49. In the following examples we consider cˆ1 and the classification of line
bundles with connection using Hˆ2Del(. . . ,Z).
We have (see Exercise 3.32) an isomorphism
Hˆ2Del(S
1;Z) ∼= H1(S1;C/Z) ∼= C/Z .
We consider the connection ∇ = d+α on the trivial one-dimensional bundle on S1 where
α ∈ Ω1(S1;C). Then we have
cˆ1(∇) = [− 1
2pii
∫
S1
α] ∈ C/Z .
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In order to see this note that have by 3.45 and 3.40
cˆ1(∇) = a(c˜1(∇, d)) .
We now use 2.64.
Problem 3.50. Conclude that for a line bundle with connection (L,∇L) on a manifold
M we have
ev(cˆ1(∇))(γ) = hol∇(γ) , γ ∈MS1 ,
where ev is the evaluation map found in 3.33
Let Line∇(M) be the group of isomorphism classes of line bundles with connection under
the tensor product operation.
Problem 3.51. Verify the existence of inverses in Line∇. Show that
cˆ1 : Line∇(M)→ Hˆ2Del(M ;Z)
is a natural isomorphism.
Proof. Note that BU(1) classifies line bundles. We know that BU(1) ∼= K(Z, 2) and
H∗(BU(1);Z) ∼= Z[cZ1 ]. Here the universal first Chern class cZ1 is such that if L → M is
classified by l : M → BU(1), then cZ1 (L) = l∗cZ1 . Every class x ∈ H2(M ;Z) can be written
as x = l∗cZ1 for some map l : M → BU(1) and therefore is the first Chern class of a line
bundle. Furthermore, the tensor product of line bundles induces the h-space structure on
BU(1) and cZ1 is primitive. This has the effect that c
Z
1 (L⊗ L′) = cZ1 (L) + cZ1 (L′).
Given (L,∇L) ∈ Line∇(M) we choose a bundle H such that L⊗H−1 is trivializable, e.g.
such that cZ1 (H) = −cZ1 (L).
Let ∇H be any connection on H. Then we can find an α ∈ Ω1(M ;C) such that c1(∇L) +
c1(∇H) = dα. Then (H,∇H + 2piiα) is the inverse of (L,∇L).
Note that cˆ1(L,∇L) ∈ Hˆ2Del(M ;Z) is characterized completely by its holonomy function
ev(cˆ1(L,∇L)) ∈ C∞(MS1 ;C/Z) (see Exercise 3.33). Since the holonomy of (L,∇L) ⊗
(H,∇H) is the product of holonomies of the factors we see that cˆ1 is additive.
Assume that cˆ1(L,∇L) = 0. Then (L,∇) has trivial holonomy along every path and thus
can be trivialized (including the connection).
On the other hand, let x ∈ Hˆ2Del(M ;Z) be given. Then we choose a line bundle (L,∇L)
such that cZ1 (L) = I(x). We can further adjust ∇ such that R∇ = −2piiR(x). Then
x− cˆ1(L,∇) = a(α) for some α ∈ Ω1cl(M ;C). We consider the connection ∇′ := d− 2piiα
on the trivial bundle Ltriv →M . Then cˆ1((L,∇)⊗ (Ltriv,∇′)) = x. 2
Let U be a covering of M . Recall the definition 3.16 of the complex of sheaves K(1).
Problem 3.52. Show that a Cˇech cocycle c ∈ C1(U ,K(1)) can naturally be identified with
the glueing data for a line bundle with connection. Use this to construct the isomorphism
cˆ1 : Line∇(M)
∼→ H1(M ;K(1))
explicitly on the level of Cˇech cohomology. Verify compatibility with the isomorphism 3.38.
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Proof. Note that
K(1) : C∗ d log→ Ω1 → 0 .
Let U := (Uα) be a covering. Then a one-cocycle is given by x := (ωα, gα,β), where
ωα ∈ Ω1(Uα,C) and gα,β ∈ C∞(Uα ∩ Uβ;C∗). The relation δx = 0 is equivalent to
ωβ−ωα = d log gβ,α on Uα∩Uβ and gα,βgβ,γ = gα,γ on the triple intersections Uα∩Uβ∩Uγ.
This is exactly the cocycle condition for a line bundle locally trivialized by sections sα on
Uα such that sα = gα,βsβ on Uα ∩ Uβ and a connection such that ∇ log sα = ωα. 2
This has a higher-degree analog. Cˇech cocycles for classes in H2(M ;K(2)) ∼= Hˆ3Del(M ;Z)
correspond to Hitchin’s descent data for geometric gerbes with band C∗. The group
Hˆ3Del(M ;Z) classifies isomorphisms classes of geometric gerbes. See [Hit01] and [Bry08]
for more information.
Example 3.53. In the following examples we generalize the Chern-Simons invariants
from relative to absolute invariants.
Let ∇ be a flat connection on a trivializable bundle E →M . Then
ωˆ(∇) ∈ H
n−1
dR (M ;C)
im(C)
= ker(R) ∩ ker(I) .
With this identification ωˆ(∇) coincides with the Chern-Simons invariant of the flat con-
nection ∇ introduced in Definition 2.91. Indeed, if ∇triv is a trivial connection, then
ωˆ(∇) = a(ω˜(∇,∇triv)) and ω˜(∇) = ω˜(∇,∇triv). More generally, if ∇ is just flat, then we
get
ωˆ(∇) ∈ Hn−1(M ;C/Z) .
This is the generalization of the Chern-Simons invariant dropping the trivializability con-
dition.
Let ∇ on E →M have finite holonomy.
Problem 3.54. Show that ωˆ(∇) ∈ Hn−1(M,C/Z) is a torsion class (determine and fill
in the missing details of the argument below).
Proof. There exists a reduction of structure groups of E to a finite group H. Let f : M →
BH a classifying map so that E ∼= f ∗F for some bundle F → BH. Since higher-degree
rational cohomology of BH is trivial we have an isomorphism
B : Hn−1(BH;C/Z) ∼= Hn(BH;Z)
from the Bockstein sequence. We now observe that
ωˆ(∇) = f ∗B−1(ω(F )) .
2
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Example 3.55. We generalize the theory developed in 2.93. Let ω be an integral char-
acteristic form of degree n. We consider a space B with a flat bundle V → B (a complex
vector bundle with structure group GL(n,Cδ)). If f : M → B is a map, then f ∗V → M
becomes a complex vector bundle with a flat connection ∇. If M is closed, oriented,
n− 1-dimensional, then we define
csVω (f) := ωˆ(∇) ∈ HˆnDel(M ;Z) ∼= C/Z .
Problem 3.56. Show that csVω (f) only depends on the oriented bordism class of f and
that we get a homomorphism
csVω : MSOn−1(B)→ C/Z .
Proof. Use 3.44. 2
Lemma 3.57. There exists a class u ∈ Hn−1(B;C/Z) ∼= Hom(Hn−1(B;Z);C/Z) such that
csVω ([f : M → B]) = u(f∗[M ]) .
In particular, csVω factorizes over the natural transformation κ : MSOn−1(B)→ Hn−1(B;Z).
Proof. Let g : B˜ → B be an n + 1-connected approximation of B and V˜ := g∗V . Then
we have isomorphisms g∗ : MSOn−1(B˜)
∼→ MSOn−1(B) and g∗ : Hn−1(B;C/Z) ∼→
Hn−1(B;C/Z), and
csVω ◦ g∗ = csV˜ω .
From now on we can assume that B is a smooth manifold and V has a flat connection
∇V . We have ωˆ(∇V ) ∈ Hn−1(B;C/Z) ⊆ HˆDel(M ;Z) and
csVω (f) = ev(f
∗ωˆ(∇V )) = ωˆ(∇V )(f∗[M ]) .
2
On BZ/kZ we consider the flat line bundle V given by the character Z/kZ → U(1),
[1] 7→ exp(2piik−1). Let L2n−1 := S2n−1/µk, where the group of kth roots of unity µk
acts by multiplication on S2n−1 ⊂ C2n. We consider the canonical class [f : L2n−1k →
BZ/kZ] ∈MSO2n−1(BZ/kZ)
Problem 3.58. Calculate csVcn1 (f)!
Example 3.59. Let (M, g) be a closed oriented connected Riemannian three-manifold.
Then we can form the class −cˆ2(∇) ∈ Hˆ4Del(M ;Z), where ∇ is the Levi-Civita connection
on TM ⊗ C. It corresponds to the Chern-Simons invariant CS(M, g) (Definition 2.110)
under the identification Hˆ4Del(M ;Z) ∼= C/Z (Example 3.37).
Problem 3.60. Show this assertion.
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Proof. Use 3.44. 2
We consider the Hopf fibration S7 → S4. We realize S7 as the unit sphere in H2 ∼= R8.
The group of unit quaternions Sp(1) acts on S7 by right multiplication. This turns the
Hopf fibration into an Sp(1)-principal bundle. We define a connection such that the
horizontal distribution is the orthogonal complement of the vertical bundle in the round
geometry of S7. Let E → S4 be the complex vector bundle with induced connection ∇
associated to the representation of Sp(1) on C2 ∼= H by left multiplication. We consider
the class
cˆ2(∇) ∈ Hˆ4Del(S4;Z) .
For r > 0 let S(r) ⊂ S4 be the distance sphere centered at the north pole.
Problem 3.61. Calculate
ev(cˆ2(∇)|S(r)) ∈ C/Z .
Proof. We first show that c2(∇) = volS4 (the normalized volume form). Then by 3.44
ev(cˆ2(∇)|S(r)) = [vol(B(r))] ∈ C/Z .
2
Example 3.62.
Definition 3.63. If ∇ is a connection on a real vector bundle, then we define the differ-
ential lift of the Pontrjagin form by
pˆi(∇) := (−1)kcˆ2k(∇⊗ C) ∈ Hˆ4nDel(M ;Z) .
If (M, g) is a Riemannian manifold and ∇ is the Levi-Civita connection on TM , then we
set pˆk(g) := pˆk(∇). We can now extend the Definition of the Chern-Simons invariant to
the non-bounding case.
Definition 3.64. If (M, g) is a closed oriented connected 4n−1-dimensional Riemannian
manifold, then we define
CS(M, g) := pˆn(g) ∈ Hˆ4nDel(M ;Z) ∼= C/Z .
Problem 3.65. Verify, that this extends 2.114.
Lemma 3.66. CS(M, g) is a conformal invariant. It vanishes e.g. if M bounds (with
product structure) a locally conformally flat manifold.
Proof. We consider a metric on R×M of the form g˜ = f(dt2 +g), where f ∈ C∞(R×M).
Then we have pn(g˜) = 0. It follows from the homotopy formula that pˆn(g˜)|{t}×M is
independent of t.
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Problem 3.67. Let Z/pZ act on S4n−1 ⊂ C2n diagonally by [1] 7→ (ζq1 , . . . , ζq2n), where
ζ = exp(2piip−1) is a primitive root of unity and the numbers g.g.T (q1, . . . , q2n, p) = 1 and
set L4n−1p (q1, . . . , q2n) := S
4n−1/(Z/pZ) with the induced round metric g. Calculate
CS(L4n−1p (q1, . . . , q2n), g) ∈ C/Z .
Example 3.68. If V →M is a real vector bundle with connection∇, then we write∇⊗C
for the induced connection on the complexification V ⊗C. We have c2n+1(∇⊗V ) = 0 for
all n ≥ 0. It follows that
cˆ2n+1(∇⊗ C) ∈ H4n+1(M ;C/Z) ⊆ Hˆ4n+2Del (M ;Z) .
In particular, this class is independent of the connection and only depends on the real
bundle V .
Problem 3.69. Calculate β(cˆ1(∇⊗ C)) ∈ H2(RPn;Z) ∼= Z/2Z for the canonical bundle
(V,∇) of RPn, where β : H1(RPn;Z/2Z)→ H2(RPn;Z) is the Bockstein.
Proof. β(cˆ1(∇⊗ C)) is the generator. Indeed, we have an embedding RPn ↪→ CPn such
that V ⊗C is the restriction of the canonical bundle L→ CPn. We have β(cˆ1(∇⊗C)) =
cZ1 (L)|RPn . The right-hand side is known to restrict to a generator. 2
We have a natural map i : H∗(M ;Z/2Z) → H∗(M ;C/Z) → Hˆ∗Del(M ;Z) induced by
Z/2Z ↪→ C/Z, [1]→ [1
2
]. With this notation cˆ1(∇⊗ C) = i(w1(V )).
Example 3.70. We consider the bottom of the Whitehead tower of BO:
BFivebrane = BO〈9〉

BString = BO〈8〉
pi8

p2
6 // K(Z, 8)
BSpin = BO〈4〉
pi4

p1
2 // K(Z, 4)
BSO = BO〈2〉

w2 // K(Z/2Z, 2)
BO
w1 // K(Z/2Z, 1)
In order to understand this discuss the following topological exercise.
Problem 3.71. We have the Pontrjagin classes pi ∈ H4i(BO;Z). Let pik : BO〈k〉 → BO
be the projection. Observe that there are unique classes p1
2
∈ H4(BSpin;Z) and p2
6
∈
H8(BString;Z) (these symbols are names!) such that pi∗4p1 = 2
p1
2
and pi∗8p2 = 6
p2
6
.
50
Definition 3.72. A (stable) O〈k − 1〉-structure on a real vector bundle V → M is a lift
of the classifying map v : M → BO of the stabilization of V to v˜ : M → BO〈k〉.
We use special names (oriented, spin, string and fivebrane) in the first few cases.
Problem 3.73. 1. Let (V,∇) be a real vector bundle with spin structure. Show that
cˆ1(∇⊗ C) = 0.
2. Show that the characteristic form 1
2
p1 for real spin vector bundles with connection
is integral and has unique differential refinement p̂1
2
. Show that p̂1
2
is additive under
direct sum.
3. Show that the characteristic form 1
6
p2 for real string vector bundles with connection
is integral and has unique differential refinement p̂2
6
. Show that p̂2
6
is additive under
direct sum.
Example 3.74. We refer to [KN96] for more details on the following material. Let G
be a Lie group with Lie algebra denoted by g and pi : P → M be a G-principal bundle.
By definition this means that P admits a free right G-action such that M ∼= P/G and pi
has local sections. A connection on P is a G-invariant decomposition TP ∼= T vpi ⊕ THpi,
where T vpi := ker(dpi) is the vertical bundle generated by the fundamental vector fields
A] ∈ X (P ), A ∈ g, of the G-action and THpi is a complementary bundle. Equivalently, a
connection determines and is determined through
T hpi = ker(ω)
by a form ω ∈ Ω1(P )⊗ g which satisfies
1. R∗gω = Ad(g)
−1ω
2. ω(A](p)) = A for all p ∈ P and A ∈ g.
The curvature of the connection ω is defined by
Rω := dω +
1
2
[ω, ω] .
We define the adjoint bundle Ad(P ) := P ×G,Ad g. Then we can consider the curvature
as a horizontal invariant two-forms
Rω ∈ (Ω2(P )⊗ g)hor,G ∼= Ω2(M,Ad(P )) .
It satisfies the Bianchi identity
∇ωRω := dΩ + [ω,Ω] = 0 .
Let us now assume that the Lie group G has finitely many components. By I∗(G) ⊆
S∗(g∗C) we denote the algebra of G-invariant complex-valued symmetric polynomials on
g. An element φ ∈ Ik(G) induces a characteristic form
cw(φ) : (P →M,ω) 7→ cw(φ)(ω) ∈ Ω2kcl (M ;C)
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for G-principal bundles with connection by
cw(φ)(ω) = φ(
Rω
2pii
) ,
where we apply φ fibrewise.
Problem 3.75. Show the Bianchi-identity ∇ωRω = 0 and use it in order to verify that
cw(φ)(ω) is closed.
We get a characteristic class for G-principal bundles
cw(φ)(P ) := [cw(φ)(ω)] ∈ H2k(M ;C)
(for some choice of connection ω on P ) and therefore a universal class
cw(φ) ∈ H2k(BG;C) .
Problem 3.76. Use transgression in order to show that cw(φ) is well-defined.
Definition 3.77. The homomorphism of graded rings
cw : I∗(G)→ H2∗(BG;C)
constructed above is called the Weil homomorphism.
In fact, for compact G the map cw is an isomorphism by a theorem of H. Cartan.
Problem 3.78. Prove the theorem of Cartan that for compact Lie groups the Weil ho-
momorphism is an isomorphism.
Proof. Here are the main steps. Compare e.g. [Dup78] for a complete argument.
Let T ⊆ G be a maximal torus and W := W (G, T ) be the Weyl group.
Show that the restriction induces an isomorphism
I∗(G) ∼→ S∗(t∗C)W .
The main point here is that for every A ∈ g there exists g ∈ G such that Ad(g)(A) ∈ t.
Further we identify
S∗(t∗C)
W ∼→ H2∗(BT ;C)W
by an explicit calculation.
Then we have the diagram
I(G)
∼=

cw // H(BG;Z)
i∗

S∗(t∗C)
W
∼= // H(BT ;Z)
It suffices to show that i∗ : H(BG;Z)→ H(BT ;Z) is injective. We have a fibration
B/T → BT → BG .
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It suffices to find an element α ∈ Hdim(G/T )(BT ;C) such that f!(α) = 1. Indeed, then we
have
β = f!(α ∪ i∗β) , ∀β ∈ H∗(BG;C) .
Let ∆+(g, t) ⊂ Hom(T,C∗) be the set of positive roots. For every α ∈ ∆+(g, t) let Lα → BT
be the associated Line bundle. One checks that
α := c
∏
α∈∆+(g,t)
c1(Lα)
does the job for an appropriate choice of the normalization c. 2
As before we say that φ ∈ Ik(G) is integral if there exists a class z ∈ H2k(BG;Z) such
that C(z) = cw(φ). Unlike the case G = U(n) we can not expect that z is uniquely
determined by φ. We define the graded ring I˜∗(G) as the pull-back
I˜∗(G) //

I∗(G)
cw

H2∗(BG;Z) C // H2∗(BG;C)
.
For φ˜ ∈ I˜∗(G) we let φ ∈ I∗(G) and φZ ∈ H2k(BG;Z) denote the underlying invariant
polynomial and integral cohomology class. The following theorem is due to Cheeger-
Simons [CS85, Thm. 2.2 ].
Theorem 3.79. Assume that G is a Lie group with finitely many components. For every
φ˜ ∈ I˜k(G) there exists a unique Hˆ2kDel(. . . ;Z)-valued characteristic class for G-principal
bundles with connection
cˆw(φ˜) : (P →M,ω) 7→ cˆw(φ˜)(ω) ∈ Hˆ2kDel(M ;Z)
such that
R(cˆw(φ˜)(ω)) = cw(φ)(ω) , I(cˆw(φ˜)(ω)) = φ˜Z(P ) .
Proof. Observe that Hodd(BG;C) = 0. We can now proceed as in the proof of The-
orem 3.42. Let φ˜ ∈ I˜k(G). If N → BG is a 2k + 1-connected approximation, then
H2k−1(N ;C) = 0. If (P → N,ω) is a G-principal bundle with connection, then the class
cˆw(φ˜)(ω) ∈ Hˆ2kDel(M ;Z)
is uniquely determined by
R(cˆw(φ˜)(ω)) = cw(φ)(ω) , I(cˆw(φ˜)(ω)) = φ˜Z(P ) .
2
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Problem 3.80. Find out where we have used the assumption that G has finitely many
connected components.
Proof. We use that Hodd(BG;C) = 0. This is not true without this assumption. For
example, we have
H1(BGL(n;Qδ);C) ∼= Hom(Q∗,C) ∼=
∏
p∈N,prime
C .
Assume now that G is a Lie group with finitely many components. Since we consider the
cohomology with coefficients in a rational vector space we can reduce to the case that G
is connected. Now one has to go through the structure theory of connected Lie groups
which says that it can be reduced to product of simple groups by iteratively factoring
out normal abelian subgroups. A simple group can further be reduced to its maximal
compact Lie group. For the compact group we apply the surjectivity part of Cartan’s
theorem, or rather its substep, the injectivity of H∗(BG;C)→ H∗(BT ;C) for the restric-
tion to a maximal torus. Vanishing of the odd cohomology is then preserved if one argues
backwards through the previous reduction steps. 2
Problem 3.81. View the assertions in 3.73 as special cases of Theorem 3.79.
Example 3.82. Let φ˜ = (φ, φZ) ∈ I˜∗(G) and assume that ω has finite holonomy H ⊆ G.
The bundle P → M has an H-reduction classified by a map h : M → BH. Consider
further the map
B : H∗(BG;Z)→ H∗(BH;Z) ∼= H∗−1(BH;C/Z) .
The following is [CS85, Prop. 2.10].
Problem 3.83. Show that cˆw(φ˜)(ω) = h∗B(φZ).
We consider a Lie group G with finitely many component and its discrete version Gδ.
Problem 3.84. Show that for every φ˜ ∈ I˜k(G) there exists an element φˆ ∈ H2k−1(BGδ;C/Z)
which represents the universal class cˆw(φ˜) for G-bundles with flat connection.
Example 3.85. In this example we study the Euler class. We identify
so(2n)C ∼= Λ2C , X ∼= 1
2
2n∑
i,j=1
〈ei, Xej〉ei ∧ ej
and define the Pfaffian Pf ∈ Sn(so(2n)∗C) by the identity
Pf(X)volRn = X ∧ · · · ∧X︸ ︷︷ ︸
n×
∀X ∈ so(2n)C .
We further introduce the normalized version
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P¯f(A) := Pf(−iA) . (28)
Let S(ξm)→ BSO(m) be the unit sphere bundle of the universal bundle ξm → BSO(m).
We consider the associated Leray-Serre spectral sequence. The differential d2 : E
0,m−1
2 →
Em,02 is a map
d : Hm−1(Sm−1;Z)→ Hm(BSO(m);Z) ,
and we define the universal Euler class χ ∈ Hm(BSO(m);Z) by χ := d2(orSm−1).
Problem 3.86. 1. Show that P¯f ∈ In(SO(2n)).
2. Show that 2χ = 0 if m is odd.
3. Show that cw(P¯f) = C(χ) if m is even.
Proof. For 2. use the fibrewise antipodal map.
For 3. we argue as follows. The map U(n)→ SO(2n) induces an isomorphism of maximal
tori and therefore an injection i∗ : H∗(BSO(2n);C) → H∗(BU(n);C). It therefore suf-
fices to show the identity as an identity of characteristic classes for n-dimensional complex
vector bundles. This has been done in Example 2.88. 2
We define
P˜f :=
{
(χ, P¯f) m even
(χ, 0) m odd
}
∈ I˜n(SO(m))
and
χˆ := cˆw(P˜f) .
If V → M is a real oriented m-dimensional vector bundle with connection ∇, then we
write
χˆ(∇) := χˆ(ω) ,
where ω is the corresponding connection on the oriented frame bundle SO(V )→M .
Definition 3.87. The characteristic class χˆ is the differentially refined version of the
Euler class.
Let V →M be a real oriented euclidean vector bundle of dimensionm with a flat euclidean
connection ∇V . Let β be the fibrewise volume m − 1-form (induced by the metric) on
the sphere bundle pi : S(V )→ M normalized to have integral one. Using the connection
we extend this to a form β ∈ Ωm−1(S(V );C). Flatness of the connection implies dβ = 0.
The segment of the homological Gysin sequence
. . . H0(M ;Z)→ Hm(S(V );Z) pi∗→ Hm(M ;Z)→ 0
shows:
1. For every x ∈ Hm(M,Z) we can find a preimage y ∈ Hm(S(V );Z) such that pi∗(y) =
x.
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2. The class of the evaluation f(∇)(x) := [〈[β], y〉] ∈ C/Z does not depend on the
choice of the preimage.
We therefore get a class
f(∇) ∈ Hom(Hm−1(M);C/Z) ∼= Hm−1(M ;C/Z) .
Problem 3.88. Show that
a(f) = χˆ(∇) .
Assume in addition that M is closed, oriented and m−1-dimensional. Choose a triangula-
tion (σi : ∆
m−1 →M)i∈I of M . Let (mj)j∈J be the set of vertices. For every j ∈ J choose
a unit vector vj ∈ Vmj . Let bi denote the barycenter of the simplex σi . Parallel transport
along straight lines in σi of the vectors associated to the vertices of σi gives collections
of unit vectors ui := (wi(0), . . . , wi(m − 1)) ∈ Vbi . We assume that these collections ui
are bases for all i ∈ I. The basis ui spans a geodesic simplex in the unit sphere S(Vbi) of
oriented volume vol(ui). The following is due to Cheeger-Simons [CS85, Thm. 8. 14].
Problem 3.89. Show that
ev(χˆ(V )) = [
∑
i∈I
vol(ui)] ∈ C/Z .
If (E,∇) is a complex vector bundle with connection of dimension n, then we let (E|R,∇|R)
denote the underlying oriented real vector bundle with connection.
Problem 3.90. Show that for a complex vector bundle E → M with connection ∇ we
have cˆn(∇) = χˆ(∇|R).
Proof. Since we consider characteristic classes of complex vector bundles it suffices to
show that the underlying curvatures coincide. We check this first in the case n = 1.
At a fixed point x ∈ M we can identify Ex ∼= C and assume that R∇ = iα for some
α ∈ Λ2T ∗xM . Then we have
R∇R =
(
0 −α
α 0
)
with respect to the standard basis {e1, e2} of C|R ∼= R2. This implies at this point
cw(P¯f)(R∇|R) = Pf(−iR
∇|R
2pii
) = − α
2pi
.
On the other hand,
c1(∇) = −R
∇
2pii
= − α
2pi
.
We extend this to the general case using diagonalization. 2
Example 3.91. Let P → M be a G-principal bundle with connection ω. Let φ˜ =
(φZ, φ) ∈ I˜n(G).
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Problem 3.92. Show that there exists a natural (under pull-back of principal bundles
with connection) form θ(ω) ∈ Ω2n−1(P ;C) such that dθ(ω) = φ(Rω). Show that
pi∗cˆw(φ˜)(ω) = a(θ(ω)) .
Proof. Note that pi∗P → P is canonically trivialized and has the trivial connection ω0.
We define θ := c˜w(φ)(ω, ω0) using transgression along the linear path from ω0 to pi
∗ω.
The second assertion is a consequence of the homotopy formula 3.28. 2
We consider G := SU(2) and φ˜ ∈ I(SU(2)) such that φZ = c2.
Problem 3.93. Give an explicit formula for θ(ω) in 3.92.
3.4 Multiplicative structure
Let R ∈ ShRings(Mf) be a sheaf of commutative rings. Then the sheaf cohomology
H∗(M ;R) becomes a graded commutative ring. Here are the basic steps to see this. The
notion of sheaf of rings can be formalized using the symmetric monoidal structure on
ShAb(Mf). The evaluation Γ(M ; . . . ) is lax symmetric monoidal. Using the fact that the
category of sheaves contains sufficiently many flat sheaves we see that these properties
descend to the derived category D≥0(ShAb(M)) so that the derived functor of evaluation
preserves rings, too. Differential graded algebras (abbreviated by dga’s) are ring objects
in Ch(Ab) and in particular present rings in the derived category D≥0(ShAb(M)).
The sheaf of de Rham complexes ΩC is a sheaf of dga’s which resolves the sheaf of rings Cδ.
The wedge product of forms induces a product on HdR(M ;C). The de Rham isomorphism
Rham : H∗(M ;Cδ) ∼→ HdR(M ;C) is induced by the quasi isomorphism of sheaves of dga’s
Cδ → ΩC and is hence multiplicative. Moreover, the map C : H∗(M ;Z)→ H∗dR(M ;C) is
multiplicative since it is induced by the composition Z → Cδ → ΩC of maps of sheaves
of dga’s. This leaves open the question why the multiplicative structures on integral
cohomology defined using sheaf theory or simplicial cohomology coincide. An argument
will be given in Lemma 4.113.
Definition 3.94. A product on Deligne cohomology is the datum of a graded commutative
ring structure (denoted by ∪) on Hˆ∗Del(M ;Z) for every manifold M such that
1. f ∗ : Hˆ∗Del(M ;Z)→ Hˆ∗Del(M ′;Z) is a homomorphism of rings for every smooth map
f : M ′ →M ,
2. R : Hˆ∗Del(M ;Z)→ Ω∗cl(M ;C) is multiplicative for all M ,
3. I : Hˆ∗Del(M ;Z)→ H∗(M ;Z) is multiplicative for all M ,
4. and a(α) ∪ x = a(α ∪R(x)) for all α ∈ Ω∗(M ;C)/im(d) and x ∈ Hˆ∗Del(M ;Z).
Proposition 3.95. There exists a unique product on Deligne cohomology.
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Proof. We first show existence. We shall use the complexes E(p) defined in (23) in order
to represent Deligne cohomology, see (24). We construct products
∪ : E(p)⊗ E(q)→ E(p+ q) (29)
by
x ∪ y :=

xy deg(x) = 0 or deg(y) = 0
x ∧ (−dy) deg(x) > 0 and deg(y) = q > 0
0 otherwise
Problem 3.96. Show that this is a morphism of complexes. Furthermore verify associa-
tivity.
Proof. We let ∂ denote the differential of the complexes, while d is the de Rham differen-
tial. deg(x) denotes the degree of x as an element in E(p), not the degree as a form. We
show that the ∪-product is a morphism of complexes. We consider the case that p, q > 0.
There are many cases:
1. If deg(x) = 0 and deg(y) = 0, then we have in Ω0(M ;C) = E(p+q)1 that ∂(x∪y) =
xy and ∂x ∪ y + x ∪ ∂y = xy.
2. If 0 < deg(y) < q, then in Ωdeg(y)(M,C) we have ∂(x∪y) = −xdy and ∂x∪y+x∪∂y =
−xdy.
3. If deg(y) = q > 0, then in Ωq(M,C) we have ∂(x∪y) = −xdy and ∂x∪y+x∪∂y =
−xdy.
4. If deg(x) > 0 and 0 < deg(y) < q, then we have ∂(x ∪ y) = 0 and ∂x ∪ y +
(−1)deg(x)x ∪ ∂y = 0.
5. If deg(x) > 0 and deg(y) = q > 0, then ∂(x ∪ y) = −d(x ∧ −dy)) = dx ∧ dy and
∂x ∪ y + (−1)deg(x)x ∧ dy = dx ∧ dy.
Let us check associativity in some cases We consider the product E(p) ⊗ E(q) ⊗ E(r) →
E(p+ q + r).
1. If deg(x) > 0 and 0 < deg(y) < q, and deg(z) = r. Then we have (x ∪ y) ∪ z = 0
and x ∪ (y ∪ z) = 0.
2. If deg(x) > 0 and deg(y) = q, and deg(z) = r, then (x ∪ y) ∪ z = xdy ∧ dz and
x ∪ (y ∪ z) = x ∧ dy ∧ dz. If deg(x) = deg(y) = 0, then (x ∪ y) ∪ z = xyz and
x ∪ (y ∪ z) = xyz.
The remaining cases are similar. 2
We define H : E(p)⊗ E(q)→ E(p+ q)[−1] by
H(x⊗ y) =
{
0 deg(x) = 0 or deg(y) = 0
(−1)deg(x)x ∧ y otherwise
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Let s : E(p) ⊗ E(q) → E(q) ⊗ E(p) be the symmetry in the symmetric tensor category
graded abelian groups.
Problem 3.97. Show that H is a homotopy between ∪ and ∪ ◦ s.
Proof. Again we consider several cases.
1. Assume that 0 < deg(x) < p and 0 < deg(y) < q. Then we have
∂H(x⊗ y) +H(∂(x⊗ y)) = −d(−1)deg x(x ∧ y) +H(−dx⊗ y + (−1)deg(x)x⊗ (−dy))
= −(−1)deg(x)dx ∧ y + x ∧ dy
+(−1)deg(x)dx ∧ y − x ∧ dy
= 0
(−1)deg(x) deg(y)y ∪ x− x ∪ y = 0
2. If 0 < deg(x) < p and deg(y) = q > 0, then
∂H(x⊗ y) +H(∂(x⊗ y)) = −d(−1)deg x(x ∧ y) +H(−dx⊗ y)
= −(−1)deg(x)dx ∧ y + x ∧ dy
+(−1)deg(x)dx ∧ y
= x ∧ dy
(−1)deg(x) deg(y)y ∪ x− x ∪ y = x ∧ dy
3. For deg(x) = 0 = deg(y) we have
∂H(x⊗ y) +H(∂(x⊗ y)) = 0
(−1)deg(x) deg(y)y ∪ x− x ∪ y = yx− xy
= 0
If deg(x) = p and 0 < deg(y) < q then
∂H(x⊗ y) +H(∂(x⊗ y)) = −d(−1)deg x(x ∧ y) +H((−1)deg(x)x⊗ (−dy))
= −(−1)deg(x)dx ∧ y + x ∧ dy
−x ∧ dy
= −(−1)deg(x)dx ∧ y
(−1)deg(x) deg(y)y ∪ x− x ∪ y = −(−1)deg(x) deg(y)y ∧ dx
= −(−1)deg(x)dx ∧ y
2
We conclude that (29) induces a product
∪ : HˆpDel(M ;Z)⊗ HˆqDel(M ;Z)→ Hˆp+qDel (M ;Z)
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which is natural, associative and graded commutative.
We now show that this product is compatible with the structure maps. First of all we
observe that R is induced by the map
R˜ : E(p)→ ΩpC ,
y 7→ −dy , deg(y) = p , y 7→ 0 if deg(y) < p .
Indeed, if deg(y) = p, then ((0 ⊕ −dy) ⊕ y) ∈ D(p) is a lift, and R is induced by the
projection onto the −dy-component. We see that
R˜(x ∪ y) = R(x) ∧R(y) .
Simlarly, I is induced by the projection
I˜ : E(p)→ Z
y 7→ y , deg(y) = 0 , y 7→ 0 if deg(y) > 0 .
Indeed, if deg(y) = 0, then ((y⊕0)⊕0) ∈ D(p) is a lift and I is induced by the projection
onto the first component.
Problem 3.98. Show the compatibility with a.
We now show uniqueness. Assume that ∪′ is a second product. Then we consider
B := ∪′ − ∪ : HˆpDel(. . . ;Z)⊗ HˆqDel(. . . ;Z) = Hˆp+q(. . . ;Z) .
This is a bilinear natural transformation.
Problem 3.99. Show that B factorizes over a bilinear transformation
Hp(. . . ;Z)⊗Hq(. . . ;Z)→ Hn−1(. . . ;C/Z) .
We now argue that such a transformation is necessarily zero. A natural transformation
of functors
Hp(. . . ;Z)×Hq(. . . ;Z)→ Hn−1(. . . ;C/Z)
is represented by a map of Eilenberg-Mac Lane spaces
K(Z, p)×K(Z, q)→ K(C/Z, p+ q − 1) .
If the transformation is bilinear, then this map factorizes over
K(Z, p) ∧K(Z, q)→ K(C/Z, p+ q − 1) .
Since this smash product is p+q−1-connected this latter map is homotopic to a constant
map. We conclude that B = 0. It follows ∪ = ∪′. 2
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Example 3.100. We identify J(S1) ∼= S1. Consider the Poincare´ bundle P → S1 × S1
with its canonical connection ∇P described in 2.33.
Problem 3.101. Show that in ∈ Hˆ2Del(S1 × S1;Z)
cˆ1(∇P ) = pr∗1eˆ ∪ pr∗2eˆ .
Proof. Define
δ := cˆ1(∇P )− pr∗1eˆ ∪ pr∗2 ∈ Hˆ2Del(S1 × S1;Z) .
We first see that R(δ) = 0. Hence
δ ∈ H1(S1 × S1;C/Z) ∼= Hom(H1(S1 × S1;Z),C/Z) .
Therefore we must calculate the holonomy of δ along the two basis cycles S1 × {1} and
{1} × S1. The holonomies of both terms vanish separately. 2
Example 3.102. We consider two classes x, y ∈ Hˆ1Del(S1;Z) and want to calculate x∪y ∈
Hˆ2Del(S
1;Z) ∼= C/Z. Note that we can write x = neˆ + a(f) and y = meˆ + a(g) for
some f, g ∈ C∞(S1;C). These functions are determined up to integral constants by the
differential equations
R(x)− ndt = df , [f(0)] = [x|{0}] , R(y)−mdt = dg , [g(0)] = [y|{0}] .
Then
x ∪ y = nmeˆ ∪ eˆ+ a((mf − ng)dt+ f ∧ dg) .
This gives
ev(x ∪ y) = nmev(eˆ ∪ eˆ) + [
∫
S1
(fm− ng)dt+ f ∧ dg] .
We must calculate ev(eˆ∪ eˆ). Let diag : S1 → S1×S1 be the diagonal. By Example 3.100
we have
ev(eˆ ∪ eˆ) = ev(diag∗cˆ1(∇P )) = hol∇(diag) .
Since diag is bordant to the union of the cycles S1 × {1} and {1} × S1 on which ∇P
is trivial, we can calculate the holonomy along diag by a curvature integral over the
bordism, a triangle covering half of the torus. We get
ev(eˆ ∪ eˆ) = [1
2
] .
The final formula is
ev(x ∪ y) =
[
nm
2
+
∫
S1
(fm− ng)dt+ f ∧ dg
]
.
Example 3.103. Note that H∗(M ;C/Z) is an H∗(M ;Z)-module in the natural way. Let
i : H∗(M ;C/Z)→ Hˆ∗+1Del (M ;Z) be the inclusion. The following identity extends 3.94, 4.
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Problem 3.104. Show that i(x) ∪ y = i(x ∪ I(y)).
Proof. First observe that the formula holds true if x = a(α). Furthermore observe that
i(x) ∪ y only depends on I(y). Both assertions follow from Definition 3.94, 4. From this
conclude that if deg(x) = n and Hn(M ;Z) is torsion free, then the formula holds true.
For the general case observe that there exists a smooth map f : M → M˜ and classes
x˜ ∈ Hn(M˜ ;C/Z) and y˜ ∈ H∗(M˜ ;Z) such that Hn(M˜ ;Z) is torsion-free and f ∗x˜ = x and
f ∗y˜ = I(y). Since the identity in question holds true for x˜ and any differential lift of y˜, it
also holds true for x by naturality of the product. 2
Example 3.105. Let H∗(M ;Z) 3 z 7→ z ∈ H∗(M ;Z/2Z) denote the mod-2 reduction.
We have a Steenrood square
Sq2n : H2n+1(M ;Z/2Z)→ H4n+1(M ;Z/2Z) .
Finally we have a natural map
i : H4n+1(M ;Z/2Z) Z/2Z→C/Z−→ H4n+1(M ;C/Z) .
The following has first been observed in [Gom08]. Our argument below differs from Gomi’s
and seems to be much simpler.
Problem 3.106. Show that for xˆ ∈ Hˆ2n+1Del (M ;Z) we have xˆ ∪ xˆ = i(Sq2n(I(xˆ))).
Proof. We first discuss the case that n ≥ 1. We can assume that the classifying map x of
I(xˆ) has a factorization
N
y

M
f
88
x// K(Z, 2n+ 1)
,
where y is at least max(4n+2, dim(M))-connected. We can assume that f is the inclusion
of a submanifold and that there exists a class yˆ ∈ Hˆ2n+1Del (N ;Z) such that f ∗yˆ = xˆ. To see
this proceed as follows:
1. Replace N by N × Rk, y by y ◦ prN , and f by (f, j), where j : M → Rk is an
embedding.
2. Choose some class yˆ0 ∈ Hˆ2n+1Del (N ;Z) with I(yˆ0) classified by y and a form α ∈
Ω2n(M ;C) such that f ∗yˆ0 = xˆ+ a(α).
3. Since f is an embedding of a submanifold we can choose a form β ∈ Ω2n(N ;C) such
that f ∗β = α.
4. We set yˆ := yˆ0 + a(β).
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If n ≥ 1, then the Bockstein operator induces an isomorphism
B : H4n+1(K(Z, 2n+ 1);C/Z) ∼→ H4n+2(K(Z, 2n+ 1);Z) ,
and if u ∈ H2n+1(K(Z, 2n+ 1);Z) is the universal element, then we have
i(Sqn(u¯)) = B−1(u ∪ u) .
The same holds true on N . Since R(yˆ ∪ yˆ) = R(yˆ) ∪ R(yˆ) = 0 we have yˆ ∪ yˆ ∈
H4n+1(N ;C/Z) so that
B(yˆ ∪ yˆ) = I(yˆ ∪ yˆ) = B(i(Sqn(I(yˆ)))) .
Since B is injective we get the result in the case n ≥ 1.
If n = 1, then the universal calculation is eˆ ∪ eˆ = a(dt
2
). The assertion now follows from
Sq0 = id and i(orS1) = a(
dt
2
). 2
Example 3.107. The following examples concern the calculation of products of degree-
one classes.
We consider the maps pr1, pr2, µ : T
2 → S1.
Problem 3.108. Show that
pr∗1eˆ ∪ pr∗2eˆ ∪ µ∗eˆ = 0 .
Proof. Use that eˆ is primitive and Gomi’s result 3.106. 2
Let f, g ∈ C∞(M ;C/Z) and x, y ∈ H1Del(M ;Z) be the corresponding classes (see 3.31).
We are interested in the product x ∪ y.
Problem 3.109. For every map γ : S1 →M calculate ev(γ∗(x ∪ y)) ∈ C/Z.
Proof. If f = exp(2piih) for some function h ∈ C∞(M ;C) (i.e. I(x) = 0), then
ev(x ∪ y) = [
∫
S1
γ∗hg−1dg] .
For the general case we can proceed as follows. We consider (f, g) : M → T 2 and observe
that x ∪ y = (f, g)∗(pr∗1eˆ ∪ pr∗2eˆ). By exercise 3.100 we must calculate hol(f,g)∗∇P (γ). Or
we write ev(γ∗(x ∪ y)) = γ∗x ∪ γ∗y and use Problem 3.102. 2
We consider the manifold C∗ \ {1} and the functions
[
1
2pii
ln z], [
1
2pii
ln(1− z)] ∈ C∞(C∗ \ {1},C/Z)
as elements f, g ∈ Hˆ1Del(C∗ \ {1};Z).
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Problem 3.110. Calculate f ∪ g.
Proof. The result is
f ∪ g = 0 .
First observe by calculation that R(f ∪ g) = 0. Furthermore, we have I(f ∪ g) = 0. It
follows that f ∪ g = a([α]) for some [α] ∈ H1(C∗ \ {1};C)/H1(C∗ \ {1};Z). We choose a
basis u, v ∈ H1(C∗ \ {1};Z) given by small counterclockwise circles around 0 and 1. This
basis induces an identification H1(C∗ \ {1};C)/H1(C∗ \ {1};Z) ∼= (C/Z)2. We thus have
to calculate
∫
u
α and
∫
v
α. We now use the result of Example 3.102. 2
Example 3.111. In the next examples we calculate products involving higher-dimensional
classes. The calculation is usually easy if one of the classes is topologically trivial. The
general case is usually difficult and requires some tricks.
Let M be a closed oriented surface, (L,∇) ∈ Line∇(M) be a line bundle with connection
on M and u ∈ C∞(M ;C/Z). Then we have classes x := cˆ1(L,∇) ∈ Hˆ2Del(M ;Z) and
y := [u] ∈ Hˆ1Del(M ;Z) (see 3.31).
Problem 3.112. Calculate ev(x ∪ y) ∈ C/Z.
Proof. Assume that L is trivial ∇L = d+ 2piiα. Then cˆ1(L) = a(−α) and
ev(x ∪ y) = [−
∫
M
α ∧ du] .
The general case is complicated. 2
Problem 3.113. On the two-torus T 2 with affine coordinates s, t calculate the product
cˆ1(L,∇) ∪ [u] for (L,∇) ∈ Line∇(T 2) and u ∈ C∞(T 2,C/Z).
Proof. We first let (L,∇) be such that cˆ1(L,∇) = kpr∗1eˆ ∪ pr∗2eˆ. We further assume that
u : T 2 → C/Z is a homomorphism so that [u] = mpr∗1eˆ+ npr∗2eˆ. Then
cˆ1(L,∇) ∪ [u] = −mkpr∗1(eˆ ∪ eˆ) ∪ pr∗2eˆ+ nkpr∗1eˆ ∪ pr∗2(eˆ ∪ eˆ) = a([
k(n+m)
2
ds ∧ dt]) .
The general case now follows by pertubation with forms. 2
Let M be an oriented connected closed surface and y ∈ H1(M ;Z). Then there exists a
map f : M → T 2 of degree one and a class u ∈ H1(T 2;Z) such that f ∗u = y. Without
loss of generality we can assume that y is primitive. Then there exists a dual element
x ∈ H1(M ;Z) such that 〈x ∪ y, [M ]〉 = 1 and (x, y) span a hyperbolic summand of the
first cohomology. The classes x, y can be represented by closed integral forms α, β. The
map f : M → T 2 can then be obtained as the period map associated to x, y. A line
bundle bundle L→M can be written as L ∼= f ∗H for some line bundle H → T 2.
We can now first calculate ev(cˆ1(H,∇H)∪uˆ) for some function u : T 2 → C/Z representing
u. The pairing cˆ1(L,∇L)∪ yˆ is then obtained from ev(cˆ1(H,∇H)∪ uˆ) and a perturbation
by forms.
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Example 3.114. In the following examples we consider the duality pairing in Deligne
cohomology induced by the product and evaluation. We consider a closed oriented n− 1-
dimensional manifold. We define a pairing
〈. . . , . . . 〉 : HˆpDel(M ;Z)⊗ Hˆn−pDel (M ;Z)→ C/Z
by
〈x, y〉 := ev(x ∪ y) .
We have the following differential version of Poincare´ duality.
Problem 3.115. Show that this pairing is non-degenerated in the sense that 〈x, y〉 = 0
for all y ∈ Hˆn−pDel (M ;Z) implies x = 0.
Proof. See e.g. [FMS07] for details. 2
Problem 3.116. Let M be a two-dimensional and orientable. Show that
∪ : Hˆ1Del(M ;Z)⊗ Hˆ1Del(M ;Z)→ Hˆ2Del(M ;Z)
is surjective.
Example 3.117. In the following we discuss the compatibility of differential refinements
of integral characteristic forms with products. Let ω and ω′ be integral characteristic
forms for complex vector bundles of degree n and m. Then ω ∧ω′ is a characteristic form
of degree n+m.
Problem 3.118. Show that
ω̂ ∧ ω′ = ωˆ ∪ ωˆ′ .
Conclude that sˆ4 = cˆ1 − 2cˆ2.
Proof. We first consider the difference (ω ∧ ω′)Z − ωZ ∪ ω′,Z. This would be an integral
refinement of zero and hence vanishes by the uniqueness of integral refinements. We now
consider the difference ω̂ ∧ ω′− ωˆ∪ ωˆ′. This would be a differential refinement of zero and
again vanishes, this time by the uniqueness of differential refinements. 2
Problem 3.119. Show that cˆw (see Theorem 3.79) is additive and multiplicative. More
precisely, for a G-principal bundle with connection (P →M,ω) and φ˜, ψ˜ ∈ I˜∗(G) we have
e.g.
cˆw(φ˜)(ω) ∪ cˆw(ψ˜)(ω) = cˆw(φ˜ψ˜)(ω) .
Let (E,∇) ∼= (E1,∇1) ⊕ (E2,∇2) be a decomposition of a complex vector bundle with
connection.
Problem 3.120. Show that
cˆ(∇) = cˆ(∇1) ∪ cˆ(∇2) .
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Problem 3.121. Conclude that for a real vector bundle V → M with connection ∇ we
have for all n ≥ 0 that
2cˆ2n+1(∇⊗ C) = 0 .
Show by example that for every n there exists a real bundle (V,∇) such that cˆ2n+1(∇⊗C) 6=
0.
Proof. Use the splitting principle, 3.69 and 3.104. 2
We conclude that for a decomposition of real vector bundles
(V,∇) ∼= (V1,∇1)⊕ (V2,∇2)
we have
pˆ(∇)− pˆ(∇1) ∪ pˆ(∇2) = 2-torsion
and that the r.h.s is non-trivial in general.
Problem 3.122. Let ni = dim(Vi) be even for i = 1, 2. Show that
pˆn1
2
(∇1) ∪ pˆn2
2
(∇2) = pˆn1+n2
2
(∇) .
Proof. Use 3.46 in order to exclude disturbing terms. 2
Problem 3.123. If (V,∇V ) and (W,∇W ) are real oriented vector bundles with connec-
tion, then we have
χˆ(∇V ) ∪ χˆ(∇W ) = χˆ(∇V ⊕∇W ) .
Proof. Show that χ(V ) ∪ χ(W ) = χ(V ⊕W ). Then extend this to the differential refine-
ments using unicity considerations as in similar cases. 2
Problem 3.124. Show the identity χˆ2 = pˆn of differential characteristic classes for real
oriented 2n-dimensional vector bundles with connection.
Proof. We must show that the corresponding elements in I˜(SO(2n)) coincide. The main
point is the equality χZ = p
Z
n. One can use the splitting principle and 3.122 in order to
reduce to the case n = 1. 2
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3.5 Cheeger-Simons differential characters
The goal of this section is to relate the Deligne cohomology Hˆ∗Del(M ;Z) with the predating
classical definition of the group of Cheeger-Simons differential characters [CS85]. We let
sing∞(M) be the simplicial complex of smooth simplices of M and C∗(sing∞(M)) be
the associated chain complex. Integration over simplices induces the de Rham map
Rham : Ω∗C(M)→ Hom(C∗(sing∞(M));C) , ω 7→ {z 7→
∫
z
ω} .
A version of the de Rham Lemma says that this map induces an isomorphism
Rham : H∗dR(M ;C)
∼→ H∗(M ;C)
between de Rham cohomology and the smooth singular cohomology.
If c =
∑
σ∈Cn(sing∞(M)) nσσ is a smooth chain, then we define its support by
|c| :=
⋃
{σ∈Cn(sing∞(M))|nσ 6=0}
σ(∆n) ⊆M .
It is a compact subset of M which lookes like something at most n-dimensional. More
precisely, we have:
Lemma 3.125. There exists an open neighbourhood U ⊆M of |c| such that Hk(U ;Z) = 0
for all k > n.
Proof. The argument can be found in [SS08a, Fact 2.1]. 2
We let Z∞n−1(M) := Zn−1(C∗(sing∞(M))) be the group of smooth n−1-cycles on M . For
z ∈ Z∞n−1(M) we choose an open neighbourhood U of |z| such that HndR(M ;C) = 0. For
xˆ ∈ HˆnDel(M ;Z) we can find a form ω ∈ Ωn−1(U ;C) such that a(ω) = xˆ|U .
Definition 3.126. We define evxˆ ∈ Hom(Z∞n−1(M),C/Z) by
evxˆ(z) := [
∫
z
ω] .
Lemma 3.127. This evaluation is well-defined. It induces a homomorphism
ev : HˆnDel(M ;Z)→ Hom(Z∞n−1(M),C/Z) .
If z = δc for some c ∈ Cn(sing∞(M)), then evxˆ(z) = [
∫
c
R(xˆ)].
Proof. In order to prove well-definedness the main observation is that if ω′ is another
choice, then the difference ω′ − ω is integral. This implies [∫
z
(ω − ω′)] = 0. It is easy
to see that we get a homomorphism. For the last assertion note that R(xˆ)|U = dω. By
Stokes theorem
∫
z
ω =
∫
c
R(xˆ). 2
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Definition 3.128. A Cheeger-Simons differential character of degree n > 0 is a homo-
morphism
φ : Z∞n−1(M)→ C/Z
such that there exists a form R(φ) ∈ Ωncl(M,C) with
φ(δc) = [
∫
c
R(φ)] .
We let HˆnCS(M ;Z) denote the group of Cheeger-Simons differential characters of degree
n > 0. We define Hˆ0CS(M ;Z) := Z(M).
In Lemma 3.127 we have constructed a natural map
ev : HˆnDel(M ;Z)→ HˆnCS(M ;Z) .
Lemma 3.129. The group of Cheeger-Simons characters fits into the differential coho-
mology diagram
Ωn−1(M ;C)/im(d)
a
((
d // Ωncl(M ;C)
''
Hn−1dR (M ;C)
55
))
HˆnCS(M ;Z)
R
77
I
'' ''
HndR(M ;C)
Hn−1(M ;C/Z) −Bockstein //
( 
66
Hn(M ;Z)
77
Proof. We first construct the structure maps. If φ ∈ HˆnCS(M ;Z), then we first observe
that the form R(φ) is uniquely determined. To this end evaluate φ on the cycles given by
the boundaries of small n-simplices. This gives the map R. Using that Z∞k−1(M) is a free
Z-module we choose a lift φˆ : Z∞k−1(M) → C. Then the cocycle dφˆ − Rham(R(φ)) ∈
Zn(C∗(M ;Z)) represents I(φ) ∈ Hn(M ;Z). Finally, for α ∈ Ωn−1(M ;C) we define
a(α)(z) := Rham(α)(z).
Problem 3.130. Verify the uniqueness of R(φ) in detail (see [CS85] for an argument).
Show that I is well-defined. Further verify the properties of a differential cohomology
diagram. Show that ev is compatible with the maps R, a, I.
We have an exact sequence
Hn−1(M ;Z)→ Ωn−1(M,C)/im(d) a→ HˆnCS(M ;Z)
(I,R)→ Hn(M ;Z)×HndR(M ;C)Ωncl(M ;C)→ 0
which is compatible via ev with (20). We can thus apply the Five Lemma and see
Corollary 3.131.
ev : HˆnDel(M ;Z)→ HˆnCS(M ;Z)
is an isomorphism.
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Example 3.132. Let M be closed, connected, oriented and n−1-dimensional. The iden-
tification HˆnDel(M ;Z) ∼= C/Z (3.37) is given by xˆ 7→ evxˆ({M}), where {M} ∈ Z∞n−1(M)
is some representative of the fundamental cycle [M ] of M .
Note that in [CS85] also a product for differential characters was defined. By the unique-
ness of products 3.95 the evaluation ev : HˆnDel(M ;Z) → HˆnCS(M ;Z) is automatically
multiplicative.
3.6 Integration
We now consider a proper submersion pi : W →M of dimension n.
Problem 3.133. Observe that a proper submersion is the same as a locally trivial fibre
bundle with closed fibres.
An orientation of pi is an orientation of the vertical bundle T vpi := ker(dpi). If pi is
oriented, then we have an integration of forms∫
W/M
: Ω∗(W )→ Ω∗−n(M)
such that d
∫
W/M
ω =
∫
W/M
dω. It induces an integration
piRham! : H
∗
dR(W ;C)→ H∗−ndR (M ;C) , piRham! [ω] := [
∫
W/M
ω]
in de Rham cohomology. Moreover, we have an integration
pi! : H
∗(W ;Z)→ H∗−n(M ;Z)
in integral cohomology which is compatible with piRham! via the map C. All these inte-
grations are natural for pull-back diagrams
W ′
pi′

F //W
pi

M ′
f //M
(30)
and functorial for compositions
W
pi→M κ→ N
of oriented proper submersions.
Example 3.134. We assume that the fibres F of pi are connected and consider the Serre
spectral sequence associated to the bundle pi for integral or complex cohomology. Every
cohomology class x ∈ H∗(W ;Z) has a symbol σ(x) ∈ E∗−n,n∞ ⊆ E∗−n,n2 ∼= H∗−n(M ;Z),
where the last identification uses the orientation of the fibres. The integration is given by
pi!(x) := σ(x).
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Problem 3.135. Use this description of the integration in order to prove that pi! is com-
patible with Rham and C, and verify the the remaining assertions about pull-back and
composition made above.
We now define the notion of an integration structure for the differential cohomology
Hˆ∗Del(. . . ,Z).
Definition 3.136. An integration for Hˆ∗Del(. . . ;Z) is given by maps
pˆi! : Hˆ
∗
Del(W ;Z)→ H∗−nDel (M ;Z)
for all proper oriented submersions pi : W →M such that
Ω∗−1(W,C)/im(d)∫
W/M

a // Hˆ∗Del(W ;Z)
pˆi!

I //
R
''
H∗(W ;Z)
pi!

Ω∗cl(W ;C)∫
W/M

Ω∗−n−1(M ;C)/im(d) a // Hˆ∗−nDel (M ;Z)
I //
R
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H∗−n(M ;Z) Ω∗−ncl (M ;C)
commutes, where n = dim(W )− dim(M). Furthermore, for every diagram (30) we have
pˆi! ◦ F ∗ = f ∗ ◦ pˆi! .
Theorem 3.137. There exists a unique integration structure for Hˆ∗Del(. . . ,Z). It is func-
torial for compositions.
Proof. We construct the integration structure in the picture of Cheeger-Simons characters.
Let φ ∈ HˆkCS(W ;Z). Then we define pˆi!(φ) ∈ Hˆk−nCS (W ;Z) as follows. Let z ∈ Z∞k−n−1(M).
We choose an open neighbourhood of U of |z| which is homotopy equivalent to a k −
n − 1-dimensional complex. Then pi−1(U) is equivalent to a k − 1-dimensional complex.
In particular there exists a form α ∈ Ωk−1(pi−1(U);C) such that a(α) = φ|pi−1(U). By
naturality of the integration and its compatibility with a we are forced to define
pˆi!(φ)(z) := [
∫
z
∫
pi−1(U)/U
α] .
Problem 3.138. Show that this construction is compatible with a, R, pull-backs, and
that it is functorial. Further show that the integration is compatible with Mayer-Vietoris
sequences induced by decompsitions of the base.
In order to show compatibility with I we argue as follows. The integration pˆi! induces an
integration pi′! in integral cohomology which is compatible with pull-back along diagrams
(30) and complexification C. It coincides with pˆi! if H
∗(M ;Z) is torsion-free, in particular
if M is a point.
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Problem 3.139. Show that there is at most one functorial integration for integral coho-
mology which is compatible with pull-back along diagrams (30), Mayer-Vietoris sequences
associated to decompositions of the base, and which coincides with pi! for M = pt.
By this exercise we have pi′! = pi!. 2
Alternatively, the existence of an integration for Hˆ∗Del(. . . ,Z) follows from 4.231.
Problem 3.140. Show the projection formula
pˆi!(pi
∗x ∪ y) = x ∪ pˆi!(y) , x ∈ Hˆ∗Del(M ;Z) , y ∈ Hˆ∗Del(W ;Z) .
Proof. This is not easy. See [DL05] or [BKS10] for arguments based on different models.
Alternatively, this follows from 4.233, 2. 2
Example 3.141. Let (P,∇P ) be the Poincare´ bundle over J(S1)× S1.
Problem 3.142. Calculate the integrals of cˆ1(∇P ) over the two projections.
Proof. Note that these integrals are classes in Hˆ1Del(. . . ;Z) and thus C/Z-valued functions.
2
Consider now a surface M of genus g and again the Poincare´ bundle (P,∇P ) over J(M)×
M .
Problem 3.143. Calculate the integral of cˆ1(∇P )g+1 along the projection J(M)×M →
M .
Proof. Note that the result can be interpreted as an element of Line∇(M). The question
is to characterize this isomorphism class of line bundles. 2
Example 3.144. Let p : W → B be an oriented bundle of compact manifolds with
boundary ∂W → B. Let q : ∂W → B denote the restriction of p to the boundary. We
consider x ∈ HˆnDel(W ;Z).
Problem 3.145. Show that
q!(x) = a(
∫
W/B
R(x)) .
4 Differential extensions of generalized cohomology
theories
4.1 The ∞-categorical black-box
In the following we will use some∞-categorial language as a black box. General references
are [Lur09] and [Lur]. Our philosophy is to work, as much as possible, in a model inde-
pendent way. We try to hightlight the places where models are required for calculations.
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The ∞-categorical black box provides the set-up and the space where our objects live. It
ensures correctness of the constructions.
The input and output of calculations belong to the classical world, and the dependence
of the output from the input does not depend on the details of interior machine. In
particular, as we try to emphasize, this relation can be revealed in praxis just using the
formal properties of the ∞-categorical machine.
First of all, we use the word ∞-category as an abbreviation for (∞, 1)-category.
If C is a category, then its nerve N(C) is an ∞-category.
If C is an∞-category and W is a collection of morphisms, then we can form its localization
ι : C→ C[W−1]. It is characterized by an obvious universal property that
FunW−1(C,D) ∼= Fun(C[W−1],D) ,
where FunW−1(C,D) denotes the full subcategory of functors which map morphisms from
W to equivalences. If X is an object of C, then usually we use the same symbol in order
to denote the corresponding object in C[W−1]. If it is confusing not to distinguish, then
we use the notation ∞X or ι(X) for the latter.
Let sSet, Top, Sp and Ch denote the categories of simplicial sets, topological spaces,
spectra or chain complexes. Then N(sSet)[W−1], N(Top)[W−1], N(Sp)[W−1] or N(Ch)[W−1]
denote the localizations of the associated∞-categories at weak equivalences, stable equiva-
lences or quasi-isomorphisms, respectively. All these∞-categories have symmetric monoidal
versions, the first with respect to the cartesian product, the second with respect to ∧, and
the last with respect to ⊗.
For two objects X, Y ∈ C we let map(X, Y ) ∈ N(sSet)[W−1] be the mapping space. The
categories N(Sp)[W−1] or N(Ch)[W−1] are stable and therefore have mapping spectra
which will be denoted by Map(X, Y ). Note that map(X, Y ) ∼= Ω∞Map(X, Y ).
These∞-categories a complete and cocomplete. They are hence tensored and cotensored
over N(sSet)[W−1], or the equivalent ∞-category N(Top)[W−1]. We will write the tensor
of an object C with a space X by C ⊗ X, and the cotensor will be denoted by CX .
The stable ∞-categories N(Ch)[W−1] and N(Sp)[W−1] are tensored and cotensored over
spectra N(Sp)[W−1], and we use a similar notation for these structures with a subscript
s added. Note that for a space X we have C ⊗X ∼= C ⊗s Σ∞+X and CX ∼= CsΣ∞+ X .
We will often use the following argument. Let Φ and Ψ be colimit preserving functors
Fun(N(Top)[W−1],C).
Lemma 4.1. An transformation (equivalence) Φ(pt) → Ψ(pt) extends naturally to a
transformation (equivalence) Φ→ Ψ. There are corresponding versions for contravariant
functors which map colimits to limits.
Proof. Indeed, for every space X ∈ N(Top)[W−1] we can form its category of simplices
Simp(X) and get a natural equivalence
colimN(Simp(X))pt
∼→ X .
We obtain
Φ(X) ∼= colimN(Simp(X))Φ(pt)→ colimN(Simp(X))Ψ(pt) ∼= Ψ(X) .
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2Example 4.2.
Problem 4.3. Show that the tensor and cotensor for spectra can be written in terms of
the smash product and internal mapping object Map as follows:
E ⊗X ∼= E ∧ Σ∞+X , EX ∼= Map(Σ∞+X,E) , X ∈ N(sSet)[W−1] , E ∈ N(Sp)[W−1] .
Proof. We discuss the cotensor. Observe that both sides map colimits in the X-variable
to limits and are canonically equivalent for X = pt. Lemma 4.1 gives the assertion. 2
Problem 4.4. Show that the tensor and cotensor structure with N(sSet)[W−1] on N(Ch)[W−1]
is given in terms of the chain complex C∗(X) of X ∈ N(sSet)[W−1] by
A⊗X = A⊗ C∗(X) , AX ∼= Map(C∗(X), A) , A ∈ N(Ch)[W−1] ,
where Map denotes the mapping chain complex.
Proof. We discuss the tensor. Both sides coincide for X = ∗ and preserve colimits. 2
For a chain complex A ∈ N(Ch)[W−1] let Hk(A) denote the homology group in degree n.
Problem 4.5. Show that for a space X ∈ N(sSet)[W−1], and integer k ≥ 0 and a chain
complex A ∈ N(Ch)[W−1] we have
H0(A) ∼= pi0(map(Z, A)) (31)
and more generally
Hk(A
X) ∼= pik(map(C∗(X), A)) .
Proof. We assume the first equivalence (31) and deduce the second. We get
Hk(A
X) ∼= pi0(map(Z[k], AX))
∼= pi0(map(Z[k]⊗X,A))
4.4∼= pi0(map(C∗(X)[k], A))
∼= pik(map(C∗(X), A)) .
In order to show (31) it seems to be necessary to use a model for the ∞-category
N(Ch)[W−1]. 2
Let C be an ∞-category.
Definition 4.6. We call Sm(C) := Fun(N(Mfop),C) the ∞-category of smooth objects
in C.
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Recall that Mf has a topology given by open coverings.
Definition 4.7. We say that a smooth object X ∈ Sm(C) satisfies descent, if for every
open covering U of M the augmentation map
X(M)→ limN(∆)X(U•)
is an equivalence in C, where U• ∈Mf∆op is the nerve of U .
For the following we make the technical assumption that C is presentable. This holds true
for all examples considered here. We let Smdesc(C) ⊆ Sm(C) denote the full subcategory
of objects satisfying descent. Then by [Lur09, 6.2.2.7] we have an adjunction
L : Sm(C)  Smdesc(C) .
The functor L is called sheafification. In general it seems very difficult to evaluate sheafifi-
cations explicitly. See Example 4.8 for a method which can be applied in some interesting
cases.
Example 4.8. Let f : X → Y be a morphism in Sm(C). Sometimes we need a criterion
ensuring that L(f) : L(X)→ L(Y ) in Smdesc(C) is an equivalence (see Lemma 4.11). We
define the functor L : Sm(C)→ Sm(C) which on objects acts as
L(X)(M) := colimUlimN(∆)X(U•) ,
where the first colimit is over the filtered system of open coverings of M .
Problem 4.9. Describe this precisely as a functor between ∞-categories.
Proof. We consider the functor Mfop → Filt which associates to every manifold M the
filtered partially ordered set of open coverings of M indexed by the points of M . Then
we let M˜f be the transport category of pairs (M,U) of manifolds and coverings whose
morphisms (M,U)→ (M ′,U ′) are smooth maps f : M →M ′ such that Um ⊆ f−1(U ′f(m))
for all m. We have the Cˇech nerve functor M˜f →Mf∆op , (M,U) 7→ U•. Precomposition
with this functor gives the functor L˜ : Sm(C) → Fun(N(M˜f)op,Fun(N(∆),C)). Finally
we compose with lim∆ and get
Sm(C)→ Fun(N(M˜f)op,C) .
We have an adjunction
Φ∗ : Fun(N(M˜f)op,C)  Fun(N(Mf)op,C) : Φ∗ ,
where Φ : M˜f → Mf forgets the coverings. Here Φ∗ is the Kan-extension functor. We
define L := Φ∗ ◦ L˜. By the pointwise formula for the Kan extension functor we have
L(X)(M) ∼= colim((N,U),M→N)∈M˜fop/MlimN(∆)X(U
•) .
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Now
M˜f
op
/M = (M˜fM/)
op
contains the category of coverings of M as a cofinal subcategory. Hence it suffices to take
the colimit over the coverings of M and we get
L(X)(M) = colimUlimN(∆)X(U•) .
2
There is a natural morphism id→ L. We define
L∞ := colim(id→ L → L2 → L3 → . . . ) : Sm(C)→ Sm(C) .
By construction the natural morphism L∞ → (L∞)2 is an equivalence. We let
SmL
∞
(C) ⊆ Sm(C)
be the essential image of L∞. By the recognition principle [Lur09, Prop. 5.2.7.4], since
condition 3. is satisfied, this is a localization. If F satisfies descent, then we observe that
F → L∞F is an equivalence. Hence we have a sequence of localizations
Smdesc(C) ⊆ SmL∞(C) ⊆ Sm(C) .
In particular, the natural transformation
L→ L ◦ L∞ (32)
is an equivalence.
Problem 4.10. Do we have Smdesc(C) ∼= SmL∞(C)?
Lemma 4.11. If f : X → Y is a morphism in Sm(C) such that L(f) : L(X)→ L(Y ) is
an equivalence, then L(f) : L(X)→ L(X) is an equivalence.
Proof. The condition implies that L∞(f) is an equivalence. Now by (32) we have an
equivalence L(L∞(f)) ∼= L(f) so that L(f) is an equivalence, too. 2
Here is an application of Lemma 4.11. Let C(Ωncl) ∈ Sm(N(Ch)[W−1]) be the functor
which associates to every manifold M the complex which is concentrated in degree zero
and given there by Ωncl(M). Since (σ
≥nΩ)[n] satisfies descent the natural inclusion map
C(Ωncl)→ (σ≥nΩ)[n] extends to i : L(C(Ωncl))→ (σ≥nΩ)[n].
Problem 4.12. Show that i is an equivalence.
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Proof. We check that L(C(Ωncl))→ L((σ≥nΩ)[n]) ∼= (σ≥nΩ)[n] is an equivalence and apply
Lemma 4.11. Indeed, if U is a good covering of M , then
Cˇ(U , C(Ωncl))→ Cˇ(U , (σ≥nΩ)[n])
is an equivalence. Since good coverings are cofinal in all coverings we get the desired
result. 2
We have a functor
t : N(Mf)→ N(Top)[W−1]
which associates to smooth manifold its underlying topological space. It satisfies codescent
in the sense that for every open covering U of a manifold M we have an equivalence
colimN(∆)opt(U
•)→ t(M) .
We now assume that the ∞-category C is cotensored over N(Top)[W−1].
Definition 4.13. We define the smooth function object functor
Sm : C→ Smdesc(C)
by
Sm(X)(M) := X t(M) .
More formally we should write the functor as the adjoint of the composition
C× N(Mf)op id×t→ C× N(Top)[W−1]op ......→ C .
Since t satisfies codescent we see that Sm(X) indeed satisfies descent.
Example 4.14. We consider a spectrum E ∈ N(Sp)[W−1].
Lemma 4.15. We have
pik(Sm(E)(M)) = E
−k(M) .
Proof. We have
pik(Sm(E)(M))
def
= pik(E
t(M))
4.3∼=→ pik(Map(Σ∞+ t(M), E)
∼= pi0(Map(Σ∞+k+ t(M), E)
def
= E−k(M) .
2
Example 4.16. We consider a complex of sheaves A ∈ Ch(ShAb(Mf)) as an object of
Sm(N(Ch)).
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Problem 4.17. Show that A ∈ Sm(N(Ch)) satisfies descent. Furthermore, show by
example that its image ∞A ∈ Sm(N(Ch)[W−1]) may not satisfy descent. Finally show
that if A is a complex of fine sheaves, then ∞A satisfies descent.
Proof. Descent in Sm(N(Ch)) is equivalent to the degree-wise sheaf condition.
In the case of Sm(N(Ch)[W−1]), for an open covering U of M , the desired limit is repre-
sented by the Cˇech complex (see Problem 4.23 for an argument)
Cˇ(U , A) ∼= limN(∆)∞A(U•) .
Let A = Z. Then ∞A does not satisfy descent. To this end consider a good (i.e. all
multiple intersections are empty or contractible) covering of a manifold with higher-degree
integral cohomology which is calculated by Cˇ(U ,Z). Of course, ∞Z(M) lives in degree 0.
Since the Cˇech complex of a fine sheaf is acyclic (Lemma 3.5) we get descent in this case. 2
Example 4.18. Let ∗ denote the final category. It has one object and one morphism.
There is a natural functor p : Mf → ∗. We have an equivalence Fun(N(∗),C) ∼= C.
Problem 4.19. Let X ∈ C and p∗X ∈ Sm(C) be the constant smooth object. Show that
L(p∗X)(∗) ∼= X.
Proof. We have a natural morphism
c : p∗X → Sm(X) .
We use homotopy invariance of p∗X and Sm(X) to show that the induced map L(p∗X)→
L(Sm(X)) is an equivalence. This implies by 4.11 that L(p∗X)→ L(Sm(X)) is an equiva-
lence. Since Sm(X) satisfies descent we have L(Sm(X))(∗) ∼= Sm(X)(∗) ∼= X. 2
Definition 4.20. A smooth object X ∈ Smdesc(C) is called constant if there exists an
object X∗ ∈ C such that L(p∗X∗) ∼= X.
It is clear by 4.19 that X∗ must be the evaluation of X on the manifold ∗. The following
reproduces a result of Dugger, [Dug01].
Problem 4.21. Show that a smooth space X ∈ Smdesc(N(Top)[W−1]) is constant if and
only if X = Sm(X∗) for some space X∗ ∈ N(Top)[W−1].
Proof. There is a canonical map L(p∗X(∗))→ Sm(X(∗)). Show that it is an equivalence.
Show that both L(p∗X(∗)) and Sm(X(∗)), are homotopy invariant (see Problem 4.33 for
the first). Then use coverings and descent in order to reduce to the problem to show that
L(p∗X(∗))(U)→ Sm(X(∗))(U) is an equivalence for all contractible U . Finally, this holds
true since by homotopy invariance both evaluations are equivalent to X(∗). 2
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Example 4.22. The following exercise provides a tool for the explicit computation of
some limits in N(Ch)[W−1]. We consider a cosimplicial chain complex A ∈ Fun(∆,Ch)
and its version ∞A ∈ Fun(N(∆), N(Ch)[W−1]). We let tot(A) ∈ Ch[W−1] be the chain
complex obtained as total complex of the double complex associated to A by normalizing
the simplicial direction.
Problem 4.23. Show that there is an equivalence
limN(∆)∞A ∼= tot(A) .
Proof. We first show that tot(A) ∼= Rlim∆(A). We use the projective model category
on Ch in order to present N(Ch)[W−1]. In order to present Fun(N(∆), N(Ch))[W−1]
we then use the injective model category structure on Ch∆. We consider the object
C∗(∆•) ∈ Ch∆ and form for A ∈ Ch∆ the internal Hom(C∗(∆•), A) ∈ Ch∆. We write
hom(A,B) := lim∆Hom(A,B). By an explicit calculation we observe that
tot(A) = hom(C∗(∆•), A) .
With the chosen model category structures the functor
hom : (Ch∆)op ×Ch∆ → Ch
is bi-Quillen. The projection ∆• → ∗ induces the map C∗(∆•)→ Z, and dually
lim∆A ∼= hom(Z, A)→ hom(C∗(∆•), A) ∼= tot(A) . (33)
A level-free lower bounded chain complex is projectively cofibrant in Ch. Hence Z and
C∗(∆) are injectively cofibrant in Ch
∆. It follows that (33) is an equivalence if A is
fibrant. Moreover, tot preserves equivalences. Let A → R(A) be a fibrant replacement.
We get a chain of equivalences
Rlim∆(A)
def
= lim∆R(A)
(33)∼= tot(R(A)) ∼= tot(A) .
The final step is to observe that the natural map
Fun(N(∆), N(Ch))[W−1]→ Fun(N(∆), N(Ch)[W−1])
induces an equivalence which maps A to ∞A such that
limN(∆)∞A ∼= Rlim∆(A) .
This rigidification result uses the fact that the class of quasi isomorphisms W is the class
of weak equivalences of a combinatorial model category structure on Ch (see [Lur, Prop.
1.3.3.12]). 2
The corresponding problem for the colimit of a simplicial chain complexA ∈ Fun(N(∆op), N(Ch))
is much simpler. We define
tot(A)n :=
⊕
p−q=n
Ap([q])
and the differential d = (−1)qdA +
∑q
i=0 ∂
∗
i on the summand A
p([q]).
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Problem 4.24. Show that there is an equivalence
colimN(∆)∞A ∼= totA .
Proof. We again use the equivalence
Fun(N(∆op), N(Ch))[W−1] ∼= Fun(N(∆op), N(Ch)[W−1]) .
The left-hand side can be obtained from a model category structure on Ch∆
op
. We let Q
denote the cofibrant replacement functor. Note that tot preserves quasi-isomorphisms.
Then we have a sequence of maps
tot
∼← tot ◦Q→ colim∆op ◦Q def= Lcolim∆op → colim∆op
of colimit preserving functors. Now the constant diagram c(Z) is cofibrant, and tot(c(Z)) ∼=
colim∆op(c(Z)) by inspection. Since every object of Ch∆
op
can be written as a homotopy
colimit of a diagram of c(Z) we see that tot ∼= Lcolim∆op . Finally we identify Lcolim∆op
with the colimit in Fun(N(∆op), N(Ch))[W−1] in the (∞, 1)-categorial sense by showing
that the latter has required universal property of a left-derived functor. 2
Example 4.25. The following is similar to a theory developed in a different context in
[MV99]. Let C be a presentable ∞-category and I := [0, 1] ∈Mf be the unit interval.
Definition 4.26. We say that X ∈ Sm(C) is homotopy invariant, if pr∗ : X(M) →
X(I ×M) is an equivalence for all manifolds M .
We let SmI(C) ⊆ Sm(C) denote the full subcategory of homotopy invariant objects. We
have an adjunction
I : Sm(C)  SmI(C) . (34)
Let i0, i1 : ∗ → I be the inclusions of the endpoints of the interval.
Definition 4.27. We say that X ∈ Sm(C) is elementary homotopy invariant, if for
every manifold M the morphisms i∗0, i
∗
1 : X(I ×M)→ X(M) are equivalent.
Problem 4.28. Show that elementary homotopy invariance is equivalent to homotopy
invariance.
Proof. Assume that X is homotopy invariant. Then the compositions
X(M)
pr∗∼= X(I ×M) i
∗
j→ X(M) , j = 0, 1
are both equivalent to idX(M). Since the first map is an equivalence we conclude that i
∗
0
and i∗1 are equivalent.
Now assume that X is elementary homotopy invariant. The composition
X(M)
pr∗→ X(I ×M) i
∗
0→ X(M)
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is equivalent to the identity. We must show that
X(I ×M) i
∗
0→ X(M) pr∗→ X(I ×M)
is also equivalent to the identity. To this end we consider the map µ : I × I → I,
µ(s, t) := st, and the diagram
I
i0×idI
""
// ∗
i0
""
I × I µ // I
I
i1×idI
<<
idI
66
.
We insert this diagram into X(· · · ×M) in order to obtain the desired result. 2
We define a functor
s¯ : Sm(C)→ Sm(C)
as the composition of
s : Sm(C)→ Sm(Fun(N(∆op),C))
and
colimN(∆op) : Sm(Fun(N(∆
op),C))→ Sm(C) ,
where s is precomposition by
Mf → Fun(∆,Mf), M 7→ ∆• ×M .
We have a natural map of cosimplicial manifolds pr : ∆• ×M → M (the target is the
constant cosimplicial manifold) which induces a morphism id→ s¯.
Problem 4.29. If X is homotopy invariant, then X → s¯(X) is an equivalence.
Proof. We show that the map of simplicial objects X(M)→ X(∆• ×M) induced by the
projection is an equivalence. Hence we must show that pr∗ : X(M)→ X(∆n ×M) is an
equivalence for every M and n ≥ 0.
Let i(0,...,0) : ∗ → ∆n be the inclusion of the zero corner. It suffices to show that (i(0,...,0)×
idM)
∗ is an inverse of pr∗. The non-trivial part is the verification that pr∗ ◦ i∗(0,...,0) ∼=
idX(∆n×M).
We let µ : I ×∆n → ∆n be the map
(s, (0 ≤ t0 ≤ · · · ≤ tn ≤ 1)) 7→ (0 ≤ st0 ≤ · · · ≤ stn ≤ 1) .
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Then we have a commutative diagram
∆n
i0×id∆n
$$
// ∗
i(0,...,0)
$$
I ×∆n µ // ∆n
∆n
i1×id∆n
::
id∆n
55
.
If we insert this into X(· · · ×M) and use that X is elementary homotopy invariant, we
get the desired equivalence. 2
Problem 4.30. If a morphism f : X → Y in Sm(C) induces an equivalence s¯(f) :
s¯(X)→ s¯(Y ), then I(f) : I(X)→ I(Y ) is an equivalence.
Proof. This is similar to 4.11. We define
s¯∞ := colim(id→ s¯→ s¯2 → . . . ) .
Then s¯∞ → (s¯∞)2 is an equivalence. Use [Lur09, Prop. 5.2.7.4] (Condition 3.) in order
to see that the essential image Sms¯
∞
(C) of s¯∞ is a localization
s¯∞ : Sms¯
∞
(C) ⊆ Sm(C) .
Since s¯∞ preserves homotopy invariant objects we have a chain of localizations
SmI(C) ⊆ Sms¯∞(C) ⊆ Sm(C)
and therefore I ◦ s¯∞ ∼= I. If s¯(f) is an equivalence, then so is s¯∞(f) and hence
I ◦ s¯∞(f) ∼= I(f). 2
Problem 4.31. Is SmI(C) ∼= Sms¯∞(C)?
There seems to be a great simplification in the case where C = Ch[W−1] or C =
sSet[W−1].
Problem 4.32. Assume that X ∈ Sm(Ch[W−1]) or C = sSet[W−1]. Is s¯(X) homotopy
invariant?
Proof. For chain complexes one can probably use the argument given in [MVW06, Lemma
2.18]. For simplicial sets one can construct a map
X(I ×∆• ×M)→ X(∆• ×M)∆1
which gives the desired homotopy of the restrictions to the points 0, 1 ∈ I after realiza-
tion. 2
If 4.32 has a positive answer it implies similar statements for C = Mod(HZ) or C =
Sp[W−1].
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Problem 4.33. Show that for X ∈ C the object L(p∗C) is homotopy invariant.
Proof. We have a diagram
SmI,desc(C) //

Smdesc(C)

SmI(C) // Sm(C)
of inclusions of full subcategories. Taking left adjoints we get
SmI,desc(C) Smdesc(C)I|Smdesc(C)
oo
SmI(C)
L|SmI (C)
OO
Sm(C)
L
OO
I
oo
.
Note that for X ∈ C we have obviously p∗X ∈ SmI(C) so that
L(p∗X) = L(I(p∗X)) = I(L(p∗X)) ,
in other words, L(p∗X) is homotopy invariant. 2
4.2 Eilenberg-MacLane and de Rham
Let A ∈ Ch be a chain complex of complex vector spaces. It gives rise to a constant sheaf
of chain complexes A ∈ Ch(ShAb(Mf)). Recall that ΩC ∈ Ch(ShAb(Mf)) denotes the
sheaf of complex de Rham complexes.
Definition 4.34. The sheaf of differential forms with coeffcients in A is defined by
ΩA := ΩC ⊗C A ∈ Ch(ShAb(Mf)) .
Problem 4.35. If M is compact, then we have
ΩA(M) = ΩC(M)⊗C A .
Show by example that the inclusion
ΩC(M)⊗C A ↪→ ΩA(M)
may be strict without the compactness assumption.
Let H∗(A) be the cohomology of the chain complex A. We consider H∗(A) as a chain
complex with trivial differential.
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Problem 4.36. Show that for every manifold M there exists an isomorphism
H∗(ΩH∗(A)(M)) ∼= H∗(ΩA(M)) .
Proof. We can choose a quasi-isomorphismH∗(A)→ A. Hence we get a quasi-isomorphism
of complexes of sheaves ΩH∗(A) → ΩA which induces the asserted isomorphism on the
level of cohomology. 2
Recall that N(Ch)[W−1] is a stable ∞-category and hence has mapping spectra. We
consider the group of integers Z as an object of N(Ch)[W−1] by viewing it as a chain
complex concentrated in degree zero. The Eilenberg-MacLane spectrum is defined by
HZ := Map(Z,Z) .
It can be considered as a commutative algebra in N(Sp)[W−1]∧ so that we can form its
module category Mod(HZ). The homotopy groups of HZ are given by
pi∗(HZ) ∼=
{
Z ∗ = 0
0 ∗ 6= 0 .
This looks innocent at a first glance but seems difficult to show without going to a concrete
realization of the ∞-category N(Ch)[W−1].
Fact 4.37. There exists a unique symmetric monoidal equivalence
H : N(Ch)[W−1] ∼→Mod(HZ)
such that H(Z) = HZ. We call H the Eilenberg-MacLane spectrum functor.
Proof. The domain and target are stable symmetric monoidal∞-categories. The domain
is generated as a stable∞-category under colimits by the chain complex Z in degree zero,
and Mod(HZ) is generated in a similar way by HZ. We obtain H as the unique colimit
preserving functor which maps Z to HZ. See [Lur, Prop. 7.1.2.7] for a general argument
of this type. 2
Lemma 4.38. We have a canonical isomorphism
H∗(A) ∼= pi∗(H(A))
Proof. We can write
H(A) ∼= Map(Z, A) .
Indeed, the functor Map(Z, . . . ) preserves colimits, commutes with shifts, and produces
HZ for A = Z by the definition of HZ. Using this presentation of H(A) we can calculate
the homotopy groups as follows:
pik(H(A)) ∼= pik(Map(Z, A))
∼= pi0(Map(Z[k], A))
∼= pi0(map(Z[k], A))
4.5∼= Hk(A) .
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2For a HZ-module spectrum E ∈Mod(HZ) we form the smooth object
Sm(E) ∈ Sm(Mod(HZ))
in Mod(HZ). We now consider a chain complex A ∈ Ch of complex vector spaces and the
object ΩA ∈ Sm(N(Ch)) defined in 4.34. It induces an object ΩA ∈ Sm(N(Ch)[W−1])
and therefore a smooth spectrum
H(ΩA) ∈ Sm(Mod(HZ)) .
On the other hand we can form the smooth spectrum
Sm(H(A)) ∈ Sm(Mod(HZ)) .
Assume for example that A is concentrated in degree 0. Then we have
pik(Sm(H(A))(M)) ∼= H(A)−k(M) ∼= H−k(M ;A) ∼= H−k(ΩA(M)) .
This isomorphism extends to general complexes. More precisely, we have the following
version of the de Rham isomorphism.
Proposition 4.39. There exists an equivalence of smooth spectra
Rham : H(ΩA)→ Sm(H(A)) .
Proof. In the following we give an argument which is modeled on the classical proof using
integration over simplices. An independent, more functorial proof will be given in 4.113.
Let C∗(M) be the smooth singular complex of M . Integration over simplices gives a
quasi-isomorphism ∫
: ΩA(M)
∼→ Map(C∗(M), A) ,
where Map denotes the internal mapping object of Ch. We therefore get an equivalence
of smooth spectra
H(
∫
) : H(ΩA(. . . ))
∼→ H(Map(C∗(. . . ), A)) .
We now use
H(Map(C∗(. . . ), A)) ∼= MapMod(HZ)(H(C∗(. . . )), H(A))
!∼= MapMod(HZ)(Σ∞+ (. . . ) ∧HZ, H(A))
∼= MapN(Sp)[W−1](Σ∞+ (. . . ), H(A))
∼= Sm(H(A))(. . . ) ,
where the marked equivalence is given in the following Lemma.
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Lemma 4.40. There exists an equivalence in Fun(N(Mf),Mod(HZ))
H(C∗(. . . ))
∼→ HZ ∧ Σ∞+ (. . . ) .
Proof. We use that H preserves the tensor structure and get
H(C∗(. . . ))
4.4∼= H(Z⊗ . . . ) ∼= H(Z)⊗ · · ·
4.3∼= HZ ∧ Σ∞+ (. . . ) .
2
As mentioned above an alternative proof of the de Rham equivalence will be given in
4.113.
Note that ΩA is a complex of fine sheaves, i.e. it admits an action of partitions of unity.
By Problem 4.17 we gave
ΩA ∈ Smdesc(N(Ch)[W−1]) .
Since H : N(Ch)[W−1] → N(Sp)[W−1] is the composition of an equivalence and a right-
adjoint, it preserves the descent property. In particular we have
H(ΩA) ∈ Smdesc(N(Ch)[W−1]) . (35)
Example 4.41. We consider the sheaf Ωncl ∈ ShAb(Mf) of closed n-forms.
Problem 4.42. Calculate the homotopy and cohomology groups groups of the evaluations
on M of the following presheaves and sheaves derived from Ωncl in terms of the de Rham
cohomology on M .
1. We let C(Ωncl) ∈ Sm(N(Ch)[W−1]) be the presheaf of chain complexes given by Ωncl
located in degree 0. Calculate H∗(C(Ωncl))(M)).
2. Calculate H∗(L(C(Ωncl))(M)), where L : Sm(N(Ch)[W
−1])→ Smdesc(N(Ch)[W−1])
is the sheafification.
3. Similarly let C≤0(Ωncl) ∈ Sm(Ch≤0[W−1]) be the negatively graded chain complex
represented by Ωncl and L : Sm(N(Ch
≤0)[W−1]) → Smdesc(N(Ch≤0)[W−1]). Calcu-
late H∗(L(C≤0(Ωncl))(M))
4. Calculate the groups H∗(s¯C(Ωncl)(M)), H
∗(s¯C≤0(Ωncl)(M)), H
∗(L(s¯C(Ωncl))(M)) and
H∗(L(s¯C≤0(Ωncl))(M)), where s is as in 4.25.
5. We consider Ωncl as a smoth constant simplicial abelian group S(Ω
n
cl) ∈ Sm(N(sAb)[W−1]).
Calculate pi∗(S(Ωncl)(M)).
6. Calculate pi∗(s¯S(Ωncl)(M)).
Proof. These calculations can be found, with different notation, in [HS05]. In order to
understand sheafifications use 4.12.
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1.
H∗(C(Ωncl))(M)) =
{
Ωncl(M) ∗ = 0
0 ∗ 6= 0
2.
H∗(L(C(Ωncl))(M)) =

Ωncl(M) ∗ = 0
Hn+∗dR (M) ∗ > 0
0 ∗ < 0
3.
H∗(L(C≤0(Ωncl))(M)) =
{
0 ∗ ≥ 0
Hn+∗dR (M) ∗ < 0
4.
H∗(s¯C(Ωncl)(M)) = H
∗(s¯C≤0(Ωncl)(M)) =
{
Hn+∗dR (M) ∗ ≤ 0
0 ∗ > 0
H∗(L(s¯C(Ωncl))(M)) = H
∗
dR(M)
H∗(L(s¯C≤0(Ωncl))(M)) =
{
Hn+∗dR (M) ∗ < 0
0 ∗ ≥ 0
5.
pi∗(S(Ωncl)(M)) =
{
Ωncl(M) ∗ = 0
0 ∗ 6= 0
6.
pi∗(s¯S(Ωncl)(M)) =
{
Hn−∗dR (M) ∗ ≥ 0
0 ∗ < 0
4.3 Differential function spectra and differential cohomology
A homotopy theoretic construction of a differential extension of a generalized cohomology
has first been given in the foundational paper by Hopkins and Singer [HS05]. In that paper
the differential cohomology was defined in terms of the homotopy groups of differential
function spaces. The approach in the present paper uses the differential function spectrum.
Such objects have already been built in [HS05] from differential function spaces. In our
present course we give a direct construction of differential function spectra. It emphasizes
the stable aspect of differential cohomology. This will be important for the construction
of operations like integration or transfer.
Before we start with the construction we define the notion of a differential extension
of a generalized cohomology theory. This is important since there are many examples
where a differential extension has been constructed by other methods, e.g. of geometric
or analytic nature. The axioms list the properties which one expects to hold in every
model of a differential refinement of a generalized cohomology theory.
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We start with a description of the data which goes into the definition. For an abelian
group A we can form the Moore spectrum MA. It is a connective spectrum characterized
by
HZ ∧MA ∼= H(A) .
For a spectrum E we write EA := E ∧MA. Note that MZ ∼= S and that we have a
canonical map MZ→MA inducing E → EA.
Problem 4.43. Show that for every i ∈ Z there is an exact sequence
0→ pii(E)⊗ A→ pii(EA)→ Tor(pii−1(E)⊗ A)→ 0 .
Proof. Start with a presentation
0→
⊕
α
Z→
⊕
β
Z→ A→ 0
of the group A. Model this by a map between wedges of sphere spectra and obtain MA
as cofibre ∨
α
S →
∨
β
S →MA .
Smash with E and discuss the associated long exact sequence in homotopy. 2
Problem 4.44. Show that HC ∼= MC. Furthermore, if F is a HC-module spectrum, then
every map c : E → F of spectra uniquely extends to a map cC : EC → F of HC-module
spectra.
The construction of the differential extension of E∗ will depend on the choice of differential
data.
Definition 4.45. A differential data is a triple (E,A, c) consisting of
1. a spectrum E ∈ N(Sp)[W−1],
2. a chain complex A ∈ Ch of complex vector spaces, and
3. a map c : E → H(A) in N(Sp)[W−1].
We say that (E,A, c) is strict if c induces an equivalence cC : EC→ H(A). A morphism
of differential data (E,A, c)→ (E ′, A′, c′) is a commutative diagram in N(Sp)[W−1]
E
f //
c

E ′
c′

H(A)
H(φ) // H(A′)
,
for some morphisms f : E → E ′ and φ : A→ A′.
87
Given the spectrum E we can take A := pi∗E⊗C and let c : E → H(A) be a map uniquely
determined up to homotopy such that that it induces pi∗(E) → pi∗(A) ∼= pi∗(E) ⊗ C,
x 7→ x⊗ 1. This datum is strict.
Definition 4.46. We call a differential data of this form the canonical differential data.
Problem 4.47. Analyse the problem whether one can define a functor from spectra to
differential data which maps a spectrum to its canonical differential data.
Proof. The answer is “no“. The problem is that the map c is unique up to homotopy, but
the homotopy is not unique. 2
Definition 4.48. A differential extension of the cohomology theory E∗ associated to a
differential data (E,A, c) is a tuple (Eˆ∗, R, I, a) consisting of
1. a functor Eˆ∗ : Mfop → {Z-graded abelian groups},
2. a transformation R : Eˆ∗ → ΩA∗cl,
3. a transformation I : Eˆ∗ → E∗, and
4. a transformation a : ΩA∗−1/im(d)→ Eˆ∗,
such that
1. Rham ◦R = c ◦ I,
2. R ◦ a = d,
3.
E∗−1 c→ ΩA∗−1/im(d) a→ Eˆ∗ I→ E∗ → 0 (36)
is exact.
There is an obvious notion of a morphism between differential extensions associated to
the same differential data. In view of (36) a morphism is automatically an isomorphism
by the Five Lemma.
Example 4.49. Observe that (Hˆ∗Del, R, I, a) is a differential extension of HZ∗ associated
to the canonical data.
Let (Eˆ∗, R, I, a) be a differential extension. The homotopy formula measures the deviation
of the functor Eˆ from homotopy invariance.
Lemma 4.50 (Homotopy formula). For x ∈ Eˆ∗([0, 1]×M) we have the equality
i∗1x− i∗0x = a(
∫
[0,1]×M/M
R(x))
in Eˆ∗(M).
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Proof. The same argument as in Proposition 3.28. 2
In the following we give the general construction of differential extensions using differential
function spectra. Recall that the smooth objects Sm(E), H(σ≥nΩA) and H(ΩA) satisfy
descent. Modelled on the construction of Deligne cohomology we make the following
definition.
Definition 4.51. We define the n’th differential function spectrum
Diffn(E,A, c) ∈ Smdesc(N(Sp)[W−1])
by
Diffn(E,A, c) := Cone
(
Sm(E) ∨H(σ≥nΩA) c−Rham→ Sm(H(A))
)
[−1] .
Recall the definition of the Deligne complex 3.19. The following problem continues Ex-
ample 4.49.
Problem 4.52. Let E = HZ and A = C and c : HZ → H(C) be the canonical map.
Show that there is a natural equivalence
H(D(n)) ∼= Diffn(HZ,C, c) .
We now come back to the general case and define the differential cohomology groups in
terms of the homotopy groups of the differential function spectrum.
Definition 4.53. The differential cohomology functor associated to (E,A, c) is defined by
Eˆn := pi−n(Diffn(E,A, c)) .
Note that in degree n we use the differential function spectrum indexed by n. This
situation is similar as in the construction of Deligne cohomology, Definition 3.19.
We now discuss the dependence of the differential function spectrum on the data. One can
describe the ∞-category of strict differential data as a pull-back in ∞-categories ∞Cat
Datastr //

N(Ch)
H

N(Sp)[W−1]···∧HC //Mod(HC)
.
Problem 4.54. Show that there exists a natural map of monoids in N(sSet)[W−1]
Ωmap(E,H(A))→ end(E,A, c) .
Proof. Let x be an object of an ∞-category C. Then we can identify the group of
automorphisms of x as a pull-back
aut(x) //

Fun(BZ,C)

• x // C
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where the right vertical map is induced by the base point • → BZ, and the group structure
comes from the cogroup structure of BZ. Therefore
aut(E,A, c) //

Fun(BZ,Datastr)

• (E,A,c) //Datastr
.
We now insert the definition of Datastr as a pull-back, move the pull-back outside the
functor Fun(BZ, . . . ), and restrict to idE and idA in the lower left and upper right
corners. This gives a diagram with Fun(BZ, map(EC, H(A))) in the upper left corner
and therefore a map
Ωmap(EC, H(A)) ∼= Fun(BZ, map(EC, H(A)))→ aut(E,A, c) .
Finally we precompose use the canonical map map(E,H(A))→ map(EC, H(A)). 2
We now show how one can interpret the construction of the differential function spectrum
as a funtor from the ∞-category of data to spectra. Let Λ22 be the category of the shape
• → • ← • .
Then we get a natural functor
P˜ n : Datastr → Fun(N(Λ22),Smdesc(N(Sp)[W−1])) , (E,A, c) 7→ (Sm(E)→ Sm(EC)← H(σ≥n(ΩA)) .
We have
Diffn(E,A, c) ∼= limN(Λ22)P˜ n(E,A, c) .
Problem 4.55. Give a precise ∞-categorical description of the functor P n : Datastr →
Smdesc(N(Sp)[W−1]) explained above.
Proof. We have a natural transformation in Fun(Λ22,∞Cat)
N(Sp)[W−1]
id
&.
Sm

···∧HC // N(Sp)[W−1]
Sm

ChHoo
H(σ≥nΩC⊗...)
Rhampx
Smdesc(N(Sp)[W−1]) id // Smdesc(N(Sp)[W−1]) Smdesc(N(Sp)[W−1])idoo
.
Taking the limit over N(Λ22) we get the functor P
n : Datastr → Sm(N(Sp)[W−1]). 2
For completeness let us mention that in order to capture non-strict data we can form the
limit of
Data //

N(Ch)
H

N(Sp)[W−1] N(Sp)[W−1]N([1]) //oo N(Sp)[W−1]
.
We now calculate the homotopy groups of the differential function spectrum.
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Theorem 4.56. For i > n we have
pi−i(Diffn(E,A, c)) ∼= Ei(M).
For i < n we have
pi−i(Diffn(E,A, c)) ∼= Cone(c)i−1(M) ,
and if (E,A, c) is strict, then
pi−i(Diffn(E,A, c)) ∼= EC/Zi−1(M) .
Finally, for i = n we have an exact sequence
En−1(M)→ H(A)n−1(M) a→ Eˆn(M) I⊕R→ En(M)⊕ ΩAncl(M)→ H(A)n(M)→ 0 . (37)
Proof. We have a long exact sequence of homotopy groups associated to the cone which
for i > n reads as
Ei−1(M)⊕H(A)i−1(M)  H(A)i−1(M) ↪→ pi−i(Diffn(E,A, c))
→ Ei(M)⊕H(A)i(M)  H(A)i(M) .
This gives the assertions for i > n. A similar reasoning using pi−n(H(σ≥nΩA) = ΩAncl
gives the case i = n.
We have a triangle
→ Cone
(
Sm(E)
c→ Sm(H(A))
)
[−1]→ Diff(E,A, c)→ H(σ≥nΩA)→
If (E,A, c) is strict, then we have an equivalence
Cone
(
Sm(E)
c→ Sm(H(A))
)
[−1] ∼= Sm(EC/Z)[−1] .
Since for i < n we have pi−iH(σ≥nΩA) = 0 we conclude the assertion for i < n. 2
We now consider the fibre sequence defining the spectrum E(n)
Cone(H(σ≥nΩA) =→ H(σ≥nΩA))[−1]→ Diffn(E) pi→ E(n) ,
where the first map is the composition of the de Rham equivalence
Cone(H(σ≥nΩA)→ H(ΩA))[−1] ∼→ Cone(H(σ≥nΩA)→ Sm(H(A)))
with the two obvious inclusions. The map pi induces an equivalence. We can identify
E(n) ∼= Cone(Sm(E)→ H(σ<nΩA))[−1] .
The map H(σ<nΩA))→ E(n) induces a map
a : ΩAn−1(M)/im(d)→ Eˆn(M) .
The same arguments as for Deligne cohomology show:
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Proposition 4.57. The tuple (Eˆ∗, R, I, a) is a differential extension of E∗. In detail, the
map a : ΩAn−1(M)/im(d)→ Eˆn(M) extends the map H(A)n−1(M)→ Eˆn(M). We have
R ◦ a = d .
The sequence
En−1(M)→ ΩAn−1(M)/im(d)→ Eˆn(M)→ En(M)→ 0 (38)
is exact. If (E,A, c) is strict, then we have the differential cohomology diagram
ΩAn−1(M)/im(d)
a
((
d // ΩAncl(M)
&&
ECn−1(M)
66
((
Eˆn(M)
R
99
I
%% %%
ECn(M)
EC/Zn−1(M) −Bockstein //
) 	
66
En(M)
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.
Example 4.58. We consider the differential data (HZ,C, HZ→ HC) in order to define
the differential extension (ĤZ, R, I, a).
Problem 4.59. Show that there is a unique isomorphism of differential extensions between
(ĤZ, R, I, a) and (Hˆ∗Del, R, I, a).
Proof. See [BS10] or [SS08a].
Example 4.60. Recall the action 4.54 of Ωmap(E,H(A)) on the datum (E,A, c).
Problem 4.61. Describe the action of pi0(Ωmap(E,H(A))) ∼= H(A)−1(E) on Eˆn.
Proof. Let φ ∈ Ωmap(E,H(A)) and xˆ ∈ Eˆn(M). We write νφ(xˆ) for the action of φ on xˆ.
Note that φ(I(xˆ)) ∈ H(A)n−1(M). We get
νφ(xˆ) = a(φ(I(xˆ))) .
2
Unlike generalized cohomology theories, differential cohomology is not homotopy invari-
ant. The deviation from homotopy invariance is measured by the homotopy formula 4.50.
But it still has an interesting Mayer-Vietoris sequence as a consequence of the descent
property of the differential function spectrum.
Problem 4.62. Construct the Mayer-Vietoris sequence in differential cohomology. As-
sume that the data is strict.
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Proof. If M = U ∪V is a decomposition into two open submanifolds, then by the descent
property of the differential function spectrum we get a pull-back
Diffn(E,A, c)(M) //

Diffn(E,A, c)(U)

Diffn(E,A, c)(V ) // Diffn(E,A, c)(U ∩ V )
in N(Sp)[W−1]. The interesting segment of the long exact sequence is
· · · → EC/Zn−2(U ∩V )→ Eˆn(M)→ Eˆn(U)⊕ Eˆn(V )→ Eˆn(U ∩V )→ En+1(M)→ . . . .
It extends by the Mayer-Vietoris sequence of EC/Z∗ and E∗ to the left- and right-hand
sides. 2
Example 4.63. Let V be some abelian group and G be a monoid acting on V .
Problem 4.64. Show that there is a unique extension differential extension of the coho-
mology theory H∗(. . . ;V ), and that the action of G extends to an action on this differential
extension.
Example 4.65. A differential cohomology class x ∈ Eˆn(M) is essentially the datum of
an underlying class I(x) ∈ En(M) together with form data R(x) ∈ ΩAncl(M) combined
in an appropriate homotopical manner. This leads to the following two very suggestive
alternative descriptions of differential cohomology suggested to me by Bruce Williams.
These models make the nature of the structure maps R, I, a completely clear.
Problem 4.66. Show that there are natural equivalences between Diffn(E,A, c) and the
pull-backs in Sm(N(Sp)[W−1])
Diffn(E,A, c)′ //

H(L(ΩAncl))

Sm(E) // Sm(H(A))
, Diffn(E,A, c)′′ //

H(L(ΩAn−1cl /im(d)))

Sm(E) // Sm(H(A))
.
Proof. Use 4.12. 2
Let ι : Mod(HZ)→ N(Sp)[W−1] be the forgetful functor.
Problem 4.67. Do we have an equivalence L◦ι ∼= ι◦L of transformations Sm(Mod(HZ))→
Smdesc(N(Sp)[W−1]).
A positive answer would allow to interchange H and L in right-upper corners of the
pul-back diagrams in 4.66.
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4.4 Differential K-theory
One of the most important examples of differential cohomology theories is the differential
extension of complex K-theory KU∗. It was first used in string theory and M -theory
in order to model the global topology of fields with differential form field strength, see
e.g. [Fre00], [FH00]. It is also closely related to the local index theory of Dirac operators
and can be used to formulate refined index theorems capturing secondary information,
see 4.250, [FL10]. To some extend, the consideration of differential complex K-theory
motivated the development of differential cohomology theory as a field of mathematical
research. Predating the constructions of full differential extension of complex K-theory
there were geometric constructions of the functor KUR/Z, starting with Karoubi [Kar90],
[Kar94], [Kar87] and Lott [Lot94]. There are various topological, geometric and analytic
models of differential complex K-theory, see e.g. [HS05], [BS09], [BSSW09], [SS08b],
[Ort09], [BM06]. This variety of models called for the investigation of uniqueness in
[BS10].
Here we present differential complex K-theory as an example of our general construction.
The main tool to relate it with geometric problems is the cycle map defined in 4.72.
We consider a ring spectrum KU representing the generalized cohomology theory KU∗,
called complex K theory. In order to be able to connect with geometry we fix an identi-
fication
Ω∞KU ∼= Z×BU (39)
as h-spaces. If KU is defined using the classical approach via vector bundles, then this
identification is built in into the construction. On the other hand there are more abstract
constructions of KU e.g. from the multiplicative formal group law using the Landweber
exact functor theorem. In this case the relation with vector bundles is not obvious.
We fix the Bott element b ∈ pi2(KU) represented by the map
S2 ∼= CP1 L∗→ BU(1) ↪→ BU → {0} ×BU ↪→ Z×BU ∼= Ω∞KU ,
where L∗ → CP1 is the dual of the tautological bundle (see 2.36). Note that the cohomo-
logical degree of the Bott element b is −2. The choice of b ∈ pi2(KU) determines an iso-
morphism of rings pi∗(KU) ∼= Z[b, b−1]. We define the chain complex A := C[b, b−1] ∈ Ch
with trivial differential. There is a map
c : KU→ H(A)
uniquely determined up to a unique homotopy class of homotopies which induces the
inclusion
pi∗(KU) ∼= Z[b, b−1] ↪→ C[b, b−1] ∼= pi∗(H(A))
on the level of homotopy groups.
Problem 4.68. Verify this assertion.
We let (KU, A, c) be our strict differential data for the differential extension K̂U
∗
.
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Problem 4.69. Calculate as abelian groups K̂U
∗
(∗) and K̂U∗(S1).
A complex vector bundle V → M represents a class KU0(M). In order to make this
precise we have to use the identification (39). Note that
⊔
n≥0BU(n) is the classifying
space for complex vector bundles. Let
v : M →
⊔
n≥0
BU(n)
be the classifying map of V .
Definition 4.70. We define the topological cycle cycl(V ) ∈ KU0(M) of the complex
vector bundle V →M as the homotopy class of the composition
M
v→
⊔
n≥0
BU(n)→ Z×BU ∼= Ω∞KU .
Let Vect : Mfop → CommMon(Set) be functor which associates to a manifold M the
commutative monoid of isomorphism classes of vector bundles with respect to the direct
sum. Then we can interpret the topological cycle map
cycl : Vect→ KU0
as a map of smooth monoids Sm(CommMon(Set)). This uses the additional precison
that (39) is a map of h-spaces.
Let ∇ be a connection on the complex vector bundle V → M . Then we can define a
Chern character form
ch(∇) := Tr exp(−bR
∇
2pii
) ∈ ΩA0cl(M) .
This is essentially (2.46). We add the factor b of cohomological degree −2 in order to get
an element of degree zero.
Problem 4.71. Show that Rham([ch(∇)]) = c(cycl(V )) in H(A)0(M).
Proof. The natural transformation Vect(M) 3 V 7→ Rham([ch(∇)]) ∈ H(A)0(M) is
additive and hence factorizes over a transformation KU0(M) → H(A)0(M). The re-
striction of this transformation to compact manifolds is thus represented by a map of
h-spaces Ω∞KU → Ω∞H(A), i.e. a primitive cohomology class in H(A)0(Ω∞KU). We
know that Hev(Ω∞KU;C)prim is spanned by the classes ch2n for n ≥ 0. It follows that
H(A)0(Ω∞KU)prim is spanned by the classes bnch2n for n ≥ 0. We must only check that
Rham(ch(∇)) = bnorS2n ∈ H(A)0(S2n) when the (virtual) bundle V → S2n represents
the element in K˜U
0
(S2n) which corresponds to bn ∈ KU2n(∗). Using multiplicativ-
ity of the Chern character it suffices to check this for n = 1. The Bott generator is
cycl(L∗)− cycl(1). In this case, by 2.36,
Rham(ch(cycl(L∗)))− Rham(ch(cycl(1))) = borS2
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as required. 2
We let
Vectgeom : Mfop → CommMon
be the functor which associates to a manifold M the commutative monoid (under direct
sum) of isomorphism classes of vector bundles with connection.
Definition 4.72. A differential refinement of the topological cycle map is a transformation
ĉycl : Vectgeom → K̂U0
of semigroup valued functors satisfying
1. R(ĉycl(V,∇)) = ch(∇) ∈ ΩA0cl
2. I(ĉycl(V,∇)) = cycl(V )) ∈ KU0.
Theorem 4.73. There exists a unique differential refinement of the topological cycle map.
Proof. Let (V,∇V ) be a k-dimensional vector bundle with connection on a manifold M
of dimension n. Then we can find a n + 1-connected approximation N → BU(k) with a
bundle with connection (W,∇W ) and a smooth map h : M → N such that h∗(W,∇W ) ∼=
(V,∇V ). Observe that 0 = h∗ : H(A)−1(N) → H(A)−1(M). We choose some element
w ∈ K̂U0(N) with R(w) = ch(∇W ) and I(w) = cycl(W ). Such an element exists by
(37) and is uniquely determined up to elements in a(H(A)−1(N)). By naturality we are
forced to define
ĉycl(V,∇V ) := h∗(w) .
If we can show that this class is well-defined then the remaining properties (naturality,
aditivity) follow easily.
Given a second choice we argue as in the proof of Theorem 2.117. Using the notation intro-
duced there we can assume that (W,∇W ) ∼= g∗(W ′′,∇W ′′) and (W ′,∇W ′) ∼= g′∗(W ′′,∇W ′′).
Problem 4.74. Give more details.
We must show that h∗g∗w′′ = h′∗g′∗w′′. Let H : I ×M → N ′′ be the homotopy from g ◦h
to g′ ◦ h′. The bundle H∗(W ′′,∇W ′′) can be glued to a bundle (W˜ ,∇W˜ ) on S1 ×M . By
the homotopy formula
h∗g∗w′′ − h′∗g′∗w′′ = a(R(H∗(w′′))) = a(
∫
S1×M/M
ch(∇W˜ )) = 0
since ∫
S1×M/M
ch(∇W˜ ) ∈ im(ch : KU−1(M)→ H(A)−1(M)) .
2
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Let us add a remark on the role of cyle maps. First of all it is obvious that the cycle map
provides a means to write down elements in differential complex K-theory. Reflecting
on what it means to calculate an element in differential K-theory one can get several
possibilities. One can map the element to some known group. For example, in the odd
case, one can restrict to a point and study the resulting element in C/Z. But often a very
satisfactory way to calculate an element in differential K-theory is to exhibit it as a cycle
of an explicit vector bundle with connection. This makes even more sense in view of the
following result.
We let Vectgeomvirtual denote the smooth set of virtual (i.e. formal differences of) vector
bundles.
Example 4.75. Let M be a compact manifold.
Problem 4.76. Show that the cycle map ĉycl : Vectgeomvirtual(M)→ K̂U
0
(M) is surjective.
Proof. See [SS08b]. 2
Example 4.77. For n ≥ 1 the group Spin(n + 1) acts on Sn. Note that by suspension
K˜U
n
(Sn) ∼= Zg for some generator g.
Problem 4.78. Show that for n ≥ 2 there exists a unique x ∈ K̂Un(Sn) with I(x) = g
which is Spin(n+ 1)-invariant and evaluates trivially on points. What goes wrong in the
case n = 1?
See [BS09, Ch. 5.7] for an argument.
Problem 4.79. Note that K˜U
0
(S2n) ∼= bnK˜U2n(S2n) ∼= bnZ. Calculate the class bn.
More precisely find a virtual bundle with connection (V,∇) on S2n such that ĉycl(V,∇V ) ∈
K̂U
0
(S2n) is the unique Spin(2n+ 1)-invariant class with I(ĉycl(V,∇V )) = bn.
Example 4.80. To a map f : M → U(k) we can associate the suspension bundle T (f)→
S1×M . It is a k-dimensional complex vector bundle which represents a class cycl(T (f)) ∈
KU0(S1 ×M). This class only depends on the homotopy class [f ] ∈ [M,U(k)] of f . The
set of homotopy classes [M,U(k)] has a natural group structure induced by the group
structure on U(k) and one can check that the map [f ] 7→ cycl(T (f)) is a homomorphism.
The projection pr : S1 ×M → M is KU-oriented and we have an Umkehr map pr! :
KU0(S1 ×M)→ KU−1(M). We define an odd version of a topological cycle map
cycl−1 : [M,U(k)]→ KU−1(M)
which maps the homotopy class [f ] of the map f : M → U(k) to the class
cycl−1([f ]) := pr!(cycl(T (f)) ∈ KU−1(M) .
This map preserves the group structures. We now ask whether one can refine this con-
struction to differential K-theory.
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Problem 4.81. Is there a cycle map
ĉycl
−1
: C∞(. . . , U(k))→ K̂U−1(. . . )
which preserves the group structure.
I(ĉycl
−1
(f)) = cycl−1(f) .
Proof. The answer is yes for k = 1 and no for k ≥ 2.
Every cycle map ĉycl
−1
is induced by a universal class uˆk ∈ K̂U
−1
(U(k)). It preserves
the group structure if and only if uˆk is primitive, i.e. satisfies µ
∗uˆk = pr∗1uˆk + pr
∗
2uˆk on
U(k)× U(k).
We first consider the case k = 1. One can show that there exists a unique primitive class
uˆ1 ∈ K̂U
−1
(U(1)) whose curvature R(uˆ1) is the normalized invariant volume form.
For k ≥ 2 the universal class can not be primitive. Otherwise, the higher-degree compo-
nents of its curvature would be a primitive forms of degree ≥ 2, but such forms do not
exist.
2
Example 4.82. The nth Chern class can be considered as a transformation of smooth
sets
cn : Vect→ HZ2n .
Problem 4.83. Observe that cn extends to a transformation
cn : KU
0 → HZ2n .
Furthermore show, that there exists a unique extension
cˆn : K̂U
0 → HˆnDel(M ;Z)
such that
cˆn(ĉycl(V,∇)) = cˆn(∇)
(where cˆn on the r.h.s. is the differential refinement of cn according to Theorem 3.42)
Proof. If M is compact, then we can identify the set KU0(M) with the set of stable
equivalence classes of vector bundles on M . Since the Chern class cn is well-defined on
stable equivalence classes we get the factorization.
In order to construct the differential refinement we again use manifold approximations of
BU . See [Bun10b] for details. 2
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Example 4.84. Consider a multiplicatively closed subset S ⊂ N and the spectrum
KU[S−1]. We have a natural extension
KU c //

H(C[b, b−1])
KU[S−1]
c
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We define K̂U[S−1] using the differential data (KU[S−1], A, c).
Problem 4.85. Show that there exists a natural transformation K̂U→ K̂U[S−1] which
induces an isomorphism K̂U
∗
(M)⊗ Z[S−1] → K̂U[S−1]∗(M) for compact manifolds M .
Why do we assume that M is compact?
For every k ∈ S we have the Adams operations Ψk on KU[S−1] and ΨkH : C[b, b−1] →
C[b, b−1], b 7→ k−1b such that the following diagram commutes canonically.
KU[S−1] c //
Ψk

H(C[b, b−1])
ΨkH

KU[S−1] c // H(C[b, b−1])
.
Hence for every k ∈ S we have a map of data
Ψk : (KU[S−1], A, c)→ (KU[S−1], A, c)
which induces differential Adams operation Ψˆk on K̂U[S−1].
Problem 4.86. Verify the relation ΨˆkΨˆl = Ψˆkl.
More one Adams operations in differential K-theory can be found in [Bun10a].
We consider the torus T 3 with its action on itself.
Problem 4.87. Calculate K̂U
∗
[{5}−1](T 3) and determine the action of Ψˆ5.
Let (L,∇) be a complex line bundle over a manifold M .
Problem 4.88. Show that
ĉycl((L,∇)⊗k) = Ψˆk(ĉycl(L,∇))
in K̂U[{k}−1](M).
Example 4.89. Recall the notion of a geometric family E over M [BS09, Def. 2.2]. It
consists of
1. a proper submersion f : W →M ,
2. a Riemannian structure (T hf, gT
vf ) consisting of a horizontal subbundle and a ver-
tical Riemannian metric,
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3. a family of Dirac bundles V ,
4. an orientation of T vpi.
We say that a geometric family is of degree 0 or −1 if the fibre dimension is even or odd.
Isomorphism classes of geometric families on M form a graded semi-group GeomFam∗(M)
under fibrewise disjoint sum. In [BS09, Def. 2.2] we have constructed a model K̂U
∗
GeomFam
of a differential extension K̂U
∗
as a group of equivalence classes of geometric families. In
particular we have a tautological cycle map
ĉyclGeomFam : GeomFam
∗(M)→ K̂U∗GeomFam(M) , ∗ ∈ {0,−1}
which maps a geometric family to its equivalence class. A vector with V → M with
hermitean metric and metric connection ∇ can naturally be considered as geometric
family E over M , where f = id : M →M .
The following exercise shows that the differential cycle map can be extended to geometric
families.
Problem 4.90. Show that there is a unique isomorphism of group-valued functors
ι : K̂U
0
GeomFam
∼= K̂U0
which is compatible with the structures a,R, I. Show further, that for a hermitean vector
bundle V with connection ∇ we have
ι(ĉyclGeomFam(V,∇)) = ĉycl(V,∇) .
Proof. For the first statement we refer to [BS10]. The second follows from the unicity of
the cycle map. 2
4.5 Differential Bordism theory
The complex bordism theory MU∗ plays a fundamental role in stable homotopy theory.
Its coefficient ring carries the universal formal group law. The relation between formal
group laws and complex oriented cohomology theories governs the structure of the stable
homotopy category. More specifically, via the Landweber exact functor theorem, complex
bordism gives rise to a variety of complex oriented generalized cohomology theories with
Landweber exact formal group laws. This correspondence generalizes to the differential
case. In [BSSW09] (cf. 4.138) we observed that a differential extension of M̂U gives
rise to differential extensions of complex oriented generalized cohomology theories with
Landweber exact formal group laws. In this sense the differential extension of MU plays
a fundamental role in the theory.
It turned out that for bordism theories in general there are geometric constructions of
differential extensions in which additional structures like multiplications or integration
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are easy to built in. This has been used e.g. in [BKS10] to deliver a bordism model for
the differential extension of ordinary integral cohomology in which one has integration
and products and a simple verification the projection formula.
The discussion of the cycle map for complex bordism is in may aspects parallel to the
cycle map in the holomorphic and algebraic cases where one associates to Arakelov cycles
classes in absolute Hodge cohomology or Arakelov Chow groups. We will not try to review
the vast literature in this direction.
In the present course we discuss the differential extension of MU because it is fundamental
and simple. The constructions for other bordism theories are simple modifications of the
case of MU.
Let MU be a spectrum representing the complex bordism theory. We let A∗ := MU∗⊗C
and fix an equivalence c : MUC→ H(A) so that
MU→MUC c→ H(A) (40)
induces the complexification map in homotopy. We obtain a strict differential data
(MU, A, c) and therefore a differential extension (M̂U, R, I, a).
In the following we want to connect MU with the geometric picture. To this end we
realize MU as the Thom spectrum associated to the map BU → BO.
Cycles for complex cobordism classes are maps between manifolds with complex stable
normal bundle. In the following we give some details which are needed to generalize to
the geometric situation. Let f : W →M be a smooth map of manifolds.
Definition 4.91. A representative N of the stable normal bundle of f is an exact sequence
0→ TW df⊕α→ f ∗TM ⊕ Rk → N → 0 .
We call N → W the underlying bundle of N .
The sequence N is just the infinitesimal model of an embedding ι over M
W ι //
f
  
M × Rk
zz
M
.
Given ι we let α be the second component of dι.
Definition 4.92. A cycle for a class in MU(M) of degree n is a triple (f,N , J) of a
proper smooth map f : W → M such that dim(M) − dim(W ) = n, a representative of a
stable normal bundle N , and a complex structure J on its the underlying bundle.
There is a natural notion of an isomorphism between cycles. It is very usefulful to add
homotopies of representatives of the stable normal bundle with fixed underlying bundle
to the isomorphism relation. This point of view is also adopted in [BSSW09].
Definition 4.93. We let Cycle∗MU(M) denote the graded semigroup of isomorphism
classes of cycles with respect to disjoint sum.
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If we realize MU as the Thom spectrum of the map BU → BO, then the Thom-Pontrjagin
construction gives a map of semigroups
cycl : Cycle∗MU(M)→MU∗(M) .
Problem 4.94. Understand the details. One can actually put an equivalence relation
on Cycle∗MU involving stabilization of the representative of the stable normal bundle and
bordism such that cycl induces an isomorphism on quotients.
Proof. See [BSSW09] for details. 2
A complex vector bundle has an oriented underlying real vector bundle and therefore
a Thom class for HZ. Putting the HZ-Thom isomorphisms of the universal bundles
ξn → BU(n) for all n ≥ 0 together we get a Thom isomorphism
Φ : M∗(BU)
∼=→M∗(MU)
for every HZ-module spectrum M . Note that on the right-hand side we consider the spec-
trum cohomology of MU with coefficients in M . The shifts involved in the construction
of MU ensure that there is no degree-shift in the Thom isomorphism. In particular, we
have the Thom isomorphism
Φ : H(A)0(BU)
∼→ H(A)0(MU) .
Under this isomorphism the spectrum cohomology class c : MU
(40)→ H(A) corresponds to
a cohomology class
u := Φ−1(c) ∈ H(A)0(BU) .
The space BU classifies stable complex vector bundles. For a stable complex vector bundle
N → W classified by a map ρ : W → BU we write
u(N) := ρ∗u ∈ H(A)0(W ) . (41)
If (f,N , J) is a cycle, then f is proper and oriented for ordinary cohomology. Hence we
have an Umkehr map
f! : H(A)
∗(W )→ H(A)∗+n(M) ,
(see 4.9 for more details on Umkehr maps which are denotes there by I(ι, ν)!).
Problem 4.95. Show that c(cycl(f,M, J)) = f!(u(N)) ∈ H(A)n(M).
We know that
HZ∗(BU) ∼= Z[c1, c2, . . . ]
is a polynomial ring in the universal Chern classes. Hence we can interpret
u ∈ H(A)0(BU) ∼= A[[c1, c2, . . . ]]0
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as a formal power series in the universal Chern classes with coefficients in A. Given a
connection ∇ on the complex vector bundle N we can define the form
u(∇) = u(c1(∇), . . . ) ∈ ΩA0cl(W ) (42)
by replacing the universal Chern classes by the corresponding Chern forms. Observe that
Rham(u(∇)) = u(N) .
Example 4.96. The following exercise illustrates the nature of u. Note that
A = pi∗(MUC) ∼= C[[CP1], [CP2], . . . ]
is a polynomial ring in the complex bordism classes [CPn] ∈ MU2n of the complex pro-
jective spaces.
Problem 4.97. Find an explicit formula for u in terms of the generators [CPn] and ck.
Proof. Suitable tools for this calculation can be found in [HBJ92]. 2
Let W be a k-dimensional manifold. Then we define the complex of distributional forms
on W as the topological dual
Ω∗−∞(W ) = Ω
k−∗
c (W, orW )
′ ,
where Ω∗c(W, orW ) denotes the complex of Fre´chet spaces of compactly supported smooth
forms with coefficients in the orientation bundle of W
We fix a manifold W and consider the sheaf Ω−∞ of distributional forms on W . Then we
define the sheaf
ΩA−∞ := Ω−∞ ⊗ A
and let ΩA−∞(W ) denote its complex of global sections.
Problem 4.98. Understand the difference between Ω−∞(W )⊗C A and ΩA−∞(W ).
If f : W → M is an oriented proper smooth map and n := dim(M) − dim(W ), then we
can define a push-forward
f! : Ω
∗
−∞(W )→ Ω∗+n−∞ (M)
as the adjoint of the pull-back
f ∗ : Ωc(M, orM)→ Ωc(W, f ∗orM) ∼→ Ωc(W, orW ) ,
where the identification f ∗orM ∼= orW is fixed by the orientation of f . We extend the
push-forward to the tensor product with A
f! : ΩA
∗
−∞(W )→ ΩA∗+n−∞ (M) .
Problem 4.99. Fill in some details.
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Let (f,N , J) be a MU-cycle and ∇ be a connection on the underlying complex bundle
of N . Then we get a form u(∇) ∈ ΩA0cl(W ) ⊆ ΩA0−∞,cl(W ).
We know that the inclusion
ΩA(M)→ ΩA−∞(M)
is a quasi-isomorphism. We use this to extend the de Rham isomorphism to distributional
forms
Rham : H∗(ΩA−∞(M))
∼→ H(A)∗(M)
(see [dR84] for details). The following proposition is the bordism analog of 4.71.
Problem 4.100. Show that
Rham(f!u(∇)) = c(cycl(f,N , J)) .
Definition 4.101. A geometric MU-cycle of degree n is a tuple (f,N , J,∇, η), where
(f,N , J) is a MU-cycle of degree n, ∇ is a connection on the underlying complex bun-
dle of N , and η ∈ ΩAn−1−∞ (M)/im(d) is such that f!(u(∇)) − dη ∈ ΩAncl(M). We let
Cycle
geom,∗
MU (W ) denote the graded semigroup of isomorphism classes of geometric MU-
cycles.
The sum operation is given by disjoint union of the geometric pieces and the sum of the
forms.
If h : W ′ → W , then we can define h∗(f,N , J,∇, η) if f is transverse to h.
Problem 4.102. Fill in the details. Note that the pull-back of η needs an argument.
Proof. See [BSSW09] for details.
Problem 4.103. Show that there exists unique additive differential refinement
ĉycl : Cyclegeom,∗MU → M̂U
∗
(M)
such that
I ◦ ĉycl(f,N , J,∇, η) = cycl(f,N , J) , R(ĉycl(f,N , J,∇, η)) = f!(u(∇))− dη
which is compatible with the partially defined pull-back.
Example 4.104. Let (M, g) be a closed compact Riemannian manifold. Let (f,N , J) be
an MU-cycle of degree n. Let us choose a connection ∇ on N . Then there exists a unique
η ∈ ΩAn−1−∞ (M) which is orthogonal to ker(d) and such that f!(u(∇)) − dη is harmonic.
We form
ĉycl(f,N , J,∇, η) ∈ M̂Un(M) .
Problem 4.105. Show that ĉycl(f,N , J,∇, η) does not depend on the choice of the
connection ∇.
Proof. Use a homotopy argument. 2
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Definition 4.106. We call this class
harm(f,N , J) := ĉycl(f,N , J,∇, η) ∈ M̂Un(M)
the harmonic class associated to the topological cycle (f,N , J).
In the case of ĤZ harmonic differential characters have been considered in [GM09].
Problem 4.107. Show that
harm : cycl∗MU(M)→ M̂U
∗
(M)
is additive.
We consider the manifold (S2, g) with the standard metric. Let γ : S1 → S2 be a smooth
embedding. The normal bundle of γ is trivialized. We get a representative
N : 0→ TS1 → f ∗TS2 ⊕ R→ S1 → S1 × C→ 0
of the stable normal bundle with complex structure J := i on the quotient. Then
harm(γ,N , J) ∈ M̂U1(S2) .
For x ∈ S2 we get
harm(γ,N , J)|x ∈ M̂U
1
(∗) ∼= C/Z .
Problem 4.108. Calculate the element harm(γ,N , J)|x ∈ C/Z for every x ∈ S2.
We consider the circle (S1, g). A point x ∈ S1 gives naturally rise to topological cycle
c(x) ∈ Cycle1MU(S1).
Problem 4.109. Describe the dependence of ĉycl(c(x)) on x.
4.6 Multiplicative structures
In this section we give a general construction of a multiplicative differential extension of a
multiplicative generalized cohomology theory. It was a common belief that this is possible,
but the details were an open problem for a while. Multiplicative extensions have been
known in special cases like ordinary cohomology, KU, MU and other bordism theories, or
Landweber exact theories. See [BSSW09] and [Upm11]. In the present section we restrict
attention to the commutative case which captures most examples. There should be an
analogous theory for the associative case.
The input for the construction is a multiplicative refinement of differential data.
Definition 4.110. A multiplicative differential data is a differential data (E,A, c) where
1. E ∈ CommMon(N(Sp)[W−1]∧) is a commutative ring spectrum,
2. A ∈ CommMon(Ch⊗) is a commutative DGA over C, and
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3. c : EC→ H(A) is a morphism of commutative ring spectra.
A morphism of differential data (E,A, c) → (E ′, A′, c′) is a commutative diagram in
CommMon(N(Sp)[W−1]∧)
E
f //
c

E ′
c′

H(A)
H(φ) // H(A′)
,
for some morphisms φ : E → E ′ in CommMon(N(Sp)[W−1]∧) and f : A → A′ of
DGA’s.
As before on can describe the ∞-category of strict multiplicative differential data as a
pull-back in ∞-categories ∞Cat
Datastr,mult //

N(CommMon(Ch)⊗)
H

CommMon(N(Sp)[W−1]∧)···∧MC //Mod(HC)
.
Before we turn to the construction of a multiplicative differential cohomology theory in
terms of a multiplicative differential function spectrum we first define what we mean by
a multiplicative differential extension of a multiplicative cohomology theory. In this way
we capture examples constructed by other means.
Definition 4.111. A multiplicative differential extension of the multiplicative cohomology
theory E∗ associated to a multiplicative data (E,A, c) is a tuple (Eˆ∗, R, I, a) which is a
differential extension of E such that Eˆ∗ has values in graded commutative rings, R and
I are transformations of ring-valued functors, and for x ∈ ΩA(M)/im(d) and y ∈ Eˆ(M)
we have
a(x) ∪ y = a(x ∧R(y)) .
Note that the notion of a multiplicative differential extension only depends on a homotopy
theoretic part of the data (E,A, c), namely the multiplicative cohomology theory E∗, the
differential graded algebra A, and the transformation of cohomology theories E∗ → H(A)∗
induced by c. Therefore we can talk about multiplicative extensions having only fixed
this coarser part datum. This is the way how previous definitions are related to the one
given here.
Let E ∈ CommMon(N(Sp[W−1]) be a commutative ring spectrum. It is a natural
question when the canonical strict data (Definition 4.46) (E,A, c) with A := pi∗(E) ⊗ C
can be refined to a multiplictive data.
Definition 4.112. We say that E is formal (over C), if there exists an morphism of ring
spectra c : E → H(A) refining the canonical morphism.
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Most of our examples are formal: HZ, MU (see 4.133), KU (see 4.124). One can also
show that the algebraic K-theory spectrum of a number ring is formal, see [BT12].
Observe that (HZ,C, HZ → HC) is a multiplicative data and (Hˆ∗Del, R, I, a) is an asso-
ciated multiplicative extension.
In the following we give a general construction of multiplicative extensions. If A is a
commutative DGA, then ΩA becomes a sheaf of commutative DGA’s.
Lemma 4.113. The de Rham equivalence refines to an equivalence
Rham : H(ΩA)→ Sm(H(A))
in Sm(CommMon(N(Sp)[W−1]∧)).
Proof. In principle we can repeat the proof of Proposition 4.39. The main point is to
observe that the integration map∫
: ΩA(M)→ Map(C∗(M), A)
refines to an equivalence in CommMon(Ch[W−1]⊗). This seems to be true (compare
[AS10]) but I do not know a good reference for this precise statement.
Therefore we give an alternative argument which does not involve integration of forms.
We know that
H(ΩA) ∈ Smdesc(CommMon(N(Sp)[W−1]∧))
is constant. We have a natural morphism
p∗H(ΩA(∗))→ H(ΩA)
in Sm(CommMon(N(Sp)[W−1]∧)), where p : Mf → ∗ is as in 4.18. Hence the natural
morphism
L(p∗(H(A))) = L(p∗(H(ΩA(∗))))→ H(ΩA) (43)
is an equivalence in Smdesc(CommMon(N(Sp)[W−1]∧)). On the other hand, in this
category we have the equivalence (see Problem 4.21)
L(p∗(H(A))) ∼→ Sm(H(A)) . (44)
We therefore get an equivalence
Rham : H(ΩA)
(44)◦(43)−1,∼−−−−−−−−→ Sm(H(A)) .
2
Problem 4.114. Verify that the equivalences obtained in 4.39 and 4.113 conincide.
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Note that the cone in Definition 4.51 can be written as a pull-back. The presentation of
the differential function spectrum can be refined to the multiplicative case by interpreting
that pull-back in smooth commutative ring spectra. We will actually refine
Diff•(E,A, c) :=
∨
n∈Z
Diffn(E,A, c)
to a commutative ring spectrum.
Via the sequence of canonical symmetric monoidal functors
N(Set)
ι→ N(sSet)[W−1] Σ
∞
+→ N(Sp)[W−1] (45)
the abelian group Z ∈ CommMon(N(Set)×) gives rise to a commutative ring spectrum
Σ∞+ ι(Z) ∈ CommMon(N(Sp)[W−1]∧) .
For a commutative ring spectrum R we define the commutative ring spectrum
R[z, z−1] := R ∧ Σ∞+ ι(Z) .
Note that this wedge product is the coproduct in the category of commutative ring spectra.
If one forgets the commutative ring structure, then R[z, z−1] ∼= ∨n∈ZR.
Problem 4.115. Show that there is a canonical equivalence
Σ∞+ ι(Z) ∧HZ→ H(Z[z, z−1])
in CommMon(Mod(HZ)∧HZ).
Proof. We first construct a map Σ∞+ ι(Z) → H(Z[z, z−1]). The functor Σ∞+ fits into an
adjunction
Σ∞+ : CommMon(N(sSet)[W
−1]×)  CommMon(N(Sp)[W−1]∧) : Ω∞ .
Therefore it suffices to construct a map
ι(Z)→ Ω∞H(Z[z, z−1])
in CommMon(N(sSet)[W−1]×). We further have an adjunction
pi0 : CommMon(N(sSet)[W
−1]×)  CommMon(N(Set)×) : ι .
The unit of this adjunction provides the vertical map in the diagram
Ω∞H(Z[z, z−1])

ι(Z)
77
n7→zn// ι(Z[z, z−1])
.
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This vertical map is an equivalence so that we can choose the lift ι(Z)→ Ω∞H(Z[z, z−1])
in CommMon(N(sSet)[W−1]×).
By extension of coefficients we get a map
Σ∞+ ι(Z) ∧HZ→ H(Z[z, z−1])
in CommMon(Mod(HZ)∧HZ). It induces an isomorphism in homotopy and therefore is
an equivalence. 2
Assume that A is a commutative differential graded algebra. Then we can form the tensor
product A[z, z−1] := A⊗Z[z, z−1]. It is a coproduct in commutative graded algebras. Since
the equivalence H preserves coproducts we get an equivalence
H(A[z, z−1]) ' H(A) ∧HZ H(Z[z, z−1]) 4.115' H(A)[z, z−1]. (46)
We consider the presheaf of complexes
σ≥•ΩA :=
⊕
n∈Z
σ≥nΩA .
If A is a commutative DGA, then σ≥•ΩA is a commutative DGA as well such that the
natural embedding ⊕
n∈Z
σ≥nΩA ⊆
⊕
n∈Z
ΩA ∼= ΩA[z, z−1] (47)
preserves the differential graded algebra structures. In particular, we have a map of
presehaves commutative ring spectra
H(σ≥•ΩA)→ H(ΩA[z, z−1]) . (48)
Definition 4.116. We define Diff•(E,A, c) ∈ Sm(CommMon(N(Sp)[W−1]∧)) as the
pull-back
Diff•(E,A, c) //

H(σ≥•ΩA)
Rham

Sm(E[z, z−1]) c // Sm(H(A)[z, z−1])
.
The left vertical map involves (48), de Rham equivalence, an the identification (46). Note
that
pin(Diff
•(E,A, c)) =
⊕
k∈Z
pin(Diff
k(E,A, c))
forms a bigraded ring. In particular, by taking the diagonal, we get the graded ring-valued
functor
Eˆ∗ :=
⊕
k≥Z
pik(Diff
k(E,A, c)) .
By construction, the transformations
R : Eˆ∗ → ΩA∗cl , I : Eˆ∗ → E∗
become transformations between graded commutative ring valued functors.
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Problem 4.117. Show that for x ∈ ΩAn−1(M)/im(d) and y ∈ Eˆm(M)
a(x) ∪ y = a(x ∪R(y)) .
Example 4.118. If we apply the above construction to the data (HZ,R, c), where c :
HZ→ HC is the canonical map, then we get the multiplicative structure on ĤZ∗.
Problem 4.119. Show that the canonical isomorphism Hˆ∗Del ∼= ĤZ from Problem 4.59 is
multiplicative.
Example 4.120. The sphere spectrum S is a commutative ring spectrum which comes
with a canonical map of ring spectra c : S → HC. We get the differential function ring
spectrum Diff•(S,C, c). Note that every spectrum is an S-module.
Problem 4.121. Let (E,A, c) be a multiplicative data. Work out the definition of a
module data (F,B, d). Construct Diff(F,B, d) as a Diff(E,A, c)-module.
Problem 4.122. Show that for every differential data (E,A, c) we get a Diff•(S,C, c)-
module structure on Diff•(E,A, c).
Example 4.123. We can fix an isomorphism of commutative ring spectra
c : KUC ∼= H(C[b, b−1]) .
Problem 4.124. Show this!
Proof. We first consider connective K-theory ku. Similarly as in Problem 4.133 we pro-
duce an equivalence of ring spectra
ku ∧H(C) ∼= H(C[b]) .
It is useful to write the localization ι : N(Ch)→ N(Ch)[W−1] explicitly. So more precisley
we should write ku∧H(C) ∼= H(ι(C[b])). Then we invert the multiplication by b. We get
KU ∼= ku[b−1] ∼= H(ι(C[b]))[b−1] ∼= H(ι(C[b])[b−1]) .
Here ι(C[b])[b−1] is the inversion of b in the∞-category algebras in over ι(C[b]). As a final
step one has to check that ι(C[b])[b−1] ∼= ι(C[b, b−1]). 2
Alternatively one can use the existence of a strictly multiplicative Chern form for vector
bundles with connection. Details can be found in [BT, Sec. 3.6].
The datum (KU,C[b, b−1], c) is a strict multiplicative differential datum. We therefore
get a multiplicative differential extension (K̂U, R, I, a).
Problem 4.125. Show that there exists a unique multiplicative differential extension as-
sociated to the datum described above. Observe that the extension is not unique if one
does not require multiplicativity.
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Proof. Compare with [BS10]. 2
Recall that Vectgeom is a semiring valued functor with product induced by the tensor
product.
Problem 4.126. Show that the geometric cycle map constructed in Theorem 4.73
ĉycl : Vectgeom → K̂U0
is a natural transformation of semiring valued functors.
Proof. Observe that the deviation from multiplicativity gives rise to a natural transfor-
mation
Vect× Vect→ KUC/Z−1 .
Now use that KUC/Z−1(BU(n)×BU(m)) = 0 for all n,m ≥ 0. 2
Example 4.127. The following exercise concerns aspects of the Sˆ∗-module structure
found in 4.122. Let ˆ : Sˆ∗ → K̂U∗ be the unit. We consider the tautological bundle L→
CP1 ∼= S2 with its invariant connection ∇. Then we get a class ĉycl(L,∇) ∈ K̂U0(S2).
Note that pi1(S) ∼= Z/2Z ∼= S−1(∗). The generator of this group is the class η of the
framed manifold S1 with the non-bounding framing coming from the group structure. It
has a canonical lift ηˆ ∈ Sˆ−1(∗). Let pSk : Sk → ∗ be the projection.
Problem 4.128. Calculate ˆ(ηˆ) ∈ K̂U−1 ∼= C/Z and p∗S2 ηˆ ∪ ĉycl(L,∇L) ∈ K̂U
−1
(S2).
Proof. Similarly, we consider the tautological H-bundle E → HP1 ∼= S4 with its invariant
connection ∇E. We get the element
ĉycl(L,∇) ∈ K̂U0(S4) .
The group SU(2) with its right-invariant framing represents a generator
σ ∈ pis3 = S−3(∗) ∼= Z/24Z .
It again lifts canonically to σˆ ∈ Sˆ−3(∗).
Problem 4.129. Calculate ˆ(σˆ) ∈ K̂U−3 ∼= C/Z and p∗S4σˆ ∪ ĉycl(E,∇E) ∈ K̂U
−3
(S4).
Proof. In the following we show how to reduce the calculation of ˆ : Sˆ∗(∗)→ K̂U∗(∗) to
a topological problem. For k ≥ 1 we have an isomorphism
SC/Z−k−1(∗) ∼→ Sˆ−kflat(∗)
I,∼→ S−k(∗) .
Let u ∈ S−k(∗), uˆ ∈ Sˆ−k(∗), and uC/Z ∈ SC/Z−k−1(∗) be its preimages under these
isomorphisms. Then ˆ(uˆ) = C/Z(uC/Z) ∈ KUC/Z−k−1(∗) ⊆ K̂U
k
(∗). The map
e : pik(S) ∼= S−k(∗)→ KUC/Z−k−1(∗) , u 7→ C/Z(uC/Z)
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is the complex variant of Adam’s e-invariant (cf [Bun11] and 4.238 for more details). It
is known that e(η) has order 2 and e(σ) has order 12. We conclude that ˆ(ηˆ) has order 2
and ˆ(σˆ) has order 12. We refer to 4.244 for the calculations.
Example 4.130. Let S ⊂ N be multiplicatively closed. Recall the construction of the
Adams operations from Example 4.84.
Problem 4.131. Show that there exists a unique multiplicative differential extension of
K̂U[S−1] and that the Adams operations Ψk, k ∈ S, extend to multiplicative operations
Ψˆk on K̂U[S−1].
Example 4.132. The data (MU, A,MUC ∼= H(A)) is a multiplicative.
Problem 4.133. Show this!
Proof. The point is to show that the map c : MU → H(A) refines to a morphism of
commutative ring spectra. Note that
A ∼= pi∗(MU ∧H(C)) ∼= pi0(mapMod(H(C))(H(C),MU ∧H(C)))
is a free commutative C-algebra in generators (xi)i∈N, cf. 4.96. We use the last incarnation
of the generators to construct a map of HC-modules
M := H(C)〈x1, . . . 〉 ∼=
⊔
i∈N
H(C)[− deg(xi)]→MU ∧HC .
It induces an equivalence of commutative algebras in Mod(H(C))
FreeMod(H(C))(M)
∼→MU ∧HC .
Since C is a Q-algebra the classical free commutative C-algebra over the graded vector
space C〈x1, . . . 〉 (which is A) coincides with the free commutative C-algebra taken in the
∞-category Mod(C). Hence
FreeMod(H(C))(M) ∼= H(FreeMod(C)C〈x1, . . . 〉) ∼= H(A) .
2
Problem 4.134. Use the arguments given in the proofs of 4.133 and 4.124 to show that
a commutative ring spectrum E is formal over C provided one of the following conditions
holds true:
1. pi∗(E)⊗ C is a free commutative algebra.
2. E is periodic and pi∗(E[0, . . . ,∞])⊗C is a free commutative algebra, where E[0, . . . ,∞]
denotes the connective cover of E.
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The multiplicative data (MU, A, c) gives rise to a multiplicative extension (M̂U
∗
, R, I, c).
The graded semigroup CyclegeomMU (W ) has a partially defined product. More precisely,
(f,N , J,∇, η) ∪ (f ′,N ′, J ′,∇′, η′) can be defined if f and f ′ are transverse. Details can
be found in [BSSW09].
Problem 4.135. Fill in the details. Show that the differential cycle map ĉycl obtained
in 4.103 is multiplicative.
Proof. Consider the deviation from multiplicativity. Use the compatibility of the cy-
cle map with the curvature to show that it induces a transformation MUl ⊗MUk →
MUC/Zk+l−1. Then argue that such a transformation is zero since MU is an even spec-
trum.
Problem 4.136. Assume that (M, g) is a compact Ka¨hler manifold or a compact sym-
metric space. Show that the harmonic cycle map
harm : Cycle∗MU(M)→ M̂U
∗
(M)
is multiplicative.
Proof. Use formality, or more precisely, that the product of harmonic forms is harmonic. 2
Let γ0, γ1 : S
1 → L3Z/pZ define a link. Observe that they have canonical refinements to
topological cycles c(γi) ∈ Cycle2MU(S3). Let cˆ(γi) ∈ Cyclegeom,2MU be geometric refinements.
Problem 4.137. Calculate
harm(cˆ(γ0)) ∪ harm(cˆ(γ1)) ∈MU4(L3Z/pZ) ∼= C/Z .
Example 4.138. In this example we use the notation AE := pi∗(E) ⊗ C. We have a
morphism of commutative ring spectra α : MU → KU. It induces a morphism of rings
AMU → AKU and a morphism of multiplicative data
αˆ : (MU, AMU, cMU)→ (KU, AKU, cKU) .
Note that the formal group law over pi∗(KU) associated to α is Landweber exact [Lan76].
As a consequence we have the Conner-Floyd theorem [CF66],[HH92] stating that for a
compact manifold M the map α induces an isomorphism
(MU(M)· ⊗MU· KU·)∗ ∼→ KU∗(M) .
This extends to differential cohomology. Note that M̂U(M)· is a M̂U
·
(0) ∼= MU·-module.
Problem 4.139. Show that if M is compact, then αˆ induces an isomorphism
(M̂U(M)· ⊗MU· KU·)∗ ∼→ K̂U
∗
(M) .
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Proof. See [BSSW09] for an argument. 2
Let ∗ → S2 be the inclusion of a point. It extends canonically to a cycle ∗ ∈ Cycle2MU(S2).
Problem 4.140. Calculate αˆ(harm(∗)) ∈ K̂U2(S2). More precisely, find a vector bundle
(V,∇) with connection such that b cycl(V,∇) = αˆ(harm(∗)).
4.7 Relative sites
In this subsection we introduce some language which is mainly used to capture, in the∞-
categorical context, the functoriality of construction like evaluations with proper support
and integration maps. If one is solely interested in the latter constructions for a specific
map of manifolds, then one should skip most of this subsection and just look how these
constructs look like when evaluated on a specific map.
The main application of this theory is the definition of the notion of differential cohomol-
ogy Eˆ∗K(W ) with support in a closed subset K ⊂ W , or with proper support Eˆ∗prop/M(W )
over a map f : W → M . Relative versions of ĤZ in the Cheeger-Simons and Hopkins-
Singer pictures have been considered and compared in [BT06]. See also [Zuc03].
For a manifold B we let Mf/B be the site of manifolds over B equipped with the topology
induced from Mf . We write objects in the form (M → B). A morphism (M → B) →
(M ′ → B) is a smooth map f : M → M ′ which preserves the structure maps to B. We
let
SmB(C) := Fun(N(Mf/B)
op,C)
denote the ∞-catgeory of smooth objects in C over B. In the present subsection we
generally assume that C is a presentable ∞-category.
Example 4.141. Here is the typical examples which one should have in mind. Let
V → B be a complex vector bundle. Then we obtain a smooth abelian group Γ(V ) ∈
SmdescB (N(Ab)) which associates to f : M → B the space of sections of the pull-back
f ∗V → M . Assume further that V has a flat connection ∇. Then we could form the
sheaf of chain complexes
Ω(V,∇) ∈ SmdescB (N(Ch)[W−1])
which associates to f : M → B the twisted de Rham complex Ω(M, f ∗V ) with differential
d⊗ 1 + 1⊗ f ∗∇.
For a smooth map f : W → B we have a functor f] : Mf/W →Mf/B given by
f](M → W ) := (M → W f→ B) .
It induces an adjunction
f ∗ := (f])∗ : SmB(C)  SmW (C) : f∗ .
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Note that f ∗X(M → W ) ∼= X(M → W → B). In order to describe the right-adjoint f∗
we consider the category Mf/(W → B) of diagrams of the form
D := V //

W

M // B
. (49)
A morphism D → D′ is a pair of smooth maps V → V ′ and M →M ′ which preserve the
structure maps. We have forgetful functors
p : Mf/(W → B)→Mf/W , p(D) := (V → W )
and
q : Mf/(W → B)→Mf/B , q(D) := (M → B) .
Both, p and q induce adjunctions
p∗ : Fun(N(Mf/W )op,C)  Fun(N(Mf/(W → B))op,C) : p∗
and
q∗ : Fun(N(Mf/B)op,C)  Fun(N(Mf/(W → B))op,C) : q∗ ,
and we have
f∗ = q∗p∗ .
It is now easy to see that
(f∗X)(M → B) = lim(Mf/(W→B))/(M→B)X(V → W ) . (50)
Problem 4.142. Show that f ∗ and f∗ preserve the subcategories of sheaves.
Proof. The assertion is clear for f ∗. For f∗ we can use formula (50). 2
Example 4.143. Let p : B → ∗ be the canonical map. It gives rise to a functor p∗ :
Sm(C) → SmB(C). For example, for ΩC ∈ Sm(N(Ch)[W−1]) we get p∗Ω(M → B) =
Ω(B). Continuing example 4.141, we have natural isomorphisms
f ∗Γ(V ) ∼= Γ(f ∗V ) , f ∗Ω(V,∇) ∼= Ω(f ∗V, f ∗∇) .
If X ∈ Sm(C), the we often use the notation XB := p∗X ∈ SmB(C).
If f : W → B is a submersion, then we have a functor f ] : Mf/B → Mf/W given by
f ](M → B) := M ×B W → W .
Problem 4.144. Show that for a submersion f we have f∗(X) := (f ])∗. In particular,
f∗ is exact.
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Proof. In this case (Mf/(W → B))/(M → B) has a final object
M ×B W //

W

M // B
.
2
We now assume that C is pointed by the zero object ∗, i.e. an object which is both, final
and initial. Our examples are stable ∞-categories, but also N(Ch). We have a functor
kernel : Fun(N([1]),C)→ C
which takes the fibre kernel(f) of a map f : C → D at ∗ → D.
Example 4.145. Let ι : N(Ch)→ N(Ch)[W−1] be the localization and A→ B an object
of Fun(N([1]), N(Ch)).
Problem 4.146. Show that there is a natural morphism
φ : ι(kernel(A→ B))→ kernel(ι(A)→ ι(B)) .
Analyse when it is an equivalence.
Proof. Since ι preserves the zero object we get the natural map φ by the universal property
of the pull-back defining the kernel. It is an equivalence for example, if A → B is level
wise surjective.
Note kernel(A → B) is given by the complex of level wise kernels of the map A → B.
On the other hand, kernel(ι(A) → ι(B)) is represented by the cone Cone(A → B)[−1].
The natural map φ is now represented by the canonical inclusion kernel(A → B) →
Cone(A → B)[−1]. If A → B is level wise surjective, then we get a map of long exact
sequences which shows that the map φ is a quasi-isomorphism. 2
Using these constructs we can define relative versions of smooth objects. Let K ⊂M be
closed and X ∈ Sm(C).
Definition 4.147. We define the evaluation of X with support in K by
XK(M) = X(M,M \K) := kernel(X(M)→ X(M \K)) .
Example 4.148. We get
(ΩnC)K(M)
∼= {ω ∈ Ωn(M,C) | ω|M\K = 0} = {ω ∈ Ωn(M,C) | supp(ω) ⊆ K} .
If we consider ΩC ∈ Sm(N(Ch)[W−1]), then (ΩC)K is not so simple since we must take
the kernel in the ∞-categorical sense. We can not simply take all forms supported in K.
See 4.161 for similar discussion.
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Definition 4.147 gives the evaluation of a functor XK on objects XK(M). In order to fully
construct this functor we proceed as follows. Consider the category Mf rel of pairs (M,U)
of manifolds and open subsets U ⊆M . A morphism (M,U)→ (M ′, U ′) is a smooth map
f : M →M ′ such that f(U) ⊆ U ′.
Problem 4.149. Define the extension
E : Sm(C)→ Fun(N(Mf rel)op,C)
which on objects acts as E(X)(M,U) = X(M,U).
Proof. We have a forgetful functor r : Mf rel →Mf , (M,U) 7→M . Furthermore, we have
a functor
d : Fun(N(Mf rel)
op,C)→ Fun(N(Mf rel)op,Fun(N([1]),C))
which maps X to the diagram X(M, ∅)→ X(U, ∅). Then we can write
E := kernel ◦ d ◦ r∗ : Sm(C)→ Fun(N(Mf rel)op,C) .
2
Problem 4.150. Assume that X satisfies descent, K ⊆ M is closed, V ⊆ M is open
and contains K. Then we have excision: The natural map XK(M) → XK(V ) is an
equivalence.
Definition 4.151. We define the compactly supported evaluation of X by
Xc(M) := colimKXK(M) ,
where the colimit is taken over all compact subsets K ⊆M .
Problem 4.152. Define a compactly supported extension functor
Ec : Sm(C)→ Sm(C)
such that
Ec(X)(M) ∼= Xc(M) .
Example 4.153. We get
Ec(ΩnC)(M) = {ω ∈ Ωn(M,C) | supp(ω) is compact} .
Example 4.154. We write pi∗(Sm(E)c) =: E−∗c for the compactly supportedE-cohomology
functor. This notation coincides with the common usage, but conflicts the use of the sym-
bol c otherwise in the present paper. The group E−∗c (M) is in general not the group of
cohomology classes in E−∗(M) which vanish outside of some compact subset.
Problem 4.155. Show that for every k ∈ Z there exists a natural isomorphism
Ekc (Rn) ∼= Ek−n(∗) . (51)
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We now define the push-forward with proper support along a smooth map W → B. We
let M˜f/(W → B) be the category of objects (D,K) with D a diagram as in (49) and
K ⊂ V closed such that the induced map K →M is proper. Morphisms f : D → D′ are
structure preserving maps such that f(M \K) ⊆M ′ \K ′. We define
p˜∗ : Fun(N(Mf/W )op,C)→ Fun(N(M˜f/(W → B))op,C)
in a natural way so that on objects
p˜∗(X)(D,K) := XK(V → W ) .
Problem 4.156. Make this precise.
Proof. Similar to 4.149. 2
Let r : M˜f/(W → B) →Mf/(W → B) be the functor which maps (D,K) to D. Then
we have an adjunction
r[ : Fun(N(M˜f/(W → B))op,C)  Fun(N(Mf/(W → B))op,C) : r∗ .
Explicitly,
(r[X)(D) = colimKX(D,K) .
Definition 4.157. We define the push-forward with proper support by
f! := q∗ ◦ r[ ◦ p˜∗ .
For X ∈ SmB(C) and (p : M → B) ∈Mf/B we write
Xprop/p(M → B) = Xprop/B(M → B) := ((idB)!id∗BX)(M → B) .
Example 4.158. Assume that f : W → B is an oriented submersion and n = dim(B)−
dim(W ). Consider ΩC ∈ SmB(N(Ch)). Then
(f!f
∗(ΩC)B)(M → B) = ΩC,prop/M(M ×B W )
is the space of forms on M ×BW with proper support over M . Note that M ×BW →M
is naturally an oriented submersion.
Problem 4.159. Show that integration over the fibre defines a transformation∫
W/B
: f!f
∗(ΩC)B → (ΩC[n])B .
Example 4.160. Let ι : N(Ch)→ N(Ch)[W−1] be the localization. Let Ω ∈ SmdescB (N(Ch))
be a complex of soft sheaves. We have a natural map (see 4.146)
ι(f!f
∗Ω)→ f!f ∗ι(Ω) .
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Problem 4.161. Show that the natural map
ι(f!f
∗Ω)→ f!f ∗ι(Ω)
is an equivalence.
Proof. We fix M → B. Then we must show that
ι(Ωprop/M(M ×B W →M))→ ι(Ω)prop/M(M ×B W →M)
is an equivalence. We have
Ωprop/M(M ×B W →M) = colimKΩK(M ×B W →M)
where K ⊆M ×B W is proper over M . On the other hand
ι(Ω)prop/M(M ×B W ) = colimKι(Ω)K(M ×B W →M) .
The filtered colimit commutes with the limit defining the support. We therefore get and
Ωprop/M(M×BW →M) = kernel(Ω(M×BW →M)→ colimKΩ((M×BW \K)→M))
and
ι(Ω)prop/M(M×BW →M) = kernel(ι(Ω(M×BW →M))→ colimKι(Ω(M×BW\K)→M)) .
Since a filtered colimit commutes with cohomology we see that
colimKι(Ω((M ×B W \K)→M)) ∼= ι(colimKΩ((M ×B W \K)→M)) .
Since Ω is soft the map Ω(M×BW )→ colimKΩ(M×BW \K) is surjective. This implies
by 4.146 that its kernel also represents the kernel taken after localization. 2
Example 4.162. We consider a differential data (E,A, c). Define Diff(E,A, c)nK(W ) as
in 4.147.
Problem 4.163. Assume that the data (E,A, c) is strict. Make the long exact sequence
of the pair (W,W \K) in differential E-cohomology explicit.
Proof. For every n we have sequence
· · · → EC/Zn−2(W )→ EC/Zn−2(W\K)→ EˆnK(W )→ Eˆn(W )→ Eˆn(W\K)→ En+1(K)→ . . .
which continues with the long exact pair sequences of EC/Z∗ and E∗ to the left and the
right. 2
Problem 4.164. Derive the compactly supported version of the exact sequence (38).
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Proof. We have
→ Ek−1c (M)→ ΩAk−1c /im(d|ΩAk−2c )→ Eˆkc (M)→ Ekc → 0 .
To see this consider the filtered colimit over the compact subsets of M of the pull-back
diagrams defining Diffk(E,W, c)K . Commute the colimit inside and use 4.146 to com-
mute the colimit with the localization on the de Rham side. 2
Problem 4.165. Assume that the data (E,A, c) is multiplicative. Let K,K ′ ⊆ W be
closed. Show that Eˆ∗K(M) is an Eˆ
∗(W )-module. Refine this structure to a product
Eˆ∗K(W )⊗ Eˆ∗K′(W )→ Eˆ∗K∩K′(W ) .
Example 4.166. We consider the compact subset {0} ⊂ R and calculate ĤZ∗{0}(R) using
the exact sequences. We write out the interesting pieces:
C/Z→ C/Z⊕ C/Z→ ĤZ2{0}(R)→ 0
0→ ĤZ1{0}(R)→ Ω0(R,C)/Z→ Ω0(R \ {0},C)/Z⊕ Z
0→ ĤZ0{0}(R)→ Z→ Z⊕ Z
We conclude that
ĤZ
k
{0}(R) ∼=
{
0 k 6= 2
C/Z k = 2 .
Problem 4.167. Calculate ĤZ
k
[0,1](R).
Proof. Use again the exact sequences. The result is
ĤZ
k
[0,1](R) ∼=

C/Z k = 2
0→ Ω0[ ((0, 1),C)→ ĤZ
1
[0,1](R)→ Z→ 0 k = 1
0 k 6∈ {1, 2}
.
Here Ω0[ ((0, 1),C) ⊂ Ω0((0, 1),C) are those functions on the interval which extend smoothly
by zero to R. 2
Problem 4.168. Calculate ĤZ
∗
{1}(S
1).
Proof. We write out the relevant sequences.
C/Z =→ C/Z→ ĤZ2{1}(S1)→ C/Z→ 0
0→ ĤZ1{1}(S1)→ ĤZ
1
(S1)→ Ω0(S1 \ {1},C)/Z
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0→ ĤZ0{0}(S1)→ Z =→ Z
We conclude that
ĤZ
k
{1}(S
1) ∼=
{
0 k 6= 2
C/Z k = 2 .
2
The coincidence ĤZ
∗
{0}(R) ∼= ĤZ
∗
{1}(S
1) is of course expected by excision.
Example 4.169. We calculate ĤZ
∗
c(R) using 4.164. We again write out the relevant
sequences
0→ C/Z→ ĤZ2c(R)→ 0
0→ Ω0c(R)→ ĤZ
1
c(R)→ Z→ 0 (52)
0→ ĤZ0c(R)→ 0
We conclude that
ĤZ
k
c (R1) ∼=

C/Z k = 2
(52) k = 1
0 k 6∈ 1, 2
.
Alternatively we could use 4.167
Example 4.170. Let W be a smooth oriented n-manifold with boundary ∂W .
Problem 4.171. Calculate ĤZ
n
∂W (W ), ĤZ
n+1
∂W (W ) and ĤZ
n+1
c (W \ ∂W ).
Proof. For the calculation we use appropriate exact sequences, e.g. the pair sequence ob-
tained in 4.163. We get ĤZ
n
∂W (W )
∼= C/Z and ĤZn+1∂W (W ) ∼= 0 and ĤZ
n+1
c (W \ ∂W ) ∼=
C/Z. 2
Problem 4.172. If N ⊆ M is a closed embedded submanifold of non-zero codimension,
then we have for every k ∈ Z a natural isomorphism EˆkN(M) ∼= EC/Zk−1(M,M \N).
Proof. Use 4.163. 2
Problem 4.173. If N ⊆ M is an embedded submanifold of codimension zero, then we
have for every k ∈ Z a natural injection Eˆkc (N \ ∂N) ⊆ EˆkN(M)
Proof. Note that we can not expect an isomorphism since the elements of Eˆkc (N \ ∂N)
have curvature compactly supported in N \ ∂N while the curvatures of the elements in
EˆkN(M) can be smoothly extended by zero to M , but need not be supported properly in
the interior of N . We have seen this effect already in the calculation 4.167. 2
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Example 4.174. We have the de Rham equivalence in Smdesc(N(Sp)[W−1])
Rham : H(ΩA)→ Sm(H(A))
which as an eqivalence of sheaves of ring spectra if A is a commutative dga.
Problem 4.175. Show that it naturally induces an equivalence
Rham : H(ΩAprop/M)→ Sm(H(A))prop/M
in Sm(Mod(HZ)) (or Sm(Mod(H(ΩA))) if A is a commutative dga).
Proof. Use the naturality of Rham. 2
If the differential data (E,A, c) is multiplicative we can interpret the construction of
Diff•(E,A, c)prop/M in p∗Diff•(E,A, c)-module spectra. In particular we get a p∗Eˆ∗-
module structure on Eˆ∗prop/M , where we define
Eˆ∗prop/M := pi∗(Diff
•(E,A, c)prop/M) .
Again this notation is sloppy in the sense note earlier in 4.154.
Problem 4.176. Analyse the difference between Eˆ∗prop/M = pi∗(Diff
•(E,A, c)prop/M) and
the group pi∗(Diff•(E,A, c))prop/M of differential cohomology classes having proper support
over M .
Proof. Eˆ∗prop/M is a subgroup of Eˆ
∗
M consisting of those elements which vanish after re-
striction to the complement of a sufficiently large subset which is proper over M . Eˆ∗prop/M
maps to pi∗(Diff•(E,A, c))prop/M , but not injectively in general. 2
Example 4.177. Let f : W → M be a smooth map. In order to explicitly construct
differential cohomology classes which are properly supported over M we need versions of
the cycle maps which respect supports. We first consider the case of bordism.
Definition 4.178. A geometric MU-cycle (cf. Def. 4.101) (g,N , J,∇, η) on W is prop-
erly supported over M if the composition f ◦ g is proper and η has proper support over
M .
We let Cyclegeom,∗MU,prop/M(W ) denote the graded semigroup of isomorphism classes of geo-
metric MU-cycles.
Problem 4.179. Show that there exists natural refinement of the cycle map ĉycl intro-
duced in 4.103 to a cycle map
ĉycl : Cyclegeom,∗MU,prop/M(W )→ M̂U
∗
prop/M(W ) .
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Proof. Let c := (g : E → W,N , J,∇, η) be a geometric MU-cycle which is properly
supported over M . Then there exists a closed subset K ⊆ W which is proper over M
such that g(E) and supp(η) are contained in the interior of K. The restriction of the
cycle c to W \K is the zero cycle. We can consider (g,N , J) as a relative cycle for the
pair (W,W \K) and therefore get a class
y := cycl(g,N , J) ∈MU∗(W,W \K) ∼= MU∗K(W ) .
We have an exact sequence (cf. 4.163)
. . .MUC/Z∗−2(W \K)→ M̂U∗K(W )→ M̂U
∗
(W )→ M̂U∗(W \K) .
Since ĉycl(x)|W\K = 0 we conclude that there exists a class yˆ ∈ M̂UK(W ) which maps
to ĉycl(c) ∈ M̂U∗(W ). The class yˆ ∈ M̂UK(W ) is unique up to elements which come
from MUC/Z∗−2(W \K). The image of MUC/Z∗−2(W \K)→ M̂U∗K(W ) is detected by
the composition with I. Hence we can choose yˆ uniquely such that I(yˆ) = y. We define
ĉycl(c) := yˆ .
2
A cycle for a differential K-theory class on W which is properly supported over M is given
by the following data (V0, V1,∇0,∇1, φ,K), where (Vi,∇i), i = 0, 1 are complex vector
bundles with connection on W , K ⊆ W is closed and proper over M , and φ : (V0)|W\K →
(V1)W\K is a connection-preserving vector bundle isomorphism.
Problem 4.180. Show that there exists a unique natural and additive way to associate
to the data (V0, V1,∇0,∇1, φ,K) a class
ĉycl(V0, V1,∇0,∇1, φ,K) ∈ K̂UK(W ) .
4.8 Thom classes
Let E ∈ CommMon(Sp[W−1]) be a commutative ring spectrum which represents the
multiplicative cohomology theory E∗. Assume that f : W → M is a real vector bundle
of dimension n. A Thom class of W is a class ν ∈ Enprop/M(W ) whose restriction to each
fibre Wm, m ∈M maps to ±1 under the isomorphism
Enprop/m(m)
∼= Enc (Rn)
(51)∼→ E0(∗) . (53)
The first isomorphism depends on an identification of the fibre Wm with Rn. If the
characteristic of the ring pi∗(E) is not 2, and if we fix a Thom class on W →M , then the
bundle W acquires an induced ordinary orientation. An oriented frame of the fibre Wm,
i.e an orientation-preserving isomorphism Wm ∼= Rn, is characterized by the requirement
that ν goes to 1 under (53).
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Definition 4.181. A differential Thom class on a real n-dimensional vector bundle W →
M is a class νˆ ∈ Eˆnprop/M(W ) such that I(νˆ) =: ν ∈ Enprop/M(W ) is a Thom class. We say
that νˆ refines ν. We define
Td(νˆ) :=
∫
W/M
R(νˆ) ∈ ΩA0cl(W ), Td(ν) := Rham(Td(νˆ)) ∈ H(A)0(W )×
Problem 4.182. Show that every Thom class has a differential refinement.
Problem 4.183. If νˆ is a differential Thom class on W →M , then show that
Td(νˆ) = 1 +
∑
j
ejωj
with homogeneous elements ej ∈ E<0 and ωj ∈ Ω− deg(ej)cl (M,C). Conclude that Td(νˆ) is
a unit.
Proof. Note that
∑
j e
jωj is nilpotent. 2
The topological Thom class gives a Thom isomorphism
Φν := ν ∪ f ∗(. . . ) : E∗(M)→ E∗+nprop/M(W )
of E∗(M)-modules.
Problem 4.184. Assume that (E,A, c) is strict. Show that the differential version
νˆ ∪ f ∗(. . . ) : Eˆ∗(M)→ Eˆ∗+nprop/M(W )
is an injective morphism of Eˆ∗(M) modules.
Proof. Let x ∈ Eˆk(M) and assume that νˆ ∪ f ∗(x) = 0. Then R(νˆ ∪ f ∗(x)) = R(νˆ) ∧
f ∗R(x) = 0. We conclude that
∫
W/M
R(νˆ)∧R(x) = 0. Since ∫
W/M
R(νˆ) is a unit by 4.183
we see that R(x) = 0. Hence x is flat. For a flat class x the class νˆ ∪ f ∗(x) is the image of
x under the Thom isomorphism E∗C/Zk−1(M)→ E∗C/Zk−1+nprop/M(W ). Therefore x = 0. 2
Definition 4.185. We say that two differential Thom classes νˆ ′, νˆ on a bundle N → W
are homotopic if there exists a differential Thom class ˜ˆν on the pull-back N˜ := pr∗N →
I ×W which connects νˆ ′ and νˆ and satisfies Td(˜ˆν) = pr∗Td(νˆ).
Note that because of the condition on the Td-forms homotopy in the sense of differential
Thom classes is a stronger condition than just homotopy as differential cohomology classes.
In particular, if νˆ and νˆ ′ are homotopic, then we have the equality Td(νˆ) = Td(νˆ ′).
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Problem 4.186. We assume that (E,A, c) is strict. Show that homotopy classes of
differential Thom classes refining a given underlying topological Thom class ν and with
fixed form Td(νˆ) are classified by the group
H(A)−1(W )
Td(ν) ∪ c(E−1(W )) .
Proof. Let νˆ and νˆ ′ be two differential Thom classes on a bundle pi : N → W refining the
same underlying topological Thom class ν and such that we have an equality of integrals
Td(νˆ) :=
∫
N/W
R(νˆ ′) =
∫
N/W
R(νˆ) .
Then there exists a form η ∈ ΩAn−1prop/W (N)/im(d) uniquely determined up to c(En−1prop/W (N))
such that νˆ ′ − νˆ = a(η). We calculate that d ∫
N/W
η = 0. By the Thom isomorphism in
cohomology we have ∫
N/W
c(En−1prop/W (N)) = Td(ν) ∪ c(E−1(W )) .
We therefore define the difference class
δ(νˆ ′, νˆ) := Rham(
∫
N/W
η) ∈ H(A)
−1(W )
Td(ν) ∪ c(E−1(W )) . (54)
We claim that δ(νˆ ′, νˆ) exactly detects whether the two Thom classes νˆ and νˆ ′ are homo-
topic.
First we show that if δ(νˆ ′, νˆ) = 0, then νˆ ′ and νˆ are homotopic. Assume that δ(νˆ ′, νˆ) = 0.
Then we can find an element y ∈ E−1(W ) such that
Rham(
∫
N/W
η) = Td(ν) ∪ c(y) .
We can find a closed form β ∈ ΩAn−1prop/W,cl(N)/im(d) such that Rham(β) = c(z) for z :=
ν ∪pi∗y and ∫ β = ∫ η. Indeed, if β0 is some representative of the class c(z), then we have∫
N/W
η − ∫
N/W
β0 = dα. We then set
β := β0 + d(R(νˆ) ∧ pi∗(α ∪Td(νˆ)−1)) .
We now have νˆ ′ − νˆ = a(η) = a(η − β). We consider the homotopy
˜ˆν := νˆ + t(η − β) .
We must check the curvature condition. We have
R(˜ˆν) = pr∗R(νˆ) + dt ∧ (η − β) + t ∧ dη .
125
Since
∫
N/W
dη = 0 and
∫
N/W
(η − β) = 0 we conclude that
Td(˜ˆν) = pr∗Td(νˆ) .
We assume now that νˆ ′ and νˆ are connected by a homotopy ˜ˆν. By the homotopy formula
νˆ ′ − νˆ = a(
∫
I×N/N
R(˜ˆν)) .
Hence we get
δ(νˆ ′, νˆ) =
∫
I×N/W
R(˜ˆν) =
∫
I×W/W
pr∗R(νˆ) = 0 .
Finally, let y ∈ H(A)−1(W ) and νˆ be given. Then we define
νˆ ′ := νˆ + a(R(νˆ) ∧ pi∗(Td(νˆ)−1 ∪ y)) .
With this choice
δ(νˆ ′, νˆ) = [y] ∈ H(A)
−1(W )
Td(ν) ∪ c(E−1(W )) .
2
The solution of Problem 4.186 allows to state the following two-out-of-three principle.
Assume that (E,A, c) is strict. Let N = N0 ⊕ N1 be a decomposition of the bundle
N → W and pi : N → Ni be the projections. Then we consider the relation
νˆ = p∗0νˆ0 ∪ p∗1νˆ1 (55)
between differential Thom classes on N and the summands Ni.
Problem 4.187. Show that two of these classes determine the third uniquely up to ho-
motopy such that (55) holds true.
Proof. Assume that νˆ and νˆ1 are given. The equality
Td(νˆ1) =
Td(νˆ)
Td(νˆ0)
fixes the Td-form of νˆ1. If we choose any differential Thom class νˆ
′
1 with this Td-form,
then we have a class
δ := δ(νˆ, p∗0νˆ0 ∪ p∗1νˆ ′1) ∈
H(A)−1(W )
Td(ν) ∪ c(E−1(W )) .
We are forced to define
νˆ1 := νˆ
′
1 + a(R(νˆ
′
1) ∧ pr∗(Td(νˆ1)−1 ∪ δ)) .
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2We now discuss the special case of the Thom isomorphism for trivial bundles. In particular
we relate it with the suspension isomorphism on the one hand, and with the integration
of differential forms on the other. Let pr : Rn → ∗ be the projection. Then we can
construct a commutative diagram in N(Sp)[W−1]. It turns out to be useful not to hide
the localization ι : N(Ch)→ N(Ch)[W−1].
pr!pr
∗Sm(E)

c // pr!pr
∗Sm(H(A))

pr!pr
∗H(ΩA)
Rham
oo pr!pr
∗H(ι(σ≥kΩA))oo
H(ι(pr!pr
∗ΩA))
(ii)
OO
(i)

H(ι(pr!pr
∗σ≥kΩA))oo
(ii)
OO
(i)

Sm(E[−n]) c // Sm(H(A)[−n]) H(ι(ΩA[−n]))
Rham
oo H(ι(σ≥k−nΩA[−n]))oo
(56)
The two vertical maps in (56) marked by (i) are induced by the integration of forms
∫
Rn
(see 4.158). Note that we can not define the integration on pr!pr
∗ι(ΩA) directly since the
elements of its evaluation are not really properly supported forms.
The arrows marked by (ii) are equivalences, similar to 4.161.
The lower right square and the upper right square commute. We explain the construction
of the left vertical maps in the evaluation at M . For r > 0 let Bc(r) ⊂ Rn be the
complement of the closed r-ball centered at zero. Then we have a canonical identification
Smprop/M(E)(M × Rn) ∼= colimrMap(Σ∞(M+ ∧ (Rn/Bc(r))), E)
If we identify Sn with the one-point compactification of Rn, then we get a compatible
system of natural maps Sn → Rn/Bc(r) for all r > 0 and therefore a map
colimrMap(Σ
∞(M+∧ (Rn/Bc(r))), E)→ Map(Σ∞M+∧Σ∞Sn, E) ∼= Map(Σ∞M+, E[−n]) ,
were
E[−n] := Map(Σ∞Sn, E) .
The composition of these maps gives the arrow
Smprop/M(E)(M × Rn)→ Sm(E[−n])(M)
and, similarly,
Smprop/M(H(A))(M × Rn)→ Sm(H(A)[−n])(M) .
The left square in (56) commutes.
Problem 4.188. The middle square in (56) commutes. If A is a commutative dga, then
we can interpret this square in H(ΩA(M))-modules.
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Proof. Note that A is a C-module. Moreover, the vertical arrow and the composition
(i) ◦ (ii)−1 are isomorphisms whose inverse is given by the multiplication with a repre-
sentative of the Thom class HΩnc,cl(Rn,C) and its image under Rham. The square with
the vertical arrows inverted thus commutes since Rham is multiplicative and preserves the
Thom classes. 2
If one takes the product of these diagrams (56) over all k and uses the fact that the
diagram of ring spectra Diff•(E,A, c) acts naturally on all entries one can refine this
product to a diagram in Mod(Diff•(E,A, c)).
Problem 4.189. Show that the diagram (56) induces a desuspension map
desusp : pr!pr
∗Diff•(E,A, c)→ Diff•−n(E,A, c)
(of Diff•(E,A, c)-modules).
Proof. We must interchange the order of pr!pr
∗ and the finite limit defining Diff•(E,A, c).
This works since pr! involves filtered colimits, only. 2
Corollary 4.190. We have a desuspension map
desusp : E∗prop/M(M × Rn)→ E∗−n(M)
of E∗(M)-modules.
In order to verify functorial properties of differential integration maps we need the fol-
lowing statement about desuspension in stages.
Problem 4.191. We have a refinement of the desuspension map
desusp : Eˆ∗prop/M(M × Rl × Rn)→ Eˆ∗−nprop/M(M × Rl) ,
and the diagram
Eˆprop/M(M × Rl × Rn) //
desusp
))
Eˆ∗−n−l(M)
Eˆ∗−nprop/M(M × Rl)
desusp
66
commutes.
Proof. Write out the diagram (56) as a composition of two similar, appropriately adapted
diagrams. 2
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Example 4.192. Let νˆ ∈ Ŝnc (Rn) be a differential Thom class in differential stable coho-
motopy refining the canonical class in Snc (Rn). Exterior multiplication by νˆ (see 4.122)
induces a map
νˆ × . . . : Eˆ∗(M)→ Eˆprop/M(M × Rn) .
Problem 4.193. Show that on Eˆ∗(M) we have the identity
desusp ◦ (νˆ × . . . ) = id .
Example 4.194. In this example we discuss the geometric construction of differential
MU-Thom classes for complex vector bundles with connection. Let p : V →M be a real
vector bundle of dimension 2n with a complex structure I. We consider the zero section
0V : M → V . We have a canonical inclusion ι : p∗V → TV by the linear structure and
an isomorphism TM ⊕ V d0V +0
∗
V ι→ 0∗V TV . In particular we get an exact sequence
N0V : 0→ TM d0V→ 0∗V TV → V → 0
which turns V into the normal bundle of 0V . We therefore get an MU-cycle (0V ,N0V , I)
of degree 2n (cf. Definition 4.92) and a class νMU := cycl(0V ,N0V , I) ∈ MU2nprop/M(V )
(see the proof of 4.179 for the support condition).
Problem 4.195. 1. Show that νMU is a MU-Thom class of V .
2. Show that νMU can be refined to a class in MU
2n
0V
(V ).
Let now ∇ be a connection on V preserving the complex structure I. Then we can define
the form u(∇) ∈ ΩA0cl(M) as in (42).
Problem 4.196. Show that there exists a differential Thom class νˆ ∈ M̂U2nprop/M(V ) such
that
Td(νˆ) = u(∇) .
Proof. Let η ∈ ΩA2n−1−∞ (V )prop/M be some distributional form such that 0V,!(u(∇))− dη =
0. Then we have by 4.179 a differential Thom class
νˆ0 := cycl(0V ,N0V , I,∇, η) ∈ M̂U
2n
prop/M(V ) .
Even without having a solution of Problem 4.179 it is clear that there exists a differential
Thom class νˆ0 ∈ M̂U
2n
prop/M(V ) with Td(νˆ0) = u(∇)− d
∫
V/M
η since this form represents
the correct cohomology class. Now d
∫
V/M
η is smooth and exact. Hence there exists a
smooth form µ ∈ ΩA−1(M) such that dµ = d ∫
V/M
η. We can further choose a form
µ˜ ∈ ΩA2n−1prop/M(V ) such that
∫
V/M
µ˜ = µ. We define a corrected Thom form νˆ := νˆ0 + a(µ˜)
which satisfies
Td(νˆ) = u(∇) .
2
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Note that the homotopy class of the differential Thom class νˆ ∈ M̂U2nprop/M(V ) is not
uniquely determined by the condition Td(νˆ) = u(∇). In fact, by the solution of Problem
4.186 the set of such Thom classes forms a torsor over
H(A)−1(M)
u(V ) ∪ c(MU−1(M)) ,
see (41) for the characteristic class u(V ). One can fix this ambiguity by requiring natu-
rality.
Problem 4.197. Show that there is a unique way to associate a homotopy class of dif-
ferential Thom classes νˆ(∇V ) ∈ M̂U2nprop/M(V ) to a n-dimensional complex vector bundle
with connection (V,∇V ) on a manifold M which is natural under pull-back and such that
Td(νˆ(∇V )) = u(∇V ).
Proof. We use the same technique which was already successful in the proofs of 3.42,
3.79 and 4.73. For the notation see also 2.117. The classifying space for n-dimensional
complex vector bundles is BU(n). Let m := dim(M). We can find a factorization
V

H //W

// ξn

M
h // N
u // BU(n)
of the classifying map of the bundle V → M , where u : N → BU(n) is m + 1-connected
and ξn → BU(n) is the universal n-dimensional complex vector bundle. We can assume
that W has a connection ∇W which pulls back to ∇V .
The odd degree cohomology of N is concentrated in degrees which exceed the dimension
of M so that the pull-back
h∗ :
H(A)−1(N)
u(W ) ∪ c(MU−1(N)) →
H(A)−1(M)
u(V ) ∪ c(MU−1(M))
vanishes. If we choose νˆ(W ) such that Td(νˆ(W )) = u(∇W ), then the pull-back H∗νˆ(W )
satisfies Td(νˆ(∇V )) = u(∇V ) as required and is independent of the choice of νˆ(W ). We
are forced to define
νˆ(∇V ) := H∗νˆ(W ) .
It remains to show that νˆ(∇V ) is well-defined independently of the choices, and to verify
that our construction of the differential Thom class is natural. For well-definedness we
argue as before. Two choices can be related with a third by a diagram
N
g
!!
u
))
M
h
>>
h′
  
N ′′ u
′′
// BU(n)
N ′
g′
==
u′
55
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where g ◦ h and g′ ◦ h′ are homotopic. Let H : I ×M → N ′′ be such a homotopy. We
can lift this homotopy to an identification of vector bundles H˜ : pr∗MV → H∗W ′′. We
can further assume that under this identification H˜∗∇W ′′ = pr∗M∇V . To this end we just
have to make sure that H is an embedding. We can reach this situation by modifying
N ′′. The connection ∇W ′′ is the defined by an extension of pr∗M∇V on the image of H.
With these choices ∫
I×M/M
u(H∗∇W ′′) = 0 .
The homotopy formula gives
H ′′∗νˆ(W ′′)−H∗νˆ(W ′′) = a(
∫
I×V/V
R(H˜∗νˆ(W ′′))) .
The difference class (54) between the two Thom classes is now given by
δ(H ′′∗νˆ(W ′′), H∗νˆ(W ′′)) =
[∫
V/M
∫
I×V/V
R(H˜∗νˆ(W ′′))
]
∈ H(A)
−1(M)
u(V ) ∪ c(MU−1(M)) .
But by Fubini [∫
V/M
∫
I×V/V
R(H˜∗νˆ(W ′′))
]
=
[∫
I×M/M
u(H∗∇W ′′)
]
= 0
Naturality is now easy to check. 2
Note that the argument for Problem 4.197 only depends on the fact that the rational
cohomology of the classifying space BU(n) is concentrated in even degrees. So a similar
argument shows e.g. :
Corollary 4.198. There is a unique way to associate a homotopy class of differential
Thom classes νˆ(∇V ) ∈ K̂Unprop/M(V ) to a n-dimensional Spinc vector bundle with Spinc-
connection (V, ∇˜V ) on a manifold M which is natural under pull-back and such that
Td(νˆ(∇˜V )) = Td(∇˜V )−1 (see 4.202 for notation).
Example 4.199. In the following example we consider cannibalistic classes. They arise
from the non-compatibility of Thom isomorphisms with cohomology operations. The
exercises should clarify how the differential refinement of the theory of cannibalistic classes
works. We consider the examples of the Adams operations on complex K-theory and the
Chern character between complex K-theory and ordinary cohomology.
We consider a real vector bundle V → M of dimension n. We assume that V has a
Spinc-structure, i.e. we have a Spinc(n)-principal bundle Q → M and an identification
Q×Spinc(n)Rn ∼= V . By definition, a Spinc-connection on V is a connection ∇˜ on Q. The
Spinc-structure provides a Thom class ν ∈ KUn(MV ) and a Thom isomorphism
Φν : KU
∗(M)→ KU∗+n(MV ) .
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This follows from the existence of the Atiyah-Bott-Shapiro orientation [ABS64]
ABS : MSpinc → KU .
This orientation is in fact multiplicative (see [Joa04] for an E∞-version) and compatible
with the complex orientation of c : MU→ KU given by the multiplicative formal group
law x+KU y = x+ y + bxy, i.e. the following diagram commutes
MU //
c
##
MSpinc
ABSyy
KU
,
where the upper map is induced by the maps β : U(n) → Spinc(2n), see e.g. (57). This
observation will help in calculations.
We fix k ∈ N. We refer to Example 4.84 for the notation related to Adams operations.
Definition 4.200. We define the cannibalistic class
ρk(V ) := Φ−1ν (Ψ
k(Φν(1))) ∈ KU[{k}−1]0(M) .
Let VectSpin
c
R ∈ Sm(CommMon(Set)) be the smooth monoid of real vector bundles
with Spinc-structure with respect to the sum and KU[{k}−1]0(M)× denote the units in
the ring KU[{k}−1]0(M).
Problem 4.201. 1. Show that V 7→ ρk(V ) is an exponential (sums go to products)
natural transformation
Vect
Spinc
R → (KU[{k}−1]0)×
in Sm(CommMon(Set)).
2. One can twist a Spinc-structure by a complex line bundle L1. Let V L ∈ VectSpincR (M)
denote the twist of V by L. Calculate ρk(V L) ∪ ρk(V )−1.
3. A complex line bundle E →M has a canonical Spinc-structure. Calculate ρk(E).
4. Let V → B be a two-dimensional Spinc-bundle. Since the underlying real vector
bundle is associated to SO(2) ∼= U(1) it has a complex structure. Calculate ρk(V ).
Proof. For 1. one uses the multiplicativity of the ABS-orientation which relates the Thom
classes for the sum of Spinc-bundles with the Thom classes of the product.
For 2. one uses that νV L := νV ∪ cycl(L). We get
ρk(V L) = Φ−1ν
V L
(Ψk(νV L)) = Φ
−1
ν
V L
(Ψk(νV )cycl(L
k)) = ρk(V )cycl(Lk−1)
1Let P →M be the U(1)-principal bundle associated to L. Then the twisted Spinc-structure is given
by the Spinc-principal bundle QL := Q×U(1) P . The group Spinc(n) acts on the first factor (note that
U(1) is central), and the isomorphism QL ×Spinc(n) Rn ∼= V is induced from Q×Spinc(n) Rn ∼= V in the
obvious way.
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It follows that ρk(V L) ∪ ρk(V )−1 = cycl(Lk−1).
For 3. we first calculate in the universal example E → BU(1). Since KU∗(BU(1)) is
torsion-free the Chern character is injective. We therefore first calculate ch(ρk(E)). We
know that bz := 0∗EνE ∈ KU2(BU(1)) is a coordinate for the multiplicative formal group
law. The first Chern class x ∈ H2(BU(1);C) of E is the coordinate of the additive formal
group law. It follows that exp(bx)− 1 = ch(bz). We apply ch ◦ 0∗E to
Ψk(νE) = ρ
k(E) ∪ νE
and get
ΨkH(ch(z)) = ch(ρ
k(E)) ∪ ch(z) .
We multiply with b and rearrange the terms:
k−1ΨkH(ch(bz)) = ch(ρ
k(E)) ∪ ch(bz) .
We now substitute z by the x-variable and carry out the cohomological Adams operation
which multiplies b by k in order to obtain
ch(ρk(E)) =
1
k
exp(kbx)− 1
exp(bx)− 1 =
1 + ebx + · · ·+ e(k−1)bx
k
.
It follows that
ρk(E) =
cycl(E0) + cycl(E1) + · · ·+ cycl(Ek−1)
k
.
We now discuss 4. Note that the Spinc-structure associated to the complex bundle V
differs from the original one. It can be written in the form V L for a certain line bundle
L→M . Using the formulas above we have
ρk(V ) =
1 + cycl(V ) + · · ·+ cycl(V k−1)
k
cycl(Lk−1) .
In order to understand L we discuss the structure of Spinc(2) in detail.
The identification SO(2) ∼= U(1) together with the map β in (57) define a split s :
SO(2)→ Spinc(2) of the exact sequence
0→ U(1)→ Spinc(2) pi→ SO(2)→ 0 .
Let us make this explicit. We identify Spin(2) ∼= U˜(1). We can write Spinc(2) =
Spin(2)×Z/2Z U˜(1).
Let t ∈ SO(2). Then take a preimage t˜ ∈ Spin(2) ∼= U˜(1) and define the element
s(t) := [t˜, t˜] ∈ Spinc(2). The split induces a character χ : Spinc(2)→ U˜(1), [a˜, b˜] 7→ b˜a˜−1.
If V → M is a 2-dimensional Spinc-bundle, then using χ we can associate the complex
bundle V (χ)→M .
The homomorphism c : Spinc(2) → U(1), [a˜, b˜] 7→ b˜2 = a˜2(b˜a˜−1)2 can be written as
c = piχ2. We have c ◦ β = id. Hence we must take L = V (χ)−1.
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2The map MSpinc → MSO → HZ provides an ordinary orientation for every Spinc-
bundle V →M and hence a Thom class νC ∈ HCn(MV ). We get a characteristic class
Td(V ) :=
[
Φ−1νC (ch(ν))
]−1
=
[
Φ−1νC (ch(Φν(1)))
]−1 ∈ HA0(M) .
Do not confuse this characteristic class of Spinc-vector bundles with the class Td(ν) (cf.
4.181) associated to the K-theory Thom class ν. They are inverse to each other.
Problem 4.202. 1. Show that V → Td(V ) is an exponential characteristic class
Td : VectSpin
c
R → HA0 .
2. By Chern-Weyl theory there exists a natural characteristic form
Td(∇˜) ∈ ΩA0cl(M) .
Calculate the corresponding invariant polynomial in I(Spinc(n)).
3. Give a formula for Td(∇˜) in terms of the curvature R∇˜.
Proof. We discuss 2. briefly. We consider the diagram of Lie groups connecting Spinc(2n)
with other classical groups.
U(1)
U(n)
det
44
α
**
β // Spinc(2n)
pi
&&
c
88
SO(2n)
. (57)
Let us explain the map β. We start with the presentation of Spin(2n)→ SO(2n) as the
two-fold connected covering (universal if n ≥ 2). Then we have an isomorphism
Spinc(2n) = Spin(2n)×Z/2Z U(1)
(can be taken as a definition here). We have a natural map U(n) → SO(2n) which
induces a surjective map pi1(U(n))→ pi1(SO(2n)). We form the right pull-back-square in
the diagram
U(1)
(... )2

U˜(n)
√
detoo
p

a //// Spin(2n)

U(1) U(n)detoo // SO(2n)
,
134
where the vertical maps are two-fold coverings. As indicated, on U˜(n) we can form a
square-root of the determinant.
We now define the map β such that it maps u ∈ U(n) to the class [a(u˜),√det(u˜)] ∈
Spinc(2n), where u˜ ∈ U˜(n) is a lift of u under p. Note that this class is independent of
the choice of the lift u˜.
If we identify
I(U(n)) ∼= C[[bx1, . . . , bxn]]Σn
and I(U(1)) ∼= C[[bt]], then the image under α∗ of I(SO(2n)) in I(U(n)) is given by
C[[(bx1)2, . . . , (bxn)2]]Σn . Moreover det∗(bt) =
∑n
i=1 bxi. In particular, the restriction
β∗ : I(Spinc(2n))→ I(U(n))
is injective.
We consider the universal line bundle L→ CP∞ with its Thom classes νC and ν for HC
and KU. Let 0L : CP∞ → L be the zero section. Then xC := 0∗LνC generates the additive
formal group law, while x := 0∗Lν generates the multiplicative formal group law. Hence
we have the relation ch(bx) = exp(bxC) − 1. Let Q ∈ HA0(CP∞) be the class such that
ch(bν) = QbνC, i.e. Q = Td(L)
−1. Then exp(bxC)− 1 = ch(bx) = QbxC. We see that
Q =
exp(bxC)− 1
bxC
.
Using
ex − 1
x
=
sinh(x/2)
x/2
ex/2
we conclude that
β∗Td = e−
1
2
∑n
i=1 bxi
n∏
i=1
bxi/2
sinh(bxi/2)
.
If we define Aˆ ∈ I(BSO(2n)) such that
α∗Aˆ =
n∏
i=1
bxi/2
sinh(bxi/2)
,
then we see that
Td = pi∗Aˆ exp−
c∗bt
2 .
2
We let VectSpin
c,geom
R be the smooth monoid of Spin
c-bundles with Spinc-connection with
respect to the direct sum.
Problem 4.203. 1. Show that there exists a unique differential refinement
ρˆk : VectSpin
c,geom
R → (K̂U[{k}−1]0)×
such that
I(ρˆk(V, ∇˜)) = ρk(V ) , R(ρˆk(V, ∇˜)) = ΨkH(Td(∇˜))−1 ∧Td(∇˜) .
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2. Show that ρˆk is exponential.
3. Calculate ρˆk((V, ∇˜)(L,∇L)) ∪ ρˆk(V, ∇˜)−1.
For some of the solutions see [Bun10a]. 2
4.9 Orientation and integration - the topological case
We first recall the homotopy theoretic construction of the Umkehr map. For a space
X ∈ Top and k ∈ Z we abbreviate by Xk+ := Σ∞+k+ X ∈ N(Sp)[W−1] the suspension
spectrum of X shifted by k. For a real vector bundle N → X we let XN ∈ N(Sp)[W−1]
denote the Thom spectrum of N . Note that XX×R
k ∼= Xk+.
Let f : W →M be a proper smooth map. For simplicity we assume that M is connected
and all components of W have the same dimension. We set n := dim(M)− dim(W ). For
sufficiently large k we can choose a fibrewise embedding ι : W ↪→M ×Rl. Its differential
provides a representative of the stable normal bundle (see Definition 4.91)
N : 0→ TW dι→ f ∗TM ⊕ Rl → N → 0 .
We can extend ι to an open embedding also denoted by ι : N →M×Rl. If f : W →M is
a submersion, then we can require that this extension is a map over M . This condition will
play an important role when we consider the pull-back of representatives of orientations.
In any case, it gives rise to a map of Thom spectra
cl(ι) : M l+ → WN (58)
called the clutching map whose description we recall in the following. We let N¯ = N ∪∂N
be the fibrewise one-point compactification of N . Then we define a map (M × Rl)+ →
N¯/∂N which is the inverse ι−1 on ι(N) and sends the complement of ι(N) and the
basepoint to the basepoint represented by the contracted boundary ∂N . Stabilization
gives the map of spectra cl(ι) : M l+ → WN .
Let E be a commutative ring spectrum. For any real vector bundle N → W over a
compact base we have an identification
E∗prop/W (N) ∼= E∗(WN) .
Problem 4.204. Give an argument.
Hence we can talk about a representative ν : WN → E[l + n] of a Thom class.
Definition 4.205. A representative (ι, ν) of an E-orientation on the map W → M is
given by the data of an embedding ι : N →M × Rl and a representative of a Thom class
WN → E[l + n].
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If N → W is a real vector bundle, then we have the Thom diagonal diag : WN →
WN ∧W+. The representative of an E-orientation gives rise to a map in Mod(E)
I(ι, ν) : E ∧M l+
cl(ι)→ E ∧WN diag→ E ∧WN ∧W+ ν→ E ∧E[l+ n]∧W+ µ→ E[l+ n]∧W+ .
Definition 4.206. For every E-module spectrum F ∈Mod(E) the map
I(ι, ν)! := MapMod(E)(I(ι, ν), F ) : SmM(F )(W )→ SmM(F )(M)[n]
and the induced map on the level of homotopy groups
I¯(ι, ν)! : F
∗(W )→ F ∗+n(M)
are called the Umkehr or integration maps.
The usual notation for the Umkehr map is f! := I¯(ι, ν)!. But in the present section this
conflicts with the notation for the proper push-forward of a smooth object so it will be
avoided.
Problem 4.207. In the case that f : W → M is a proper submersion give an interpre-
tation of the Umkehr map as a transformation
I(ι, ν)! : f!f
∗SmM(F )→ SmM(F )[n]
Proof. Since f is a submersion we can and will choose the embedding ι : N → M × Rl
as a map over M . If h : M ′ →M is a manifold over M , then there is a functorial way to
construct a pull-back h∗(ι, ν) of representatives of E-orientations. We have a pull-back
diagram
N ′ λ //
pi′

N

W ′ H //
f ′

W
f

M ′ h //M
with W ′ := M ′×MW and N ′ := H∗N . We can identify the vector bundle N ′ → W ′ with
the normal bundle of an induced embedding ι′ as follows. Let ι2 : N → Rl be the second
component of ι. We consider the embedding
ι′ : N ′
(f ′◦pi′)×λ→ M ′ ×N idM′×ι2→ M ′ × Rl .
The corresponding representative of the stable normal bundle is
N ′ : 0→ TW ′ df ′⊕H∗α→ f ′∗TM ′ ⊕ Rl → N ′ → 0 .
We define the representative of the Thom class
ν ′ : W ′N
′ λ→ WN ν→ E[l + n]
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and let
h∗(ι, ν) := (ι′, ν ′) .
If
A
g //
p
  
B
q
~~
M
is a smooth map over M , then there is a functorially induced diagram in Mod(E)
E ∧ Al+
I(p∗(ι,ν))

// E ∧Bl+
I(q∗(ι,ν))

E[l + n] ∧ (A×M W )+ // E[l + n] ∧ (B ×M W )+
.
We consider this construction as a functor
N(Mf/M)→ Fun(N([1])op,Mod(E)) .
We take the adjoint and compose with MapMod(E)(. . . , F ). This gives a functor N(Mf/M)×
N([1])→Mod(E). Its evaluation at 0 ∈ [1] can be identified with f∗f ∗SmM(F ), while the
evaluation at 1 ∈ [1] is SmM(F )[n]. Finally, since f is proper we have f! = f∗. 2
Example 4.208. In the definition of a homotopy between two representatives of topolog-
ical E-orientations we need the following extension of the construction of the pull-back.
Assume that M decomposes as a product M = M1 ×M2 and that h1 : M ′1 → M1 is a
smooth map. For a homotopy, M1 = [0, 1] and M
′
1 = {0, 1}. We further assume that
there exists an open subset U ⊆ M1 containing the image of h1 such that the projection
pr1 ◦ f : f−1(U ×M2) → U is a submersion. In this case we can choose ι such that its
restriction ι|pi−1(f−1(U×M2)) is a map over U . Under these assumptions we still can define
the pull-back h∗(ι, ν) by the construction above, where h = h1 × idM2 .
Definition 4.209. We say that two representatives (ιi, νi), i = 0, 1, of E-orientations are
homotopic if there exists a representative of an E-orientation (ι˜, ν˜) on id× f : I ×W →
I×M with the property that ι : N˜ → I×M×Rl preserves fibres over I in neighbourhoods of
the endpoints of the interval, and which pulls back to the representatives of E-orientations
(ιi, νi) at the end-points of the interval I = [0, 1].
There is a natural operation of stabilization of the embedding ι : N → M × Rl to an
embedding ιr : N ⊕ Rr →M × Rl+r. Note that WN⊕Rr ∼= ΣrWN . Let νr := Σrν and set
ΣrI(ι, ν) := (ιr,Σrν). Then we have
I(ι, ν)! = I(Σ
r(ι, ν))! : Sm(F )(W )→ Sm(F )(M)[n] .
Definition 4.210. An E-orientation of f is an equivalence class [ι, ν] of representatives
of E-orientations under the equivalence relation generated by homotopy and stabilization.
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It is clear that the Umkehr map in F -cohomology
I¯[ι, ν]! : F
∗(W )→ F ∗+n(M)
as a function of the E-orientation is well-defined
Example 4.211. In this example we discuss a prototypical case of an index theorem. An
index theorem is a statement which relates, via cycle maps, a geometric integration with
the topological integration map. The prototypical example, which gave the name, is the
Atiyah-Singer index theorem which relates the analytic push-forward of vector bundles
in terms of twisted Dirac operators with the topological integration in KU-theory. Let
f : W →M be a proper submersion with representative
Nf : 0→ TW df⊕β→ f ∗TM ⊕ Rl → Nf → 0
of the stable normal bundle coming from an embedding ι, and a complex structure If on
Nf . The complex structure gives rise to a MU-Thom class νMU ∈MUdim(Nf )(Nf )prop/W
as in 4.194. We let I¯(ι, ν)! : MU
∗(W ) → MU∗+n(M) be the integration, where n :=
dim(M)− dim(W ). We now define a geometric integration
I : Cycle∗MU(W )→ Cycle∗+nMU(M)
as follows. Let (g : A→ W,Ng, Ig) be a MU-cycle on W . Then we define
Nf◦g : 0→ TA dg⊕α↪→ g∗TW ⊕ Rk
g∗df⊕g∗β⊕idRk
↪→ g∗f ∗TM ⊕ Rl ⊕ Rk → Nf◦g → 0
(contract the first to injective maps to one). The bundle Nf◦g has a natural filtration
g∗Nf ⊆ Nf◦g with quotient Ng. We can therefore obtain a well-defined (up to homotopy)
identification Nf◦g ∼= g∗Nf ⊕ Ng by chosing a split. Note that in view of the definition
4.93 of CycleMU it is only the homotopy class of the representative of the stable normal
which matters. We define the geometric integral of the cycle (g : A→ W,Ng, Ig) by
I(g : A→ W,Ng, Ig) := (f ◦ g : A→M,Nf◦g, g∗If ⊕ Ig) .
Problem 4.212. Show the index theorem asserting that the following diagram commutes:
Cycle∗MU(W )
cycl //
I

MU∗(W )
I¯(ι,ν)!

Cycle∗+nMU(M)
cycl //MU∗+n(M)
.
Proof. This should follow by a careful analysis of the Thom-Pontrjagin construction. 2
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Example 4.213. In the following we contrast index theorems with Riemann-Roch the-
orems. A Riemann-Roch theorem is a statement about the compatibility of a natural
transformation between cohomology theories and integration maps. In the example be-
low we compare integration in E-theory with ordinary cohomology. We assume that the
characteristic of the ring pi∗(E) is not 2. Then an E-Thom class on a vector N → W
determines an ordinary orientation, hence a Thom class νC ∈ HCdim(N)(WN).
Definition 4.214. We define the class Td(ν) ∈ H(A)0(W )× uniquely such that
Td(ν) ∪ νC ∼= c(ν) .
The following proposition is an immediate consequence of the defnitions.
Proposition 4.215. We have the Riemann-Roch theorem
Ek(W )
I¯(ι,[ν])!

c // H(A)k(W )
I¯(ι,[c(ν)])!

H(A)k(W )
I¯(ι,[νC])!(Td(ν)∪... )

Ek+n(M) c // H(A)k+n(M) H(A)k+n(M)
.
Problem 4.216. Assume that W → M be a proper holomorphic map between complex
manifolds. Make the Riemann-Roch theorem for complex bordism explicit. In particular
consider the cases bundles of curves and surfaces.
Proof. The exercise consists in the calculation of Td(ν).
4.10 Orientation and integration - the differential case
Let (E,A, c) be a multiplicative datum. We assume that f : W →M is a proper smooth
map and set n := dim(M)−dim(W ). As in the topological case we choose an embedding
ι : W → M × Rl over M and an extension to an open embedding, also denoted by
ι : N →M ×Rl, of the normal bundle. We further choose a Thom class ν ∈ Ekprop/W (N),
where k = l + n is the dimension of the normal bundle pi : N → W . These structures
determine the topological integration map (Definition 4.206)
I¯(ι, ν)! : F
∗(W )→ F ∗+n(M)
for every E-module spectrum F . It is given by the composition
I¯(ι, ν)! : F
∗(W ) pi
∗→ F ∗(N) ν∪...→ F ∗+kprop/W (W )
excision→ F ∗+kprop/M(M × Rl)
desusp→ F ∗+n(M) .
In order to generalize this to the differential case we need the notion of a differential
E-orientation.
Definition 4.217. A representative of a differential E-orientation refining (ι, ν) is a pair
(ι, νˆ) where νˆ is a differential Thom class refining ν (see 4.181).
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For simplicity we only consider the integration for the differential extension of E itself.
The generalization to modules is straight forward, see 4.236.
Definition 4.218. We define the integration in differential E-theory
Iˆ(ι, νˆ)! : Eˆ
∗(W )→ Eˆ∗+n(M)
associated to the representative of the differential E-orientation (ι, νˆ) by the following
composition
Iˆ(ι, νˆ)! : Eˆ
∗(W ) pi
∗→ Eˆ∗(N) νˆ∪...→ Eˆ∗+kprop/W (N)
excision→ Eˆ∗+kprop/M(M×Rl)
desusp→ Eˆ∗+n(M) . (59)
Note that we use 4.165 in the second map.
If f is a proper submersion, then we can choose the embedding ι : N →M ×Rl such that
it is a map over M , i.e. that the diagram
N
pi

ι
$$
W
f

ι //M × Rl
prM

M M
commutes.
Problem 4.219. Check that if ι : N → M × Rl is a map over M , then the differential
integration Iˆ(ι, ν)! is a morphism of Eˆ
∗(M)-modules.
We define the map of complexes
R(ι, νˆ) : ΩA∗(W )→ ΩA∗(M)[n]
by
R(ι, νˆ)(α) :=
∫
M×Rl/M
(ι−1)∗ [R(νˆ) ∧ pi∗α] , α ∈ ΩA(W ) .
The form (ι−1)∗ [R(νˆ) ∧ pi∗α] is first defined on ι(N). After extension by zero it can
be considered as a smooth form on M × Rl which is properly supported over M . So
the integral is well-defined. It follows from the closedness of R(νˆ) and Stokes’ theorem
that R(ι, νˆ) commutes with the differential. We call R(ι, νˆ) the curvature map of the
integration associated to (ι, νˆ). This is justified by the following exercise.
Problem 4.220. Check that for x ∈ Eˆ∗(W ) and α ∈ ΩA(W ) we have
R(Iˆ(ι, ν)!(x)) = R(ι, νˆ)(R(x)) , Iˆ(ι, νˆ)!(a(α)) = a(R(ι, νˆ)(α)) .
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Sometimes we write the curvature map R(Iˆ!) as a function of the integration Iˆ! := Iˆ(ι, νˆ).
Summing up, the differential integration fits into the following commuting diagram:
ΩA∗−1(W )/im(d)
R(ι,νˆ)

a // Eˆ∗(W )
Iˆ(ι,νˆ)!

I //
R
&&
E∗(W )
I(ι,ν)!

ΩA∗cl(W )
R(ι,νˆ)

ΩA∗+n−1(M)/im(d)a // Eˆ∗−n(M) I //
R
88
E∗+n(M) ΩA∗+ncl (M)
.
Similar constructions of the integration in differential cohomology have been considered
in [HS05] and [Fer12].
Problem 4.221. If the embedding ι : N →M ×Rl is a map over M , then the curvature
map of the integration associated to (ι, νˆ) is given by
R(ι, νˆ)(α) =
∫
W/M
Td(νˆ) ∧ α ,
where Td(νˆ) is defined in 4.181.
We now consider the compatibility of the push-forward with pull-back. We assume that
f : W → M is a proper submersion and that ι : N → M × Rl is a map over M in
order to ensure existence of all pull-backs which are necessary in the construction. Let
h : M ′ →M be a smooth map and consider the bundle f ′ : M ′×M W →M ′. We use the
notation introduced in the proof of 4.207 and define νˆ ′ := λ∗νˆ. Then h∗(ι, νˆ) := (ι′, νˆ ′) is
the pulled-back representative of a differential E-orientation of f ′.
Problem 4.222. Show that a representative of a differential E-orientation (ι, νˆ) on W →
M gives rise to a transformation
Iˆ!(ι, νˆ) : f!f
∗Eˆ∗M → Eˆ∗M .
Proof. The arguments are similar to 4.207. 2
This assertion encodes the compatibility of the integration with pull-back diagrams. Again
we can extend the definition of the pull-back as in 4.208.
Definition 4.223. We say that two representatives (ιi, νˆi), i = 0, 1, of differential E-
orientations are homotopic if there exists a representative of a differential E-orientation
(ι˜, ˜ˆν) on id × f : I ×W → I ×M with the property that ι : N˜ → I ×M × Rl preserves
fibres over I in neighbourhoods of the endpoints of the interval, which restricts to (ιi, νˆi),
i = 0, 1, and whose curvature map satisfies
R(ι˜, ˜ˆν) ◦ pr∗W = pr∗M ◦R(ι0, νˆ0) ,
where prM : I ×M →M and prW : I ×W → W are the projections.
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Problem 4.224. Assume that ι : N → M × Rl is a map over M and that two differ-
ential E-Thom classes νˆi, i = 0, 1, are homotopic in the sense of 4.185. Check that the
representatives of differential E-orientations (ι, νˆi) are homotopic.
Proof. Use 4.221. 2
Problem 4.225. Show that two homotopic representatives of a differential E-orientations
induce the same integration map Eˆ∗(W )→ Eˆ∗+n(M).
Proof. Use the homotopy formula 4.50. 2
Next we discuss the stabilization of differential E-orientations. Recall, that we can define
a stabilization (ιr,Σrν) of a representative of a topological E-orientation such that the
topological integration map does not change on the spectrum level, i.e. we have I(ι, ν) =
I(ιr,Σrν). In particular, stabilization does not effect the integration map in cohomology
groups.
In the differential case we again stabilize the embedding as before. In addition we must
define a stabilization of differential E-Thom classes. This definition involves the choice
of differential Thom classes for trivial bundles. Unlike the topological case there is no
natural choice, but if we assume that our data (E,A, c) is strict, then there is a natural
choice up to homotopy of Thom classes.
It suffices to choose a differential Thom class νˆ1 ∈ Eˆ1c (R). We fix this choice by the
condition that
desusp(νˆ1) = 1 , (60)
where desusp is the desuspension map defined in 4.189. Indeed, if y ∈ H(A)−1(∗), then
desusp(νˆ ′1 + a(R(νˆ
′
1) ∧ y)) = desusp(νˆ ′1) + y .
We start with any differential lift νˆ ′1 of the canonical topological Thom class and set
z := desusp(νˆ ′1). Then
νˆ1 := νˆ
′
1 − a(R(νˆ ′1) ∧ z)
satisfies (60). Furthermore, by 4.185 it is uniquely determined by this condition up to
homotopy of differential Thom classes. We now define
νˆl := pr
∗
1νˆ1 ∪ · · · ∪ pr∗l νˆ1 ∈ Elc(Rn) .
Here we use 4.165 to get compact support of the product. By pull-back we then get Thom
classes, also denoted by νˆl, on trivialized bundles M × Rl.
We now define the stabilization of the differential Thom class νˆ by
Σlνˆ := p∗νˆ ∪ q∗νˆl ,
where p : N ⊕ (W × Rl) → N and q : N ⊕ (W × Rl) → (W × Rl) are the projections.
This determines a stabilized representative (ι,Σlνˆ) of a differential E-orientation which
is natural up to homotopy of Thom classes.
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Problem 4.226. Show the equality of differential integration maps Iˆ(ιl,Σlνˆ)! = Iˆ(ι, νˆ)!.
Proof. This uses (60), 4.190, and desuspension in stages 4.191. 2
We assume that the datum (E,A, c) is strict in order to have a well-defined notion of sta-
bilization on the level of homotopy classes of representatives of differential E-orientations.
Definition 4.227. On the set of representatives of differential E-orientations we con-
sider the equivalence relation generated by stabilization and homotopy. A differential
E-orientation is an equivalence class of representatives of differential E-orientations.
Corollary 4.228. It follows from 4.225 and 4.226 that the integration
Iˆ(ι, νˆ)! : Eˆ
∗(W )→ Eˆ∗+n(M)
only depends on the equivalence class [ι, νˆ] of differential E-orientations.
Problem 4.229. Assume that f is a proper submersion, (ι0, νˆ0) is a differential E-
orientation of f where ι0 : N → M × Rl is a map over M . Classify differential E-
orientations refining the topological E-orientation (ι0, ν0) with curvature map R(ι0, νˆ0).
Proof. We can work with embeddings ι : N → M × Rl which are maps over M . Any
two become homotopic in this class after suitable stabilization. We now observe using
4.221 that a homotopy of differential orientations with fixed ι exactly corresponds to a
homotopy of differential Thom classes. It suffices therefore to classify stable homotopy
classes of differential Thom classes. Here we use 4.186. We finally conclude that the set
of differential E-orientations [ι, νˆ] is a torsor over the group
H(A)−1(W )
c(E−1(W ))
.
2
Problem 4.230. Drop the assumption that f is a submersion. Fix a curvature map
R(ι0, νˆ0) and classify differential E-orientations refining the topological E-orientation
(ι, ν) with curvature map R(ι, νˆ).
Proof. I do not know the answer. 2
In [BS09, Def. 3.5, Cor. 3.6] we introduced a notion of a differential KU-orientation and
discussed the classification of differential KU-orientations refining a given topological one.
The definitions and results of [BS09] differ from the theory presented here. See 4.249 for
more details. A similar remark applies to the comparison with the definitions and the
results of [BSSW09] for the complex bordism MU.
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Example 4.231. Consider the differential cohomology theories ĤZ
∗
or Sˆ∗. In this case
Td(νˆ) = 1 for every differential Thom class. Since also H(A)−1(W ) = 0 it follows that
there is a unique up to homotopy differential Thom class νˆ which refines ν.
If f : W → M is a proper submersion with a topological orientation (ι, ν), then there
exists a preferred differential orientation (ι, νˆ) refining this topological orientation such
that ι : N → M × Rl is a map over M . In particular there exist preferred differential
integration maps IˆHZ and IˆS. 2
Note that S1 has a trivialized normal bundle and is therefore S-oriented. Hence the
projection prM : S
1×M →M is canonically S-oriented. We therefore have an integration
IˆF! : Fˆ
∗(S1 ×M)→ F ∗−1(M) .
The integration over the S1-factor played an important role in the uniqueness considera-
tions in [BS10]. In this reference we required the following additional properties:
Problem 4.232. Show that
1. If t : S1 → S1 is inversion, then IˆF! (t∗x) = −IˆF! (x).
2. IˆF! (pr
∗
Mx) = 0.
Problem 4.233. Verify the following assertions:
1. If g : M → U is a second proper submersion, m = dim(U) − dim(M) and (ιf , νˆf ),
(ιg, νˆg) are differential E-orientation for f and g, then there is a natural construction
of a differential E-orientation (ιg◦f , νˆg◦f ) such that
Iˆ(ιg◦f , νˆg◦f )! = Iˆ(ιg, νˆg)! ◦ Iˆ(ιf , νˆf )! : Eˆk(W )→ Eˆk+n+m(U) .
2. Composition of differential orientations commutes with pull-back.
3. We consider a morphism of multiplicative differential data φ : (E,A, c)→ (E ′, A′, c′).
A differential E-orientation (ι, νˆ) naturally induces a differential E ′-orientation
(ι, φ∗(νˆ)), and we have the equality
φ∗ ◦ Iˆ(ι, νˆ)! = Iˆ(ι, φ∗(νˆ))! ◦ φ∗ : Eˆk(W )→ Eˆ ′,k+n(M) .
Proof. For 1. one just writes out the composition of the sequences (59) for f and g. Then
one adds commuting cells which connect this composition with corresponding sequence
(59) for the composition g ◦ f . Note that the embedding ιg◦f : Ng◦f := Ng ×M Nf →
U×Rl+k is canonically induced by the embeddings ιg and ιf , and νˆg◦f = pr∗Nf νˆf ∪pr∗Ng νˆg.
In the argument one should further use 4.190 and 4.191.
For assertion 2. one should write out an even bigger diagram.
The argument for assertion 3. is clear. 2
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Example 4.234. We now introduce the notion of a differentially E-oriented zero bordism
of a smooth proper map f : W → M with a differential E-orientation (ι, νˆ). It is given
by a smooth proper map F : Z → I ×M with a differential E-orientation (ι˜, ˜ˆν) such that
1. near the end-points of the interval the composition prI ◦ F : Z → M → I is a
submersion and the embedding ι˜ : N˜ → I ×M × Rl is a map over I,
2. the restriction of the differentially E-oriented map F to {1} ×M is isomorphic to
the differentially E-oriented map f , and
3. {0} ×M does not intersect the image of F .
Observe the similarities with the notion of a homotopy 4.223. Note that there are no
restrictions on F over points of I which outside of some neighboorhod of the endpoints
of the interval.
Problem 4.235 (Bordism formula). Show that for x ∈ Eˆ∗(Z) we have the bordism for-
mula
Iˆ(ι, νˆ)!(x|W ) = a
(∫
I×M/M
R(ι˜, ˜ˆν)(R(x))
)
.
Proof. This is a consequence of the homotopy formula Prop. 3.28 applied to Iˆ(ι˜, ˜ˆν)!(x).
Note that Iˆ(ι˜, ˜ˆν)!(x)|{0}×M = 0 and Iˆ(ι˜, ˜ˆν)!(x)|{1}×M = Iˆ(ι, νˆ)!(x|W ).
2
Example 4.236. Let E ∈ CommMon(N(Sp)[W−1]) be a commutative ring spectrum.
Then we can form the ∞-category Mod(E) of E-module spectra. We consider a mul-
tiplicative differential data (E,A, c). If F is an E-module, then we can define a notion
of a differential (E,A, c)-module data (F,B, d) in a natural way so that Diff•(F,B, d)
becomes a Diff•(E,A, c)-module (cf. 4.121).
Let now f : W → M be a proper smooth map. If (ι, νˆ) is a differential E-orientation of
f , then we obtain a differential F -integration IˆF (ι, νˆ)! in a natural way.
Problem 4.237. Work out the details.
If the differential E-orientation is clear from the context we often use the shorter notation
IˆF! := Iˆ
F (ι, νˆ)!.
Every spectrum F is an S -module. Assume that f : W → M is a proper submersion
which is topologically oriented for S. Then by 4.231 there exists a preferred differential
orientation (ι, νˆ) where ι : N → M × Rl is a map over M . Hence we get an a preferred
differential F -integration IˆF! . The associated curvature map is
R(IˆF! )(α) =
∫
W/M
α .
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4.11 Higher e-invariants and index theorems
Example 4.238 (The higher complex e-invariant). In this very long example we provide
an explicit calculation of integrals in differential complex K-theory. From the point of
view of topology, what we are going to calculate, is a higher version of Adam’s e-invariant.
But already the restriction of this higher e-invariant to a point is interesting. In this case,
the calculation made here provides the solution to previous exercises 4.127.
A closed n-dimensional manifold M with a framing of a representative of the stable normal
bundle is oriented for S. We use the procedure explained in 4.236 in order to construct
an induced differential integration IˆKU! : KˆU
0
(M) → KˆU−n(∗). The closed framed n-
manifold M represents (via Thom-Pontrjagin) a stable homotopy class [M ] ∈ Sn(∗) ∼= pisn.
Assume that n is odd. Let
eC : pi
s
n → C/Z
be the complex version of the e-invariant of Adams defined using the unit  by
C : pi
s
n = pin(S)
∼→ pin+1(SC/Z) → pin+1(KUC/Z) ∼= C/Z
(cf. 4.129).
Problem 4.239. Show that in C/Z we have eC([M ]) = IˆKU! (1).
Proof. See [BS09]. 2
We consider the groups SO(3) and SU(2) as framed manifolds with respect to their left
and right-invariant framings and write [SO(3)l], [SO(3)r], [SU(2)l] and [SU(2)r] for the
corresponding stable homotopy classes.
Problem 4.240. Calculate the eC-invariant of these stable homotopy classes using Exer-
cise 4.239.
More generally, let f : W →M be a proper submersion with a framing fr of the vertical
bundle T vf . This framing determines an S-orientation of f . Note that T vf is a stable
complement of the stable normal bundle, and stable homotopy classes of framings of T vf
correspond bijectively to stable homotopy classes of framings of representatives of the
stable normal bundle. We consider the class
q(f, fr) := IS! (1) ∈ S−n(M) ,
where n := dim(M) − dim(W ). This stable cohomotopy class is of course difficult to
understand, in general.
The S-orientation again can be lifted to a differential S-orientation and the associated inte-
gration IˆS! does not depend on the choices. It again induces a differential KU-integration
and therefore a map IˆKU! : K̂U
∗
(W )→ K̂U∗+n(M).
Problem 4.241. Show that IˆKU! (1) is flat.
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Definition 4.242. We define the higher eC-invariant of (f, fr) by
eC(f, fr) := Iˆ
KU
! (1) ∈ KUC/Z−n−1(M) .
Below we will often simply write eC(f) if the framing is clear from the context.
Problem 4.243. Show that eC(f) only depends on the class q(f, fr).
As we shall see the higher eC-invariant of f is much easier to calculate than q(f, fr) and
can be used to give some information on the latter.
We consider the special case where f : W → M is a G-principal bundle. The vertical
bundle T vf has a canonical framing given by the fundamental vector fields of the G-action.
Problem 4.244. Calculate the class
IˆKU! (1) ∈ KUC/Z−n−1(M)
in terms of characteristic classes of the principal bundle.
Proof. Let T be the maximal torus of G. We fix an embedding κ : S1 → T . Let D2 ⊂ C
be the unit disc with the standard action of S1. Then q : Z := W ×S1 D2 → M is a
fibre-wise zero-bordism. It fits into a diagram
W
f

""
// Z
q

s||
W/S1
r

M
.
The vertical tangent bundle of q can be written in the form T vq = s∗T vr ⊕ s∗V1, where
V1 := W ×S1 C. Let t denote the Lie algebra of T and ∆+ ⊂ t∗C be a system of positive
roots of the pair (g, t). Then we have a T -equivariant decomposition
g ∼= t⊕
⊕
α∈∆+
gα ,
where gα is a complex one-dimensional representation of T with weight α. Let t¯ :=
t/κ∗(R). For a weight β of S1 we consider the complex line bundle Vβ := W ×S1,β C →
W/S1. For a weight α ∈ t∗C of T we get a weight κ∗α of S1. Then T vr ∼= (W/S1 × t¯) ⊕⊕
α∈∆+ Vκ∗α. We thus have
T vq = (Z × t¯)⊕ s∗(V1 ⊕
⊕
α∈∆+
Vκ∗α) . (61)
The first summand is framed, and the second summand has a natural complex structure.
Therefore, Tq has a natural stable complex structure and hence a Spinc-structure.
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Let ∇T vqs be a stable complex connection on T vqs which respects the sum-decomposition
above and which restricts to the trivial connection ∇triv on W = ∂Z determined by the
framing.
The bordism formula 4.235 predicts that
eC(f) = a(
∫
Z/M
Td(Iˆ(ˆ˜ν))) .
Here ˆ˜ν is a differential KU-Thom class of the normal bundle of q which extends the
differential S-Thom class on the boundary.
We now use the following general fact. Let ∇ be a complex connection on a complex
representative of the stable normal bundle N˜ of q which is the trivial connection associated
to the framing over W . Then by 4.196 we can find a Thom class ˆ˜νMU ∈ M̂U
dim(N˜)
with
Td(ˆ˜νMU) = u(∇). We let ˆ˜ν be the image of ˆ˜νMU under the orientation MU → KU.
Note that with this choice Td(ˆ˜ν) = Td(∇)−1 = Td(Iˆ(ˆ˜ν)), where Td(∇) is the form
representing the characteristic class of Spinc-vector bundles considered in 4.202. We have
fixed an isomorphism of complex vector bundles T vqs ⊕ N˜ ∼= Z × Cl which extends the
isomorphism given by the framings over W . We therefore have a transgression formula
Td(∇T vqs) ∧Td(∇) = 1 + dT˜d(∇T vqs ⊕∇,∇triv) ,
where T˜d(∇T vqs ⊕∇,∇triv) vanishes on W . This gives
Td(∇)−1 = Td(∇
T vqs)
1 + dT˜d(∇T vqs ⊕∇,∇triv)
.
It follows that
Rham(Td(∇)−1) = Rham(Td(∇T vqs)) ∈ HA0(Z,W ) .
In particular we get
Rham(
∫
Z/M
Td(Iˆ(ˆ˜ν))) = Rham(
∫
Z/M
Td(∇T vqs)) .
Therefore
eC(f) = a(
∫
Z/M
Td(∇T vqs)) .
Let x := bc1, where c1 ∈ H2(W/S1;C) be the first real Chern class of the S1-bundle
W → W/S1.
Lemma 4.245. We have
Rham(
∫
Z/(W/S1)
Td(∇T vqs)) = 1
x
1− x
ex − 1
∏
α∈∆+,κ∗α 6=0
κ∗α x
eκ∗α x − 1
 . (62)
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Proof. Let T vqs denote some stabilization of T vq. According to the decomposition (61)
we choose a complex connection ∇˜Tqs as follows. First we let
T vqs := (Z × (¯t⊕ t¯))⊕ s∗(V1 ⊕
⊕
α∈∆+
Vκ∗α) ,
where the first summand has the complex structure i(t, t′) = (−t′, t). We fix a connection
∇ on V1. It induces connections on Vβ for all weights β of S1. We choose a connection
∇˜1 on q∗V1 which is trivialized near W and coincides with q∗∇ near the zero section.
This fixes a choice of ∇˜β for every weight β since q∗Vβ = q∗V ⊗nβ1 . In particular, with this
choice we have c1(∇˜β) = βc1(∇˜1). We let ∇Tqs be the sum of the connections ∇˜κ∗α and
the trivial connection on Z × (¯t⊕ t¯). Then we have
Td(∇T vqs) = Td(∇˜1)
∏
α∈∆+,κ∗α 6=0
Td(∇˜κ∗α) .
Using the generating power series
Td(x) =
x
ex − 1
(this has been calculated in Problem 4.202) we get
Td(∇T vqs) = bc1(∇˜1)
ebc1(∇˜1) − 1
∏
α∈∆+,κ∗α 6=0
κ∗α bc1(∇˜1)
eκ∗α bc1(∇˜1) − 1
We get, using the calculation 2.100,
∫
Z/(W/S1)
Td(∇T vqs) ≡ − 1
bc1(∇)
 bc1(∇)
ebc1(∇) − 1
∏
α∈∆+,κ∗α 6=0
κ∗α bc1(∇)
e−κ∗α bc1(∇) − 1 − 1

modulo exact forms. The Lemma follows from the fact that x is represented by the closed
form c1(∇). 2
The higher rank case
Lemma 4.246. If rk(G) ≥ 2, then eC(f) = 0.
Proof. It suffices to calculate in the universal example where f : W → M is the uni-
versal bundle pi : EG → BG. We first observe that EG/S1 ∼= BS1 and therefore
H∗(EG/S1;C) ∼= C[x] with x ∈ H2(EG/S1;C). If rk(G) ≥ 2, then we can choose a
decomposition T ∼= κ(S1) × T1 × T ′, where T ′ is a rk(G) − 2-dimensional torus und
T1 ∼= S1. We consider the iterated bundle
EG/S1 → EG/(S1 × T1)→ BG .
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The right-hand side of (62) is a certain formal power series P (x) ∈ C[[x]]. We have
eC(pi) =
∫
(EG/S1)/BG
P (x) =
∫
(EG/(S1×T1))/BG
∫
(EG/S1)/(EG/(S1×T1))
P (x) .
Note that EG/(S1×T1) ∼= B(S1×T1) so that the cohomology of EG/(S1×T1) is concen-
trated in even degrees. But P (x) is of even degree and the fibre of EG/S1 → EG/(S1×T1)
is one-dimensional so that
∫
(EG/S1)/(EG/(S1×T1)) P (x) is a class of odd-degree and hence triv-
ial. 2
We now assume that rk(G) = 1. The non-trivial examples are
G ∼= S1 , G ∼= SU(2) , G ∼= SO(3) .
The case G = S1
We consider the universal case f : ES1 → BS1. In this case EG/S1 ∼= BS1 so that
Lemma 62 immediately gives
Rham(
∫
Z/BS1
Td(∇T vqs)) = 1
x
(
1− x
ex − 1
)
.
Therefore, with x = bc1,
eC(f) = b
[
1
x
(
1− x
ex − 1
)]
∈ H−2(BS1;C[b, b−1])/im(ch) .
Here are the first terms of this power series
1
2
− 1
12
x+
1
720
x3 − 1
30240
x5 +
1
1209600
x7 − 1
47900160
x9 +
691
1307674368000
x11 + . . . .
Already the first two terms are interesting.
The constant term 1
2
is the eC-innvariant of S
1 as a framed manifold (a bundle over a
point). Note that pis1 = Z/2Z, and the generator η is represented by the framed manifold
S1 via the Pontrjagin Thom construction. This gives ord(eC(η)) = 2.
We now consider the linear term. To this end we discuss the pull-back of eC(f) along the
canonical generator S2 → BS1 of pi2(BS1) ∼= Z. The restriction of the universal bundle
along the generator S2 → BS1 of pi2(BS1) ∼= Z gives the Hopf bundle pi : S3 → S2.
Note that on S2 we know that im(ch) is the image of the integral cohomology in complex
cohomology. Therefore we have
KUC/Z−2(S2) ∼= H−2(S2,C[b, b−1])/im(ch) ∼= (C[x]/(x2))/(Z2[x]/(x2)) .
The higher eC-invariant of the Hopf bundle is
eC(pi) = [
1
2
− x
12
] ∈ (C[x]/(x2))/(Z2[x]/(x2)) .
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This class has order 12. On the other hand, the Hopf map pi : S3 → S2 represents the
stable cohomotopy class
κ ∈ S−1(S2) ∼= [S2, S−1] ∼= pis3 ∼= Z/24Z .
It follows that eC(κ) has order 12.
It remains to interpret the higher terms. See the corresponding discussion in the case of
G = SU(2).
The case G = SU(2)
In this case we have one root α which is twice the fundamental weight of the maximal
torus S1 ⊂ SU(2). The reason is that the adjoint representation factors over the two-
fold covering SU(2) → SO(3), and the adjoint representation of SO(3) is the standard
representation on R3 on which the maximal torus of SO(3) acts by the fundamental
representation. Therefore we have
Rham(
∫
Z/(ESU(2)/S1)
Td(∇T vqs)) = 1
x
(
1− x
ex − 1
2x
e2x − 1
)
.
We must integrate this further over the bundle ESU(2)/S1 → BSU(2) with fibre SU(2)/S1 ∼=
S2. In general, of G is a compact Lie group with maximal torus T ⊆ G, then the pull-
back along BT → BG indentifies H∗(bG;C) with the subring H∗(BT ;C)W ⊆ H∗(BT ;C),
where W is the Weyl group of the pair (G, T ). In the present case the Weyl group is Z/2Z
which acts by x → −x on H∗(BT ;C) ∼= C[[x]]. The Gysin sequence of the S2-bundle
r : ESU(2)/S1 → BSU(2) in integral cohomology using the absence of odd cohomology
gives
0→ Z[[x2]] r∗→ Z[[x]]
∫
r→ Z[[x2]]→ 0 ,
where
Z[[x]] ∼= H∗(BS1;Z) , Z[[x2]] ∼= H∗(BSU(2);Z) .
It follows that
∫
r
x2n+1 = x2n (immediate at least up to sign). The same fomula now holds
true in complex cohomology. We conclude that
eC(pi) = b
2
[
1
x2
(
1− x
ex − 1
2x
e2x − 1
)]
even
∈ H−4(BSU(2);C[b, b−1])/im(ch) .
The first few terms of this series are
−11
12
− 1
240
x2 +
1
6048
x4 − 1
172800
x6 +
1
5322240
x8 − 691
118879488000
x10 . . . .
The constant term −11
12
is the eC-invariant of the class in pi
s
3
∼= Z/24Z represented by the
framed manifold SU(2) under the Pontrjagin Thom construction.
In order to discuss the quadratic term we consider the restriction of eC(f) along the
canonical generator S4 → BSU(2) of pi4(BSU(2)) ∼= Z. Note that pi4(BSU(2)) ∼= Z.
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The generator classifies a SU(2)-principal bundle E → S4 whose second Chern class
c2(E) ∈ H4(S4;Z) is a generator. The image of the Chern character in H−4(S4;C[b, b−1])
is the subgroup H−4(S4;Z[b, b−1]). Therefore the class eC(q) = [−1112 − 1240orS4 ] has order
240. We can conclude that q represents a generator of S−3(S4) ∼= pis7 ∼= Z/240Z.
In order to interpret the higher terms we must understand the image of ch in greater
detail. It is clear that
KUC/Z−4(BSU(2)) ∼=
∏
n≥0
C/Z (63)
but it seems to be not so easy to make this isomorphism explicit. One checks that the
Chern character of the standard representation of dimension n+ 1 is given by
ch(Vn) =
sinh((n+ 1
2
)x)
sinh(1
2
x)
for n = 0, 1, . . . where b2c2 = −x2. It remains to use this calculation to produce the
isomorphism (63) explicitly and to derive the corresponding basis decomposition of eC(f).
The case SO(3)
In this case we again have one root α which is equal to the fundamental weight of the
maximal torus S1 ⊂ SO(3) since the adjoint representation of SO(3) is the standard
representation on R3 on which the maximal torus of SO(3) acts by the fundamental
representation. Therefore we have
Rham(
∫
Z/(ESO(3)/S1)
Td(∇T vqs)) = 1
x
(
1−
(
x
ex − 1
)2)
.
We must integrate this further over the bundle ESO(3)/S1 → BSO(3) with fibre SO(3)/S1 ∼=
S2. As in the case of SU(2) we conclude that
eC(f) = b
2
[
1
x2
(
1−
(
x
ex − 1
)2)]
even
∈ H−4(BSO(3);C[b, b−1])/im(ch) .
The first few terms in this expansion are
− 5
12
− 1
240
x2 +
1
6048
x4 − 1
172800
x6 +
1
5322240
x8 − 691
118879488000
x10 . . . .
The constant − 5
12
is again the eC-invariant of the element in pi
s
3 represented by the framed
manifold SO(3) under the Thom Pontrjagin construction. The higher terms coincide with
those of SU(2), a fact which can also be seen directly.
2
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Example 4.247. We consider a proper submersion f : W →M and set n := dim(M)−
dim(W ). The choice of an embedding ι determines a representative Nf of the stable
normal bundle for f . Let us fix a complex structure If and a connection ∇f on its
underlying bundle Nf .
The zero section 0Nf : W → Nf has a canonical representative of the normal bundle
N0Nf with underlying bundle Nf . The datum (0Nf ,N (0Nf ), If ) is a topological MU-
cycle representing a MU-Thom class ν on Nf (cf. Example 4.194). By the solution of
Problem 4.197 there is a natural choice νˆ := νˆ(∇f ) of a differential Thom class on Nf
refining ν with Td(νˆ) = u(∇f ). We can write
νˆ := ĉycl(0Nf ,N0Nf , If ,∇f , ηf )
for a suitable choice of ηf ∈ ΩA−1prop/W,−∞(Nf ). The pair (ι, νˆ) represents a differential
MU-orientation for f and hence yields an integration Iˆ(ι, νˆ)!.
We now define a geometric integration
Iˆgeom : Cyclegeom,∗MU (W )→ Cyclegeom,∗+nMU (M)
as follows. Let
g˜ := (g : B → W,Ng, INg ,∇Ng , ηg) ∈ Cycle∗MU(W ) .
Then we get a canonical representative of the normal bundle Nf◦g whose underlying
bundle admits an isomorphism
Nf◦g ∼= Ng ⊕ g∗Nf (64)
which is unique up to homotopy. Indeed, the underlying bundle Nf◦g admits a filtration
Nf ⊂ Nf◦g with quotient Ng, and the isomorphism is fixed by the choice of a split. We
choose such an isomorphism and define If◦g and ∇f◦g using this direct sum decomposition
and set
ηf◦g :=
∫
W/M
u(∇f ) ∧ ηg +
∫
W/M
(
∫
Nf/W
ηf ) ∧R(ĉycl(g˜)) .
Then we define
Iˆgeom(g˜) = (f ◦ g,Nf◦g, Ig ⊕ g∗If ,∇g ⊕ g∗∇f , ηf◦g) .
Observe that ĉycl(Iˆgeom(g˜)) does not depend the choice of the isomorphism (64).
The following is the prototype of a differential index theorem. It compares the integration
with respect to a differential orientation with a geometric push-forward construction.
Problem 4.248. Show the index theorem:
Cycle
geom,∗
MU (W )
Iˆgeom

ĉycl // M̂U
∗
(W )
Iˆ(ι,νˆ)!
Cycle
geom,∗+n
MU (M)
ĉycl // M̂U
∗+n
(M)
.
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Proof. I am interested to see the details. 2
Example 4.249. We consider a proper submersion f : W → M with a fiberwise Riem-
mannian metric and a horizontal distribution. We get an induced connection ∇T vf on
the vertical bundle T vf := ker(df) by [BGV92, Ch. 9]. We assume that T vf has a
Spinc-structure and that we have chosen a Spinc-extension ∇˜ of ∇T vf . Let S(T vf) be
the fibrewise spinor bundle. It acquires the structure of a family of Dirac bundles. In this
way we get a geometric familyW over M . Let V → W be a hermitean vector bundle with
metric connection ∇V . The geometric family determined by the twisted spinor bundle
S(T vf) ⊗ V will be denoted by W ⊗ V . Its associated family of Dirac operators will be
denoted by D(W ⊗ V ). We refer to [Bun09] for details on geometric families.
The Spinc-structure on T vf determines an equivalence class of a KU-orientation [ι, ν] of
f . For a complex vector bundle with connection (V,∇V ) on W we define the topological
index by
indextop(V,∇V ) := I[ι, ν]!(cycl(V )) ∈ KUn(M) ,
where n = dim(M)− dim(W ). The analytical index is the index of the family of twisted
Dirac operators
indexan(V,∇V ) := index(D(W ⊗ V ))
The Atiyah-Singer index theorem for families states that
indextop(V,∇V ) = indexan(V,∇V ) .
Note that both indices do not depend on the connections. The goal of the following is to
state a differential refinement of this index theorem which takes the geometric structures
into account.
The Spinc-connection ∇˜ determines a form
Td(∇˜) ∈ ΩC[b, b−1]0cl(W )∗ .
By 4.198 we can find a natural Thom class νˆ(T vf) := νˆ(∇˜) on T vf which is unique up
to homotopy and satisfies Td(νˆ(T vf)) = Td(∇˜)−1. We now choose an embedding ι and
get an associated representative of the stable normal bundle N with underlying bundle
N . In particular we have a trivialization of T vf ⊕N ∼= W × Rl.
Let k := l + n be the dimension of N . Using the two-out-of-three principle 4.187 and
the canonical Thom class νˆl on the trivial bundle we get a well-defined homotopy class
of differential Thom classes νˆ ∈ K̂Ukprop/W (N) such that νˆl = prT vf νˆ(T vf) ∪ pr∗N νˆ. In
particular we have Td(νˆ) = Td(∇˜). The pair (ι, νˆ) induces a well-defined integration
Iˆ! := Iˆ(ι, νˆ)! : K̂U
∗
(W )→ K̂U∗+n(M)
with curvature map
R(ι, νˆ)(α) =
∫
W/M
Td(∇˜) ∧ α .
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This differential integration only depends on the Spinc-structure on T vf and the choice of
the Spinc-connection ∇˜. We define the differentially refined topological index of a vector
bundle with connection (V,∇V ) on W by
îndex
top
(V,∇V ) := Iˆ!(ĉycl(V,∇V )) ∈ K̂U
n
(M) . (65)
We assume that n is even and that the family of twisted Dirac operators D(W ⊗ V ) has
a kernel bundle U . This bundle acquires an induced metric and a metric connection ∇U
(see [BGV92, Ch. 10] for details). We consider
îndex
an
(V,∇V ) := b−n2 ĉycl(U,∇U) ∈ K̂Un(M)
as the differentially refined analytical index. Using the methods of [BS09] one can drop
the assumptions that n is even and that there is a kernel bundle so that the analytic index
is defined in general.
The comparison between the differentially refined topological and the analytical indices
is the contents of the differential version of the Atiyah-Singer index theorem. The local
index [BGV92] theorem asserts that
ch(∇U) =
∫
W/M
Td(∇˜) ∧ ch(∇V ) + dη(W ⊗ V ) ,
where η(W ⊗ V ) ∈ ΩC[b, b−1]n−1(M) is the η-form of [BC89].
Problem 4.250. Show the differential index theorem: In K̂U
n
(M) we have
îndex
top
(V,∇V ) = îndexan(V,∇V ) + a(η(W ⊗ V )) . (66)
Proof. The differential index theorem follows from the following proposition.
Proposition 4.251. Let Iˆ!, Iˆ
′
! be two integrations in differential K-theory defined for
differentially K-oriented (in the sense of [BS09]) proper submersions which satisfy:
1. Iˆ! and Iˆ
′
! are compatible with curvature.
2. They are compatible with cartesian diagrams.
3. They are compatible with composition.
4. They satisfy the bordism formula.
5. They coincide with the topological integration I! on flat classes.
Then Iˆ! = Iˆ
′
! .
Indeed, the integration defined in [BS09] coincides with the right-hand side of (66) and
satisfies the assumptions of Proposition 4.251.
The integration in differential K-theory used in the definition of the topological index
(65) also satisfies these assumptions by 4.233 and 4.235. 2
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Proof. (Prop. 4.251) We consider the difference δ := Iˆ! − Iˆ ′! , We must show that δ = 0.
The first lemma reduces the proof of Proposition 4.251 to the case where the base of the
bundle is a point.
Lemma 4.252. If δ = 0 in the case where M is a point, then δ = 0 in general.
Proof. Let f : W →M be a proper submersion with a differential K-orientation. We let
Iˆf,! and Iˆ
′
f,! denote the associated integrations and write δf := Iˆf,! − Iˆ ′f,!. We consider a
class x ∈ K̂U∗(W ). The assertion that the integrations are compatible with the curvature
in detail means that
R(Iˆ!,f (x)) =
∫
W/M
Td(∇˜) ∧R(x) = R(Iˆ ′!,f (x)) .
This implies that R(δf (x)) = 0 so that δf (x) ∈ K̂U
∗+n
flat(M)
∼= KUC/Z∗+n−1(M). In
particular, δf (x) is homotopy invariant and therefore only depends on the underlying
topological class I(x) of x.
As a consequence of the Anderson selfduality of KU one can detect classes in K̂UC/Z∗(M)
by evaluating them against KU∗(M) classes. So if 〈δf (x), u〉 = 0 for all KU-homology
classes u ∈ K̂U∗+n−1(M), then δf (x) = 0. By [BD82] or [Jak98] we can realize u ge-
ometrically in the form u = g∗(v ∩ [B]), where g : B → M is a smooth map from a
closed manifold B of dimension ∗+ n− 1 with a Spinc-structure and v ∈ KU0(B). The
projection p : B → ∗ is then KU-oriented and we have
〈δf (x), u〉 = Ip,!(g∗δf (x) ∪ v) ∈ KUC/Z0(∗) ∼= C/Z .
We choose a differential refinement of the KU-orientation of p and a lift vˆ ∈ K̂U0(B) of
v. We let f˜ and g˜ be defined by the cartesian diagram
W˜
f˜

g˜ //W
f

B
g //M
where f˜ has its induced differential KU-orientation. Then we have the sequence of equal-
ities
〈δf (x), u〉 = Ip,!(g∗δf (x) ∪ v)
!!
= Iˆp,!(g
∗δf (x) ∪ vˆ)
!
= Iˆp,!(g
∗Iˆf,!(x) ∪ vˆ)− Iˆ ′p,!(g∗Iˆ ′f,!(x) ∪ vˆ)
!!!
= Iˆp◦f˜ ,!(g˜
∗x ∪ f˜ ∗vˆ)− Iˆ ′
p◦f˜ ,!(g˜
∗x ∪ f˜ ∗vˆ)
!
= 0 .
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At the equalities marked by ! we use the assumption that δ = 0 for maps to a point. The
equality marked by !! uses the assumption 4.251, 5. At the equality marked by !!! we use
4.251, 2. und 3. 2
In order to finish the proof of Proposition 4.251 we consider the special case where M = ∗.
Since KUC/Zodd(∗) = 0 and by periodicity of KU it remains to consider the case where
dim(W ) = −n and deg(x) = 1− n. We now reduce to the case of odd n.
Lemma 4.253. If we assume that δ = 0 in the case that M is a point and n is odd, then
δ = 0 in general.
Proof. Assume that n is even. We consider the map p : S1 → ∗ with some differential
K-orientation and a class e ∈ K̂U1(S1) such that Iˆp,!(e) = 1. Since dim(S1) is odd we
have by assumption that Iˆ ′p,!(e) = 1. We now consider the diagram
W × S1f×idS1 //
idW×p

S1
p

W
f

f // ∗
∗
.
By a simple calculation again using the compatibility of the integrations with pull-back,
composition and the projection formula we get
δf (x) = δf◦(idW×p)(x ∪ (f × idS1)∗e) .
The right-hand side vanishes since dim(W × S1) is odd. 2
We have not yet used that both integrations satisfy the bordism formula. Let Z with
W ∼= ∂Z be a Spinc-zero-bordim of W . We extend the differential KU-orientation of W
across Z. Note that this is possible since we use the notion of a differential orientation
defined in [BS09]. Furthermore we assume that x = y|W for some class y ∈ K̂U
1−n
(Z).
The assumption 4.251, 4. in detail means that
Iˆf,!(x) = a(
∫
Z
Td(∇˜) ∧R(y)) = Iˆ ′f,!(x) .
It follows that δf (x) = 0 if W is zero-bordant and the class x extends over the zero
bordism.
By the Pontrjagin-Thom construction the group of bordism classes of Spinc-manifolds of
dimension −n equipped with KU1−n-classes is isomorphic to MSpinc−n(Ω∞+n−1KU).
The difference δ therefore induces a homomorphism δ˜ : MSpinc−n(Ω
∞+n−1KU)→ C/Z.
In order to finish the proof of Proposition 4.251 it suffices to show that δ˜ = 0 in the case
of odd n.
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The Atiyah-Bott-Shapiro orientation MSpinc → KU induces a homomorphism
ABS : MSpinc−n(Ω
∞+n−1KU)→ KU−n(Ω∞+n−1KU) .
If δ˜ factors over ABS, then it is induced by a map δˆ : KU−n(Ω∞+n−1KU) → C/Z,
i.e. a class δˆ ∈ KUC/Z−n(Ω∗+n−1KU). If n is odd, then KUC/Z−n(Ω∞+n−1KU) ∼=
KUC/Z1(Z×BU) ∼= 0. Therefore the following Lemma completes the proof of Proposi-
tion 4.251.2
Lemma 4.254. The homomorphism δ˜ factors over ABS.
Proof. We let [W,x] ∈MSpinc−n(Ω∞+n−1KU) denote the class represented by the closed
−n-dimensional Spinc-manifold W and the class x ∈ KU−n+1(W ). We have already seen
that δ˜([W,x]) only depends on the bordism class of (W,x). Since δ is linear we have
δ˜([W,x + x′]) = δ([W,x]) + δ([W,x′]). Following [BD82], in order to show that δ˜ factors
over ABS, it remains to show that δ˜ preserves vector bundle modifications.
Let g : S → W be the sphere bundle of a real Spinc-vector bundle of dimension 2k + 1.
The Spinc-structure on W induces a Spinc-structure on S. The map δ˜ preserves vector
bundle modifications if in this case we have the equality δ˜([S, b−kg∗x]) = δ˜([W,x]), where
b−k ∈ KU2k is a power of the Bott element. We choose differential orientations of the
maps and a differential lift xˆ of x. We assume:
Lemma 4.255. We have δg(1) = 0 in the case that g : S → W is a sphere bundle of a
Spinc-vector bundle.
Using this Lemma we can calculate
δ˜([S, b−kg∗x]) = Iˆf◦g,!(b−kg∗xˆ)− Iˆ ′f◦g,!(b−kg∗xˆ)
= (Iˆf,! ◦ Iˆg,!)(b−kg∗xˆ)− (Iˆ ′f,! ◦ Iˆ ′g,!)(b−kg∗xˆ)
= Iˆf,!(xˆ ∪ b−kIˆg,!(1))− Iˆ ′f,!(xˆ ∪ b−kIˆ ′g,!(1))
= δf (x ∪ b−kIˆg,!(1))− Iˆ ′f,!(x ∪ b−kδg(1))
= δf (x) .
The second summand of the last line vanishes by Lemma 4.255. In the first summand
we use the identity of topological KU-classes b−kIg,!(1) = 1 and that δf factors over the
underlying topological KU-class.
It remains to show Lemma 4.255. Since δ is compatible with pull-back the class δg(1) is
pulled by from a universal class in KUC/Z−2k−1(BSpinc(2k+ 1)). Since BSpinc(2k+ 1)
is the classifying space of a compact Lie group its KU and KUC/Z-theories are concen-
trated in even degrees by [AH61]. 2
2
2This part of the argument was suggested by Stephan Stolz.
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A differentially refined Atiyah-Singer index theorem was first shown by Freed and Lott
in [FL10]. The analytic indices of Freed-Lott and in 4.250 essentially coincide. But the
construction of the topological indices is different. So 4.250 is not completely equivalent
to [FL10]. Differential KU-index theorems were also studied in [Klo08] and [Ort09] (even
equivariantly).
If one applies the differential lift of the Chern character cˆh : K̂U
∗ → ̂HQ[b, b−1] to both
sides of the index formula (66), then one obtains the equality
cˆh(îndex
top
(V,∇V )) = cˆh(îndexan(V,∇V )) + a(η(W ⊗ V ))
in ̂HQ[b, b−1]
n
(M). The validity of this equality is a mixture if a Riemann-Roch and an
index theorem which has been verified in [Bis05], [BS09].
4.12 Geometrization
Let G be a Lie group and R(G)+ ⊂ R(G) be the semiring of isomorphism classes of
finite-dimensional representations under ⊕ and ⊗. Let P → M be a G-principal bundle
and ω be a connection on P . If (ρ,Hρ) is a finite-dimensional representation of G, then
we can form the associated vector bundle P ×G,ρ Hρ =: Vρ. It acquires a connection ∇Vρ
from ω. Below we write Vρ =: Bp(ρ,Hρ) and (Vρ,∇Vρ) =: BP,ω(ρ,Hρ). The associated
vector bundle construction gives a diagram of morphisms of semirings
Vectgeom(M)

R(G)+
BP,ω
77
BP
''
Vect(M)
.
The construction BP can be applied to the universal G-bundle EG → BG. Since
KU0(BG) is a group we get an extension
R(G)+

BEG// Vect(BG)
cycl

R(G)
B˜EG//KU0(BG)
of BEG to a map B˜EG.
Let E∗ be a generalized cohomology theory. If X is a space, then E∗(X) has a natural
topology such that the open neighbourhoods of 0 are the kernels of restrictions E∗(X)→
E∗(Y ) for all maps Y → X from finite CW -complexes Y . We apply this to KU0(BG).
Let I := ker(dimR(G) → Z) be the augmentation ideal and R(G)ˆI be the I-adic com-
pletion of the ring R(G). For the following see e.g. [AS69].
160
Theorem 4.256 (Atiyah-Hirzebruch). Assume that G is compact. Then the map B˜EG
induces a topological isomorphism
BˆBG : R(G)
ˆ
I
∼→ KU0(BG) .
Example 4.257. Let G = U(1). We have BU(1) ∼= CP∞ and KU∗(CP∞) ∼= Z[[x]][b, b−1],
where x ∈ KU0(CP∞) is the class x = cycl(L)−1 with L→ CP∞ being the tautological
bundle. We have an identification
R(U(1)) ∼= Z[u, u−1] ,
where u is the defining representation U(1)
id→ U(1). With this identification we have
cycl(L) = BEU(1)(u).
Problem 4.258. Verify explicitly that the map BEU(1) : u 7→ cycl(L) extends to a
topological isomorphism
R(U(1))ˆI
∼→ KU0(CP∞) .
Proof. It is natural to consider the restrictions along the subspaces CPn ⊂ CP∞. Note
that on CPn we have (cycl(L)− 1)n+1 = 0. 2
Consider now the group G = Z/2Z. We have BZ/2Z ∼= RP∞.
Problem 4.259. Verify the Atiyah-Hirzebruch theorem for the group Z/2Z by explicit
calculation.
Proof. Show be calculation that K(RP∞) ∼= Z ⊕ Z2 and R(S1)ˆI ∼= Z ⊕ Z2. Show then
that BEZ/2Z is a topological isomorphism. 2
We now consider the diagram
R(G)+

BP,ω// Vectgeom(M)
ĉycl
R(G)
B˜P,ω // K̂U
0
(M)
,
where the factorization B˜P,ω of BP,ω exists by the universal property of the ring completion
R(G) of R(G)+.
Problem 4.260. Assume that M is compact. Show that B˜P,ω is continuous with respect
to the I-adic topology on R(G) and the discrete topology on K̂U
0
(M). We let
BˆP,ω : R(G)
ˆ
I → K̂U
0
(M)
be the extension by B˜P,ω by continuity.
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Proof. It suffices to show that B˜P,ω annihilates I
2n+2, where n := dim(M). First of all,
R ◦ B˜P,ω annihilates In+1. It follows that we have a factorization
B˜P,ω : I
n+1 B¯P→ KC/Z−1(M)→ K̂U0(M) .
The first map is a morphism of R(G)-modules. Hence the restriction of B˜P,ω to I
2n+2
factors over
In+1 ⊗ In+1 B¯P⊗BP→ KC/Z−1(M)⊗KU0(M) ∪→ KC/Z−1(M)→ K̂U0(M)
which vanishes since the first map vanishes. 2
We interpret the principal bundle P as a map (determined up to homotopy) P : M → BG.
A connection on P gives rise to a lift
K̂U
0
(M)
I

K0(BG) P
∗
//
∇:=BˆP,ω◦Bˆ−1BG
99
KU0(M)
.
We complete this diagram as follows:
ΩA0cl(M)
H(A)0(BG)
C∇
88
K̂U
0
(M)
R
OO
I

K0(BG)
c
OO
P ∗ //
∇
88
KU0(M)
.
The dashed arrow exists since c is an equivalence after complexification and comple-
tion, and ΩA0cl(M) is a complex vector space. Recall that A = C[b, b−1] and note that
H(A)∗(M) is bigraded by cohomological and internal degree where deg(b) = −2. In the
discussion above we used the total degree. The domain and target of C∇ are still graded
by the internal degree.
Problem 4.261. Show that C∇ preserves the internal degree.
Proof. This is a consequence of 4.71. 2
The condition that C∇ preserves the internal degree is equivalent to the condition that ∇
rationally preserves all Adams operations.
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We now turn to the general case. Let B be some space not necessarily of the form BG
and consider a map P : M → B from a compact manifold M . We equip K̂U0(M) and
ΩA0cl(M) with the discrete topology. Let ∇ be a continuous lift
ΩA0cl(M)
H(A)0(B)
C∇
88
K̂U
0
(M)
R
OO
I

K0(B)
c
OO
P ∗ //
∇
88
KU0(M)
. (67)
The map C∇ exists again since c becomes an isomorphism after complexification of the
domain and completion.
Definition 4.262. We call C∇ the cohomological character of ∇.
This leads to the following generalization of the notion of a connection on a G-principal
bundle.
Definition 4.263. Let B be some space. A geometrization of a map P : M → B from a
compact manifold M is a continuous lift ∇ in the diagram of topological groups (67) such
that the cohomological character C∇ preserves the internal degree.
Example 4.264. Let us consider geometrizations of the identity maps S2n → S2n, n ≥ 0.
1. We first consider the case that B = ∗. Then K0(∗) ∼= Z. We get a geometrization
∇ be setting ∇(1) := 1 ∈ K̂U0(M).
2. The next case is n = 1. We have KU0(S2) ∼= Z1⊕ Zx, where x = cycl(L)− 1 and
L→ S2 ∼= CP1 is the tautological bundle. We define a geometrization by
∇(1) := 1 , ∇(x) := cycl(L,∇L)− 1 .
Here we can take any connection.
3. We now consider the geometrization of the identity map S4 → S4. We have
KU0(S4) ∼= Z1 ⊕ Zx with x := cycl(V ) − 2, where V → S4 is associated to
the Hopf SU(2)-bundle S7 → S4 and the defining 2-dimensional representation of
SU(2). Let us choose some connection ∇V . We define
∇(1) := 1 , ∇(x) := ĉycl(V,∇V )− 2 .
We now calculate the cohomological character. Note that ch(1) = 1 and ch(x) =
b2orS4 . This gives
C∇(1) = 1 , C∇(b2orS4) = ch(∇V )− 2 = bch2(∇V ) + bch4(∇V ) .
This cohomological character preserves the internal degree if any only if ch2(∇V ) =
0. We can achieve this by choosing a SU(2)-connection ∇V .
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4. Let us now consider the identity map S6 → S6. We have KU0(S6) ∼= Z1 ⊕ Zx,
with x = cycl(V ) − d, where V → S6 is an appropriate bundle. We again choose
a connection ∇V and set ∇0(1) := 1 and ∇0(x) := ĉycl(V,∇V ) − d. We have
ch(1) = 1 and ch([V ]− d) = b3orS6 . The cohomological character is now given by
C∇0(1) = 1 , C∇0(b
3orS6) = ch(∇V )− d = bch2(∇V ) + b2ch4(∇V ) + b3ch6(∇V ) .
It is not clear whether we can find a connection with ch2(∇V ) = 0 and ch4(∇V ) = 0.
But we can choose forms α1 ∈ Ω1(S6,C) and α3 ∈ Ω3(S6,C) with dα1 = ch2(∇V )
and dα3 = ch4(∇V ). Then we define
∇(1) := 1 , ∇(x) = ∇0(x)− a(bα1 + b2α3) .
Then
C∇(1) = 1 , C∇(b3orS6) = b
3ch6(∇V )
preserves degree.
Example 4.265. We now consider the geometrization of the inclusion f : CP1 → CP∞.
We have KU0(CP∞) ∼= Z[[x]], where x = cycl(L) − 1 (see 4.257). We choose any
connection ∇f∗L on f ∗L and define a geometrization by ∇(xn) := (ĉycl(f ∗L,∇f∗L)−1)n.
Problem 4.266. Show that this prescription defines a geometrization.
Proof. We have R(∇(xn)) = 0 for n ≥ 2. It follows that ∇(xn) = 0 for n ≥ 4. This
implies that ∇ extends by continuity to a map
∇ : KU0(CP∞)→ K̂U0(CP1) .
We have ch(x) = c1b and hence ch(x
n) = cn1b
n It follows that
C∇(xn) = bnc1(∇f∗L)n .
Hence the cohomological character preserves degree. 2
Problem 4.267. Construct a geometrization of the inclusion f : RP3 → RP∞.
Proof. We have (see 4.259)
KU0(RP∞) ∼= Z1⊕ Z2x .
A topological generator of the Z2-summand is the class x := cycl(L) − 1, where L is
the complexification of the tautological real bundle. Its restriction to RP3 has a flat
connection ∇f∗L.
∇(1) := 1 , ∇(x) := ĉycl(f ∗L,∇f∗L)
does the job. Verify! 2
164
Example 4.268. Let us fix a number p ∈ N and consider the space X defined as the
homotopy fibre
X → BSU(2) pc2→ K(Z, 4) .
Let f : M → X be some map from a compact manifold.
Problem 4.269. Construct a geometrization of f .
Proof. Since c2p is a rational isomorphism the space X is rationally acyclic. Note that X
has finite skeleta. We can choose a smooth compact dim(M)+1-connected approximation
M ′ → X and a factorization
f : M
g→M ′ f ′→ X .
Note that
0 = g∗ : H(A)−1(M ′)→ H(A)−1(M) .
We can obtain X as an iterated pull-back
X
h

// K(Z/pZ, 3)

// ∗

BSU(2)
c2 // K(Z, 4) p // K(Z, 4)
.
This makes clear that the fibre of h is K(Z, 3). By [AH68] the group KU0(K(Z, 3)) is
divisible. It follows, from the Serre spectral sequence that
h∗ : R(SU(2))ˆI ∼= KU0(BSU(2))→ KU0(X)
is injective and has dense range (see [Bun11, Prop. 5.14] for similar arguments).
We know that R(SU(2)) = Z[x] and I = (x), where x + 2 is the defining representation
SU(2) ↪→ U(2). Hence R(SU(2))ˆI ∼= Z[[x]].
We choose a bundle V := f ′∗h∗BESU(2)(x) with connection ∇V . Note that ch(h∗x) = 2.
Hence we can find a form α ∈ ΩA−1(M ′) such that dα = ch(∇V )− 2. Then we define
∇′(x) := ĉycl(V,∇V )− 2− a(α) ∈ K̂U0(M ′)
and extend this to a ring map
∇′ : R(SU(2)) ∼= Z[x]→ K̂U0(M ′) .
Finally we define
∇(y) = g∗∇′(y) , y ∈ R(SU(2)) .
We check continuity. Let (yi) be a sequence in R(SU(2)) such that h
∗yi → 0. We must
show that ∇(yi)→ 0. We observe that R(∇′(x)) = 0 and I(h∗yi) = 0 for i >> 0. Hence
∇′(yi) ∈ H(A)−1(M ′)/im(ch) for i >> 0. This implies ∇(yi) = 0 for i >> 0.
Since R(∇(x)) = 0 the cohomological character is determined by C∇(1) = 1. It preserves
the internal degree. 2
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Problem 4.270. If B is a space of the homotopy type of a CW -complex with finite skeleta
and f : M → B is a map from a compact manifold, then f admits a geometrization. Given
k ≥ dim(M) + 1 we can in addition require that the geometrization is pulled-back from a
k-connected approximation M ′ → B. Such a geometrization will be called good.
Proof. One proceeds as in Example 4.268. We use the same notation. First decompose
KU0(M ′) into torsion and free part. Define ∇′ on the torsion part using flat classes.
Then deal with the free part by defining ∇′ on generators.
Similar arguments can be found in [Bun11, Prop. 4.4]. 2
Problem 4.271. Let f : M → B as in Prop. 4.270 and ∇f be a good geometrization of
f . Let further F : Z → B by an extension of f to a compact zero bordism Z of M . Show
that ∇f extends to a geometrization ∇F of F .
Problem 4.272. Show by example that in 4.271 we can not drop the assumtion that ∇f
is good.
Example 4.273. We continue the example 4.268. Let M be a closed 2n− 1-dimensional
Spinc-manifold and f : M → X. We choose a good geometrization ∇ of f . Let k ≥ 1.
We choose any K̂U-orientation refining the KU-orientation of M → ∗ given by the
Spinc-structure and define
ek(M) := Iˆ!∇(xk) ∈ K̂U
−2n+1
(∗) ∼= C/Z
using the associated integration map.
Problem 4.274. Show that ek(M) only depends on Spin
c-bordism class of M → X.
Proof. Let F : Z → X be a Spinc-zero bordism. Then we can extend the differential
KU-orientation and ∇. We have by the bordism formula 4.235
Iˆ!∇(xk) = a(
∫
Z
Td(ˆ˜ν) ∧R(∇(xk))) = 0 ,
since R(∇(xk)) = 0. 2
We therefore have defined a family of homomorphisms
ek : MSpin
c
2n−1(X)→ C/Z .
Let σ : S7 → S4 be the Hopf bundle and g : S4 → BSU(2) represent the generator of
pi4(BSU(2)) ∼= Z. The composition pc2 ◦ g ◦ σ is homotopically constant. In fact, we get
a unique lift
X
h

S7
f
::
g◦σ// BSU(2)
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Note that S7 has a canonical Spinc-structure induced by the stable framing. We get a
class [f : S7 → X] ∈MSpinc7(X).
Problem 4.275. Calculate
ek([f : S
7 → X]) ∈ C/Z .
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5 Exercises
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5.1 Sheet Nr 1.
1. Show in detail, that every vector bundle admits a connection.
2. Show, that a connection on a bundle E → M uniquely extends to a linear map
Ω(M,E)→ Ω(M,E) which satisfies the Leibniz rule.
3. Develop the details of the construction of the pull-back of a connection and prove
the formula for the pull-back of the curvature.
4. Show that an invariant connection descends if and only if its momentum map van-
ishes. Show that in this case the descent is uniquely determined.
5. Calculate the moment map of the Levi-Civita connection on a compact Lie-group
with left action and biinvariant metric.
6. Determine explicitly the connection on the Poincare´ bundle on the torus T n whose
curvature is an invariant two-form on the 2n-dimensional torus J(T n)× T n.
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5.2 Sheet Nr 2.
1. Calculate the curvature of the SU(2)-invariant connection on the tautological bundle
L→ CP1.
2. Verify the identities
ch(∇E⊕F ) = ch(∇E) + ch(∇F ) , ch(∇E⊗F ) = ch(∇E) ∧ ch(∇F ) ,
ch(∇Hom(E,F )) = ch(∇F ) ∧ ch(∇E∗)
and
ch2i(∇E∗) = (−1)ich2i(∇E) .
3. Show that one can express ch2k(∇) as a rational polynomial in the forms ci(∇) for
i ≤ k. Determines these polynomials explicitly for k = 4 and 6.
4. For F ∈ Aut(E) show
ω˜(F ) =
∫
S1×M/M
ω(E(F ))
(see 2.66 for notation)
5. Show that R∇
∗
= −(R∇)∗ and conclude that ci(∇) and ch2i(∇) are real forms if ∇
is unitary.
6. Show
ch2n(Fid) =
(−1)n−1(n− 1)!
(2pii)n(2n− 1)! Tr(g
−1dg)2n−1 .
(see Lemma 2.71 for notation)
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5.3 Sheet Nr 3.
1. Calculate cscn1 (∇) for all flat connections on line-bundles on the lense space L2n−1p :=
S2n−1/µp, p ∈ N prime.
2. Consider the map v : BSL(k,Cδ) → BGL(k,C) and observe that we then have
0 = v∗ : MSO3(BSL(k,Cδ)) → MSO3(BGL(k,C)). Let V δ → BSL(k,Cδ) be
associated to the standard representation of SL(k,Cδ).
Show that csV
δ
c21
: MSO3(BSL(k,Cδ)) → C/Z vanishes. Furthermore show that
Im(csV
δ
c2
) : MSO3(BSL(k,Cδ)) → R is non-trivial. Hint: Calculate c˜2(f ∗∇) −
c˜2((f
∗∇)∗) for suitable f : M → BSL(k,C) for some metric on f ∗V , compare
this with the Kamber-Tondeur class and use Borel’s result that the latter generates
H3(BSL(k,C);R).
3. Let M → S1 be a 2-torus bundle. Then we have a sequence
0→ pi1(T 2)→ pi1(M)→ pi1(S1)→ 0 . (68)
We consider generators A,B ∈ pi1(T 2) and an element T ∈ pi1(M) which maps
to a generator of pi1(S
1). We consider a representation ρ : pi1(M) → Sp(1) with
ρ(T ) = J (quaternionic notation) and ρ(A) = exp(2piiφ), ρ(B) = exp(2piiψ) for
some φ, ψ ∈ R. Let (V → M,∇) be the associated two-dimensional flat bundle.
Calculate c˜2(∇) in terms of the data ψ, φ and the extension (13). Discuss, under
which conditions ρ exists. Conclude that Re(csV
δ
c2
) from exercise 2. is non-trivial.
4. Calculate the Chern-Simons invariant of the lense space CS(S3/µk, g), where g is a
Riemannian metric of constant positive curvature.
5. Determine the sets
{CS(S3, g) | g a Riemannian metric} ⊂ C/Z
and
{CSrefined(S3, g) | g a Riemannian metric} ⊂ C/Z
(see (14)).
6. Determine
CS(M, g)− [
∫
Z
p1(g
TZ)]
in the case that gTZ extends g, but does not necessarily have a product structure.
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5.4 Sheet Nr 4.
1. Let X be a countable n-dimensional CW -complex. Show that there exists a smooth
manifold M and a homotopy equivalence M → X (see [BS10, Sec. 2] for an argu-
ment).
2. Let f : X → Y be an n + 1-connected map and M be an n-dimensional manifold.
Show that f∗ : [M,X]→ [M,Y ] is a bijection.
3. Let M be a connected manifold with fundamental group pi1(M) = Z/pZ. For
ρ ∈ J(M) let Pρ := P|{ρ}×M be the restriction of the Poincare´ bundle P → J(M)×M
(see Ex. 2.30). Show that
J(M) 3 ρ 7→ cZ1 (Pρ) ∈ H2(M ;Z)
induces an isomorphism of groups between J(M) and the torsion subgroup of
H2(M ;Z).
4. For r ∈ N we let Mr → S4 be the SU(2)-principal bundle classified by cZ2 (Mr) =
r[S4] ∈ H4(S4;Z). Calculate H4(Mr;Z) and its element pZ1 (TMr) explicitly.
5. Show that 0 6= c1(L⊗C) in H2(RP∞;Z), where L→ RP∞ is the tautological bundle.
6. Find an explicit formula for the numbers
〈p1(TCPn)2 ∪ p3(TCPn), [CP10]〉 ∈ Z , n ≥ 10 .
7. For a discrete abelian group A we have the following constructions of the cohomology
of a manifold M with coefficients in A:
Hn(M ;A) =

Hn(M,A) sheaf cohomology
[M,K(A, n)] homotopy theoretic definition
Hn(Hom(C∗(M), A)) singular cohomology
Find equivalences between these definitions which are natural in M and A.
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5.5 Sheet Nr 5.
1. For a lower bounded complex of sheaves F construct the hypercohomology spectral
sequence with
Hp(M,Hq(F)) = Ep,q2 , (Er, dr)⇒ Hp+q(M,F) .
2. We consider the Hopf fibration pi : S3 → CP1 and the complex of sheaves
CP1 ⊇ U 7→ ΩC(pi−1(U)) ∈ Ch+ .
Make the hypercohomology spectral sequence explicite.
3. Make the hypercohomology spectral sequence for
E(n) := Cone(Z→ σ<nΩC)
explicite and relate it with the structure of Deligne cohomology.
4. Show that
x 7→ {M 3 m 7→ ev(m∗x) ∈ C/Z}
defines a natural isomorphism
f : Hˆ1Del(M ;Z)
∼→ C∞(M ;C/Z) .
Show further that f−1(x)df(x) = R(x).
5. Show that
x 7→ {L(M) 3 γ 7→ ev(γ∗x) ∈ C/Z}
defines a natural injective homomorphism
f : Hˆ2Del(M ;Z)
∼→ C∞(L(M);C/Z) .
Show that it is not surjective, in general, and calculate df . Here L(M) := C∞(S1,M)
is the free loop space and smooth maps out of L(M) are understood in the diffeo-
logical sense.
6. Show that the canonical generator e ∈ Hˆ1Del(S1;Z) is primitive. Let further G be
a compact connected and simply connected simple Lie group. Show that there is a
unique (up to sign) bi-invariant class e ∈ Hˆ3Del(G;Z) such that I(e) ∈ H3(G;Z) is a
generator. Show that this class is primitive.
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5.6 Sheet Nr 6.
1. Consider the complex tangent bundle THCn of the complex hyperbolic space HCn
with the Levi-Civita connection ∇ and a point x ∈ HCn. For r > 0 let Sr ⊂ HCn
be the distance sphere at x. Calculate
evSr(cˆn(∇)) ∈ C/Z
as a function of r.
2. Let E →M be a vector bundle, ∇ a connection on E and h be a hermitean metric.
Show that
cˆn(∇) = cˆn(∇) .
3. Let (E,∇) be a flat complex vector bundle. Then Im sˆ2n(∇) ∈ H2n−1(M ;R). Find
the relation between Im sˆn(∇) and the Kamber-Tondeur class cˇh2n(∇).
4. Show that a Cˇech 1-cocycle for the complex
K(1) : C∗ d log→ Ω1C
can naturally be identified with the glueing data for a line bundle with connection.
Use this to construct the isomorphism
cˆ1 : Line∇(M)
∼→ H1(M ;K(1))
explicitly on the level of Cˇech cohomology. Verify that this is compatible with
the previous constructioin of cˆ1 and the identification H
1(M ;K(1)) ∼= Hˆ2Del(M ;Z)
described in the course
5. Let V → B a vector bundle with structure group GL(k,Cδ) over some space B and
ω be an integral characteristic form. For a map f : M → B from a closed oriented
n− 1-manifold define
csVω (f : M → B) := ev(ωˆ(∇f
∗V )) ∈ C/Z .
Show that this defines a homomorphism csVω : MSOn−1(B) → C/Z which extends
the provious definition made under the assumption that V was trivializable as a
bundle with structure group GL(k,C). Show further, that csVω factorizes over the
orientation transformation MSOn−1(B)→ Hn−1(M ;Z), [f : M → B] 7→ f∗[M ].
6. Fix a pth root of unity ξ and consider the flat bundle V → BZ/pZ with holonomy
[k] 7→ ξk. Let L2n−1p := S2n−1/(Z/pZ) and f : L2n−1p → BZ/pZ be the map which
induces the canonical identification of fundamental groups. Calculate csVcn1 (f) ∈
C/Z.
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5.7 Sheet Nr 7.
1. For a closed oriented Riemannian manifold (M, g) of dimension n− 1 define, using
the complxification of the Levi-Cevita connection,
CS(g) := ev((−1)ncˆ2n(∇TM⊗C)) ∈ C/Z .
Show that this extends the previous definition of the Chern-Simons invariant drop-
ping the assumption that M is zero-bordant.
2. Show that CS(g) is an invariant of the conformal class of g which vanishes if M
totally umbilically bounds a locally conformally flat manifold.
3. Let Z/pZ act on S4n−1 ⊂ C2n diagonally by [1] 7→ (ζq1 , . . . , ζq2n), where ζ =
exp(2piip−1) is a primitive root of unity and the numbers g.g.T (q1, . . . , q2n, p) = 1
and set L4n−1p (q1, . . . , q2n) := S
4n−1/(Z/pZ) with the induced round metric g. Cal-
culate
CS(L4n−1p (q1, . . . , q2n), g) ∈ C/Z .
4. Calculate cˆ1(∇ ⊗ C) ∈ Hˆ2Del(RPn;Z) for the canonical bundle (V,∇) of RPn in
algebro-topological terms.
5. Show that an oriented real vector bundle V admits a spin structure if (and only if
?) cˆ1(∇⊗ C) = 0 for some and hence every connection.
6. Show that the integral characteristic form p1
2
for real spin bundles has a unique
differential refinement. Show that this refinement is additive.
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5.8 Sheet Nr 8.
1. Let G be a Lie group with finitely many connected components and P →M be a G
principal bundle with connection ω. Let φ˜ ∈ I˜(G). Show that there exists a natural
(under pull-back of principal bundles with connection) form θ(ω) ∈ Ω2n−1(P ;C)
such that dθ(ω) = φ(Rω). Show that
pi∗cˆw(φ˜)(ω) = a(θ(ω)) .
2. We consider G := SU(2) and φ˜ ∈ I(SU(2)) such that φZ = c2. Give an explicit
formula for θ(ω) in Exercise 1.
3. Let (V, h,∇) be a flat euclidean vector bundle of dimension 2n and pi : S(V )→ M
be its sphere bundle. Let β be the normalized fibrewise volume form on S(V ),
extended to S(V ) using the connection. We define f(∇) ∈ H2n−1(M ;C/Z) by the
condition
f(∇)(x) = [
∫
x˜
β] ∈ C/Z
for x˜ ∈ H2n−1(S(V );Z) such that pi∗(x˜) = x ∈ H2n−1(M ;Z). Show that f(∇) is
well-defined and that f(∇) = χˆ(∇).
4. Complete the arguments in the construction of the ∪-product.
5. On S1 × S1 show that pr∗1eˆ ∪ pr∗2eˆ ∪ µ∗eˆ = 0, where µ is the group structure.
6. Consider the smooth C/Z-valued functions on C∗ \ {1} given by f := [ 1
2pii
ln(z)] and
g := [ 1
2pii
ln(1− z)] as elements in Hˆ1Del(C∗ \ {1};Z). Show that f ∪ g = 0.
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5.9 Sheet Nr 9.
1. We consider a closed oriented n− 1-dimensional manifold M and define the
〈. . . , . . . 〉 : HˆpDel(M ;Z)⊗ Hˆn−pDel (M ;Z)→ C/Z
by x⊗ y 7→ ev(x ∪ y). Show that this pairing is non-degenerate.
2. Complete the details of the construction of the differential cohomology diagram for
Hˆ∗CS(M ;Z).
3. Show that there is a unique natural integration for H(. . . ;Z) along proper oriented
submersions which is compatible with Mayer-Vietoris sequences associated to de-
compositions of the base.
4. Let (P,∇P ) be the Poincare´ bundle over J(S1) × S1. Calculate the integrals of
cˆ1(∇P ) over the two projections.
5. Let p : W → B be an oriented bundle of compact manifolds with boundary ∂W →
B. Let q : ∂W → B denote the restriction of p to the boundary. We consider
x ∈ HˆnDel(W ;Z). Show that
q!(x) = a(
∫
W/B
R(x)) .
6. Let Z ∈ Sm(N(Ch)) and consider its interpretation Z∞ ∈ Sm(N(Ch)[W−1]). Show
that Z satisfies descent, but Z∞ does not.
177
5.10 Sheet Nr 10.
1. Show that the tensor structure with N(sSet)[W−1]) on N(Ch)[W−1] is given by
A⊗X ∼= A⊗ C∗(X), where C∗(X) is the chain complex associated to C.
2. We define a functor s¯ : Sm(C) → Sm(C) as the composition of s : Sm(C) →
Sm(Fun(N(∆op),C)) and colimN(∆op) : Sm(Fun(N(∆
op),C))→ Sm(C), where s is
precomposition by Mf → Fun(∆,Mf), M 7→M ×∆•.
We consider the sheaf Ωncl ∈ ShAb(Mf) of closed n-forms. Calculate the homotopy
and cohomology groups groups of the evaluations on M of the following presheaves
and sheaves derived from Ωncl in terms of the de Rham cohomology on M .
(a) We let C(Ωncl) ∈ Sm(N(Ch)[W−1]) be the presheaf of chain complexes given
by Ωncl located in degree 0. Calculate H
∗(C(Ωncl))(M)).
(b) CalculateH∗(L(C(Ωncl))(M)), where L : Sm(N(Ch)[W
−1])→ Smdesc(N(Ch)[W−1])
is the sheafification.
(c) Similarly let C≤0(Ωncl) ∈ Sm(Ch≤0[W−1]) be the negatively graded chain com-
plex represented by Ωncl and L : Sm(N(Ch
≤0)[W−1])→ Smdesc(N(Ch≤0)[W−1]).
Calculate H∗(L(C≤0(Ωncl))(M))
(d) Calculate the groupsH∗(s¯C(Ωncl)(M)), H
∗(s¯C≤0(Ωncl)(M)), H
∗(L(s¯C(Ωncl))(M))
and H∗(L(s¯C≤0(Ωncl))(M)), where s is as in 4.25.
(e) We consider Ωncl as a smoth constant simplicial abelian group S(Ω
n
cl) ∈ Sm(N(sAb)[W−1]).
Calculate pi∗(S(Ωncl)(M)).
(f) Calculate pi∗(s¯S(Ωncl)(M)).
3. Let (HZ,C, c) be the canonical datum of HZ and D(n) the nth Deligne complex.
Show that Diffn(HZ,C, c) ∼= H(D(n))
4. Let (E,A, c) be a datum. Provide a natural morphism of monoids
Ωmap(E,H(A))→ end(E,A, c)
and calculate the action of pi0(Ωmap(E,H(A))) ∼= H(A)−1(E) on Eˆ∗.
5. Let (E,A, c) be a datum. Show that there are pull-back diagrams
Diffn(E,A, c) //

L(H(ΩAncl))

Sm(E) // Sm(H(A))
, Diffn(E,A, c) //

L(H(ΩAn−1cl /im(d)))

Sm(E) // Sm(H(A))
.
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5.11 Sheet Nr 11.
1. We consider a complex vector bundle V → M . Show, in the framewok of KU-
theory, that Rham(ch(∇V )) = c(cycl(V )).
2. Show in detail the existence and uniqueness of the lifts cˆn : K̂U
0 → ĤZ2n of the
Chern classes.
3. Show that there is a unique SU(2)-invariant class u ∈ K̂U1(SU(2)) which refines a
generator of K˜U
1
(SU(2)) ∼= Z and restricts to zero at the identity element.
4. We consider the canonical datum (MU, A, c). Let u ∈ H(A)0(BU) correspond
to c ∈ H(A)0(MU) under the Thom isomorphism. Show that for a MU-cycle
z := (f : W →M,N , I) of degree n we have f!u(N) = c(cycl(z)) ∈ H(A)n(M).
5. Write (see previous exercise) u =
∑∞
n=0[CPn]Φn with Φn ∈ C[c1, . . . , cn]2n. Calculate
Φn for small n (e.g. n ∈ {0, 1, 2, 3}) explicitly.
6. We consider S2 with the standard metric. A map f : S1 → S2 gives rise to a MU-
cycle Z(f) of degree 1 in a canonical way. Let x ∈ S2 be some point. Calculate
harm(Z(f))|x ∈ M̂U
1
(∗) ∼= C/Z.
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5.12 Sheet Nr 12.
1. Show that the cycle map ĉycl : iVectgeom → K̂U is multiplicative.
2. Show that MU is formal over C.
3. Show that Diff(S,C, c) fits into a pull-back
Diff(S,C, c)

// Diff(HZ,C, c)

Sm(S) // Sm(HZ)
.
4. Let (E,A, c) be a multiplicative data. Work out the definition of a module data
(F,B, d). Construct Diff(F,B, d) as a Diff(E,A, c)-module.
5. Let η ∈ pi1(S) ∼= Z/2Z and σ ∈ pi3(S) ∼= Z/24Z be the generators given by the Hopf
maps S3 → S2 and S7 → S4. The have canonical lifts ηˆ ∈ Sˆ−1(∗) and σˆ ∈ Sˆ−3(∗).
Let eˆ : Sˆ∗ → K̂U∗ be induced by the unit. Calculate eˆ(ηˆ) ∈ K̂U−1 ∼= C/Z and
eˆ(σˆ) ∈ K̂U−3 ∼= C/Z.
6. Show that KO is formal over C.
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5.13 Sheet Nr 13.
1. Let W be a compact oriented n-manifold with boundary ∂W . Calculate ĤZ
n
∂W (W ),
ĤZ
n+1
∂W (W ) and ĤZ
n+1
c (W \ ∂W ).
2. Let MSpinc → KU be the ABS-orientation. The universal bundle V → BSpinc(n)
is thus KU-oriented with Thom class ν. Let 0V : BSpin
c(n) → V be the zero
section. Describe HC[b, b−1]∗(BSpinc(n)) and calculate ch(0∗V ν).
3. Calculate ch(ρk(V )), where ρk(V ) is the cannibalistic class for the Adams operation
Ψk and V is as in 1..
4. Show that there exists a unique differential refinement ρˆk : VectSpin
c,geom
R → K̂U[ 1k ]0.
5. Calculate ρˆk(L,∇), where (L,∇) is the tautological bundle on CPn with its invariant
connection.
6. Let νˆ ∈ Sˆnc (Rn) be a differential Thom class. Let x ∈ Eˆ∗(M). Show that
desusp(pr∗Rn νˆ ∪ pr∗Mx) = x .
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5.14 Sheet Nr. 14.
These problems are probably more than just exercises. I am interested to see solutions.
1. Descide 4.10, 4.67, and 4.31.
2. Descide 4.81.
3. Prove the bordism formula 4.235.
4. Solve 4.230.
5. Prove the differential MU-index theorem 4.248.
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