Abstract. Let M be a finite von Neumann algebra (resp. a type II 1 factor), N ⊆ M be a II 1 factor (resp. N ⊆ M have atomic parts). We obtain a description on the inclusion N ⊆ M being amenable in terms of trace preserving normal unital completely positive maps, which is a generalization of a result of Haagerup. As applications, we prove two hereditary properties under amenable inclusions. One is Haagerup property, the other is weak Haagerup property.
introduction
To study operator algebra analogue of the rigidity phenomena in representation of groups and ergodic theory, A. Connes [10, 11, 12] introduced the key concept of correspondence between two von Neumann algebras, which can be thought of as the representation theory for von Neumann algebras. Later on, S. Popa [22] systematically developed this point of view to get new insights in the structure of von Neumann algebras, especially in the study of type II 1 factors. He studied Connes' classical work on the injective II 1 factor in the framework of correspondence and obtained many interesting results, and, he introduced a natural notion of amenability for a finite von Neumann algebra M relative to a von Neumann subalgebra N . For example, if M is a finite von Neumann algebra and N ⊆ M is a von Neumann subalgebra, M is amenable if and only if the inclusion C1 ⊆ M is amenable. Moreover, when the Jones' index [M : N ] < ∞, the inclusion N ⊆ M is amenable. Besides, if M is a cocycle crossed product of N by a cocycle action of a discrete group G, with measure preserving transformations, then the inclusion N ⊆ M is amenable if and only if G is an amenable group.
There are some permanence results under amenable inclusions. In [3] , it was proved that if G is a discrete amenable group with a free action α on a von Neumann algebra M and M has property Γ, then M ⋊ α G has property Γ. Erik in [8] proved that if G is a discrete amenable group with a free action α on a type II 1 factor M and M is McDuff, then M ⋊ α G is McDuff. Bannon and Fang in [7] proved a permanence result for Haagerup property under amenable inclusions for finite von Neumann algebras.
The study of representations of C * -algebras amounts to the study of positive forms, thus, correspondence also serves us as a tool in the study of completely positive maps. In [20] , J. Mingo showed that for a finite von Neumann algebra (2) (tr m ⊗ τ ) · S = τ, τ · T = tr m ⊗ τ ; (3) T · S(x k ) − x k 2 < ε, k = 1, . . . , n.
We also prove a result which generalizes the result of Haagerup [14, Proposition 3.5] . Theorem 1.3 (see Theorem 4.1). Let M be a type II 1 factor with a faithful normal tracial state τ , N ⊆ M be a von Neumann subalgebra having atomic parts and the inclusion N ⊆ M be amenable. Let x 1 , . . . , x n be a finite set in M and let ε > 0. Then there exist m ∈ N, normal c.p. maps S : M → M m (C) ⊗ N, T : M m (C) ⊗ N → M, such that
(1) S and T are unital; (2) (tr m ⊗ τ ) · S = τ, τ · T = tr m ⊗ τ ; (3) T · S(x k ) − x k 2 < ε, k = 1, . . . , n.
Note that since M is amenable iff the inclusion C1 ⊆ M is amenable (c.f. [22, 3.23] or [21] , Proposition 5), Theorem 4.1 generalizes a result of U. Haagerup [14, Proposition 3.5] , which is the case N = C1.
We use the above two results to deduce permanence results for Haagerup property and weak Haagerup property under amenable inclusions.
Theorem 1.4 (See Theorem 5.1).
If M is a finite von Neumann algebra, N ⊆ M is a type II 1 factor, the inclusion N ⊆ M is amenable and N has Haagerup's approximation property, then M also has Haagerup's approximation property.
Theorem 1.5 (See Theorem 5.2).
If M is a finite von Neumann algebra, N ⊆ M is a type II 1 factor, the inclusion N ⊆ M is amenable and N has weak Haagerup's approximation property, then M also has weak Haagerup's approximation property.
This paper is organised as follows. In section 2, we present some preliminaries. In section 3, we obtain a description of amenable inclusions with normal "unital" completely positive maps, and, the convergent topology should be · 2 norm topology. In section 4, we use some long matrix techniques to deal with a II 1 factor as a von Neumann subalgebra case, then relying on the results of section 3, we show that the above normal unital completely positive maps can be chosen to be trace preserving. In the last section, we present two hereditary properties under some amenable inclusions.
preliminaries
In this section, we recall the basic concepts that are used later.
Correspondences. Let M and N be von Neumann algebras. Recall that a correspondence from M to N is a * -representation of N ⊗ M op on a Hilbert space H, which is normal when restricted to both N = N ⊗ 1 and
Correspondences associated to completely positive maps. Let M be a finite von Neumann algebra with a faithful normal trace τ , and, given a normal completely positive map φ : M → M , we can use Stinespring dilation to construct a correspondence which is denoted by H φ . Define on the linear space H 0 = M ⊗ M the sesquiliniar form x 1 ⊗ y 1 , x 2 ⊗ y 2 φ = τ (φ(x null space of ·, · φ . Then H φ is a correspondence of M and the bimodule structure is given by x(x 1 ⊗y 1 )y = xx 1 ⊗y 1 y. We call H φ the correspondence of M associated to φ, see [22] .
Relative amenability. If we regard correspondences as * -representations, we can define a topology on these correspondences which is just the usual topology on the set of equivalent classes of representations of N ⊗ M op . Under this topology, we say a correspondence H 1 is weakly contained in H 2 if H 1 is in the closure of H 2 . Now, we can introduce the notion of amenable inclusions. Note that, in this paper, we will use the terminology relative amenability defined by Popa in [22] . Let M be a finite von Neumann algebra with trace τ , and N be a von Neumann subalgebra of M , the inclusion N ⊆ M is amenable (also called M is amenable relative to N or N is co-amenable in M ) if H id is weakly contained in H EN , where id is the identity map from M to M and E N is the conditional expectation from M onto N . Popa has given several equivalent conditions for relative amenability in [22, 3.23] and [21, Proposition 5] .
Approximately factorization. Let ψ : M −→ M be completely positive and
then we can see that Θ is completely positive by the commutativity of the diagram
where ϕ(x) = (id n ⊗ ψ)(A * xA), φ(y) = B * yB, x ∈ M and y ∈ M n (C) ⊗ M . We shall say that a c.p. map Θ can be factored by ψ if it is of the form above see [20] . We shall denote by F ψ the set of finite sums of such maps.
Let φ, ϕ : M → M be c.p. normal maps. We say that ϕ may be approximately factored by φ if there is a bounded net {φ r (x)} ⊆ F φ such that for each x ∈ M , φ r (x) converges to ϕ(x) σ-weakly for all x ∈ M see [20] .
Haagerup property. A finite von Neumann algebra M with a faithful normal trace τ has Haagerup's property if there exists a net (φ i ) i∈I of normal completely positive maps from M to M which satisfy the following conditions,
Note that a normal c.p. map
. Thus φ i can be extended to a bounded linear operator on L 2 (M ), and, denote it by φ i . Weak Haagerup's approximation property. Let M be a von Neumann algebra with a faithful normal trace τ . Then M has the weak Haagerup property if there is a constant C > 0 and a net (φ i ) of normal completely bounded maps on M such that
3. results of relative amenability in terms of normal unital completely positive maps for finite von Neumann algebras
We first need a result of J. Mingo [20] on the relation between approximately factorization and weakly contained correspondence. Let M be a finite von Neumann algebra with trace τ , and N be a von Neumann subalgebra of M . Recall that the inclusion N ⊆ M is amenable if H id is weakly contained in H EN , where id is the identity map from M to M and E N is the conditional expectation from M onto N . By the above result of Mingo, we can obtain that the inclusion N ⊆ M is amenable if and only if the identity map id can be approximately factored by the trace preserving conditional expectation E N , i.e.,
where φ and ψ are normal completely positive maps with the forms defined in the previous section. For a finite von Neumann algebra M with a faithful normal trace τ , denote by L 1 (M ) the completion of M with the norm x 1 = τ (|x|), x ∈ M . Note that for the above normal c.p. map φ :
where tr n ⊗ τ is the normal trace on M n (C) ⊗ N , and h is an positive element in
Note that the convergent topology in approximately factorization is σ-weakly topology. The aim of this section is to show that the normal completely positive maps φ and ψ can be chosen to be unital, the convergent topology can be · 2 norm topology, and, the positive element h can be chosen to be invertible in M n (C) ⊗ N . Now, observe the following lemma. 
Proof. By Theorem 3.1, we know that the inclusion N ⊆ M is amenable if and only if the identity map id can be approximately factored by E.
For each element Θ in F E , Θ(x) = n k=1 θ k (x), where
For simplicity, we may assume n = 2. Let
Note that ϕ and ψ are normal c.p. maps from M to M m1+m2 (C) ⊗ N and
It is clear that F E is a convex set and b 
Proof. By Lemma 3.2, there exist a net of normal c.p.
where
Since conditional expectation preserves the trace and y is in M n (C) ⊗ N , we have
⊗ N is positive and invertible. Hence, we finish the proof.
main results
A von Neumann algebra N has an atomic part means that there exists a projection p ∈ N such that pN p = Cp.
Theorem 4.1. Let M be a type II 1 factor with a faithful normal tracial state τ , N ⊆ M be a von Neumann subalgebra having atomic parts and the inclusion N ⊆ M be amenable. Let x 1 , . . . , x n be a finite set in M and let ε > 0. Then there exist m ∈ N, normal c.p. maps
(1) S and T are unital;
Proof. Assume p is a projection in N such that pN p = Cp. By [22, Theorem 3 .23], we have that Cp ⊆ pM p is amenable, which shows that pM p is a hyperfinite type II 1 factor. We can find a projection e in M such that e ≤ p and τ (e) = 1 k for some positive integer k. Thus we can obtain that M is a hyperfinite type II 1 factor, since M = M k (C) ⊗ eM e and eM e is a hyperfinite type II 1 factor. Let x 1 , . . . , x n be a finite set in M and let ε > 0. By [14, Proposition 3.5], there exist m ∈ N, normal u.c.p. maps
Define two normal unital c.p. maps
and
Hence we finish the proof.
The above result generalises a result of Haagerup's [14, Proposition 3.5]. Since M is injective if and only if the inclusion C1 ⊂ M is amenable, and, we can take the above N to be C1. Theorem 4.2. Let M be a finite von Neumann algebra with a faithful normal tracial state τ , N ⊆ M be a type II 1 factor and the inclusion N ⊆ M be amenable. Let x 1 , . . . , x n be a finite set in M and let ε > 0. Then there exist m ∈ N, normal c.p. maps
To prove Theorem 4.2, we need following technical lemmas. We first give some definitions for later use. For any normal state φ on a von Neumann algebra M , we put
A "good" simple operator in a type II 1 factor means an operator with the form n i=1 λ i e i , where λ i ∈ C and e 1 , . . . , e n are equivalent mutually orthogonal projections with n i=1 e i = 1. A rational positive "good" simple operator is a positive "good" simple operator with rational numbers as coefficients. We say a "good"
where {f ij } 1≤i,j≤m are the matrix units of M m (C), λ i,i ∈ C and 1 N is the identity operator in N .
The proof of Theorem 4.2 is inspired by [14, Section 3] . However, if we still want to use Haagerup's techniques, we have to make some modifications. Recall what Haagerup has done in that section. Since N is an injective type II 1 factor with trace τ and injectiveness implies semidiscreteness, we have N has a factorization through matrix M m (C), i.e., there exist normal u.c.p. maps S : N → M m (C), T : M m (C) → N, such that T · S(x) converges δ-weakly to x for all x ∈ M . Thus, τ (T (y)) = tr m (hy) for y ∈ M m (C), where h is diagonal. We should mention that all his proof relied on the fact that h is of scalar form, since h ∈ M m (C).
Assume M is a finite von Neumann algebra, N is a von Neumann subalgebra, and N ⊂ M is amenable. Our motivation is to use Haagerup's techniques to obtain an approximately factorization of M through M m (C) ⊗ N with trace preserving normal u.c.p. maps. Using Theorem 3.3 in our paper, we have two normal u.c.p.
, where h is a positive invertible element in M n (C) ⊗ N . Using a result of Kadison in [16] , we can assume h is of diagonal form in M n (C) ⊗ N . However, h may be not of scalar form. We find that if assuming N is a diffuse finite factor, then we can obtain that h is a "good simple operator" and we can also make a perturbation of h to let its coefficients be rational, this is our Lemma 4.3. However, this h may still not be of scalar form, then in Lemma 4.4, we make an amplification of M n (C)⊗N to M k (C)⊗M n (C)⊗N , and deal with things in that larger algebra. Thus, this "h" can be of scalar form. 
and h be an invertible positive operator in N . For any y 1 , . . . , y n ∈ N and any ε > 0, there exists a normal u.c.p. map T ′ from N to M such that
for 1 ≤ i ≤ n and all y ∈ N , where h ′ in N is an invertible rational positive "good" simple operator.
Proof. Since h is an invertible positive operator in type II 1 factor N , we can identify h with a positive function h(t), 0 ≤ t ≤ 1 and assume that h(t) ≥ δ > 0 for all t. Since N is a type II 1 factor, there exists a sequence of "good" simple operators h k = h k (t) with the property that
Then T k is a normal u.c.p. map. Note that b k commutes with h, then we have for y ∈ N ,
By the Schwartz inequality for c.p. maps, we have for y ∈ N ,
By [9, Proposition 1.
Next we want to go on to make a perturbation of the invertible positive "good" simple operator h ′ k to let it be rational. Note that h 
then T ′ is a normal u.c.p. map and
We have
qi m ) > 0 and rational. Then for 1 ≤ i ≤ n, we have
Lemma 4.4. Let M be a finite von Neumann algebra with a faithful normal tracial state τ , N ⊆ M be a type II 1 factor and the inclusion N ⊆ M be amenable. Let x 1 , . . . , x m be a finite set in M and let ε > 0. Then there exist n ∈ N, normal u.c.p.
, where h ∈ M n (C) ⊗ N is an invertible rational positive "good" simple operator, furthermore, it is of "scalar form"; (2) T · S(x i ) − x i 2 < ε, i = 1, . . . , m.
Proof. By Theorem 3.3, we can find two normal u.c.p. maps
where h 1 , y ∈ M n (C) ⊗ N , h 1 is an invertible positive operator and i = 1, . . . , m. By Lemma 4.3, we have a normal u.c.p. map T 2 : M n (C)⊗N → M, with τ ·T 2 (y) = (tr n ⊗ τ )(h 2 y), where h 2 , y ∈ M n (C) ⊗ N and h 2 is an invertible rational positive "good" simple operator.
By the definition of "good" simple operator, assume h 2 = k i=1 λ i e i , where {λ i } are positive rational numbers and {e i } are equivalent mutually orthogonal projections with k i=1 e i = 1. Note that there exists a transform U of M k (C) ⊗ M n (C) ⊗ N which turns I k ⊗ h 2 into a "scalar form". Define U (z) = vzv * , and
and v is a partial isometry.
Then h is an invertible rational positive "good" simple operator, furthermore, it is of "scalar form".
Let v = 1≤i,j≤k e ij ⊗ x ij , where {e ij } 1≤i,j≤k ⊂ M k (C) are matrix units and
Thus we have τ (T (a ⊗ x)) = (tr k ⊗ tr n ⊗ τ )(h · a ⊗ x), where a ∈ M k (C), x ∈ M n (C) ⊗ N . Let m = nk. Hence we finish the proof. 
Denote by S the restriction of T * 0 on M . The difficulty of our proof is Claim A, i.e., this S maps M into M m (C) ⊗ N , and it is normal. Lemma 4.5. Let M be a finite von Neumann algebra with a faithful normal trace τ and let N ⊆ M be a von Neumann subalgebra. Let m ∈ N and let T be a normal u.c.p. map from M m (C)⊗N to M such that (τ ·T )(x) = (tr m ⊗τ )(hx), where h is an invertible positive element in
Proof.
(1) If S 1 , S 2 satisfy the condition in (1), then for y ∈ M ,
and consequently S 1 (y) = S 2 (y) since h is invertible.
Let s be the inner product on M m (C) ⊗ N defined by for
Note that s is positive definite because
Moreover,
Thus there exists a bounded linear map T 0 from the Hilbert space (M m (C) ⊗ N, s) to the Hilbert space L 2 (M, τ ) with the restriction to be 
Note that for fixed y in M + , τ (yT (x)) and (tr m ⊗ τ )(x) are normal positive functions on M m (C) ⊗ N . By [17, Theorem 7.3.6] , there exists a positive element z in M m (C) ⊗ N such that τ (yT (x)) = (tr m ⊗ τ )(xz). Besides, since h is invertible, we have
Then we can obtain that for
which imples S(y) = h 
It is clear that
hence S(1) = 1 since h is invertible. For y ∈ N , we have
To prove that S is completely positive, we will need the fact that an operator x in a finite von Neumann algebra B is positive if and only if τ B (xy) ≥ 0 for any y ∈ B + . Here, τ B is a faithful normal tracial state on B.
Let n ∈ N, (e ij ) i,j=1,...,n be the matrix units in M n (C). Let I n be the identity in M n (C). Put S (n) = I n ⊗ S, T (n) = I n ⊗ T . We shall prove that 
The following lemma derives from [14, Lemma 3.2] . We use the same method as Haagerup did to obtain Claim A. The difficulty in our proof is Claim B. In Haagerup's proof, he first constructed a u.c.p. map T : M m (C) → M q (C) which is claim A in our proof, then he used [14, Lemma 3.1] to get a u.c.p. map S : M q (C) → M m (C). He used a fact that for x ∈ M m (C), if tr m (xe ij ) is known for all the matrix units {e ij } 1≤i,j≤m in M m (C), then x is known. Thus he estimated S · T (e ij ). However in our situation, this method does not succeed. In claim B, we directly construct a normal u.c.p. map S :
Lemma 4.6. Let M be a finite von Neumann algebra with a faithful normal trace τ and let N ⊆ M be a von Neumann subalgebra. Let φ be a normal state on M m (C) ⊗ N of the form
where h is an invertible rational positive "good" simple operator, furthermore it is of "scalar form" in M m (C) ⊗ N . Then there exist a q ∈ N and normal u.c.p. maps
Proof of Claim A. Assume h is of the diagonal form with diagonal elements λ 1 , . . . , λ m , where λ i s are strictly positive rational numbers. Then we can choose positive integers p 1 , . . . , p m and q such that
A q × q-matrix y can be represented by a block matrix y = (y ij ) i,j=1,...,m , where each y ij is a p i × p j -matrix. Let F ij denote the p i × p j -matrix given by
and let f ij denote the q × q-matrix with block matrix
Note that the number 1 occurs min{p i , p j } times in F ij and f ij . Let (e ij ) i,j=1,...,m be the matrix units in M m (C) and define a linear map
To see that T is completely positive, put p = max{p 1 , . . . , p m } and letf ij be the element in M mp (C) given by the m × m-block matrix
is a * -representation and therefore completely positive. It is not difficult to see that there exists a projection e in
Hence T is normal and completely positive.
Claim B: there is a normal u.c.p. map S :
Proof of Claim B. For any s, t ∈ N, define a linear map
where (l ij ) 1≤i≤s,1≤j≤t is the matrix units of M s×t (C) and h ij is in N for any
..,q be the matrix units of M q (C). For
Note that
Note that f ij = min{pi,pj } k=1 k p1+p2+...+pi−1+k, p1+p2+...+pj−1+k , then we have
By Lemma 4.5, there exists a unique normal u.c.
* ), so it follows that S = S ′ and φ · S = tr q ⊗ τ . Since T (e ij ⊗ x ij ) = f ij ⊗ x ij , by the definition of S we have
.
By symmetry the formula also holds for p j ≤ p i . Hence
On the other hand, the (i, j)-th element of the matrix h
Then we finish the proof.
With the help of the above four lemmas, we now proceed to the proof of Theorem 4.2. Actually, the proof of Theorem 4.2 is exactly the same as the proof of [14, Lemma 3.4, Proposition 3.5] . For the reader's convenience, we include the proof below.
Proof of Theorem 4.2. It is sufficient to consider unitary operators u 1 , . . . , u n ∈ M .
Claim A: there exists q ∈ N, a normal u.c.p. map T from M q (C) ⊗ N to M , and n operators y 1 , . . . , y n ∈ M q (C) ⊗ N , such that y k ≤ 1, τ · T = tr q ⊗ τ and T (y k ) − u k 2 < ε, k = 1, . . . , n.
Proof of Claim A. Let ε > 0. By Lemma 4.4, there exist m ∈ N, normal u.c.p. maps
. . , n, and τ · T 1 (x) = (tr m ⊗ τ )(hx), where h is an invertible rational positive "good" simple operator, which is of scalar form. Put x k = S 1 (u k ), k = 1, . . . , n. Note that x k ≤ 1 and
By Lemma 4.6, there exist q ∈ N and normal u.c.p. maps
By the Schwartz inequality for c.p. maps, we have for x ∈ M m (C) ⊗ N ,
Then we have T (y k ) − u k 2 < 3ε 
Similarly we get S(y) 2 ≤ y 2 , y ∈ M . For k = 1, . . . , n,
. Thus, we obtain that
Therefore,
Hereditary properties under amenable inclusions.
In this section, we present two applications of our main results Theorem 4.1 and Theorem 4.2.
Haagerup property. Recall that Jolissaint [15] proved that if the basic construction M, e N is a finite von Neumann algebra and N has Haagerup's approximation property, then M also has Haagerup's approximation property. AnantharamanDelaroche proved in [5] that if L H ⊂ L G is an inclusion of group von Neumann algebras which is amenable and L H has Haagerup's approximation property, then L G also has Haagerup's approximation property. In [23] , Sorin Popa asked if the inclusion of finite von Neumann algebras N ⊆ M is amenable, and N has Haagerup's approximation property, does M also have Haagerup's approximation property? Bannon and Fang in [7] firstly used the language of correspondence to give a characterization of Haagerup's approximation property, and then using this characterization, they proved a general permanence result for Haagerup property under amenable inclusions for finite von Neumann algebras in the frame of correspondence.
Note that the definition of Haagerup's property requires normal completely positive maps. Thus, as an application of our main results Theorem 4.2 and Theorem 4.1, we can also prove a hereditary property for Haagerup property mainly from the viewpoint of normal u.c.p. maps.
Theorem 5.1. If M is a finite von Neumann algebra (resp. a type II 1 factor), N ⊆ M is a type II 1 factor (resp. N has atomic parts), the inclusion N ⊆ M is amenable and N has Haagerup's approximation property, then M also has Haagerup's approximation property. Then it is not difficult to see that T · L · S satisfies the subtracial condition τ · T · L · S ≤ τ , and, induces a compact bounded operator on L 2 (M ). Moreover, we have
Weak Haagerup property. In [18] , the author introduced the weak Haagerup property both for locally compact groups and finite von Neumann algebras. He proved that a discrete group has the weak Haagerup property if and only if its group von Neumann algebra does, and, he proved several hereditary results for the weak Haagerup property as well. We should mention that the weak Haagerup property of a von Neumann algebra does not depend on the choice of the faithful normal trace by [18, Proposition 8.4 ], hence we omit the mention of the trace on von Neumann algebras below.
Note that the weak Haagerup property requires normal completely bounded maps. Our main results give a description of relative amenability with normal unital completely positive maps, which are naturally completely bounded. Thus, as the second application of our main results, we add one more hereditary result for the weak Haagerup property.
Theorem 5.2. If M is a finite von Neumann algebra (resp. a type II 1 factor), N ⊆ M is a type II 1 factor (resp. N has atomic parts), the inclusion N ⊆ M is amenable and N has weak Haagerup's approximation property, then M also has weak Haagerup's approximation property.
Proof. Assume x 1 , · · · , x n are finite elements in the unit ball of M . By Since N has property Γ, we can find a unitary operatorũ ∈ M m (C) ⊗ N with (tr m ⊗ τ )(ũ) = 0 such that S(x i )ũ −ũS(x i ) 2 < ε. It follows that T (S(x i )ũ −ũS(x i )) 2 < ε and τ · T (ũ) = (tr m ⊗ τ )(ũ) = 0, since T is a trace preserving normal u.c.p map. However, we encounter two problems. One is that this normal u.c.p. map T does not have homomorphism property on the algebra M m (C) ⊗ N . If it does, we would have x i T (ũ) − T (ũ)x i 2 < 2ε, 1 ≤ i ≤ n. Note that τ · T (ũ) = 0, however, we don't know this T (ũ) is a unitary operator or not, or it can be approximated by trace zero unitaries in M .
