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Attribute relaxation from class level to
instance level for Zero-shot Learning
Haofeng Zhang, Yang Long and Chunxia Zhao
Conventional Zero-shot Learning (ZSL) methods usually use class level
attribute, which corresponds to a batch of images of same category. This
setting is not reasonable since the images even though belong to same
category still have variances in their attribute items. To alleviate this
phenomenon, we propose a novel method namely Attribute Relaxation
(AR) to extend attributes from class level to instance level by adding a
small variance matrix, which is more reasonable than traditional ZSL
methods such as SAE that projects features from multi to one. Extensive
experiments on four popular datasets show that AR can significantly
improve the method using only class level attributes, and verifies that AR
can make the projected features in attribute space more discriminative.
Introduction: Conventional supervised image classification methods
usually collect all categories of images to train before applying to new
test images, and it is guaranteed that the training images and the test
images should be in same distribution, i.e., the training categories should
contain the test categories. But with the development of the Internet,
the categories of images are increasing everyday, traditional supervised
learning methods are no longer fulfil this situation. Therefore, finding a
proper method to deal with this circumstance is very important. Zero-shot
Learning (ZSL) aims to learn a classification model that is trained using
the data belongs to seen classes, but hope to be transferred to apply on
unseen classes. In zero-shot recognition, the seen classes and the unseen
classes are often related in a high dimensional vector space, which is
called semantic embedding space or attribute space.
E. Kodirov et al. proposed a method namely Semantic AutoEncoder
(SAE) [1], which taking the encoder-decoder paradigm, an encoder aims
to project a visual feature vector into the semantic space, and decoder
exerts an additional constraint that the projection/code must be able to
reconstruct the original visual feature, the total process can be represented
as,
argmin
W
‖XT − STW ‖2F + λ‖WX − S‖2F , (1)
where, ‖·‖F is Frobenius norm, X ∈Rd×N is the feature matrix, S ∈
Rm×N is the attribute matrix and the attributes (in column) of same
class are same, W ∈Rd×N is the projection matrix from feature space
to attribute space. N is the number of training samples, d and m are
the dimension of feature and attribute respectively, λ is the coefficient to
balance the two items of Eq. (1).
Although SAE can obtain competitive results, there is still existing a
problem that the attribute is class level, means that all the features of one
category should be projected into a single attribute, and a single attribute
should be projected into a large amount of features. The upper part of
Fig. (1) illustrates this situation. Although this situation appears in many
ZSL [2] and Zero-shot hashing [3, 4] models, but it is unreasonable.
First, the encoder encodes a batch of features with variance into a
single attribute, which will lead to large computational error. Second, the
decoder is worse, because it decode just one attribute into many features
with variance, which is impossible with a fixed projection matrix, and
will cause reconstruction bias. The best method to solve this problem is
to use instance level attributes instead of class level attributes, but it is
unrealistic because annotating each image with an attribute is impossible
in real scenarios.
In this paper, to settle the problem caused by class level attribute, we
propose a reasonable method by extending attribute from class level to
instance level. Specifically, we relax the class level attributes by adding
a small variance matrix to instance level attributes, which is illustrated in
the bottom part of Fig. (1), and we call this strategy attribute relaxation
(AR). We conduct our method with two testing architectures including
ZSL and Generalised ZSL (GZSL), and the experiments on four popular
datasets show that by adopting our method, the performance of SAE can
be improved by a great step.
The contributions of our method can be summarised as: (1) To deal
with the bias problem of class level attribute projection, we propose a
novel method called attribute relaxation to extend the class level attributes
to instance level attributes by adding a small variance matrix. (2) By
applying the proposed method, conventional methods such as SAE can
be improved obviously, especially on GZSL.
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Fig. 1 Illustration of the difference between the class level method and the
instance level method.
Attribute relaxation: In this section, we will introduce the proposed
attribute relaxation method, and apply it on SAE as an example.
Given the class level attribute matrix Sˆ ∈Rm×C , where C is the
number of categories. We extend the class level matrix Sˆ to instance level
by the following equation,
S = SˆB, (2)
where, B ∈ {0, 1}C×N is the one-hot label matrix of training set. Till
now, the matrix S is still not the real instance level attribute, since most
of the column vectors in S are same. We assume that the real instance
level attributes are near the class level attribute, thus, we add a small
variance matrixK to S,
A=S +K
s.t. K 6 ,
(3)
therefore, we can modify the Eq. (1) as,
arg min
W ,A
‖XT −ATW ‖2F + λ‖WX −A‖2F
s.t. A=S +K, K 6 ,
(4)
The two constraints can be approximated by using `2 regularisation as
‖A− S‖2F , then the Eq. (4) can be rewritten as,
arg min
W ,A
‖XT −ATW ‖2F + λ1‖WX −A‖2F + λ2‖A− S‖2F , (5)
where, λ1 and λ2 are the balancing coefficient for the last two items.
Since Eq. (5) has two variables to be optimised, we can use iterative
method to solve them.
W step : By fixing the variableA, we can simplify the Eq. (5) as,
argmin
W
‖XT −ATW ‖2F + λ1‖WX −A‖2F , (6)
Since the Eq. (6) has a standard quadratic formulation, it is a convex
function which has global optimal solution and can achieve closed-form
solution. To optimise it, we simply take a derivative of the Eq. (6) with
regard toW , and then set it to 0, we can get the following equation,
AATW + λ1WXX
T =AXT + λ1AX
T . (7)
If we denote Aˆ=AAT , Bˆ = λ1XXT , and Cˆ =AXT + λ1AXT ,
we have the following formulation:
AˆW +WBˆ = Cˆ, (8)
which is a well-known Sylvester equation which can be solved efficiently
by the Bartels-Stewart algorithm [5].
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A step: By fixing W , we take a derivative of the Eq. (6) and set it to
zero, we can obtain the closed-form solution,
A= (WW T + (λ1 + λ2)I)
−1((1 + λ1)WX + λ2S). (9)
In addition, we define the convergence of the iteration when ‖Wi −
Wi−1‖F 6 η or it reaches a fixed maximum iteration times. The overall
method is summarized in Algorithm (1).
Algorithm 1 Framework of Attribute Relaxation method for ZSL.
Input:
The set of training features,X;
The set of attributes according toX, S = SˆB;
The coefficients including λ1 and λ2;
The max iteration times iter;
The convergence stop parameter η;
Output:
The projection matrixW and the instance level attribute matrixA;
1: InitialiseA=S, i= 1;
2: for i6 iter or ‖Wi −Wi−1‖F > η do
3: Compute the projection matrixW with Eq. (8);
4: Compute the instance level attribute matrixA with Eq. (9);
5: i= i+ 1;
6: end for
7: return W andA;
Experimental results: In our experiments, we employ four popular
datasets, including SUN [6], CUB [7], AWA [8] and aPY [9]. We follow
the dataset split recommended by Xian Y. et al.[10], and the visual
features are 2048 dimensions, which are extracted from the top layer of
the pre-trained ResNet [11]. In our experiments, we set λ1 = 1× 103,
λ2 = 1× 102, iter= 40 and η= 1× 10−2.
Table 1: ZSL results on four popular datasets comparing with SAE.
Methods SUN CUB AWA aPY
SAE 51.7 41.6 57.6 32.7
SAE+AR 57.0 42.3 58.7 33.8
We conduct our AR method on SAE with two testing architectures,
including conventional ZSL and GZSL, both using the projection from
feature space to attribute space. The results of ZSL are shown in Tab. (1),
and the results of GZSL are recorded in Tab. (2). From Tab. (1), we can
find that the SAE with attribute relaxation (SAE+AR) can outperform
original SAE on all the four datasets. Concretely, on dataset CUB, there
appears the smallest gap, which is 0.7%, and the biggest interval is 5.3%,
which emerges on dataset SUN. On both AWA and aPY, we can get 1.1%
exceed over original SAE.
Table 2: GZSL results on four popular datasets comparing with SAE.
method ts tr H ts tr HSUN CUB
SAE 17.1 24.0 20.0 12.3 53.8 20.0
SAE+AR 19.0 28.8 22.9 21.0 40.1 27.5
AWA aPY
SAE 13.8 74.8 23.4 4.3 69.5 8.2
SAE+AR 21.8 67.7 33.0 13.8 58.6 22.3
From Tab. (2), we can discover that the performance are greatly
improved by applying attribute relaxation on SAE. On the two most
important metrics ts and H, SAE+AR can surpass the original SAE with
a great deal, even though it has a little drop on the metric tr. For the metric
H, the most significant improvement appears on aPY, which is 14.1%,
and the smallest increase, 2.9%, happens on SUN. Besides, SAE+AR
can outperform original SAE on all three metrics on dataset SUN.
Convergence of the algorithm We draw the convergence curve of
‖Wi −Wi−1‖F in Fig. (2) when training on dataset AWA. We can
discover that the iterative process converges quickly at the first 10 times,
and reaches a balance at about 20 times. Thus, we set the maximum
iterative times iter= 40.
Distribution in attribute space
We project the features into attribute space using the computed W
with SAE and SAE+AR, and illustrate the distributions of them with t-
SNE [12] in Fig. (3). In Fig. (3), the projected attributes with SAE+AR
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Fig. 2 Illustration of the convergence curve of iterative optimisation when
training on AWA.
(a) original features (b) projected features with SAE (c) projected features with SAE+AR
Fig. 3. Distribution of projected unseen features in attributes space on AWA.
distribute more discriminative than that with SAE. These figures also
reflect that attribute relaxation is more realistic than conventional class
level based method.
Conclusion: In this paper, we propose a novel method called Attribute
Relaxation for ZSL, which extends the class level attributes into instance
level attributes by adding a small variance matrix, which is more
reasonable than conventional class level attribute based methods such as
SAE. We apply our method on SAE and conduct extensive experiments
on four popular datasets. The experimental results show that with AR
extension, SAE can be improved by a great deal, and detailed analyses
also demonstrates that AR can make the projected features in attribute
space more discriminative.
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