The Semantic Web is an extension of the current Web in which information is given well-defined meaning, better enabling computers and people to work in cooperation. One of the basic problems in the development of Semantic Web is information integration. Indeed, the web is composed of a variety of information sources, and in order to integrate information from such sources, their semantic integration and reconciliation is required. Also, web pages are formatted with HTML which is only a human readable format and the agents cannot understand their meaning. In this paper, we present an approach to extract information from unstructured documents (e.g. HTML) and are converted to standard format (XML) by using source ontology. Then, we translate XML output to local ontology. This paper also describes a key technology for mapping between ontologies to compute similarity measures to express complex relationships among concepts. In order to address this problem, we apply machine learning approach for semantic interoperability in the real, commercial and governmental world.
INTRODUCTION
Most of today's web content is easily understood by humans but difficult to understand by computers. A significant portion of the data on the web is in the form of HTML pages. Since content, navigational information and formatting have no clear separation in HTML, the conventional information retrieval systems have the additional task of dealing with noisy data when providing full text search.
However, the number of different information sources is growing significantly and therefore; the problem of managing heterogeneity is increasing. Heterogeneity can be classified into four categories: structure, syntax, system and semantic. These problems that have to be faced are due to the lack of common ontology, causing semantic differences between information sources.
RELATED WORK AND PROBLEM ISSUES
Integrating information from web sources starts by extracting the data from the web pages exported by the data sources. Although XML is supposed to reduce the need for this extraction, relatively few sources are currently available in XML, and legacy HTML sources will be around for years to come. Because of the semantic heterogeneity among sources, merely extracting the data from web pages is often insufficient to support integration. The problem is that information might be organized in different ways with different vocabularies. A solution to the problem of semantic heterogeneity is to formally specify the meaning of the terminology of each system and define a translation between each system terminology and the shared terminology.
Once a system can extract information from the various sources and has a semantic description of these sources, the next challenge is to relate the data in the sources. So, to integrate data across sources, an integration system must be able to accurately determine which data in two different sources refer to the same entities. This method uses the mapping between the relations and attribute names among the schemas of the individual data sources to help determine the object mappings. In order to address the problem of semantic information integration, we apply the idea of ontologies as a tool for data integration.
FRAMEWORK FOR SEMANTIC INFORMATION INTEGRATION
The integration method is based on a three-step approach. As described in Figure 1 , the first aspect is tackled by wrappers that lift selected content of individual information sources to a common data model. The latter part is done by mediators that provide the glue. Ontologies simplify the job of mediators by defining an integrated semantic model that gives an explicit representation of the semantics of information components. So, ontology can be used as a common model for our purpose. Our intended use of ontology is to describe a data model and to give semantics to data stored in web pages, rather than knowledge (Staab, 2002) . Our hypothesis is that many web sites do not often change their organization of information. New information is published with a rather steady structure. Then, if we can recognize how information is organized, a precise data extraction can take place (Maedche, 2002) .
UNSTRUCTURED DOCUMENTS TO STANDARD USABLE FORMAT
There is a tremendous amount of information available on the web but much of this information is not in a form that can be easily used by other application. So, we have developed the technology for rapidly building wrappers for accurately and reliably extracting data from unstructured sources.
Documents in HTML do not allow for direct querying. Therefore, we first convert the HTML document into XML by following their hierarchical structure. Possible errors are corrected using HTML TIDY. Here, we present an approach to extract information from unstructured documents based on a source ontology that describes a domain of interest. Starting with such ontology, we formulate rules to extract constants and context keywords from unstructured documents. Once a web page is transformed into XML using source ontology, portions of data can be easily used to create local ontology. We use OWL (Web Ontology Language) to build ontology (Embley, 1998) .
As case studies to test these ideas for this paper, we consider the history of Myanmar Pagodas to extract information. This case is data rich and narrow in ontological breadth. This also includes information about name, year, features, enshrined things and location.
Data Extraction and Structuring from Unstructured Documents
In this section, we present the framework to extract and structure the data in an unstructured document. As shown in Figure 2 , there are three processes in this framework: an ontology parser, a constant/keyword recognizer and a structured text generator. The input is source ontology and a set of unstructured documents. The output is XML structured format filtered with respect to the source ontology and local ontology which is converted from XML output. In this paper, the only step that requires significant human intervention is the initial creation of source ontology for pagoda. However, once such an ontology is written, it can be applied to unstructured documents from a wide variety of sources, as long as these documents correspond to the given source domain (Embley, 1998) .
In order to extract information from the HTML code, we need to understand how the data is presented within the HTML code and analyzes the page's tag structure. Given the inputs, parser module (PM) starts by fetching HTML code of the web page to be parsed. Then, it analyzes the tag structure and tries to determine how the data is presented in this code.
After determining the tag structure of the page, PM finds the starting point of data and proceeds to divide the data into fields and records using the predefined record separator tags. After invoking the parser, the constant/keyword recognizer uses the source ontology to recognize each regular expression. The structured text generator uses the object/relationship/constraints lists to generate XML format. The ontology generator uses this XML output to transform local ontology using each regular expression. While this approach provides a solution for the problem of extracting information from weakly structured resources, the problem of integrating information from different sources remains largely unsolved (Cui, 2001) . <owl:Class rdf:ID="Shwezigon"> <rdfs:subClassOf rdf:resource="#Pagoda"/> <hasStartKing rdf: resource="Anawrahta"/> <hasFinishKing rdf: resource="Kyansittha"/> <hasCity rdf: resource="Bagan"/> <hasState rdf: resource="Mandalay"/> </owl:Class> 
ONTOLOGY BASED SEMANTIC INFORMATION INTEGRATION
Information integration is concerned with unifying data sharing some common semantics but is originated from unrelated sources. There are a lot of advantages in the use of ontologies for information integration. In general, three different directions can be identified: single ontology approach, multiple ontologies approach and hybrid approach. As our approach is based on the hybrid ontology, it has two main advantages:
(1) New information sources can be added without the need of modification.
(2) Shared vocabulary and the mappings among the local ontologies make them be comparables. In this system, shared ontologies provide a vocabulary in order to specify the semantics of information in different sources. Formally, we define a shared terminology as a set of words and a partial function over pairs of words [Stuckenschmidt, 2002] .
Ontologies Alignment Using Shared Terminology
It has been argued that semantic heterogeneity can be resolved by transforming information from one context into another.
A conceptual model of the context of each information source builds a basis for integration on the semantic level. In this process, we take the information about the context of the source providing a new context description for that entity within the new information source. Here, we focus on context transformation by classification [8].
Mapping between Ontologies
In this system, we apply machine learning techniques to semi-automatically create semantic mappings. Since taxonomies are central components of ontologies, we focus on finding correspondences among the taxonomies of two given ontologies: for each concept node in one taxonomy, find the most similar concept node in the other taxonomy. The first issue we address is the meaning of similarity between two concepts. In our approach similarity measure is based on the joint probability distribution.
To match concepts between two taxonomies, we need a measure of similarity. First, we would like the similarity measures to be well-defined. Second, we want the similarity measures to correspond to our intuitive notions of similarity.
Many practical similarity measures can be defined based on the joint distribution of the concepts involved. A possible definition for the exact similarity measure is This similarity measure is known as the Jaccard coefficient. It takes the lowest value 0 when A and B are disjoint, and the highest value 1 when A and B are the same concept [Doan, 2002] .
CONCLUSIONS
In this paper, we dealt with the problem of information integration from different sources. Integrating information from web sources starts by extracting the data from the Web pages exported by the data sources.
So, we have proposed a framework for extracting reliable data and to convert standard form.
By using shared ontology, we also address terminological semantic heterogeneity in semantic integration. With the proliferation of data sharing applications that involve multiple ontologies, the development of automated techniques for ontology matching will be crucial to their success.
