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L’histologie virtuelle est un domaine qui suscite un intérêt de recherche croissant. Ces
techniques, que nous présenterons dans le chapitre 1, ont des résolutions spatiales com-
parables à celles de l’histologie classique sans en présenter les inconvénients notamment
en évitant le verrou important de la découpe des tissus. Dans ce travail de thèse, nous
nous concentrons sur l’une de ces histologies virtuelles avec l’imagerie par contraste de
phase via l’utilisation de rayonnement synchrotron. Nous considérons cette imagerie dans
le cadre d’un contexte applicatif biomédical qui a guidé les travaux et que nous détaillons
dans le chapitre 1. Il s’agit de la validation par comparaison quantitative avec l’imagerie de
contraste de phase de nouvelles méthodes d’imagerie par résonance magnétique (IRM) cel-
lulaires dédiées à la visualisation des phénomènes de neuro-inflammation post-ischémiques
sur des cerveaux de souris. Cette thèse s’organisent autour de trois grands axes qui forment
les différents chapitres de ce manuscrit.
Instrumentation et acquisition
Nous avons réalisé les premières acquisitions de cerveaux intacts de souris en imagerie
de contraste de phase par rayonnement synchrotron en propagation libre (ICP) [Marinescu
et al. (2013)b,Rositi et al. (2015)a] avec une résolution spatiale comparable à celle d’une
histologie optique classique. Nous donnons dans le chapitre 2, les principes du fonctionne-
ment physique de cette imagerie, les principes de la nécessaire reconstruction des données
et les détails expérimentaux qui ont permis d’établir ces résultats inédits.
Traitements des images
L’analyse quantitative des volumes de données générés par l’imagerie par contraste de
phase, présentée dans le chapitre 3, a nécessité un travail spécifique de traitement d’images
en raison des aspects multi-échelles, de la taille des images 3D et des contrastes complexes
liés à l’hétérogénéité des tissus biologiques. Notre angle d’attaque, tout en proposant des
solutions au problème applicatif posé, a été de considérer de façon originale l’ajustement
conjoint du paramètre de reconstruction de la phase avec l’extraction d’information dans
les images. Nous présentons les résultats de cette approche sur différentes tâches informa-
tionnelles comme la visualisation des images [Rositi et al. (2014),Rositi et al. (2015)b], la
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détection de nanoparticules [Rositi et al. (2013)] ou encore la tractographie de fibres de
myéline [Rositi et al. (2014)]. Nous prenons soin de discuter l’aspect générique de cette
approche informationnelle radicalement distincte des approches classiques de métrologie
de la phase.
Application biomédicale
L’étude biomédicale, présentée dans le chapitre 4, dans laquelle nous nous positionnons
est la caractérisation de la neuroinflammation à l’aide de deux imageries (par résonance
magnétique et par contraste de phase) via un agent de contraste bi-modal (nanoparticules
d’oxyde de fer), ainsi qu’un agent thérapeutique visant à inhiber la réponse inflammatoire
(minocycline). Nous rappellerons les résultats déjà obtenus avec l’imagerie par résonance
magnétique que nous souhaitons maintenant mettre en relation avec ceux obtenus avec
l’imagerie par contraste de phase. En utilisant les divers a priori dont nous disposons
(intensité du signal, caractérisation du bruit, taille caractéristique des structures étudiées,
zones de recherche), nous appliquons un algorithme de détection afin de localiser et de
quantifier la présence des cellules immunitaires marquées par les nanoparticules d’oxyde
de fer. Grâce à ces résultats nous pouvons dans un premier temps étalonner le signal IRM
vis à vis du signal obtenu en ICP. Dans un second temps, à partir d’un ensemble de 8
échantillons, dont la moitié a été traitée avec l’agent thérapeutique, nous avons comme





1.1 Les histologies virtuelles
1.1.1 De l’histologie classique à l’histologie virtuelle
L’histologie est l’étude des tissus biologiques à travers les organismes vivants. Elle est
en clinique employée dans une démarche diagnostique (e.g. biopsie des tissus) et en re-
cherche pour comprendre et appréhender les mécanismes physiologiques, cellulaires voire
moléculaires d’un système biologique sain ou pathologique. On peut également utiliser les
techniques d’histologies pour valider des agents thérapeutiques ou des agents moléculaires
comme les agents de contraste d’imageries. L’histologie est une science transdisciplinaire
puisqu’elle fait intervenir des compétences issues des domaines de la biologie, de la phy-
siologie, de la biochimie, de l’anatomie et de l’imagerie. En effet, l’histologie repose en
grande partie sur l’instrumentation utilisée qui est majoritairement reliée à la microscopie.
Au début uniquement considérée en 2D, on parle de coupes histologiques. Les dévelop-
pements technologiques de micro-positionnements motorisés ont permis d’automatiser les
acquisitions pour avoir un rendu 3D via les scanners de lames.
Pour la plupart de ces techniques, une découpe physique de l’échantillon est obligatoire
notamment pour les objets d’études épais. En effet, la nécessité de pouvoir traverser l’objet
d’étude par le rayonnement de photons ou d’électrons est essentielle pour ces imageries.
Cette découpe physique peut engendrer des dégradations et des déformations plus ou moins
sévères dans l’échantillon et ses structures constituantes. Cela peut poser problème si on
souhaite procéder à une reconstruction 3D comme on peut le voir sur la figure 1.1, des
déchirements sont présents aux extrémités de l’échantillon ainsi que des recouvrements, ce
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CHAPITRE 1. CONTEXTE
qui va engendrer une chute ou une inhibition du signal. Pour ces épaisseurs de coupe (de
l’ordre de quelques micromètres), sans marquage spécifique, l’échantillon apparaît souvent
comme transparent et il est alors difficile d’obtenir des contrastes entre les différentes struc-
tures. Un agent de marquage (i.e. coloration) est souvent utilisé pour mettre en évidence
des structures ou des phénomènes physiologiques en particulier, on appelle ce champ d’in-
vestigation : l’immunohistochimie. Une autre technique de marquage est via l’utilisation
de la fluorescence où l’excitation d’une espèce par un rayonnement entraînera l’émission
d’un photon de fluorescence avec une longeur d’onde spécifique. On peut se servir de ces
espèces fluorescentes pour marquer des zones précises de l’objet d’étude ou une réaction
physiologique précise. Cependant plusieurs limites sont à prendre en compte. Dans un pre-
mier temps le marquage de fluorescence ou agent fluorochrome peut avoir des effets nocifs
et délétères sur l’échantillon car parfois toxique. Dans un second temps, le rayonnement
utilisé pour exciter l’agent de fluorescence peut quant à lui entraîner un photoblanchiment
qui n’impactera pas directement l’échantillon mais empêchera après plusieurs excitations
les agents présents dans l’échantillon d’émettre à leur tour une fluorescence quand on
s’intéressera à leur périmètre d’action. Les images auront soit des illuminations inhomo-
gènes soit on aura une absence complète de signal de fluorescence dans certaines zones de
l’échantillon.
Figure 1.1 – Exemple d’une coupe histologique d’un cerveau de souris avec un marquage
des noyaux cellulaires au crésyl violet.
C’est pour pallier ces limitations d’utilisation et compléter les techniques d’histologies
dites classiques que les développements actuels en intrumentation tendent vers ce que l’on
désigne comme des histologies virtuelles. L’idée principale est d’avoir un impact le moins
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invasif possible sur l’échantillon. Pour cela, on limite l’utilisation d’agents de contraste, on
essaie de réduire l’excitation des fluorochromes à la seule zone d’observation courante mais
surtout on ne découpe pas physiquement l’échantillon, d’où le terme de coupe virtuelle.
On peut différencier les coupes choisies numériquement après reconstruction de l’objet à
partir des acquisitions, des coupes optiques quand celles-ci seront directement acquises
sous cette forme grâce au montage optique et ses propriétés d’acquisition. Le principe
général de ces imageries consiste à observer l’échantillon non pas directement dans sa
globalité mais niveau de coupe par niveau de coupe. Cela permet avec certaines imageries
de réaliser des coupes plus fines de l’échantillon comparé à ce que les outils de découpe
physique (e.g. microtome) ne permettent. Nous allons maintenant présenter quelques unes
de ces techniques d’histologies virtuelles.
1.1.2 Techniques courantes d’histologies virtuelles
Il est commun quand on présente différentes techniques d’imageries de les présenter en
regard de la résolution spatiale maximale qu’elles permettent. La figure 1.2 liste différentes
techniques d’imageries suivant leurs résolutions respectives en fonction de leur profondeur
de pénétration dans les tissus biologiques.
À l’extrémité supérieure droite de la figure 1.2, on trouve les standards cliniques qui
ne sont pas à proprement parler des techniques d’histologies puisqu’elles observent et
explorent le corps humain à l’échelle macroscopique mais elles permettent de faire des
coupes virtuelles de la zone anatomique observée. Les microscopies optiques 3D qui peuvent
s’assimiler à des techniques d’histologies virtuelles se retrouvent dans le coin inférieur
gauche avec une bonne résolution mais une faible profondeur de pénétration en raison de
la diffusion et de l’absorption des photons dans les tissus biologiques. Nous en présentons
succintement quelques-unes afin de pouvoir situer l’apport de celle que nous utiliserons
dans cette thèse.
Tomographie en cohérence optique
Plus connue sous son acronyme anglophone OCT (Optical Coherence Tomography),
cette technique est similaire à l’imagerie ultrasonore dans son fonctionnement mais utilise
une onde lumineuse comme support. L’information est issue de la lumière rétropropagée
par le tissu qui portera une information différente suivant la structure par laquelle elle
est est réfléchie. Une coupe optique précise est sélectionnée en utilisant un bras d’interfé-
rométrie de référence. Seul le signal à une profondeur donnée n’est pas annulé grâce aux
interférences constructives et destructives qui se créent. Cette modalité particulière est
dénommée par le terme de plein champ, elle a été introduite en 2002 par [Dubois et al.
(2002)]. Son avantage est de créer le contraste par réflexion de lumière, elle ne nécessite
l’emploi d’aucun agent de contraste. L’OCT permet d’acquérir des coupes jusqu’à une
profondeur de 500µm sous la surface du tissu et ce avec un voxel isotropique de 1µm de
résolution spatiale. En pratique, on observe une diminution du rapport signal-à-bruit avec
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Figure 1.2 – Représentations de différentes techniques d’imageries, la résolution spatiale
est représentée en fonction de la profondeur de pénétration.
la profondeur. On montre un exemple en figure 1.3 du contraste que l’on peut obtenir sur
une coupe de cerveau sans marquage ou pathologie particuliers.
Tomographie optique
La tomographie optique ou Optical projection tomography est une technique d’imagerie
qui se rapproche beaucoup du principe de tomographie par rayons X (scanner utilisé en
pratique clinique). On acquiert à différents angles les projections de la lumière (souvent
dans le domaine des ultraviolets λ ≈ 200− 300nm) à travers l’échantillon. À partir de ces
projections et d’outils mathématiques dédiés tels que la transformée de Radon, on arrive
à reconstituer l’intérieur de la coupe et donc la structure interne de l’objet d’étude. Cette
imagerie peut également être employée dans un mode d’émission où on va envoyer une
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Figure 1.3 – Coupe optique d’un cerveau de souris réalisée avec un appareil OCT de la
société LLTech. La coupe entière est obtenue par reconstitution des fenêtrages que l’on
observe pour exemple dans l’encadré de la figure.
onde d’excitation sur l’objet pour activer des agents de fluorescence. Là où les techniques
de microscopies 3D ou OCT ont des limites sur l’épaisseur de l’échantillon, l’OPT permet
de repousser un peu les limites d’observation des échantillons plus épais et d’en visualiser
les coupes numériques après reconstruction des données. Pour une application concrète de
cette imagerie, voir [Sharpe et al. (2002)].
Microscopie de fluorescence à feuille de lumière
La microscopie à feuille de lumière (Single plane illumination, SPIM), introduite en
1993 par [Voie et al. (1993)], est une extension à la fluorescence des travaux portant sur
l’ultramicroscope développé par [Siedentopf and Zsigmondy (1902)]. Elle permet d’illu-
miner (i.e. excitation de fluorescence) un plan de l’objet dans n’importe quelle direction
tout en conservant un axe perpendiculaire à l’axe optique d’observation. En combinant
ces différentes vues de l’objet, elle permet un rendu 3D isotrope et très précis tout en
limitant les dommages photo-liés vus précédemment. Elle combine donc les avantages de
la microscopie classique de fluorescence tout en diminuant la toxicité des photons.
Imagerie de contraste de phase par rayonnement synchrotron
L’imagerie de contraste de phase par rayonnement synchrotron (ICP) tire parti des
propriétés de cohérence spatiale et temporelle du rayonnement synchrotron pour pouvoir
s’intéresser à la phase des rayons incidents traversant l’objet. Contrairement au schéma
classique d’imagerie par rayons X qui s’intéresse uniquement à l’atténuation des rayons.
Les progrès récemment réalisés dans le domaine de l’instrumentation optique et électro-
nique ont permis de mieux contrôler les ondes telles que les rayons X. Le gain en cohérence
et en paramètrage du front d’ondes ainsi que le développement des capteurs ont permis
de récupérer l’information de phase des rayonnements qui traversent les objets. Ainsi du
premier intérêt porté à la phase par [Zernike (1942)] pour la microscopie, nous sommes
passés à une réelle mesure, au sens métrologique, de la phase avec des techniques telles
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Figure 1.4 – Coupe d’un tissu osseux où on observe un ostéocyte à différentes échelles
en imagerie par contraste de phase par rayonnement synchrotron. Images issues de [Dong
(2014)].
l’holographie numérique [Li and Picart (2012)] ou la tomographie de phase par rayon-
nement synchrotron. La phase du front d’ondes est une source riche d’informations qui
met bien en évidence les interfaces de milieux. Ce contraste présente un avantage certain
pour des tissus faiblement absorbants comme les tissus biologiques où l’atténuation des
rayons X apporte peu d’informations. L’ICP est une technique qui utilise comme l’OPT et
les scanners cliniques la tomographie pour reconstruire les données issues de projections
angulaires. Jusqu’à présent parmi les techniques présentées, toutes bénéficient de bonnes
résolutions spatiales mais elles présentent toutes une limite commune comme le présente la
figure 1.2 qui est la profondeur de pénétration limitée. En utilisant la propriété de bonne
pénétration des rayons X, l’ICP arrive à traiter des tissus plus épais tout en disposant
d’une excellente résolution spatiale. Le schéma optique utilisé ressemble fortement à ceux
utilisés en microscopie. La profondeur de pénétration inégalée en comparaison des autres
histologies virtuelles permet d’imager des objets de plus de 1cm d’épaisseur avec une ré-
solution allant de la dizaine de microns à la dizaine de nanomètres (e.g. figure 1.4 pour
une visualisation à différentes échelles d’un échantillon osseux), nous avons choisi cette
technique pour valider un agent de contraste dans la problématique biomédicale qui nous
intéresse. Le chapitre 2 présentera en détails cette technique d’imagerie et les principes
physiques nécessaires à sa compréhension.
1.1.3 Analyse des données issues d’histologies virtuelles
Le développement des techniques d’histologies virtuelles a permis pour les sciences du
vivant de s’intéresser à de nouveaux objets biologiques ou biomédicaux. Passé le stade
de leur visualisation pour une analyse qualitative, ces développements ouvrent également
de nouvelles problématiques en analyse d’images pour tirer profit quantitativement des
informations portées dans les images 3D produites.
Les images issues des techniques d’histologies virtuelles ont certaines spécificités. Tout
d’abord, la phase de construction de l’instrumentation est souvent réalisée par des phy-
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siciens sur des fantômes physiques. L’interprétation quantitative des contrastes dans des
tissus biologiques hétérogènes est souvent non triviale et reste ouverte même quand les tech-
niques d’imageries sont accessibles à des utilisateurs non physiciens. Ensuite, les images
issues des techniques d’histologies virtuelles ont un contenu multi-échelles incluant par
exemple des organes ou organismes entiers à une résolution cellulaire. Ceci, renouvelle
l’intérêt des techniques d’analyses multi-échelles qui consistent à regarder une image ou
un jeu d’images à des échelles spatiales différentes pour pouvoir détecter ou compter des ob-
jets à des tailles différentes (par exemple [Lindeberg (1994),Sage et al. (2005)]). Enfin, ces
images multi-résolutions sont généralement conséquentes en terme de volume de données,
elles peuvent nécessiter des approches spécifiques pour la visualisation, la compression, ou
le traitement des images.
La validation d’outils d’analyse nécessite des tests sur des données simulées, car une
labellisation manuelle par un expert est impensable sur de gros volumes d’images multi-
échelles. Ainsi, ces nouvelles techniques d’imageries 3D renouvellent les besoins de dévelo-
pements de simulateurs. À titre d’exemple, on peut considérer les travaux de Daniel Sage
sur les fonctions de transfert des différentes microscopies, indispensables pour pouvoir créer
des simulateurs [Griffa et al. (2010),Kirshner et al. (2013)] et par extension des données
simulées d’une technique particulière de microscopie.
Une fois le développement de nouveaux outils d’analyse effectué il faut également
pouvoir rendre disponible et compréhensible ces méthodologies par le plus grand nombre
ou a minima les experts du domaine d’applications. Ainsi on a pu voir l’émergence avec
ces nouvelles imageries 3D de logiciels de traitements d’images sur lesquels il est à la
fois facile de mettre à disposition de nouvelles méthodologies et de les exploiter pour les
utilisateurs. On prendra comme exemple le logiciel Icy [de Chaumont et al. (2012)] qui a
une réelle approche intégrative et qui propose de rassembler les différentes communautés
(développements et applications) pour échanger des informations utiles à la progression de
la compréhension de ces imageries transdisciplinaires. De plus en plus de projets proposent
des innovations sur toute la chaine de traitement allant de l’acquisition au traitement des
données, pour l’imagerie par contraste de phase on a l’exemple de [Zuluaga et al. (2014)].
Pour comprendre les possibilités d’une approche intégrative on a comme exemple pour la
microscopie 3D par fluorescence [Dieterlen et al. (2001), Dieterlen et al. (2002)] ou plus
généralement sur du traitement multi-dimensionnel [Olivo-Marin (2006)]. Pour comprendre
les directions globales de la recherche en traitements d’image pour la microscopie, [Olivo-
Marin et al. (2011),de Chaumont et al. (2012)] permettra d’identifier les grandes familles
méthodologiques qui bénéficient d’un intérêt reconnu.
En pratique, chaque technique d’imagerie est plus ou moins adaptée à des objets biolo-
giques différents pour résoudre des tâches d’analyses différentes à des échelles qui peuvent
varier. Ces connaissances restent toutefois à établir de façon systématique, et au cas par
cas, en commençant par les organismes modèles des sciences du vivant qui intéressent le
plus grand nombre d’utilisateurs. Nous présentons l’application biomédicale sur le cerveau
de souris qui a encadré ces travaux de thèse et pour laquelle nous avons choisi de dévelop-
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per une méthodologie intégrative en s’appuyant sur des images issues de tomographie de
phase par rayonnement synchrotron.
1.2 Contexte biomédical
1.2.1 Présentation de la pathologie
Dans les pays occidentaux, l’accident vasculaire cérébral (AVC) représente la première
cause d’handicaps acquis, la seconde cause de démence et la troisième cause de morta-
lité [Pendlebury and Rothwell (2009)]. Deux types d’accidents existent (cf. figure 1.5),
hémorragique quand un vaisseau cérébral se rompt à l’intérieur du cerveau et entraîne
une hémorragie ; ischémique quand un vaisseau sanguin est obstrué et que l’aﬄux sanguin
n’est plus assuré pour une partie plus ou moins conséquente du cerveau. Dans 87% des
cas, l’accident est d’origine ischémique [Lloyd-Jones et al. (2009)]. L’interruption de la
circulation sanguine dans un vaisseau à destinée cérébrale est causée par la formation d’un
caillot ou le détachement d’une plaque déjà formée (embolie). L’apport en nutriments et
en oxygène est interrompu, une première dégradation des tissus peut alors être consta-
tée. Cette occlusion va ensuite entraîner une réaction inflammatoire forte de l’organisme.
Les cellules immunitaires recrutées vont être de différents types, nous nous intéressons en
particulier aux cellules du système phagocytaire mononucléé (microglie et macrophages).
Figure 1.5 – Accident vasculaire cérébral, à gauche d’origine hémorragique, à droite d’ori-
gine ischémique.
1.2.2 Réponse immunitaire de l’organisme et traitements
Cette réponse inflammatoire peut être délétère et endommager ou détruire des tissus
que l’on juge récupérable si l’apport sanguin est rétabli. Un concept qui a été décrit il y a
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maintenant une trentaine d’année est la zone dite de "pénombre". Décrite originellement
par [Astrup et al. (1981)], il s’agit d’une portion de la lésion ischémique avec un flux sanguin
(Central blood flow, CBF) réduit (vaisseaux collatéraux ou pression locale de perfusion)
et qui pourrait retrouver ses pleines fonctions si le flux sanguin total est restauré. La zone
de pénombre est une zone dynamique. Elle peut avec le temps retrouver pleine ou partie
de ses fonctionnalités, comme elle peut rejoindre la zone de l’infarct irréversible. Plus le
temps avant restauration de l’aﬄux sanguin va être long plus la zone de pénombre va se
réduire pour laisser place à une zone de lésion dont la tendance ne pourra être inversée.
Ces tissus cérébraux et leurs fonctions cognitives associées seront perdus.
Plusieurs études [Iadecola and Alexander (2001), Iadecola and Anrather (2011)] mon-
trent que la réaction immunitaire de l’organisme (neuro-inflammation) peut engendrer
des dommages supplémentaires aux tissus ischémiés. Il existe actuellement une seule voie
thérapeutique cliniquement admise pour traiter l’accident vasculaire cérébral : la recherche
de la reperfusion/recanalisation. Elle consiste à rétablir le plus rapidement possible l’aﬄux
sanguin afin de réalimenter les tissus en oxygène et en nutriments. Une seconde voie de
recherche est cependant en développement, il s’agit de la famille des traitements de neuro-
protection qui visent à protéger les tissus en sursis de la zone de pénombre. Ces traitements
peuvent chercher à protéger les cellules de la mort cellulaire programmée (apoptose) ou de
la mort cellulaire induite par le contexte lésionnel (nécrose) [Albers et al. (1995)]. D’autres
traitements [Durand et al. (2014),Emsley et al. (2008)], visent à réduire l’impact délétère
engendré par la réaction immunitaire et notamment les cellules du système phagocytaire
mononucléés.
1.2.3 Imagerie de l’inflammation
Une des voies de recherche clinique pour le traitement des accidents vasculaires visent
à développer des agents anti-inflammatoire spécifiques. La validation de la performance de
ces traitements peut être multiple, prélèvements sanguins ou histologie. L’équipe d’ima-
gerie cérébrale du laboratoire CREATIS dans laquelle ces travaux de thèse ont été me-
nés, s’est depuis de nombreuses années spécialisée dans l’imagerie de l’inflammation post-
ischémique, une revue de cette imagerie est proposée par [Deddens et al. (2012)] . En effet,
l’imagerie est de plus en plus utilisée en clinique pour observer et caractériser la réponse
inflammatoire voire pour valider l’efficacité de traitements thérapeutiques. C’est à cette
fin de caractérisation que notre équipe développe ses outils en imagerie. Dans l’application
biomédicale que nous avons choisie pour illustrer nos développements sur l’imagerie par
contraste de phase, un agent de contraste est injecté pour visualiser l’inflammation céré-
brale qui survient à la suite d’un AVC. Les principes de cette méthode d’imagerie présentés
dans [Wiart et al. (2007),Chauveau et al. (2010)] sont brièvement abordés.
Dans un premier temps, le suivi de la réponse inflammatoire post-ischémique est réalisé
en imagerie par résonance magnétique à l’aide d’un agent de contraste. Dans un second
temps, l’administration d’un agent thérapeutique anti-inflammatoire est réalisée afin de
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valider la possibilité d’observer la modulation de la réponse inflammatoire en IRM. Afin
de visualiser la réponse inflammatoire de l’organisme en IRM, nous avons besoin d’in-
jecter un produit de contraste. Nous injectons ici par voie intraveineuse chez la souris,
des nanoparticules d’oxyde de fer (USPIO, P904, Guerbet©). Le processus d’action décrit
dans [Marinescu et al. (2013)a] est de viser l’internalisation par voie phagocytaire de ces
nanoparticules par les macrophages circulants au niveau du site de la lésion ischémique.
Dès lors, les macrophages seront marqués magnétiquement et nous pourrons suivre le signal
associé.
1.2.4 Imagerie par résonance magnétique
En IRM, nous observons le comportement d’un échantillon ou plus généralement de
l’objet d’étude lorsqu’il est placé dans un champ magnétique (créé ici par l’aimant). Plus
particulièrement, le principe de cette imagerie est d’exciter par une onde radiofréquence
une des espèces d’atomes qui constituent l’objet (dans notre cas il s’agira de l’atome
d’hydrogène H1) pour qu’ils entrent en résonance et on observera alors leur retour à
l’équilibre (temps de relaxation) suite à cette phase d’excitation. Cette imagerie peut
être pondérée selon trois attributs : le temps de relaxation longitudinal (T1), le temps
de relaxation transversal (T2) et la densité de protons (cf. figure 1.6). On considérera
également le temps T2* qui permet une meilleure détection de l’agent de contraste (i.e.
nanoparticules) que nous utilisons. Suivant que l’on décide de pondérer les images dans une
modalité ou une autre, le même échantillon ne va pas forcément apparaître avec les mêmes
contrastes locaux ; ils peuvent être atténués ou être complètement inversés (pour mieux
appréhender cette imagerie ou pour plus de détails se référer à [Kastler and Vetter (2011)]).
Dans notre cas, nous nous intéressons principalement à l’imagerie pondérée T2* et T2. La
première permet une visualisation optimale des nanoparticules d’oxyde de fer et la seconde
permet une meilleure quantification du signal de ces nanoparticules. Ainsi sur la figure 1.7,
on observe en hypersignal et marqué par une flèche rouge le cœur ischémique de la lésion :
l’œdème vasogénique et en hyposignal délimitant le pourtour de la lésion, la zone péri-
lésionnelle marquée par la présence de macrophages ayant phagocyté les nanoparticules
d’oxyde de fer [Marinescu et al. (2013)a,Marinescu et al. (2013)b].
Cette imagerie de marquage cellulaire permet de bien mettre en valeur les phases de
la réponse inflammatoire et d’étudier ses phénomènes associés (recrutement de cellules
immunitaires). On retrouve donc bien l’intérêt de cette imagerie vis à vis de la thématique
de notre équipe, qui est l’observation et la caractérisation de la neuro-inflammation via
des méthodes d’imageries. On pourra également y associer une validation de l’utilisation
de certains thérapeutiques dans le traitement de l’AVC ischémique.
Dans l’étude dans laquelle nous nous positionnons, nous voulons démontrer que les
méthodes d’imagerie que nous développons permettent de suivre la neuro-inflammation et
ses atténuations à la suite d’un AVC. Pour cela, nous employons un agent de contraste déjà
caractérisé [Wiart et al. (2007)] et un agent thérapeutique déjà validé pour ses effets anti-
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Figure 1.6 – À gauche une IRM cérébrale pondérée T1, à droite une IRM pondérée T2.
inflammatoires : la minocycline [Planas and Traystman (2011),Marinescu et al. (2013)a].
Plusieurs animaux sont inclus dans cette étude, nous allons nous intéresser à ceux qui
après les acquisitions IRM ont été imagés au Synchrotron en tomographie de phase.
L’avantage présenté par l’IRM est de bénéficier d’une bonne sensibilité vis à vis de la
présence de nanoparticules. Ainsi même une quantité faible de nanoparticules induit une
chute du signal magnétique.
1.2.5 Limitations de l’IRM
Comme on le voit, sur la figure 1.8, l’injection de produit de contraste permet de bien
marquer la zone inflammatoire. On arrive bien à distinguer cette zone en hyposignal de
la zone ischémiée en hypersignal. Cependant, plusieurs limitations apparaissent dans cette
étude quant à l’imagerie par résonance magnétique. Une première limite, est celle de la
résolution spatiale, le voxel est anisotropique avec une taille de 156× 156µm2 dans le plan
et une épaisseur de coupe de 1000µm. Cette faible résolution au regard des phénomènes
observés, la taille d’un macrophage pouvant varier de 30 à 60µm, peut poser problème pour
valider le fait que la chute de signal soit bien due à des nanoparticules internalisées par les
macrophages. Une autre limitation est ce que l’on appelle le flou magnétique ("blooming
effect"). Le pouvoir superparamagnétique des oxydes de fer ont un rayon d’action bien
plus important que les macrophages qui vont les contenir ou encore plus que la simple
nanoparticule elle-même. Cela signifie que l’environnement magnétique local aux nano-
particules va être perturbé dans un rayon qui dépasse sa position précise. Ainsi, la chute
de signal associée sera supérieure à la zone où se concentrent les nanoparticules. Pour ces
Hugo Rositi 13
CHAPITRE 1. CONTEXTE
Figure 1.7 – Image IRM pondérée T2 d’un cerveau de souris in vivo avec une ischémie.
La flèche rouge désigne le cœur ischémique en hypersignal. Les flèches blanches désignent
la chute de signal provoquée par la présence de nanoparticules dans l’environnement local
à la périphérie de la lésion.
deux raisons : limite de la résolution spatiale et perturbation magnétique bien supérieure
au rayon des cellules considérées, il convient d’envisager une autre technique d’imagerie
pour avoir une co-localisation précise du signal lié aux nanoparticules et de la position
des macrophages dans le cerveau. Comme nous l’avons exposé auparavant, de nombreuses
techniques d’histologies existent et permettent de marquer spécifiquement les macrophages
ainsi que le fer des nanoparticules. Ce procédé nous permet de co-localiser avec précision
les deux entités et de valider notre protocole de suivi de l’inflammation [Marinescu et al.
(2013)a]. Les limitations de ces techniques étant qu’il faut découper les échantillons ainsi
que leurs appliquer un agent de marquage/colorant pour visualiser les zones d’intérêts
(F4/80 pour les macrophages, bleu de prusse pour marquer le fer). Ces traitements sont
source de détériorations potentielles et cela constitue une forte limitation.
C’est pourquoi nous nous tournons vers une nouvelle technique d’imagerie que l’on
peut considérer comme une histologie virtuelle, la tomographie de contraste de phase par
rayonnement synchrotron, qui sera dans la suite de ce manuscrit désignée par l’imagerie de
contraste de phase (ICP) et dont nous allons présenter les principes physiques et différentes
clés de compréhension dans le chapitre à venir.
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Figure 1.8 – Zoom sur la zone lésionnelle due à l’AVC. La limite de la résolution spatiale





[Albers et al. (1995)] Albers, G. W., Atkinson, R. P., Kelley, R. E., and Rosenbaum, D. M.
(1995). Safety, tolerability, and pharmacokinetics of the n-methyl-d-aspartate antagonist
dextrorphan in patients with acute stroke. Stroke, 26(2) :254–258.
[Astrup et al. (1981)] Astrup, J., Siesjö, B. K., and Symon, L. (1981). Thresholds in
cerebral ischemia - the ischemic penumbra. Stroke, 12(6) :723–725.
[Chauveau et al. (2010)] Chauveau, F., Cho, T.-H., Berthezène, Y., Nighoghossian, N.,
and Wiart, M. (2010). Imaging inflammation in stroke using magnetic resonance ima-
ging. International journal of clinical pharmacology and therapeutics, 48(11) :718–728.
[Deddens et al. (2012)] Deddens, L. H., Van Tilborg, G. A. F., Mulder, W. J. M., De Vries,
H. E., and Dijkhuizen, R. M. (2012). Imaging neuroinflammation after stroke : current
status of cellular and molecular MRI strategies. Cerebrovascular diseases, 33 :392–402.
[Dieterlen et al. (2001)] Dieterlen, A., Gramain, M.-P., Xu, C., Guillemin, F. H., and Jac-
quey, S. (2001). Psf identification applied to 3D fluorescence microscopy quantification.
In Photon Migration, Optical Coherence Tomography, and Microscopy, volume 4431,
pages 66–74.
[Dieterlen et al. (2002)] Dieterlen, A., Xu, C., Gramain, M.-P., Haeberlé, O., Colicchio, B.,
Cudel, C., Jacquey, S., Ginglinger, E., Jung, G., and Éric Jeandidier (2002). Validation
of image processing tools for 3-d fluorescence microscopy. Comptes Rendus Biologies,
325(4) :327 – 334.
[Dong (2014)] Dong, P. (2014). Three-dimensional analysis of bone cellular tissue from
SR CT Imaging. PhD thesis, INSA Lyon.
[Dubois et al. (2002)] Dubois, A., Vabre, L., Boccara, A.-C., and Beaurepaire, E. (2002).
High-resolution full-field optical coherence tomography with a linnik microscope. Applied
Optics, 41(4) :805–812.
[Durand et al. (2014)] Durand, A., Chauveau, F., Cho, T.-H., Kallus, K., Wagner, M.,
Boutitie, F., Maucort-Boulch, D., Berthezène, Y., Wiart, M., and Nighoghossian, N.
(2014). Effects of a tafi-inhibitor combined with a suboptimal dose of rtpa in a murine
thromboembolic model of stroke. Cerebrovascular diseases, 38 :268–275.
[Emsley et al. (2008)] Emsley, H. C., Smith, C. J., Tyrrell, P. J., and Hopkins, S. J. (2008).




[Griffa et al. (2010)] Griffa, A., Garin, N., and Sage, D. (2010). Comparison of deconvo-
lution software in 3D microscopy. a user point of view, part i and part ii. Imaging &
Microscopy, 1 :43–45.
[Iadecola and Alexander (2001)] Iadecola, C. and Alexander, M. (2001). Cerebral ischemia
and inflammation. Current opinion in neurology, 14(1) :89–94.
[Iadecola and Anrather (2011)] Iadecola, C. and Anrather, J. (2011). The immunology of
stroke : from mechanisms to translation. Nature medicine, 17(7) :796–808.
[Kastler and Vetter (2011)] Kastler, B. and Vetter, D. (2011). Comprendre l’IRM : Manuel
d’auto-apprentissage. Elsevier Masson.
[Kirshner et al. (2013)] Kirshner, H., Aguet, F., Sage, D., and Unser, M. (2013). 3-D
PSF fitting for fluorescence microscopy : Implementation and localization application.
Journal of Microscopy, 249(1) :13–25.
[Li and Picart (2012)] Li, J.-C. and Picart, P. (2012). Holographie numérique. Lavoisier.
[Lindeberg (1994)] Lindeberg, T. (1994). Scale-Space Theory in Computer Vision. The
Springer International Series in Engineering and Computer Science. Springer US.
[Lloyd-Jones et al. (2009)] Lloyd-Jones, D. et al. (2009). Heart disease and stroke statis-
tics—2009 update a report from the american heart association statistics committee
and stroke statistics subcommittee. Circulation, 119(3) :e1–e161.
[Marinescu et al. (2013)a] Marinescu, M., Chauveau, F., Durand, A., Riou, A., Cho, T.-H.,
Dencausse, A., Ballet, S., Nighoghossian, N., Berthezène, Y., and Wiart, M. (2013a).
Monitoring therapeutic effects in experimental stroke by serial uspio-enhanced MRI.
European Radiology, 23(1) :37–47.
[Marinescu et al. (2013)b] Marinescu, M., Langer, M., Durand, A., Olivier, C., Chabrol,
A., Rositi, H., Chauveau, F., Cho, T., Nighoghossian, N., Berthezène, Y., Peyrin, F., and
Wiart, M. (2013b). Synchrotron radiation X-ray phase micro-computed tomography as
a new method to detect iron oxide nanoparticles in the brain. Molecular Imaging and
Biology, 15(5) :552–559.
[Olivo-Marin (2006)] Olivo-Marin, J.-C. (2006). An overview of image analysis in multi-
dimensional biological microscopy. In Acoustics, Speech and Signal Processing, 2006.
ICASSP 2006 Proceedings. 2006 IEEE International Conference on, volume 5, pages
V–V.
[Olivo-Marin et al. (2011)] Olivo-Marin, J.-C., Unser, M., Blanc-Feraud, L., Laine, A., and
Lelieveldt, B. (2011). Trends in bioimaging and signal processing. Signal Processing
Magazine, IEEE, 28(6) :200–201.
[Pendlebury and Rothwell (2009)] Pendlebury, S. T. and Rothwell, P. M. (2009). Preva-
lence, incidence, and factors associated with pre-stroke and post-stroke dementia : a
systematic review and meta-analysis. The Lancet Neurology, 8(11) :1006–1018.
[Planas and Traystman (2011)] Planas, A. M. and Traystman, R. J. (2011). Advances in
translational medicine 2010. Stroke, 42 :283–284.
18 Hugo Rositi
BIBLIOGRAPHIE
[Rositi et al. (2013)] Rositi, H., Frindel, C., Langer, M., Wiart, M., Olivier, C., Peyrin, F.,
and Rousseau, D. (2013). Information-based analysis of X-ray in-line phase tomography
with application to the detection of iron oxide nanoparticles in the brain. Optics Express,
21(22) :27185.
[Rositi et al. (2014)] Rositi, H., Frindel, C., Langer, M., Wiart, M., Olivier, C., Peyrin, F.,
and Rousseau, D. (2014). Computer vision tools to optimize reconstruction parameters
in X-ray in-line phase tomography. Physics in Medicine and Biology, 59 :7767–7775.
[Rositi et al. (2015)a] Rositi, H., Desestret, V., Chauveau, F., Cho, T.-H., Ong, E., Berner,
L.-P., Weber, L., Langer, M., Olivier, C., Frindel, C., Nighoghossian, N., Berthezène,
Y., Peyrin, F., Rousseau, D., and Wiart, M. (2015a). Fast virtual histology of unstained
mouse brains using in-line X-ray phase tomography. In European Molecular Imaging
Meeting.
[Rositi et al. (2015)b] Rositi, H., Frindel, C., Langer, M., Wiart, M., Olivier, C., Peyrin,
F., and Rousseau, D. (2015b). Analyse en échelles pour l’optimisation du paramètre de
reconstruction en tomographie x de phase ; application à l’imagerie du cerveau du petit
animal. In Gretsi. accepté.
[Sage et al. (2005)] Sage, D., Neumann, F., Hediger, F., Gasser, S., and Unser, M. (2005).
Automatic tracking of individual fluorescence particles : Application to the study of
chromosome dynamics. IEEE Transactions on Image Processing, 14(0) :1372–1383.
[Sharpe et al. (2002)] Sharpe, J., Ahlgren, U., Perry, P., Hill, B., Ross, A., Hecksher-
Sørensen, J., Baldock, R., and Davidson, D. (2002). Optical projection tomography
as a tool for 3D microscopy and gene expression studies. Science, 296(5567) :541–545.
[Siedentopf and Zsigmondy (1902)] Siedentopf, H. and Zsigmondy, R. (1902). Uber sicht-
barmachung und größenbestimmung ultramikoskopischer teilchen, mit besonderer an-
wendung auf goldrubingläser. Annalen der Physik, 315(1) :1–39.
[Voie et al. (1993)] Voie, A. H., Burns, D. H., and Spelman, F. A. (1993). Orthogonal-
plane fluorescence optical sectioning : Three-dimensional imaging of macroscopic biolo-
gical specimens. Journal of Microscopy, 170(3) :229–236.
[Wiart et al. (2007)] Wiart, M., Davoust, N., Pialat, J.-B., Desestret, V., moucharrafie, S.,
Cho, T.-H., Mutin, M., Langlois, J.-B., Beuf, O., Honnorat, J., Nighoghossian, N., and
Berthezène, Y. (2007). MRI monitoring of neuroinflammation in mouse focal ischemia.
Stroke, 38(1) :131–137.
[Zernike (1942)] Zernike, F. (1942). Phase contrast, a new method for the microscopic
observation of transparent objects. Physica, 9(7) :686 – 698.
[Zuluaga et al. (2014)] Zuluaga, M. A., Orkisz, M., Dong, P., Pacureanu, A., Gouttenoire,
P.-J., and Peyrin, F. (2014). Bone canalicular network segmentation in 3D nano-ct




[de Chaumont et al. (2012)] de Chaumont, F., Dallongeville, S., Chenouard, N., Hervé,
N., Pop, S., Provoost, T., Meas-Yedid, V., Pankajakshan, P., T., L., Le Montagner,
Y., Lagache, T., Dufour, A., and Olivo-Marin, J.-C. (2012). Icy : an open bioimage




Imageries de phase, instrumentation et
acquisition
Nous allons dans ce chapitre décrire le fonctionnement général de l’acquisition d’images
de contraste de phase au synchrotron, ainsi que les bases physiques sur lesquelles repose
cette imagerie. Ceci nous permettra dans un second temps de présenter les étapes d’ex-
traction d’information de phase et de reconstruction tomographique. Nous conclurons ce
chapitre en présentant les paramètres d’acquisition et de traitements post-acquisition spé-
cifiques que nous avons choisis.
2.1 Physique de l’imagerie par rayonnement synchrotron
La microtomographie par rayonnement synchrotron est une technique innovante d’ima-
gerie qui a pris son essor à la fin des années 1980 en bénéficiant conjointement des déve-
loppements réalisés sur les sources de rayons X et les améliorations techniques de la mi-
croscopie classique. Ses applications deviennent de plus en plus larges avec des domaines
fondateurs tels que la science des matériaux ou la biologie structurale.
2.1.1 Le synchrotron
L’installation européenne de rayonnement synchrotron ou European Synchrotron Ra-
diation Facility (ESRF) est implantée à Grenoble (France) depuis 1994. Une dizaine de
synchrotrons sont implantés à travers toute l’Europe, cependant en terme de puissance
l’ESRF n’a d’équivalent qu’à travers le monde avec l’Advanced Photon Source basée à
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Chicago (États-Unis) et le Spring-8 implanté à Hyo¯go (Japon). Un synchrotron est un
très grand accélérateur de particules (≈ 800 − 1000m de diamètre) dont les applications
sont assez diverses :
• Sciences des matériaux (Imagerie des matériaux à des échelles nanoscopiques, ob-
servation des polymères, alliages ou métaux) ;
• Chimie (Spectroscopie, processus multi-photons) ;
• Biologie structurale (Cristallographie) ;
• Sciences du vivant (Imagerie ex et in-vivo) ;
• Ingéniérie (Développement des sources et acquisitions).
Fin 1895, W. Röntgen découvre les rayons X [Röntgen (1896)]. Rapidement, il découvre
que ces rayons encore inconnus arrivent à traverser certains matériaux dont les tissus
vivants comme l’atteste la photo prise de la main de sa femme (figure 2.1). Grâce aux
rayons X, de nombreux problèmes scientifiques ont pu être résolus durant le XIXème
siècle, en 1912 M. von Laue et P. Knipping ont obtenu le premier motif de diffraction
d’un cristal en utilisant les rayons X. En 1953, la structure de l’ADN a pu être décrite par
J. Watson et F. Crick en utilisant la nature des rayons X.
Figure 2.1 – Photographie par rayons X de la main de la femme de W. Röntgen en 1895.
La lumière synchrotron a été observée pour la première fois en 1947 par General Elec-
tric aux États-Unis avec un accélérateur différent des tubes à rayons X utilisés depuis la
découverte de Röntgen. Ces accélérateurs disposent de propriétés intéressantes par rap-
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Figure 2.2 – Spectre éléctro-magnétique comparant la taille des objets et les techniques
permettant de les visualiser. (http://www.esrf.eu)
port aux tubes classiques telles que la cohérence temporelle (faible largeur de spectre),
la pulsation temporelle, la cohérence spatiale (dépendante de la largeur de la source) et
la polarisation du faisceau. La lumière synchrotron se différencie des rayons X dits clas-
siques utilisés en clinique par les propriétés bien spécifiques du faisceau généré en sortie,
notamment une longueur d’onde comprise entre 0.10 et 0.01 nm et une énergie allant de
10 à 120 keV. Après la seconde guerre mondiale, les premières générations de synchrotrons
(cf. figure 2.3) ont été conçues puis installées pour laisser place en 1990 aux synchrotrons
de troisième génération avec les performances (e.g. brillance du rayonnement) que l’on
connait aujourd’hui. Les progrès et les recherches pour améliorer les sources de rayons X
continuent a fortiori de nos jours.
Configuration d’un synchrotron
Le rayonnement synchrotron est produit et calibré par l’intéraction de plusieurs élé-
ments électroniques ou optiques. Certains de ces éléments interviennent sur le rayonnement
global tandis que d’autres sont à configurer dans chacune des différentes sorties du faisceau
(beamlines, cf. figure 2.4). Typiquement une installation de rayonnement synchrotron est
définie par une source de lumière très brillante produite par des électrons accélérés à de très
hauts niveaux d’énergie. Les interactions entre le rayonnement synchrotron et la matière à
observer se réaliseront dans les cabines expérimentales en sortie d’anneau (beamlines). Le
schéma 2.4 montre bien les différents éléments en jeu. Tout d’abord un pistolet à électron
envoit des électrons dans l’accélérateur linéaire (Linac) puis dans l’accélérateur circulaire
(Booster Synchrotron) qui accélère les électrons jusqu’à atteindre une énergie de 6 GeV où
ils seront ensuite injectés dans l’anneau de stockage (Storage ring). L’interaction entre les
électrons, les aimants et les onduleurs survient en début de beamline et provoque la créa-
tion du rayonnement synchrotron (photons X). On voit bien en tête de ligne (figure 2.5),
les différents éléments qui convertissent les électrons en photons et dirigent le faisceau vers
les têtes de lignes.
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Figure 2.3 – Évolution de la brillance (mesure de qualité) des sources synchrotron durant
le XIXème siècle. (http://www.esrf.eu)
Qualité d’une source de rayonnement synchrotron
La qualité et la puissance du rayonnement synchrotron dépend de ces différents élé-
ments, elle peut être mesurée par deux paramètres : la brillance et l’émittance. Soit un
repère de coordonnées xy placé dans un plan perpendiculaire à l’axe de propagation du
rayonnement synchrotron z, avec x et y respectivement les directions horizontale et verti-
cale. On note σx et σy les moyennes quadratiques de la largeur et de la hauteur du faisceau
(en millimètres), on ajoute σθx et σθy les divergences observées et mesurées en milliradians
dans les mêmes directions. Enfin, on note Φ(E) le flux de rayons X en photons par seconde
pour l’énergie donnée E avec 0.1% de la bande-passante centrée sur cette énergie. À partir
de ces définitions, nous pouvons donner la formule de la brillance B(E) [Kim (2001)] :
B(E) = Φ(E)4pi2σxσyσθxσθy
. (2.1)
On voit avec cette expression sous la forme d’un quotient que pour optimiser la valeur
de la brillance, il faut maximiser le flux de photons et rendre la source la plus focalisée
possible en minimisant sa taille. La seconde mesure connue pour qualifier une source
de rayons X est l’émittance définie dans la direction horizontale εx et verticale εy [Kim
(2001)] :
εx ≡ σxσθx , εy ≡ σyσθy . (2.2)
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Figure 2.4 – Schéma de la configuration d’un synchrotron. (http://www.esrf.eu)
Ce qui nous permet maintenant d’écrire la brillance dans sa forme simplifiée :
B(E) = Φ(E)4pi2εxεy
. (2.3)
Une source de rayons X de haute qualité dispose d’une forte brillance et d’une faible
émittance. Pour plus de détails sur cette section concernant la caractérisation du faisceau
ou une description plus précise de chacun des éléments optiques et des caractéristiques
à retenir pour maximiser la qualité d’une ligne optique de rayonnement synchrotron, la
lecture de l’ouvrage de Paganin sur les optiques cohérentes [Paganin (2006)] apportent un
certain nombre d’éléments de réponse.
La cohérence d’une source de rayons X
La cohérence de la lumière synchrotron est une de ses propriétés essentielles et indispen-
sables. Il faut distinguer deux types de cohérences, la cohérence longitudinale (cohérence
temporelle) et la cohérence transversale (cohérence spatiale, cf. figure 2.6). La cohérence
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Figure 2.5 – Éléments d’insertion en tête de beamline. (http://www.esrf.eu)
longitudinale est reliée à la monochromaticité de la source de rayonnement. La cohérence
spatiale est elle reliée directement à la taille de la source. La cohérence d’un point de vue
général peut correspondre à l’état d’ordre qui règne dans une onde tels que les rayons X.
La haute cohérence de la lumière synchrotron est une propriété indispensable quand on
s’intéresse aux mesures de décalages de phase. La cohérence de l’onde planaire nous per-
met d’observer les phénomères de diffraction, de réfraction et d’interférences lorsque le
rayonnement synchrotron traverse l’objet d’intérêt. Cette propriété exprimée dans les deux
directions est essentielle.
La cohérence temporelle ou longitudinale témoigne de la largeur de la gamme de fré-
quences couverte par l’onde émise. Une onde purement monochromatique possède une
unique fréquence. Il est extrêmement compliqué de produire des ondes avec une unique
fréquence on qualifie donc ici la largeur de la bande spectrale pour l’onde donnée.
La cohérence spatiale témoigne des potentielles interférences qui peuvent avoir lieu
entre deux points appartenant à l’onde. Une onde a forte cohérence spatiale produira
théoriquement aucune interférence entre ces points, tandis qu’une onde peu cohérente
aura des interférences de faibles à très élevées entre ses points.
La cohérence du rayonnement utilisé est une condition nécessaire pour la mesure de la
phase, ce qui va être notre cas dans l’imagerie par contraste de phase. C’est une des raisons
pour laquelle nous utilisons le rayonnement synchrotron qui dispose d’un très haut degré
de cohérence spatiale et temporelle. Dans le cas de l’imagerie par contraste de phase,
nous allons nous intéresser aux interférences et décalages de phase induits par l’objet
d’étude. Nous comprendrons aisément qu’une onde support de l’information qui ne serait
pas cohérente et serait intrinsèquement porteuse d’interférences ne nous permettrait par
de discriminer celles résultantes des structures de l’objet de celles originalement présentes.
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Figure 2.6 – Illustration de la cohérence des ondes.
Cependant, un élément de la ligne optique est indissociable de cette cohérence, il s’agit
du détecteur en fin de ligne.
Cohérence et détecteur
Nous venons de voir l’importance de s’assurer de la haute cohérence du faisceau pour
pouvoir visualiser et mesurer l’information de phase. Cependant, pour pouvoir observer ces
interférences et diffractions du rayonnement créées par l’objet il faut pouvoir les mesurer, il
est donc très important de bénéficier d’un détecteur de qualité. Il existe différent types de
détecteur dont les deux principalement utilisés sont les films radiographiques et les capteurs
à transfert de charges plus connus sous leur appelation anglophone charged couple device
(CCD). De nos jours, que ce soit pour la photographie classique ou pour des besoins de
haute cadence et de sensibilité accrue, les capteurs CCD sont largement plus répandus.
Plusieurs attributs permettent de qualifier un détecteur, la résolution spatiale en premier
lieu, la conversion des photons en charges électriques ou encore le bruit généré par le
capteur. La détection est réalisée par un ensemble d’éléments. La première étape consiste
à traduire les photons X dans le domaine du visible, cette transformation est réalisé par
le scintillateur (cf. figure 2.7). Cette étape est primordiale car à l’échelle de fréquence des
rayons X, la pulsation de l’onde est beaucoup trop élevée pour pouvoir être mesurée par les
détecteurs actuels, c’est pourquoi il faut une gamme de fréquence plus faible i.e. le domaine
du visible. À la sortie du scintillateur, un jeu de lentilles permet de projeter une image à
l’infini sur le capteur. Les différentes caractéristiques du système de détection vont donc
être régies par chacun ou plusieurs de ces éléments. Les éléments principaux sont donc
le scintillateur pour la qualité de la transformation des photons X en photons de lumière
dans le domaine du visible et le capteur CCD avec ses propriétés intrinsèques (vitesse
de transfert, taille du champ de vue, bruit éléctronique, etc.). Les scintillateurs peuvent
être sous deux formes : soit des films fins (cf.figure 2.7) soit sous la forme de cristaux.
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Figure 2.7 – Exemple d’un scintillateur film fin GGG (Gd3Ga5O12) utilisé à l’ESRF.
Les matériaux utilisés dans la composition des scintillateurs vont fortement influencer la
résolution spatiale finale, de même que des effets bien connus tels que l’absorption, la
diffusion de Rayleigh ou celle de Compton. Une étude a détaillé l’effet de ces phénomènes
sur les scintillateurs en fonction des différents matériaux [Martin and Koch (2006)]. En
plus de ces limitations, la résolution spatiale r qui est la caractéristique primordiale est





avec λs la longeur d’onde des photons en sortie du scintillateur et N.A. l’ouverture numé-
rique du système.
Sur la ligne expérimentale où nous réalisons ces expériences : ID19 de l’ESRF, plusieurs
configurations sont disponibles, nous avons toujours utilisé un scintillateur d’alliage LuAg
(Lutécium + Argent) et une caméra FreLon de champ de vue 2048x2048 pixels avec une
taille de pixel de 8µm [Labiche et al. (2007)]. Cette caméra développée spécifiquement
pour les besoins de la ligne dispose d’une haute dynamique et d’un temps de transmission
des données relativement faible.
2.1.2 Formation de l’image : absorption et phase
Plusieurs interactions surviennent lorsqu’un faisceau de rayons X traverse un matériau,
parmi ces phénomènes on va retrouver de la réflection, de la réfraction, de la diffraction et
de l’absorption des ondes. Ces interactions sont fondamentales, il faut bien les comprendre
puisqu’elles portent l’information qui nous permettra ensuite d’établir des différences de
contrastes en imagerie. Elles permettent notamment d’observer les différentes interfaces
entre les matériaux ou entre les différentes structures. Ces interactions entre les rayons X et
la matière sont le fondement de la formation de l’image. Pour résumer, lorsqu’un rayon X
traverse un objet, il peut être modifié de deux façons : il peut être absorbé par l’objet ce qui
va réduire son amplitude et il peut être dévié par l’objet ce qui va modifier sa phase. Les
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effets d’interactions entre ondes et matière peuvent être décrits par l’indice de réfraction
complexe n. Pour les rayons X on a :
n = 1− δ + iβ (2.5)
avec δ le décrément de l’indice de réfraction et β l’indice d’absorption. Une quantité est à
définir, le nombre d’onde qui est inversement proportionnel à la fréquence du train d’onde,
k = 2pi/λ, (2.6)
avec λ la longueur d’onde des rayons X. On peut maintenant décrire une onde planaire
ψinc comme suit :
ψinc = exp[i(1− δ)kz]exp(−βkz), (2.7)
pour la profondeur z suivant l’axe d’incidence. Le décrément de l’indice de réfraction δ est
relié au retard de phase et β à l’atténuation du matériau.
Absorption
La modalité d’imagerie la plus utilisée en rayons X consiste à s’intéresser à l’absorp-
tion par l’objet des rayons X. Cette absorption entraîne une atténuation de l’amplitude
de l’onde. Cette propriété est facilement accessible puisqu’elle ne nécessite pas une très
grande cohérence spatiale et temporelle de l’onde, comparée à l’information de phase qui
demande, elle, une grande cohérence pour être étudiée. C’est l’observation de cette absorp-
tion qui est réalisé dans les techniques d’imageries cliniques telles que la radiographie ou la
tomodensitométrie X (scanner). Pour une image de tomodensitométrie, l’unité Hounsfield
(UH) est utilisée sur chaque image pour comparer de façon calibrée l’absorption des ma-
tériaux entre eux. La calibration de chaque appareil est faite en utilisant de l’eau distillée,
son absorption des rayons X représente 0 UH tandis que celle de l’air est de -1000 UH.
L’absorption d’un rayonnement par un matériau est régit par la loi de Beer-Lambert :
I(λ,X) = I0e−µX , (2.8)
avec I l’intensité du rayonnement sortant exprimée ici en eV, I0 l’intensité du rayon inci-





L’absorption par la matière des rayons X est décrite par plusieurs phénomènes : l’effet
photoélectrique, la diffusion élastique de Rayleigh et la diffusion inélastique de Compton
[Michette and Buckley (1993)]. Une illustration de ces différents phénomènes est proposée
en figure 2.8.
L’effet photoélectrique σphotoélectrique est dépendant essentiellement du nombre ato-
mique Z du matériau considéré et de l’énergie du photon incident E, selon la formule
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Lorsqu’un photon incident d’énergie E interagit avec un électron de la couche externe,
il est complètement absorbé. Si l’énergie E du photon est supérieure à l’énergie nécessaire
pour détacher l’électron de sa couche, alors ce dernier est éjecté comme le montre la
figure 2.8. L’effet photoélectrique est l’effet dominant pour l’absorption par la matière des
rayons dont l’énergie est comprise entre [0-500 keV] ainsi que pour tous les matériaux avec
un numéro atomique élevé, ce qui se comprend bien à la vue de l’équation 2.10.
La diffusion de Rayleigh ou diffusion élastique décrit la somme de toutes les diffusions
isotropes et cohérentes possibles par les électrons de l’atome (principe de l’incertitude
d’Heisenberg). Les photons incidents sont ainsi simplement déviés de leur trajectoire sans
perte d’énergie. La diffusion élastique σRayleigh s’exprime en fonction du numéro atomique







La diffusion de Compton ou inélastique décrit la somme des diffusions incohérentes
issues des électrons de l’atome. Dans ce cas, le photon incident est absorbé par l’atome, un
électron est éjecté et un photon avec une énergie plus faible et donc une longueur d’onde
plus grande λ′ est émis. La différence de longueur d’onde est exprimé par :
λ′ − λ = h
mec
(1− cos θ), (2.12)
avec h la constante de Planck, me la masse de l’électron et c la vitesse de la lumière dans le
vide. L’effet compton σCompton dépend exclusivement de l’angle θ de diffusion. Cependant




avec mec2 l’énergie de l’électron au repos qui est égale à ≈ 511keV .
On peut en déduire maintenant un coefficient d’absorption total σtot :
σtot = σphotoélectrique + σRayleigh + σCompton. (2.14)
Aux énergies auxquelles nous travaillons l’effet photoélectrique σphotoélectrique est celui
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avec NA le nombre d’Avogadro, ρ la masse volumique du matériau et A la masse atomique
du matériau considéré. On peut exprimer le coefficient d’atténuation µ en fonction de
l’indice d’absorption β comme vu avec l’équation 2.9.




Réfraction et décrément de l’indice de réfraction
Le décrément de l’indice de réfraction δ est ce qui va nous permettre de décrire le
comportement d’une onde qui traverse un matériau homogène. Quand une onde traverse
un objet, on a vu que différents processus intervenaient : l’absorption de l’onde mais
également une réfraction qui s’accompagne d’un décalage de la phase de celle-ci. Pour les




Comme on le voit avec les équations 2.15 et 2.17, pour la gamme d’énergies que nous
utilisons [10-500 keV] et pour des matériaux dits légers (numéro atomique faible), la va-
leur de δ est de plusieurs ordres de grandeur supérieure à celle de β. Cette différence
justifie entièrement le recours à l’imagerie de phase et non d’absorption pour les maté-
riaux légers. Ces deux quantités sont indispensables pour reconstruire les images de phase
et d’absorption acquises dans le contexte de l’imagerie de contraste de phase par rayon-
Hugo Rositi 31
CHAPITRE 2. IMAGERIES DE PHASE, INSTRUMENTATION ET ACQUISITION
nement synchrotron (ICP). De manière pratique elles sont sélectionnées en fonction de la
composition physique de l’objet observé et de l’énergie du faisceau en se basant sur des
valeurs théoriques pour les matériaux observés en utilisant le logiciel XOP [Dejus and del
Rio (1996)]. Cette imagerie qui cartographie la modification de phase par l’objet n’est pas
sans a priori physique, c’est ce que nous allons essayer de comprendre dans la suite de
cette section.
2.1.3 Imagerie de contraste de phase
Nous venons de voir que plusieurs interactions existent lorsque des rayons X traversent
de la matière. Des interactions qui diminuent l’amplitude du faisceau (baisse de l’éner-
gie) et des interactions qui modifient la trajectoire (réfraction et diffraction) et la phase
du faisceau d’ondes. L’imagerie par contraste de phase est due à la découverte par Zer-
nike [Zernike (1942)] et ces travaux en microscopie sur les objets fortement transparents.
Pour résoudre au mieux ces objets visuellement, il s’intéresse à la théorie des ondes et
montre son applicabilité pour l’imagerie microscopique. Ce qui caractérise le décalage de
phase induit est le décrément de phase δ et on a vu que celui-ci est plus important que
l’atténuation de l’onde quand il s’agit de matériaux légers (e.g. tissus biologiques), c’est
pourquoi il est intéressant de caractériser les objets suivant cette propriété. Pour cela, nous
nous intéressons à l’imagerie par contraste de phase qui nous permet d’accéder à cette in-
formation. Nous allons voir maintenant sur quels grands principes cette imagerie repose
et dans la section suivante quelles techniques permettent de produire de telles images.
Nous considérons ici l’objet d’étude comme décrit spécifiquement par l’indice de ré-
fraction complexe 3D :
n(x, y, z) = 1− δ(x, y, z) + iβ(x, y, z). (2.18)










avec x les coordonnées spatiales (x, y) dans le plan perpendiculaire à l’axe de propagation
des ondes z.
À partir de maintenant, l’imagerie de phase va chercher à trouver pour l’objet étudié,
sa fonction ϕ(x) qui porte l’information liée au décalage de phase induit par l’objet sur le
faisceau d’ondes. C’est cette information qui permettra de bien caractériser les différentes
structures de l’objet. À partir de ces équations et de techniques de tomographie associées,
on pourra reconstruire coupe à coupe une carte 2D de ϕ(x). Pour procéder, il existe
plusieurs techniques qui permettent de discriminer B(x) de ϕ(x) à partir de l’intensité
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des rayons X mesurée à la sortie de l’objet. C’est ce que nous allons voir dans la section
suivante.
2.2 Techniques d’imagerie de contraste de phase par rayon-
nement synchrotron
Plusieurs techniques permettent d’accéder à l’information de phase portée par les ondes
cohérentes après transfert par des objets d’études, nous présentons dans cette thèse uni-
quement celles qui sont d’applicabilité au rayonnement synchrotron. Cette information
sous certaines hypothèses peut être récupérée grâce à des montages optiques précis.
Parmi ces hypothèses, nous considérons qu’en l’absence d’échantillons, les ondes cohé-
rentes se diffusent de manière strictement parallèle à l’axe de l’émission, i.e. il n’existe pas
d’autres diffuseurs qui impactent les ondes du point de vue de l’absorption ou de la diffrac-
tion d’ondes. Les échantillons que nous considérons transparents au sens de leur densité ne
modifient idéalement que la phase des ondes lorsque celles-ci le traversent. Ces hypothèses
constituent un système d’imagerie sans aberrations qui semble parfait et pourtant nous
arrivons à un paradoxe. Si l’objet d’étude est un objet transparent (e.g. tissus biologiques),
l’intensité des rayons X à la surface de sortie de l’objet, ne portera aucune modification
quant à son intensité mais uniquement des décalages de phase. D’aucun considère le sys-
tème d’imagerie parfait comme représentant le module au carré de la fonction d’onde à la
surface de sortie de l’objet. Ce module sans variations d’intensités et sans possibilité de
mesurer seulement les décalages de phase, aucune information sur la structure interne de
l’objet ne pourra être extraite. Le système idéal d’imagerie présenté sans aberrations ne
permet donc pas d’étudier l’information de phase sans variations d’intensité. Il faut alors
volontairement introduire des aberrations ou tirer parti de la non-transparence des échan-
tillons (i.e. atténuation des rayons X) afin de rendre visibles les décalages de phase induits
par l’objet sur les ondes lors de leur traversée. Ces systèmes qui rendent visibles les dé-
calages de phase sous la forme de variations d’intensités sont appelés systèmes d’imagerie
par contraste de phase.
Deux grandes familles sont à distinguer, les systèmes basés sur l’interférométrie qui
étudie les interférences créées par l’objet sur les ondes cohérentes et les systèmes qui ne
s’appuient pas sur les interférences pour résoudre l’information de phase. Dans ce dernier
cas, nous considérons la propagation d’un champ d’ondes monochromatiques et cohérentes
ψinc(x, y) comme source de rayonnement et nous nous intéressons au champ d’ondes en
sortie de l’objet ψout(x, y) tel que :
ψout(x, y) = F−1 [T (kx, ky)F (ψinc(x, y))] , (2.21)
avec F et F−1 respectivement la transformée de Fourier et la transformée de Fourier inverse,
T (kx, ky) la fonction de transmitance ou de transfert inhérente au système utilisé (e.g.
équation 2.25), (x, y) les coordonnées spatiales dans le plan de l’objet (perpendiculaire à
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l’axe de propagation optique), (kx, ky) les coordonnées dans l’espace de Fourier corrélées
à (x, y). On notera que dans le cas d’un système d’imagerie parfait, T (kx, ky) est égale à
l’identité.
Nous présentons maintenant deux techniques basées sur l’étude des interférences en
sections 2.2.1 et 2.2.2. Ainsi que deux techniques basées sur l’étude de la propagation
d’un front d’ondes à travers l’objet en sections 2.2.3 et 2.2.4, la dernière technique étant
celle que nous avons retenue dans le contexte de ces travaux. Nous allons voir que chacune
possède ses caractéristiques propres et qu’elles permettent toutes d’atteindre des résolu-
tions spatiales de l’ordre du micromètre (voire moins dans certaines conditions). Une revue
de ces techniques proposée par [Momose (2005)], revient sur les derniers développements
dont elles ont pu bénéficier.
2.2.1 Interférométrie de cristal
Le premier interféromètre pour des rayons X a été introduit par [Bonse and Hart
(1965)]. Il consiste en un cristal pur et monolithique et plusieurs lamelles de cristaux qui
visent à séparer le front d’ondes cohérentes. Une implémentation technique moderne est
proposée par Momose [Momose (1995),Momose (2002)]. Cette configuration illustrée en
figure 2.9 est connue sous le nom de Laue case interferometer (LLL). L’interféromètre est
constitué de plusieurs éléments, dans l’ordre, un séparateur de faisceau, deux miroirs et
un analyseur. Ces éléments sont dénotés par les trois plaques visibles dans l’interféromètre
en figure 2.9.
Le contraste de phase est obtenu en introduisant des décalages de phase dans le front
d’ondes de référence via un élément appelé phase shifter. Les deux faisceaux d’ondes à
savoir celui de référence et celui qui traverse l’objet étudié vont interagir entre eux au
niveau de l’analyseur et créer des interférences qui seront représentatives de l’objet. Le
capteur placé en bout de ligne aura pour rôle d’enregistrer ces motifs d’interférences. Nous
pouvons modéliser ces motifs Iint(x) avec :
Iint(x) = a(x) + b(x) cos[ϕ(x) + ∆(x)], (2.22)
avec respectivement a(x) et b(x) l’intensité moyenne et l’amplitude des franges, ϕ(x) est
le décalage de phase décrit en équation 2.20 et ∆(x) les interférences de bases présentes
même en absence d’objet, elles sont liées à l’imperfection de l’interféromètre. À partir de
ces interférences, différents processus permettent d’extraire l’information de phase ϕ(x) :
une méthode est basée sur la lecture des franges [Bruning et al. (1974)] et une autre se base
sur une décomposition en séries de Fourier [Takeda et al. (1982)]. Une fois les décalages de
phase connus, il suffit de reconstruire l’information coupe à coupe pour un volume donné,
nous verrons cela plus en détails dans la section 2.2.5 où nous nous intéresserons de façon
plus générale à la tomographie. Le principal désavantage de cette technique est la nécessaire
stabilité du montage optique qui possède une grande influence sur les interférences qui
seront créées entre le front de référence et celui qui traverse l’objet d’étude.
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Figure 2.9 – Système d’acquisition d’imagerie de phase avec un cristal d’interférométrie.
Image issue de [Momose (2002)].
2.2.2 Interférométrie par réseaux de grilles
L’interférométrie de réseaux de grilles plus connue sous le nom d’interférométrie de
Talbot est une technique introduite par [David et al. (2002)]. Cette technique s’appuie
sur la diffraction en champ proche décrite par Fresnel qui intervient lorsque qu’une onde
diffracte à travers une ouverture ou à l’interface d’une structure et pour des structures
périodiques s’ajoute l’effet de Talbot [Talbot (1836)] qui décrit lorsque que la structure
est illuminée par des ondes cohérentes une répétition à différentes échelles de la structure
périodique. Appliqué au rayonnement synchrotron, cet effet a été pour la première fois
observé par [Cloetens et al. (1997)].
Plusieurs configurations permettent de combiner la diffraction de Fresnel et la répé-
tition des structures périodiques selon l’effet de Talbot, nous en présentons une sur la
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Figure 2.10 – Système d’interféromètre basé sur des grilles d’absorption G1 et de phase
G2. (http://www.psi.ch/lmn/grating-based-x-ray-interferometry)
figure 2.10. Une description détaillée de ce schéma est donnée par [Momose et al. (2003)].
Deux grilles sont généralement utilisées, une grille de phase placée directement derrière
l’échantillon G1 et une seconde grille d’absorption G2 placée à une distance Dn de G1. La
première grille G1 agit comme un séparateur de faisceau et diffracte la radiation incidente
avec un angle ±θ par rapport à sa direction de propagation initiale. Ces deux motifs in-
terfèrent à une distance d et peuvent être analysés par une seconde grille G2. Lorsqu’un
objet se voit traversé par un front d’onde alors les interférences initialement observées
sans objet vont subir un décalage du fait de la réfraction d’angle α générée par l’objet.
Ce décalage local est identifiable et quantifiable en alliant une grille d’analyse G2 et un
capteur adéquat. À partir de ce décalage, l’angle α de réfraction qui caractérise l’objet
pourra être résolu. Pour échantillonner au mieux les motifs d’interférence, la grille G2 a
une période égale à la moitié de G1 (i.e. G1 = 2G2). La distance optimale Dn entre G1 et
G2 est donnée par :
Dn = (p− 12)
G21
4pi , (2.23)
avec p l’ordre de diffraction. Plusieurs méthodes permettent ensuite de récupérer les cartes
différentielles de phase ou de diffraction, par une lecture linéaire et latérale en déplaçant
les grilles ou bien il existe une méthode plus rapide basée sur l’effet de Moiré [Momose
et al. (2009)]. L’avantage de cette technique par grille est sa très haute sensibilité pour les
matériaux peu denses. Malheureusement, elle est très sensible à la stabilité mécanique des
grilles et le temps d’acquisition pour une image peut souvent être long, plus d’informations
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à ce sujet se trouvent dans la section 2.3. Son champ d’application est assez large allant de
l’analyse de matériaux à la caractérisation de tissus biologiques touchés par une pathologie
[Zanette (2011)].
2.2.3 Imagerie avec un cristal analyseur
L’imagerie avec un cristal analyseur ou par le terme anglophone consacré Analyser
based imaging, également connue sous le nom de Diffraction-enhanced imaging, a été in-
troduite par différents groupes dans les années 1990 [Ingal and Beliaevskaya (1995),Davis
et al. (1995),Chapman et al. (1997),Bravin (2003)]. Le schéma d’acquisition classique est
présenté en figure 2.11. Le principe de cette technique est d’utiliser un cristal pur qui sert
d’analyseur entre l’objet d’étude et le détecteur. L’objectif de ce cristal est d’agir comme
un filtre angulaire. Seuls les rayons X qui seront passés au travers de l’échantillon et qui
auront été réfractés en respect de la loi de Bragg seront transmis par le cristal analyseur.
Pour rappel, la loi de Bragg stipule que la surface plane d’un cristal pur se comporte
comme un miroir parfait pour les ondes cohérentes qui touchent le cristal avec un angle
d’incidence spécifique θbragg tel que :
nλ = 2d sin θbragg, (2.24)
avec n l’indice de réfraction du cristal, λ la longueur d’onde de l’onde incidente et d
la profondeur parcourue dans le cristal par l’onde avant d’être complètement réfléchie.
La sensibilité du cristal (fonction de transfert angulaire) est donnée par des mesures en
balancement (Rocking curve) présentées pour un cristal de Silicium (333) en figure 2.11-(b).
La sensibilité du cristal est exprimée par la largeur à mi-hauteur (full width half maximum,
FWHM) de la courbe de balancement. La tolérance pour cette mesure est de l’ordre de
quelques microradians à une dizaine de radians. Dans le cas de la figure 2.11, on est à une
sensibilité ≈ 0.95µrad. Des détails concernant la formation du contraste de phase avec
cette technique se trouvent dans [Fiedler et al. (2004)]. Cependant de manière simple, il
faut retenir qu’un front d’ondes cohérentes va traverser l’échantillon qui est responsable
de la réfraction et de la diffraction de ces ondes. Si ces ondes se trouvent dans la gamme
angulaire du cristal alors elles seront transmises avec une intensité qui dépendra de la
position du cristal, de l’absorption et de la réfraction engendrée par l’échantillon. Une
expression détaillée de l’intensité enregistrée dans le cadre de cette imagerie est donnée
par [Pavlov et al. (2004)].
Cette technique est peu sensible aux déviations angulaires engendrées par l’échantillon
qui créent du flou, puisque l’intensité transmise se fait dans une unique direction qui est
celle de la diffraction. Des cartes de la phase sont enregistrées pour plusieurs positions et
nous pouvons finalement extraire les angles de réfraction et de diffraction qui nous inté-
ressent en utilisant différentes approches comme par exemple [Pagot et al. (2003)]. Comme
pour les techniques précédentes, une fois les angles de réfraction ou les décalages de phase
ϕ(x) extraits, un algorithme d’extraction de l’information de phase et de reconstruction to-
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mographique est utilisé pour obtenir l’information de l’échantillon observé coupe à coupe.
L’avantage de cette technique est son montage optique relativement simple. Comme les
autres techniques, il nécessite une forte stabilité vis à vis du cristal. Enfin, les caractéris-
tiques de ce système d’imagerie dépendent fortement de la qualité du cristal employé en ce
qui concerne la réponse angulaire ou la résolution spatiale. Son développement a fortement
bénéficié d’une application majeure en mammographie [Bravin et al. (2007)].
Figure 2.11 – a) Configuration typique d’une acquisition d’imagerie par analyseur.
b) La courbe représente l’intensité moyenne dans l’image enregistrée suivant l’angle de
rotation appliqué au cristal analyseur pour un matériau donné, ici le cristal est fait de
Silicium (333). Figure issue de [Sztrókay et al. (2012)].
2.2.4 Imagerie de phase en propagation libre
Cette technique est l’une des plus simples présentées puisqu’elle ne demande aucun
élément optique supplémentaire entre la source, l’échantillon et le détecteur en bout ligne.
Le principe sous-jacent est de s’intéresser à la diffraction engendrée par l’objet sur le
front d’ondes cohérentes. Après interaction avec la matière, les rayons X vont se propager
librement pour créer des motifs de diffraction qui seront observables à différentes distances
de propagation. Deux types de diffraction co-existent, la diffraction d’une onde en champ
proche dite de Fresnel et la diffraction en champ lointain dite de Fraunhofer, nous allons ici
nous intéresser uniquement à la diffraction de Fresnel que l’on observe dans une zone allant
de 0 à 999mm de propagation. Les applications de cette technique sont nombreuses sur la
ligne de l’ESRF où elle est déployée allant de la science des matériaux à la paléontologie
en passant par l’analyse des tissus biologiques [Langer et al. (2010)].
Le montage optique illustré en figure 2.12 est assez simple, il se rapproche d’un mon-
38 Hugo Rositi
2.2. TECHNIQUES D’IMAGERIE DE CONTRASTE DE PHASE PAR RAYONNEMENT SYNCHROTRON
tage classiquement utilisé en imagerie d’absorption (radiographie). Il consiste à laisser
un front d’ondes cohérentes traverser l’objet et à observer les motifs de diffraction résul-
tant de l’interaction entre le faisceau et la matière qui vont apparaître dans le régime de
Fresnel. L’imagerie en propagation libre est peu sensible à la polychromaticité du fais-
ceau (i.e. cohérence temporelle), cependant elle est extrêmement sensible à la cohérence
spatiale qui est régit par la phase ϕ(x) du front d’onde ψ(x). Dans un premier temps in-
troduit par [Snigirev et al. (1995),Cloetens et al. (1996)] pour des rayonnements purement
monochromatiques, cette technique a été montrée d’applicabilité pour des sources poly-
chromatiques telles que celles rencontrées dans les centres cliniques [Wilkins et al. (1996)].
Une fois ces diffractions observées, les projections vont servir d’entrée à des algorithmes
de traitements. Soit pour procéder à une reconstruction tomographique directement, on
aura alors une image de réhaussement de bord qui témoigne à la fois de l’absorption et du
décalage de phase. Soit ces projections serviront d’entrée à des algorithmes qui vont cher-
cher à extraire l’information de phase uniquement et obtenir une carte coupe par coupe du
décrément de l’indice de réfraction δ(x, y, z). Parmi ces approches d’extraction de la phase
la majorité travaille avec plusieurs acquisitions qui correspondent à plusieurs distances de
propagation (a minima deux distances) entre l’échantillon et le capteur, ce champ est celui
de l’holotomogragphie [Cloetens et al. (1999)]. Cependant une autre approche existe et sous
certaines hypothèses, elle permet de travailler avec une seule distance de propagation [Pa-
ganin et al. (2002)]. C’est cette approche que nous avons utilisée et que nous détaillons
dans la section 2.2.6. Pour l’instant nous allons voir brièvement la théorie du contraste de
phase et essayer de comprendre ce qui est mesuré dans les projections enregistrées sur le
capteur.
L’objet peut être décrit en 2D par une fonction de transmittance (transfert) du faisceau
T (x) en supposant que la direction de propagation est rectiligne à travers l’objet, ce qui
est le cas ici. La fonction de transmittance s’écrit sous la forme :
T (x) = exp[−B(x)]exp[iϕ(x)]. (2.25)
À partir de cette fonction on en déduit l’impact de l’objet sur le faisceau d’ondes
incident ψinc(x), en définissant le faisceau d’ondes ψ0(x) à la sortie de l’objet :
ψ0(x) = T (x)ψinc(x). (2.26)
L’intensité ID(x) mesurée à une distance D en aval de l’objet est :
ID(x) = |ψD(x)|2. (2.27)
En effet, les capteurs employés ne sont pas capables de mesurer directement la pulsa-
tion de l’onde car la fréquence est trop élevée. On a des capteurs de champs qui mesure
uniquement une moyenne de l’énergie captée sur un temps défini, ce qui se traduit par le
module au carré de la fonction d’onde ψ(x).
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Figure 2.12 – Schéma d’un montage classique d’imagerie en propagation libre. (a) Le
détecteur est placé juste en aval de l’échantillon, l’image correspond à une radiographie
classique. (b) Le détecteur est placé à une distance R2 de l’échantillon ce qui permet à des
franges de diffraction de Fresnel de se créer et d’être observées sur le capteur. [Zhou and
Brahme (2008)]
À partir de ces équations on peux obtenir l’intensité enregistrée à la sortie de l’objet
par exemple :
I0(x) = |T (x)ψinc(x)|2 = exp[−2B(x)]Iinc(x). (2.28)
Cependant, ce que l’on aimerait connaître c’est la fonction d’onde complexe ψD(x) à
une distance D donnée afin de pouvoir calculer ID. Dans le cas de la diffraction de Fresnel,
on montre qu’une onde incidente qui se propage librement dans l’espace est définie par
une convolution [Goodman (2005)] :
ψD(x) = PD(x) ∗ ψ0(x), (2.29)
avec PD la description de la propagation dans l’espace, aussi appellée propagateur de
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Pour plus de détails sur ces différents développements et une théorie plus détaillée,
[Langer (2008),Davidoiu (2013)] apporteront de nombreux éclaircissements.
À partir de ce point, nous avons des radiographies en contraste de phase qui si on fait le
parallèle correspondent à des projections dans le cas de la radiographie d’absorption. Nous
souhaitons maintenant exprimer ces projections d’intensité en fonction de la contribution
de l’absorption B(x) (équation 2.19) et celle de la diffraction ϕ(x) (décalage de phase,








exp [−B(x)] [∇exp[−B(x)]∇ϕ(x)] , (2.31)
avec ∇ le gradient dans la direction transversale à la direction de propagation du faisceau
d’ondes. Dans notre cas, l’absorption de la matière est quasi nulle (numéro atomique faible,












le terme de phase étant de plusieurs ordres de grandeur inférieur à 1, on néglige ce terme
dans l’équation. Il ne reste maintenant plus qu’à remplacer I0(x), B(x) et ϕ(x) par leurs
définitions, respectivement en équations 2.28, 2.19, 2.20 pour avoir une expression complète
de l’intensité. Un petit détail reste cependant à prendre en compte, l’intensité mesurée est
issue d’une projection. C’est à dire que l’intensité a subi une décroissance exponentielle
tout au long de l’axe optique z. Pour prendre en compte ce fait on représente l’équation
en lui appliquant un logarithme népérien négatif :
−ln [ID(x)] = 4pi
λ
∫







δ(x, y, z)dz. (2.33)
À partir de cette équation, que nous obtenons en mesurant l’intensité à la sortie de
l’échantillon, nous pouvons procéder à une reconstruction tomographique. Cela afin de
récupérer en chaque point du volume une quantité r(x, y, z) à laquelle contribue l’indice
d’absorption β(x, y, z) et le laplacien de la partie réelle de l’indice de réfraction complexe
δ(x, y, z). La reconstruction faite est donc proportionnelle en chaque point à :







δ(x, y, z). (2.34)
Le second terme de cette expression contribue fortement dans les régions de l’échan-
tillon où il y a des interfaces très marquées, qui se traduisent par un saut de l’indice
de réfraction et donc un fort décalage de phase. On a pour habitude de considérer cette
imagerie comme une imagerie qui réhausse naturellement les bords. Pour faciliter l’inter-
Hugo Rositi 41
CHAPITRE 2. IMAGERIES DE PHASE, INSTRUMENTATION ET ACQUISITION
prétation, on aimerait pouvoir associer à l’intensité du contraste une seule contribution
cependant cela est impossible dans notre cas, c’est pourquoi on peut essayer de minimiser
la contribution d’un terme au maximum. Par exemple, on peut augmenter la distance de
propagation D pour avoir une forte contribution de la phase ou au contraire la diminuer
au minimum pour avoir une imagerie fortement pondérée en absorption. On peut imagi-
ner utiliser des énergies très élevées pour s’abstenir de l’effet de l’absorption. Cependant
les contraintes expérimentales de chaque configuration font qu’il ne sera jamais possible
d’éliminer complètement l’absorption ou le contraste de phase en propagation libre. C’est
pourquoi des algorithmes ont été développés pour extraire spécifiquement la phase à partir
de l’intensité mesurée comme [Cloetens et al. (1999),Paganin et al. (2002)] pour n’en citer
que deux, on aura ainsi accès à des cartes de la phase ϕ(x) sous la forme de projection.
Ces projections seront alors utilisées par les algorithmes de reconstruction tomographique
pour avoir une image témoignant du décrément de l’indice de réfraction en chaque point du
volume. Ces méthodes seront exposées dans la section 2.2.6. Cette technique encore plus
que celles présentées en introduction, a vu son application démocratisée dans de nombreux
domaines allant du biomédical à la science des matériaux en passant par la paléontologie
ce qui montre bien le bénéfice qu’elle apporte en terme de visualisation quant aux tech-
niques existantes d’imagerie. Elle peut apporter un gain de résolution spatiale ou tonale,
un rayonnement hautement cohérent ou encore une plus grande simplicité de configuration
même si son accès reste malheureusement encore trop limité. Dans les sections à venir,
nous allons faire un bref rappel sur l’étape de tomographie et d’extraction de la phase
afin de comprendre comment les données passent du stade d’acquisition à celui de la vi-
sualisation et de leur exploitation. Nous décrirons dans une ultime section de ce chapitre
les détails de la configuration expérimentale que nous avons utilisée dans le cadre de ces
travaux en essayant de justifier au mieux les choix qui ont été faits par rapport au champ
des possibles.
2.2.5 Reconstruction tomographique
Souvent mentionnée, la tomographie est une méthode qui permet à partir d’un ensemble
de projections de retrouver l’information présente dans le volume en chaque point de
l’espace. Une projection correspond à l’intégration d’une quantité (ici l’atténuation du
signal, le décalage de phase ou une quantité hybride mesurée : l’intensité) suivant un
axe donné, ici l’axe optique de propagation du rayonnement z. On constitue un ensemble
de projection en acquérant ces intégrations suivant des angles θj différents tout autour
de l’objet d’étude. La tomographie a été développée grâce aux travaux de [Hounsfield
(1973)], qui à partir de la radiographie X classique, a ensuite développé cette méthode
(Prix nobel en 1979 pour la tomodensitométrie X, Scanner). On parle souvent de Computed
Tomography pour désigner cette technique. L’essor prépondérant et le bénéfice clinique
apportés par cette technique l’ont intimement liée à son application pour la radiographie X.
Cependant il faut garder à l’esprit que cette technique s’applique dans un cadre bien plus
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large à différentes modalités (e.g. tomographie par émission de positons). On parle de
tomographie quand on acquiert un ensemble de projections d’un objet (projection angulaire
2D) qui nous permettent ensuite de résoudre les structures internes de l’objet et de le
visualiser en 3D. Le schéma possible d’une acquisition est montré en figure 2.13. Cette
approche repose sur les travaux mathématiques de Johann Radon [Radon (1917)] qui
montre la possibilité de reconstituer une fonction réelle à deux variables (assimilable à une
image) à l’aide de la totalité de ses projections selon des droites concourantes. Appliquée
à notre problématique, nous allons donc prendre un ensemble de projections de l’intensité
ID(x) pour des angles θj définis par la rotation de l’objet sur lui même. À partir de ces
projections, nous reconstruisons en chaque point du volume à partir de ces projections,
soit un terme proportionnel aux interactions de l’onde avec la matière (cf. équation 2.34),
soit après extraction,la carte de phase ϕ(x). Nous aborderons cette approche dans la
section 2.2.6.
On considère le volume final comme un volume 3D même si nous montrons l’approche
sous l’angle 2D, l’extension au 3D est relativement triviale. Nous travaillons avec un fais-
ceau que nous considérons comme parallèle car la source des rayons X est très éloignée
de l’objet ce qui nous assure un rayonnement bien parallèle (e.g. distance de propagation
depuis la source ≈ 145m à l’ESRF pour la ligne ID19). Cela se traduit sur le capteur par le
fait qu’une ligne, correspond strictement à un ensemble de projections pour le même niveau
de coupe. On peut donc les considérer comme des reconstructions 2D indépendantes.
On définit le système de coordonnées dans l’objet par x = (x, y) et le système de
coordonnées dépendant de l’axe de propagation et du détecteur par (xs, ys) (cf. figure 2.13).
La relation entre les deux systèmes de coordonnées dépendra de l’angle d’incidence du
rayonnement par rapport à l’objet défini par θ. Une projection correspond à la rotation de
l’objet et donc de son système de coordonnées par rapport à la direction de propagation
optique, ce qui donne :xs
ys
 =
 cos θ sin θ




 x cos θ + y sin θ
−x sin θ + y cos θ
 , (2.35)




cos θ − sin θ




xs cos θ − ys sin θ
xs sin θ + ys cos θ
 , (2.36)




f(xs cos θ − ys sin θ, xs sin θ + ys cos θ)dys, (2.37)
avec D la direction du faisceau qui traverse l’objet le long duquel on intègre les intensités.
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Figure 2.13 – Acquisition d’un ensemble de projections d’un objet défini par f(x, y) : la
mesure pθ(xs) correspond à l’intégrale de la fonction à reconstruire (projection) le long
d’une droite orthogonale à l’axe xs.
Théorème de projection de Fourier
Nous allons maintenant voir comment à partir de cet ensemble de projections nous
pouvons reconstruire la fonction d’origine f. Pour cela nous introduisons le théorème de
projection de Fourier, plus connu sous son appelation anglophone Fourier slice theorem.
Si on veut résumer en une phrase ce théorème, on peut statuer qu’une projection dans
le domaine spatial correspond à une coupe dans le domaine fréquentielle de Fourier. Par
conséquent, on arrive à la propriété que la transformée de Fourier d’une projection en 1D
correspond à une coupe dans le domaine des fréquences pour la transformée de Fourier en
2D, coupe qui sera parallèle à la projection. La formulation mathématique est la suivante
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f(xs cos θ − ys sin θ, xs sin θ + ys cos θ)e−2pii(xsf)dxsdys. (2.40)














On reconnait alors la transformée de Fourier 2D de l’objet f(x, y) pour les fréquences
spatiales kx = f cos θ et ky = f sin θ. On peut écrire :
P˜θ(f) = f˜(f cos θ, f sin θ) = f˜(kx, ky). (2.42)
On retrouve donc ici, le résultat fondamental du théorème qui est que la transformée
de Fourier d’une projection correspond à une ligne à partir de l’origine dans la transformée
de Fourier 2D et perpendiculaire à l’axe de projection (rotation d’angle θ) [Kak and Slaney
(1988)].
En faisant l’hypothèse que nous puissions couvrir la totalité de l’objet avec une infinité
de projections, on aurait alors grâce au théorème que nous venons de décrire une infinité de
ligne décrivant totalement l’espace fréquentiel de l’objet. En faisant appel à la transformée
de Fourier inverse on pourrait alors résoudre l’objet dans son intégralité et bien sûr ses







Nécessité du développement de méthodes de reconstruction
Nous avons jusqu’à présent décrit la théorie dans le cas idéal où nous avions un nombre
infini de projections et où nous travaillions sur des fonctions continues sur R2. La réalité est
bien autre puisque nous sommes sur un échantillonnage discret des angles de projections et
de la mesure de celles-ci. On ne pourra donc pas utiliser directement l’approche présentée
en équation 2.43. Si on souhaite retrouver la définition de l’objet en utilisant cet ensemble
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tronqué de projections, cela nous amène face à un problème dit mal-posé. D’après sa
définition, il ne remplit pas les conditions suivantes :
1. Une solution existe au problème
2. La solution est unique
3. La solution suit continûment les données
Les deux premières conditions ne sont pas tout le temps remplies en tomographie, la
troisième condition, elle, témoigne du fait que si les données varient peu alors la solution
doit elle aussi être peu différente et ne pas tendre vers un grand écart. Un champ de
recherche est donc complètement dédié à la reconstruction de données tomographiques
avec des méthodes basées sur des a priori ou des méthodes qui régularisent les données
pour plus de stabilité ; ce ne sont ici que deux exemples parmi beaucoup d’autres méthodes.
Concrètement, ces méthodes peuvent être classées en deux catégories, les méthodes dites
analytiques qui cherchent à discrétiser les outils mathématiques tels que la transformée de
Fourier ou les formules d’inversions et les méthodes dites algébriques qui ont une approche
complètement différentes en discrétisant l’équation de projection ce qui donnera un système
d’équations linéaires à résoudre. Une revue de ces méthodes est proposée dans [Kak and
Slaney (1988)]. En ce qui nous concerne nous allons seulement présenter la rétroprojection
filtrée (Filtered back projection) qui est une méthode analytique qui utilise des projections
discrètes, c’est cette méthode qui est utilisée et implémentée de base pour la reconstruction
de données synchrotron à l’ESRF de Grenoble.
La rétroprojection filtrée
La rétroprojection filtrée est une méthode qui cherche à discrétiser l’opération de rétro-
projection (équation 2.43) ainsi que les opérateurs de Fourier. Elle applique également un
filtre sur les projections pour une meilleure stabilité et pour éviter un lissage trop excessif
(par rapport à d’autres algorithmes) qui a pour but de diminuer l’effet de crénelage observé
en présence d’un faible nombre de projections. Il s’agit de la méthode la plus utilisée dans
le cas de la reconstruction tomographique pour sa simplicité d’implémentation, sa relative
rapidité d’éxécution et sa résolution relativement directe (discrétisation de l’opérateur de
Radon, rétroprojection). Sa seule hypothèse est de travailler sur un faisceau de rayons X
strictement parallèle ce qui n’est pas toujours validé dans le cas des scanners cliniques
mais qui l’est assurément dans notre configuration expérimentale.
À partir de l’équation 2.43 et en remplaçant les coordonnées fréquentielles (u, v) par






















Pθ(x)h(x cos θ + y sin θ − x)dxdθ.
(2.44)
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|f |e2ipifxdf . (2.45)
On peut alors à partir d’un ensemble de projections filtrées (convolution dans le do-
maine spatial de toutes les projections avec h(x)), obtenir la coupe (f, y). Ce qui pour une









Bθ est la projection filtrée, c’est à dire la convolution entre Pθ(x) et h(x). f(x, y) est bien
exprimée en fonction de la somme de Bθ suivant tous les angles θj . Le nombre de projections
suit également le théorème d’échantillonnage de Shannon. Le nombre de projection doit
donc permettre d’échantillonner correctement le domaine de Fourier et donc la fréquence





avec N le nombre de points sur le capteur. Pour plus de détails sur cet algorithme, l’ouvrage
[Kak and Slaney (1988)] propose une analyse approfondie ainsi qu’une vision plus large de
la reconstruction tomographique. À l’ESRF, tous les algorithmes de reconstruction sont
implémentés sous le paquetage logiciel PyHST, Python High Speed Tomography [Mirone
et al. (2014)]. Implémentée en python, cette suite de programmes permet de reconstruire les
volumes de données de manière optimisée par rapport au cluster de calcul mis à disposition.
2.2.6 Extraction de l’information pure de phase
Nous venons de voir dans les sections précédentes, quels montages optiques permettent
d’obtenir un contraste de phase avec un rayonnement cohérent (contrairement à un contraste
d’absorption qui est moins restrictif vis à vis de la chromaticité et de la cohérence spatiale).
À partir de ces images de contraste de phase, appelées projections ou radiographies, on
peut directement appliquer un algorithme de reconstruction tomographique (e.g. l’algo-
rithme de rétroprojection filtrée). On aura alors des images où l’absorption par la matière
et le décalage de phase induit par la diffraction seront à l’origine du contraste, on recons-
truit alors le terme exprimé en équation 2.34. En ce qui concerne la phase, la quantité
reconstruite sera proprtionnelle à la dérivée seconde de la distribution du décrément d’in-
dice de réfraction. Ce qui explique bien que ces images fassent ressortir les limites des
interfaces avec un fort effet de bord, ce que l’on observe sur la figure 2.14. Ces images
sont utiles pour une inspection visuelle des données, cependant si nous souhaitons faire
des analyses plus quantitatives (mesure du décalage de phase, segmentation de régions), la
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tâche sera difficile en utilisant ces seules images. En effet, même si les interfaces ressortent
relativement bien, il n’y a dans l’image que peu pour ne pas pas dire aucune variation de
l’intensité des niveaux de gris entre les différents matériaux, on observe principalement des
images dites de contours. Il n’y a pas de relation directe, comme on l’observe en contraste
d’absorption, entre le niveau d’intensité du pixel et la densité ou la composition du ma-
tériau auquel il appartient. C’est pourquoi un nombre conséquent de méthodes ont été
développées depuis les années 1990 pour extraire l’information de phase de ces images
et pouvoir y appliquer une reconstruction tomographique. Plusieurs familles de méthodes
co-existent toutes avec leurs limites et conditions d’application. Ainsi bon nombre de mé-
thodes nécessitent d’acquérir des projections à plusieurs distances (a minima 2) en général
une distance très courte et une distance de propagation suffisante pour observer les mo-
tifs de diffraction de Fresnel (Holotomographie, [Cloetens et al. (1999)]). Des restrictions
peuvent aussi s’appliquer sur la composition du matériau (homogène), ses propriétés op-
tiques ou sur les propriétés du faisceau de lumière (monochromaticité). Pour ne citer que
quelques exemples de méthodes publiées on trouvera des méthodes itératives ou non itera-
tives. Des méthodes qui prennent plusieurs distances [Maleki and Devaney (1994),Nugent
et al. (1996)] ou une seule distance ( [Paganin et al. (2002),Moosmann et al. (2010)]). La
majorité de ces méthodes imposent une absorption très faible du rayonnement afin d’avoir
une bonne propagation des ondes à la sortie de l’objet. Une comparaison de plusieurs de
ces méthodes a été effectuée par [Langer et al. (2008)]. Plus récemment des méthodes
non-linéaires ont été développées [Davidoiu et al. (2014)].
Figure 2.14 – À gauche, une coupe tomographique reconstruite sans extraction de phase,
seules les interfaces sont visibles. À droite, une coupe tomographique reconstruite en se
basant sur la carte de la phase ϕ(x), on aperçoit plus de détails et de la variation dans les
intensités des différents tissus biologiques.
Nous allons maintenant présenter la méthode que nous avons utilisée dans ces travaux
pour reconstruire nos données et extraire les cartes de phase, il s’agit de la méthode
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Figure 2.15 – Récapitulatif d’une acquisition en propagation libre et de la reconstruction
des données en trois étapes. 1) Acquisition des projections angulaires ; 2) extraction de la
carte de phase ; 3) reconstruction tomographique.
introduite par [Paganin et al. (2002)]. Cette méthode permet d’extraire les cartes de phase à
partir d’une seule distance de propagation ce qui correspond à la configuration du montage
expérimental que nous avons utilisé. Cependant, elle impose plusieurs hypothèses de base
pour être appliquée :
1. Le rayonnement doit être monochromatique.
2. Le rayonnement doit avoir une forte cohérence spatiale.
3. La distance z entre l’objet et le détecteur doit être dans la gamme de diffraction en





avec d la taille du plus petit élément discernable dans l’objet (i.e. résolution spa-
tiale) et λ la longueur d’onde du rayonnement.
4. La composition physique de l’objet doit être homogène.
La première est de travailler avec un faisceau monochromatique, ce qui est notre cas avec
le rayonnement synchrotron (l’énergie sélectionnée est généralement de 17.6 keV). La se-
conde est également établie puisque nous travaillons avec le rayonnement synchrotron qui
dispose d’excellentes propriétés de cohérences temporelles et spatiales (cf. section 2.1.1).
La troisième hypothèse dépend fortement du montage expérimental mais dans notre cas
on remplit la condition de champ proche puisque la taille d’un élément du détecteur est
de l’ordre du µm et la longueur d’onde des rayons est ≈ 10−10m. On a donc le droit a une
distance de propagation comprise entre [0 − 1000]mm. La dernière hypothèse impose de
visualiser un objet homogène dans sa composition. Or on ne peut pas dire que dans notre
contexte biomédical (cf. section 1.2), cette condition soit remplie puisque les cerveaux de
souris que nous visualisons sont relativement hétérogènes dans leur composition malgré
l’appartenance générale à la famille des tissus mous. On trouvera à l’intérieur du cerveau
malgré l’absorption généralement faible des structures avec des compositions et propriétés
optiques différentes voire même certains échantillons comporteront des agents de contraste
chimiques au numéro atomique bien plus élevé (e.g. fer). Malgré l’hétérogénéité certaines
des cerveaux, la gamme de variation des propriétés restent relativement étroite. On ne
peut donc pas dire que cette condition soit réellement remplie. Cependant deux argu-
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ments doivent être énoncés pour défendre notre positionnement : tout d’abord la relative
tolérance au non-respect de ces deux conditions (i.e. monochromaticité et homogénéité
de l’échantillon) a été démontrée par [Myers et al. (2007)] avec une source de rayons X
polychromatiques et sur des fantômes hétérogènes. Deuxièmement, l’idée que nous intro-
duisons tout au long de ces travaux de thèse (plus précisément explicitée en introduction
du chapitre 3) est qu’il n’est pas nécessaire d’avoir un a priori strict sur la composition du
matériau pour extraire et reconstruire les données. Il vaut mieux reconstruire les données
en fonction de la tâche informationnelle de l’utilisateur et non pas seulement dans la seule
perspective de pouvoir réaliser une extraction quantitative du décalage de phase. Nous uti-
lisons cette méthode de reconstruction avec une approche inspirée des visions signal-image
et non en considérant uniquement les hypothèses physiques même si on essaye de les res-
pecter au mieux. Cette approche justifie pour nous d’utiliser cette technique d’extraction
de la phase, du moment que les tissus ne sont pas trop hétérogènes, on arrive dans les
données reconstruites à voir à l’œil nu les structures d’intérêt ce qui est suffisant et nous
permet d’appliquer des outils de vision par ordinateur.
Cette méthode ainsi que les autres reposent sur le fait qu’il est possible à partir des
intensités mesurées ID(x) de retrouver les informations d’absorption B(x) et de la phase du
front d’onde ϕ(x). Tout d’abord, revenons sur les interactions rayons/matière qui opèrent
lorsqu’un rayonnement de particules traverse un objet. Présentées en section 2.1.2, les
principales équations sont ici retranscrites pour une meilleure fluidité de lecture.
Soit un objet défini par la distribution de son indice de réfraction :
n(x, y, z) = 1− δ(x, y, z) + iβ(x, y, z). (2.49)
Quand l’objet est traversé par un rayonnement on peut décrire cette interaction par la
fonction de transfert ou de transmittance de l’objet définie par :
T (x) = exp[−B(x) + iϕ(x)], (2.50)
avec x = (x, y) les coordonnées spatiales dans le plan orthogonal à la direction de propa-
gation du rayonnement.
Dans le cas de la diffraction en champ proche de Fresnel, l’intensité enregistrée par le
détecteur est :
ID(x) = |T (x) ∗ PD(x)|2 (2.51)
avec PD le propagateur de Fresnel décrit en équation 2.30.













avec f les coordonnées dans le domaine de Fourier correspondant à x.
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Résolution de l’équation de transfert
Plusieurs approches se confrontent maintenant pour récupérer l’information de phase,
la première s’intéresse à une linéarisation de l’équation 2.52 afin d’extraire directement la
phase en passant par un développement de Taylor d’ordre 1 ce qui donne :
ID(x) = I0(x)− Dλ2pi ∇ · [I0(x)∇ϕ(x)]. (2.53)
avec I0 l’intensité mesurée à la sortie de l’objet et ∇ l’opérateur de gradient. D’après
[Teague (1982)], on obtient l’équation de transfert de l’intensité (Transport intensity equa-
tion, TIE) :





La résolution de cette équation est proposée par [Gureyev and Nugent (1996)] ou plus
récemment par [Paganin et al. (2002)], pour obtenir une formulation de la carte de phase.
Autres approches de résolution
Une seconde approche propose de linéariser directement le modèle avec comme point
d’entrée la fonction de transmittance, cette approche est connue sous le nom de Contrast
transfert function [Cloetens et al. (1999)]. Enfin une dernière approche couple la résolution
de la TIE avec les approximations développées par l’approche CTF, c’est une approche
mixte [Guigay et al. (2007)]. Toutes ces approches ont leurs avantages et leurs inconvénients
qui résident principalement dans les hypothèses formulées et qui ne s’appliquent donc
pas à tous les cas de figure. Pour plus de détails sur ces approches et une comparaison
quantitative entre elles, la lecture de [Langer (2008),Langer et al. (2008),Davidoiu (2013)]
se révélera d’intérêt.
Validité Terme de variation Nombre de distances
TIE Objet homogène
δ




B(x) 1 2 proches
champ très proche
CTF Faible absorption
|ϕ(x)− ϕ(x + λDf)|  1
2
et B(x) 1
Mixte Objet à variations lentes
|B(x + λDf)
2−B(x− λDf)|  1
Table 2.1 – Récapitulatif des méthodes d’extraction de la phase. Tableau issu de [Davidoiu
(2013)].
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Solution pour la carte de phase
La méthode développée par Paganin [Paganin and Nugent (1998),Paganin et al. (2002),
Paganin (2006)] fait partie de la première classe de méthode avec un a priori sur la com-
position homogène de l’objet (i.e. un rapport entre les quantités δ et β constant dans
l’échantillon). Elle résoud directement l’équation TIE 2.54 et permet d’obtenir in fine une
formulation de la phase comme suit :





β/δ + |f |2(λ/4pi)
])
. (2.55)
On peut montrer qu’une formulation faisant intervenir directement le rapport δβ est
exprimée par [Zanette et al. (2013)] :





1 + (Dλ δ4piβ )|f |2
])
. (2.56)
Il s’agit de l’algorithme que nous allons utiliser dans tout le reste de cette thèse et
par conséquent, nous ferons souvent appel à la la définition de l’information de phase de
l’équation 2.56. En particulier quand il s’agira du réglage du paramètre δβ sur lequel nous
reviendrons en détails dans le chapitre suivant.
2.3 Paramétrage et configuration de l’acquisition
Après avoir dans un premier temps présenté les techniques d’imagerie de contraste
de phase par rayonnement synchrotron, nous avons pu voir que plusieurs configurations
existaient pour récupérer l’information de phase et quel était son apport par rapport
à l’absorption classique des rayons X. En introduction, nous avons présenté le contexte
biomédical dans lequel nous nous plaçons et ainsi expliqué ce que nous attendions de
cette imagerie et des bénéfices qu’elle apporte par rapport à notre problématique. Dans la
section qui suit, nous présentons la configuration retenue pour imager les échantillons et
nous essayons au mieux de justifier le choix des paramètres d’acquisition qui ont été faits.
Tout d’abord, il faut comprendre que l’observation des modèles animaux d’accidents
vasculaires cérébraux était réalisée jusqu’à présent, en IRM [Wiart et al. (2007)] et en
histologie optique classique pour plus spécifiquement cibler l’inflammation. Notre équipe
a donc été la première à s’intéresser à l’imagerie par contraste de phase par rayonnement
synchrotron (ICP) pour observer et mieux caractériser l’ischémie cérébrale. Cela est le
fruit d’une étroite collaboration avec l’équipe d’imagerie tomographique du laboratoire,
dont une partie de l’équipe est détachée en permanence à l’ESRF. Ces premiers travaux
ont été publiés dans [Marinescu et al. (2013)].
Jusqu’à présent dans le domaine biomédical beaucoup d’applications ont pu tirer pro-
fit des gains permis par l’imagerie de phase [Langer et al. (2010)]. Parmi ces applications
biomédicales on trouve la biopsie de tumeur cancéreuse [Lang et al. (2014)], des applica-
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tions de l’imagerie par analyseur à la mammographie [Arfelli et al. (2000)], une étude des
voies respiratoires et pathologies associées [Siu et al. (2008)]. Beaucoup d’études concer-
nant l’analyse des cartilages et des os sont parues [Mollenhauer et al. (2002),Dong et al.
(2014)], de même que des études in-vivo de coronarographie [S. et al. (1997), Kidoguchi
et al. (2006)]. L’imagerie par contraste de phase du cerveau n’est pas en reste avec la
visualisation du cerebellum humain [Schulz et al. (2010)a, Schulz et al. (2010)b]. Cepen-
dant, nous avons été les premiers à visualiser dans son intégralité le cerveau de souris
avec une pathologie donnée en utilisant configuration d’imagerie par contraste de phase
en propagation libre. Encore peu connue dans les années 2000, l’imagerie par rayonne-
ment synchrotron est de plus en plus reconnue et ses applications comme on vient de le
voir dans le domaine biomédical sont de plus en plus nombreuses. Au début des années
2000, on travaillait uniquement avec du matériel biologique ex-vivo, de nos jours les ap-
plications in-vivo telle que l’angiographie sont de plus en plus en développement. Outre
le domaine biomédical, l’imagerie par rayonnement synchrotron connait un franc succès
dans d’autres domaines tels que les sciences du matériaux [Spanne et al. (1994)] ou encore
la paléontologie [Ni et al. (2013)]. Il est important également de prendre en considération
que l’imagerie par rayonnement synchrotron, indépendamment de la configuration choisie
est une technique que l’on rattache à la famille des histologies virtuelles. C’est une ins-
tallation lourde à faire fonctionner et obtenir des images de tissus biologiques n’est pas
évident, de nombreux paramètres sont à prendre en compte et les tests préliminaires pour
adapter les paramètres d’acquisition ou la préparation intrinsèque des échantillons sont
primordiaux et ont, dans notre cas, nécessité plusieurs campagnes d’acquisition. Tous les
aspects de cette préparation ne seront pas détaillés ici, il faut cependant comprendre que
de nombreuses campagnes d’acquisitions ont été nécessaires au cours de ces dernières an-
nées pour réaliser l’optimisation des paramètres d’acquisitions. Nous traitons ici avec une
imagerie computationnelle dont les réglages pour mettre en place l’acquisition de même
que les traitements de post-acquisitions sont tous aussi cruciaux les uns que les autres
pour obtenir une bonne qualité des images finales.
La configuration d’imagerie retenue et les choix des paramètres impliqués est mainte-
nant abordée.
2.3.1 Pertinence de l’imagerie de phase
L’imagerie des rayons X a été développée en s’intéressant principalement à l’absorp-
tion de ces rayons. L’absorption décrite par la loi de Beer-Lambert est caractéristique
des matériaux, elle constitue donc la source du contraste en imagerie X classique. Pour
certains objets, qualifiés de transparents ou faiblement absorbants, cette imagerie basée
sur l’atténuation des ondes ne donnent pas de bons résultats. Les rayons sont faiblement
absorbés, le contraste créé entre les différentes structures ne permet pas de les discriminer.
C’est pourquoi partant de l’observation que les objets transparents créaient toujours des
contours hyper ou hypo-intenses suivant les conditions d’illumination et de mise à l’échelle
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que Zernike en 1942 s’est intéressé à la phase des ondes traversant ces objets [Zernike
(1942)], ce qui lui vaudra le prix nobel en 1953 pour l’imagerie de phase par microsco-
pie. De nombreux tissus biologiques peuvent être observés avec l’imagerie par contraste
de phase allant de biopsie de tumeurs en passant par de l’os et des tissus de foie (cf. fi-
gure 2.16). Dans le contexte biomédical dans lequel nous nous plaçons (section 1.2), nous
nous intéressons aux cerveaux de souris qui sont des tissus biologiques et qui comme la
majorité d’entre eux sont faiblement absorbants. Le contraste d’absorption comme on le
voit sur la figure 2.17 ne permet pas d’identifier les différentes structures du cerveau par
contre on arrive très bien à percevoir les nanoparticules d’oxyde de fer qui avec un nu-
méro atomique bien plus élevé atténuent les rayons et créent un hypersignal en imagerie
d’absorption. C’est pour cela que nous nous sommes tournés vers l’imagerie de contraste
de phase par rayonnement synchrotron pour pouvoir détecter avec une résolution spatiale
élevée la présence de nanoparticules et pouvoir les co-localiser dans le cerveau par rap-
port à ces structures. L’application de cette imagerie à des problématiques biomédicales
diverses est bien illustrée par [Langer et al. (2010)].
Figure 2.16 – À gauche, une coupe de foie observée en imagerie par contraste de phase.
À droite, une projection dans la profondeur sur plusieurs coupes de foie révèle le système
vasculaire sanguin.
2.3.2 Interférométrie ou propagation ?
Ces acquisitions de données ont été faites en collaboration sur la ligne ID19 de l’ESRF.
Cette ligne de lumière est dédiée à l’imagerie tomographique de phase et d’absorption.
Deux configurations d’imagerie de contraste de phase ont été testées sur cette ligne, l’in-
terférométrie à grilles (présentée en section 2.2.2) et l’imagerie par propagation libre (pré-
sentée en section 2.2.4). Pour les deux techniques, des images en absorption et en contraste
de phase ont été acquises (cf. figure 2.17). Dans les deux cas, une reconstruction tomo-
graphique est nécessaire pour accéder à l’information résolue en chaque point spatial de
l’objet d’étude. Cependant et sans surprise, les images d’absorption ne permettent pas
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Figure 2.17 – Comparaison des contrastes entre l’interférométrie à réseaux de grilles
(en absorption (A), en contraste de phase (B)) et en contraste de phase par propagation
libre (C). Les flèches indiquent la présence de nanoparticules injectées directement dans le
cerveau.
d’observer le cerveau et ses structures avec un contraste suffisant. Cette modalité permet
néanmoins de bien détecter les nanoparticules d’oxyde de fer.
Contraste de phase par interférométrie à grilles
Une acquisition entière du cerveau de souris a été réalisée avec cette configuration.
Pour cela, une énergie de 23.5keV a été sélectionnée et une taille de pixel de 7.5µm
a été déterminée. Pour chaque vue, les grilles d’interférométrie ont été placées à 4 pas
différents pour couvrir la totalité de l’échantillon. Le temps d’exposition pour chaque pas
est de 5 sec, 1500 vues ont été également réparties sur 360◦. Cette imagerie se révèle être
bien résolue et permet de bien voir les structures internes du cerveau (cf. figure 2.18-B.1).
Malheureusement du fait des 4 positionnements des grilles par vue, cette imagerie se révèle
avoir des temps d’acquisitions rédhibitoires (≈ 6h par échantillon), ce qui n’est pas possible
dans le cadre d’une campagne d’acquisition où l’accès au faisceau est limité. De plus, ce
temps d’exposition élevé fait subir à l’échantillon une grande dose de rayons X ce qui peut
l’endommager et se révéler être limitant pour des analyses futures.
Contraste de phase par propagation libre
Pour cette acquisition, une énergie de 17.6keV a été utilisée, ce choix est assez primor-
dial puisqu’une énergie trop faible ne permettrait pas d’avoir une illumination constante de
l’échantillon, tandis qu’une énergie trop élevée ne permettrait pas d’avoir un bon contraste
dans l’échantillon (le faisceau traverserait l’échantillon sans interactions réelles avec la ma-
tière). 1999 vues de projections sont réparties également autour d’un angle de 360◦. Le
nombre de vues constitue un réel compromis à prendre en compte, en effet un nombre de
vues important assurera une très bonne reconstruction tomogaphique, fidèle aux données
mais nécessitera un temps d’acquisition plus important. Il faut donc faire un compromis
qualité/temps d’acquisition. Le choix des optiques (lentilles), monochromateurs, ouver-
tures des fentes de focalisation est fortement dépendant de la disponibilité du matériel sur
la ligne à une période donnée. Ainsi suivant le matériel disponible, plusieurs configura-
tions sont possibles mais pour obtenir une énergie et un champ de vue donnés, le choix des
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schémas sera restreint. Ces paramètres ne seront pas discutés ici tant leur utilisation est
encadrée par des schémas précis d’utilisation pour au final permettre à l’utilisateur de gui-
der son choix uniquement par rapport à l’énergie ou à la luminance du faisceau envisagées.
Il n’est pas possible de mixer tous les éléments entre eux afin de réduire les problèma-
tiques de montage. La distance de propagation des ondes est un choix crucial, comme on
l’a vu, plus la distance sera grande, plus les motifs de diffraction seront importants et
perceptibles. Cependant on est limité par le montage optique qui ne peut pas s’étendre
à l’infini dans la cabine d’acquisition mais également par l’algorithme de reconstruction
que nous utilisons [Paganin et al. (2002)] qui est valable uniquement pour des distances
de propagation courtes (i.e. champ proche, cf. équation 2.48). Nous utilisons donc ici une
distance de propagation D = 999mm. En bout de ligne, le capteur qui permet d’avoir une
résolution spatiale de 7.5µm (dépendant du champ de vue et donc du système optique uti-
lisé) est une caméra FreLon [Labiche et al. (2007)] développée à l’ESRF pour des besoins
de haute résolution tonale, spatiale et des temps de pose et de transmission des données
faibles. C’est un capteur de type CCD qui dispose de 2048x2048 éléments ce qui permet
à ce champ de vue (7.5× 2048 = 15360µm = 15× 15mm2) d’imager un cerveau de souris
dans sa globalité en deux aquisitions avec un chevauchement de 0.8mm. L’imagerie par
propagation libre a donné des résultats extrêmement satisfaisants en terme de visualisation
de l’information de phase. En absorption, le résultat est attendu, impossible de distinguer
des structures mais les agents de contrastes sont perceptibles. En utilisant l’information
de phase, les structures internes comme visible sur la figure 2.18-D.1, sont bien résolues.
On détecte également des nanoparticules. Avec un temps d’acquisition de deux fois 20 mi-
nutes et qui sera amélioré à 2 fois 8 minutes lors des campagnes d’acquisitions 2012-2015,
l’imagerie par propagation libre permet de résoudre des problèmes biologiques mais dans
des temps très raisonnables. C’est pourquoi nous avons choisi ce montage pour appliquer
les bénéfices apportés par l’imagerie de contraste de phase à notre contexte biomédical.
Il faut cependant retenir que malgré les bénéfices certains apportés par cette imagerie,
un investissement conséquent est nécessaire tant pour la phase d’acquisition que pour la
phase d’analyse des données.
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Figure 2.18 – Comparaison des différentes modalités, absorption (A.1-C.1) et phase (B.1-
D.1), pour l’interférométrie (A-B) et la propagation libre (C-D). La colonne adjacente
représente les tracés du profil des intensités suivant la ligne orange dans chaque échantillon.
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2.3.3 Préparation des échantillons
La préparation des échantillons comme pour toute technique d’histologie est primor-
diale et conditionnera directement le contraste obtenu dans les images. Ainsi il faut réaliser
avec précaution chaque étape du protocole expérimental à savoir le modèle de pathologie
appliqué, le prélèvement du cerveau (qui est une forte source de dommages aux échan-
tillons), la fixation du cerveau pour éviter toutes détériorations dans le temps des struc-
tures et enfin le conditionnement physique pour le transport et la mise en place sur le
support d’imagerie. Le prélèvement des cerveaux ainsi que le modèle d’ischémie ont été
réalisés sur la plateforme d’imagerie du CERMEP (Centre d’imagerie du vivant, Bron,
France) en étroite collaboration avec les personnels sur place.
L’étape de fixation est sans doute l’une des plus importantes qui conditionnera ensuite
le contraste. Nous avons dans ces travaux testés deux fixations, la première la plus cou-
ramment utilisée pour l’imagerie cellulaire et moléculaire en général (sans objectif précis
de visualisation) est la fixation au paraformaldéhyde 4%. La seconde est une fixation à
l’éthanol 96% [Takeda et al. (2013)]. Les deux fixations donnent de bons résultats en terme
de visualisation. Malheureusement, elles ont chacune leurs inconvénients. La fixation au
paraformaldéhyde ne nous assure pas à 100% d’avoir une visualisation correcte des don-
nées reconstruites, les raisons de cette variabilité sont encore en cours d’investigation. La
fixation à l’éthanol elle donne de très forts contrastes, ce qui est plutôt positif mais cela
peut devenir gênant quand deux structures différentes mais aux mêmes échelles spatiales
donnent un signal similaire en contraste de phase. Cette similarité nous empêche de distin-
guer ces structures. Le cas peut se présenter dans nos images quand les fibres de myéline des
axones peuvent être confondues avec les nanoparticules que nous cherchons à discriminer.
En effet, ces deux structures apparaissent sur une coupe 2D comme circulaires et hyper-
intenses [Rositi et al. (2015)]. Nous privilégions donc la fixation au paraformaldéhyde qui
donne une signature unique aux nanoparticules.
Une étape indispensable est aussi celle de l’extraction du cerveau de la boite crânienne.
En effet, les tests effectués sur les têtes entières de souris ne sont pas concluants comme
l’atteste la figure 2.19. Il faut donc prélever le cerveau et le fixer physiquement dans un
support compatible avec l’acquisition des images.
Enfin, les cerveaux sont stockés soit directement dans l’agent fixateur, soit dans du
sucrose à 30% quand une conservation par congélation est prévue, le sucrose ayant un effet
cryo-protecteur. On conditionne les cerveaux dans des tubes à hémolyse afin d’éliminer
tout mouvement parasite lors des acquisitions au synchrotron qui serait une source de flou
sur les images.
2.3.4 Paramètres sélectionnés pour le post-traitement
Une fois les différents paramètres ajustés pour l’acquisition, quelques traitements post-
acquisition sont nécessaires pour améliorer la qualité des données. Tout d’abord, ces images
ont souvent un artefact d’anneau (ring artefact). Cet artefact est bien connu des problé-
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Figure 2.19 – Image par contraste de phase en propagation libre d’une tête de souris avec
le crâne. On peut deviner les tissus entourant le crâne mais l’intérieur de la boite crânienne
est imperceptible, à l’exception des éléments lourds : nanoparticules (flèche orange).
matiques de reconstruction tomographique. Il provient de points aberrants dans les projec-
tions angulaires qui s’observent après reconstruction par un cercle hyper ou hypo-intense.
Ces points aberrants proviennent d’un défaut du capteur, temporaire ou permanent sur
la durée de l’acquisition. Pour pallier à ce problème, des méthodes de filtrages existent
telles que présentées dans [Raven (1998),Boin and Haibel (2006)]. Ces méthodes prennent
avantage du fait que ces artefacts ont une signature bien caractéristique dans l’espace de
Fourier et l’utilise pour l’atténuer ou le supprimer.
Un second prétraitement, est celui de l’extraction de la phase. Dans notre cas, nous
avons choisi d’utiliser l’algorithme proposé par Paganin [Paganin et al. (2002)], dont le
résultat principal est l’information de phase en équation 2.56. Il s’applique bien à notre
acquisition puisque c’est un des rares à proposer sous certaines conditions l’extraction de la
phase avec une unique distance de propagation, là où les autres en demandent au minimum
deux. Une difficulté toutefois porte sur l’ajustement du paramètre δβ dans l’équation 2.56
pour des matériaux hétérogènes comme les échantillons considérés dans cette thèse. Nous
abordons cette question dans la section suivante.
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Nous abordons à présent la question de l’extraction quantitative d’information à partir
des images de contraste de phase par rayonnement synchrotron. Comme le montre la fi-
gure 3.1 issue des différentes campagnes d’acquisitions que nous avons réalisées sur cerveau
de souris, cette imagerie promet d’accéder à toute une diversité de structures anatomiques
avec des contrastes inégalés si l’on compare avec ce qui serait possible en IRM ou encore
si l’on se rappelle que ces images de qualité quasi histologique ont été obtenues sans agent
de contraste ni découpe physique des échantillons.
Toutefois, pour tirer véritablement profit des informations portées par ces contrastes, il
convient de régler l’étape de reconstruction de la phase de manière adéquate. Cette étape
est habituellement réalisée dans un but de métrologie de la phase selon la description faite
dans le chapitre précédent. En montrant que cette approche se heurte à une difficulté
face à l’hétérogénéité des tissus biologiques, nous allons proposer une approche alternative
avec un point de vue informationnel. Nous considérons dans ce chapitre l’optimisation du
paramètre de reconstruction de phase de l’algorithme de Paganin présenté dans le chapitre
précédent (voir equation 2.56) pour différentes tâches comme celle de la visualisation des
images, la détection de nanoparticules (visibles sur la figure 3.1(L)) et la tractographie des
fibres de myéline (visibles sur la figure 3.1(N-O)).
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Figure 3.1 – Différentes régions du cerveau de souris et leurs intérêts en imagerie par
contraste de phase par rayonnement synchrotron. (A) est une acquisition ICP. (B) est une
projection de l’intensité maximale à travers les coupes du volume d’où est issue (A). (C)
est un zoom sur le réseau vasculaire. (E-F) montrent la possibilité d’observer un kyste
en ICP comparées à celle faite en IRM (D). (G-H-I) montrent les différentes substances
composantes du cervelet. (K) est un zoom de la lésion ischémique présente dans (J) et
(L) est un zoom des nanoparticules visibles dans (K). (N) est une projection maximale de
l’intensité de (M) qui permet d’avoir un rendu visuel des fibres avec un zoom en (O).
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3.1 Reconstruction métrologique de la phase
Pour visualiser les données fournies par l’imagerie de contraste de phase, une étape
d’extraction de l’information de phase et de reconstruction tomographique est indispen-
sable (voir sections 2.2.6 et 2.3.4). L’algorithme que nous utilisons fonctionne avec une
seule distance de propagation et sous différentes hypothèses dont l’homogénéité chimique
de l’échantillon. De manière usuelle, les experts pour un jeu de données sélectionnent en
fonction d’abaques déjà établis pour différents matériaux [Dejus and del Rio (1996)], une
valeur de δβ qui correspond à la composition chimique de l’échantillon observé. Ce pa-
ramètre δβ décrit le rapport entre le décrément de l’indice de réfraction et le coefficient
d’absorption de l’objet. Ces deux quantités sont indispensables pour une extraction mé-
trologique de la phase du front d’ondes incident comme décrit par l’équation 2.56.
Dans les cerveaux de souris utilisés pour cette thèse, on trouve différents matériaux
comme de la substance blanche, de la substance grise, de l’eau ou encore du fer puisque des
agents de contraste contenant du fer ont été injectés dans ces échantillons. Ceci pose un
problème pour l’approche de métrologie de la phase, car, comme le montre la figure 3.2, il
y a autant de valeurs correctes du paramètre δβ que de matériaux. Des approches existent
pour résoudre le cas d’échantillons plurimatériaux [Langer et al. (2014)], cependant elles
nécessitent une connaissance précise du nombre et de la composition de ces matériaux,
ce qui n’est pas forcément évident à obtenir dans le cas de tissus biologiques complexes.
De plus, elles nécessitent également plusieurs distances de propagation, une condition qui
n’est pas remplie par nos acquisitions. L’approche métrologique de la phase assure une
reconstruction fidèle de cette quantité physique. Dans cette optique, une valeur empirique
pour l’extraction de la phase dans nos données a été proposée par les experts de l’ESRF tel
que δβ = 321 sur la base d’une pure observation qualitative. Toutefois, dans un contexte
d’application biologique, il y a fort à parier que la mesure de la phase ne soit pas la
motivation principale. On souhaite sans doute plutôt extraire des structures, des objets, des
textures qui portent une information spatiale signifiante pour la problématique biologique.
Nous montrons dans la suite que ce point de vue peut se développer de façon concrète et
objective pour différentes tâches informationnelles.
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Figure 3.2 – Courbes des valeurs de δβ en fonction de l’énergie (eV) [14 − 26keV ] des
photons X incidents. De gauche à droite et de haut en bas, les éléments sont : le fer, les
tissus mous, l’eau et la substance blanche du cerveau. Ces courbes sont calculées à l’aide
du logiciel XOP [Dejus and del Rio (1996)], de même que les labels proposés. Les segments
rouges pointillés correspondent à l’énergie utilisée dans nos conditions expérimentales.
3.2 Optimisation de la visualisation
La visualisation des images de contraste de phase est délicate à différents titres. Tout
d’abord, les images sont codées sur 32 bits. Il est admis que notre œil est capable de
distinguer environ 200 niveaux de gris. Il est donc difficile comme le montre la figure 3.3
d’observer tous les contrastes de l’image en un clin d’œil. De plus, un opérateur non
linéaire (logarithmique) est appliqué dans le filtre de reconstruction de phase de Paganin
de l’équation 2.56. Enfin, le réglage du paramètre δβ dans l’équation 2.56 a un fort impact
sur les contrastes dans l’image. Ceci est montré sur la figure 3.3 où la même image est
montrée pour différentes valeurs de δβ . Nous allons voir dans cette section comment on peut
utiliser des outils issus de la vision par ordinateur pour guider l’étape de reconstruction
pour une visualisation optimale des images. Ces outils vont nous permettre d’objectiver
le choix du paramètre de reconstruction δβ . Dans un premier temps, nous optimiserons
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la reconstruction pour maximiser la similarité à une référence en utilisant un outil de
vision par ordinateur multi-échelles puis en nous intéressant à une analyse en échelles de
nos images. Nous examinerons ensuite le cas pour lequel aucune image de référence n’est
disponible. Une partie de l’approche proposée ici a donné lieu à publication [Rositi et al.
(2014)].
3.2.1 Mesure de similarité à une référence
Le scénario dans lequel nous nous positionnons est celui où nous souhaitons reconstruire
nos images dans un but de visualisation afin de se rapprocher au plus d’une référence
déjà existante. Les images produites en tomographie de phase sont similaires en terme de
résolution spatiale aux images que l’on acquiert en histologie optique classique, de l’ordre
du micromètre. Des atlas de coupes histologiques 2D existent, ils identifient sur l’ensemble
du cerveau de souris les structures d’intérêt principales, nous utilisons ici l’atlas de Paxinos
[Paxinos and Franklin (2001)] comme référence. Un exemple de coupe histologique que l’on
peut retrouver dans l’atlas est présenté en figure 3.4(A). Nous chercherons ensuite parmi
les différentes reconstructions de nos données (e.g. figure 3.4(B-F)), laquelle donne le plus
de similarité vis à vis de notre référence.
Pour trouver cette similarité, nous nous intéresserons à la région encadrée par les
pointillés verts sur la figure 3.4. En effet, les contours et le fond de l’image donnant trop
de similitudes à tous les niveaux, cela fausserait notre mise en correspondance puisqu’il
s’agit bien ici de trouver la meilleure correspondance entre une reconstruction des données
et l’image de référence issue de l’atlas histologique à un niveau anatomique. Par simple
observation visuelle, on peut identifier les images 3.4(D-E) comme étant plus similaires que
les images 3.4(B,C,F) à notre image d’atlas 3.4(A). Visuellement, nous observons que les
valeurs élevées de δβ > 300 produisent un effet de flou sur les images. Cela s’explique bien si
on observe la formule de reconstruction de la phase du front d’onde ϕ(x) (cf. équation 2.56),
où le paramètre δβ en dénominateur dans le domaine de Fourier agit comme un filtre passe-
bas sur les fréquences. Les faibles valeurs de δβ < 300, elles, conserveront toute la gamme des
fréquences spatiales ce qui produit des images plus bruitées de part les hautes fréquences
présentes. Ce phénomène s’observe très bien sur les zooms (encarts 2) de la figure 3.4, on
voit bien en augmentant le δβ qu’on perd le faisceau de fibres tandis que le bruit présent
dans l’encart 1 (figure 3.4) est renforcé pour les δβ faibles. Ces observations qualitatives
permettent notamment aux experts de régler les valeurs du paramètre de reconstruction à
utiliser pour chaque échantillon. Nous allons maintenant proposer des outils pour avoir une
mesure quantitative de ces observations visuelles. Pour cela, nous avons mis en place une
mesure de similarité entre les images reconstruites et une image de référence, comme on
peut le voir dans la figure 3.4(A), il s’agit d’une coupe histologique issue de l’atlas [Paxinos
and Franklin (2001)]. Cependant, l’image de référence ne correspond pas stricto sensu à
la coupe virtuelle reconstruite avec laquelle nous allons procéder à la mesure de similarité.
D’un point de vue physiologique, elle s’en rapproche au maximum, cependant il peut y avoir
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des différences d’alignement ou de mise à l’échelle. Les deux échantillons peuvent également
souffrir de quelques déformations physiques dues à la préparation pour l’imagerie. Découpe
du cerveau dans le cas de l’histologie optique et légères compressions dues au support
contenant l’échantillon dans le cas de l’imagerie de contraste de phase. Cependant, nous
basons cette mesure de similarité sur la constance anatomique de certaines structures
anatomiques (fibres de myéline, hippocampe, etc.) qui sont présentes dans les échantillons
avec une faible variabilité. Dans ces conditions, un recalage des images semble une tâche
peu aisée et une mesure de similarité pixel à pixel ne semble pas une stratégie adéquate.
Nous avons donc besoin d’un outil de similarité qui sera invariant en échelle, en rotation
et au niveau de base des intensités de l’image. Pour cela, nous allons choisir un outil qui
s’intéresse aux descripteurs locaux dans nos images. Un large panel d’outils existe pour
extraire ces descripteurs locaux, allant des premiers détecteurs de coins [Moravec (1980),
Harris and Stephens (1988)] à des développements plus récents tels que Scale invariant
features transform (SIFT) [Lowe (1999),Lowe (2004)] ou son extension Speeded-Up robust
features (SURF) [Bay et al. (2008)] (Voir [Li and Allinson (2008)] pour une revue plus
complète).
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Figure 3.3 – Images de contraste de phase de cerveau de souris et leurs histogrammes
associés pour l’image brute et après recalage de l’histogramme. La partie rouge correspond
au fond de l’image, la partie verte correspond au tube contenant notre échantillon et la
partie bleue correspondond à notre échantillon et le milieu qui la contient (solution tampon
de type PBS). L’image du bas a été recadrée sur ce qui correspond à la partie bleue. Les
ROI de 1 à 4 représentent respectivement le fond de l’image, les tissus sains, la lésion













































Figure 3.4 – Influence du paramètre δβ sur la qualité des images. (A) est une coupe histologique extraite de l’atlas [Paxinos and Franklin
(2001)] utilisé comme référence dans la section 3.2. (B-F) sont des images de contraste de phase reconstruites avec différentes valeurs de
δ
β = 50, 200, 321, 600, 1250. La région encadrée par les pointillés verts représente les fibres de myéline qui sont les structures de référence pour
la section 3.2.1. Les zooms 1 et 2 sont réalisés sur des zones de 80 × 80µm2, respectivement dans une zone sans fibres nerveuses et sur un
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Scale invariant feature transform (SIFT)
Nous choisissons l’outil SIFT basé sur la caractérisation de descripteurs locaux et no-
tamment son implémentation didactique proposée par VLFeat [Vevaldi et al. (2008)]. L’al-
gorithme SIFT recherche d’abord des points clés qui correspondent à des extrema locaux
dans les cartes des gradients. Ces cartes sont calculées à plusieurs échelles σi différentes,
obtenues par convolution avec un noyau gaussien ce qui permet également d’atténuer le
bruit. À partir de ces cartes, on recherche les extrema locaux qui constituent les points
clés SIFT. Ils sont localisés grâce à une convolution avec un filtre de type différence de
gaussiennes (DoG). Cette recherche des points remarquables à travers les échelles constitue
le caractère d’invariance en échelle de SIFT. Pour chaque point remarquable, un descrip-
teur local du gradient est calculé. La description du voisinage local du gradient est faite
dans un sens précis (sens trigonométrique polaire) avec pour référence l’orientation princi-
pale du gradient, ce qui donne le caractère invariant en rotation à l’outil. Une description
plus complète et une démonstration de l’algorithme ont été publiées par [Rey Otero and
Delbracio (2014)].
À partir de ces descripteurs, que nous calculons à la fois dans l’image atlas de référence
(A) et dans les images de contraste de phase reconstruites (B), nous allons chercher à les
associer entre eux. Cependant, une étape de filtrage précède le calcul des descripteurs SIFT
sur les images afin de le rendre plus fiable. Le filtre utilisé est un filtre moyenneur (de taille
[3 × 3]) qui a pour objectif de diminuer l’impact du bruit afin de ne pas créer de fausses
correspondances. Nous voulons également éviter le cas où l’algorithme SIFT sélectionnerait
un point aberrant résultant du bruit comme un point remarquable (extremum).
Après cette étape de filtrage, le calcul des descripteurs SIFT est réalisé et nous cher-
chons ensuite à appareiller chacun des descripteurs de l’image A avec un descripteur de
l’image B. C’est à dire que nous allons chercher à trouver pour les descripteurs de l’image
(A), le descripteur le plus proche parmi ceux de l’image (B). Proche non pas au sens
spatial du terme mais le plus proche au sens de la distance euclidienne D(SA, SB) entre
les descripteurs. Pour ce faire, deux étapes sont opérées. La première consiste à calculer
la distance euclidienne D entre le descripteur d’un point de l’image A, SA, et tous les





avec les descripteurs SIFT sous la forme de vecteurs de taille K. Une fois cette distance
calculée pour chaque paire de points, il faut sélectionner les couples de points SIFT qui
ont la plus petite distance. On utilise alors la formule d’appareillement suivante :
∀i , D(SA, SB) ∗ ν ≤ D(SA, Si) ⇒ SA ≡ SB, (3.2)
Si représente tous les points SIFT de l’image B, ν est le seuil qui permet d’avoir des
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correspondances vraiment plus fortes par rapport à toutes les autres associations possibles.
On vérifie alors que la distance entre SA et SB est inférieure à la distance entre SA et tous
les descripteurs des points remarquables présents dans l’image B, multipliée par un seuil
ν pour s’assurer que l’on est pas dans une situation où toutes les correspondances seraient
éligibles (association de points issus de zones très bruitées par exemple). On répète cette
étape d’appariement pour chacun des points remarquables identifiés dans l’image A.
Pour chacune de ces correspondances, une dernière étape de sélection est appliquée.
Cette étape a pour but d’exclure les associations pour lesquelles, les points SIFT et leurs
descripteurs seraient proches mais ne correspondraient pas à une réalité anatomique. Par
exemple, une structure fibreuse avec des contours nets pourrait être associée à une struc-
ture interne spécifique. Les contrastes sont similaires mais la réalité anatomique n’est pas
validée. On souhaite donc supprimer ces associations que l’on considère comme erronées.
Plusieurs exemples de ce cas de figures sont visibles sur la figure 3.5.
C’est pourquoi nous sommes obligés de vérifier que les deux points SIFT sont dans
une région similaire de l’image. Nos connaissances a priori nous permettent de faire cette
vérification car les images sont de tailles identiques et sans être recalées nos images pré-
sentent la même vue du cerveau. Pour un couple (SA, SB) établi, un seuil T (en pixels) est
appliqué sur les coordonnées spatiales des points clés (en abscisse et en ordonnée). Nous
tolérons donc un décalage spatial inférieur à T pixels entre deux points. Ce seuil permet
bien de filtrer les points qui ont des descripteurs proches mais qui ne correspondent pas
du tout à la même structure anatomique. Dans ce cas là, la distance sur un axe du repère
spatial entre les descripteurs est supérieure à T et la correspondance des points SIFT n’est
plus considérée. Le nombre final de SIFT mis en correspondance constitue alors une bonne
mesure de similarité entre deux images, comme cela est fait dans [Delahaies et al. (2012)].
La figure 3.6 présente pour une coupe sélectionnée à la fois dans l’atlas de référence
et dans le volume de données, le nombre d’associations de points SIFT établies entre
les deux images. Nous avons fait varier le coefficient de reconstruction δβ car l’objectif
est bien de déterminer le meilleur δβ pour obtenir une visualisation la plus proche de
notre référence. L’évolution des courbes pour différentes valeurs des seuils ν et T a été
mesurée, afin de montrer que le résultat obtenu est robuste par rapport aux paramètres
du processus utilisé. Les valeurs de ces seuils ont été testées empiriquement sur une large
gamme afin de trouver les plus adéquates par rapport à notre problématique. Les résultats
de la figure 3.6 montrent une évolution non monotone du nombre de correspondances
SIFT établies. La valeur δβ = 200 donne le plus grand nombre de correspondances de
points SIFT entre la coupe de référence histologique et la coupe reconstruite, pour toutes
les valeurs de paramètres, ce qui atteste du caractère pérenne de cette hypothèse. Le
nombre d’associations diminue lorsque la valeur de ν ou de T augmente ce qui est logique
puisqu’on est plus restrictif sur ces associations. Cependant pour tous les paramètres, on
conserve l’évolution non-monotone des courbes, avec un maximum de correspondances
pour δβ = 200. Ces résultats ont été vérifiés pour plusieurs coupes de référence. Pour
chaque coupe de référence issue de l’atlas, on moyenne le nombre d’associations pour
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Figure 3.5 – Exemple de détection et d’association de points SIFT entre une image de
référence à gauche et une coupe reconstruite à droite.
plusieurs coupes reconstruites afin d’être plus robuste. En effet, une coupe reconstruite
a une épaisseur virtuelle de 8µm tandis qu’une coupe issue de l’atlas à une épaisseur de
1200µm avec un écart inter-coupe variable de 400 à 1600µm. On comprend donc bien qu’en
ne sélectionnant qu’une coupe on est trop dépendant de ce choix, d’où l’idée de sélectionner
4 niveaux de coupes virtuelles non-adjacentes et de moyenner les résultats. Ces coupes de
part la proximité anatomique correspondent toutes à la même coupe de référence dans
l’atlas d’histologie pour lequel les coupes sont plus épaisses. Nos repères principaux pour
choisir ces coupes sont les structures anatomiques qui permettent de relativement bien se
situer dans le cerveau. À titre d’exemple, pour la coupe visualisée en figure 3.4 et dont on
expose les résultats des associations SIFT en figure 3.6, les niveaux de coupes virtuelles
utilisées sont {390, 401, 410, 420}/1000 ; soit entre la première et la dernière coupe virtuelle
une épaisseur totale de 240µm.
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Figure 3.6 – Nombre d’associations SIFT entre les images reconstruites pour différents
rapport δβ . À gauche, avec différentes valeurs de seuil ν = {1.15, 1.23, 1.35}. À droite,
avec différentes valeurs de seuil T = {170, 120, 80}. Pour chaque paramètre, les valeurs
correspondent respectivement au trait plein, traits pointillés et trait-point.
Analyse en échelles
Nous venons de voir une approche pour sélectionner de manière objective la valeur
du paramètre de reconstruction δβ afin d’avoir une visualisation optimale par rapport à
une référence donnée. Nous proposons toujours ici de diriger la sélection du paramètre
de reconstruction par rapport à une référence mais en utilisant cette fois une analyse fré-
quentielle. L’analyse fréquentielle proposée se veut de tenir compte de toutes les échelles
spatiales présentes dans l’image plutôt que l’approche multi-échelles locale des SIFT. Aussi
cette approche fréquentielle est naturelle dans la mesure où l’équation du filtre de recons-
truction de la phase de Paganin de l’équation 2.56 peut être vue comme la fonction de
transfert d’un filtre. Nous débuterons cette analyse avec une approche mono-échelle puis
dans un second temps une proposition multi-échelles sera exposée.
Approche mono-échelle
Pour le traiteur d’images, la transformation de l’équation 2.56 dans la méthode de
reconstruction de Paganin est équivalente à un filtre passe-bas dans le domaine des fré-
quences spatiales appliqué à l’image d’intensité suivi d’un opérateur logarithmique. Com-
me l’illustre les figures 3.4 et 3.7, un δβ faible donne une image riche en hautes fréquences
alors qu’un δβ élevé donne une image floue. Selon cette lecture, la sélection du paramètre
δ
β de l’équation 2.56 nécessite de connaître la gamme de fréquences spatiales attendues
dans l’image à reconstruire plutôt que d’une connaissance physique de la constitution
de l’échantillon. Ainsi, lorsque la forme des objets à visualiser est connue, la gamme de
fréquences spatiales correspondant à ces objets peut être considérée comme connue. Par
exemple, pour des structures circulaires la signature en fréquence spatiale suit une fonction
de Bessel du premier ordre. Si on considère la valeur correspondant au premier zéro de
cette fonction de Bessel comme fréquence de coupure fc, on obtient une valeur de δβ donnée
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Dans les conditions expérimentales des images de la figure 3.7 (∆ = 1 m et λ = 0.07 nm)
δ
β = 1 comme dans la figure 3.7(A) pour des structures tubulaires de ≈ 32µm de rayon
telles les fibres de myélines que l’on rencontre dans le cerveau de souris et δβ = 3000
comme dans la figure 3.7(D) pour l’ensemble de la coupe de cerveau de souris approximée
telle une structure circulaire de rayon 1 cm. Cette approche se distingue radicalement de
celle du physicien métrologue, qui, pour faire ressortir une structure particulière, considère
des a priori de constitution physique du matériau afin d’obtenir des niveaux de gris qui
soient les plus proches de la phase réelle de l’onde [Langer et al. (2014)]. Par exemple, sur
la figure 3.7 (en hypersignal), des particules de fer de taille de quelques nanomètres de
diamètre ont été injectées puis phagocytées par les macrophages du système immunitaires
ce qui donne lieu à des agrégats de quelques micromètres dans le cerveau de la souris. Les
abaques d’indices de réfraction du fer à la longueur d’onde considérée dicte une valeur
de δβ = 321 comme sur la figure 3.7(C). Notons que cette valeur serait inchangée si le
matériau de fer changeait de taille (pour faire 1 cm par exemple) contrairement à ce qui
se produit avec cette approche mono-échelle.
Les représentations des figures 3.7(A ;D) sont satisfaisantes pour faire ressortir une
échelle particulière. Si on souhaite observer l’ensemble des échelles spatiales qui constituent
l’échantillon, une approche multi-échelles est nécessaire. Nous montrons comment il est
possible d’adopter cette approche en demeurant sur l’ajustement d’un unique paramètre.
Approche multi-échelles
Nous proposons de considérer la situation où des atlas d’histologies des objets à imager
peuvent être utilisés pour optimiser le paramètre δβ , comme nous l’avons fait dans la sec-
tion 3.2.1. La tomographie X de phase produit des piles d’images avec une résolution spa-
tiale similaire à celle de l’histologie 2D optique classique. Nous montrons comment l’analyse
des échelles de fréquences spatiales dans des atlas d’histologie 2D [Sidman et al.,Paxinos
and Franklin (2001)] peut être utilisée pour ajuster le paramètre δβ de l’équation 2.56.
Une façon classique de caractériser le contenu fréquentiel d’une image ψω(x, y, 0) consiste
à calculer F(ψω(x, y, 0)) sa transformée de Fourier puis son spectre de puissance P =
|F(ψω(x, y, 0))|2, que l’on moyenne par intégration selon toutes les directions angulaires
dans un diagramme polaire pour donner, en fonction de la fréquence spatiale f = k/2pi, le
spectre de puissance moyen
DSP (f) = 12pi
∫ 2pi
0
P (f exp(iθ))dθ . (3.4)
Nous avons réalisé cette analyse sur un ensemble d’images anatomiques de référence des
organes que nous souhaitons imager par tomographie X de phase. Pour illustration, nous
travaillons avec des cerveaux de souris. Nous utilisons, comme visible sur la figure 3.8,
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Figure 3.7 – Quatre reconstructions (A)-(D) d’une même coupe de cerveau de souris ob-
tenues en imagerie synchrotron à contraste de phase pour différentes valeurs du paramètre
δ
β = 1, 200, 321, 3000 de l’équation (1). L’encart dans (A) donne un zoom sur des fibres de
myéline.
des images issues d’un atlas histologique de référence obtenu après marquage à l’aide
d’un agent coloré via un scanner optique de résolution spatiale comparable à celle de la
tomographie X de phase. Les résultats obtenus sur 2 atlas réalisés avec des colorations
différentes sont donnés sur la figure 3.8 selon un diagramme log-log. Sur la figure 3.8, les
graphes log-log montrent une évolution en DSP (f) ∼ fα. Ce comportement est préservé
de façon robuste sur notre ensemble de plus de 500 images pour chacun des deux atlas
de cerveau de souris. Ceci traduit pour les images d’histologie de cerveau de souris, d’une
organisation invariante en échelle d’après la loi de puissance DSP (f) ∼ fα. L’exposant α
prend des valeurs différentes pour chaque coupe, majoritairement non entières comprises
entre −2 et −3.6 comme le montre la figure 3.9 avec un excellent ajustement linéaire sur
l’ensemble de la gamme de fréquences accessible. Les évolutions de ces exposants sont
similaires dans les deux atlas avec des pentes plus faibles, i.e. avec des hautes fréquences
spatiales plus riches, dans les images de l’atlas au crésyl violet de la figure 3.8, ce qui
semble en accord avec le fait que cet atlas présente une apparence granulaire plus fine que
l’autre atlas.
Nous avons réalisé les mêmes analyses fréquentielles sur les images issues de la tomo-
graphie X de phase pour différents δβ . La figure 3.10 montre les résultats typiquement
obtenus pour une coupe de cerveau, correspondant à la deuxième ligne de la figure 3.8.
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Figure 3.8 – Analyse en échelles fréquentielles des images d’atlas histologiques de cerveau
de souris. Première colonne, 4 coupes de cerveau de souris issues de [Sidman et al.] avec
un agent de coloration de type Nissl au crésyl violet. Deuxième colonne, idem mais avec
une fixation noire dite de myéline car elle fait ressortir les fibres neuronales. Troisième
colonne, densité spectrale de puissance moyennée DSP (f) de l’équation 3.4 en fonction
de la fréquence spatiale dans un diagramme log-log. Les croix représentent les points
expérimentaux et les droites en trait plein les ajustements linéaires sur l’ensemble de la
gamme des fréquences avec α1 et α2 les pentes pour les images de la première colonne
(droite rouge) et de la deuxième colonne (droite verte). La DSP (f) est calculée sur les
images passées en niveau de gris après une étape de déconvolution couleur [Ruifrok and
Johnston (2001)] correspondant aux agents de coloration utilisés.
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Figure 3.9 – Pente α de l’approximation linéaire de la densité spectrale de puissance
DSP (f) de l’équation 3.4 en log-log pour l’ensemble des coupes de cerveaux de souris
correspondant aux deux atlas (rouge pour les images de la première colonne et vert pour
celles de la deuxième colonne) de la figure 3.8. Le coefficient de détermination R2 moyen
des ajustements linéaires avec les points expérimentaux sur l’ensemble de la gamme de
fréquences est R2 = 0.97 pour le crésyl violet et R2 = 0.98 pour l’atlas myéline.
Le comportement s’écarte cette fois clairement d’une unique loi de puissance aux faibles
valeurs de δβ où l’on observe plutôt deux coudes, i.e. un enchaînement de trois lois de
puissance sur des gammes restreintes de fréquences. Aux grandes valeurs de δβ également
on observe plutôt un seul coude, i.e. un enchaînement de deux lois de puissance. Pour
des valeurs intermédiaires de δβ néanmoins, on trouve sur la figure 3.10, un régime où le
spectre se rapproche d’une loi de puissance unique comme avec les images histologiques.
Conclusion et discussion
Ces observations nous permettent d’établir l’analyse suivante. Tout d’abord les résul-
tats de la figure 3.9 constituent une caractérisation quantitative nouvelle de la complexité
intrinsèque des scènes naturelles, en s’intéressant à l’intérieur d’un organisme vivant avec
des résolutions allant de la cellule à l’organisme entier via l’histologie. Les lois de puis-
sance enregistrées dans le graphe de la figure 3.8 peuvent être mises en rapport avec des
propriétés fractales et d’invariance d’échelle qui ont aussi été rapportées sur les images de
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Figure 3.10 – Analyse en échelles fréquentielles de la coupe de cerveau de souris de la
figure 3.7 par tomographie X de phase pour différents δβ de l’équation 2.56. Les croix
correspondent à la DSP (f) de l’équation 3.4 tracée en fonction de la fréquence spatiale
exprimée en pixel−1 dans un diagramme log-log. La droite est l’ajustement linéaire pour
la valeur de δβ qui maximise le R2.
scènes naturelles principalement étudiées sur des vues en luminance ou couleurs du monde
extérieur [Field (1987),Ruderman and Bialek (1994),Chauveau et al. (2010),Chéné et al.
(2013)] aux échelles macroscopiques. Cette organisation en loi de puissance fait apparaître
un continuum de fréquences spatiales dans le spectre de l’équation 3.4 qui traduit la pré-
sence de structures anatomiques à toutes les échelles allant des cellules à l’organe entier en
passant par les différentes régions anatomiques. Ceci amène à la deuxième analyse de la fi-
gure 3.8 en lien direct avec notre problématique d’ajustement du δβ de l’équation 2.56. Une
signature fréquentielle qui permettrait de déterminer un choix pour δβ serait une évolution
faisant apparaître une fréquence de coupure. Or, avec les signatures en loi de puissance
comme dans la figure 3.8, aucune fréquence spatiale ne se dégage du spectre. Cela signifie
qu’il est délicat de déterminer une fréquence de coupure naturelle qui serait dictée par
l’anatomie telle que capturée en histologie. En revanche, puisque le comportement en fré-
quence des coupes histologiques peut être résumé par le paramètre de loi d’échelle α il
est possible de préserver au mieux l’ensemble de ces fréquences en ajustant δβ de l’équa-
tion 2.56) de façon à ce que les images en sortie du filtre de Paganin de l’équation (1)
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suivent le plus possible une loi de puissance sur l’ensemble de la gamme des fréquences
spatiales considérées. Nous donnons en insert dans le tableau de la figure 3.10, le coeffi-
cient de détermination R2 qui témoigne de l’adéquation entre le fit linéaire en log-log et
les points expérimentaux. Ce coefficient passe par un maximum pour δβ = 200, qui permet
de maximiser un comportement de type loi de puissance en contraste de phase comme on
l’observe avec les images de l’atlas crésyl violet et myéline. La pente obtenue, −2.81, est
différente de celle obtenue dans les coupes de la deuxième ligne dans la figure 3.8 pour les
2 atlas histologiques. Néanmoins, la figure 3.7(B) qui correspond à cette valeur de δβ = 200
montre une bonne similarité avec les contrastes observés dans les images d’atlas d’his-
tologie. Aussi de façon intéressante, on trouve la même valeur de δβ quand on optimise,
comme récemment montré dans [Rositi et al. (2014)], le nombre de SIFT (qui est une
mesure également invariante en échelle) entre l’image d’atlas et l’image en sortie du filtre
de Paganin.
L’approche proposée offre un cadre général pour optimiser la reconstruction des images
vis à vis de leur signature fréquentielle et non pas seulement de leur composition physique.
Nous démontrons par exemple avec les figures 3.11, 3.12, 3.13 que le comportement en
loi de puissance se retrouve dans d’autres organismes modèles, pour les mêmes structures
(cerveaux) ou pour un organisme entier, exemple du poisson zèbre. Une limitation toutefois
de cette approche tient au fait que le δβ optimal ainsi obtenu sera a priori différent pour
chaque coupe. Une façon de dépasser cette limitation consisterait à réaliser dans l’équa-
tion 3.4 une transformation de Fourier 3D sur l’ensemble de l’échantillon en intégrant
suivant les différents angles d’Euler.
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Figure 3.11 – Coupes histologiques d’un organisme modèle, ici le poisson zèbre (Danio
rerio).
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Figure 3.12 – Densités spectrale de puissance associées aux images de la figure 3.11.
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Figure 3.13 – Coupes histologiques du cerveau de plusieurs espèces animales et leurs
densités spectrale de fréquences associées.
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3.2.2 Mesure de netteté sans référence
Toujours dans une optique de visualisation, nous nous intéressons à présent au cas où
aucune référence connue de l’échantillon n’est à notre disposition pour l’étalonnage de la
reconstruction. Comme on le voit avec la figure 3.4, plus la valeur du δβ est élevée, plus
on observe un effet de flou sur nos images. Ce que nous proposons dans cette section
est de s’intéresser à la netteté des images et plus particulièrement, nous considérons la
netteté pour les échelles σi des structures anatomiques d’intérêt connues. Pour l’exemple,
nous allons ici chercher à optimiser la netteté pour les fibres de myéline (encart 2 de la
figure 3.4) qui ont une taille approximative de 64µm. En optimisant la sélection du δβ
par rapport à la netteté de l’image, nous espérons pouvoir produire une carte nette des
structures d’intérêt. L’outil que nous allons utiliser va devoir mesurer la netteté pour une
échelle donnée et lorsque l’on maximisera cette mesure pour une valeur de δβ alors on aura
trouvé le paramètre idéal pour l’échelle considérée puisque l’on souhaite avoir des structures
les plus nettes possibles. Pour quantifier la netteté, de nombreuses mesures existent qui
sont développées pour des applications particulières, [Pertuz et al. (2013)] en présente
une revue. Nous choisissons une mesure de netteté simple d’usage pour illustration. Il
s’agit d’une mesure qui calcule pour chaque pixel, la moyenne des écarts de chaque pixel
à son voisinage. Une zone homogène aura donc une valeur de netteté proche de 0. Un
pixel appartenant à un contour franc aura une valeur plus élevée. Comme on le voit
sur la figure 3.14, pour une échelle spatiale donnée, seules les structures appartenant à
cette échelle ressortent comme nettes. Selon le paramètre de reconstruction utilisé, ces
structures seront plus ou moins nettes, ce qui constitue pour nous une mesure objective
pour sélectionner le paramètre de reconstruction. La netteté se traduit d’un point de
vue visuel par des contours bien marqués et distincts de leur environnement. La mesure
de netteté FM(i, j) introduite par [Groen et al. (1985)] est calculée en chaque pixel de
l’image I(i, j) telle que :





[I(x, y)− I¯(i, j)]2, (3.5)
avec I¯(i, j) la valeur moyenne du voisinage du pixel (i, j) d’intensité I(i, j) avec un voi-
sinage de taille N =round(σ/2 × Spix), avec Spix = 8µm la taille du pixel. La mesure de
netteté FM(i, j) (Focus measure) est ensuite moyennée sur toute l’image pour avoir une
mesure globale de la netteté de l’image.
De même que pour la mesure du nombre de SIFT, nous espérons une évolution non-
monotone de la mesure de netteté. Cette rupture de tendance de la courbe permettra de
déterminer le δβ optimal à utiliser pour maximiser la netteté selon notre mesure et cela
pour une gamme d’échelles donnée. L’évolution de la mesure de netteté en fonction du
δ
β est représentée sur la figure 3.15. On voit que la netteté est faible pour des
δ
β faibles
également et augmente constamment jusqu’à atteindre un maximum pour δβ = 600, on at-
teint ensuite un plateau. Ce comportement est observé pour les différentes échelles testées
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Figure 3.14 – Exemple d’une région d’intérêt centrée sur des fibres de myéline sur notre
jeu de données. À gauche, l’image originale et à droite une image de la mesure de netteté
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Figure 3.15 – Netteté moyenne mesurée pour une image de contraste de phase reconstruite
pour plusieurs δβ . Trois largeurs de noyau ont été testées, N = {3, 4, 5}, ce qui correspond
à des échelles de structures recherchées allant de σi = {48− 80}µm.
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qui correspondent aux fibres caractéristiques de myéline. Cette valeur optimale correspond
uniquement à un optimum local pour la mesure de similarité par SIFT (cf. section 3.2.1).
Cela s’explique puisque nous avons restreint la mesure de netteté sur une gamme particu-
lière d’échelles alors que la mesure des correspondances SIFT s’appliquait sur toute une
région de l’image et pas sur des gammes d’échelles particulières. Ce résultat est en plus
en bon accord avec l’inspection visuelle que l’on peut faire de l’encart 2 des fibres neuro-
nales de la figure 3.4. La faible netteté pour les faibles rapports δβ peut s’expliquer par la
présence d’un bruit prononcé qui perturbe les contastes pour les échelles considérées. La
faible évolution de la netteté pour un δβ ≥ 600 se constate visuellement à ces échelles. Pour
cette méthode, il est donc primordial de bien prendre en compte les échelles à considé-
rer ainsi qu’un potentiel bruit spatialement corrélé qui pourrait perturber les contrastes.
La mesure de netteté pourrait être particulièrement pertinente pour des structures auto-
similaires dont on connait les tailles caractéristiques (e.g. structures osseuses ou matériaux
composites).
Conclusion et discussion
Les méthodologies que nous venons de présenter nous ont permis de montrer qu’il était
possible d’automatiser la sélection du paramètre δβ de l’équation 2.56. Pour cela nous avons
introduit différents outils de vision par ordinateur qui nous permettent de choisir les struc-
tures d’intérêt à conserver et par conséquent les échelles spatiales associées. Pour chaque
résultat que nous présentons, nous avons montré sa robustesse en testant les différents
réglages des outils employés et/ou en moyennant les résultats obtenus sur plusieurs jeux
de données (e.g. plusieurs niveaux de coupe). Bien sûr, malgré les décalages nets observés
dans les scores des différents outils de cette section, des métriques plus sensibles et précises
pourraient être introduites afin de confirmer et de préciser les tendances qui se dégagent
des observations pour un choix de δβ plus fin. Il est important de comprendre que cette
approche se détache de ce qui se faisait jusqu’à présent pour le choix du paramètre de
reconstruction δβ qui ne se basait que sur la composition physique du matériau en utilisant
des abaques prédéfinis (cf. figure 3.2) ou en sélectionnant le paramètre par essai-erreur en
se basant sur l’œil de l’expert. D’un point de vue signal-image, l’équation 2.56 qui permet
d’obtenir le front d’onde à la sortie de l’objet peut être vu comme un filtre passe-bas sur les
fréquences spatiales, suivi par un opérateur logarithmique, c’est ce que nous avons illustré
avec la section 3.2.1.
Avec ces éléments d’analyse et nos objectifs énoncés, il semble plus judicieux de consi-
dérer le rapport δβ en fonction de la gamme des fréquences spatiales à conserver dans
nos images. À partir de ces a priori, nous pouvons mettre en place comme nous l’avons
présenté, des stratégies pour automatiser le choix du coefficient δβ à partir de mesures
quantitatives. Avec cette approche basée sur le traitement des images et du signal, de
nombreuses métriques peuvent être utilisées pour déterminer de manière objective le para-
mètre de reconstruction adapté à notre tâche informationnelle. Cela constitue une avancée
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dans ce domaine.
Nous proposons une approche qui se base sur des outils de vision par ordinateur pour
permettre d’obtenir des mesures quantitatives quant à la sélection du δβ en tenant compte
de structures d’intérêt à conserver ou de la tâche informationnelle finale de l’utilisateur.
Cette approche n’est cependant pas sans inconvénient puisqu’elle nécessite d’avoir à dis-
position les données reconstruites avec plusieurs paramètres afin d’évaluer la meilleure
reconstruction. Cela entraîne donc un coût computationnel et de stockage non négligeable
vu les dimensions des données et l’espace nécessaire (32 Go par volume) pour les stocker.
3.3 Détection d’agrégats de nanoparticules
Nous allons maintenant considérer une autre tâche informationnelle avec la détection
de la lésion ischémique et des nanoparticules d’oxyde de fer dans les images à contraste
de phase. Comme pour la tâche de visualisation, nous allons montrer qu’il est intéressant
de sélectionner le paramètre δβ en fonction du contenu final à extraire et non plus pour
une reconstruction purement métrologique de la phase. Ces travaux qui se basent sur l’in-
formation à extraire, permettent d’envisager une reconstruction orientée par l’information
d’intérêt, c’est ce que nous avons présenté dans les publications [Rositi et al. (2013),Rositi
et al. (2014)] et que nous allons détailler dans la suite de ce chapitre.
3.3.1 Algorithme de détection de nanoparticules
Nous cherchons à détecter et à mesurer la taille des regroupements de nanoparticules
d’oxyde de fer. Comme présenté précédemment, ces nanoparticules sont phagocytées par
des macrophages qui sont eux-mêmes recrutés sur la zone touchée par l’accident isché-
mique. On se retrouve confronté à deux types de signaux : un hyper-signal diffus qui
témoigne de la présence de nanoparticules libres dans la zone lésée mais pas de la présence
des macrophages et un hypersignal très dense qui a la forme de taches circulaires (cf. fi-
gure 3.16) plus ou moins agrégées entre elles. Ces signaux regroupés correspondent selon
notre analyse [Marinescu et al. (2013)] à des macrophages circulants ou locaux au paren-
chyme cérébral qui ont phagocyté les nanoparticules présentes dans le milieu sanguin. Ce
sont ces derniers signaux qui nous intéressent car on cherche à quantifier la présence de
macrophages dans la lésion ischémique. Ces cercles plus ou moins regroupés vont donc
être hyper-intenses par rapport aux tissus biologiques environnants qui sont eux hétéro-
gènes mais hypo-intenses. Cet hypersignal est le résultat d’une concentration élevée en fer
à l’intérieur des macrophages (i.e. phagocytose des nanoparticules). Il nous faut donc un
détecteur qui puisse extraire un signal blanc sur un fond sombre et qui soit sensible à la
forme à détecter, plutôt circulaire dans notre cas.
Les a priori que nous avons concernant ces objets sont leurs formes, leurs intensités
et la gamme d’échelles spatiales à laquelle ils apparaissent (i.e. [20− 60]µm). À partir de
l’observation de ces signaux et des a priori, une méthode par simple seuillage semble difficile
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Figure 3.16 – Macrophages ayant phagocyté des nanoparticules d’oxyde de fer.
à mettre en place vue l’intensité variante des objets. De plus, elle ne serait pas vraiment
adaptée car de nombreuses autres structures qu’elles soient dans le cerveau entier ou dans
la lésion seule possèdent la même gamme d’intensités que les taches que nous souhaitons
segmenter. C’est pourquoi les techniques de reconnaissances de formes avec un a priori
d’échelles semblent bien adaptées à notre problématique.
Reconnaissance de formes
Parmi ces techniques, on peut citer la transformée de Hough qui s’intéresse à la détec-
tion de formes géométriques (e.g. ligne ou cercle) dans l’image. Initialement développée
pour la détection de lignes, elle a été généralisée par [Duda and Hart (1972)] pour détecter
des formes plus complexes, avec l’obligation que la forme à détecter soit paramétrable
dans un espace. Chaque couple de points dans l’image va voter pour un ou plusieurs jeux
de paramètres qui caractérisent la ou les formes auxquelles ils appartiennent. Dans l’es-
pace d’accumulation (i.e. l’espace de description des formes), on pourra ainsi identifier
les formes présentes dans l’image comme étant celles qui ont reçu le plus de votes. Un
paramètre critique est le choix de la discrétisation de l’espace de description des formes.
De cette discrétisation dépend les bonnes performances de détection, un échantillonnage
trop fin de cet espace entraînera un coût computationnel important et des prises de déci-
sion concernant les formes détectées difficiles. La variation d’intensité à l’intérieur de notre
objet n’est pas prise en compte par cette méthode.
La reconnaissance de motifs (Pattern matching en anglais) est une seconde approche
qui pourrait être mise en place. Si le motif à détecter, dans notre cas une forme circulaire,
peut être défini à différentes échelles alors l’approche est multi-échelles. Une carte de
similarité/dissimilarité au motif va être calculée en chaque point de l’image par convolution
avec ce motif. La faiblesse de cette méthode est que le calcul de la corrélation peut être
gourmand en ressources (suivant la taille du motif et des données). Une implémentation
multi-échelles et rapide de cette méthode a cependant été développée par Tang [Tang and
Tao (2007)]. Une autre limitation est que le motif doit pouvoir se retrouver à l’identique
dans l’image de recherche. Cette technique est efficace quand on connaît parfaitement le
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motif à rechercher dans l’image et que celui-ci varie peu voire pas du tout dans l’image. Cela
semble compliqué dans le cas de cellules biologiques qui ont une variation non négligeable
en termes de tailles, de formes et d’intensités.
D’autres techniques pour extraire des formes existent, on peut citer par exemple la
transformée dite de Top-Hat. Au lieu de rechercher un motif par convolution, cette mé-
thode va extraire le motif en utilisant des opérations de morphologie mathématique suc-
cessives avec comme élément structurant l’objet à extraire. Une limite se retrouve comme
précédemment sur la connaissance a priori du motif à extraire et la faible variation que
celui-ci doit exprimer l’image.
Dans ces conditions, une famille de méthodes se détache plus que les précédentes pour
l’application à notre problématique, il s’agit de la détection de blobs multi-échelles. Cette
détection nous apparaît bien adaptée de part son caractère intrinsèquement multi-échelles
et la bonne détection de formes circulaires définies par un extremum local au centre de la
forme, ce qui semble en bon accord avec les macrophages à détecter (cf. figure 3.16).
Détection de blobs
Il est nécessaire en premier lieu de définir ce qu’est un blob. Nous le définissons comme
une composante connexe centrée autour d’un extremum local. Maximum ou minimum, on
parlera de blobs clairs ou sombres (bright blobs et dark blobs dans la littérature). Pour
détecter un blob, on cherchera après convolution avec un certain filtre les minima locaux
qui caractérisent les blobs en un point de l’espace.
La détection de blobs se rapproche d’un filtrage d’image classique puisque les blobs
sont extraits par la convolution d’une image avec un noyau particulier. Le laplacien de
gaussienne (LoG) (cf. figure 3.17) est de loin le détecteur le plus utilisé. Il s’agit classi-
quement d’un noyau gaussien (g) à une échelle σ donnée pour lequel on calcule la dérivée
seconde (laplacien) que l’on convolue ensuite avec notre image soit :
g(x, y, σ) = 12piσe
−(x2+y2)/2σ (3.6)
et sa dérivée seconde :
g′′(x, y, σ) = x




Une fois l’image filtrée par le noyau de notre choix, il faut rechercher les minima lo-
caux qui témoignent de la présence de blobs. La position de ces maxima alors identifiée
et l’échelle caractéristique σ détectée, on a toutes les informations pour qualifier les blobs.
Comme on le voit sur la figure 3.18, l’échelle que l’on utilise pour détecter les blobs est
extrêmement importante. Si le noyau utilisé est trop petit par rapport à la taille du phé-
nomène à détecter, on détectera deux petits blobs au niveau des contours. Si au contraire
le noyau est trop grand, on ne détectera pas de blobs. Et si enfin la taille du noyau est
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Figure 3.17 – Laplacien de gaussienne, σ = 6.
adaptée, on sera capable de détecter un minimum local qui caractérise la présence du blob.
Figure 3.18 – Principe de la détection de blob en une dimension.
Un aspect important à évoquer est la normalisation par le paramètre d’échelle. En effet,
il faut savoir que la réponse au filtrage est très dépendante de la relation entre la taille des
structures recherchées et la taille du noyau gaussien. Ainsi plus le paramètre d’échelle sera
élevé, plus la réponse à ce filtre sera faible. Il sera donc difficile voire impossible de détecter
certains minima ; comme l’illustre très bien la figure 3.19. Pour pallier ce problème, il suffit
de multiplier la réponse par le carré du paramètre d’échelle : σ2. L’opérateur de détection
devient alors :
g′′norm(x, y, σ) = σ2




L’avantage de cette méthode de détection est qu’elle est invariante aux perturbations
telles que les translations, les rotations et les changements d’échelles. Invariant aux chan-
gements d’échelles signifie que l’on arrivera à détecter la forme même si celle-ci est plus
petite mais en faisant varier les paramètres d’échelles.
On comprendra vite que la notion d’espaces d’échelles est un point clé de cette méthode.
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Figure 3.19 – Effets de la normalisation du détecteur de blobs, échelle caractéristique en
rouge.
Pour l’instant, seule la méthode en considérant une échelle σ fixe a été présentée. Or l’un
des gros avantages de la détection de blobs est de pouvoir intégrer un aspect multi-échelles
très simplement en faisant varier le paramètre σ. En effet, ce paramètre va modifier la
taille du noyau gaussien ce qui aura pour effet de détecter des blobs de tailles différentes.
La bonne détection des formes circulaires offerte par cet algorithme et sa propriété
multi-échelles nous ont convaincu de l’utiliser pour cette tâche informationnelle de détec-
tion. En effet, la taille des cellules étant liées à la variabilité biologique et au fait de pouvoir
absorber plus ou moins de nanoparticules, il était certain que nous aurions à travailler sur
des échelles différentes. C’est ici pris en compte très simplement en modifiant le noyau
gaussien par son unique paramètre σ qui régule la taille du lobe.
3.3.2 Caractérisation et simulation du bruit
Maintenant que le choix de l’algorithme de détection est arrêté et avant de l’appliquer
sur nos images, nous allons caractériser le bruit présent dans celles-ci et l’impact qu’il a
sur l’algorithme retenu.
L’estimation statistique du bruit est un outil important dans différents champs de
la théorie de l’information allant de la physique à l’imagerie [Réfrégier (2004)]. Il est
souvent admis en imagerie que le bruit qui vient perturber nos images et diminuer notre
capacité de détection (séparer le signal de son environnement) est un bruit additif et
gaussien. Cependant suivant le système utilisé et la particule support de l’information
(photons ou électrons), le bruit peut varier. Il est fréquent de rencontrer dans les systèmes
d’imageries un bruit gaussien dû à une faible illumination ou une température du capteur
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Figure 3.20 – Description du schéma de détection de blobs multi-échelles.
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trop élevée, un bruit poissonien dû à la nature statistique des photons et un bruit poivre et
sel lorsqu’interviennent des erreurs de transmission des données sur des capteurs de type
CCD. Il est courant dans les problématiques de traitements du signal et des images de
considérer la présence de bruit sous la forme d’un bruit additif gaussien blanc. Cependant,
lorsque l’on s’intéresse à une nouvelle imagerie, il est important de caractériser le bruit
présent dans nos images.
Des mesures telles que le contraste et le rapport signal à bruit ont été récemment appli-
quées à l’ICP [Nesterets et al. (2005),Gureyev et al. (2008),Diemoz et al. (2012)a,Diemoz
et al. (2012)b]. Ces études montrent qu’il est possible de comparer de manière quantita-
tive les expressions analytiques qui décrivent le contraste de phase et les expérimentations
basées sur des fantômes calibrés. Le modèle de bruit utilisé dans [Nesterets et al. (2005),Gu-
reyev et al. (2008),Diemoz et al. (2012)a,Diemoz et al. (2012)b] est un bruit poissonien
qui témoigne de la nature statistique des photons. D’autres sources de perturbations, non
introduites dans [Nesterets et al. (2005),Gureyev et al. (2008),Diemoz et al. (2012)a,Die-
moz et al. (2012)b], ont été rapportées en imagerie de contraste de phase. De part la
nature cohérente de la source de rayons X, on observe un bruit de tavelure (Speckle) qui
intervient dans le second ordre statistique du bruit poissonien [Kitchen et al. (2005)]. De
plus, des inhomogénéités de la sensibilité du scintillateur (qui convertit les photons X en
photons visibles) lors de l’acquisition provoquent des "artefacts d’anneaux", visibles lors
de la reconstruction (on citera pour exemple [Carsten (1998),Boin and Haibel (2006),Ti-
tarenko et al. (2010)]). Ces sources de bruits sont à combiner à un bruit éléctronique issu
de la caméra CCD au bout de la ligne d’acquisition. Il est donc tout à fait possible d’ac-
croître le réalisme des modèles de bruits déjà réalisés dans [Nesterets et al. (2005),Gureyev
et al. (2008),Diemoz et al. (2012)a,Diemoz et al. (2012)b]. La prise en considération de
ces phénomènes de bruits est tout à fait courante dans d’autres champs des imageries
cohérentes (voir [Goudail and Réfrégier (2004)]) et est extrêmement importante lorsqu’on
se place dans la perspective d’une tâche informationnelle purement non-linéaire comme
peut l’être une tâche de détection. C’est pourquoi, pour un motif particulier ou une tâche
informationnelle précise, il faut définir un rapport signal à bruit et évaluer systématique-
ment la performance de la dite détection. Plutôt que de quantifier le bruit d’un point de
vue purement signal (mesure d’atténuation du signal en dB, rapport signal à bruit, etc.),
nous abordons la problématique avec un positionnement différent qui consiste à prendre
en compte la tâche informationnelle qui dirige notre démarche et quantifier le bruit par
rapport à cette tâche [Rositi et al. (2013)].
Dans cette section, nous utilisons comme jeu de données un unique volume de taille
{2048 ∗ 2048 ∗ 1000} reconstruit avec la méthode de Paganin [Paganin et al. (2002)] avec un
pixel encodé sur 32 bits. L’analyse statistique se concentre ensuite sur deux zones d’intérêts
prises respectivement dans le fond de l’image (air environnant l’échantillon) et dans le fond
du tube contenant un milieu homogène (solution tampon de phosphate (PBS)), chaque
région d’intérêt (ROI) mesurera 128x128 pixels soit un total de 16384 pixels considérés.
Dans le tableau 3.1, on observe quelques valeurs exemples pour les principales sta-
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Niv. coupe Nb. pixels Moyenne Écart-type Minimum Maximum Skewness Kurtosis
100 20925 0.866 0.005 0.850 0.883 0.228 -0.472
300 20925 0.857 0.004 0.844 0.868 -0.485 -0.479
500 20925 0.835 0.005 0.821 0.849 -0.175 -0.691
700 20925 0.846 0.004 0.832 0.858 -0.271 -0.144
Table 3.1 – Tableau des valeurs statistiques dans une région d’intérêt prise dans le fond
(cf. figure 3.21).
tistiques d’ordres. Les différents moments statistiques µr d’ordre r ∈ [2,+∞[ que nous





, avec µ la moyenne de la variable aléatoire
X (moment d’ordre 1) et σ l’écart-type (équivalent à la variance, moment d’ordre 2).
Le skewness qui est le moment d’ordre 3 témoigne de l’asymétrie de la distribution. Le
kurtosis qui est le moment d’ordre 4 témoigne de l’aplatissement de la distribution de
l’échantillon. Pour donner quelques calibrations, une distribution gaussienne (symétrique)
possède un coefficient d’asymétrie (skewness) de 0 et un coefficient d’aplatissement (kurto-
sis) estimé à 3. Il est à noter que toutes ces statistiques du premier ordre ne nous donnent
aucune information sur la potentielle corrélation spatiale du bruit. Le tableau 3.1 donnent
quelques valeurs précises pour la ROI représentée par un carré jaune dans la figure 3.21
et ce pour une sélection de coupe {100, 300, 500, 700}. Cette région est située dans une
partie de l’image qui ne contient qu’un milieu liquide et homogène sur tout le volume. Les
histogrammes représentés en figure 3.21, montrent une réelle diversité des distributions de
l’intensité des pixels sur les coupes sélectionnées. On trouve des asymétries positives et
négatives (première ligne de la figure 3.21), un schéma bi-modal voire une distribution qui
semble suivre une loi normale pour la dernière vignette en bas à droite de la figure. La
figure 3.22 représente pour une ROI similaire, l’évolution de ces moments statistiques pour
les 700 premières coupes du volume. On observe une évolution non monotone du niveau
d’intensité moyen des pixels, l’écart-type oscille faiblement entre [0.006, 0.02] ce qui repré-
sente environ 4% de la dynamique. On remarque également que le kurtosis est assez éloigné
de la ligne de base 3 (caractéristique de la distribution gaussienne), majoritairement en
deça. Le skewness est quant à lui principalement négatif sur l’ensemble du volume.
Afin d’avoir une vision plus complète, une représentation de l’évolution de ces différents
moments pour le volume tout entier est donnée par la figure 3.23 en utilisant cette fois
une ROI dans la partie noire (représentant l’air environnant) de la figure 3.21. On observe
ainsi des phénomènes intéressants comme une intensité des pixels toujours croissante dans
le fond de l’image. L’écart-type est du même ordre de grandeur que celui de la ROI dans
le fond du tube. Le kurtosis semble également un peu en deça de la ligne de base 3 et le
skewness est lui plutôt positif de manière générale.
Enfin pour terminer, présentés dans le contexte biomédical (cf. section1.2), les mêmes
mesures ont été réalisées sur les huit échantillons biologiques à notre disposition. La
moyenne et l’écart-type (figure 3.24) montrent que les huit jeux de données évoluent tous
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Figure 3.21 – Visualisation de coupes de données synchrotron et les histogrammes associés
aux régions d’intérêt.
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Figure 3.22 – Moments statistiques pour une région d’intérêt prise dans le fond du tube
(cf. rectangle jaune sur la figure 3.21). De gauche à droite et de haut en bas respectivement :
la moyenne de l’intensité, l’écart-type, le kurtosis et le skewness.
dans la même gamme. On observe bien un comportement similaire entre les huit volumes
reconstruits en ce qui concerne la moyenne et l’écart-type. Sur chacun de ces différents jeux
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Figure 3.23 – Moments statistiques pour une région d’intérêt prise dans le fond de l’image
(partie noire, cf. figure 3.21). De gauche à droite et de haut en bas respectivement : la
moyenne de l’intensité, l’écart-type, le kurtosis et le skewness.
de données, deux tests statistiques ont été réalisés pour déterminer si nous avions à faire
à des distributions gaussiennes. Nous choisissons les tests de Lilliefors [Lilliefors (1967)]
et de Jarque-Bera [Jarque and Bera (1987)] qui tous les deux testent l’hypothèse nulle
H0 selon laquelle la distribution des données est gaussienne. Les deux tests ont révélés
des différences significatives par rapport à la distribution gaussienne sur les 1000 coupes
mesurées avec des p-values inférieures à 10−3. Pour que les tests soient non-significatifs et
valident l’hypothèse nulle, il aurait fallu avoir des p-values supérieures à 0.05. Ce seuil α0.05
représente le risque de première espèce, c’est à dire la probabilité de rejet de H0 quand
celle-ci s’avère vraie. Nous pouvons donc en conclure que ces données ne suivent pas une
distribution gaussienne, cela s’observe également de part la mesure du kurtosis inférieure
à la valeur 3 et le skewness qui se trouve non nul et témoigne donc d’une asymétrie de
distribution.
La distribution statistique du bruit dans nos données ne nous permet pas de proposer
facilement un modèle statistique. Pour plus de lisibilité dans la suite de cette partie, le
référencement de chaque zone de l’échantillon sera associé à un symbole (cf. figure 3.25).
La figure 3.24 montre les statistiques retenues pour N1. La valeur moyenne de l’intensité
des pixels montre une évolution non-monotone au travers des coupes mais reproductible
d’un échantillon à l’autre. L’écart-type standard est compris entre 1 et 8.
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Figure 3.24 – Moyenne et écart-type pour une ROI dans le fond du tube de huit échan-
tillons différents.
À partir de ces observations, nous sommes en mesure de proposer un modèle statistique
empirique pour simuler des images bruitées de contraste de phase synchrotron S1(x, y)
S1(x, y) = B(x, y)×MB + σN1 ×N1(x, y), (3.9)
avec (x, y) les coordonnées spatiales.
Dans l’équation 3.9, B(x, y) sont des blobs binaires simulées.MB est la valeur moyenne
enregistrée par observation de nos données réelles pour les nanoparticules d’oxyde de fer
identifiées. Nous considérons un bruit additif et nous proposons de simuler le bruit de
fond N1 en sélectionnant de façon aléatoire des imagettes appartenant aux 8 échantillons
dont nous disposons. Cependant, le bruit de fond N1 ne tient pas compte des variations
biologiques des différents échantillons surtout dans la zone lésionnelle qui est une zone très
hétérogène. Pour pallier ce problème, nous utilisons un autre ensemble d’imagettes qui
contiendront le bruit lié à la lésion N2 (cf. figure 3.25). Ces portions d’images contiennent
une grande diversité de distributions avec une valeur moyenne d’intensité MN2 et un
écart-type σN2 . Le même modèle de bruit est donc implémenté pour le bruit lésionnel avec
l’hypothèse d’un bruit additif s’ajoutant aux blobs suivant l’équation 3.9. Le bruit issu de
la lésion N2 montre une corrélation spatiale non négligeable, vraisemblablement due aux
microstuctures biologiques alors que le bruit de fond N1 apparaît comme un bruit blanc
non-corrélé spatialement. La comparaison des performances de notre schéma de détection
avec les bruits N1 et N2 nous sera très utile pour quantifier l’impact des statistiques du
second ordre induit par les structures biologiques. Pour comparer à un processus statistique
de référence, nous considérons également un couplage additif, comme décrit en équation 3.9
un bruit blanc gaussien centré sur la valeur du bruit lésionnel MN2 et avec un écart-type
égal à σN2 .
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Figure 3.25 – Régions définies comme étant du bruit ou du signal : le bruit de fond N1
est extrait d’une région exempte de cerveau. Le bruit N2 présent dans la lésion ischémique
est sélectionné dans des zones sans nanoparticules. Enfin, les régions de signal B sont des
masques binaires où les structures considérées comme des nanoparticules sont mises à 1 et
le reste à 0.
3.3.3 Influence du bruit sur la détection de nanoparticules
Nous proposons de simuler les nanoparticules à détecter en se basant sur des masques
binaires employés selon l’équation 3.9. Ces masques sont constitués par un fond noir et
des disques blancs positionnés de manière aléatoire aux coordonnées (xori, yori) sur l’image
B, avec un rayon rori tiré aléatoirement dans la gamme étudiée [16, 48] µms, soit l’échelle
attendue pour les cibles à détecter. L’impact du bruit sur les performances de la détection
est évalué en termes de précision et de probabilités de détection. La précision quant au
positionnement du centre estimé (x˜c, y˜c) et au rayon estimé r˜c est également mesurée
de même que les probabilités de bonne détection ou de fausse alarme. La précision de
détection est calculée en utilisant l’erreur moyenne définie comme suit :




(xori − x˜c)2 + (yori − y˜c)2
〉
, (3.11)
avec 〈·〉 la valeur moyenne. Pour les probabilités de bonnes et de fausses alarmes, nous
appellons H0 l’hypothèse nulle selon laquelle il n’y a pas de blob à détecter au pixel
considéré et H1 l’hypothèse selon laquelle il y a un blob à détecter. Nous définissions D0,
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Figure 3.26 – Exemple de données simulées S2(x, y), avec respectivement de gauche à
droite et de haut en bas σN2 = {1, 6, 9, 12}.
la décision de l’absence de blob et D1 celle de la présence de blob. La probabilité de bonne
détection est définie par P (D1 | H1) et la probabilité de fausse alarme est définie par
P (D1 | H0). Nous estimons ces probabilités sur plus de 10.000 essais.
Résultats et discussion
Maintenant que nous avons introduits tous les outils de simulation, de détection et
de mesure des performances, nous allons présenter les résultats obtenus en figure 3.27.
Nous avons donc trois jeux de données basés sur différents modèles de bruits N{1,2,3}
(cf. figure 3.25). Les différentes performances mesurées Erradius, Ercenter, P(D1 | H1)
et P(D1 | H0) se dégradent avec le régime de bruit σNi qui augmente. Dans le régime
de bruit observé σ ∈ [1, 8], la détection est meilleure avec le bruit blanc gaussien N3
qu’avec le bruit de fond N1. Ce résultat nous renforce dans l’idée que le bruit présent dans
les images ICP n’est pas un bruit gaussien. De plus, dans la figure 3.27 on voit que la
détection est meilleure avec le bruit de fond N1 que le bruit issu de la lésion N2 pour tous
les régimes de bruit avec σ > 2. Pour les régimes de bruit plus faibles, l’effet du bruit de
fond N1 dû à l’ensemble des éléments de la chaine d’acquisition possède le même impact
que le bruit de la lésion N2 qui inclut les fluctuations dues aux microstructures biologiques.
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Figure 3.27 – Performance de la détection sur les données simulées en fonction de l’am-
plitude du bruit. Le trait plein correspond au bruit N2, le trait pointillé correspond au
bruit de fond N1 et la ligne de points correspond au bruit blanc gaussien N3.
Cependant pour un régime de bruit plus important, σ > 2, les microstructures de la lésion
qui peuvent apparaitre dans la gamme d’échelles spatiales correspondant aux structures à
détecter [16, 48µms], vont opérer un biais sur la bonne détection des blobs et/ou produire
de fausses alarmes. La distance qui sépare les courbes des bruits N1 et N2 sur la figure 3.27
quantifie cet effet.
La caractérisation du bruit dans nos données et son impact sur notre tâche informa-
tionnelle était une étape indispensable à notre travail. En effet, on essaie de montrer que
la reconstruction doit être guidée par la tâche informationnelle pour que cette dernière
soit réalisée plus aisément, il faut donc caractériser, mesurer et tenir compte de l’impact
que le bruit ou les perturbations des contrastes locaux peuvent avoir sur cette tâche de
détection. À partir de ces mesures, on peut voir que le comportement de la détection
varie en fonction de l’intensité du bruit et ce pour chacun des trois modèles considérés.
D’après les observations, nos données expérimentales évoluent avec un écart-type σ ≈ 4.
Pour cette valeur, on observe nettement une différence entre les modèles comme l’atteste
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la figure 3.27. Cela nous permet de confirmer que nos données ne s’accordent pas avec
un modèle statistique gaussien. De plus, il y a un réel effet des structures présentes qui
vont perturber notre détection, c’est la différence entre N1 et N2. L’idée de cette démarche
est de tenir compte de ces statistiques de détection quand on interprétera les résultats de
détection dans la suite de cette thèse.
3.3.4 Influence de l’étape de reconstruction sur la détection
Avec l’imagerie par contraste de phase que nous utilisons, le rapport signal à bruit
qui influe sur notre tâche de détection n’est pas seulement influencé par le bruit lié à la
chaine d’acquisition et aux différentes étapes dans la formation de l’image de projection
mais également par la reconstruction des données (cf. figure 3.4), c’est à dire par le passage
des projections de l’échantillon aux images coupe à coupe. Une possibilité d’un point de
vue utilisateur pour intervenir sur l’étape de reconstruction est de fixer la valeur que l’on
souhaite utiliser pour le paramètre δβ . Nous montrons maintenant comment le fait de faire
varier ce paramètre influence également la gamme du bruit dans nos images et l’impact
que cela a sur une détection de régions d’intérêts (e.g. lésion ischémique, nanoparticules).
Variation du bruit en fonction de la reconstruction
Pour représenter ces fluctuations du bruit, comme dans la section 3.3.2, les figures 3.28
et 3.29 donnent à observer les différents moments statistiques qui permettent d’évaluer le
bruit dans nos images. Chaque courbe représente la valeur du moment statistique considéré
en fonction du niveau de coupe et d’une valeur de δβ ∈ [50, 1000]. On remarque que les
évolutions de ces mesures statistiques suivent les mêmes allures le long du volume mais ne
sont pas dans les mêmes gammes de valeur. Cela se traduit par des faisceaux de courbes qui
ont la même allure avec des niveaux de base différents (e.g. l’écart-type qui a un niveau de
base faible pour la majorité des volumes et autour de 0.04 pour un volume en particulier).
Détection de régions et de nanoparticules
L’étape de reconstruction influe sur le régime du bruit présent dans nos données, c’est ce
que nous venons de montrer. Cette gamme de bruit étant du même ordre de grandeur que
celle observée dans la section 3.3.2, nous pouvons en déduire l’impact que le bruit aura sur
la tâche informationnelle. Pour valider cette hypothèse, nous introduisons ici deux outils
pour attester du bruit sur les contrastes dans différentes régions de nos images. Deux
situations sont testées avec chacun des outils. La première est celle dans laquelle nous
souhaitons discriminer les nanoparticules présentes dans la lésion des tissus lésionnels
environnants. La seconde situation est de discriminer les tissus de la lésion des tissus sains
qui l’entourent. Pour chacun de ces outils, des échantillons de chacune des sous-régions
considérées sont extraits manuellement.
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Figure 3.28 – Moments statistiques pour une région d’intérêt prise dans le fond de l’image
(partie noire, cf. figure 3.21). De gauche à droite et de haut en bas respectivement : la
moyenne de l’intensité, l’écart-type, le kurtosis et le skewness. Chaque courbe représente
une valeur de δβ ∈ [50, 1000].
Rapport de Fisher
Le premier outil considéré est le rapport de Fisher (RF) :




avec µ la moyenne et σ l’écart type des zones qui nous intéressent. Plus ce rapport aura une
valeur élevée, plus il sera aisé de discriminer les deux régions considérées, notées bruit et
signal dans l’équation 3.12. Le rapport de Fisher est une bonne mesure de la détectabilité
d’une région A par rapport à une région B. Il constitue également une bonne mesure locale
du contraste signal à bruit. La figure 3.30 présente le rapport de Fisher pour les deux sous-
régions déjà stipulées. On observe sur cette figure, que pour discriminer au mieux les deux
sous-régions (nanoparticules/tissus lésionnels), il vaut mieux adopter un rapport δβ faible,
entre 50 et 400, avec un maximum pour δβ = 321, qui est la valeur de référence historique.
Si l’on s’intéresse à une autre situation pour laquelle on souhaite identifier au mieux la
lésion par rapport au reste du cerveau sain, alors on voit sur la courbe pointillé de la
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Figure 3.29 – Moments statistiques pour une région d’intérêt prise dans le fond du tube
(cf. rectangle jaune figure 3.21). De gauche à droite et de haut en bas respectivement : la
moyenne de l’intensité, l’écart-type, le kurtosis et le skewness. Chaque courbe représente
une valeur de δβ ∈ [50, 1000].
figure 3.30 qu’il vaut mieux utiliser un rapport δβ > 1000. La reconstruction a donc un fort
impact sur les contrastes locaux comme on pouvait l’observer sur la figure 3.4.
ROC Curves
Le second outil que nous introduisons est la courbe sensibilité/spécificité ou en anglais
Receiver Operating Characteristic, ROC curves. On représente avec cette courbe la pro-
babilité de bonne détection pour un détecteur choisi (e.g. seuillage, détection de blob),
P (D1 | H1) en fonction de la probabilité de fausse alarme P (D1 | H0). L’idée de cet outil
est de faire varier le seuil de notre détecteur du plus restrictif au moins restrictif. Dans
notre cas, on construit la courbe de probabilité en utilisant un seuillage des intensités de
l’image, les valeurs du seuil s que nous feront varier, prendront successivement toutes les
valeurs possibles dans l’image. Pour le niveau de coupe considéré dans le volume, nous dis-
posons d’un masque binaire des nanoparticulesMN (x, y) et d’un autre masque de la lésion
ischémiqueML(x, y). Tous les deux provenant d’une segmentation manuelle. A chaque fois
que nous allons incrémenter le seuil, nous pourrons dire combien de pixels sont considérés
comme appartenant à la lésion et/ou comme étant des nanoparticules. On pourra donc
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Figure 3.30 – Rapport de Fisher représenté en fonction du coefficient δβ . Un total de
18 sous-régions ont été testées, une pour chaque δβ , soit un total de 1080 pixels de signal
(nanoparticules) et 272700 pixels pour les régions environnantes. La ligne pleine représente
le RF des nanoparticules par rapport à la lésion et la ligne en pointillés représente le RF
des tissus de la lésion par rapport aux tissus sains environnants.
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calculer les différentes statistiques qui permettent d’obtenir la spécificité Sps et sensibilité
Ses de notre système avec le seuil s appliqué :
Sps =
V P




(FP + V N) , (3.14)
avec les décisions des vrais positifs (VP), faux négatifs (FN), faux positifs (FP) et vrai
négatifs (VN) définies dans le tableau 3.2.
Détecteur positif Détecteur négatif
Pixel appartenant à la région Vrai positif = P (D1 | H1) Faux négatifs = P (D0 | H1)
Pixel n’appartenant pas à la région Faux positif = P (D1 | H0) Vrai négatifs = P (D0 | H0)
Table 3.2 – Définition des statistiques en fonction du résultat du détecteur suivant le
seuil s.
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Figure 3.31 – Courbes de sensibilité/spécificité, représentant la probabilité de bonne
détection P (D1 | H1) en fonction de la probabilité de fausse alarme P (D1 | H0). Chaque
courbe représente un δβ différent. Pour le graphique de gauche, la région considérée H1
est segmentée manuellement pour extraire les nanoparticules d’une coupe du volume bien
spécifique. Le reste de l’image correspond à H0. Pour le graphique de droite, la région
qui représente l’hypothèse H1 est la lésion ischémique dans sa globalité et le reste de
l’image correspond à H0. On note dans cette situation que pour δβ ≥ 321, les courbes se
superposent.
L’interprétation d’une courbe ROC est assez simple, nous voulons que notre détecteur
maximise le taux de vrais positifs (coin supérieur gauche) et minimise le taux de faux
positifs. L’allure de la courbe idéale est donc une courbe en angle droit comme on le voit
sur le second graphique de la figure 3.31. Le premier graphique de cette figure représente
la capacité suivant le paramètre δβ utilisé à différencier avec plus ou moins d’erreur les
nanoparticules de leurs environnements. On voit qu’il est préférable d’utiliser un δβ faible
pour bien détecter les nanoparticules, plus ce paramètre va augmenter, plus on voit à l’aide
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des courbes ROC que les performances de détection vont diminuer avec un taux de faux
positifs qui augmente. Ainsi la meilleure courbe est celle obtenue pour δβ = 50, dont l’écart
avec la courbe δβ = 321 (recommandé si on veut conserver une valeur métrologique de la
phase) est significatif. Si on s’intéresse à détecter la lésion ischémique (graphique de droite
de la figure 3.31), alors on voit que le résultat est inverse, il faut utiliser un δβ élevé pour
détecter au mieux la lésion. On remarque que pour un δβ ≥ 321, les courbes se superposent
ce qui peut s’expliquer en regardant le rapport de Fisher (figure 3.30) qui est croissant
pour des valeurs grandes. Ces courbes nous permettent de mesurer quantitativement le
gain obtenu pour la détection dans une approche centrée sur la tâche informationnelle
pour choisir le paramètre δβ . Comme nous l’avons dit précédent, la tâche informationnelle
finale est primordiale et va guider le choix de la reconstruction. C’est pourquoi nous avons
illustré les deux études avec différentes zones d’intérêts que sont les nanoparticules, la
lésion ischémique et les tissus sains entourant ces zones.
À partir de ces observations, plusieurs scénarios de reconstruction guidée par la tâche
informationnelle peuvent être envisagés. Si la segmentation de plusieurs régions et struc-
tures est étudiée, il peut être intéressant de procéder à plusieurs reconstructions, chacune
étant optimisée pour la dite région. Dans notre exemple, justifier par les études du rapport
de Fisher et des courbes ROC, il faudrait faire une première reconstruction avec un δβ élevé
(1250) pour segmenter la lésion ischémique de nos données. Une seconde reconstruction
avec cette fois un δβ faible (50) nous permettrait d’extraire les nanoparticules de la lésion
ischémique. Ce scénario est similaire à celui exposé dans [Beltran et al. (2010)] en terme
de rapport signal à bruit appliqué à des fantômes multi-matériaux. Cette étude [Beltran
et al. (2010)], propose un algorithme d’extraction de la phase afin de reconstruire une carte
de la distribution du décrément de l’indice de réfraction pour des matériaux homogènes
inclus dans un second matériau qui diffère par sa composition physico-chimique. Cette
algorithme qui comme celui proposé par [Paganin et al. (2002)] fonctionne avec plusieurs
projections à une seule distance objet-capteur. Cet algorithme de manière séparée et sélec-
tive reconstruit paire à paire les interfaces de deux matériaux homogènes présentes dans
le fantôme. Notre cas diffère grandement puisque nous ne travaillons pas avec des tissus
homogènes mais avec des tissus biologiques dont les frontières ne sont pas forcément nette-
ment marquées et qui sont fortement hétérogènes. Nous n’avons donc aucune information
a priori sur la valeur du δβ à utiliser, de même que nous ne pouvons pas en déterminer
une unique pour les différentes composantes que sont les nanoparticules, la lésion ou le
fond de l’image. Cette approche constitue une extension de l’idée introduite par [Beltran
et al. (2010)] selon laquelle lorsque nous travaillons avec des échantillons aux matériaux
hétérogènes, il faut procéder à des reconstructions séparées pour chacune des structures se
délimitant par une interface. Bien sûr, pour des raisons computationnelles on peut vouloir
optimiser les données de sortie et donc procéder à une unique reconstruction. Dans ce cas,
la figure 3.30 montre qu’un compromis est envisageable et que pour deux tâches informa-
tionnelles différentes on peut utiliser δβ = 600. Les deux courbes se croisent pour ce critère
ce qui permet de maximiser les performances de détections de deux régions distinctes.
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Encore une fois, la valeur retenue (600) est différente de la valeur recommandée (321)
pour un usage métrologique (mesure exacte d’une quantité ; ici le décrément de l’indice de
réfraction).
Ainsi avec deux outils et deux approches différentes, on retrouve les mêmes résultats
pour des régions considérées distinctes. Nous pouvons retenir que l’étape de reconstruction
peut être améliorée dans sa finalité en prenant en compte des critères informationnels. On
obtiendra des réglages de la reconstruction des données qui seront mieux adaptés pour
l’information à extraire in fine. De plus, l’utilisation de tels outils permet de déterminer
un critère quantitatif pour le choix du paramètre δβ , ce qui est un réel bénéfice par rapport
à une sélection basée uniquement sur une inspection visuelle du résultat.
3.4 Tractographie des fibres neuronales en 3D
Nous venons d’introduire et de proposer des stratégies pour sélectionner le paramètre
de reconstruction δβ en se basant sur une analyse 2D des images. Nous analysons sur le
même mode une nouvelle tâche informationnelle liée à des structures 3D comme les fibres
neuronales visibles sur la figure 3.32.
Figure 3.32 – Projection de l’intensité maximale sur plusieurs coupes issues d’une acqui-
sition ICP. Au centre du cerveau, en hypersignal, des fibres neuronales dites de myéline.
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3.4.1 Algorithme de tractographie
Pour illustrer cette approche 3D, nous nous intéressons aux fibres de myéline. Elles ont
l’avantage de présenter une forte continuité en profondeur ce qui illustrera bien les bénéfices
de cette approche. Ces fibres neuronales peuvent être considérées comme des structures
tubulaires, c’est à dire circulaires dans le plan et longitudinale dans la profondeur du
volume. L’idée est donc de sélectionner un δβ qui respectera au plus la structure des fibres
qui sont continues comme le montre [Paxinos and Franklin (2001)] dans tout l’échantillon.
Nous allons donc chercher à retrouver dans nos images ce caractère continu des fibres. Un
moyen de qualifier ce caractère continu est de détecter et de suivre ces fibres, il s’agit de
réaliser une tractographie des fibres, tractographie à partir de laquelle on pourra extraire
des mesures sur la qualité des fibres. Pour cette tâche informationnelle de détection et
de suivi des fibres, on sélectionnera le δβ qui donne les meilleures fibres au sens de leur
contraste local et de leur évolution en 3D. Pour ce faire, on utilise les travaux récents
de [Frangi et al. (1998),Cetin et al. (2013)], qui font ressortir les structures tubulaires et
en font une tractographie. La matrice hessienne H est calculée en chaque voxel (i, j, k)
après convolution avec un noyau gaussien G d’écart-type N = (σ/Spix) correspondant à






















À partir de la matrice H on peut calculer ses valeurs propres λ1,2,3 associées aux
vecteurs propres qui nous permettront de calculer l’indice de fraction d’anisotropie FA :





(λ1 − λ2)2 + (λ1 − λ3)2 + (λ2 − λ3)2√
λ21 + λ22 + λ23
. (3.16)
La fraction d’anisotropie est une extension des sections coniques donnée par un scalaire
normalisé sur la mesure unité (0–1) qui décrit l’anisotropie en 3D. Une valeur proche
de 0 indique une isotropie dans chaque direction, c’est à dire lorsqu’on a des structures
constantes dans toutes les directions (e.g. sphère). Une fraction d’anisotropie de 1 équivaut
à une hessienne orientée selon un axe principal, ce qui correspond au cas qui nous intéresse
(i.e. une structure tubulaire). Comme le montre le tableau 3.3 issu de [Frangi et al. (1998)],
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2D 3D Orientation de la structure
λ1 λ2 λ1 λ2 λ3
B B B B B Pas de direction privilégiée
F F E- Structure plaque/disque (brillante)
F F E+ Structure plaque/disque (sombre)
F E- F E- E- Structure tubulaire (brillante)
F E+ F E+ E+ Structure tubulaire (sombre)
E- E- E- E- E- Structure blob (brillante)
E+ E+ E+ E+ E+ Structure blob (sombre)
Table 3.3 – Orientation possible en 2D et 3D, suivant la valeur des valeurs-propres λk
(E=élevée, F=faible, B=bruitée, +/- indique le signe de la valeur propre). Les valeurs
propres sont rangées par ordre croissant |λ1| ≤ |λ2| ≤ |λ3|.
suivant les valeurs propres on va pouvoir détecter grâce au calcul de la hessienne différents
types de structures dans le volume 3D ou l’image 2D. La tractographie se base sur l’espace
vectoriel décrit par les vecteurs propres de la hessienne pour détecter la structure d’intérêt
à suivre. Elle suit l’axe principal du vecteur propre qui possède la plus grande valeur propre
associée. La tractographie est initialisée en chaque pixel du volume et on considère qu’il
y a une fibre tant que la fraction d’anisotropie est grande et qu’une structure tubulaire
au sens des valeurs propres λk peut être décrite. Deux pixels sont reliés par une fibre si
leurs fractions d’anisotropie est supérieure à un seuil arbitraire couramment admis par la
littérature de 0.1 [Basser et al. (2000)].
3.4.2 Résultats de la tractographie
Nous avons appliqué cet algorithme de tractographie sur un faisceau de fibres similaires
à celui présent dans le zoom 2 de la figure 3.4. À partir de cette tractographie (figure 3.33),
on peut s’intéresser à différents critères de qualité [Gouttard et al. (2012)], nous en repré-
sentons deux sur la figure 3.34, le nombre de fibres interrompues par une anisotropie trop
faible et la longueur moyenne des fibres conservées. Les résultats concernant ces mesures
sont présentés en figure 3.34 et on observe une évolution non monotone des deux critères
de qualité que nous avons choisis. Les deux critères donnent un δβ optimal de 600 ce qui
est intéressant pour nous puisque ce résultat correspond à celui trouvé avec la mesure
de netteté 2D (cf. section 3.2.2). On voit bien avec les tractographies de la figure 3.33
qu’un faible δβ entraîne de nombreuses fibres tandis qu’avec des
δ
β plus élevés et une image
comme on l’a dit qui perd en hautes fréquences on ne conserve plus que les faisceaux de
fibres les plus importants (en nombre). Les δβ faibles favorisent les petites fibres bruitées
dans diverses directions tandis que les valeurs plus élevées de δβ vont privilégier les fibres
orientées dans une même direction et regroupées spatialement quitte à en perdre certaines
à cause de l’aspect flou des images (cf. figure 3.4). On remarque que l’évolution des cri-
tères de qualité en fonction du δβ semble peu influencée par la variation du seuil fixé pour
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la fraction d’anisotropie [0.08 ;0.10 ;0.12], on conservera à travers les différents seuils un
paramètre δβ optimal de 600.
Figure 3.33 – Trois représentations de la tractographie de fibres appliquées au même
volume de 80 × 80 × 80µm3 pour différents rapport δβ = {50, 600, 1250} respectivement
de gauche à droite. Volume d’intérêt correspondant à une zone similaire au zoom 2 de la
figure 3.4.


















Figure 3.34 – Mesures qualitatives de la tractographie des fibres en fonction de la fraction
d’anisotropie de l’équation 3.16 de du rapport δβ . À gauche, le nombre de fibres interrom-
pues par une fraction d’anisotropie en dessous du seuil. À droite, la longueur moyenne en
micromètres des fibres dans la région d’intérêt.
3.4.3 Comparaison de la tractographie ICP avec la tractographie par
IRM de diffusion
Forts de l’observation qui est faite des fibres neuronales en imagerie par contraste de
phase, nous nous sommes intéressés à la comparaison de cette tractographie avec une
autre modalité : l’IRM de diffusion qui est actuellement la technologie la plus utilisée
pour visualiser les fibres cérébrales [Basser and Jones (2002),Le Bihan (2003)]. En plus du
gain considérable en terme de résolution spatiale qu’apporte l’ICP (8 × 8 × 8µm3 contre
100× 100× 1000µm3), cette imagerie pourrait également aider à la validation de la trac-
tographie en IRM de diffusion. Une des limites de la tractographie est sa validation en 3D
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par des techniques non destructives. Des travaux pour valider les résultats de tractogra-
phies en IRM ont été réalisés en comparant ces résultats à des mesures d’orientations des
fibres en histologies classiques chez l’humain [Simonyan et al. (2008)] et dans des modèles
expérimentaux [Kim et al. (2007), Leergaard et al. (2010),Gao et al. (2013)]. Ces valida-
tions sont basées sur des technologies d’imageries en 2D, l’histologie classique pour [Kim
et al. (2007),Gao et al. (2013)] et la microscopie électronique à transmission pour [Simo-
nyan et al. (2008)]. Le recalage entre les images IRM et les images d’histologies (pouvant
souffrir de dégâts liés à la découpe de l’échantillon) est difficile. C’est sur ce point qu’une
technologie appartenant aux histologies virtuelles peut apporter un réel bénéfice, telle que
l’ICP. Nous venons de montrer dans la section précédente qu’une tractographie des fibres
est possible en ICP, l’objectif de cette section est d’apporter une validation par rapport à
ce que l’on observe en IRM de diffusion.
Approche tractographique
L’approche pour réaliser la tractographie est ici similaire à celle présentée en sec-
tion 3.4.1 inspirée par [Frangi et al. (1998)]. Nous calculons à partir d’une matrice Hes-
sienne H ses valeurs propres λk afin de définir une mesure v(x) d’appartenance à une fibre
pour chaque pixel x telle que :
v(x) =


















avec a,b et c les paramètres de contrôle de la sensibilité du filtre aux mesures Ra, Rb et S.
Ces mesures étant définies par Ra = |λ2|/|λ3|, qui distingue les structures plates (pièce) des
structures longilignes et Rb = |λ1|/
√|λ2λ3| pour distinguer les structures de type blobs.
Ces mesures sont invariantes aux changements d’intensités et permettent d’extraire la
topologie de l’objet. Le choix de a et b définira l’objet étudié. Pour les structures tubulaires
que nous étudions, a = b = 0.5. La norme matricielle de Frobenius S est appliquée àH telle
que S =
√
λ21 + λ22 + λ23 pour discriminer les pixels bruités de l’image. Enfin c contrôle la
sensibilité de la mesure v(x) au bruit de l’image, il est fortement dépendant des propriétés
de l’image (taille du voxel, intensité du bruit). On trouve c expérimentalement en mesurant
S dans le fond de nos images, ici S = c = 500.
Ajustement aux données
Pour obtenir des résultats comparables entre les deux imageries, nous sommes obligés
de sous-échantillonner les données ICP. Si nous utilisons les données natives à la réso-
lution 8µm, le nombre de fibres trouvées et suivies est de plusieurs ordres de grandeur
supérieur à celui trouvé en IRM. Des stratégies de moyennage pourraient être mises en
place, nous préférons directement travailler à des résolutions spatiales similaires. Le sous-
échantillonnage s’effectue sur le résultat de la matrice hessienne pleine résolution, il est
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d’un facteur 19 dans le plan et 125 dans la profondeur. Nous montrons les résultats des
deux tractographies sur les données IRM et ICP sous-échantillonnées en figure 3.35.
Résultats
À partir d’une première inspection visuelle de la figure 3.35, un bon accord entre les
deux tractographies est observé. Malgré un aspect plus bruité en IRM, trois groupes de
fibres se distinguent, un premier horizontal en vert correspond au corps calleux en haut
et potentiellement la commissure antérieure en bas (flèches vertes). Un second groupe en
rouge au centre du cerveau est vertical et relie les deux faisceaux verts (flèches rouges).
Enfin un troisième groupe visible que sur l’imagerie ICP est séparé en deux faisceaux ver-
ticaux (flèche orange). Ces observations sont confirmées par une mesure quantitative sur
les faisceaux de fibres présentée en figure 3.36. Les histogrammes présentent les mêmes
distibutions de la longueur des fibres détectées et suivies pour les deux modalités d’ima-
gerie. Cette observation se vérifie particulièrement pour les fibres très longues tandis que
l’imagerie IRM de diffusion donne beaucoup plus de petites fibres. Cette imagerie présente
des données plus bruitées que les données sous-échantillonnées issues de l’ICP. Ces petites
fibres peuvent s’expliquer par un rapport signal à bruit plus faible en IRM et une sensi-
bilité accrue au bruit. Un test statistiques de Kolmogorov a été employé et conclut à une
identité des distributions des résultats de tractographie des deux modalités d’imageries
avec une p-value=0.7652.
Une tractographie pleine résolution des données ICP, centrée sur une région d’intérêt,
est présentée en figure 3.37. Elle permet de discerner des fibres dans une gamme d’échelles
comprises entre 8 et 30 µm ce qui est impossible avec les techniques actuelles d’IRM de
diffusion. La barre d’échelle de la figure 3.37 représente la résolution spatiale dans le plan
de l’IRM de diffusion (i.e. 150µm). Plus de 300 fibres peuvent être extraites d’un volume
dont la taille est égale à la taille d’un pixel en IRM de diffusion.
Les observations visuelles et quantitatives qui ont été faites, témoignent d’un bon ac-
cord entre les tractographies issues des images IRM et ICP. D’autres métriques pourraient
être utilisées pour valider ces résultats de même que la mise en place de différentes ap-
plications médicales pour en attester (e.g. perturbation de l’architecture des fibres par
différentes pathologies tel que l’AVC). Cependant, cela requiert d’avoir pour le même
échantillon une acquisition IRM et une acquisition ICP ce qui n’est pas aisé dans certaines
conditions expérimentales. À notre connaissance, cette étude est la première à comparer les
résultats d’une tractographie IRM avec celle issue d’une histologie virtuelle non destruc-
tive pour l’échantillon. Ces résultats ouvrent de nouvelles perspectives pour la validation
de méthodes de traitements telles que la tractographie super résolution où les fibres détec-
tées en ICP pourraient être employées comme référence. La structure 3D extraite de ces
données ICP peut être utilisée comme une entrée dans des simulateurs de données d’IRM
de diffusion, ce qui produirait des données simulées réalistes et servirait de vérité terrain.
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Figure 3.35 – Tractographie d’un cerveau de souris. (A) est une tractographie sur des
données IRM de diffusion et (B) sur des données ICP sous-échantillonnées. Les couleurs
représentent l’orientation des fibres, en vert horizontale, en rouge verticale et en orange
dans la profondeur.
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Figure 3.36 – Histogrammes superposés de la distribution de la longueur des fibres de
myéline en pixels. En rouge, l’histogramme correspondant à la tractographie IRM de dif-
fusion, en bleu, celui correspondant aux données d’imagerie par contraste de phase.
3.4.4 Conclusion et discussion
De même que pour la section 3.2 dans laquelle nous introduisions des outils de vision
par ordinateur pour sélectionner un paramètre optimal de reconstruction en se basant sur
une analyse 2D, nous avons montré dans cette partie que la méthodologie pouvait être si-
milaire en utilisant une dimension supplémentaire. Nous avons introduit dans cette partie
un outil pour renforcer les structures d’intérêt (i.e. fibres de myéline) et pouvoir suivre
leur évolution dans la profondeur du volume. À partir de ce suivi, nous avons utilisé dif-
férentes mesures quantitatives pour justifier le choix du paramètre de reconstruction et se
soustraire au choix subjectif d’un expert. Cette approche nous a encore une fois renforcé
dans l’idée que la reconstruction doit s’envisager en fonction de la tâche informationnelle
finale de l’utilisateur. En effet, les valeurs du rapport δβ à utiliser divergent suivant qu’on
se place dans un contexte de mesure du décalage en phase ou d’extraction d’informations,
321 contre 600 dans le cas du suivi de fibres en 3D. L’approche 3D est pour nous impor-
tante car elle permet d’utiliser une information qui est naturellement présente dans nos
images à savoir la continuité spatiale des structures qui est un a priori pour nous. C’est
en utilisant cette information supplémentaire que l’on espère être plus robuste dans le
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choix du paramètre de reconstruction. Un autre exemple applicatif pourrait être le suivi
et la détection des vaisseaux sanguins qui se caractérisent comme les fibres par une forte
continuité spatiale.
L’analyse 3D que nous avons faite de ces données nous a permis d’explorer une nou-
velle voie qui est la validation de données issues d’une modalité d’imagerie différente. La
mise en place de ces outils d’analyse 3D ouvrent des perspectives intéressantes quant aux
applications possibles de ces données d’imagerie de contraste de phase.
Tout au long de ce chapitre, nous avons essayé de montrer par différentes approches,
qu’appliquées à une imagerie innovante, des outils de vision par ordinateur aident à établir
des mesures quantitatives quant au choix d’un paramètre de reconstruction. Pour cela,
nous nous sommes appuyés sur des mesures de similarité par rapport à une référence, des
mesures de qualité vis à vis des structures présentes dans l’image (e.g. netteté) ou encore
sur l’information que nous apporte la 3D à savoir la continuité spatiale des structures et
leur suivi le long de cette dimension (ce qui peut être vu comme une netteté en 3D). À
partir de ces outils, nous avons conclu à deux idées nouvelles qui sont l’optimisation de la
reconstruction des images par contraste de phase en fonction de la tâche informationnelle
finale de l’utilisateur. D’autre part, nous avons détourné des outils de vision par ordinateur
de leurs tâches premières afin d’établir des critères qualitatifs de nos images (e.g. netteté)
et quantitatifs (e.g. nombre de similarités à une référence) afin d’optimiser la sélection d’un
paramètre de reconstruction. Nous allons maintenant voir comment ces développements
nous aident à résoudre une question biomédicale donnée.
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A
Figure 3.37 – Tractographie pleine résolution à partir de données ICP centrée sur la
région en pointillés. (A) est une projection de l’intensité maximale à travers les coupes.
Les couleurs représentent l’orientation des fibres, en bleu horizontale, en orangé/rouge
verticale et en violet dans la profondeur.
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Le but de ce chapitre est de montrer comment à partir des informations délivrées
par l’imagerie de contraste de phase et des développements présentés dans le chapitre
précédent, il est possible de détecter un signal spécifique et de le corréler pour valider une
autre imagerie, ici l’imagerie par résonance magnétique.
4.1 Présentation des données IRM
Pour résumer, l’étude dans laquelle nous nous plaçons a pour but (comme décrit dans
la section introductive 1.2.3) d’évaluer si l’imagerie par résonance magnétique avec l’utili-
sation d’un agent de contraste est suffisamment sensible pour observer la réponse inflam-
matoire engendrée par un accident vasculaire cérébral et suivre l’effet anti-inflammatoire
d’un agent thérapeutique (minocycline) [Marinescu et al. (2013)a]. Pour observer cette ré-
ponse inflammatoire, nous injectons un produit de contraste : des nanoparticules d’oxyde
de fer (USPIO) qui seront internalisées par les macrophages. On dispose ici d’une imagerie
cellulaire de l’inflammation. Pour valider ce que l’on voit en IRM, on peut utiliser des tech-
niques classiques d’histologies mais nous montrons ici qu’il est également posssible de se
servir de l’imagerie proposée au synchrotron pour co-localiser les signaux des macrophages
et des nanoparticules afin de démontrer que la chute de signal observée en IRM est bien liée
à la présence de macrophages marqués magnétiquement sur le site de la lésion ischémique.
Le protocole complet de l’étude [Marinescu et al. (2013)b] est présenté en figure 4.1. Un
modèle permanent d’ischémie cérébrale est appliqué sur huit souris. La moitié reçoit un
agent thérapeutique et l’autre moitié un agent placebo, en deux injections (H3 et H6). Des
acquisitions IRM sont réalisées à H4,H24 et H48 pour correspondre aux périodes de pré et
127
CHAPITRE 4. APPLICATION BIOMÉDICALE
post injections d’agent de contraste et de l’agent thérapeutique. Les souris sont sacrifiées
48H après l’occlusion du vaisseau sanguin, nous procédons alors à l’imagerie par contraste
de phase. À ces huit échantillons s’ajoute une souris contrôle (i.e. sans agent de contraste
ni agent thérapeutique).
Figure 4.1 – Protocole d’acquisition IRM pour l’étude pré-clinique considérée [Marinescu
et al. (2013)b]. Les temps sont donnés par rapport à la mise en place du modèle expéri-
mental d’AVC : l’occlusion de l’artère cérébrale moyenne (pMCAO). Les acquisitions IRM
sont réalisées pré et post-injection de nanoparticules (USPIO).
4.1.1 Comparaison des données IRM et ICP
La figure 4.2 permet de bien mettre en évidence les différences entre IRM, immuno-
histologie et imagerie de contraste de phase. Une première différence de taille étant bien
sûr la résolution spatiale, celle de nos données IRM est de 156× 156× 1000µm3 alors que
nous disposons en ICP d’une résolution isotropique de 8 × 8 × 8µm3 qui nous permet de
bien observer les agrégats de macrophages en hypersignal. Une autre différence est celle du
contraste local des structures. Sur les images IRM en pondération T2, on repère bien sur
la colonne 1 de la figure 4.2, l’œdème vasogénique en hypersignal (flèches blanches) et en
hyposignal la présence de nanoparticules. Il faut avoir en mémoire que l’intensité du signal
en IRM dépend du temps de relaxation des tissus observés et par conséquent cette intensité
dépend pleinement de l’environnement local des tissus. Les structures biologiques majeures
(hippocampe, ventricules, corps calleux) sont bien visibles en IRM mais pour obtenir une
résolution spatiale suffisante de l’ordre de la centaine de micromètres pour l’épaisseur de
coupe, il faut augmenter drastiquement le temps d’acquisition et d’anesthésie. Or dans
le cas d’un protocole où le nombre d’animaux impliqués est important, il faut faire un
compromis entre résolution spatiale et temps d’acquisition.
En tomographie de phase par rayonnement synchrotron, le contraste provient de la
différence d’indice de réfraction entre deux structures qui présentent une interface. De la
même façon, un matériau suivant son environnement pourra donner un signal relativement
différent. Cela est à relativiser car comme le montre [Langer (2008)] dans sa section dédiée
à la formation de l’image, le saut d’indice de réfraction δ peut être mis en équivalence
avec ρ, la masse volumique du matériau observé, le contraste qui implique le matériau est
alors relativement constant. Ainsi en ICP, la lésion ischémique apparaît en hyposignal et à
l’intérieur de celle-ci en hypersignal, les nanoparticules d’oxyde de fer. Évidemment avec
le gain de résolution on arrive à voir des structures plus petites telles que les fibres de
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myéline ou l’hippocampe et les ventricules avec beaucoup plus de précision.
Avec les marquages spécifiquement réalisés, les images d’histologies permettent de bien
mettre en avant les macrophages visibles en marrons sur la figure 4.2(D). Le double mar-
quage permet d’établir la co-localisation entre le fer des nanoparticules en bleu de prusse
et les mêmes macrophages (noyaux rose et corps marron) sur la figure 4.2(E). Cette tech-
nique bénéficie d’une excellente spécificité grâce au marquage spécifique pour observer
les cellules. Malheureusement, elle est extrêmement invasive vis à vis de l’échantillon (dé-
coupe, coloration) et demande une préparation très rigoureuse de l’échantillon pour espérer
obtenir une bonne qualité des images finales.
Figure 4.2 – IRM pondérée T2 (A-C1). IRM pondérée T2* (A-C2). ICP Synchrotron
(A-C3). Immunohistochimie : marquage F4/80 pour D et double marquage F4/80 ; bleu
de prusse pour E. (D,E) Deux cerveaux de souris ischémiés, avec injection de P904 USPIO
(2mmol.kg−1Fe). Figure issue de [Marinescu (2012)].
4.2 Comparaison des résultats de quantification IRM et ICP
L’objectif principal de cette étude était de quantifier la réponse inflammatoire par
rapport au signal induit par les nanoparticules de fer en imagerie par résonance magnétique
et en ICP. À partir de ces deux jeux de données, les travaux précédents ont consisté à
quantifier les signaux d’une imagerie par rapport à l’autre. Ces travaux sont présentés sur
des fantômes et des injections stéréotaxiques dans le cerveau de souris dans [Marinescu
(2012),Marinescu et al. (2013)b]. Une présentation succincte de ces résultats est exposée
ici.
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4.2.1 Quantification du signal sur des fantômes calibrés
Pour évaluer les capacités de détection des nanoparticules d’oxyde de fer par l’imagerie
de contraste de phase, un jeu de plusieurs tubes de dilutions contenant uniquement des
nanoparticules en suspension à différentes concentrations a été imagé. Les concentrations
se mesurent en µmolFe.L−1 et la distribution testée est la suivante :
[0.0015, 0.015, 0.15, 1.5, 15, 150, 500, 1000, 1500]µmolFe.L−1. On observe sur la figure 4.3,
que l’imagerie par contraste de phase permet bien de discriminer les nanoparticules de fer
suivant leurs concentrations. Plus la concentration en fer est élevée, plus le coefficient d’ab-
sorption β mesuré en ICP est grand. Cela s’explique bien car le fer dispose d’un numéro
atomique Z = 26 qui est relativement élevé comparé à celui des tissus mous observés. Il
influe directement sur l’absorption engendrée par les nanoparticules. Le coefficient d’ab-
sorption est calculé à partir d’une hypothèse de proportionnalité avec le décrément de
phase δ mesuré. On peut donc s’attendre à ce que pour des injections de nanoparticules
dans le cerveau, un hypersignal prononcé pourra se traduire par une présence importante
de nanoparticules dans la zone observée. C’est ce que nous vérifions dans la section à venir.
Figure 4.3 – Coefficient d’absorption β mesuré en fonction de la concentration en fer des
solutions de nanoparticules observées en ICP, il est calculé avec une hypothèse de propor-
tionnalité avec le décrément de phase mesuré. À gauche, une représentation logarithmique
des concentrations allant de [0.001 − 1500]µmolFe.L−1. À droite, une représentation li-
néaire de la gamme [0− 1500]µmolFe.L−1. Figure issue de [Marinescu (2012)].
4.2.2 Quantification volumétrique pour des injections stéréotaxiques
Après avoir vérifié la performance théorique de la détection par ICP des nanoparticules
sur des fantômes calibrés, nous nous sommes intéressés à une détection dans des conditions
plus proches de celles rencontrées lors de l’utilisation d’un modèle expérimental d’AVC.
L’étape intermédiaire est donc de réaliser la quantification du signal pour des injections
stéréotaxiques de nanoparticules libres ou de macrophages préalablement marqués dans le
cerveau sain directement.
Pour ne pas reprendre verbum pro verbo l’étude décrite dans la thèse de M. Mari-
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nescu [Marinescu (2012)], nous donnons ici un bref résumé des résultats qui ont dé-
coulé de l’analyse de la quantification du signal IRM/ICP pour les injections stéréo-
taxiques. La concentration des nanoparticules libres injectées ainsi que la quantité de
nanoparticules marquant des macrophages étaient connues. Ces injections ont suivi une
gamme de concentrations similaire à ce qui avait été fait avec les fantômes à savoir ici de
[15−1500]µmolFe.L−1 (cf. figure 4.4). On remarque bien sur cette dernière figure, comme
expliqué dans la présentation de la problématique, qu’un signal localement réduit en ICP,
donne un signal important et diffus en IRM. D’où le recours à l’ICP pour bénéficier à
la fois d’une meilleure localisation des cellules et des nanoparticules suivies mais égale-
ment de pouvoir observer l’intensité du signal et quantifier cette intensité par rapport à
la concentration en fer.
Contrairement aux mesures théoriques établies sur les échantillons fantômes, les me-
sures effectuées sur les injections stéréotaxiques de nanoparticules libres ou de macrophages
déjà marqués n’ont pas permis de mettre en évidence une relation directe entre le signal
théorique mesuré sur la base des fantômes en ICP, le signal IRM observé des injections
et celui observé en ICP. Pour expliquer ce résultat négatif, deux hypothèses peuvent être
émises. La première concerne les injections en elles-mêmes, contrairement aux tubes de
dilutions où les nanoparticules et leurs solutions restent bien confinées dans un tube, les
injections des nanoparticules dans le cerveau vont subir plusieurs mécanismes de diffusion
dans les tissus environnants et le long des structures biologiques (hippocampe, ventricules)
ou non-biologiques (aiguille d’injection). Pour cette raison, le signal théorique étant basé
sur la concentration des nanoparticules injectées, le manque de corrélation peut s’expliquer
par un signal diffus voire partiellement absent de la zone d’injection. La seconde hypo-
thèse pour justifier cette non-corrélation est que le signal IRM est segmenté par seuillage
alors que le signal ICP est segmenté manuellement. Ainsi s’ajoutant au phénomène de
diffusion, des imprécisions peuvent apparaître dans les deux cas de figure et il est tout
à fait possible de ne pas segmenter la totalité des nanoparticules présentes (faible signal,
contraste confondu avec des structures locales, etc.). Comme on le voit sur la figure 4.4 ces
signaux peuvent être complexes à interprêter et à segmenter car localisés à des positions
différentes là où le site d’injection est unique. Pour plus de précisions sur ces résultats et
leurs analyses (courbes, tableaux) se référer à [Marinescu (2012)]-Section IV.
Nous avons montré qu’il est donc théoriquement possible à partir des concentrations
en agent de contraste de prévoir et d’estimer l’intensité du signal. Cependant, cela s’est
révélé réalisable uniquement dans des conditions favorables (fantômes) tandis que dans des
conditions plus réalistes, il n’a pas été possible de confirmer cette relation entre intensité
du signal et la concentration en nanoparticules (ou la quantité de fer déterminée). La
quantification du signal entre la concentration théorique des nanoparticules et le signal des
macrophages marqués par les nanoparticules constitue l’ultime étape de cette étude qui
permettrait de mieux appréhender les signaux diffus observés en IRM. Cette quantification
n’a pas été réalisée durant la thèse de Marilena Marinescu qui me précédait. Il est en effet
très long et fastidieux d’essayer de segmenter ces signaux à la main comme on le voit sur
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Figure 4.4 – Illustration des injections stéréotaxiques de nanoparticules libres dans le
cerveau. La première colonne est une IRM pondérée T2. La seconde colonne est une IRM
pondérée T2*. La troisième colonne est une IRM pondérée T2* le long de l’axe coronal. La
dernière colonne est l’imagerie par contraste de phase réalisée au synchrotron. Les concen-
trations respectives en nanoparticules d’oxyde de fer sont de 1000 et 1500 µmolFe.L−1
pour la première et seconde ligne.
la figure 4.5 vu les dimensions importantes des données. En effet, les signaux sont épars et
répartis de manière très hétérogène sur toute la lésion ischémique ce qui rend cette tâche de
segmentation complexe. Aucune méthode automatique ou semi-automatique (assistée) n’a
pu être proposée à l’époque de l’étude, c’est ce qui constitue l’objectif premier de ma thèse
et qui a été porteur de nombreuses problématiques de traitement d’images développées
dans ce manuscrit. La quantification des signaux liés aux nanoparticules semble compliquée
à obtenir de part la diffusion passive des nanoparticules, l’élimination par l’organisme des
nanoparticules et les difficultés de segmentation pour ce type de signaux.
Malgré ces verrous, il convient quand même d’essayer au mieux de segmenter de ma-
nière automatique ou semi-automatique les macrophages ayant phagocyté les nanoparti-
cules de fer afin de vérifier que la réponse inflammatoire (qui se traduit par la présence
dans le parenchyme cérébral des macrophages) est bien réduite lors de l’administration
d’un agent anti-inflammatoire, dans le cadre de cette étude, la minocycline. De plus, le
développement d’une telle méthode de segmentation est d’applicabilité plus générale dans
le contexte des travaux que mènent notre équipe sur la recherche de nouveaux agents
de contraste multi-modaux et spécifiques (i.e. ciblés sur les macrophages) [Berner et al.
(2014)]. La suite de ce chapitre est consacrée, en gardant bien en mémoire les travaux illus-
trés dans le chapitre 3, à la présentation du schéma mis en place pour segmenter dans un
premier temps la lésion ischémique afin de réduire la zone de recherche et dans un second
temps les nanoparticules. En effet, on sait que la majorité des macrophages constituant la
réponse inflammatoire va se trouver au cœur de la lésion ou à sa périphérie ce qui constitue
un fort a priori pour nous et permet de restreindre la zone de recherche. De plus, de part le
nombre non négligeable de faux positifs produits par notre méthode de détection de blobs,
il convient de réduire au maximum cette zone de recherche. Une fois la lésion localisée et
132 Hugo Rositi
4.3. TÂCHE DE SEGMENTATION POUR QUANTIFIER LA NEURO-INFLAMMATION
délimitée dans l’espace, nous pouvons appliquer notre détecteur en échelles de blobs pour
localiser et compter les agrégats de macrophages dans les échantillons à notre disposition.
Figure 4.5 – Imagerie de contraste de phase d’un cerveau de souris ischémique. En hy-
posignal, la lésion ischémique. Les hypersignaux présents dans les zooms représentent des
nanoparticules libres (zoom 1) ou internalisées par des macrophages (zoom 2).
4.3 Tâche de segmentation pour quantifier la neuro-inflammation
4.3.1 Présentation des données
Nous disposons au total de neuf échantillons, dont un cerveau contrôle (i.e. sans agent
de contraste, ni agent anti-inflammatoire). Les huit échantillons restant ont reçu une dose
de nanoparticules d’oxyde de fer comme agent de contraste et ont été imagés en IRM et en
ICP. La moitié N = 4 a reçu un traitement anti-inflammatoire à la minocycline. L’autre
moitié a reçu un agent placebo.
Ces échantillons ont été imagés en ICP selon l’acquisition décrite dans la section 2.3.
La résolution spatiale est de 8 × 8 × 8µm3 et la taille des données reconstruites est de
2048×2048×2000 pixels, sachant qu’on utilisera uniquement les 1000 premières images du
volume qui contiennent toujours la lésion dans sa totalité. Le champ de vue nous contraint
à effectuer l’acquisition du cerveau en deux itérations, on dispose en sortie de deux volumes
distincts qui pourront être concaténés pour former le cerveau dans son intégralité.
Nous utilisons une détection de blob multi-échelles pour déterminer la position et la
taille des agrégats de macrophages qui forment des taches circulaires sur nos images. Cet
algorithme de détection, comme on l’a montré en section 3.3.3 a une forte propension à
produire des fausses alarmes quand on souhaite maximiser la bonne détection des nano-
particules dans le contexte de nos images. C’est pourquoi il est indispensable pour nous
de réduire la zone de recherche. La seule information a priori qui peut nous permettre de
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Figure 4.6 – Impact du paramètre de reconstruction δβ sur les structures d’intérêts consi-
dérées. En rouge, la lésion ischémique dans laquelle se trouvent les nanoparticules délimi-
tées ici en vert.
faire cela est le fait que les macrophages que l’on souhaite observer et suivre, se trouvent
dans la zone lésionelle (impactée par l’AVC) ou à sa périphérie. Détecter la lésion est donc
un bon moyen de restreindre la zone de recherche des macrophages et par extension des
nanoparticules. De plus, la taille de la lésion ischémique peut constituer un marqueur de
l’efficacité de l’agent thérapeutique sur la réponse inflammatoire. Il est donc intéressant
pour les cliniciens de disposer de cette segmentation de la lésion ischémique.
4.3.2 Segmentation de la lésion ischémique
Comme le montre la visualisation de la lésion sur la figure 4.6, et comme nous l’avons
décrit au cours des précédentes parties de ce manuscrit, le choix des paramètres de re-
construction et en particulier le coefficient δβ a une grande influence sur les contrastes
locaux. Ainsi comme on l’a montré avec différents outils dans la section 3.3.4, si nous
souhaitons bien distinguer la lésion des tissus environnants, un coefficient δβ élevé don-
nera de meilleures performances. Nous avons donc choisi δβ = 1000 pour procéder à la
segmentation de la lésion ischémique.
Approche de seuillage par hystérésis
Plusieurs approches peuvent être considérées pour délimiter la zone lésionnelle. La
plus simple est de se baser sur un simple seuillage de la zone et de tirer parti de la
différence d’intensité. Nous définissons un seuil haut Sh qui appliqué à l’image séparera
les structures qui ont une intensité plus élevées que celle de la lésion. Un second seuil
Sb est défini pour discriminer les structures ayant des intensités plus faibles que celles
de la lésion. Les niveaux de gris entre Sh et Sb sont supposés être représentatifs de la
lésion ischémique. En soustrayant les images issues des deux seuils, on espère obtenir un
masque de la lésion. Le problème est, comme on peut le voir sur la figure 4.7, que plusieurs
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structures vont ressortir possédant des intensités dans la même gamme que celles de la
lésion. Ces structures vont nous gêner pour avoir un masque unique de la lésion. De plus,
le caractère fortement hétérogène de la lésion ne nous permet pas en une seule itération
de la segmenter dans sa totalité (i.e. un seuil nécessaire par coupe virtuelle de cerveau).
Figure 4.7 – Seuillage appliqué sur une coupe avec deux niveaux de seuils différents. Le
premier à gauche est Sb = 102, le second est Sh = 116 (plus restrictif).
Approche par croissance de région
L’approche par seuillage n’étant pas satisfaisante, nous avons pensé à mettre en place
une approche par croissance de région en 3D qui sera limitée par les différentes conditions
de propagation à une zone homogène autour de la graine d’initialisation. Cette approche
qui fonctionne par itérations successives à partir d’une graine d’initialisation a été intro-
duite à la fin des années 1980 [Beaulieu and Goldberg (1989),Chang and Li (1994),Adams
and Bischof (1994)]. Cette approche est intéressante pour avoir une zone cohérente et com-
pacte mais quand la différence entre les structures à segmenter est faible, on peut avoir
une sur-segmentation. Dans notre cas, adjacent à la lésion se trouve l’hippocampe qui est
lui aussi en hyposignal. La propagation de la région s’opère sur la proximité des niveaux
d’intensités de l’environnement local, la propagation se fait pixel à pixel, si la différence
d’intensité n’excède pas un seuil fixé par l’utilisateur alors la propagation se poursuit.
Avec des structures aux niveaux de gris similaires, la région va donc également s’étendre
aux structures adjacentes à la lésion. La propagation s’effectuant en 3D dans tout le vo-
lume on va très vite avoir une sur-segmentation ou un débordement de zone comme on
peut l’observer sur la figure 4.8(A-B) (e.g. les fibres de myéline). Avec cette proximité des
intensités pour les différentes structures présentes, les critères d’arrêt de la propagation
deviennent très difficiles à régler. Une illustration de la sensibilité du seuil est proposé en
figure 4.8(C-D) où deux seuils de propagation très proches sont utilisés et mènent à une
segmentation très différente. Le choix d’une propagation coupe à coupe (2D) ou sur le
volume entier dans les trois directions (3D) est considéré. Une propagation en 3D assure
une compacité et une continuité de la région segmentée, cependant on a un risque plus
important de sur-segmentation de par la multiplicité des structures présentes et adjacentes
le long du volume. En 2D, on peut avoir un meilleur résultat puisqu’on choisit coupe à
Hugo Rositi 135
CHAPITRE 4. APPLICATION BIOMÉDICALE
coupe un point de départ pour la propagation mais on perd un peu de continuité spatiale
et de compacité de la lésion ; il s’agit donc d’un choix primordial. Dans notre cas, les deux
approches n’ont pas donné entière satisfaction, comme l’atteste la figure 4.8.
Figure 4.8 – Masques binaires d’une segmentation basée sur un algorithme de croissance
de région. A-B sont deux coupes différentes dans le volume. C-D représentent la même
coupe avec des seuils de propagation différents mais proches.
Approche multi-échelles
Face aux difficultés rencontrées pour segmenter la lésion, nous avons considéré une der-
nière approche semi-automatique qui consiste à s’intéresser à l’image à différentes échelles
spatiales. Cela en espérant pouvoir bien distinguer la lésion du reste des tissus environnants
ou du fond de l’image, malgré des intensités proches. En observant l’image à différentes
échelles on peut également espérer éliminer les discontinuités qui étaient présentes dans les
approches précédentes. On aimerait obtenir un masque le plus uniforme possible et moins
fluctuant (e.g. contours bruités) que les résultats présentés en figure 4.8 par exemple.
Idéalement une approche basée sur la construction d’une pyramide multi-échelles et
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multi-résolutions [Burt and Adelson (1983)] pourrait être mise en place pour segmenter
la lésion ischémique. Malheureusement comme on le voit dans la figure 4.9, on n’observe
qu’une partie du fond de l’image, le pourtour du cerveau et certaines structures fibreuses
ne peuvent être supprimées du masque malgré les différentes échelles considérées dans une
première implémentation de segmentation multi-échelles. Cette approche ne nous permet
pas de remplir nos objectifs de segmentation. Le fond de l’image et les tissus de la lésion
situés sur le dessus du cerveau ont les mêmes niveaux de gris ce qui empêche également à
cette approche multi-échelles de fonctionner. À cela s’ajoute une illumination de l’échan-
tillon qui varie lentement mais en continu quand on se déplace dans la profondeur du
volume. Une approche par seuillage même multi-échelles ne permet pas de déterminer une
valeur unique et optimale qui s’appliquerait à toutes les coupes du volume.
Figure 4.9 – Résultat d’une segmentation multi-échelles de la lésion sur une coupe.
De toutes les approches proposées, aucune n’a pu donner entière satisfaction pour
différentes raisons. Cependant, une limitation commune est la proximité trop importante
des intensités des structures adjacentes à la lésion. Ces structures ne peuvent être éliminées
de la détection que par un a priori de forme ou une intervention manuelle. Pour résoudre
ce problème plus complexe qu’il parait, une segmentation manuelle des lésions ischémiques
a été entreprise. Le faible nombre d’échantillons en notre possession justifiait de tester des
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méthodes de segmentation relativement simples mais ne justifiait pas de mettre en place et
d’allouer un temps conséquent au développement d’un schéma spécifique de segmentation
(e.g. utilisation de contours actifs avec des a priori de forme). Le procédé général employé,
a été de réaliser une segmentation fine toutes les cinquante coupes et de propager cette
segmentation dans la profondeur du volume, à l’exception des extrémités de la lésion qui
varient plus rapidement et pour lesquelles cet intervalle de propagation a été réduit. Le
résultat devient alors entièrement satisfaisant comme l’atteste la figure 4.10.
Figure 4.10 – Segmentation manuelle de la lésion ischémique sur une coupe de cerveau.
4.3.3 Segmentation des nanoparticules agrégées dans la lésion isché-
mique
À partir de ces masques binaires de la lésion ischémique, nous sommes en mesure d’ap-
pliquer un algorithme de détection de blobs sur tous les échantillons. Cet outil [Lindeberg
(1993)] dispose de plusieurs propriétés indispensables pour effectuer une bonne détection
des agrégats de nanoparticules. En premier lieu, il y a l’aspect de la forme à détecter, il
s’agit dans notre contexte de formes plutôt circulaires (blobs) ce qui correspond bien à la
nature du détecteur de blob. Ces formes peuvent dans notre cas être de tailles multiples, or
le détecteur est intrinsèquement multi-échelles puisqu’il suffit de régler la taille du noyau
gaussien utilisé pour la détection (cf. figure 3.17) en faisant varier son écart-type σ. Les
agrégats à détecter sont en hypersignaux sur fond noir, ce pour quoi est défini par défaut
le détecteur de Lindeberg. Pour ces différentes raisons, la détection par blob multi-échelles
semble la plus adaptée à notre problématique.
Comme le montre la figure 4.11, le principe de la détection par blob est assez simple.
Une première convolution a lieu entre l’image et un noyau gaussien à différentes échelles
σi (cf. figure 3.17). Le résultat de cette convolution est ce que l’on appelle les cartes
de détection pour chacune des échelles. Une étape de détection des minima locaux est
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ensuite appliquée sur chacune des cartes. On procède à la localisation des minima par
érosion morphologique avec un élément structurant carré de taille [3 × 3]). Une fois les
minima localisés, une étape de classement en fonction de leur réponse au filtrage laplacien
est réalisée. Nous conservons ensuite selon un seuillage, uniquement les premiers 40%
des minima (pourcentage obtenu par rapport à la valeur du minimum global à travers
l’image et pour toutes les échelles). Pour chaque minimum, nous avons sa position ainsi
que l’échelle pour laquelle la réponse au filtre a été maximale. L’échelle nous donne alors la
taille du blob détecté. Le nombre de pixels composant le blob détecté est proportionnel à
σ2, avec σ l’échelle caractéristique de détection qui correspond au rayon du noyau utilisé.
Une description détaillée de l’algorithme est donnée en section 3.3.1. Une illustration du
fonctionnement de l’algorithme ainsi que le résultat d’une détection pour une coupe sont
visibles sur la figure 4.11.
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Figure 4.11 – Principe et application de la segmentation par blob. Sur la droite, les
différentes cartes de détection pour chacune des échelles considérées, ici σi = {3, 4, 5, 6, 7}
pixels de rayon pour le noyau.
Un dernier aspect est ici à considérer, il s’agit des résultats de la section 3.3.4, qui
démontrent qu’une meilleure détéctabilité des nanoparticules par rapport aux tissus envi-
ronnants est obtenue pour les faibles δβ (cf. figure 3.31). Nous reconstruisons alors tous les
échantillons avec δβ = 50 pour réaliser cette tâche de détection.
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Résultats de la segmentation
Après segmentation manuelle de la lésion, nous appliquons ce détecteur de blob sur
la globalité de la région d’intérêt et pour chacune des coupes de tous les volumes. La
gamme d’échelles étudiées correspond à la taille caractéristique des macrophages comprise
entre 24 et 56µm soit un noyau de rayon r = [3− 7] pixels. On obtient alors pour chaque
échantillon une somme du nombre total de détections auquel s’ajoute un nombre total de
pixels détectés. Ces résultats sont présentés dans le tableau récapitualtif 4.1.
Avec Minocycline Sans Minocycline
Nb de détections Nb de pixels Nb de détections Nb de pixels
Échantillon 1 15891 151199 20233 188303
Échantillon 2 12694 117990 13728 127044
Échantillon 3 7898 74493 15707 151811
Échantillon 4 9942 93711 13009 138595
Moyenne 11591 109098 15894 151438
Écart-type 3488 33447 3027 26578
Échantillon Ctrl Non applicable 9675 88682
Table 4.1 – Résultats de la segmentation des huit échantillons et de l’échantillon contrôle
par détection de blobs.
On observe un nombre plus faible de détections pour le groupe ayant reçu de la mi-
nocycline et donc supposé avoir une réponse inflammatoire moins importante. Ce résultat
est attesté par la moyenne du groupe traité : 111591 détections contre 15894 pour le
groupe sans injection de minocycline. La faible différence entre les moyennes des comp-
tages, ne permet pas aisément de distinguer les deux groupes d’échantillons à savoir avec
ou sans minocycline. Cela est confirmé par le test statistique de Kolmogorov-Smirnov qui
teste l’hypothèse nulle selon laquelle deux échantillons de données sont issus de la même
distribution. Ce test montre entre les comptages des deux groupes des différences non
significatives avec une p-value égale à 0.1075. Cette valeur est bien supérieure au seuil
classiquement utilisé de 0.05 qui témoignerait d’une différence significative entre les deux
groupes. Le résultat de ce test est cependant à pondérer avec la puissance statistique faible
de part le petit nombre d’échantillons à notre disposition.
De plus, ce résultat est également à moduler avec l’observation que l’échantillon contrôle
(i.e. sans agent de contraste) n’est pas censé produire de détections ou très peu. Or ce
contrôle produit un niveau basal de détection non négligeable de 9675. Ce nombre témoigne
du taux élevé de faux positifs (déjà relevé en section 3.3.4).
Nous allons maintenant à partir de ces détections, essayer de les mettre en relation
avec les quantifications réalisées sur les données IRM.
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4.3.4 Comparaison des résultats aux segmentations IRM
Sur les données IRM, ont été réalisées les segmentations des signaux créés par la pré-
sence de nanoparticules dans la lésion ischémique, ces signaux approximent bien l’étendue
de la région inflammée. Jusqu’à présent, nous observions les hyposignaux créés par les
nanoparticules en IRM pondérée T2. Nous nous intéressons maintenant à la cartographie
de la quantité R2 = 1T2 , qui est l’inverse du signal mesuré en pondération T2. La seg-
mentation sur cette cartographie R2 s’intéresse alors aux hypersignaux qui sont fortement
corrélés à la présence de fer dans le cerveau [Marinescu et al. (2013)a]. Les résultats de
cette segmentation automatique par seuillage de la cartographie R2 sont exprimés pour
chaque échantillon en mm3 et sont présentés dans le tableau 4.2. Après l’imagerie IRM et
ICP, ces échantillons ont été broyés et la quantité de fer présente a pu être mesurée, elle









































Avec Minocycline Sans Minocycline
Lésion ischémique Hypersignalnano Dosage fer Lésion ischémique Hypersignalnano Dosage fer
Échantillon 1 37.21 33.98 7.25 42.48 33.88 12.59
Échantillon 2 47.17 10.74 5.14 84.57 11.62 5.77
Échantillon 3 27.25 2.44 1.97 40.43 50.39 14.49
Échantillon 4 53.03 5.56 4.44 50.29 51.17 10.38
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À partir de ces mesures, on représente le nombre de détections observées sur l’imagerie
par contraste de phase en fonction du volume des hypersignaux mesuré sur les données
IRM. La figure 4.12 nous permet de voir que pour les petits volumes mesurés en IRM,
l’évolution du nombre de détections en ICP est logique. Pour les plus grands volumes
d’hypersignaux mesurés, il n’est plus possible de les corréler avec le nombre de détections
observées en ICP (i.e. chute du nombre de détections). Le coefficient de détermination
pour la régression linéaire de cette courbe est égal à R2 = 0.45.
Une seconde information présentée en figure 4.13 vient confirmer ce résultat. Il s’agit
de la représentation du nombre de détections observées en ICP en fonction du dosage de fer
réalisé post-acquisition pour chacun des échantillons. Il faut comprendre que la quantité
de fer est directement reliée à la présence de nanoparticules libres ou internalisées dans le
cerveau. Ce dosage constitue donc la méthode de référence pour nous. Le résultat obtenu
est similaire aux mesures d’hypersignaux, pour les échantillons comportant une faible
quantité de fer, l’évolution du nombre de détections est logique mais cela ne se vérifie
plus pour les échantillons avec des quantités plus élevées de fer (i.e. chute du nombre
de détections pour les échantillons {3 − 4}mino). Le coefficient de détermination pour la
régression linéaire de cette courbe est égal à R2 = 0.62. Cette corrélation des données ne
peut être jugée ni bonne ni mauvaise mais elle est encourageante et demande des analyses
complémentaires.
Ces résultats ne nous permettent donc pas avec certitude de relier l’intensité du signal
relevée en IRM (créé par les nanoparticules) avec le nombre de détections en ICP. Il est
indispensable si l’on souhaite confirmer ces résultats, de reproduire un protocole expéri-
mental similaire avec un nombre d’échantillons plus élevé pour augmenter notre puissance
statistique à chaque niveau de mesure.
4.4 Conclusion et discussion
L’objectif de cette étude applicative était de voir si une quantification et une comparai-
son entre les données issues d’acquisitions IRM et ICP étaient possibles. L’étude princeps à
ces travaux, présentée dans la première partie de cette section a montré qu’il était possible
de quantifier les signaux observés en IRM avec l’imagerie ICP uniquement dans des tubes
de dilutions bien homogènes. Dans des conditions s’approchant de celles trouvées avec des
modèles expérimentaux, cette mise en relation n’est plus vérifiée. Cela peut s’expliquer
par le fait que le contraste de phase mesuré est fortement dépendant des interfaces locales,
ainsi un même matériau ne donnera pas exactement le même contraste suivant l’environ-
nement qui l’entoure. La relation entre le signal IRM et ICP est robuste pour une solution
de nanoparticules homogène dans des tubes, mais le signal mesuré entre les nanoparticules
et les différentes structures du cerveau peut fluctuer en raison des différences d’indices
de réfraction. Il faut également noter que malgré la diffusion des nanoparticules dans le
cerveau et une perte intrinsèque de celles-ci, la mesure du signal IRM s’applique sur tout
le cerveau quant en ICP nous nous restreignons à la lésion ischémique pour limiter le
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Figure 4.12 – Nombre de détections de blobs mesurées par rapport à la taille de la région
inflammée mesurée en IRM (cartographie R2).







Figure 4.13 – Nombre de détections de blobs mesurées par rapport au dosage de fer
mesuré.
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nombre de fausses détections. Par conséquent, la relation entre les deux imageries n’a pu
être vérifiée dans des conditions expérimentales mais les résultats semblent prometteurs
et appellent à des analyses complémentaires.
La contribution majeure apportée ici a été dans un premier temps de montrer qu’il
était possible de mettre en place une segmentation automatique des nanoparticules dans
le cerveau de souris avec un détecteur de blob. Pour réaliser cette opération, nous avons
tenu compte des résultats du chapitre 3 qui exposent l’aspect informationnel des analyses
développées. Ainsi, une valeur élevée du paramètre de reconstruction δβ = 1000 a été
utilisée pour segmenter la lésion et ensuite pouvoir guider la seconde étape de détection des
nanoparticules pour lesquelles la reconstruction a été réalisée avec une valeur de δβ = 50.
À partir de ces résultats de segmentation, le nombre de détections observées est utilisé
(en gardant à l’esprit qu’il existe un taux élevé de faux positifs) pour dans un premier
temps permettre de discerner deux groupes d’échantillons et dans un second temps, essayer
d’établir une corrélation avec l’hypersignal mesuré en IRM et ainsi valider ces mesures. Le
test statistique que nous avons employé pour évaluer la différence entre les deux groupes
d’échantillons (i.e. avec ou sans minocycline) n’étant pas significatif, cette différence de
comptage n’a pu être considérée. La corrélation modérée du nombre de détection avec le
volume de l’hypersignal IRM et le dosage de fer ne permet pas avec certitude de valider
la corrélation des signaux (cf. figures 4.12 et 4.13).
Une des raisons de ces résultats peut résider dans le fait que le signal IRM est dû à
la double contribution des nanoparticules libres dans la lésion ischémique et des nano-
particules internalisées par les macrophages. Or notre méthode de détection ne prend en
compte que les nanoparticules internalisées par les macrophages. L’algorithme a démontré
une forte sensibilité au prix d’une faible spécificité. Cela nous assure tout de même de
ne pas manquer de détections. Il peut alors être intéressant de considérer la détection de
nanoparticules en étendant la zone de recherche à la périphérie de la lésion, où du signal
IRM persiste. Il faut également envisager l’hypothèse de devoir segmenter le signal diffus
des nanoparticules libres même si cela semble être un tâche complexe.
Il convient également de relativiser tous ces résultats par la faible puissance statistique
dont nous disposions et les contraintes biologiques auxquelles nous faisions face. Les seules
contributions au signal ICP des macrophages internes à la lésion ne sont peut être pas
suffisantes pour être corrélées au signal IRM ou pour permettre de discriminer deux groupes
d’échantillons avec ou sans injection d’agent thérapeutique. Cependant, une différence
entre les deux groupes s’observe tout de même, ce qui rend cette approche prometteuse et
une étude avec un nombre plus important d’animaux est à considérer.
En ce qui concerne la segmentation des nanoparticules, une limite est le taux de faux
positif très élevé donné par cette méthode de détection comme l’atteste les résultats de dé-
tection sur l’échantillon contrôle (cf. tableau 4.1) où l’on s’attendrait à une détection faible
voire nulle. Cela s’explique cependant par le fait que dans cet échantillon un grand nombre
de signaux possèdent la même signature que les nanoparticules que l’on cherche à détecter,
comme le montre la figure 4.14. Ces signaux qui sont biologiquement présents dans tous
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les échantillons vont donc en plus du bruit présent dans chaque image créer un nombre de
fausses détections important. Ces signaux pourraient être dûs à des vaisseaux sanguins.
Une des perspectives de ce travail est de considérer une approche 3D du détecteur de
blobs [Sage et al. (2005)]. C’est pour cela que nous avons réalisé l’implémentation de cette
méthode avec l’ajout d’une approche multi-échelles sous la forme d’une extension pour le
logiciel Icy [de Chaumont et al. (2012)]. Nous espérons rendre cette méthode plus connue
car son implémentation 2D et 3D était jusqu’alors absente du logiciel. Ce développement
constitue une valorisation de ce travail de thèse, l’extension est disponible à l’adresse sui-
vante : https://www.creatis.insa-lyon.fr/~rositi/LoG3D/. Le développement récent
de cette extension ne nous a pas permis de présenter les résultats préliminaires dans ce
manuscrit mais apparaît très prometteur pour ces travaux de détection et notamment en
ce qui concerne la discrimination des nanoparticules et des vaisseaux sanguins qui ont une
signature similaire en 2D mais différente en 3D (circulaire pour les premières et tubulaire
pour les seconds).
Figure 4.14 – Zoom sur une partie de la lésion ischémique de notre échantillon contrôle.
Les hypersignaux possèdent la même signature que des nanoparticules alors qu’il s’agit
probablement de vaisseaux sanguins.
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Nous avons présenté notre contribution (voir la liste de références complète à la fin de
cette section) à l’utilisation de l’imagerie de contraste de phase par rayonnement synchro-
tron dans le cadre d’une application préclinique à l’imagerie du cerveau du petit animal.
Les travaux se sont orientés vers différentes tâches informationnelles comme la visualisa-
tion des images en comparaison avec l’histologie classique, la détection de nanoparticules
volontairement injectées pour servir de marqueurs de l’inflammation lors d’un AVC ou
encore la tractographie de fibres de myéline dans le cerveau de souris. Les principales
originalités de notre approche sont les suivantes :
1) Nous avons participé à l’acquisition d’images de cerveaux de souris sans coloration
ni découpe par l’imagerie de contraste de phase par rayonnement synchrotron avec une
résolution spatiale proche de celle de l’histologie classique. Il s’agit de résultats inédits et
très prometteurs étant donnée la qualité des images acquises [Marinescu et al. (2013),Rositi
et al. (2015)a]. Ces acquisitions ont représenté durant la seule durée de cette thèse, six
campagnes d’acquisitions soit 60 sessions de 8h, ce qui est conséquent quand on connait le
nécessaire temps de préparation des échantillons, la quantité de données générées et l’accès
limité à ce système d’imagerie.
2) Nous avons considéré l’étape de prétraitement nécessaire à l’imagerie de contraste
de phase conjointement avec l’étape d’extraction de l’information là où la reconstruction
des images et leur analyse quantitative sont usuellement découplées. Ceci amène à des
stratégies de réglage des étapes de prétraitements radicalement distinctes des approches
de métrologie de la phase habituelles [Rositi et al. (2015)b, Rositi et al. (2014)a, Rositi
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et al. (2013)]. Cette approche conjointe a produit des résultats pour différentes tâches
informationnelles. Les illustrations ont été données sur des images de cerveaux de souris
mais peuvent s’appliquer à tout type d’échantillon comme nous avons pris le soin de le
souligner. Sur un plan méthodologique, nous avons montré l’intérêt, dans le contexte d’une
histologie virtuelle telle que l’imagerie de contraste de phase, de mobiliser des outils de
l’analyse multi-échelles comme des détecteurs de blobs, des outils de l’analyse fractale, ou
encore des descripteurs locaux multi-échelles. Nous avons également montré l’intérêt de
mettre en œuvre des outils de simulation pour la validation de tâche informationnelle avec
ces images d’histologie virtuelle. Cette méthodologie a également été démontrée d’intérêt
dans le cas du suivi d’une structure en 3D, nous avons pris comme exemple la tractographie
de fibres neuronales.
3) Nous avons mené a bien le traitement d’une cohorte de petits animaux afin de
répondre à une question biomédicale spécifique en développant une chaîne complète de
traitements automatisés, là où une analyse manuelle ne permettait pas de valider tous les
aspects de l’étude.
4) Ces travaux de thèse se situant au carrefour de plusieurs domaines de la spécialité
de cette thèse, i.e. ingéniérie biomédicale (acquisition d’images de contraste de phase par
rayonnement synchrotron, traitement de ces données et de l’application de cette imagerie
à un contexte biomédical), la réalisation de ce travail a nécessité de développer un panel
large de compétences scientifiques incluant l’expérimentation animale, l’instrumentation
sur grand instrument (ESRF) et le traitement des images. Également avec le soucis de
contribuer à une science reproductible, une extension pour le logiciel libre Icy a été réalisée
afin de rendre accessible au plus grand nombre une implémentation de l’algorithme de
détection de blobs multi-échelles en 2D et en 3D [Rositi (2015)]. Indépendamment, chaque
domaine aurait pu bénéficier d’une étude plus approfondie que ce soit pour le choix de la
méthode de reconstruction des données (e.g. approches non-linéaires de reconstruction de
la phase), de la méthode de détection des nanoparticules (e.g. détection par ondelettes)
ou encore du choix de l’agent de contraste (e.g. agents de marquage cellulaire spécifiques).
Nous avons privilégié une approche biomédicale intégrative en réalisant un choix, forcément
restreint, d’outils et de méthodes afin de veiller à être en mesure d’apporter des éléments




Différentes explorations sont possibles à partir des travaux présentés dans cette thèse.
On pourrait étendre les résultats obtenus en faisant simplement varier le type d’ima-
gerie utilisée. Nous avons par exemple commencé à analyser les contrastes obtenus sur
des cerveaux de souris observés par OCT comme montré sur la figure 1.3. De façon si-
milaire, on envisage l’usage d’autres sources de rayons X offrant davantage de contraste
que l’imagerie de rayons X d’absorption ou de phase e.g. l’imagerie dite de K-edge. Cette
imagerie permet avec des résolutions spatiales similaires à celles utilisées jusqu’à présent
de discriminer particulièrement un matériau en tirant parti de l’effet d’absorption qui sur-
vient lorsqu’une énergie égale à l’énergie de liaison de la couche chimique K du matériau
est utilisée pour effectuer l’acquisition des images. On pourra alors discriminer dans nos
images les signaux issus de nanoparticules, des signaux parasites (e.g. vaisseaux sanguins,
cf. figure 4.14).
Nous pouvons également envisager d’appliquer notre méthodologie informationnelle
pour l’imagerie par contraste de phase par rayonnement synchrotron à d’autres objets
d’études. C’est ce que nous avons initié avec un travail sur le suivi de l’embryogénèse
sur des graines de maïs [Rousseau et al. (2015)]. Nous pouvons à partir de ces nouveaux
objets d’études envisager d’autres tâches informationnelles que celles étudiées dans cette
thèse. En particulier, on s’intéresse à retrouver automatiquement des coupes d’histologies
classiques avec des vues issues d’histologies virtuelles.
Enfin, grâce aux outils développés dans cette thèse, nous pouvons aborder de nouvelles
problématiques biomédicales. Par exemple l’algorithme de tractographie appliqué à l’ima-
gerie par contraste de phase dans cette thèse ouvre la possibilité d’étudier des cerveaux
de souris atteintes de pathologies neurodégénératives qui agissent sur l’organisation des
fibres de myéline comme par exemple la sclérose en plaques.
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