and attitude display, which are arranged in a "T" formation. This arrangement allows the pilot to quickly scan these instruments and determine altitude, airspeed, heading, and aircraft attitude (pitch/bank). The MIL-STD HUD is characterized by MIL-STD-1787C (11) . In the HUD, a pitch ladder symbology set is provided that moves up and down with pitch and bank of the aircraft. The HUD is a fixed, see-through combiner glass mounted in the cockpit on the glare shield just above the HDD. Symbology is displayed as a virtual image on the glass, which allows the pilot to read the flight reference information with his/her eyes focused at infinity (> 20 feet).
Helmet-mounted displays (HMDs) are becoming more operationally capable and 
Spatial Orientation Retention Device (SORD)
The Spatial Orientation Retention Device, or SORD, is a multisensory cueing system that includes tactile, audio, and visual components that are integrated with a smart model of human orientation (Figure 1 ). The concept of SORD is to provide additional multisensory information to the pilot about his or her aircraft attitude (1). Many SD mishaps can be attributed to pilot distraction or channelized attention in flight, during which the aircraft slips into an unusual attitude so gradually as to remain undetected by the pilot's vestibular or somatosensory systems (14) . In many instances, the aircraft crashes before the pilot realizes the unusual attitude. SORD provides tactile, audio, and visual information to the pilot in addition to the usual HDD or HUD attitude information already available. SORD is an alerting system for the pilot. SLAB is integrated with a Polhemus (Colchester VT) head tracker that provides head orientation information to the SLAB software. SLAB is currently being used with a white noise source that increases in volume as the subject rolls left (left-ear volume increases) or right (right-ear volume increases).
ASAR (NDFR)
The ASAR represents the visual display symbology that is being evaluated under the 
Smart Orientation Processor
The smart processor is the "brains" behind the multisensory cueing system. The Disorientation Analysis and Prediction System takes actual flight information (linear and rotational velocities and accelerations, aircraft attitude information, and airspeed/altitude) and processes these data through a visual-vestibular-tactile mathematical model of the human to develop an orientation prediction for the human (2). This prediction of orientation is compared to the actual aircraft orientation, and a difference between the model-predicted orientation and the actual orientation is developed. This difference is termed the "disorientation index" in the model.
Fixed Wing Applications
SORD has been demonstrated without the smart processor in the laboratory and in the DES centrifuge. The prototype SORD provides multisensory information via tactile cues on the subject's sides (over 30 degrees bank either right or left), auditory cues via the headset (volume changes as the simulated aircraft is banked), and the ASAR display which is displayed via an HMD that provides both a virtual image as well as a seethrough capability. The ASAR provides aircraft attitude information (it displays what the nose of the aircraft is doing as one looks off-boresight) by interpreting the arc segment, its orientation, and its shape. The ASAR allows the subject to look for out-the-cockpit targets without having to look back inside the cockpit either to perform the "T crosscheck" or to interpret the hard-mounted HUD. The ASAR provides altitude, airspeed, pitch/bank and heading information all in one condensed symbol set ( Figure 3 ).
When integrated with a smart processor (illustrated as the spatial orientation (SO) model assessor in Figure 1 ), SORD could operate in an active or "idle" state. If the pilot wanted SORD to be inactive, he/she would select SORD to be inactivated. When active, the assessor would begin comparing actual flight data with a computed spatial orientation model of the human. If the aircraft were banked more than a predetermined set point (e.g., > 30 degrees), the tactile cues would be activated (vibration on the side of the pilot), 
Spatial Orientation Enhancement System (SOES)
The Spatial Orientation Enhancement System (SOES) was developed by RockwellCollins in conjunction with the Operator Performance Lab at the University of Iowa.
Under a Dual Use Science & Technology effort with AFRL, the SOES was developed and evaluated at the Dynamic Environment Simulator centrifuge (AFRL/HEPG) as well as in flight in Canada (16) . Only the DES evaluation is discussed here.
SOES included a tactile suit (Figure 4 ), an audio (sonification) system to provide orientation cues and a synthetic vision system to provide synthetic terrain when there was no out-the-window visibility. The contribution of these orientation aids was evaluated individually and in combination as subjects were presented with unusual attitudes in the DES and subjected to vestibular illusions. After receiving a briefing and fixed-base simulator training, the subjects received training in the DES. A subject fitted with SOES is shown in Figure 5 . The dependent variables were sonification (with/without), tactile cues (with/without), background attitude indicator (with/without), and synthetic vision display (with/without). Subjects were presented with a somatogravic illusion (pitch up and pitch down) and a leans illusion (left and right). Subjects experienced 12 exposures each. SOES was evaluated subjectively on a scale of 0 low to 10 = high. Subjective ratings of the systems were tabulated ( Figure 6 ).
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7.9 7.9 I 7.2 IM o6. Subjects rated the BAI, background attitude indicator (7.9) and HDD, head-down display (7.9) higher than the other displays. Sonification was rated the lowest (5.6), followed by the tactile suit (6.7) and the Al, attitude indicator (7.2). The DES was considered an excellent device for studying spatial orientation performance in flight environments by the researchers. Tactile and audio cues did not appear to be pre-cognitive without prolonged exposure and over-learning since some effort was required to "decode" the meaning of the tactors and sonification cues. The tactile cues did help reduce aileron reversals during recoveries from extreme bank angles; tactile cues also resulted in smaller pitch excursions and much smaller altitude gain/loss during recovery from extreme pitch angles. The sonification cues caused higher subjective workload in decoding and larger pitch excursions during recovery from extreme pitch angles. Tactile cues delivered via the seat pan would provide obstacle avoidance warning to the pilot.
Functional Brain Monitoring (ASOS)
The Augmented Spatial Orientation System (ASOS) is SORD or SOES with functional brain monitoring (electroencephalogram). ASOS will include a dry electrode ensemble that will be incorporated into the flight helmet. The electrodes will monitor the frequency of the EEG and a computer program will detect when the EEG is indicating an "overload" situation in the pilot. The EEG system will also be programmed to detect 
Conclusion
A multisensory aircraft attitude tool is described that will allow the pilot to channelize his/her attention and spend more time on out-the-cockpit visual tasks without having to continuously bring his/her vision back into the cockpit to monitor aircraft attitude instruments. Aircraft attitude information currently displayed on HDD and HUD is 13 supplemented by tactile cues, audio cues, helmet-mounted symbology or synthetic vision displays that reinforce attitude information about the state of the aircraft in real time.
Tactile and audio cues give the pilot information about the airspeed, altitude, heading, and bank and pitch of the aircraft without having to constantly monitor in-cockpit HUD and HDD displays. The addition of functional brain monitoring will provide augmented cognition and help determine when the pilot is task loaded or experiencing disorientation.
SORD and SOES can help reduce pilot workload by reassuring the pilot about his/her aircraft attitude and eliminating the requirement of having to focus on the cockpit displays. Potential application of the technology to the low/no visibility brownout problem is also under evaluation.
