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Abstract
Daily, Jeremy S., Ph.D., Department of Mechanical and Materials Engineering, Wright State Uni-
versity, 2006.  Dissipated Energy at a Bimaterial Crack Tip Under Cyclic Loading.
A new theory of fatigue crack growth in ductile solids has recently been proposed based on the
total plastic energy dissipation per cycle ahead of the crack. This, and previous energy-based ap-
proaches in the literature, suggest that the total plastic dissipation per cycle can be closely correlated
with fatigue crack growth rates under mode I loading. The goal of the current research is to extend
the dissipated energy approach to steady-state crack growth under mixed-mode I/II loading con-
ditions, with application to cyclic delamination of ductile bimaterial interfaces. Such systems can
occur in brazing, soldering, welding, and a variety of layered manufacturing applications, where
high-temperature material deposition can result in a mismatch in mechanical properties between
the deposited material and the substrate. The total plasticdissipation per cycle is obtained by 2-
D elastic-plastic finite element analysis of a stationary crack in a general mixed-mode specimen
geometry under constant amplitude loading. Numerical results for a dimensionless plastic dissipa-
tion per cycle are presented over the full range of relevant material combinations and mixed-mode
loading conditions. Results suggest that while applied mode-mix ratio is the dominant parameter,
mismatches in yield strength and hardening modulus can havea significant effect on the total plastic
dissipation per cycle, which is dominated by the weaker/softer material. Results extended to general
elastic-plastic mismatches provide substantial insight into the effects of crack-tip constraint, mate-
rial hardening behavior and applied mode-mix ratio on the dissipated energy during fatigue crack
growth. A consistent definition of the mode mix ratio is presented based on minimizing the elastic
strain energy at a crack tip. Next, application of the current theory is demonstrated for thermome-
chanical fatigue of bonded bimaterials. Finally, the plastic dissipation computations are performed
in a probabilistic framework in an attempt to assess the variability of the fatigue crack growth rate
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1 Introduction
This dissertation presents concepts and results that can beused in predicting the fatigue crack growth
rate of ductile materials. The treatment is sufficient to cover cracks growing along bimaterial in-
terfaces, where a mismatch in both elastic and plastic properties can exist across the interface. The
reason this research is exciting and novel is the fact that Paris regime fatigue crack growth rates
can be predicted based entirely on monotonic material properties and physics based models of the
plastic dissipation without calibration by crack growth measurements. This opens the door for more
advanced life prediction models and the possibility for rapid introduction of new aerospace materi-
als.
1.1 Motivation
Advancements in technology have led to an increase in the useof materials that are bonded together
in such a fashion that the interface may be more susceptible to fracture than either of the two bulk
materials. This phenomena is found in layered manufacturing, electronics packaging, soldering,
brazing, welding, or any other material system comprising asubstrate bonded to another layer. An
example of a bonded interface is shown in Fig. 1.1 which showsa section of a heat exchanger pipe
with vacuum brazed fins.
In a recent paper, Klingbeil [1] proposed a new theory of fatigue crack growth in ductile solids
based on the total plastic energy dissipation per cycle ahead of the crack. The results of this and
previous energy-based approaches in the literature suggest that the total plastic dissipation per cycle
is a driving force for fatigue crack growth in ductile solids, and can be closely correlated with fatigue
crack growth rates under mode I loading. The goal of this dissertation is to extend the dissipated
energy approach to steady-state crack growth under mixed-mode loading conditions, with ultimate
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Figure 1.1: A bonded interface between a fin and internal wallof a heat exchanger pipe.
application to fatigue delamination of ductile interfacesin layered materials.
Klingbeil’s research proposed a surprisingly simple concept: The fatigue crack growth rate is
directly proportional to the dissipated plastic energy. The proportionality constant is the inverse of









This equation implies there is no distinction between the amount of energy dissipated per unit crack
extension, whether it be in fatigue loading or monotonic loading.
Equation (1.1) provides sufficient motivation for computing the plastic dissipation; however, the
dissipated energy from cyclic loading at a crack is fundamentally important in its own right. There-
fore, the results presented herein are useful whether or notEq. (1.1) is valid.∗ Since Klingbeil’s
work was limited to mode I loading, the research in this dissertation extended the computational
efforts of determining the plastic dissipation into mixed mode I/II of general bimaterial systems.
This extension resulted in two journal papers, Refs. [2,3],with others in progress.
The focus of the research herein is on determining the amountof plastic strain energy dissipated
per cycle,dW/dN. The term “plastic dissipation energy” is sometimes referrd to as the “hysteretic”
energy or the “plastic work”. This quantity is important in its own right because it represents the
∗Klingbeil showed the validity of Eq. (1.1) for mode I loadingof homogeneous materials, but the experimental validation
of Eq. (1.1) for mixed mode and bimaterial interfaces is the subject of ongoing research.
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energy dissipated in a hysteresis loop. The subject of continuum damage mechanics uses dissipated
energy as criteria for predicting failure with a promising pro osition found in Ref. [4]. Therefore,
the computation ofdW/dN provides a significant contribution to the field whether or not Eq. (1.1)
holds true for all material systems considered. On page 79 ofhis monograph [5], Ellyin provides
further motivation, “The significance of the energy approach is in its ability to unify microscopic
and macroscopic testing data, and to formulate a multiaxialfailure criteria.”
Fatigue crack growth rate data is known to have substantial of variation [6,7]. Similarly, fracture
toughness data follows a fairly wide distribution [8–14], and, according to Eq. (1.1), may influence
the scatter found in the fatigue crack growth rate. The fracture oughness is a mechanical property
of the material system which is obtained experimentally using the ASTM standard E399. However,
significant statistical correlation exists between the materi l properties (yield strength, hardening
modulus, and fracture toughness) which needs to be resolvedin or er to predict the scatter of the
fatigue crack growth rate. Since significant computationalefforts are required to compute the plastic
dissipation, efficient sampling methods, as described in [15], are desired. Understanding the vari-
ation of fracture toughness is important when applying the results of the research herein to actual
fatigue crack growth data. Knowledge and predictive capabilities of probability density functions
describing both fatigue crack growth rate, as well as fracture oughness, can be used in compo-
nent and system reliability assessments, with ultimate cost savings and life extension of aerospace
components.
1.2 Background
1.2.1 Dissipated Energy Approach
A critical plastic dissipation criterion for fatigue crackextension in ductile solids was first suggested
by Rice [16]. Dissipated energy approaches to fatigue crackgrowth prediction have since been the
subject of numerous analytical [17–27] and experimental [28–36] investigations. The basic premise
of the dissipated energy theory as described in [1] is shown in Fig. 1.2 where the energy balance in
fatigue uses a chain rule for differentiation to develop therelationship of Eq. (1.1).
The dissipated energy approach considers the total plasticdi sipation per cycle occurring through-
out the reversed plastic zone ahead of the crack, which is a quantity of both theoretical and practical
3
Figure 1.2: The dissipated energy theory requires that the same amount of energy per unit crack
extension is dissipated from either monotonic or fatigue loading. (figure taken from [1])
Figure 1.3: Validation of fatigue crack growth rate prediction based on the dissipated energy ap-










Figure 1.4: Different modes of loading of a crack tip.
interest. As shown herein, the total plastic dissipation per cycle is directly related to the range of
applied energy release rate, which is typically used to correlate fatigue crack growth rates under
mixed-mode loading [37]. Moreover, as opposed to the crack tip stresses and strains, the total plas-
tic dissipation per cycle is a bounded quantity, which allows for straightforward interpretation of
numerical results. Finally, numerical results for the total pl stic dissipation per cycle can be directly
compared to measurements of dissipated energy during fatigue crack growth, which have been re-
ported in the literature by a number of researchers [28–36].Measurements of fatigue crack growth
rate have typically been restricted to mode I loading, as plotted in Fig. 1.3. Notice the dissipated en-
ergy approach predicts the mean behavior of the fatigue crack growth rate. Since most fatigue data is
from mode I, the mixed-mode results of this work can be compared with subsequent measurements
of dissipated energy during mixed-mode fatigue crack growth along bimaterial interfaces.
1.2.2 Fatigue Crack Growth in Mixed-Mode
In this work, the term “mixed-mode” in this work refers to a combination of mode I and mode II
loading conditions at the crack tip. As shown in Fig. 1.4, thein-plane loading consists of a symmet-
ric loading component (mode I) and an anti-symmetric loading component (mode II). Out-of-plane
shearing (mode III) is not considered in plane problems and is not considered in this dissertation.
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As discussed in the review paper by Qian and Fatemi [37], surface flaws and short cracks in ho-
mogeneous materials are typically subject to mixed-mode loading conditions, yet ultimately orient
themselves such that Paris-regime crack growth occurs primarily in mode I. As such, the majority
of the fatigue crack growth literature has focused on mode I loading. Recent studies of fatigue
crack growth under mixed-mode loading have typically been co cerned with the growth of short
cracks [38], fatigue crack threshold behavior [38–40], andthe effect of mode-mix on crack growth
direction [41–43]. A noteworthy investigation of fatigue cra k growth in a homogeneous material
under sustained mixed-mode loading has been conducted by Magill and Zwerneman [44].
The current dissertation considers the plastic energy dissipation associated with steady-state fa-
tigue crack growth under mixed-mode loading, which can occur during cyclic delamination of duc-
tile interfaces in layered materials. Fatigue delamination is a potential mode of failure in a variety
of applications involving bonded layers of material, wheremixed-mode crack growth along the
bonded interface can be energetically favorable to mode I crack growth within either bonded layer.
While little comprehensive experimental data is available, researchers have begun to investigate
fatigue crack growth along solder joints and other bonded interfaces [45–50], where mixed-mode
delamination can be a predominant mode of failure.
1.2.3 Fracture Mechanics of Bimaterial Interfaces
Bonded layers of dissimilar materials occur in a variety of applications. They are the basis for
numerous solid free-form fabrication and layered manufactring applications, and they occur in
welding, soldering, coating, and electronic packaging applications [51–57]. In general, a mismatch
in both elastic and plastic properties can exist across the interface; however, special cases exist in
which the material combinations have identical elastic prope ties, but have mismatches in plastic
properties. A direct application of such interfaces can be found in [58], where commercially pure
titanium was bonded to Ti 6Al-4V. Other example applications are found in under matched or over
matched welds, and in heat affected zones where there are distinct layer boundaries [59,60]. In many
of the above applications, delamination of the bimaterial interface can be a predominant mode of
failure.
Delamination of bimaterial interfaces generally involvesboth mode I and II loading. Elastic frac-
ture mechanics concepts for interface cracks under mixed-mo e loading have been summarized by
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Hutchinson and Suo [51, 52], and have been extended by Shihet al to elastic-plastic analysis of
interface cracks under monotonic [61, 62] and cyclic [63] loading. A special case of such systems
occurs when one material is relatively brittle, such as ceramic-metal interfaces, where crack tip
plasticity is restricted to the ductile (metal) layer [63–65]. Although little comprehensive experi-
mental data is available, researchers have begun to investigate fatigue crack growth along solder
joints and other bimaterial interfaces [45–50]. While a number of researchers have characterized
the stress fields and driving forces for cracks along plasticlly mismatched interfaces [66–68], none
have provided comprehensive results for the total cyclic plastic dissipation ahead of the crack.
1.3 Scope and Limitations
The focus of the current dissertation is numerical calculation of the total plastic dissipation per cycle
ahead of the crack, which is a quantity of both theoretical and practical interest. As shown in [2],
the total plastic dissipation per cycle is directly relatedo the range of applied energy release rate,
which is typically used to correlate fatigue crack growth rates under mixed-mode loading. This
research pertains to cases where at least one layer of the bimater al has the capability of dissipating
energy through hysteretic losses. In metals, the hysteretic losses occur from dislocation motion
which manifests itself as plastic deformation [69,70].
It is presumed that away from the crack tip, the component or specimen under consideration is
not loaded beyond its proportional limit. This precludes large scale yielding analysis; however, in
the vicinity of the crack tip, the elasticity solution showsthat the stresses become singular and a
plastic zone will develop. This plastic zone is governed by the applied loads and geometry, which
can be represented by Linear Elastic Fracture Mechanics (LEFM) parameters. Therefore, as long as
the assumptions for LEFM are maintained, then the results pre ented herein are valid. A method of
verifying this assumption is presented in subsequent chapters.
Since the total plastic dissipation energy is desired, resolving the plastic zone details and showing
the nature of the plastic singularity fields is not required.A qualitative statement of sufficient mesh
resolution only requires that the reversed plastic zone be fully resolved. Within the plastic zones,
the materials are assumed isotropic, which negates the direct application to a functionally graded
material system. This, however, could be a natural extension of the current work.
7
In this study, the total plastic dissipation per cycle is determined by 2-D elastic-plastic finite
element modeling of a stationary crack in a general mixed-moe layered specimen geometry. The
merits and limitations of stationary (as opposed to growing) crack modeling are discussed in [1],
and are reiterated in an upcoming section. The results are pres nted for stationary cracks and do not
consider the energy of an advancing crack. This is not as limiting as it may seem due to the small
amount of energy released in creating a new surface (in comparison to the plastic dissipation). Also,
the model used in this research assumes a mathematically perfect crack. This assumption becomes
more valid as the scale of the asperities in the bond become smaller compared to the plastic zone
size.
The material properties and geometry are time independent.Therefore, creep effects, temperature
changes, and corrosion are not considered in this analysis.This precludes a useful discussion of
thermomechanical fatigue (TMF) of thermal barrier coatings (TBCs) on turbine blades because
thermal effects, the effect of a thermally grown oxide (TGO)layer, and metal creep or “ratcheting”
is not considered. For a more detailed discussion of TMF, seeRefs. [71–73].
1.4 Overview and Contributions
After the introductory remarks, this dissertation is written in four nearly separate chapters. Chapter 2
maps out the response of the plastic dissipation energy as a function of mode mix in a homogeneous
material. This work was a result of the research done in fulfillment of a master’s degree [74], which
introduced some of the topics covered in this dissertation.All the results from Chapter 3 and beyond
are results from research conducted after Ref. [74] was published. As such, Chapter 2 should be
viewed as background for the research presented herein. Comprehensive numerical results for a
dimensionless plastic dissipation per cycle are presentedov r the full range of mixed-mode loading
for both elastic-perfectly plastic and bi-linear kinematic hardening materials. The numerical results
provide significant insight into the role of crack tip constraint, material hardening behavior and
mode-mix ratio on the energy dissipated during fatigue crack growth.
Chapter 3 extends the dissipated energy results for mixed mode to interface cracks between layers
with similar elastic properties and dissimilar plastic properties. The general case of a material
interface is considered in Chapter 5, where a mismatch exists in both elastic and plastic properties.
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The technical challenge of interpreting the results for thecase of elastic mismatches is how to
consistently define the mode mix. The reason for this challenge is the fact that the ratio of shear
to normal stresses at a point depends on the magnitude of the loading. In other words, mode of
loading and the magnitude of loading are coupled. The mapping of the plastic dissipation energy
for all possible bimaterial systems is the most significant co tribution of this research, and comprises
Chapter 5.
Once the plastic dissipation energy has been mapped for the general bimaterial system, the results
can be applied to the problem of thermomechanical fatigue. Of particular interest are the the dissi-
pated energy from a steady-state crack growing in a solder joint where the steady state assumptions
of the previous section are not violated. The details of thisproblem are included in an appendix.
Finally, a treatment of the variability inherent to fatiguetesting and fatigue crack growth data is
presented based on the dissipated energy theory of Eq. (1.1). A method of quantifying the variation
of fatigue crack growth rate (FCGR) is based on the variationof basic material properties: yield
strength, strain hardening, elastic modulus, and fracturetoughness. A recently introduced confi-
dence interval minimization scheme [15] is employed to reduc the required number of simulations
used to assess the variation of the fatigue crack growth rate. Th se results provide some insight and
explanation for the variability found in fatigue crack growth data.
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2 Plastic Dissipation in Homogeneous
Materials Under Mixed-Mode Loading
2.1 Modeling Approach
2.1.1 Dissipated Energy Theory
Following the work of Bodner et al. [20], Klingbeil [1] proposed the crack growth law shown in









where dadN is the fatigue crack growth rate,Gc is the critical strain energy release rate under mono-
tonic loading (i.e., the fracture toughness), anddWdN is the total plastic dissipation per cycle occurring
throughout the reversed plastic zone ahead of the crack tip.∗ The proposed crack growth law as-
sumes that the total energy required to propagate a crack a unit distance in a given material is
independent of the manner in which the energy is dissipated,b it monotonic or fatigue loading
conditions. As outlined in [1], the proposed crack growth law results in a(∆K)4 dependence of the
fatigue crack growth rate, and has been shown to collapse themeasured Paris-regime crack growth
data for several ductile metals under constant amplitude, mode I loading conditions. Moreover,
numerical results for the plastic dissipation per cycle were shown to be consistent with a variety of
dissipated energy measurements reported in the literature.
In theory, the crack growth law of Eq. (2.1) is applicable to fatigue crack growth under general
mixed-mode loading conditions, where bothGc and dWdN depend on the mode-mix ratio. Hence,
application of the crack growth law requires numerical calculation of the quantitydWdN , which is
simply the total plastic dissipation per cycle integrated over the reverse plastic zone ahead of the
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2.1.2 Stationary Crack Modeling
In the current study, the total plastic dissipation per cycle of Eq. (2.2) is obtained by 2-D elastic-
plastic finite element analysis of a stationary crack in a general mixed-mode layered specimen ge-
ometry. As discussed in [1], a stationary (as opposed to growing) crack modeling approach neglects
the contribution of the actual crack extension to the total pl stic dissipation occurring during any
given load cycle. However, for Paris-regime crack growth inductile solids, both the plastic work
and surface energy contributions associated with the actual rack extension in any given cycle are
negligible compared to the total plastic dissipation occurring throughout the reversed plastic zone
ahead of the crack. As such, modeling the actual crack extension is unnecessary.
That said, it is important to note that stationary crack modeling is unable to capture the transient
evolution of the cyclic constitutive behavior as the fatigue crack extends through previously yielded
material [75], and neglects the possibility of plasticity-induced crack closure. In the current study,
only elastic-perfectly plastic and bilinear kinematic hardening constitutive behaviors are considered,
each of which predicts plastic shakedown after only a singlecycle. As such, the results of this work
should be viewed as a first approximation to the stabilized cyclic response under constant amplitude
loading, and do not attempt to account for load ratio effectstypically associated with fatigue crack
closure.†
It should finally be noted that numerical results presented herein can be interpreted from a number
of standpoints. First, in the context of the fatigue crack growth law of Eq. (2.1), the results are
applicable to stabilized, self-similar crack extension under mixed-mode loading conditions. As
previously outlined, such results are most applicable to layered material systems, where sustained
mixed-mode crack growth is a potential mode of failure. However, the results may also be taken
at face value, i.e., as simply the plastic dissipation associated with a single load cycle applied to
a stationary crack tip under mixed-mode loading. In this context, the results of this work may
be useful in the development of energy-based approaches forpredicting crack growth direction or
†In the absence of crack closure, the applied load ratioR= Kmin/Kmaxwas shown in [1] to have only a negligible effect
on the total plastic dissipation per cycle, and is not considere further herein.
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mixed-mode fatigue crack threshold behavior. Finally, thetrends in plastic dissipation with mode-
mix ratio presented herein may provide insight into discrepancies between mode I model results
and dissipated energy measurements reported in the literatur , which have been attributed in part to
a mix of crack extension modes at the crack tip [1,36].
2.2 Mixed-Mode Layered Specimen Geometry
The mixed-mode layered specimen geometry considered herein is shown in Figure 2.1. The speci-
men is composed of two bonded layers of identical elastic-plastic, isotropic materials having equal
thicknessh and lengthL, and with a crack of lengtha along the interface. The loading consists of
pure bending moments per unit widthM1 andM2 applied to the top and bottom layers, which are
equilibrated by a symmetry condition on the right hand side.As discussed shortly, variation in the
bending momentsM1 andM2 allows consideration of the full range of mode-mix values, from pure













Figure 2.1: Mixed mode specimen geometry with a symmetry conditi on the right side.
Both the lengthL and the crack lengtha are sufficiently long to allow for steady-state conditions
at the crack tip, so that the energy release rate is independent of crack length. As discussed in
[54, 55, 57], steady-state conditions prevail once the crack is sufficiently long so that the specimen
exhibits beam-type behavior far behind and ahead of the crack tip. The dimensions used in all
numerical analysis discussed in the next section wereL = 50mm, h= 5 mm, anda = 25mm, which
are sufficient for steady-state conditions at the crack tip.
A semi-analytical solution for steady-state cracking along the interface of a general bimaterial
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specimen configuration, having mismatches in both layer thickness and elastic properties, has been
provided by Suo and Hutchinson [51]. The results of [51] can be reduced to provide an exact closed-
form solution for the specimen configuration considered herein, in which there is no mismatch in
either elastic properties or layer thickness. The resulting mode I and mode II stress intensity factors











As previously noted, variations in the bending momentsM1 andM2 can be used to span the entire







Inspection of Eqs. (2.3) and (2.4) reveals that whenM1 = M2, theKII component vanishes leaving
pure mode I loading (ψ = 0◦). Also, whenM1 = −M2, theKI component vanishes leaving a pure
mode II condition (ψ = 90◦). Another simplification of Eqs. (2.3) and (2.4) occurs whenM1 = 0
(or ψ ≈ 41◦), which is a special case of the four-point bend test specimen geometry commonly used
for interfacial fracture testing of layered materials [53,4].
The mixed-mode stress intensity factors are related to the strain energy release rate by the well


















The above result can also be determined directly from the diff rence in strain energy per unit crack
area far behind and ahead of the crack tip, which is the hallmark of steady-state delamination prob-
lems.
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2.3 Numerical Modeling Procedures
2.3.1 Finite Element Modeling
The total plastic dissipation per cycle is obtained herein from a plane strain finite element model of
the geometry of Fig. 2.1 under constant amplitude, mixed-moe l ading. The finite element mesh,
applied loads and boundary conditions are illustrated in Fig. 2.2a. For ease of implementation, the
momentsM1 andM2 are applied in the form of equal and opposite uniform stress distributions. The
loading illustrated in Fig. 2.2a results in equal and opposite bending moments, which corresponds
to the case of pure mode I. A pure mode II loading would have theapplied moments in the same
direction. Throughout this study, the full range of mixed-mode loading has been considered by first
holding M1 constant and varyingM2 in the range−M1 ≤ M2 ≤ M1 (or −90◦ ≤ ψ ≤ 0◦), and then
holdingM2 constant and varyingM1 in the range−M2 ≤ M1 ≤ M2 (or 0◦ ≤ ψ ≤ 90◦).
The finite element model uses 8-node bi-quadratic reduced int gration elements provided by the
commercial software package ABAQUS. The analysis employs incremental small-strain elastoplas-
ticity with Von Mises yield criterion, which is generally appropriate for metals and other ductile
solids. Reduced integration elements are chosen for their accur cy during nearly incompressible
material response, which results from the pressure-independent yielding assumed in the elastoplas-
ticity formulation. The elements are highly biased toward the crack tip, with the smallest element
measuring only 0.5 µm. As discussed in [1, 2], such fine mesh resolution is needed to accurately
resolve the reversed plastic zone, and to ensure convergencof the continuum theory solution.‡ The
total plastic dissipation per cycle is insensitive to the choi e of crack-tip elements, so standard (as
opposed to quarter-point) elements are used at the crack tip. A rigorous convergence study was
performed in both time and space by successively halving both the element edge length and the
maximum time step used in ABAQUS’ automatic time-stepping algorithm.
As described in [1, 2], the total plastic dissipation is automatically calculated by ABAQUS, and
is readily extracted from the finite element output. The quantity dWdN is determined as the change in
total plastic dissipation per unit width during the second of two complete load cycles (whereM1 and
M2 are proportionally varied from zero to their maximum values). Two load cycles are necessary
‡It should be noted that convergence of the continuum solution does not police its applicability. As such, care should be
taken in applying the results of this work for cases in which the reversed plastic zone is on the order of the grain size
of the material.
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to allow plastic shakedown of the bi-linear hardening model, after which the plastic dissipation
per cycle remains constant. While the results presented herein correspond to a load ratio ofR=
Kmin/Kmax = 0, the applied load ratio was shown in [1, 2] to have only a negligible effect on the
plastic dissipation per cycle, and is not considered further herein.
For all cases presented in this chapter, the applied energy rlease rate wasG = 200J/m2. Each
layer had identical elastic properties ofE = 73.1 GPa andν = 1/3, with a yield strength ofσy = 300
MPa.§ These values were shown in [2] to provide a sufficiently resolved reversed plastic zone, while
still maintaining small-scale yielding over the full rangeof applied mode-mix ratios.
The small scale yielding criteria was independently verified for each analysis using the contour
integral approach implemented in ABAQUS. The contour integral is capable of givingJ-integral
estimates based on a series of expanding rings of elements around the crack tip. The values of the
J-integral have been calculated at maximum load and directlycompared to Eq. (2.7) (J = G for
linear elastic fracture). While crack tip plasticity invalidatesJ-integral estimates within the plastic
zone, those taken from contours outside the plastic zone havbeen found to agree with Eq. (2.7) to
five significant digits. Such agreement can only be obtained ithe presence of small-scale yielding
when the elastic stress fields are governing the plasticity near the crack tip.
2.3.2 Bi-Linear Kinematic Hardening Model
In this study, the effects of material hardening behavior have been included by means of the bi-linear
kinematic hardening model available in ABAQUS. As shown in Fig. 2.3, the uniaxial response for
bi-linear kinematic hardening is completely described by the elastic modulusE, the yield strength
σy and the hardening (or tangent) modulusEt . For a given yield strength, the hardening behavior
can be characterized by the ratioEt/E, which varies in the range 0≤ Et/E ≤ 1 (i.e. from elastic-
perfectly plastic to purely elastic response). As shown in Fig. 2.3, bi-linear kinematic hardening
provides for a reduced yield strength upon reversal (the Bauschinger effect), and predicts plastic
shakedown after only a single cycle. In the context of classical small-strain elastoplasticity, the bi-
linear kinematic hardening model can be used to approximatethe stabilized cyclic response during
constant amplitude loading.
§The plane strain plastic dissipation has been shown to be independent of Poisson’s ratio for typical ductile metals,














(b) Finite element model with a defomation factor of 1000
Figure 2.2: Finite element mesh, loading, and boundary conditi s.
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Figure 2.3: Bi-linear kinematic hardening material model.
2.3.3 Crack Tip Plasticity
The effect of mode-mix ratio on the evolution of forward and reversed plastic zones during a
complete load cycle (R = Gmin/Gmax = 0) are illustrated for both plane stress and plain strain in
Figs. 2.4-2.6. The material considered is elastic-perfectly plastic (Et/E = 0) with elastic modulus
E = 73.1 GPa, yield strengthσy = 300 MPa, and Poisson’s ratioν = 0.3. For ease of comparison,
the applied range of energy release rate is held constant at∆G = 200J/m2.
As shown in Figs. 2.4a and 2.4b, both the shape and size of the forward plastic zones under pure
mode I loading are in keeping with expectations from classical fracture mechanics analyses, as well
as with previous results in the literature [76]. In particular, unconstrained yielding results in a much
larger plastic zone in plane stress (Fig. 2.4b) than in planestrain (Fig. 2.4a). Moreover, while the
forward plastic zones scale with(∆K/σy)2, the reversed plastic zones scale with(∆K/2σy)2, which
is in keeping with the plastic superposition argument first put forth by Rice [16]. As such, the sizes
of the reversed plastic zones of Figs. 2.4c and 2.4d are roughly 1/4 those of the forward plastic zones
of Figs. 2.4a and 2.4b.
The asymmetry of crack tip plasticity during mixed-mode loading is evident from Fig. 2.5, where
the phase angle ofψ = 41◦ represents a nearly equal mix of mode I and II loading. More impor-
























(d) Plane Stress Rev.
Figure 2.4: Forward and reversed plastic zones in pure mode Iwith ∆G = 200J/m2, E = 73.1 GPa,
























(d) Plane Stress Rev.
Figure 2.5: Forward and reversed plastic zone whenψ = 41◦ with ∆G = 200J/m2, E = 73.1 GPa,
























(d) Plane Stress Rev.
Figure 2.6: Forward and reversed plastic zones in pure mode II with ∆G = 200J/m2, E = 73.1 GPa,
ν = 0.3, andσy = 300 MPa.
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component significantly increases the extent of crack tip plasticity in both plane stress and plane
strain. Indeed, the sizes of the forward and reversed plastic zones under pure mode II loading
(Fig. 2.6) are several times those of pure mode I, which is also in keeping with classical fracture
mechanics analyses [76]. However, the increase in plastic zone size with mode-mix ratio is greater
in plane strain than in plane stress, so that the difference between the two decreases with increasing
mode-mix. This result might be explained in terms of a decrease in plastic constraint with increasing
shear component, which is a direct result of the Von Mises yield criterion. In the limit of pure shear,
the principal stresses directly ahead of the crack are equaland opposite, so that the out-of-plane
stress at the onset of yielding is zero even in plane strain. Hence, in the limit of pure mode II load-
ing, the plastic constraint against first yielding along thecrack plane vanishes entirely. That said,
the incompressibility assumed in the classical plasticityformulation still provides for a constraint
against subsequent yielding within the reversed plastic zone in plane strain.
It should finally be noted that the plastic zone sizes of Figs.2.4-2.6 are well within the range of
small-scale yielding, which has been independently verified for all cases considered herein. First,
J-integral estimates available in ABAQUS have been calculated t maximum load and directly com-
pared to Eq. (2.7) (J = G for linear elastic fracture). While crack tip plasticity invalidatesJ-integral
estimates within the plastic zone, those taken from contours tside the plastic zone have been
found to agree with Eq. (2.7) to five significant digits. Such agreement can only be obtained in the
presence of small-scale yielding. In addition, interaction integral estimates for the stress intensity
factors have been obtained from elastic finite element runs of the specimen geometry. The results
have been in excellent agreement with the the closed-form solutions of Eqs. (2.3) and (2.4), as well
as with theJ-integral estimates obtained from the elastic-plastic analysis.
2.3.4 Plastic Dissipation Per Cycle
Representative plane strain finite element results for the total plastic dissipation per cycledWdN as a
function of applied range of energy release rate∆G are plotted over the full range of mode-mix
values in Fig. 2.7, where the material considered is that of Figs. 2.4-2.6. Since ABAQUS automati-
cally calculates the total plastic dissipation per unit widthW during each load step, extraction of the
finite element results is trivial. As shown in Fig. 2.7, the quantity dWdN is calculated as the change in
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Figure 2.7: Effect of Mode Mix ondWdN in plane strain whenEt/E = 0, E = 73.1 GPa,ν = 0.3, and
σy = 300 MPa.
are necessary because the plastic deformation during the first load cycle occurs throughout the for-
ward plastic zone, while plastic deformation in subsequentcycles is restricted to the reversed plastic
zone. Moreover, for both elastically-perfectly plastic and bi-linear kinematic hardening materials,
the plastic dissipation remains constant after the second cycle. As such, the quantitydWdN = ∆W24 rep-
resents a steady-state value ofdWdN in all subsequent cycles. It should finally be noted that a rigorous
convergence study was performed in both time and space by succe sively halving both the element
edge length and the maximum time step used in ABAQUS’ automatic time-stepping algorithm. In
so doing, the value ofdWdN from the production mesh of Fig. 2.2 varied less than 1 percent from the
value of dWdN obtained from the finest mesh.





= C(∆G )m. (2.8)
Least square curve fits of the numerical data showed that the expon nt of the power law relation
for all cases considered was in the range 1.99≤ m≤ 2.04. Thus, to within numerical error, the
exponent of the power law relation ism= 2, and is independent of the mode-mix ratio. In light of
Eq. (2.1), the predicted fatigue crack growth rate is proportional to(∆G )2, which is within the range
of observations of mixed-mode fatigue crack growth on ductile interfaces [45–50]. It should also
be noted that for an applied load ratioR= 0, the quantity(∆G )2 corresponds directly to(∆|K|)4,
or for the case of mode I loading,(∆K)4. This is in keeping with previous energy-based theories of
fatigue crack growth under mode I loading, and is consistentwith fatigue crack growth data for a
variety of ductile metals [1].
2.3.5 Nondimensionalization
In order to facilitate a general presentation of results, the plastic dissipation per cycle can be nondi-










In light of Eq. (2.1), the fatigue crack growth rate can be written in terms of the dimensionless










In general, the dimensionless plastic dissipationdWdN
∗
depends on the applied mode-mix ratioψ,
Poisson’s ratioν and the hardening ratioEt/E. However, as defined in Eq. (3.3),dWdN
∗
is independent





















Figure 2.8: Dimensionless plastic dissipationdWdN
∗
vs. mode mix ratioψ for Et/E = 0 andν = 0.3 in
plane strain.
2.4 Numerical Results and Discussion
In this section, results are presented for the dimensionless plastic dissipation per cycledWdN
∗
over the
full range of applied mode-mix ratios and relevant constitutive model parameters. Results provide
significant insight into the effect of mode-mix ratio, cracktip constraint and material hardening
behavior on the energy dissipated during fatigue crack growth.
2.4.1 Effect of Mode-Mix
When normalized according to Eq. (3.3), the data plotted in Fig. 2.7 are collapsed onto the master
plot of Fig. 2.8. This plot contains all ninety points in Fig.2.7, which validates the normalization of
the data with Eq. (3.3). Clearly, the plastic dissipation increases significantly with mode mix, and
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Figure 2.9: Dimensionless plastic dissipation energydWdN
∗
vs. mode mixψ in plane stress and plane
strain.
expected in light of the increase in plastic zone size with mode mix illustrated in Figs. 2.4-2.6.
2.4.2 Effect of Plastic Constraint
A family of curves showing the dimensionless plane strain plastic dissipation as a function of mode-
mix over the full range of Poisson’s ratio and forEt/E = 0 is shown in Fig. 2.9. Results are also
shown for plane stress, although these are independent ofν .¶ As shown in Fig. 2.9, the plastic
dissipation is greatest in plane stress, and decreases withincreasing plastic constraint (i.e, increasing
¶Note that for the case ofν = 0, plane stress and plane strain are equivalent only in the elastic regime; for the case of
plane strain, the incompressibility of plastic deformation results in constrained yielding in the elastic-plastic regime.
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Poisson’s ratio in plane strain). This result might be expected based on the relative plastic zone sizes
in plane stress and plane strain, and is in keeping with the mode I results of [1].
The plot of Fig. 2.9 also contains the master curve of Fig. 2.8, which corresponds toν = 0.3
in plane strain. Evidently, changes in Poisson’s ratio (i.e., changes in plastic constraint) result in
roughly uniform shifts of the master curve, although the magnitude of such shifts decreases with
increasing plastic constraint. An important result is thatfor ν ≥ 0.3, values ofdWdN
∗
vary by less
than 0.5%. Thus, for all values of the mode-mix ratio, the effect of Poisson’s ratio ondWdN
∗
is
negligible for typical ductile metals, whereν ≥ 0.3. It should finally be noted that since the plastic
dissipation increases with mode-mix, the uniform shifts inthe master curve suggest that the relative
effect of plastic constraint decreases with increasing shear component. This supports the previous
observation regarding the similarity of plane stress and plane strain plastic zone sizes for pure mode
II.
2.4.3 Effect of Hardening Modulus
Plane strain numerical results fordWdN
∗
vs. ψ are plotted in Fig. 2.10 over the full range ofEt/E and
for ν = 0.3. The case ofEt/E = 0 (elastic-perfectly plastic response) coincides with themaster
curve of Fig. 2.8, and represents an upper bound on the plastic work per cycle in plane strain. As
should be expected,dWdN
∗
decreases with increasing hardening modulus, and approaches zero for
the case ofEt/E = 1 (purely elastic response). Thus, for all values of mode-mix, the effect of
increasing material hardening is to decrease the plastic work. In an absolute sense, the results of
Fig. 2.10 indicate thatdWdN
∗
is more sensitive to hardening ratio for high values ofψ. On the other
hand, the effect of mode-mix is substantially more pronounced for low values ofEt/E, which is
typical of ductile metals.
The effects of hardening modulus on the dimensionless plastic di sipation have been considered
for the case of mode I loading (C(T) specimen geometry) in [1]. However, different specimen
geometries and loading typically exhibit slight differencs in both the shape and size of the crack
tip plastic zones, which is typically attributed to differences in “T-stress” at the crack tip [76]. In
order to investigate the sensitivity ofdWdN
∗
to specimen geometry, both the current results for mode
I loading and those of [1] are plotted versesEt/E for both plane stress and plain strain (ν = 0.3)
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Figure 2.11: Comparison of current specimen (DCB) results in mode I and C(T) results from [1].
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this difference decreases with increasing hardening modulus, and appears to be negligible in plane
strain. Hence, results suggest that specimen geometry has only a limited effect on the total plastic
dissipation during plane strain fatigue crack growth in ductile solids.
2.4.4 Implications of Results
The numerical results suggest that the mode-mix ratio is a dominant factor in the total plastic dis-
sipation per cycle, which increases significantly with modeII component. In light of Eq. (2.1), this
might suggest that fatigue crack growth rates should also increase with mode-mix ratio, which is in
contrast to experimental observations [37]. However, the fatigue crack growth rate of Eq. (2.1) is
inversely proportional to the critical energy release rateGc, which is also known to increase sharply
with mode-mix ratio. Hence, validation of Eq. (2.1) requires both mixed-mode fracture toughness
data and Paris-regime crack growth data under sustained mixed-mode loading.
In light of the difficulty in achieving self-similar crack propagation in a homogeneous material un-
der sustained mixed-mode loading, such data is not readily available. Moreover, work by Magill and
Zwerneman [44] suggests that propagation of cracks in homogeneous materials under constrained
mixed-mode loading conditions can be three-dimensional innature, with the crack orienting itself
in favor of mode I conditions along the crack front. It is currently unclear to what extent this occurs
during steady-state delamination of layered material system . Subsequent experimental studies of
steady-state delamination of layered materials under bothm notonic and fatigue loading conditions
would provide further insight into this matter, and could beus d to assess the validity of the crack
growth law of Eq. (2.1).
Even in the absence of a comparison with sustained mixed-mode crack growth data, the results
of this work are useful for comparison with dissipated energy measurements during fatigue crack
growth. In particular, Ranganathan [36] has reported dissipated energy measurements under mode I
loading which are substantially higher than those predicteby finite element models. Such discrep-
ancies had been attributed in part to a mix of crack extensionm des associated with the deformation
mechanism at the crack tip. In light of the current work, the pr sence of a mode II component can
significantly increase the dissipated energy at a fatigue crack tip, which tends to support the ob-
servation in [36]. Perhaps subsequent experimental studieof dissipated energy under sustained
mixed-mode crack growth will allow a more thorough comparison with the results of this work.
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2.5 Conclusion
Previous results in the literature suggest that fatigue crack growth rates under mode I loading can be
closely correlated with the total plastic dissipation per cycle ahead of the crack. The current chapter
has extended the dissipated energy approach to steady-state crack growth under mixed-mode load-
ing conditions. The total plastic dissipation per cycle hasbeen extracted from 2-D elastic-plastic
finite element analyses of a stationary crack in a general mixed-mode specimen geometry under con-
stant amplitude loading. Both elastic-perfectly plastic and bilinear kinematic hardening constitutive
behaviors have been considered, and numerical results for adimensionless plastic dissipation per
cycle have been presented over the full range of relevant mechani al properties and mixed-mode
loading conditions. Numerical results reveal that the total pl stic dissipation per cycle decreases
with increases in both material hardening behavior and crack tip constraint, which is in keeping
with previous results for mode I loading. Results further indicate that the total plastic dissipation
is a strong function of applied mode-mix ratio, and increases harply with an increase in mode II
component.
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3 Plastic Dissipation in Mixed-Mode Along
Plastically Mismatched Interfaces
In this chapter, the total plastic dissipation per cycle is determined by plane strain elastic-plastic
finite element modeling of a stationary crack in a general mixed-mode layered specimen geometry,
with mismatches in both yield strength and hardening modulus across the interface. Comprehen-
sive numerical results for a dimensionless plastic dissipation per cycle are presented over the full
range of relevant material combinations and mixed-mode loading conditions. The numerical results
provide substantial insight into the relative effects of applied mode-mix ratio, strength mismatch
and hardening mismatch on the plastic dissipation during fati ue crack growth, and may ultimately
contribute to the design of fatigue-resistant interfaces.
3.1 Problem Considered
3.1.1 Global Problem Geometry
The mixed-mode layered specimen geometry considered herein is shown in Fig. 2.1, and follows
that used in the previous chapter and in Ref. [2]. The specimen is composed of two bonded layers
of plastically mismatched materials #1 and #2 having equal thicknessh and lengthL, and with a
crack of lengtha along the interface. The loading consists of pure bending moments per unit width
M1 andM2 applied to the top and bottom layers, which are equilibratedby a symmetry condition
on the right hand side. As discussed shortly, variation in the bending momentsM1 andM2 allows
consideration of the full range of mode-mix values, from pure mode I to pure mode II. Both the
lengthL and the crack lengtha are sufficiently long to allow for steady-state conditions at the crack
tip, so that the energy release rate is independent of crack length. As discussed in [51, 53–55, 57],
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steady-state conditions prevail once the crack is sufficiently long such that the specimen exhibits
beam-type behavior far behind and ahead of the crack tip. As areminder, the dimensions used in
the numerical analyses in this Chapter wereL = 50 mm,h = 5 mm, anda = 25 mm, which are
sufficient for steady-state conditions at the crack tip.
3.1.2 Elastic Solution
Since the elastic problem is the same as in the previous chapter, the results for the stress intensity
factors, mode mix and strain energy release rate are unchanged.
3.1.3 Elastic-Plastic Response
In this study, the elastic-plastic constitutive response of ach material is assumed to obey a bi-linear
kinematic hardening model. As shown in Fig. 2.3, the uniaxial response for bi-linear kinematic
hardening is completely described by the elastic modulusE, the yield strengthσy and the hardening
(or tangent) modulusEt . For a given yield strength, the hardening behavior can be chara terized
by the ratioEt/E, which varies in the range 0≤ Et/E ≤ 1 (i.e., from elastic-perfectly plastic to
purely elastic response). As shown in Fig. 2.3, bi-linear kinematic hardening provides for a reduced
yield strength upon load reversal (the Bauschinger effect), and predicts plastic shakedown after
only a single cycle. In the context of classical small-strain elastoplasticity, the bi-linear kinematic
hardening model represents a first approximation to the stabilized cyclic response during constant
amplitude loading.
3.1.4 Plastic Mismatches Considered
As shown in Fig. 3.1, the material combinations considered hrein include a mismatch in yield
strength (Fig 3.1a), a mismatch in hardening modulus (Fig. 3.1b), or a mismatch in both yield
strength and hardening modulus (Fig. 3.1c). Throughout this dissertation, mismatches in hardening
modulus are investigated by varying the ratiosEt1/E andEt2/E, while mismatches in yield strength




























(c) General case of plastic mismatch.
Figure 3.1: Plastic mismatches considered.
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As defined in Eq. (3.1), values of̂σ are bounded in the range−1≤ σ̂ ≤ 1. A positive value ofσ̂
signifies a top layer which is stronger than the bottom layer.As the relative strength of the top layer
increases, then̂σ → 1. Likewise, a negative value of̂σ signifies a bottom layer which is stronger
than the top layer. As the relative strength of the bottom layer increases, then̂σ →−1. The case
whenσ̂ = 0 means there is no strength mismatch across the interface. For a given value of̂σ , the





1− σ̂ , (3.2)
and lies in the range 0≤ σy1σy2 ≤ ∞.
3.2 Numerical Modeling Procedures
The finite element modeling used for plastically mismatchedinterfaces was identical to the proce-
dure outlined in Section 2.3.1 on page 14 with the exception that the plastic material properties are
different for each layer. In this chapter, values of strength mismatch in the range 0≤ σ̂ ≤ 1 were in-
vestigated by fixing the strength of the bottom layer atσy2 = 300 MPa and increasing the strength of
the top layer. Similarly, values of strength mismatch in therange−1≤ σ̂ ≤ 0 were investigated by
fixing the strength of the top layer atσy1 = 300 MPa and increasing the strength of the bottom layer.
Since the extent of crack-tip plasticity is controlled by the weaker material, this ensured small-scale
yielding for all material combinations considered.
3.2.1 Nondimensionalization
As described in [2], the total plastic dissipation per cycleat the tip of a mixed-mode crack in a
homogeneous material scales with the square of the applied energy release rate, and can be normal-
ized in terms of the elastic properties and the yield strength of he material. Throughout the current
study, where a mismatch in plastic properties exists acrossthe interface, the plastic dissipation is











As defined in Eq. (3.3), the dimensionless plastic dissipation dWdN
∗
depends on the applied mode-mix
ratio ψ, the strength mismatch parameterσ̂ , and the hardening modulus ratiosEt1/E andEt2/E. In
the context of the dissipated energy theory of Eq. (1.1), thefatigue crack growth rate can be written










where numerical results fordWdN
∗
are provided in the next section. As previously mentioned,Gc is the
critical strain energy release rate which represents the monotonic fracture toughness of the interface.
As such,Gc is a mechanical property of the interface. In the context of Eq. (3.4), the energy released
in monotonic loading is the same as the energy released in cyclic loading as described in reference
[1].
3.3 Numerical Results and Discussion




over the full range of applied mode-mix ratios and plastic mis atches. The results provide sub-
stantial insight into the relative effects of applied mode-mix ratio, strength mismatch and hardening
mismatch on the plastic dissipation during fatigue crack growth.
3.3.1 Effect of Yield Strength Mismatch
This section considers the material combinations illustrated Fig. 3.1a, where each material is elastic-
perfectly plastic, but where a mismatch in yield strength exists across the interface. Without loss
of generality, comprehensive results the geometry of Fig. 2.1 can be presented by considering both
positive and negative values of the strength mismatch parameterσ̂ over only half the range of mode
mix values (e.g., 0◦ ≤ ψ ≤ 90◦), or by considering both positive and negative values of themode-
mix parameterψ over only half the range of strength mismatches (e.g., 0≤ σ̂ ≤ 1). In this study,
the latter approach is adopted, so that attention is restricted to strength mismatches in the range
0≤ σ̂ ≤ 1. Hence, given the normalization of Eq. (3.3) in terms of thebottom layer, increasing the
































ψ = 0◦ 
Figure 3.2: Dimensionless plastic dissipation energy as a function of yield strength mismatcĥσ for
elastic-perfectly plastic materials (Et1/E = Et2/E = 0) over the full range of applied
mode mixψ.
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A plot of the dimensionless plastic dissipationdWdN
∗
as a function of the strength mismatch pa-
rameterσ̂ is shown in Fig. 3.2 over the full range of applied mode-mix ratio ψ. In general, there is
a slight difference indWdN
∗
for positive and negative values of the same mode-mix ratio,except for
the case of pure mode II (ψ = ±90◦). This can be expected based on the asymmetry of the problem
for general mixed-mode loading. However, for all applied mode-mix ratios, the plastic dissipation
is greatest for the case of no mismatch (σ̂ = 0), and decreases with increasing values ofσ̂ . Interest-
ingly, there is an asymptotic effect of the yield strength mis atch for values of|σ̂ | ≥ 0.25, which
corresponds to a yield strength ratio ofσy1/σy2 = 5/3. Hence, with respect to the plastic dissipa-
tion at the crack tip, an interface between two ductile metals with a strength ratio of only 5/3 is no
different than an interface with a strength ratio of infinity, where one material exhibits no yielding
at all!
The above results can best be explained by considering the plastic zones at the crack tip. Fig-
ures 3.3, 3.4 and 3.5 show the effect of strength mismatch on te reversed crack-tip plastic zones
for ψ = 0◦, ψ = 41◦ andψ = 90◦, respectively. In each figure, results are presented for values
of σ̂ = 0, 0.1, 0.25 and 1.0. For the case of no mismatch (σ̂ = 0), the crack tip plastic zones are
symmetric about the crack plane for both pure mode I (Fig. 3.3a) and pure mode II (Fig. 3.5a),
while Fig. 3.4a illustrates the asymmetry of crack tip plasticity for general mixed-mode loading.
For each value of mode-mix, increasing the plastic mismatchparameter acts to increase the strength
of the top layer, which results in a decrease in plastic zone size. The crack tip plastic zone in the top
layer becomes negligible when̂σ = 0.25, in which case the crack tip plasticity closely resembles
that for σ̂ = 1.0. Similar asymptotic behavior in crack tip plastic zones for plastically-mismatched
interfaces has been reported by Lee [66,67], and tends to support the results of Fig. 3.2.
At first thought, the symmetry of the problem might suggest tha e plastic dissipation in pure
modes I and II would be reduced by half for the case of an infinite strength mismatch (σ̂ = 1.0),
when one layer does not yield. However, according to Fig. 3.2, the decrease in plastic dissipation
betweenσ̂ = 0 and σ̂ = 1.0 is much less than 50%. A factor of two difference in the plastic
dissipation energy would require that the problem could be modeled with a symmetry condition
along the crack plane, so that the plastic zone size in the bottom layer would be identical for̂σ = 0
andσ̂ = 1.0. Inspection of the plastic zones in Figs. 3.3 and 3.5 reveals th t this is clearly not the
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(d) σ̂ = 1.0
Figure 3.3: Effect of strength mismatch on reversed plasticzones in pure mode I, for elastic-
perfectly plastic materials (Et1/E = Et2/E = 0) with E = 73.1 GPa,ν = 1/3, σy2 = 300
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(d) σ̂ = 1.0
Figure 3.4: Effect of strength mismatch on reversed plasticzones forψ = 41◦, for elastic-perfectly
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(d) σ̂ = 1.0
Figure 3.5: Effect of strength mismatch on reversed plasticzones in pure mode II, for elastic-
perfectly plastic materials (Et1/E = Et2/E = 0) with E = 73.1 GPa,ν = 1/3, σy2 = 300
MPa and∆G = 200J/m2.
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zone size of the bottom layer. As the strength mismatch increases, the increased load carrying
capacity of the top layer is unmatched by the bottom layer, which consequently experiences an
increase in crack tip plasticity.
It should finally be noted that compared to strength mismatch, the applied mode-mix ratio has a
dominant effect on the plastic dissipation per cycle for elastic-perfectly plastic materials. This is fur-
ther illustrated by Fig. 3.6, in which the normalized plastic d ssipationdWdN
∗
is plotted as a function
of the mode mix ratioψ over the full range of strength mismatches. The “master curve” correspond-
ing to σ̂ = 0 is identical to that reported in [2] for values of 0◦ ≤ ψ ≤ 90◦, and is symmetric about
ψ = 0◦. A slight asymmetry aboutψ = 0◦ exists for the remaining values ofσ̂ , except for the case
of pure mode II. Based on the results in Fig. 3.6, changes in applied mode-mix ratio can affect the
plastic dissipation by more than an order of magnitude, while t e effects of strength mismatch are
comparatively small. The dominant effect of mode-mix ratiocan be attributed to the plastic zone
sizes in Figs. 3.3-3.5, which increase significantly with anincrease in mode II component.
3.3.2 Effect of Hardening Modulus Mismatch
This section considers the material combinations illustrated Fig. 3.1b, where the two materials have
the same yield strength, but where a mismatch in hardening modulus exists across the interface.
Since the shape and size of the crack tip plastic zones are primarily controlled by the yield strength,
they are generally similar to those illustrated in Figs. 3.3- .5 for the case of̂σ = 0. However,
the plastic dissipation occurring within each plastic zoneis controlled by the area bounded by the
bi-linear kinematic hardening response (Fig. 2.3), which is heavily dependent on the hardening
modulus in each material.
A family of plots for the plastic dissipationdWdN
∗
as a function of the mode mix ratioψ is provided
in Fig. 3.7 over the full range of mismatches in hardening modulus. Each of the four plots shows
the effect of increasingEt1/E in the range 0< Et1/E < 1 for a fixed value ofEt2/E. The plot of
Fig. 3.7a is for the case ofEt2/E = 0, which corresponds to elastic-perfectly plastic response i
the bottom layer. The curve forEt1/E = 0 corresponds to the master curve of Fig. 3.6, where both
materials are elastic-perfectly plastic with no mismatch in yield strength across the interface. As
might be expected, increasing the hardening ratioEt1/E acts to decrease the plastic dissipation per
cycle. The caseEt1/E = 1.0 results in zero plastic dissipation in the top layer, and isi entical to the
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Figure 3.6: Dimensionless plastic dissipationdWdN
∗
as a function of mode mixψ for elastic-perfectly
plastic materials (Et1/E = Et2/E = 0) over the full range of strength mismatches.
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case of an infinite strength mismatch (σ̂ = 1.0) plotted in Fig. 3.6. In general, increasing the ratio
Et1/E for the caseEt2/E = 0 has only a limited effect on the plastic dissipation per cycle, which is
dominated by the elastic-perfectly plastic response of thebottom layer.
The effect of increasing the ratioEt2/E is illustrated in Figs. 3.7b-d. As the hardening of the
bottom layer increases, changes inEt1/E have a much larger effect on the plastic dissipation per
cycle, particularly for high values of the mode-mix ratioψ. It should be noted that the hardening
modulus for typical ductile metals falls in the range 0< Et/E < 0.1. Hence, the practical effect of
mismatches in hardening modulus for ductile metal interfacs is bounded by the plots of Figs. 3.7a
and 3.7b.
The limiting case ofEt2/E = 1.0 is plotted in Fig. 3.7d, and yields the greatest effect of changes
in Et1/E. The curve corresponding toEt1/E = 0 is the upper bound in Fig. 3.7d, and is the mirror
image aboutψ = 0 of the lower bound curve corresponding toEt1/E = 1 in Fig. 3.7a. This is a
result of the problem symmetry, where switching the materials is equivalent to changing the sign of
the applied mode-mix ratio. As must be the case, the lower bound in Fig. 3.7d corresponds to both
Et1/E = Et2/E = 1.0, in which case the plastic dissipation is zero.
In general, the results of Fig. 3.7 suggest that the plastic dissipation per cycle is dominated by the
softer material. If one material is elastic-perfectly plastic (Fig. 3.7a), then changing the hardening
modulus of the other material has only a limited effect. However, if one material is purely elastic
(Fig. 3.7d), then changing the hardening modulus of the ductile layer can have a significant effect,
even if variations are restricted to the practical range 0< Et1/E < 0.1. Neglecting any difference in
elastic properties, the latter result could have substantial implications for the design of ceramic/metal
or other brittle/ductile interfaces, where yielding is rest icted to the ductile layer. In other words,
it is possible to make a more fatigue resistant interface, assuming fracture toughness is maintained,
by increasing the yield strength of one of the layers. This mimatch has the effect of reducing the
amount of plastic dissipation, even if just a small amount.
3.3.3 Effect of Combined Strength and Hardening Mismatch
The combined effect of mismatches in yield strength and hardening modulus (Fig. 3.1c) can be il-
lustrated by considering families of plots similar to Fig. 3.7, but for increasing values of the strength
mismatch parameter̂σ . Such results are plotted in Figs. 3.8, 3.9, and 3.10 for values ofσ̂ = 0.1,
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(a) Et2/E = 0.0 andσ̂ = 0.00 (b) Et2/E = 0.1 andσ̂ = 0.00
(c) Et2/E = 0.5 andσ̂ = 0.00 (d) Et2/E = 1.0 andσ̂ = 0.00
Figure 3.7: Family of plots showing the effect of the hardening modulus ratiosEt1/E andEt2/E for
the case of no strength mismatch (σ̂ = 0). The response is dominated by the layer with
the least hardening.
0.25 and 0.5 respectively. Along with thêσ = 0 results of Fig. 3.7, the plots of Figs. 3.8-3.10 span
the entire design space for plastically mismatched interfac s.
Inspection of Figs. 3.7-3.10 reveals that increasing the streng h mismatch parameterσ̂ acts to
mitigate the effects of the hardening modulus mismatch, andte s to collapse the numerical results
toward the lower bound curves in Figs. 3.7a-d. This is because the lower-bound curves correspond
to Et1/E = 1.0, which with respect to the crack tip plasticity is no different than an infinite strength
mismatchσ̂ = 1.0. As such, the results for the limiting case ofσ̂ = 1.0 are simply the bottom most
curves in Figs. 3.7a-d, which are unchanged in Figs. 3.8-3.10.
The asymptotic effect of strength mismatch is illustrated for the caseEt2/E = 0 by comparing
the results Figs. 3.8a and 3.9a, in which the curves are nearly collapsed forσ̂ = 0.1, and fully
collapsed forσ̂ = 0.25. In the latter case, the plastic dissipation is completely controlled by the
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(a) Et2/E = 0.0 andσ̂ = 0.10 (b) Et2/E = 0.1 andσ̂ = 0.10
(c) Et2/E = 0.5 andσ̂ = 0.10 (d) Et2/E = 1.0 andσ̂ = 0.10
Figure 3.8: Family of plots showing the effect of the hardening modulus ratiosEt1/E andEt2/E for
the case of̂σ = 0.1.
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(a) Et2/E = 0.0 andσ̂ = 0.25 (b) Et2/E = 0.1 andσ̂ = 0.25
(c) Et2/E = 0.5 andσ̂ = 0.25 (d) Et2/E = 1.0 andσ̂ = 0.25
Figure 3.9: Family of plots showing the effect of the hardening modulus ratiosEt1/E andEt2/E for
the case of̂σ = 0.25.
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(a) Et2/E = 0.0 andσ̂ = 0.5 (b) Et2/E = 0.1 andσ̂ = 0.5
(c) Et2/E = 0.5 andσ̂ = 0.5 (d) Et2/E = 1.0 andσ̂ = 0.5
Figure 3.10: Family of plots showing the effect of the hardening modulus ratiosEt1/E andEt2/E
for the case ofσ̂ = 0.5. The layer with the higher yield strength is not contributing
anything to the plastic dissipation.
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elastic-perfectly plastic response of the bottom layer, which is both the softer and weaker material.
Hence, for an elastic-perfectly plastic bottom layer and a rel tively strong top layer (̂σ > 0.25), there
is no effect of changing the hardening modulus of the top layer. That said, there is an increasing
effect of hardening modulus mismatch for increasing valuesof Et2/E, for which a higher value of
strength mismatch is required for asymptotic response. Forexample, the data forEt2/E = 0.1 in
Fig. 3.10b are not quite collapsed even forσ̂ = 0.5, which is well into the asymptotic range for the
case ofEt2/E = 0. Only in the limit of σ̂ = 1.0 are the data collapsed for all values ofEt2/E, in
which case varying the hardening modulus of the top layer hasno effect.
3.3.4 Implications of Results
Application of the current results to the fatigue crack growth law of Eq. (3.4) requires the critical
energy release rate (i.e., the mixed-mode fracture toughness) for the given interface, which must be
determined experimentally. However, assuming the fracture resistance is maintained, the results of
this work suggest that intentional mismatches in strength and/or hardening modulus could poten-
tially contribute to the design of a fatigue-resistant interface. In particular, increasing the relative
strength or hardening modulus of one layer acts to decrease the plastic dissipation per cycle, which
suggests a reduction in the fatigue crack growth rate as well. Such results are especially relevant for
ceramic/metal and other brittle/ductile interfaces, where the plastic dissipation is sensitive to both
the yield strength and hardening modulus of the ductile layer.
3.4 Conclusion
Numerical results for a dimensionless plastic dissipationper cycle have been presented over the
full range of applied mode mix ratios and bi-linear kinematic hardening parameters, including mis-
matches in both yield strength and hardening modulus. Results ggest that the applied mode-mix
ratio is a dominant factor, and can increase the plastic dissipation by more than an order of magni-
tude compared to mode I loading. For matching layers, elastic-perfectly plastic behavior is an upper
bound on the dimensionless plastic dissipation per cycle, which decreases with increases in material
hardening behavior. For a mismatch in plastic properties, increasing either the yield strength or
hardening modulus of one layer acts to decrease the plastic di sipation per cycle, which is domi-
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nated by the weaker or softer material. There is an asymptotic effect of yield strength mismatch for
strength ratios beyond approximately 5/3, so long as at leasone material exhibits elastic-perfectly
plastic response. However, increasing hardening in the soft r material acts to increase the strength
ratio required for asymptotic response. In the limit where on material is fully elastic, the hardening
modulus of the ductile layer can have a significant effect of the plastic dissipation per cycle. Ul-
timately, the results of this chapter suggest that intentional mismatches in plastic properties could
potentially contribute to the design of fatigue resistant interfaces.
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4 Determination of the Mode Mix in the
Presence of an Elastic Mismatch
In previous chapters, the definition of the mode is straightforward since the elastic properties are
homogeneous. However, if a crack is growing along an interfac between layers with a mismatch
in elastic properties, the mode of loading is not well understood. This chapter addresses this issue
and proposes a technique of determining the mode mix based onan elastic energy criterion. Two
candidate quantities were considered, the first being the toal elastic strain energy within the contour
defined by the yield strength and the second was a contour integral of the elastic strain energy
density for a circular contour. The strain energy density was computed in closed form and numerical
integration provided the energy quantity desired. Analytical solutions for the strain energy quantities
of the homogeneous case provide insight for normalization as well as verification of the numerical
procedures. The energy criterion based on the contour integral was chosen because is only relies on
elastic properties and it is easier to compute.
The mode is defined by interpolating the range of dimensionless energy values when the min-
imum energy was set to pure mode I (ψ = 0) and the maximum energy was set to pure mode II
(ψ = ±π/2). Spanning the whole range of mode mix values requires varying both the ratio of the
stress intensity factors as well as their magnitude. An example of a brass/solder interface illustrates
this concept.
The proposed procedure for determining mode-mix is consistent with the classic definition of
mode and requires choosing an appropriate characteristic length. The characteristic length can be
given physical meaning based on an energetic definition of the mode.
50
4.1 Introduction
Applications of bonded interface mechanics arise from layered manufacturing, structural coatings,
electronic packaging and other processes where a material is deposited on a dissimilar substrate. It
is often energetically favorable for a crack to grow along aninterface which may result in mixed
mode cracking, both from the mode of the externally applied loads and a possible mismatch in
elastic propertied across the interface. In-plane mixed moe l ading considers combinations of in-
plane symmetric loading (mode I) and in-plane antisymmetric loading (mode II). The third mode
of loading is for out of plane shear (tearing). These modes ofloading stem from the solution to the
boundary value problem governed by the theory of elasticity.
Williams [77] is credited with an eigenfunction expansion solution to the crack problem that
shows both opening (mode I) and shearing (mode II) behavior is p esent at an interfacial crack, even
if the externally applied loading is mode I. Also, Williams revealed the oscillating stress singularity
near the crack tip. The singular stress fields oscillate in a log rithmic fashion which requires the
stresses to change sign an infinite number of times as the distance from the crack tip approaches




r iε fi, j (θ) (4.1)
For the analysis of previous researchers and those contained her in to be valid, a small scale yielding
assumption is necessary such that the perturbation from crack tip yielding does not significantly
violate the assumptions of a mathematically perfect, traction free crack.
Further advances of the solution of the field equations of elasticity based on Mushkelishvili’s
complex potential technique were performed by Cherepanov [78], England [79], Ergodan [80], and
Rice and Sih [81] in which a complex stress intensity factor,
K = K1+ iK2 (4.2)
was introduced to characterize the stress fields. The magnitude of the complex stress intensity factor
is determined from the relationship:







Figure 4.1: A stress-strain diagram of an elastic mismatch wit equal plastic properties (both strain
hardening rate and yield strength).





A detailed discussion of the development of interfacial fracture mechanics can be found in Broberg’s
text [82]. The explicit form of the asymptotic near tip displacement and stress expressions are
provided by Sun and Jih [83] as well as Nishioka [84]. These expr ssions are shown in Appendix
B.
Alternative characterizations of the crack tip stress fields are based on the strain energy release
rate. Rice [85] showed the equivalence of theJ-integral to the strain energy release rate for elastic
problems. While the strain energy release rate,G , governs the intensity of the crack tip singularities,
it fails to represent the nature of the mode mix. As such, complete characterization of the crack
tip stress fields requires either the complex stress intensity factor (in which the real part ofK is
analogous to the classicKI and the imaginary part ofK is analogous toKII ) or the strain energy
release rateG and the mode mix,ψ.
Rice [86] explains in detail the issue of interpreting the mode mix in the context of a complex
stress intensity factor. For the mode mix to be dimensionally meaningful, the mode mix must be
determined as
ψ = tan−1
ℑ [Kl iε ]
ℜ [Kl iε ]
(4.5)
whereℑ refers to the imaginary part andℜ refers to the real part of a complex number. The quantity






Figure 4.2: A schematic of an interfacial crack.
or ε = 0. Hutchinson and Suo [51, 52] have championed this definition of the mode in their work
discussing the fracture mechanics of layered systems and have set the arbitrary length equal to the
layer thickness of the top layer (l = h). Many recent researchers [48, 54–57] have also used this
definition of the mode.








µ1(κ2 +1)+ µ2(κ1 +1)
, (4.7)
whereµi is the shear modulus (modulus of rigidity) of theith layer from Fig. 4.2,κ i = 3−4νi for
plane strain andκ i = (3− νi)/(1+ νi) for plane stress. A more insightful form of Dundurs’ first









for plane strain and
Ēi = Ei for plane stress.
The value ofα is bounded between−1 and 1 and−0.5 < β < 0.5 for solids (0≤ ν ≤ 0.5). The









Substituting the bounds forβ gives approximate permissible values ofε between−0.175 and 0.175.
Since the value ofε is typically small (e.g.ε = 0.039 for Ti/Al203), researchers [48] often let
β = 0 and proceed with the analysis. While this practice may leadto cceptable engineering results,
it excludes the possibility of capturing the effects of nonzeroβ when analyzing trends. Furthermore,
there are an infinite number of material property combinations that satisfyβ = 0 for a given value
of α .
The consequences of nonzero values ofβ are that the mode and the magnitude of the load are
coupled. In other words, both the modeψ and the strain energy release rateG are required to
characterize the crack tip stress fields, butψ is also a function ofG . Also, given a value of the mode
ψ1 and a corresponding characteristic lengthl1, a new mode can be obtained by choosing a new
characteristic length using the transformation




Since the choice of the characteristic length is arbitrary,the value of the mode is necessarily arbi-
trary.
The consequence of this is not dire in that the results from experiments or analysis simply require
the reporting of the characteristic length. However, when examining trends as a function of mode
mix, the mode mix itself is meaningless as it depends on an arbitr ry characteristic length. A recent
example from Daily and Klingbeil [2] show the trends of the plastic dissipation as a function of
mode mix for homogeneous materials. Sinceβ = ε = 0 for homogeneous materials,iε = 1 and the
definition of mode is well defined. However, extending the results of [2] to the general bimaterial
interface becomes problematic due to the lack of a consistent definition of a mode.
The goal of this chapter is to define the mode mix in such a way asto eliminate the arbitrary
aspect of the characteristic length. A procedure based on determining the extrema of the elastic
strain energy contained in the region defined by the Von Misesstress contour corresponding to
the uniaxial yield strength leads to a physically based determination of the characteristic length.
Similarly, a procedure for determining the complex stress intensity factor from the strain energy
release rate and mode mix is shown. The properties of the design space are presented and concepts
are illustrated using the properties of a brass solder interfac presented by Nayeb-Hashemi and
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Material Property (SI units) 360 Machine Free Brass63Sn-37Pb Solder
Young’s Modulus, E (GPa) 101 30
Poisson’s Ratio 0.35 0.324
Plane Strain Modulus̄E (GPa) 115 33.5
Yield Strength (MPa) 70 22.06
Coeff. of Thermal Expansion (/◦C) 19E–6 21E–6
Layer number 1 2




Characteristic length,l (mm) 1
Material Property (US units) 360 Machine Free Brass63Sn-37Pb Solder
Young’s Modulus, E (Mpsi) 14.65 4.35
Poisson’s Ratio 0.35 0.324
Yield Strength (kpsi) 10.15 3.20
Coeff. of Thermal Expansion (/◦F) 10.5E–6 11.7E–6
Layer number 1 2




Characteristic length,l (in) 0.03937
Table 4.1: Material properties for a brass/solder interface.
Yang [48].
4.1.1 Bimaterial Example
Consider the scenario where a crack along a brass solder interface exists. The pertinent fracture me-
chanics parameters (K1+ iK2) andG andψ for a given load can be calculated. Physically meaning-
ful values can be assigned to all the material properties, loads and geometry in the SI system. Also,
the same specimen can be analyzed in the US system. Let the characteristic length bel = 1mm.
SI Units
The material properties of the brass solder interface are shown in Table 4.1.
Consider a load on the crack such thatG = 200 J/m2 and ψ = π/4 radians. A relationship























It should also be noted that 1−β2 = 1/cosh2(πε). From Eqs. (4.3) and (4.11) we can determine
the magnitude of the stress intensity factor,
|K| = cosh(πε)
√
G E∗ . (4.13)
For this example,|K| = 3.259 MPa√m. The next question is to determine the values ofK1 andK2
based on the given mode mix. Sincel = 1 mm, l iε = 1, the imaginary part ofK is K2, and the real





ℑ [Kl iε ]




SinceK2 = K1 andK21 +K
2




The analysis in US units is begun by converting the applied stres intensity factors previously ob-
tained to US units:
K1 = K2 = 2.097kpsi
√
in .








Performing a dimensional analysis will reveal thatG is the same physical quantity. Evaluating the
stress fields at the same location from the crack tip (i.e. 1 mm= 0.03937 in) gives the mode mix
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according to Eq. (4.5) as
ψ = tan−1
ℑ [Kl iε ]








This calculated mode isnot π/4 as originally given. To obtain a value of the characteristic length
required for changing the mode back toπ/4 we must manipulate Eq. (4.10) to solve forl2:






The lengthl1 = 0.03937 inches corresponds toψ1 = 0.94 radians which givesl2 = 1.00 inches when
ψ2 = π/4. This shows the importance of knowing the characteristic length when analyzing interface
crack problems.
Further study would reveal that if we had started fromG = 1.142 lbin , ψ = π/4, andl = 0.03937
in, then the resulting stress intensity factors would not beequal as expected from the analysis in SI.
However, transforming the characteristic length can give any v lue of mode mix we desire. As such,
the meaning of the mode is not explicit. The different results for the mode mix arising simply from
changing unit systems demands a better method of defining mode ix! The proposition presented
herein based on quantifying energy near a crack tip works toward this end.
4.2 Elastic Strain Energy Near the Crack Tip
In the development of the solution of the asymptotic stress fields, the strain energy stored near a







whereR(θ) is an arbitrary contour surrounding the crack tip,U is the total strain energy, andUo
is the strain energy density at a point. Notice this requirement does not preclude the possibility of
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points of unbounded strain energy density (e.g., whenr = 0,Uo is unbounded). The arbitrary contour
R(θ) is chosen based on the yield strength of the material. This eliminates the arbitrary aspect of
choosing a contour to evaluate the elastic strain energy near th crack tip,U . The disadvantage
of this choice is that the definition of the mode inherently depends on the plastic properties of the
material system, even if an elastic-plastic analysis is notperformed.
Using the distortion energy (Von Mises) failure criterion for yield enables a solution for an ap-
proximate contour of the plastic zone. This contour is only approximate because equilibrium may






= (σxx−σyy)2 +(σyy−σzz)2 +(σzz−σxx)2 +6(τ 2xy+ τ 2yz+ τ 2zx) , (4.15)
whereσ ′ is the equivalent (Mises) stress at a point. The evaluation of the contourR(θ) is determined
by solving for the locus of points whereσy = σ ′.
4.2.1 The Homogeneous Case
Determining the amount of elastic strain energy within the approximate plastic zone can be done
analytically for homogeneous materials. Consider a crack tip loaded withK1 andK2. The singular



































































































































For plane stress conditions,
σzz= 0. (4.20)
Substituting Eqs. (4.16)-(4.19) into Eq. (4.15) gives an expr ssion in terms ofσ ′, r, θ, K1, and
K2. When the Von Mises stress is equal to the yield strength,σys, then the radial distance at angleθ







































(τ 2xy+ τ 2yz+ τ 2zx) . (4.24)



















in plane stress. Notice ther terms cancel in when performing the integration of Eq. (4.23) giving
the result for
U =




f1 = −(1+ν)(−89+16ν [23−38ν +24ν2])
f2 = −6(1+ν)(−63+16ν [11−14ν +8ν2])
f3 = 385+ν(−303+16ν [3+22ν −24ν2])


















Recognizing that tanφ = K2/K1 yields
256πEσ2yU
K41
= f1(ν)+ f2(ν) tan2 φ+ f3(ν) tan4 φ (4.29)
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f1(ν)+ f2(ν) tan2φ+ f3(ν) tan4φ
256π(1+2tan2φ+ tan4φ)
. (4.32)
The right hand side of Eq. (4.32) has no dimension as it only depends on Poisson’s ratio and the
ratio of the stress intensity factors. The quantity on the right hand side is the dimensionless elastic





This dimensionless quantity verifies the normalization of the plastic dissipation results in [2]. A
plot of Eq. (4.32) is shown in Fig. 4.3 for different values ofν , which mimics the curves for plastic
dissipation in Chapter 3.
4.2.2 Curve Fit to Plastic Dissipation of Chapter 2
The results of the previous section show that the functionalform of the dissipated energy curve is a








wherex = tan2φ andai andbi are unknown coefficients that can be determined based on a line r
least squares fit. From the results of Chapter 2, the value ofdW/dN∗ is given for different values of
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Figure 4.3: A plot of the dimensionless elastic strain energy for different values ofν in plane stress
and plane strain.
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where [·]† indicates the Moore-Penrose pseudo inverse. Inclusion of the φ = 90◦ points in the
pseudo-inverse renders an ill-conditioned matrix, and ignoring that point makes the solution stable.









































































































These results are important because they provide a technique of rapidly determining the dissipated
energy per cycle for different mode mix values. The interpolati n scheme is physically based on the
elastic strain energy and can easily be implemented in a computer code that predicts fatigue crack
growth rate.
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Figure 4.4: A curve fit using Eq. (4.34) and the coefficients listed in Eq. (4.35) for the plastic dissi-
pation of a homogeneous material whenν = 1/3.
4.2.3 The Case of a Yield Strength Mismatch
When dealing with the case of a yield strength mismatch, the elastic portion of the solution remains
the same as a homogeneous solution. The difference arises when the yield contour is calculated.
Therefore, we can follow the same analysis as in the previoussection except the integration with



























g1(ν) = −3π(55ν −89)
g2(ν) = −768(ν −1)
g3(ν) = −18π(17ν −63)
g4(ν) = −256(7ν −11)
g5(ν) = 21π(7ν +55)
in plane stress and
g1(ν) = −3π(−89+16ν(23−38ν +24ν2))(1+ν)
g2(ν) = −768(2ν −1)3(1+ν)
g3(ν) = −18π(−63+16ν(11−14ν +8ν2))(1+ν)
g4(ν) = −256(2ν −1)(11−16ν +12ν2)(1+ν)
g5(ν) = −3π(−385+16ν(43−46ν +24ν2))(1+ν)
for plane strain. The value ofσ ′y from Eq. (4.38) is a measure of the relative yield strength mismatch.
It has a value bounded by−1 and 1 where positive values indicate the top layer (#1) is stronger than
the bottom layer (#2) and negative values indicate the bottom layer (#2) is stronger than the top. The
case for no mismatch corresponds toσ ′y = 0. Also, the yield strength mismatch influences only the
asymmetric terms in Eq. (4.37). These asymmetric terms disappear when there is no yield strength
mismatch or when the material exhibits incompressible behavior (ν = 0.5).


























whereU∗ is a function of Poisson’s ratio and the relative mismatch inyield strengthσ ′y. The plots
of the effect of a yield strength mismatch are shown in Fig. 4.5 on the next page for three different
values of Poisson’s ratio. The case for equal yield strengths ivesσ∗y = σ2y and matches the definition
in Eq. (4.33). The value ofσ∗y is bounded on the lower end by zero which is not physically probable
because most solid materials have some yield strength. The valu ofσ∗y is bounded on the upper
end by twice the square of the smaller yield strength. The bounds are expressed mathematically as
0≤ σ∗y ≤ 2min(σ2y1, σ2y2).
4.2.4 The Bimaterial Case
In the previous section, a closed form solution exists for elastic strain energy for the homogeneous
case. When an interface comprises two different layers withdifferent elastic moduli, then the closed
form solution may not exist and a numerical technique is needed to compute the integral. A two
dimensional integration scheme was developed in Matlab to numerically determine the elastic strain
energy.
An important consideration is understanding the effect of the characteristic length on the elastic
strain energy. As shown in Fig. 4.6, the pattern repeats itself (on a log scale) based onε. The







wheren is an integer andT is the period of the exponent (10T ). Since the energy is periodic with
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Figure 4.5: The influence of a yield strength mismatch on the normalized elastic strain energy in
plane strain. These plots are the graphs of Eq. (4.40) in plane strain.
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respect to the logarithm ofl , there exists many equivalent characteristic lengths. They ar all related
by





wheren is an integer. Therefore, any value ofl can be cast into the space illustrated in Fig. 4.6 by
choosing an appropriate value ofn.
As expected, the design space is also periodic with respect to φ. Since the elastic strain energy is
determined as the square of the mode mix, the periodicity isπ rather than 2π.
An alternative approach is to set the characteristic lengthto unity and vary the load through
changingG . Since increasing the load will obviously increase the strain energy, the elastic strain






whereE∗ is determined from Eq. (4.12) and the cosh4(πε) term is an artifact from the relationship
betweenG and |K|. For a given material system, the yield strength, equivalent elastic modulus
and oscillation index are all constant which implies the elastic strain energy is proportional toG 2.
However, as illustrated by Fig. 4.7,U∗ still exhibits a dependence onG . The logarithmic periodicity








so transforming one value ofG to another equivalent value uses the transformation





Notice the periodicity ofG is faster thanl by a factor ofπ2.
If the characteristic length is proportional toG , then the variation of the elastic energy is only
dependent onφ (the ratio ofK2 to K1), as shown in Fig. 4.8! Furthermore, the value of the propor-
tionality constant determines where the curve is located with respect to theφ axis. For example,
if Fig. 4.8, the dimensionless energy was determined by setting the characteristic length equal to
G . This resulted in a surface that only varied withφ. Shifting the curve along theφ axis requires




























Figure 4.6: A contour map of the elastic strain energy withine yield contour of a the brass/solder
interface (α = 0.549, β = 0.1496) for different values of the characteristic length and
mode mix. The strain energy release rate (G ) was set to unity. The square is located
near the minimum value ofU . The maximum is located within the concentric contours
nearφ = 1.5. Notice that two logarithmic periods of the strain energy is shown.















This means it is possible to choose a proportionality constant that will ensure the minimum is
always atφ = 0 or the maximum is always atφ = π/2. Unfortunately, the proportionality constants
determined from Eqs. (4.46) and (4.47) are not the same; therefor , a definition of mode based
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Dimensionless Energy Contour

























Figure 4.7: A contour map of the elastic strain energy withine yield contour of a the brass/solder
interface for different values of the loading and mode mix. The characteristic length (l )






















































Figure 4.8: The effect of choosing a characteristic length proportional toG .
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solely on this criteria will only work if the proportionality constants are the same.
4.2.5 Determine the Extrema of the Elastic Strain Energy
Consider a single period of the design space ofU∗ with respect toG andφ while the characteristic
length set to unity. Within that period, there exists a maximum value of the normalized elastic strain
energy (U∗max) and a minimum value of the normalized elastic strain energy(U
∗
min). An optimization
algorithm is capable of determining the locations of those values within the period. An implemen-
tation of the popular Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [89] in Matlab located
those points for various values ofα andβ = α/4. Unfortunately, the results depend on the yield
strength of the material. As such, a purely elastic argumentfor the mode mix is not possible based
on these results.
In a similar fashion, the location of the extrema can be foundwith respect tol andφ while setting
the applied loadG = 1.
4.2.6 Gradients and Sensitivity of the Elastic Strain Energ y
Beginning with the expression for the elastic strain energyfrom Eq. (4.23), it is possible to perform
a sensitivity analysis ofU with respect toG andφ. Since integration and differentiation are linear




































The first terms require the derivative of the approximate yield zone radius with respect to the vari-
ables. Since the yield zone is computed numerically for the general case of a bimaterial, the deriva-
tives of the yield zone radius must also be computed numerically. However, an analytical derivative
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For the in-plane problems considered herein, the out-of-plane shearing terms are zero. Moreover,























The field equations given by Nishioka [84] have the form
σi j =









where|K| is a function ofG through Eq. (4.13). Recasting Eq. (4.52) in terms ofG andφ gives the
following expression for the field equations:



































An implementation of the equations in MATLAB showed the semi-analytical derivative agreed with
a converged finite difference scheme to five digits. However,the derivative ofU was more com-
putationally demanding than a simpler finite differencing scheme because it requires a numerical
derivative for the yield radius calculation in addition to the original numerical integration. This
added computational burden renders the results of this section a novelty with little practical use,
although they are included here for completeness.
4.2.7 Limitations of Using the Elastic Strain Energy Within the Yield Zone
The elastic strain energy within the yield strength contouris useful in understanding trends and
interpreting the dimensional aspects of energy at a crack tip. However, using this quantity to define
a meaningful value of mode-mix is problematic because it requi s plastic properties (i.e., the yield
strength). Furthermore, the inclusion of the plastic propeties in an energy-based argument renders
the classic definition of the mode meaningless due to the effect of the yield strength mismatch
shifting the point of maximum and minimum away from the classic mode II and mode I marks,
respectively.
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4.3 Strain Energy Contour Integral
Consider a symmetric contour around a bimaterial crack tip.This symmetric contour could be the





whereUo is the strain energy density at a point andΓ is a symmetric contour. For the remaining
analysisΓ will be a circular contour with an arbitrary radius,rΓ. Notice that no plastic properties
(i.e., yield strength) are used in computing the contour integral of Eq. (4.56).
4.3.1 Homogeneous Case
Determining the amount of elastic strain energy density along a contour can be done analytically
for homogeneous materials. Consider a crack tip loaded withK1 andK2. The singular stress fields















































































































For plane stress conditions:
σzz= 0. (4.60)






























(τ 2xy+ τ 2yz+ τ 2zx). (4.62)































in plane strain. Dividing Eq. (4.65) through byK21 and substituting the definition for mode mix as




f1(ν)+ f2(ν) tan2 φ
8
(4.66)

















f1(ν)+ f2(ν) tan2 φ
8(1+ tan2 φ)
(4.69)
and the dimensionless plot ofU/G is shown in Fig. 4.9. It is important to note that the quantity
U/G is independent of the contour radius,rΓ.
76





















Figure 4.9: Plots of Eq. (4.69) for different values of Poissn’ ratio in plane strain.
4.3.2 The Bimaterial Case
The field equations presented in [84] were used to develop a numerical integration scheme in Matlab
that solves for the integral of Eq. (4.56). In the bimaterialc se, whenε 6= 0, the response ofU/G is
dependent on the ratio of the applied stress intensity factors as well as the characteristic length and
the radius of the contour, as shown in Fig. 4.10. Only one logarithmic period inl and one period
in φ is shown in Fig. 4.10. Within this period, it can be seen that one minimum exists (square) and
one maximum exists. These minimum and maximum are repeated every period. Whenε = 0, the
period with respect to the characteristic length extends toinfinity and the minimum occurs when
φ = 0 and the maximum occurs whenφ = π/2.
Interestingly, changing the radius of the path of integration (rΓ) only effects the the location of the
contour plot of Fig. 4.10 in relation to the bottom axis (l ). However, if we multiply the characteristic
length byrΓ, then changes inrΓ no longer influence the location of the contour plot.
77






















Figure 4.10: Response of the strain energy contour integralas function of the characteristic length
l and modeφ for a brass-solder interface. The radius of the contour is 1 andG = 1.
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is the normalized strain energy release rate. The value ofL corresponds to some physical length
scale (e.g., the total thickness of a sandwich specimen). With this definition of the characteristic
length, the whole range ofU/G can be spanned by varyingG andφ. The logarithmic periodicity
of U with respect tol (now G ∗) is






which is different than the periodicity of having equivalent characteristic lengths for the field equa-
tions. The difference is a factor ofπ2.
4.4 Definition of Mode
The in-plane mode mix should be defined such that mode I (ψ = 0) corresponds to the minimum
normalized strain energy (U/G ) computed from the contour integral of Eq. (4.56) when the char-
acteristic length is defined asl = rΓG . Similarly, the maximum normalized strain energy should be
equivalent to pure mode II (ψ = π/2 orψ =−π/2). The remaining modes will be determined from
an energy interpolation scheme outlined in this section. From this technique of defining the mode,
the characteristic length used in Eq. (4.5) will be assignedan no longer be arbitrary. As such,
a significant contribution of this work is providing a physical basis for choosing the characteristic
length. The full range of mode mix values will be capable of mapping the complete response of
energy based quantities with respect to both the ratio of theapplied stress intensity factors as well
as the magnitude.
4.4.1 Spanning the Complete Range of Energy
In this section, a technique of choosing a function that spanthe complete range of energy is shown.
Begin with locating the energy extrema, (Gmin, φmin, Umin) and (Gmax, φmax, Umax). These points can
be determined using an optimization scheme or by interpolating the plots of Figs. 4.12-4.15.




























































































































































Figure 4.11: Response of the strain energy contour integralas a function of loadG and modeφ
when the characteristic length is equal the inverse of the load. The effects ofε (through
β = α/4) on the contour plots ofU/G when the characteristic length was set torΓG .
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The Effect of α on the Location of the Extrema in Plane Strain when β=α/4
Max
Min
Figure 4.12: The location of the maximum and minimum values of U/G with respect toG for
different values ofα . The maximum values may reflect the one logarithmic period
difference from the maximum values in Fig. 4.11.
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The Effect of α on the Location of the Extrema in Plane Strain when β=α/4
Min
Max
Figure 4.13: The location of the maximum and minimum values of U/G with respect toφ for dif-
ferent values ofα .
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The Effect of α on Maximum Energy in Plane Strain when β=α/4
Max
Figure 4.14: The maximum values ofU/G different values ofα .
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The Effect of α on Minimum Energy in Plane Strain when β=α/4
Min
























Figure 4.16: Contour plot for a brass solder interface showing the line segment connecting the ex-
trema and a sampling of acrossφ for G ∗ = 100.
minimum. The first segment is contained within one period andthe second segment is plotted








(logG − logGmin) φmin < φ ≤ (φmax+π) (4.71)
The value ofU/G is computed for every point along the lines and those values of U/G comprise
a function ofφ, as shown in Fig. 4.17. Since the new definition of mode is energy dependent and the
energy computed for a specific value ofG can be changed by multiplying the characteristic length
by some value, we can find a characteristic length for each value of G andφ that will match the
energy determined from the interpolation function. Furthermore, one can adjust the value of the
mode mix defined by Eq. (4.5) by selecting a new characteristic length. This transforms theφ axis
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U/G  as a Function of φ from the Interpolation 
Figure 4.17: The extraction ofU/G along the line segments from Fig. 4.16 results in the plot shown
here. The arrows indicate the transformation fromφ to ψ for the portion of the curve
with a negative slope. The curve with the circles show the energy xtracted from the
different values ofφ whenG = 100.
to theψ axis. Since the value ofl required to make this transformation is unknown, consider th
following technique.
For each line segment, assign the minimum values ofU/G to ψ = 0. This is shown in Fig. 4.17 by
the arrow indicating the transformation ofφmin to zero. The maximum of the segment whose values
are entirely less thanφmin (+ symbols) shall be assignedψ = −π/2. Similarly, the maximum of
the segment whose values are predominately greater than than φmin (dot symbols) shall be assigned
ψ = +π/2. Every point in between shall scale linearly to create the curve shown in Fig. 4.18. The
circles shown in Fig. 4.18 show the results of the transformation indicated by the arrows in Fig. 4.17.
The samples ofU/G whenG = 100 correspond to some location on the interpolated curve. Th se
points are mapped to the interpolated curve according to their value and the sign of their slope. This
ensures that the same values ofU/G are mapped to different interpolation lines. If this does not
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Adjusted Mode Mix Based on Contour Energy
Figure 4.18: The transformation of the bottom axis fromφ to ψ results in the plot shown here. The
value of the mode mix is known based on the contour energyU/G . The circles the
results of the interpolation for different values ofφ whenG = 100.
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happen, then the final characteristic length computed for the mode will not be unique.
The determination of the characteristic length is possiblebased on Eq. (4.10) whereψ1 = φ,








Keep in mind that this value ofl periodic and other equivalent characteristic lengths can be deter-
mined by the transformation of Eq. (4.43) as





wheren is an integer. For small values ofε, values ofl become quite large or small compared to
physical length scales.
The characteristic length has been calculated in such a fashion as to tie it to a physical parameter,
namely the amount of energy contained in a circular contour.This means the characteristic length
is no longer arbitrary and it does not need to be reported withresults since this technique is general
in nature. A couple of examples may illustrate this concept.
4.4.2 Determining the Mode Given K1 and K2
Consider the brass/solder interface loaded withK1 = 200 MPa
√
m andK2 = 100 MPa
√
m. Using
Eqs. (4.11) and (4.4) givesG = 941.6 N/m andφ = 0.4636. NormalizingG by a lengthL = 1 m

















With values ofG ∗ andφ, we can numerically determine the value ofU/G using the integral of
Eq. (4.56) when the field equations use the characteristic length of l = rΓG . This results inU/G =
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U/G as a function of ψ Based on Adjusted Mode Mix





















Characteristic Length Determined from the Interpolation Technique when G=100
Figure 4.19: The top plot has the same values ofU/G andψ as shown in Fig. 4.18 plotted as circles.
From those values, the characteristic length was calculated for each point and shown in
the bottom plot. Finally, the× symbols were plotted on the top plot using the classic
definition ofψ to verify the new definition of mode mix.
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0.5564.
If we perturb the value ofφ, we can obtain a numerical estimation ofdU/dφ. This results in a
positive slope, therefore, the value ofU/G must be interpolated off the positive sloping portion of
the graph in Fig. 4.18 (positive values ofψ). Interpolating off the graph in Fig. 4.18 gives the value












Verification of this computation can be made by using the classic definition ofψ:
ψ = tan−1
ℑ [Kl iε ]
ℜ [Kl iε ]
Noting thatKl iε = K1cos(ε ln l)−K2sin(ε ln l)+ i[K1sin(ε ln l)+K2cos(ε ln l)],
ψ = tan−1
K1sin(ε ln l)+K2cos(ε ln l)








Note that the normalization ofG was based onl = 1 m. If this length changed, then the results
may change. Therefore, care must be taken to normalizeG with respect to 1 meter, regardless
of measurement systems. A similar analysis in US units (whenG is normalized by 39.37 inches)
results in the same characteristic length and mode mix. Thissuggests the characteristic length
determined with this method is not unit dependent.
4.4.3 Determining the Stress Intensity Factors given G and ψ
It has been shown how to determine the mode givenK1 andK2 or G andφ. However, to determine
K1 and K2 based onG and ψ without knowing a characteristic length is possible by using the
procedure outlined in the previous section in reverse.
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Consider the example using the brass/solder interface where G = 200 N/m andψ = 0.5 radians.
The normalized strain energy release rate isG ∗ = 1.6949 (after being transformed withn = −3).
Also, if we knowψ, thenU/G can be found from Fig. 4.18. Given the value ofG ∗ andU/G , the
value ofφ is determined by matching the values ofU/G , one from looking up in Fig. 4.18 and the
other from calculation technique used to generate the contour pl ts. The interpolated value ofU/G
for this example is 0.4587 which givesφ = 0.5647 radians.














soK1 = 2.7529 MPa
√




A technique of determining the mode mix based on an energy criterion was presented. Two can-
didate quantities were considered, the first being the totalelastic strain energy within the contour
defined by the yield strength and the second was a contour integral of the elastic strain energy den-
sity for a circular contour. The strain energy density was computed in closed form and the numerical
integration proved much faster for the contour integral. Ananalytical solution for the homogeneous
case provided insight for normalization as well as verification for the numerical procedures.
The mode was defined by interpolating the range of dimensionless energy values when the mini-
mum was set to pure mode I (ψ = 0) and the maximum was pure mode II (ψ =±π/2). An example
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of a brass/solder interface illustrated the procedure and co sistency with the classic definition of
mode was maintained by choosing an appropriate characteristic length. The characteristic length
can be given physical meaning based on this definition of the mode. Furthermore, spanning the
whole range of mode mix values requires varying both the ratio of the stress intensity factors as
well as their magnitude.
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5 Plastic Dissipation from Cyclic Loading
of a Bimaterial Interface Crack
The previous chapters have shown the significance of mode-mix on the cyclic plastic dissipation
energy at a crack tip. To extend the research into the generalcase of a bimaterial interface, where
there are mismatches in both elastic and plastic properties, equires an unambiguous definition for
the mode. The elasticity solution to the bimaterial crack problem gives oscillating stresses along the
interfaces and the definition of the mode in a classic sense isnot dimensionally feasible. To ensure
the dimensions are correct, the complex stress intensity fac or is multiplied by an arbitrary length
raised to a complex power. This arbitrary length subsequently makes the definition of the mode mix
arbitrary.
Since the plastic dissipation energy is at a minimum for modeI in a homogeneous material, it
is plausible to define mode I as the state of loading that yields the minimum plastic dissipation.
Similarly, the maximum plastic dissipation should occur inmode II as it does for a homogeneous
material.
In light of Chapter 3, the changes in plastic properties do not change the mode for the minimum
plastic dissipation. A goal of this chapter is to set forth a criteria for selecting the characteristic
length for bimaterial interface problems based on minimizing the plastic dissipation energy in the
plastic zone around the crack tip. Once the mode-mix is unambiguously defined through choosing
an appropriate characteristic length, a complete mapping of the plastic dissipation as a function of
mode-mix for a general bimaterial interface is possible.
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5.1 The Interface Crack Problem
Suo and Hutchinson [51] published a paper of an elastic analysis of a layered specimen with an
interface crack under general loading. This specimen, shown in Fig. 5.1a, has enjoyed many appli-
cations throughout the literature concerning layered materials, surface coatings, and systems where
steady state cracking exists. This section provides an overview of the analysis in [51]. Those results
are then specialized for the particular problem at hand.
5.1.1 Equivalent Loading and Superposition
Consider the geometry of Fig. 5.1b as an equivalent loading on the same specimen used in the finite
element runs (Fig. 2.1). Superposition arguments can be used to simplify the loading into two load

























HereΣ is an elastic modulus mismatchΣ = c2/c1, whereci = (κ i + 1)/µi . Also, κ i = 3−4νi for




whereα is Dundurs’ first parameter. The following terms are derivedfrom elementary beam theory































M*=M + P (H+h) / 2
(b) Generalized self equilibrating specimen shown with equal layer thickness.











































whereη = hH = 1 for the case of equal layer thickness andδ refers to the offset of the neutral axis
in a composite beam. Using Eqs. (5.3)-(5.7) in Eqs. (5.1) and(5.2) will give an equivalent loading
for any generalized specimen.
95
5.1.2 Strain Energy Release Rate
The strain energy release rate is a measure of the amount of energy required to advance a crack
for some given area. The definition of steady state crack extension is a crack whose strain energy
release rateG is independent of the actual crack length. For steady state cr ck extension, the strain
energy release rate can be determined by taking the differenc of the strain energy ahead of the
crack and behind the crack.

















sinγ = 6Ση 2(1+η )
√
AI (5.11)
A = 1/[1+Σ(4η +6η 2+3η 3)] (5.12)
I = 1/[12(1+Ση 3)]. (5.13)














The external loads and applied moments in Eq. (5.10) can be determined from an equivalent loading
by the superposition argument from Section 5.1.1. If only momentsM1 andM2 are applied and the
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layers are of equal thickness, then the results forP andM are
P =





5(3α 2−4) . (5.18)
Substituting Eqs. (5.15-5.17) into Eq. (5.10) and lettingη = 1 yields
G =
3[M21(6α +7)(α −1)2 +2M1M2(1−α 2)+M22(7−6α )(α 2−1)]
(3α 2−4)(α −1)Ē1h3
, (5.19)
which is a result for the strain energy release rate that is specific to the geometry considered in this








which is reported in [2].
5.1.3 Interface Stress Intensity Factors











The oscillations in the stress field occur because the asymptotic solution for the stress fields yield
a complex solution in the formK = K1 + iK2 = |K|eiψ , whereψ is a measure of the mode-mix.
The stress fields oscillate for nonzero values ofε, therefore, the ratioK2/K1 does not correspond
directly to the ratioτxy/σyy. In order to define a dimensionally acceptable measure of mode-mix, it
is necessary to consider the quantityKl iε , where
Kl iε = K1cos(ε ln l)−K2sin(ε ln l)+ i[K2cos(ε ln l)+K1sin(ε ln l)]. (5.22)
Here,l is any characteristic length which is arbitrary.
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For the problem of Figure 5.1, Suo and Hutchinson selected tharbitrary characteristic length to
be the thickness of the top layer. Therefore,l = hand the real and imaginary parts ofKhiε are [51,54]

























(1−α )/(1−β2), A = 1/[1+ Σ(4η + 6η 2 + 3η 3)], andI = 1/[12(1+ Ση 3)]. Equa-
tions (5.23) and (5.24) contain a functionω(α ,β ,η ) that is tabulated in [51] and ranges from
37◦ ≤ ω ≤ 65◦. Another contribution of this dissertation is an alternative method of determining
the value ofω, as shown in Section 5.2.
A numerical technique involving energy domain integrals, which is known to be stable and accu-
rate for relatively course meshes, is used to determine the stress intensity factors. The interaction
integral method for extracting stress intensity factors waformulated by Shih and Asaro, and it is
implemented in the ABAQUS FEA software as the keyword*CONTOUR INTEGRAL, CONTOURS=n,
Type=K Factors [90].
5.2 Numerical Determination of ω(α ,β ,η )
The tabulated solution forω presented by Sou and Hutchinson [51] is based upon the characteristi
length being set to the thickness of the top layer (i.e.,l = h). Once the characteristic length is
defined, the results from [51] can be used to determine the angle ω. Both mode I and mode II







when the imaginary part of the complex stress intensity factor vanishes (see Eq. (5.24)). Accord-
ing to Eq. (4.5), whenℑ [Khiε ] = 0 a pure mode I condition exists. Using the interaction integral
(which defines a characteristic length of unity), we can search for a loading condition that produces
ℜ [Khiε ] = |K| andℑ [Khiε ] = 0. Once the loading conditions (P andM) are known, Eq. (5.25) can
be solved forω.
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In a similar fashion,
P√
Ah
cosω = − M√
Ih3
sin(ω+γ) (5.26)
when the real part of the complex stress intensity factor vanishes. Whenℜ [Khiε ] = 0 a pure mode II
condition exists and one can numerically search for the loading conditions that satisfy this criteria.
Once the loading conditions (P andM) are known, Eq. (5.26) can be solved forω. The above are
two techniques to determine the value ofω.
Suo and Hutchinson present results of their numerical solution for ω in Ref. [51], and a subset of
those results are repeated in Table 5.1 to compare to the valus obtained through the finite element
method presented in this section.
5.2.1 Determining the Values of the Applied Moments
The ABAQUS finite element analysis package has a feature calld the interaction integral which is
capable of numerically estimating the stress intensity factors at a crack tip. The interaction integrals
are only available for a purely elastic analysis so plastic material behavior must be reserved for
different analysis. The output of the interaction integralis given asK1 andK2 which are the real and
imaginary parts of the complex stress intensity factor for the general case of a bimaterial interface
crack.
To determine a ratio of the applied bending moments, a searchalgorithm was used to determine
the moments for each value ofα . Only half the values ofα had to be determined because values of
f are simply inverted whenα changes sign (i.e.f (α ) = f (−α )−1). The results are interpreted as a
ratio of the bending moments (i.e.f (α ) = M1M2 ) and shown in Figure 5.2.
This technique is illustrated in Listing C in the Appendix which uses the secant method to search
for the zeros of the real or imaginary part of the complex stres intensity factor which is determined
from the results of the interaction integral. The value ofℜ [Khiε ] should be zero when looking for
the pure mode II ratio and the value ofℑ [Khiε ] should be zero when looking for pure mode I. The
independent variable in this case is the ratio ofM1 to M2. Once the ratio ofM1 to M2 is known, the
value ofω can be determined.
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Figure 5.2: Loading conditions to generate pure mode I and pure mode II loading conditions for
different values ofα according to the definition of mode presented in Ref. [51]. The
pure mode II conditions are the negative ratios.
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5.2.2 Discussion of the Results for ω
For a pure mode I loading condition Eq. (5.24) should be equalto zero. Since the values of the loads
required to generate a pure mode were determined in the previous section, the only way to enforce
ℑ [Khiε ] to be equal to zero is by finding the appropriate value ofω. The value ofγ is determined
from elastic and geometric properties. A simple root findingal orithm is all that is required to
search for the value ofω that makesℑ [Khiε ] = 0. For this case (mode I), the value ofω can be
numerically determined from




A. The values ofP andM are determined from the superposition equations and,
for the case of only an applied moment,λ is only dependent on the ratio ofM1to M2. The same
procedure is used for the pure mode II case except the real part of the complex stress intensity
factor is set to zero. For the case whereℜ [Khiε ] = 0 (mode II), the value ofω can be numerically
determined from
0 = λ cos(ω)+sin(ω+γ).
It is only necessary to solve forω using either mode I or mode II. The results ofω rom both modes
are reported in Table 5.1.
Notice on the right table of results of Table 5.1 that the values of β = α/4. This may seem
peculiar since the nonzeroβ values introduce the oscillatory elastic response. However, since the
loading conditions were solved for using a known reference length, the formulation remains valid.
Therefore, the same reference lengthl = h must be used for both the computation of the load in
section 5.2.1 as well as the root finding procedure containedin this section.
As far as numerical methods are concerned, the process of repeating highly involved finite ele-
ment analysis is not computationally efficient. The actual algorithm may not be optimized for speed
but the results shown in Table 5.1 validate the solutions found in the literature as well as provide
more confidence in the model.
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(α ,β) ωModeI ωModeII ωSuo
(-0.9,0) 44.255 44.262
(-0.8,0) 44.124 44.125 44.2
(-0.7,0) 44.404 44.405
(-0.6,0) 44.881 44.882 44.9
(-0.5,0) 45.466 45.467
(-0.4,0) 46.114 46.115 46.2
(-0.3,0) 46.814 46.814
(-0.2,0) 47.549 47.549 47.6
(-0.1,0) 48.313 48.131
(0.0,0) 49.107 49.107 49.110
(0.1,0) 49.931 49.931
(0.2,0) 50.789 50.788 50.8
(0.3,0) 51.686 51.686
(0.4,0) 52.632 52.632 52.6
(0.5,0) 53.638 53.631
(0.6,0) 54.708 54.707 55.0
(0.7,0) 55.882 55.882
(0.8,0) 57.195 57.195 57.2
(0.9,0) 58.718 58.712
(α ,β) ωModeI ωModeII ωSuo
(-0.9,-0.225) 54.795 54.795
















(0.8,0.2) 47.761 47.762 47.6
(0.9,0.225) 48.179 48.178
Table 5.1: Comparison of the values ofω(α ,β ,η ) (in degrees) obtained from the interaction inte-
grals compared to the values reported by Suo and Hutchinson i[51]. The value ofη = 1
is used for all cases.
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5.3 Numerical Determination of Plastic Dissipation Energy
5.3.1 Specimen Geometry
The geometry used for analysis in this chapter is the same as the geometry in previous chapters
and is shown in Fig. 2.1. However, in this chapter the mixed-mode layered specimen geometry
of Figure 2.1 is composed of two bonded layers of isotropic materi ls #1 and #2, which can have
equal thicknesses (h1 andh2), differentelastic properties (E1, E2, ν1, andν2) anddifferentplastic
properties (σy1, σy2, Et1, andEt2).
5.3.2 Loading Conditions
The loads need to be chosen as to span the range of plastic dissipation energy while ensuring the
minimum plastic dissipation is atψ = 0 and the maximum plastic dissipation is atψ = ±π/2
radians. For this criteria to be satisfied, the characteristic length will be a function of the mode mix
ratio. We have seen in Chapter 4 that the mode and the load are coupled; however, the effect of
changing the load is negligible when computing the result for he normalized plastic dissipation.
For mapping out the plastic dissipation, the magnitude of the load shall be fixed atG = 1000 N/m
and the ratio of the loads shall be evenly spaced with the loading condition . Each applied load ratio
has its own characteristic length. There is a linear relationship between the applied load and the log
of the characteristic length to be used in the analysis. Thisrelationship depends on the location of












(log l − loglmin) φ > φmax (5.29)
These equations represent a similar interpolation scheme sen in Fig. 4.16 on page 85. The values of
the extrema used in the analysis are tabulated in Table 5.2. These results represent the first physically
meaningful definition of mode mix for bimaterial crack problems which is a primary contribution
of this dissertation.
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α β ε φmin (deg) φmax (deg) lmin lmax
0.0 0.0 0.0 0 90 N/A N/A
0.1 0.025 –0.00796 –1.86 89.2 0.0168 0.182
0.2 0.05 –0.01593 –3.90 88.2 0.0140 0.0109
0.3 0.075 –0.02392 –6.19 86.9 0.0109 0.1055
0.4 0.1 –0.03194 –8.90 84.8 0.00770 0.0583
0.5 0.125 –0.04000 –12.0 81.9 0.00529 0.0296
0.6 0.15 –0.04811 –16.1 78.7 0.00291 0.0164
0.7 0.175 –0.05628 –20.7 74.8 0.00161 0.00895
0.8 0.2 –0.06453 –25.5 71.3 0.00101 0.00589
Table 5.2: Characteristic lengths and stress intensity factor ratios to make minimum plastic dissipa-
tion at ψ = 0 and maximum plastic dissipation atψ = 90◦ whenν1 = ν2 = 1/3. The
results areε driven so tabulation ofα is unnecessary but shown for illustration.
5.3.3 Determining the Applied Moments
The characteristic length for the the solution of the layered specimen was chosen by Suo and
Hutchinson to be the thickness of the top layer. This choice is certainly valid and provides con-
sistent results between analysis and experiment. Its physical gnificance, however, is separated
from the stress intensity factors themselves. Also, the choice f the using the top layer thickness did
not render a closed form solution for the crack tip stress intensi y factors; the solution depends on
the numerical determination ofω, as shown in Section 5.2.
Since the specialized solution presented by Suo and Hutchinson uses characteristic length of
the top layer, using any other characteristic length to define the mode mix requires a conversion.
Consider two characteristic lengths:h (the top layer thickness) andl (the length determined based
on energy considerations). A specification of the ratio of the applied complex stress intensity factors





whereφ, l and|K| are specified. The question is how to apply the moments to the model of Fig. 5.1b
to generate the expected near tip fields. One can begin with the trigonometric relations:
K1 = |K|cosφ (5.31)
K2 = |K|sinφ (5.32)
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The quantityKhiε (whereh is the top layer thickness) must be split into real and imaginry parts:
ℜ [Khiε ] = K1cos(ε lnh)−K2sin(ε lnh) (5.33)
ℑ [Khiε ] = K1sin(ε lnh)+K2cos(ε lnh) (5.34)







and the value ofω can be determined from Section 5.2. It should be noted that for no elastic
mismatch and equal layer thicknesses,γ = sin−1
√
3




7. The equivalent loading


























Once the equivalent loading is known, the applied moments can be determined as











This provides the loading required to give the crack tip fields a mode defined by|K| and
ψ = tan−1
ℑ [Kl iε ]
ℜ [Kl iε ]
. (5.39)
Verification of this process was performed using the interaction integrals implemented in ABAQUS.
Notice that the mode defined usingh is generally different than the mode defined byl , which
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corresponds to more physically based energy considerations.
5.3.4 Normalization
When a mismatch exists across an interface, an equivalent elastic modulus is desired for normaliza-
tion. One such modulus is defined asE∗ in Eq. (4.12). Since the plastic dissipation goes as∆G 2
























σ∗ = min(σ2y1,σ2y2). (5.42)
It can also be noted that̄E2(1+α ) = E∗. Upon normalizing the plastic dissipation, the dimension-









5.4 Results and Discussion
5.4.1 Setting β = 0 in Plane Strain
Whenβ = 0, from either a lack of elastic mismatch or the proper choicef Poisson’s ratios, the
asymptotic stress fields do not display oscillatory behavior. This can be shown by substituting








Given a value forα , the values ofν1 andν2 that makeβ = 0 are not unique. However, one can
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Figure 5.3: Possible values for Poisson’s ratio whenβ = 0 in plane strain for different values ofα .






Substituting this expression forµ1 into the Eq. (4.7) and simplifying gives:
β =
ν1−ν2 +2α −3ν1α −3ν2α +ν1+4ν1ν2α
4−4ν1−4ν2 +4ν1ν2
. (5.46)
Solving forν2 gives the relationship:
ν2 =
−ν1−2α +3ν1α +4β −4ν1β
−1−3α +4ν1α +4β −4ν1β
. (5.47)





which is plotted in Figure 5.3.
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While forcing β = 0 in a real material system may be mathematically unsatisfying, it has very
little consequences when making engineering decisions. Commonly the decision to makeβ = 0 is
justified by eliminating the ambiguity of the definition of the mode [54, 55, 86]. In this chapter, the
effects ofβ on the plastic dissipation is further expanded.
5.4.2 Elastic Modulus Mismatches without Oscillation
To assess the case where only an elastic mismatch exists,onecan set the value of̂σ = 0 and the
hardening modulus in both materials to zero (elastic perfectly plastic). The plot in Fig. 5.4 shows
the dimensionless plastic dissipationdW/dN∗ as a function of the mode-mix,ψ, for the case when
β = 0 and the bottom layer was held atν = 1/3. Keep in mind that the mode mix is well defined
because no oscillations exist. The significant influence of the mode-mix overshadows the variations
induced from using different values ofν1 and ν2. Furthermore, all curves closely resemble the
“master” curve in Fig. 2.8 on page 24.
As the absolute value ofα increases, the stiffness of one layer becomes larger than the other.
According to Eq. (5.40), the effect of the elastic mismatch should be symmetric about the lineψ = 0
since the sum of the inverses of the elastic moduli is the sameregardless of the order designation of
the layers. However, the plot in Fig. 5.4 shows that the normalized results are not symmetric. This
is due to the fact that the Poisson’s ratios are not the same across the layers and the plastic constraint
effect is discussed in the next section.
5.4.3 Effect of Plastic Constraint
Both the computation and interpretation of results is simplified whenβ = 0. The plastic dissipation,
however, is not purely a function ofβ , but also a function of both Poisson’s ratios,ν1 andν2. To
determine the variation of plastic dissipation energy for different combinations of plastic constraint
within β = 0, a numerical experiment was conducted by varying the top layer between 0.0 and
0.495.
The values for Poisson’s ratio for the numerical experimentare determined using Eq. (5.48).
Notice how as the elastic modulus mismatch increases (higher α ), Poisson’s ratio for layer #2 is
tending toward 0.5 (incompressible). This result, combined with the author’s previous work [1, 2],
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Figure 5.4: Results of the normalized plastic dissipation energy for positive values ofα and all
ranges of mode mix whenβ = 0. The variation between all the levels of elastic mismatch
is attributed different values of Poisson’s ratio.
suggests that the dissipated energy will be less influenced by the changes in plastic constraint for
higher values ofα . Another point is that there would be a larger influence on theplastic dissipation
energy for low values ofα because each material is contributing its effect from the plastic constraint;
whereas, with higher values ofα the effect from the plastic constraint is limited to variation in only
one layer.
The results of the numerical experiment are shown in Figs. 5.5-5.7. The top line in Fig. 5.5 shows
the most influence of changing the value ofν1 occurs when there is no elastic mismatch. As the
level of the elastic modulus mismatch increases, the value of ν2 becomes closer to 0.5 to satisfy the
β = 0 criterion. When this incompressible material behavior isapproached, the effect of the plastic
constraint of the other layer is marginalized as shown in Figs. 5.5-5.7. This is true for all modes and
the influence of the plastic constraint appears to be independent of the mode. The normalization of
the results in Figs. 5.5-5.7 are performed using the normalization in Chapter 2. The results could be
normalized using Eq. (5.40) which would result in the curvesfalling on top of each other so that the
trends would be more difficult to interpret.
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(a)
Figure 5.5: The effect of the plastic constraint on the plastic dissipation energy when normalized by
the properties of the top layer and loaded in pure mode 1.
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(a)
Figure 5.6: The effect of the plastic constraint on the plastic dissipation energy when normalized by
the properties of the top layer and loaded in in a middle mode wh nM2 = 0.
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(a)
Figure 5.7: The effect of the plastic constraint on the plastic dissipation energy when normalized by
the properties of the top layer and loaded in pure mode II.
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5.4.4 Elastic Modulus Mismatches with Non-zero Oscillatio n Index
Upon normalizing the results of the plastic dissipation according to Eq. (5.40) and applying the
appropriate characteristic length according to Table 5.2,one can see from Fig. 5.8 that the mode
mix has the most influence of any non-normalizing variable. The most interesting observation
is that the deviation of the normalized plastic dissipationfrom the so-called master curve from
Chapter 2 is relatively small compared to the response changed from the mode mix. This means the
normalizing equation coupled with the appropriate characteristic length renders normalized plastic
dissipation results for cases where an oscillation index exists similar to the results for no oscillation.
The differences in the results between those shown in Figs. 5.4 and 5.8 is due to differences in the
plastic constraint (Poisson’s ratio effects).
Keep in mind that the results shown in Fig. 5.8 are for elasticmismatches with no plastic mis-
match. More meaningful results would be given if a mismatch in the plastic properties also exists,
as discussed in the next section.
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Figure 5.8: Plot of the effect of elastic mismatch with nonzero values ofε. For this plot,β = α/4
which corresponded toν1 = ν2 = 1/3. The characteristic length for each result was
linearly interpolated from the values in Table 5.2.
5.4.5 Effect of Elastic and Plastic Mismatches
The general case of a bimaterial system contains mismatchesin both elastic and plastic properties.
A plastic property mismatch can be due to a difference in yield strengths as well as a difference
in hardening modulus. As seen in Chapter 3, the effects of thehardening modulus are similar to
that of the yield strength. Moreover, many ductile metals have similar hardening moduli that are at
or below 10% of the elastic moduli and are well represented byelastic-perfectly plastic response.
As such, a mismatch in yield strength is sufficient to understand the effect of a plastic mismatch
coupled with an elastic mismatch.
Since the effect of an elastic mismatch can be significantly normalized out of the response, the
effect of the plastic mismatch on the normalized plastic dissipation for material systems with an
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elastic mismatch follows the same trends outlined in Chapter 3. Those trends show that the normal-
ized plastic dissipation follows the trend of the elastic mis atch. In other words, the normalized
plastic dissipation increases in relation to the case of no elastic mismatch (α = 0) when both the
elastic mismatch and the yield strength mismatch increase (Fig. 5.9a). Similarly, the normalized
plastic dissipation decreases in relation to no elastic mismatch whenσ̂ is decreased. When the
elastic mismatch becomes great, the stiffer layer dissipates lit le energy in relation to the more com-
pliant layer. Therefore, when the stiffer layer does not yield at all, as for the case of a positiveα and
a positiveσ̂ , then the energy is completely dissipated by the more compliant layer. Since the stiff
layer is not contributing significantly to the plasticity tobegin with, the effect is fairly negligible.
This can be seen by comparing the curve in Fig. 5.9a forα = 0.8 with the curve in Fig. 5.8 for
α = 0.8.
The most obvious difference between Figs. 5.9a and 5.9b is the larger spread of the curves for the
negative modes for a negative value ofσ̂ . This situation occurs when the bottom (more compliant)
layer is stronger than the top layer. This means that all of the energy is being dissipated through
plasticity in the stiffer layer in Fig. 5.9b. Not only does the normalized dissipated energy decrease
when plasticity is forced to remain in the stiffer layer, butalso the effect of that stiffness becomes
more pronounced. Also, the minimum and maximum dissipated energy may no longer coincide
with pure mode I and II, respectively. This is consistent with the elastic strain energy observations
from Section 4.2.3 for a homogeneous material with a yield strength mismatch, However, caution
should be used when interpreting these results sinceα is part of the normalization.
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(a) Top layer is much stronger than the bottom layer,σ̂ = 1
























(b) Bottom layer is much stronger than the top layer,σ̂ = −1
Figure 5.9: Plot of the effect of elastic mismatch with nonzero values ofε for different extremes of
yield strength mismatch. For these plots,β = α/4 which corresponds toν1 = ν2 = 1/3.
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5.4.6 Representations of the Plastic Zones
To better understand the nature of the mode mix at a bimaterial crack, the plastic zones for represen-
tative cases of an elastic mismatch are presented in Figs. 5.10-5.13. These plots contain the plastic
zones at a crack tip for three different material combinations: homogeneous,α = 0.4, andα = 0.8.
Eight different modes of loading are shown as columns in eachfigure defined using the value ofl
given in Table 5.2. The crack tip is located at the origin and the crack is growing in a positivex
direction.
Examination of the figures reveals that the shapes (not necessarily the sizes) of the plastic zones
are similar in each column. Since each column represents onemode, the definition of the mode
based on minimizing energy produces plastic zones with similar shapes! This provides more physi-
cal basis for choosing a mode based on energy and eliminatingthe arbitrary aspect of the character-
istic length. It should be noted that the magnitude of the strs intensity factor determines the size
of the plastic zone. As such, the different sizes of plastic zone for different values ofα are primarily
due to the different composite moduli (E∗).
Each plastic zone shown is from a material where there is no mismatch in plastic constraint. A
mismatch in the plastic constraint changes the plastic zonelength along the interface. This change,
however, does not greatly influence the plastic dissipation.
As the mode changes from –90 to 0 and back to +90, the plastic zones tend to rotate in a clockwise
direction. At mode I, the major axis of the plastic zone is lined with they-axis. Similarly, the major
axis of the plastic zone is lined with thex-axis in mode II. Incidentally, the same criteria holds true
for the estimation of the plastic zone for a homogeneous material based on only the elastic fields.
5.5 Application to Thermomechanical Fatigue
Consider a steady state crack between a layer of brass and a layer of solder. The interface is assumed
to be stress free atTo and the temperature of the system is increased toT. Since the materials have
different coefficients of thermal expansion, different strains are produced in the layers, thus driving





























(f) α = 0.8 andψ = −67.5◦
Figure 5.10: Plastic zones of representative loading casesnd material properties whenG = 1000

























(f) α = 0.8 andψ = −22.5◦
Figure 5.11: Plastic zones of representative loading casesnd material properties whenG = 1000

























(f) α = 0.8 andψ = 22.5◦
Figure 5.12: Plastic zones of representative loading casesnd material properties whenG = 1000

























(f) α = 0.8 andψ = −22.5◦
Figure 5.13: Plastic zones of representative loading casesnd material properties whenG = 1000
N/m, ν1 = ν2 = 1/3, andE1 = 100 MPa.
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where µ1 is the shear modulus of the top layer,
∆α = (α1−α2) is the difference between the thermal expansion of the top layer nd
bottom layer,
∆T = (T −To) is the change in temperature, and
κ1 = 3−4ν1 for plane strain andκ1 = (3−ν1)/(1+ν1) for plane stress.



















whereδ is shown in Fig. 5.1 on page 95 and the remaining terms are defined o page 94. Notice
that the loading is only dependent on the geometry and the equivalent thermal stress. The equivalent
loads from Eqs. (5.50) and (5.51) can be used in Eqs. (5.23) and (5.24) to get the stress intensity
factor.
Once the stress intensity factors are determined, the strain energy release rate can also be found.
Since the characteristic length in Eqs. (5.23) and (5.24) isthe layer thickness, a transformation of the
characteristic length must be performed to use the results in this chapter. Once the dimensionless
plastic dissipation is determined and the loading is known,the actual plastic dissipation can be
found. Furthermore, the results of the plastic dissipationca be divided by the interface fracture
toughness to get the predicted fatigue crack growth rate.
5.6 Conclusion
This chapter provides a detailed analysis and summary of thegen ral bimaterial interface crack
problem. The analysis of the layered specimen was reviewed and specific cases to the problem at
hand were formulated for the elastic solution of the case of acrack along a bimaterial interface. An
independent technique was developed to determine the numerical results for Suo and Hutchinson’s
ω(α ,β ,η ) function using the interaction integral. These results were used to determine the loading
conditions to span the complete mode of a bimaterial crack. Acharacteristic length is required to
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define the mode of a crack along a bimaterial interface and thechoices presented in this Chapter
rendered the plastic dissipation a minimum for mode I and a maxi um for mode II. Given the
characteristic lengths as a function of mode and mismatch, the results of the dimensionless plastic
dissipation were plotted against mode. The normalized plastic dissipation is highly mode dependent
with minor effects from the elastic mismatch. Also, the results for general bimaterial systems were
plotted and the effect of increasing the yield strength of the stiffer layer had little effect as the
stiffness of that layer increased. However, increasing theyield strength of the more compliant
layer tended to decrease the dimensionless plastic dissipation as the elastic modulus mismatch was
increased. Finally, an example (in the appendix) of a brass solder interface demonstrated the utility
of the equations and dimensionless plots presented herein.
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6 Predicting the Variation in Fatigue Crack
Growth Rate
A technique to predict the variability of the Paris regime fatigue crack growth rates in ductile materi-
als based on variation in bulk monotonic properties (yield strength, hardening modulus, and fracture
toughness) is presented. The prediction, based on the plastic dissipation in the reversed plastic zone
ahead of the crack tip, is carried out for Ti-6Al-4V. The empirical distributions of the bulk proper-
ties of Ti-6Al-4V are characterized and directly used in theprobabilistic assessment of the fatigue
crack growth rate. Since computing the plastic dissipationis a computationally intensive procedure,
a previously developed sampling scheme based on confidence interval minimization was used to
generate the empirical distribution of fatigue crack growth rate.
6.1 Introduction
It is well known that both the fracture toughness,KIc, and the fatigue crack growth rate,da/dN,
are highly variable properties– much more so than the yield strength. As a result, probabilistic
assessment (i.e., choosing the correct distribution) requir s a significant amount of tests for the
material properties. These tests can be expensive and time consuming. Therefore, if one series
of tests can be eliminated by the ability to relate the results of the other tests, then a potential for
savings exists when assessing the properties of the material. To this end, a technique is developed to
predict the statistical distribution of the fatigue crack growth rate based on the results of monotonic
testing parameters and the dissipated energy theory of Eq. (1.1)
A probabilistic lifing system can only be as good as the data used to describe the phenomena
being modeled. There are two major aspects of structural analysis, the first is assessing the variable
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loading conditions and the second is assessing the variation in material properties. Highly controlled
tests in a laboratory setting are used to assess the materialproperties, which still show inherent
variability due to variations in the micro-structure, random distributions of lattice defects, crystal
sizes and shapes, grain boundary parameters, and macro defects lik cracks, bubbles, and casting
defects [14,91].
In aerospace components, the material quality, (i.e. cleanliness) tends to be superior, which has
the combined effect of improving the fracture toughness of amaterial as well as increasing its
variability. This concept seems counter-intuitive and maybe explained by realizing that there are
fewer locations to consistently initiate a failure. In other words, poor quality materials consistently
fail at defects in the micro-structure which entail a small vo ume fraction of the bulk material.
However, if these defects are not present, then the volume ofmaterial dictating failure becomes
larger which inherently increases the scatter in the fractue toughness.
Given the inherent variability in material properties, a robust estimation of these properties is
required to incorporate them into a probabilistic lifing system.
These material properties can be combined with a numerical prediction of the plastic work per
cycle (dW/dN) to give the fatigue crack growth rate (da/dN) for ductile metals [1]. This repre-
sents a departure from the conventional stochastic approach where the fatigue crack growth rate is
modeled phenomenologically. If the combinations of the distributions and the numerical predic-
tions match the distributions from fatigue crack growth testing, then the numerical prediction of the
fatigue crack growth rate will show significant promise as a technique for the rapid introduction of
new materials into service.
The goal of this chapter is to provide a parametric distribution for the fatigue crack growth rate
(da/dN) based on the distributions of three material properties: fracture toughness (KIC), yield
strength (σy), and the strain hardening modulus (ET).
6.2 Statistical Analysis of Material Properties
The material data used was generated under the US Air Force’sHigh Cycle Fatigue program by
the Air Force Research Laboratory’s Materials and Manufactring Directorate [92]. The titanium
specimen data had variations in heat treatment of the specimens and consisted of 68 tests. The
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introduction or variation from testing is limited since a single lab generated the entire data set.
Data provided by J. Tiley of the Air Force Research Laboratory [92] provided multiple test results
for yield strength, ultimate strength, elongation and fracture toughness. There was sufficient data
to estimate the shape of the probability function for each variable. Those distributions were then
sampled to generate a series of input data for analysis of Mode I plastic work per cycle which, when
combined with samples of the fracture toughness, provide a predicted distribution of the fatigue
crack growth rate for specific loading. The distributions ofthe material properties are shown in this
section.
6.2.1 Deterministic quantities
The elastic modulus (Young’s modulus) and Poisson’s ratio have small variations compared to other
material properties such as the yield strength and fractureto ghness. As a result, these values were




The analysis depends on first characterizing the variation of the Ti-6-4 bulk properties. The input
parameters that vary are the yield strength, strain hardening modulus, and fracture toughness. Those
distributions are the probabilistic input to the simulation used to predict the variation in crack growth
behavior. The integration technique used to estimate the crack growth rate variation is a variance
reduction sampling technique.
The general approach used to characterize the distributions is to test the empirical distribution
against an assumed parametric distribution. The empiricald stribution from the data set defines the
initial assumed distribution. When an assumed distribution matches the data through a statistical
test that distribution is used as the input to the probabilistic analysis.
Each of the tests reports a P-value that reflects the necessary type-II error to reject the assumed
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Figure 6.1: Yield Strength Distribution
higher P-value relates to a more exact match between the dataand the assumed distribution.
6.2.2.1 Yield Strength
The yield stress is well-modeled by a normal distribution. The empirical distribution, as shown
by both a histogram and an empirical cumulative distribution function (CDF), compares well to

















whereµ is the mean value andσ is the standard deviation. When tested with the Lilliefors te t
for normality implemented in Matlab, the null hypothesis that the distribution is normal cannot be
rejected with a confidence of 95% (α = 0.05). The P-value for the data set is 0.09, implying ifα
were greater than the P-value, then the null hypothesis would be rejected. The seemingly close call
for the normality assumption comes from the two “weak” linksaround the 720 MPa region of the
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Figure 6.2: Strain hardening modulus distribution for the sample of Ti-6Al-4V.
6.2.2.2 Strain Hardening Modulus
The strain hardening modulus is clearly not normally distributed as seen in Fig. 6.2. The beta
distribution seemed to fit well when usingα = 1 andβ = 3.15 with shifted lower limit of 620
MPa
√
m and and upper limit at 4200 MPa
√
m. This corresponds to a range of hardening modulus
ratios of between 0. 054< Et/E < 0.037. The probability density function of the Beta distributon





wherex∈ [0,1] and can be determined asx = Et−6204200−620 MPa.
A Kolmogorov-Smirnov test cannot reject the null hypothesis when comparing the data to the
Beta distribution forα set to 0.05. The P-value of the test is 0.63, meaning there is asignificant
margin before the hypothesis that the Beta distribution correctly models the data can be rejected.
6.2.2.3 Correlation
It should not be a surprise that the yield strength and hardening modulus are statistically corre-
lated. The plastic hardening modulus was estimated by determining the slope of the line that passed
through the yield point and the point of ultimate failure on astress strain curve. Therefore, as the








Yield Stress 1 -0.343 0.624 -0.008
Hardening Modulus 1 0.439 -0.007
Ultimate Stress 1 -0.016
Fracture Toughness 1
Table 6.1: Correlation coefficient results among the input variables.
larly, as the ultimate strength decreases, the hardening modulus decreases (positive correlation). The
results of the correlation coefficient are summarized in Table 6.1. Notice there is little correlation
of the strength and hardening with the fracture toughness.
6.2.3 Fracture Toughness
Damage tolerant designs have been tauted as a method of design that allows for lighter structures at
the cost of non-destructive inspection. These damage tolerant designs use fracture toughness values
as design criteria.
At issue, however, is the fact that fracture toughness values reported in texts and handbooks [93]
are “typical” and a sense of the inherent variation is lost [12]. It was reported in Ref. [94], that “it
is well recognized that the [fracture toughness]KIC is a random variable, and should be treated as
such when significant statistical data are available.” In 1993, Hoysan and Sinclair published a paper
emphasizing the fact that there is significant variation in the values of fracture toughness reported
in the literature [8]. For example, mill annealed Ti-6Al-4Vhas a range of fracture toughness from
39.2-124.0 ksi from 29 data points. This critical discussion of the fracture toughness motivates the
need for a robust estimation of the distribution of fracturetoughness values for use in probabilistic
design assessment tools.
As manufacturing techniques improve to increase the purityof an alloy and remove tramp ele-
ments, the fracture toughness expectantly increases. However, these higher purity materials will
exhibit more variation in the fracture toughness as the mechanism of fracture transitions from hav-
ing definite microvoid-producing particles that affect a smaller volume in an impure material to
having higher volume dictating the toughness of the material. For turbine engine applications, a
high fracture toughness, thus a high purity alloy is desired. As a consequence, the possibility exists
for high variations in the plane strain fracture toughness values.
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6.2.3.1 Coefficient of variation
The coefficient of variation is defined as the ratio of the standard deviation to the mean. For a





wheres is the sample standard deviation and ¯x is the sample mean. The problem with this approach
is that the estimators have inherent uncertainly due to the small number of samples. Therefore, the
uncertainty associated with the estimator itself must be tak n into consideration. This can be done
using a Student-t distribution and aχ2 distribution.
Previous researches have indicated a need for understanding the coefficient of variation and have
even tried to quantify its maximum value. The values listed in [12] are as follows:
• 0.14 for aluminum alloys
• 0.27 for titanium alloys
• 0.22 for steels
These values were the most conservative estimates based on an empirical distribution of the coeffi-
cient of variation.
6.2.3.2 Parametric Distribution of Fracture Toughness
Researchers have investigated distributions used to modelthe variation of fracture toughness [14,
95]. Claims of the quality of fit of certain distributions were made without any justifying quantitative
arguments. A normal distribution was suggested for fracture oughness in [12].
In this work, the distribution of the data was driven by the data vailable at hand. These data
showed a normal distribution with a mean of 100.6 MPa
√
m and a standard deviation of 6.658
MPa
√
m. Notice the 6.6% coefficient of variation is significantly lower than the COV reported
in [12] for titanium alloys. The results of 500 samples from this distribution are shown by the
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Figure 6.3: Fracture Toughness Distribution
The fracture toughness, like the yield stress, seems to be normally distributed. As with the other
parameters, the distributions are shown in Fig. 6.3. This data is strikingly normal as is evidenced
by the Lilliefors test. The null hypothesis cannot be rejected for α of 0.05 and the P-value is
greater than 0.20. Through this testing, there is significant o fidence that the fracture toughness is
normally distributed.
6.3 Simulation Procedure and Results
6.3.1 Probabilistic Integration
The probabilistic integration technique is a low-discrepancy, variance reduction technique based on
Latin Hypercube Sampling (LHS). The process [15] combines centroidal Voronoi tessellation with
the univariate LHS constraints to quickly converge to the correct output distribution.
The analysis process is similar to other sampling methods such as Monte Carlo. To determine the
distribution, a set of analysis points are evaluated by the model and the results are tabulated. The
resultant distribution is the most likely estimate of the distribution of response of the system being
modeled.
The system will not account for error introduced by incorrect input distributions or bias error for
an inaccurate system model. Since the output distribution also only accounts for the variation from
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Figure 6.4: Histogram of the dimensionless plastic dissipation based on the distributions of yield
strength and hardening modulus.
the uncertain parameters, it will not reflect the error seen in the validation data set. The reason is
that test variation is not modeled in either the input distributions or the crack growth model.
6.3.2 Plastic Dissipation Results
The results of the probabilistic integration (500 samples)is shown in the histogram of Fig. 6.4.
These results are intermediate as they only include the variation associated with the yield strength
and hardening modulus. The distribution is highly skewed toward higher values of the dimensionless
plastic dissipation due to the nature of the beta distribution of the hardening modulus. The hardening
modulus was never zero so the maximum normalized mode I plastic di sipation is lower than the
elastic-perfectly plastic results from Chapter 2.
The intermediate results can be combined with the fracture toughness and normalizing parame-
ters to get an estimated distribution of the actual fatigue crack growth, as shown in the bottom of
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Fig. 6.5. The experimental data was provided by Southwest Reearch Institute and was taken from
Refs. [96, 97]. Since the details of the actual material being tested was unknown, the total data set
was used in this analysis. To reduce the fatigue crack growthrate (FCGR) data for all∆K values,
the experimentalda/dN data were reduced to a single loading parameter of∆K = 75 MPa
√
m by




















The above relation effectively collapsed all of the data to its equivalent location for∆K = 75MPa
√
m




Likewise, the estimated density function obtained from theprobabilistic integration can also be
expanded to account for different loading scenarios according to a similar expansion transformation
as shown in Fig. 6.6. A random sample from the estimated density function was generated for each



























It should be noted that the slope of the trend in Fig. 6.6 is 4 asexpected from Eq. (6.5). Also, the
spurious predicted data points below the scatter band were gen rated from sampling the lower tail
of the estimated distribution shown in the bottom part of Fig. 6.5. These points are an artifact of the
uncertainty associated with the tail regions and bring no relevance to the discussion of the results.
6.4 Discussion and Conclusions
As seen in both Figs. 6.5 and 6.6, the mean trend of the predicted fa igue crack growth rate matches
the mean trends of the actual fatigue crack growth rate data closely. This agreement gives credence
to the dissipated energy theory as it demonstrated the first order effects driving the fatigue crack
growth rate. Interestingly, the experimental data used forcomparison was completely unrelated
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Figure 6.5: Comparison of the predicted results of the fatigue crack growth rate to the collapsed















Comparison of Sampled and Measured FCGR using ∆K4 Expansion
















Figure 6.6: A plot of the experimental results of the fatiguecrack growth rate compared to the results
from sampling and expanding the empirical distribution ofda/dN shown in the bottom
of Fig. 6.5.
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to data used for estimating the variation associated with the input data other than the fact that the
material was Ti-6Al-4V.
The experimental data shows significantly more scatter thane input. There are three main
reasons for this:
1. No mean stress (R-ratio) effects were considered when reporting the actual fatigue crack
growth rate data. Since the dissipated energy does not address th issue of crack closure or
other mean stress effects, the effect of applied R-ratio is also not included in prediction.
2. The measurement process and experimental procedures always increase the uncertainty asso-
ciated with a phenomena– fatigue crack growth rate is no exception.
3. The material scatter obtained from the input data may be less than reality. In other words,
the variability of the material properties of the specimensbeing measured for FCGR are
potentially higher than the sample provided by the Air ForceResearch Laboratory.
The shape of both the predicted and empirical distribution in Fig. 6.5 are similar in that they have
the same skew direction. The current model does not show any deviation of the slope of the scatter
band in log-log space whereas the actual data does not followa pure power law relationship. This
indicates that there are some second order effects that influence the shape of the FCGR curve. The
location of the curve, however, is predicted nicely using the dissipated energy theory.
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7 Conclusions and Contributions
This dissertation presented a thorough analysis of the energy dissipated due to cyclic plasticity at
a crack tip oriented along a bimaterial interface. These bimaterial interfaces occur in soldering,
welding, layered manufacturing, or any other system where amaterial is deposited upon a subtrate
and an energetically favorable conditions exist to grow a crack along the interface. The results
of quantifying the plastic dissipation were presented in three main parts: the case of mixed mode
cracking in a homogeneous material, the case of a crack alongan interface with a mismatch in
plastic properties, and the general case of an elastic and plstic mismatch. Furthermore, an analysis
of the elastic strain energy near a crack tip was insightful in that it provided for a functional form of
the dissipated energy curves and verified the normalizationof the plastic dissipation.
The analysis of a homogeneous material revealed that the effect o the load changed the plastic
dissipation according to a power law with the same exponent for all modes of loading. After mul-
tiplying the dissipation by a normalizing parameter it was seen that the mode of loading has the
largest effect on the dimensionless plastic dissipation (dw/dN∗). It was also noted that increasing
Poisson’s ratio reducedw/dN∗ with little effect afterν > 0.3. Chapter 2 revealed the effect of
mode mixity on the plastic dissipation.
Chapter 3 logically extended the results for the plastic dissipation to the scenario where there is
a mismatch in plastic properties, both hardening modulus and yield strength, across the interface.
A dimensionless measure of the yield strength mismatch was provided asσ̂ and the dimensionless
measures of hardening moduli were with the ratiosEt1/E andEt2/E. Plots were presented showing
the effects of varying all three of these dimensionless mismatch quantities. A mismatch in the yield
strength only effects the dimensionless plastic dissipation for minor mismatches (i.e.̂σ > 0.25),
after which there is no difference in the dimensionless plastic dissipation for an interface between
some ductile material and a material that does not yield and an interface between the same ductile
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material and a material that is about 5/3 as strong. The implication is if fracture toughness could be
maintained, then a more fatigue resistant interface could be made by increasing the yield strength
of one of the layers.
The definition of the mode for an elastically homogeneous material is well understood and easily
interpreted. This definition can also be cast in terms of an energy criteria where the elastic strain
energy within a contour defined by the yield strength can be det rmined based on the field equations
of elasticity. This analysis rendered a closed form solution for the elastic strain energy and justified
the normalization parameters used in Chapter 2. The functional f rm of the dimensionless elastic
strain energy is a quadratic rational fraction. This form can be applied to the dimensionless plastic
dissipation for efficient prediction of the dissipated energy in mixed mode.
A closed form solution for the bimaterial interface crack does not exist. Also, defining the mode
requires the introduction of an arbitrary characteristic length which subsequently renders the defini-
tion of the mode for a bimaterial interface arbitrary. The numerical examination of the elastic strain
energy near a crack tip provided insight on the nature of the elasticity problem and provided fur-
ther insight into the logarithmic oscillating singularity. A new definition of the mode was proposed
by choosing a characteristic length that would render the mode t beψ = ±90◦ when the energy
quantity is maximum andψ = 0◦ when the energy quantity is minimum.
The determination of the plastic dissipation for a bimateril is shown in Chapter 5. Initially, the
classic definition of the mode was explained using the layer thickness as the characteristic length.
However, the results were presented by using a characteristic length that depended upon the ratio of
the stress intensity factors and the extrema of the plastic dissipation. Using this new energetic crite-
ria for the characteristic length, the results for the dimensio less plastic dissipation were presented
for the case of only an elastic mismatch as well as cases of both an elastic and plastic mismatches.
The pictures of the plastic zones for different elastic mismatches revealed that the energetic defini-
tion of the mode rendered similar shaped plastic zones for each mode, thus reaffirming a physical
basis (energy) for the characteristic length for bimaterial l sticity problems. Finally, an application
of the results is presented for thermomechanical cycling ofa bimaterial.
The dissipated energy theory can also be used in the context of probabilistic analysis. Determin-
ing the variability of fatigue crack growth rate (FCGR) is possible by using the dissipated energy
theory and the variability associated with the monotonic prope ties used in determining the plastic
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dissipation and the fracture toughness. The data used to assess the variability in the monotonic
properties were completely independent of the data used to compare the fatigue crack growth rate.
Assessing the variability employed an optimized sampling scheme since the computational cost of a
full scale Monte Carlo analysis is prohibitive. Results show the mean trends of the predicted FCGR
and the experimental data coincide. The experimental data showed higher amounts of variation
attributed to mean stress effects and experimental noise. Th probabilistic assessment revealed the
need for understanding the mean stress effects while showing the validity of the dissipated energy
theory for predicting mean crack grothw behavior in mode I.
Future work can include more detailed probabilistic analysis u ing the same specimen to generate
both FCGR data and monotonic property data. Also, an experimental verification of the dissipated
energy criteria is needed for mixed mode loading conditions. I cluding second order effects such
as creep, frequency, crack-closure and mean stress should be considered. Finally, as computational
power increases, plastic dissipation from 3-D models should be investigated.
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A Calculating the J-Integral
A.1 Mathematical Defintition of the J Integral
The J-integral was proposed by Rice [85] in efforts to develop a quntification of the strength of
the concentrated strain fields found at the root of a notch or crack. The path-independent integral




































2µ is the strain energy density
I1 = σx +σy +σz is the first stress invariant
I2 = (σxσy +σyσz+σzσx)− (τ 2xy+ τ 2yz+ τ 2zx) is the second stress invariant
E is the elastic modulus
µ is the shear modulus
σn is the normal component of the traction vector
τn is the shear component of the traction vector
un is the normal component of the displacement in thex-direction
vn is the normal component of the displacement in they-direction.
Though theJ-Integral can be used in three dimensions, we will restrict our discussion to planar
problems, more specifically, plane strain. The definition ofplane stress saysσz = 0 and by the








Figure A.1: An arbitrary contour,Γ, around a crack propagating along a bimaterial interface.





TheJ-integral has gained favor in the study of fracture mechanics because of its ability to apply in
elastic-plastic analysis. Also, in the limiting case of Linear Elastic Fracture Mechanics (LEFM), the
J-integral is equivalent to the strain energy release rate,G .
A.2 Physical Interpretation
The value ofJ is also considered as a general strain energy release rate because it represents the




whereΠ is the energy stored in the body of the cracked part less the work done by external forces.
When the material behaves in a linear fashion, the release ofpotential energy for a small change
in crack area is defined asG . Furthermore, there is a direct relationship to the mode I stres intensity
factor:
J = G =
K2I
E















Figure A.2: A rectangular composite beam with an interfacial r ck. The dashed line represents a
contour around the crack tip to be used in ourJ-integral hand calculations.
are present in a linear elastic material under small scale yie ding,









The nonlinear release rate is interpreted as the area between th load-displacement curves when
the first curve is for a crack lengtha and the second curve is a crack lengtha+ da. This physical
basis for theJ-integral lends itself to laboratory testing and many elastic-plastic materials haveJIC
values reported. A more detailed discussion of experimental determinations ofJ can be found in
many textbooks.
Let us examine an example that is tractable for hand calculation. Consider Figure A.2 which
shows a rectangular sandwich beam growing along its interfac . The arbitrary path for this example
was chosen for it mathematical simplicity. The beam is loaded by momentsM1 andM2 which are
equilibrated byM3. Since path integration is a linear operator, theJ-integral can be broken into six
sections:
J = J1 +J2+J3 +J4+J5+J6
corresponding to the six different sections of the path. TheJ-integral vanishes for Sections 2 and 5
becausedy andT are both zero along the outer surface.
A.3 Homogeneous Beam Analysis
Let us define our coordinate system such that positivex is in the direction of crack propagation




















Figure A.3: The beam from Figure A.2 shown cut along the pathΓ. The arrows represent the kine-
matic requirement of a linear deflection of a beam in pure bending. The dashed lines
represent the location of the neutral axes.
moments to the left end of a composite beam as shown in Fig. A.2and assume that plane section
remain plane during deformation (according the Euler-Bernoulli beam theory), then the deflection
of a plane section follows that of a straight line with no deflection at the neutral axis.
Consider analyzing a section cut from the beam from Fig. A.2 along the first contour section,Γ1.
This section is sufficiently far away from both the applied load and the crack to be in a state of pure
bending (Saint Venant’s principle). Since the material in this section is homogeneous and the cross
section is rectangular, the neutral axis is located at the mid-plane of this section. Therefore, the
equation for differential deflection over a differential length of beam is
du1(y)
dx






which gives the kinematic definition of strain as a function of y along the first section of the path
Γ1. This relationship is shown pictorially in Fig. A.3. According to Hooke’s law,
σ1(y) = E2ε1(y) (A.4)
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For the rest of this analysis functional dependence ony will be assumed so for brevity,σ = σ(y).




























The equation from the equilibrium of forces is somewhat uninformative; however, the sum of mo-


































































2 is the area moment of inertia for a rectangular cross sectionof unit width. Com-
puting the strain gives:
du
dx








































A.4 Composite Beam Analysis
The section of the path defined byΓ3 andΓ4 make up a composite beam where the elastic modulus
and Poisson’s ratio of one section may be different than the ot r. Even though the moduli may be
different, the kinematic and compatibility requirement ofa continuum must still hold. In light of
Fig. A.3 we can see that the strain follows a straight line butthe location of the neutral axis may no
longer be in the middle of the section. Thus,
ε = k(y− ȳ) (A.11)
From Hooke’s law we can write down the expressions for stressin the two different materials:
σ3(y) = E2ε(y) −h2 < y < 0 (A.12)
σ4(y) = E1ε(y) 0 < y < h1 (A.13)
A graphical representation of the stress is shown in Fig. A.4
Some texts [98] use the ratio of the elastic moduli as a parameter n = E2E1 in an area moment
analysis. However, we will explicitly useE1 andE2.
Equation (A.11) has two unknowns that can be solved using theequilibrium of both forces and































σ3(y) = E2[k(y− ȳ)]
σ2(y) = E1[k(y− ȳ)]
ȳ
Figure A.4: The profile of the stress of a composite beam in pure bending. The stress is dependent
on the elastic modulus.












































wheren = E2/E1. The simple case ofh1 = h2 andn = 1 puts the neutral axis at zero as expected.
This is also a special case of the formula for the neutral axislocation presented in [98].































Now our stress equations, Eqs. (A.12)-(A.13), are functions f y, M, geometry and moduli; all of
which are known.
A.5 Strain Energy Density






whereI1 andI2 are the stress invariants given on page 140.
A.5.1 Homogeneous Beam Section










σ2x [(1+ν2)− (2ν +2ν2)]
2E
=










which leads us to use the notation of placing a bar over the elastic modulus, that isE = E for plane
stress andE = E/(1−ν2) for plane stress. If we use the results of stress, we can writeexpressions



























A.5.2 Composite Beam Section
The direct formula for the strain energy density in terms of the loads, geometry, and elastic prop-
erties is to large to write. However, we can take the results of he previous section and substitute
them into the strain energy density equation. This will needto be done twice, once for path 3 and
the other for path 4. The algebra is tedious to write long form, but can easily be implemented in a
computer.
A.6 J-Integral evaluations
The final term needing determination from Eq. A.2) is the rateof change of the normal displace-
ments with respect tox. For vertical paths, the normal vector is horizontal and thederivative is
























The integration of paths 3 and 4 are a bit tedious and messy. Assuch, a computer algebra system












































Finally, the contributions of the horizontal paths to theJ-Integral is zero (J2 = J5 = 0). Once
all the individual contributions to theJ-Integral from the sections of the path are determined, the
overall value ofJ can be found.
J = J1 +J2+J3 +J4+J5+J6 (A.14)
A.6.1 Special Cases
There are two special cases of this evaluation ofJ. the first is from a case reported in [2] where
h1 = h2 = h andĒ1 = Ē2 = Ē. Making these simplification of a homogeneous material withequal







which, in the case of linear elastic material response, is the same as the strain energy release rate.
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It should be noted that the relative thickness between the lay rs changes the ratio of shear to
normal tractions at the crack tip. This can also be achieved by changing the applied moments. This
motivates the use of Eq. (A.16) because a crack tip can be loadd cross the full range of mode (I/II)
mix ratios by solely changing the ratio of the applied loads (moments).
A.6.2 A Numerical Example
Given the geometry shown in Figure A.2 and the values listed in Table A.1, a numerical value ofJ
in plane strain can be determined.
h1 = 0.5 mm M1 = 100 N-m E1 = 10,000 Pa ν1 = 0.3
h2 = 1 mm M2 = 800 N-m E2 = 50,000 Pa ν2 = 0.35
Table A.1: Exemplar values for the computation of theJ-integral.














Simply substituting these values and the values in Table A.1into the components ofJ give the
following results:
J = J1 +J2+J3 +J4+J5+J6
= 67.392+0+(−20.744)+ (−11.150)+0+43.68
= 79.178
The isoparametric quadratic plane strain element with reduc integration was used to determine
























Increment      1: Step Time =    1.000
Primary Var: S, S11
Deformed Var: U   Deformation Scale Factor: +1.086e-01




Figure A.5: A contour plot of the bending stress (σx) from the finite element analysis. The values
used in this plane strain analysis are given in Table A.1.
results shown in Figure A.5.
ABAQUS has an implementation of theJ-integral calculation that is invoked using the keyword:
*CONTOUR INTEGRAL, CONTOURS=n, Type=J. The implementation is based on the divergence
theorem and calculates the area integral defined from the pat. This has been shown to be accurate,
even for relatively course meshes [76]. For this example, 20contours were calculated and the results
from the data file are shown below.
The value ofJ is estimated for different contours, each on slightly larger than the previous. This is
done by evaluating successive rings of elements. This meansthe first contour is a ring of elements
in the immediate vicinity of the crack tip and successive contours encompass more area. As a
result, multiple values ofJ are estimated in the data file and the higher contours containmore area.
Since the numerical solution of the stresses in the elementsnext to the crack tip are not stable,
the estimated value of theJ integral should be viewed with caution. However, the estimation of J
becomes more accurate as the number of contours increases until there are no more rings available.
In the presence of elastic-plastic material response, theJ integral has spatial dependence. Once the
contour is outside the plastic zone, however, the value ofJ converges to the strain energy release
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J - I N T E G R A L E S T I M A T E S
CRACK CRACKFRONT C O N T O U R S
NUMBER NODE SET
1 2 3 4 5
6 7 8 9 10
11 12 13 14 15
16 17 18 19 20
1 -6- 78.97 79.07 79.18 79.19 79.19
79.19 79.19 79.19 79.18 79.18
79.18 79.18 79.18 79.18 79.17
79.17 79.17 79.17 79.13 79.16
LABELS REFERENCED IN THE ABOVE TABLE
-6- ASSEMBLY_TIP
Table A.2: ABAQUS output of the results of the contour integral.
K F A C T O R E S T I M A T E S
CRACK CRACKFRONT C O N T O U R S
NUMBER NODE SET
1 2 3 4 5
6 7 8 9 10
11 12 13 14 15
16 17 18 19 20
K1: 1233. 1231. 1232. 1232. 1232.
K2: 63.58 59.33 59.63 59.64 59.64
J from Ks:79.40 79.01 79.17 79.16 79.16
K1: 1232. 1232. 1232. 1232. 1232.
K2: 59.64 59.64 59.64 59.63 59.63
J from Ks:79.16 79.16 79.16 79.16 79.16
K1: 1232. 1232. 1232. 1232. 1232.
K2: 59.62 59.61 59.60 59.59 59.58
J from Ks:79.15 79.15 79.15 79.15 79.15
K1: 1232. 1232. 1232. 1232. 1231.
K2: 59.57 59.55 59.53 59.51 59.48
J from Ks:79.14 79.14 79.14 79.13 79.13
***NOTE: THIS IS A CRACK LYING ON THE INTERFACE BETWEEN TWO DIFFERENT MATERIALS
Table A.3: ABAQUS output of the results of the interaction integral that is used to determine the
stress intensity factors.
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rate,G , provided the yielding at the crack tip is governed by the farfield elastic fields (small scale
yielding).
A.6.3 Relating the Stress Intensity Factors to the J-Integral


















and the values forκ in plane strain:
κ = 3−4ν
κ1 = 3−4(0.3) = 1.8
κ2 = 3−4(0.35) = 1.6
The second Dundurs parameter is
β =
µ1(κ2−1)−µ2(κ1−1)


























Figure A.6: Crack opening displacements. The distance fromthe crack tip of the original, unde-
formed model is taken asr.










= 18424.67. Combining these values according to Eq. (4.11) gives:












This value ofJ is close to the analytical value ofJ computed from the beam theory. The previous
computation shows how the number reported asJfromK in Table A.3 is determined.
A.6.4 Crack Tip Opening Displacements
The crack tip opening displacements a distancer b hind the crack are computed as:















Figure A.6 gives a schematic defining the crack opening displacements. This equation is only
valid in theK dominated region. In other words, as the radius becomes larger, the influence of the
stress intensity factor becomes less. A technique of extracting stress intensity factors from crack tip
opening displacements is outlined in [84]; however, the energy domain techniques implemented in
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ABAQUS through the interaction integral are used for numerically determining the stress intensity
factors.
















Distance behind the crack tip, r
A Comparison between the Analytical and Numerical 





Figure A.7: A plot showing two solutions to the example problem. The numerical solution uses the
finite element analysis to determine the nodal displacements. The analytical solution
shown in Eq. (A.17) is plotted as lines on top of the nodal soluti ns from the FEA. The
presence of anx component indicates mode II loading (shear along the interfac ).
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B Stress and Displacement Field Equations
Near a Crack Tip
The field equations for stress and displacements near a cracktip along a bimaterial interface were
published by Sun and Jih in [83], and again by Nishioka, Syano, d Fujimoto in [84]. The following






























































































































































































































































































































































































































































where m= 1,2 which refers to the material number,
K1 andK2 are the stress intensity factors
r is the radius from the crack tip,
l is the characteristic length that normalizes the singular oscillation,
θ is the angle measured from the interface ahead of the crack,
κ = 3−4ν for plane strain orκ = 3−ν1+ν for plane stress,
µ is the shear modulus,
ν is Poisson’s ratio, and
ε is the oscillation index.
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C Mode Searching Algorithm
The secant method used to search for the pure mode I and pure mode II l ading factors is outlined
below:
for mode = I, II
• guess initialf , seterr = 100, settol = 0.001
• SetM1 = f , M2 = 1
• perturb f to generatef ′
• SetM′1 = f ′, andM′2 = 1
• Use FEA withM1 andM2 to solve forK1andK2
• Use FEA withM′1 andM′2 to solve forK′1andK′2
while err >tol
if mode = I,
– Set f (new) = f ′−K2 f ′−
f
K′2−K2
if mode = II,
– Set f (new) = f ′−K2 f ′−
f
K′2−K2
– Set f = f ′, M1 = M′1, M2 = M
′
2
– SetM′1 = f
(new) andM′2 = 1
159
– Use FEA withM′1 andM
′





if mode = I,
– Seterr = K′2
if mode = II,
– Seterr = K′1
return f (new)
160
D Elastic Strain Energy Matlab Code
Listings
Listing D.1: examplebetazero.m
1 c l o s e a l l
2 c l e a r a l l
3 c l c
4 format s h o r t
5 E=[101 e9 30 e9 ]
6 v = [ . 3 5 . 3 2 4 ]
7 y i e l d =[70E6 70E6 ]
8 N=200;
9 l =1 ;
10
11 mu=E . / ( 2∗ ( 1 + v ) )
12 kappa=3−4∗v
13 Ebar=E. / (1− v . ^ 2 ) %plane s t r a i n
14
15 %A d j u s t v1 and v2 t o ensure be ta =0
16 beta=0
17 t o l =1e−8;
18 d i f f =1;
19 whi le abs( d i f f ) > t o l
20 a lpha =( Ebar ( 1 )−Ebar ( 2 ) ) / ( Ebar ( 1 ) +Ebar ( 2 ) ) ;
21
22 v1 =v ( 1 ) ;
23 v2= (−v1 − 2∗ a lpha + 3∗v1∗ a lpha + 4∗ beta − 4∗v1∗beta ) / . . .
24 (−1 − 3∗ a lpha + 4∗v1∗ a lpha + 4∗ beta − 4∗v1∗beta ) ;
25
26 v =[ v1 v2 ] ;
27 mu=E . / ( 2∗ ( 1 + v ) ) ;
28 kappa=3−4∗v ;
29 Ebar=E. / (1− v . ^ 2 ) ; %plane s t r a i n






36 a lpha =( Ebar ( 1 )−Ebar ( 2 ) ) / ( Ebar ( 1 ) +Ebar ( 2 ) )
37
38 beta=(mu ( 1 )∗ ( kappa ( 2 )−1) − mu( 2 )∗ ( kappa ( 1 )−1) ) / . . .
39 (mu ( 1 )∗ ( kappa ( 2 ) +1) + mu( 2 )∗ ( kappa ( 1 ) +1) )
40 e p s i l o n = (1 /2∗ p i ) ∗ l og ((1− beta ) / ( 1 + beta ) )
41
42 E s t a r = 1 / ( 0 . 5∗ ( 1 / Ebar ( 1 ) +1/ Ebar ( 2 ) ) ) ;
43
44 t i t l e s t r =[ ’ Load= ’ ] ;
45 F= f i g u r e
46 G= l ogsp ace( −3 ,3 ,51) ;
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47 f o r j =1 : l en g th (G)
48
49 Cons tan t =G∗E s t a r /(1− beta ^2) ;
50 K1=sq r t ( Cons tan t ) ;
51 K2=0;
52
53 U( j ) = S t r a i n E n e r g y ( y i e l d ,G( j ) ,K2 , E , v , l ) ;
54 end
55 f o r j =1 : l en g th (G)
56
57 Cons tan t =G∗E s t a r /(1− beta ^2) ;
58 K1=sq r t ( Cons tan t ) ;
59 K2=0;
60
61 t h e t a =l i n s p a c e( 0 , 2∗ pi ,N) ;
62 r = y i e l d R a d i u s ( t h e t a , y i e l d ,G( j ) ,K2 , E , v , l ) ;
63
64 I =[ f i n d ( s i n ( t h e t a ) <0) ] ;
65 xbot =[ r ( I ) .∗ cos( t h e t a ( I ) ) ] ;
66 ybot =[ r ( I ) .∗ s i n ( t h e t a ( I ) ) ] ;
67
68 I = f i n d ( s i n ( t h e t a ) >=0) ;
69 xtop = r ( I ) .∗ cos( t h e t a ( I ) ) ;
70 ytop = r ( I ) .∗ s i n ( t h e t a ( I ) ) ;
71
72 su b p lo t ( 2 , 1 , 1 )
73 p l o t ( xbot , ybot , ’ r ’ , x top , y top )
74 a x i s equa l
75 i f rem ( j , 5 ) ==0
76 t i t l e s t r =[ t i t l e s t r ’ | ’ ] ;
77 end
78 t i t l e ( t i t l e s t r ) ;
79
80 su b p lo t ( 2 , 1 , 2 )
81 semi logx(G,U . / G. ^ 2 ,G( j ) ,U( j ) /G( j ) ^2 , ’ o ’ )
82 a x i s ( [ 1 0 e−4 10 e2 507.1 5 0 7 . 3 ] )
83 x l a b e l ( ’G ’ )
84 y l a b e l ( ’U/G^2 ’ )
85
86 M( j ) = get f rame ( gc f ) ;
87 s a v e a s ( F , [ ’ b e t a z e r o _ ’num2str ( j ) ’ . f i g ’ ] )
88 end
89 %movie (M)
90 movie2av i (M, ’ b e t a z e r o . a v i ’ , ’ Compression ’ , ’ c i nepak ’ )
Listing D.2: strainenergy.m
1 f u n c t i on U= S t r a i n E n e r g y ( y i e l d ,G, K2 , E , v , l )
2 N=50;
3 t h e t a =l i n s p a c e(−pi , pi ,N) ;
4 R f a c t o r =l i n s p a c e( . 0000000000001 ,1 ,N) ;
5 r a d i u s = y i e l d R a d i u s ( t h e t a , y i e l d ,G, K2 , E , v , l ) ;
6
7 U=0;
8 f o r i =2 : l en g th ( R f a c t o r )
9 f o r j =2 : l en g th ( t h e t a )
10
11 r1 = R f a c t o r ( i−1)∗ r a d i u s ( j ) ;
12 r2 = R f a c t o r ( i )∗ r a d i u s ( j ) ;
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13 t 1 = t h e t a ( j−1) ;
14 t 2 = t h e t a ( j ) ;
15
16 [ f1 , dUodK2]= G l o b a l S t r a i n E n e r g y D e n s i t y ( r1 , t1 , K2 ,G, v ,E l ) ;
17 [ f2 , dUodK2]= G l o b a l S t r a i n E n e r g y D e n s i t y ( r1 , t2 , K2 ,G, v ,E l ) ;
18 [ f3 , dUodK2]= G l o b a l S t r a i n E n e r g y D e n s i t y ( r2 , t2 , K2 ,G, v ,E l ) ;
19 [ f4 , dUodK2]= G l o b a l S t r a i n E n e r g y D e n s i t y ( r2 , t1 , K2 ,G, v ,E l ) ;
20
21 dA=( r2^2− r1 ^2)∗ ( t2−t 1 ) / 2 ;
22




1 f u n c t i on r = y i e l d R a d i u s ( t h e t a , y i e l d ,G, K2 , E , v , l )
2
3 f o r i =1 : l en g th ( t h e t a )
4 i f s i n ( t h e t a ( i ) ) <0
5 m=2;
6 e l s e
7 m=1;
8 end





1 f u n c t i on Uo= G l o b a l S t r a i n E n e r g y D e n s i t y ( r , t h e t a , K2 ,G, v , E , l )
2 % Determine t h e e l a s t i c s t r a i n energy d e n s i t y
3 % r and t h e t a deno te t h e l o c a t i o n o f t h e p o i n t under c o n s i d e r at i o n
4 % K2 i s t h e second s t r e s s i n t e s i t y f a c t o r
5 % G i s t h e s t r a i n energy r e l e a s e r a t e
6 % v i s a 2 e lemen t l i s t d e s c r i b i n g Poisson ’ s Ra t i o
7 % E i s a 2 e lemen t l i s t o f Young ’ s modul i
8 % l i s t h e c h a r a c t e r i s t i c l e n g t h
9
10 %C a l c u l a t e t h e shear modulus :
11 mu=E . / ( 2∗ ( 1 + v ) ) ;
12
13 %dete rm ine i f t h e p o i n t under c o n s i d e r a t i o n i s above or below t h e i n t e r f a c e
14 i f s i n ( t h e t a ) <0
15 m=2;




20 %Cal l t h e f u n c t i o n t h a t c a l c u l a t e s t h e s t r e s s and d i s p l a c e me n t f i e l d s
21 [ s11 , s22 , s12 , u1 , u2 ]= n e w f i e l d s ( r , t h e t a ,G, K2 , E , v , l ) ;
22
23 %Compute t h e s t r a i n energy d e n s i t y i n p lane s t r a i n .
24 Uo = ( 1 / ( 2∗E(m) ) )∗ ( s11 ^2 + s22 ^2 ) . . .
25 − ( v (m) / E(m) )∗ ( s11∗s22 ) . . .
26 + 1 / ( 2∗mu(m) )∗ ( s12 ^2 ) ;
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Listing D.5: Elasticity field equations
1 f u n c t i on [ s11 , s22 , s12 , u1 , u2 ]= n e w f i e l d s ( r , t h e t a ,G, K2 , E , v , l )
2
3 %c o n d i t i o n r and t h e t a
4 x= r ∗ cos( t h e t a ) ;
5 y= r ∗ s i n ( t h e t a ) ;
6 r =sq r t ( x^2+y ^2) ;
7 t h e t a =atan2( y , x ) ;
8
9 mu=E . / ( 2∗ ( 1 + v ) ) ;
10 kappa=3−4∗v ;
11 Ebar=E. / (1− v . ^ 2 ) ; %plane s t r a i n
12
13 a lpha =( Ebar ( 1 )−Ebar ( 2 ) ) / ( Ebar ( 1 ) +Ebar ( 2 ) ) ;
14
15 beta=(mu ( 1 )∗ ( kappa ( 2 )−1)−mu( 2 )∗ ( kappa ( 1 )−1) ) / . . .
16 (mu ( 1 )∗ ( kappa ( 2 ) +1)+mu( 2 )∗ ( kappa ( 1 ) +1) ) ;
17
18 e p s i l o n = (1 /2∗ p i ) ∗ l og ((1− beta ) / ( 1 + beta ) ) ;
19
20 E s t a r = 1 / ( 0 . 5∗ ( 1 / Ebar ( 1 ) +1/ Ebar ( 2 ) ) ) ;
21 C2=G∗E s t a r /(1− beta^2) ;
22 K1=sq r t (C2−K2^2) ;
23






30 re tu rn
31 end
32
33 i f s i n ( t h e t a ) <0
34 m=2;




39 kappa=kappa (m) ;
40
41 C1=1/ (2∗ sq r t (2∗ p i ∗ r ) ∗cosh( e p s i l o n∗p i ) ) ;
42
43 f1_11 =exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗p i ) ∗ . . .
44 (3∗ cos( t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) + . . .
45 2∗ e p s i l o n∗ s i n ( t h e t a )∗ cos(3∗ t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) − . . .
46 s i n ( t h e t a )∗ s i n (3∗ t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) ) − . . .
47 exp(− e p s i l o n∗ t h e t a +(3−2∗m)∗ e p s i l o n∗ p i ) ∗ . . .
48 cos( t h e t a / 2 − e p s i l o n∗ l og ( r / l ) ) ;
49
50 f2_11 =exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗p i ) ∗ . . .
51 (3∗ s i n ( t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) + . . .
52 2∗ e p s i l o n∗ s i n ( t h e t a )∗ s i n (3∗ t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) + . . .
53 s i n ( t h e t a )∗ cos(3∗ t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) ) + . . .
54 exp(− e p s i l o n∗ t h e t a +(3−2∗m)∗ e p s i l o n∗ p i ) ∗ . . .
55 s i n ( t h e t a / 2 − e p s i l o n∗ l og ( r / l ) ) ;
56
57 f1_22 =exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗p i ) ∗ . . .
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58 ( cos( t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) − . . .
59 2∗ e p s i l o n∗ s i n ( t h e t a )∗ cos(3∗ t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) + . . .
60 s i n ( t h e t a )∗ s i n (3∗ t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) ) + . . .
61 exp(− e p s i l o n∗ t h e t a +(3−2∗m)∗ e p s i l o n∗ p i ) ∗ . . .
62 cos( t h e t a / 2 − e p s i l o n∗ l og ( r / l ) ) ;
63
64 f2_22 =exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗p i ) ∗ . . .
65 ( s i n ( t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) − . . .
66 2∗ e p s i l o n∗ s i n ( t h e t a )∗ s i n (3∗ t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) − . . .
67 s i n ( t h e t a )∗ cos(3∗ t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) ) − . . .
68 exp(− e p s i l o n∗ t h e t a +(3−2∗m)∗ e p s i l o n∗ p i ) ∗ . . .
69 s i n ( t h e t a / 2 − e p s i l o n∗ l og ( r / l ) ) ;
70
71 f1_12 =exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗p i ) ∗ . . .
72 ( s i n ( t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) + . . .
73 2∗ e p s i l o n∗ s i n ( t h e t a )∗ s i n (3∗ t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) + . . .
74 s i n ( t h e t a )∗ cos(3∗ t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) ) − . . .
75 exp(− e p s i l o n∗ t h e t a +(3−2∗m)∗ e p s i l o n∗ p i ) ∗ . . .
76 s i n ( t h e t a / 2 − e p s i l o n∗ l og ( r / l ) ) ;
77
78 f2_12 =exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗p i ) ∗ . . .
79 (−cos( t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) − . . .
80 2∗ e p s i l o n∗ s i n ( t h e t a )∗ cos(3∗ t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) − . . .
81 s i n ( t h e t a )∗ s i n (3∗ t h e t a / 2 + e p s i l o n∗ l og ( r / l ) ) ) − . . .
82 exp(− e p s i l o n∗ t h e t a +(3−2∗m)∗ e p s i l o n∗ p i ) ∗ . . .
83 cos( t h e t a / 2 − e p s i l o n∗ l og ( r / l ) ) ;
84
85 s11=C1∗ (K1∗ f1_11 − K2∗ f2_11 ) ;
86 s22=C1∗ (K1∗ f1_22 − K2∗ f2_22 ) ;
87 s12=C1∗ (K1∗ f1_12 − K2∗ f2_12 ) ;
88
89 u1=K1∗ sq r t (2∗ p i ∗ r ) / ( 4∗ p i ∗mu∗cosh( p i ∗ e p s i l o n ) )∗ . . .
90 ( exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗ p i ) ∗kappa / (1+4∗ e p s i l o n ^2)∗ . . .
91 ( cos( t h e t a /2− e p s i l o n∗ l og ( r / l ) ) − . . .
92 2∗ e p s i l o n∗ s i n ( t h e t a /2− e p s i l o n∗ l og ( r / l ) ) ) − . . .
93 exp(− e p s i l o n∗ t h e t a +(3−2∗m)∗ e p s i l o n∗ p i ) ∗1/ (1+4∗ e p s i l o n ^2)∗ . . .
94 ( cos( t h e t a /2+ e p s i l o n∗ l og ( r / l ) ) + . . .
95 2∗ e p s i l o n∗ s i n ( t h e t a /2+ e p s i l o n∗ l og ( r / l ) ) ) + . . .
96 exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗ p i ) ∗ . . .
97 s i n ( t h e t a )∗ s i n ( t h e t a /2+ e p s i l o n∗ l og ( r / l ) ) ) + . . .
98 K2∗ sq r t (2∗ p i ∗ r ) / ( 4∗ p i ∗mu∗cosh( p i ∗ e p s i l o n ) )∗ . . .
99 ( exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗ p i ) ∗kappa / (1+4∗ e p s i l o n ^2)∗ . . .
100 ( s i n ( t h e t a /2− e p s i l o n∗ l og ( r / l ) ) + . . .
101 2∗ e p s i l o n∗ cos( t h e t a /2− e p s i l o n∗ l og ( r / l ) ) ) − . . .
102 exp(− e p s i l o n∗ t h e t a +(3−2∗m)∗ e p s i l o n∗ p i ) ∗1/ (1+4∗ e p s i l o n ^2)∗ . . .
103 (− s i n ( t h e t a /2+ e p s i l o n∗ l og ( r / l ) ) + . . .
104 2∗ e p s i l o n∗ cos( t h e t a /2+ e p s i l o n∗ l og ( r / l ) ) ) + . . .
105 exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗ p i ) ∗ . . .
106 s i n ( t h e t a )∗ cos( t h e t a /2+ e p s i l o n∗ l og ( r / l ) ) ) ;
107
108 u2=K1∗ sq r t (2∗ p i ∗ r ) / ( 4∗ p i ∗mu∗cosh( p i ∗ e p s i l o n ) )∗ . . .
109 ( exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗ p i ) ∗kappa / (1+4∗ e p s i l o n ^2)∗ . . .
110 ( s i n ( t h e t a /2− e p s i l o n∗ l og ( r / l ) ) + . . .
111 2∗ e p s i l o n∗ cos( t h e t a /2− e p s i l o n∗ l og ( r / l ) ) ) − . . .
112 exp(− e p s i l o n∗ t h e t a +(3−2∗m)∗ e p s i l o n∗ p i ) ∗1/ (1+4∗ e p s i l o n ^2)∗ . . .
113 (− s i n ( t h e t a /2+ e p s i l o n∗ l og ( r / l ) ) + . . .
114 2∗ e p s i l o n∗ cos( t h e t a /2+ e p s i l o n∗ l og ( r / l ) ) ) − . . .
115 exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗ p i ) ∗ . . .
116 s i n ( t h e t a )∗ cos( t h e t a /2+ e p s i l o n∗ l og ( r / l ) ) ) + . . .
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117 K2∗ sq r t (2∗ p i ∗ r ) / ( 4∗ p i ∗mu∗cosh( p i ∗ e p s i l o n ) )∗ . . .
118 ( exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗ p i )∗−kappa / (1+4∗ e p s i l o n ^2)∗ . . .
119 ( cos( t h e t a /2− e p s i l o n∗ l og ( r / l ) ) + . . .
120 2∗ e p s i l o n∗ s i n ( t h e t a /2− e p s i l o n∗ l og ( r / l ) ) ) + . . .
121 exp(− e p s i l o n∗ t h e t a +(3−2∗m)∗ e p s i l o n∗ p i ) ∗1/ (1+4∗ e p s i l o n ^2)∗ . . .
122 ( cos( t h e t a /2+ e p s i l o n∗ l og ( r / l ) ) + . . .
123 2∗ e p s i l o n∗ s i n ( t h e t a /2+ e p s i l o n∗ l og ( r / l ) ) ) + . . .
124 exp( e p s i l o n∗ t h e t a−(3−2∗m)∗ e p s i l o n∗ p i ) ∗ . . .
125 s i n ( t h e t a )∗ s i n ( t h e t a /2+ e p s i l o n∗ l og ( r / l ) ) ) ;
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E Python Scripts Used in Finite Element
Analysis
Listing E.1: Main Function
1 # T h i s must be run w i t h i n ABAQUS
2 from abaqus import ∗
3 from a b a q u s C o n s t a n t simport ∗
4
5 from s k e t c h import ∗
6 from p a r t import ∗
7 from m a t e r i a l import ∗
8 from s e c t i o n import ∗
9 from assembly import ∗
10 from l oad import ∗
11 from v i s u a l i z a t i o n import ∗
12 from i n t e r a c t i o n import ∗
13 from s t e p import ∗
14 from mesh import ∗
15 from j ob import ∗
16 from odbAccess import ∗
17 from s h u t i l import ∗
18
19 import assembly
20 import r e g i o n T o o l s e t
21 import disp layGroupMdbToo lse t as dgm
22 import p a r t
23 import s t e p
24 import i n t e r a c t i o n
25 import l oad
26 import mesh
27 import j ob
28 import v i s u a l i z a t i o n
29 import x y P l o t
30 import d i sp layGroupOdbToo l se t as dgo
31 import m a t e r i a l





37 # I n i t i a l i z e t h e o u t p u t f i l e
38 f i l e =open ( ’ modelData . csv ’ , ’w ’ )
39 f i l e . w r i t e ( ’ #number ,G, magK , a lpha , beta , e p s i l o n , E1 , E2, v1 , v2 , Sy1 , Sy2 , Et1 , Et2 , K1 , K2 ,
CharLen , phi , p s i ( h ) , p s i ( l ) , Ebar1 , Ebar2 , ’+
40 ’P ,M,M1,M2, omega , gamma , h , s i g h a t , sypr ime , Es ta r , S ys tar , topLoad , botLoad ,
t opBendS t ress , bo tBendS t ress2 , ’+
41 ’ mode1ra t io , mode2ra t io , J , JfromK , K1( i n t ) ,K2 ( i n t ) , ph icheck , ps i check ,
J p l a s t i c , dwdn , dwdnstar \ n ’ )
42 f i l e . c l o s e ( )
43
167
44 # I n i t i a l i z e t h e LaTeX o u t p u t f i l e ( Needs l a t e x t o run )
45 g r a p h i c s =open ( ’ p l a s t i c z o n e s . t e x ’ , ’w ’ )
46 g r a p h i c s . w r i t e ( ’ ’ ’ \ documentc l ass [ e n g l i s h ] { a r t i c l e }
47 \ usepackage [ T1 ] { f o n t e n c }
48 \ usepackage [ l a t i n 1 ] { i n p u t e n c }
49 \ usepackage { geometry }
50 \ s e t l e n g t h \ p a r s k i p { \ sma l l sk i pamoun t }
51 \ s e t l e n g t h \ p a r i n d e n t {0 p t }
52 \ geometry { verbose , l e t t e r p a p e r , tmarg in =1 in , bmargin =−0.5 in , lmarg in =1 in , rmarg in =0.7
i n }
53 \ p a g e s t y l e {empty }
54 \ usepackage {amsmath}
55 \ usepackage { g r a p h i c x }
56 \ usepackage {amssymb}
57 \ m a k e a t l e t t e r
58 \ usepackage { ps t−a l l }
59 \ p s s e t { u n i t =1 i n }
60 \ usepackage { babe l }
61 \ makea to the r
62 \ \ beg in { document }
63 ’ ’ ’ )
64 g r a p h i c s . c l o s e ( )
65
66 # i n i t i a l i z e t h e o p t i o n s d i c t i o n a r y
67 o p t i o n s ={}
68 name= ’ s t r e n g t h ’
69 o p t i o n s [ ’ name ’ ]= name
70
71 # i n i t i a l i z e t h e model pa ramete rs
72 model ={}
73
74 #What i s t h e h e i g h t and l e n g t h o f t h e model ?
75 model [ ’ h1 ’ ] = 5 . #mm
76 model [ ’ h2 ’ ] = 5 . #mm
77 model [ ’L ’ ] = 50 . #mm
78
79 #What shou ld t h e s m a l l e s t e l emen t be i n m i l i m e t e r s ?
80 model [ ’ elm ’ ]=0.00001
81
82 # I s t h e model i n p lane s t r e s s or p lane s t r a i n ?
83 model [ ’ p l ane ’ ] = [ ’ s t r a i n ’ ]
84
85 model [ ’E1 ’ ] = 100.0 e3
86 model [ ’E2 ’ ] = 25 .0 e3
87
88 model [ ’ v1 ’ ] = 1 / 3 .
89 model [ ’ v2 ’ ] = 1 / 3 .
90
91 i f model [ ’ p l ane ’ ]== ’ s t r e s s ’ :
92 model [ ’ E1bar ’ ]= model [ ’E1 ’ ]
93 model [ ’ E2bar ’ ]= model [ ’E2 ’ ]
94 e l s e:
95 model [ ’ E1bar ’ ]= model [ ’E1 ’ ] / (1− model [ ’ v1 ’ ] ∗∗2)
96 model [ ’ E2bar ’ ]= model [ ’E2 ’ ] / (1− model [ ’ v2 ’ ] ∗∗2)
97
98 E s t a r = 1 / ( 0 . 5∗ ( 1 / model [ ’ E1bar ’ ] + 1 / model [ ’ E2bar ’ ] ) )
99 p r i n t ’ E s t a r = %g ’ %E s t a r
100 model [ ’ E s t a r ’ ]= E s t a r
101
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102 a lpha , b e t a = getDundurs ( model [ ’E1 ’ ] , model [ ’E2 ’ ] , model[ ’ v1 ’ ] , model [ ’ v2 ’ ] , model [ ’
p l ane ’ ] )
103 e p s i l o n = 1 / ( 2∗ p i ) ∗ l og ((1− b e t a ) / ( 1 + b e t a ) )
104 p r i n t ’ e p s i l o n = %g ’ %e p s i l o n
105
106 model [ ’ a l pha ’ ] = a lpha
107 model [ ’ b e t a ’ ] = b e t a
108 model [ ’ e p s i l o n ’ ]= e p s i l o n
109
110 # what are t h e t a n g e n t modul i ?
111 model [ ’ e t 1 ’ ] = 1 . e−25
112 model [ ’ e t 2 ’ ] = 1 . e−25
113
114 # what are t h e s t r e n g t h s ?
115 sy1 =120.0
116 sy2 =120.0
117 model [ ’ sy1 ’ ] = sy1
118 model [ ’ sy2 ’ ] = sy2
119
120 S y s t a r =( sy1∗∗2∗ sy2∗∗2) / ( sy1∗∗2+ sy2∗∗2)
121 sypr ime =( sy1∗∗2−sy2∗∗2) / ( sy1∗∗2+ sy2∗∗2)
122 s i g h a t =( sy1−sy2 ) / ( sy1+sy2 )
123
124 model [ ’ S y s t a r ’ ] = S y s t a r
125 model [ ’ sypr ime ’ ] = sypr ime
126 model [ ’ s i g h a t ’ ] = s i g h a t
127
128 # what are t h e s t r a i n energy r e l e a s e r a t e s a p p l i e d ?
129 model [ ’G ’ ] = [ ]
130 model [ ’magK ’ ] = [ ]
131 f o r i i n [ 0 , − .25 , − .5 , − .75 , −1. ] :
132 G=exp ( i / abs ( p i∗ e p s i l o n ) )
133 model [ ’G’ ] . append (G)
134 magK= s q r t (G∗E s t a r /(1− b e t a∗∗2) )
135 magK=cosh ( p i∗ e p s i l o n )∗ ( s q r t (G∗E s t a r ) )
136 model [ ’magK ’ ] . append (magK )
137
138 n=5 #n must be or more
139 # what i s t h e a r c t a n g e n t o f ( K2 / K2) ?
140 # what are t h e c h a r a c t e r i s t i c l e n g t h s a p p l i e d ?
141 model [ ’ ph i ’ ] = [ ]
142 model [ ’ l ’ ] = [ ]
143 f o r i i n r ange ( n ) :
144 model [ ’ ph i ’ ] . append(− p i /2+ i / f l o a t ( ( n−1) )∗ p i )
145 model [ ’ l ’ ] . append ( 1 0 . )
146
147 #What shou ld t h e mesh r e s o l u t i o n be ? ( coarse , medium , f i n e )
148 o p t i o n s [ ’ mesh ’ ]= ’medium ’
149
150 #What shou ld t h e t ime r e s o l u t i o n be ? ( coarse , medium , f i n e )
151 o p t i o n s [ ’ t i m e s t e p ’ ]= ’medium ’
152
153 o p t i o n s [ ’ name ’ ]= name+ ’−p l a s t i c ’
154 i n p u t s , p l a s t i c r e s u l t s = p l a s t i c a n a l y s i s ( model , o p t i o n s)
155
156 o p t i o n s [ ’ name ’ ]= name+ ’−e l a s t i c ’
157 e l a s t i c r e s u l t s = e l a s t i c a n a l y s i s ( model , o p t i o n s )
158
159 # w r i t e r e s u t l s t o a f i l e
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160 f i l e =open ( ’ modelData . csv ’ , ’ a ’ )
161 f o r i npu t , e r e s u l t s , p r e s u l t si n z i p ( i n p u t s , e l a s t i c r e s u l t s , p l a s t i c r e s u l t s ) :
162 f o r i t em i n i n p u t :
163 f i l e . w r i t e ( ’%g , ’ %i tem )
164 f o r i t em i n e r e s u l t s :
165 f i l e . w r i t e ( ’%g , ’ %i tem )
166 f o r i t em i n p r e s u l t s :
167 f i l e . w r i t e ( ’%g , ’ %i tem )
168 f i l e . w r i t e ( ’ \ n ’ )
169 f i l e . c l o s e ( )
170
171 # f i n i s h t h e p l a s t i c zones u ing LaTeX and PST r i cks
172 g r a p h i c s =open ( ’ p l a s t i c z o n e s . t e x ’ , ’ a ’ )
173 g r a p h i c s . w r i t e ( ’ ’ ’ \ end { document } ’ ’ ’ )
174 g r a p h i c s . c l o s e ( )
175
176 os . sys tem ( ’ l a t e x p l a s t i c z o n e s . t e x ’ )
177 os . sys tem ( ’ dv i ps−o p l a s t i c z o n e s . psp l a s t i c z o n e s . dv i ’ )
Listing E.2: Plastic Analysis
1 def p l a s t i c a n a l y s i s ( model , o p t i o n s ) :
2 name= o p t i o n s [ ’ name ’ ]
3
4 # S e t t h e t ime as mesh r e s o l u t i o n
5 i f o p t i o n s [ ’ mesh ’ ]== ’medium ’ :
6 meshs ize =2
7 e l i f o p t i o n s [ ’ mesh ’ ]== ’ f i n e ’ :
8 meshs ize =4
9 e l s e:
10 meshs ize =1
11
12 i f o p t i o n s [ ’ t i m e s t e p ’ ]== ’medium ’ :
13 t i m e s t e p =1.
14 e l i f o p t i o n s [ ’ t i m e s t e p ’ ]== ’ f i n e ’ :
15 t i m e s t e p =2.
16 e l s e:
17 t i m e s t e p =0.5
18
19 h1=model [ ’ h1 ’ ]
20 h2=model [ ’ h2 ’ ]
21 L=model [ ’L ’ ]




26 p lane =model [ ’ p l ane ’ ]
27 bui ldModel ( h1 , L , meshsize , t i m e s t e p , elm , p lane , name )
28 a lpha = model [ ’ a l pha ’ ]
29
30 i n p u t s = [ ]
31 r e s u l t s = [ ]
32 f o r G, magK i n z i p ( model [ ’G’ ] , model [ ’magK ’ ] ) :
33 f o r phi , l i n z i p ( model [ ’ ph i ’ ] , model [ ’ l ’ ] ) :
34 jobnumber = jobnumber +1
35 number= ’%g ’ %( jobnumber )
36
37 M, P ,M1,M2, gamma , h , ps i , p s i l , K1 , K2 , reK , imK , omega= c r e at L o a d s (magK , phi ,
l , model )
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38
39 b e n d s t r e s s 1 = abs (6∗M1/ h∗∗2)
40 b e n d s t r e s s 2 = abs (6∗M2/ h∗∗2)
41
42 # what are t h e s t r e n g t h s ?
43 sy1=max ( abs (M1/ h∗∗2) , abs (M2/ h∗∗2) ) ∗30
44 sy2=sy1
45 model [ ’ sy1 ’ ] = sy1
46 model [ ’ sy2 ’ ] = sy2
47
48 S y s t a r =( sy1∗∗2∗ sy2∗∗2) / ( sy1∗∗2+ sy2∗∗2)
49 sypr ime =( sy1∗∗2−sy2∗∗2) / ( sy1∗∗2+ sy2∗∗2)
50 s i g h a t =( sy1−sy2 ) / ( sy1+sy2 )
51
52 model [ ’ S y s t a r ’ ] = S y s t a r
53 model [ ’ sypr ime ’ ] = sypr ime
54 model [ ’ s i g h a t ’ ] = s i g h a t
55
56 a s s i g n M a t e r i a l s ( model )
57
58 G,K, tc , bc , E1bar , E2bar , E1 , E2 , v1 , v2= se tLoads (M1,M2, number )
59 i n p u t s . append ( [ jobnumber ,G, magK , model [ ’ a l pha ’ ] , model [ ’ b e t a ’ ] , model [ ’
e p s i l o n ’ ] , E1 , E2 , v1 , v2 , model [ ’ sy1 ’ ] , model [ ’ sy2 ’ ] ,
60 model [ ’ e t 1 ’ ] , model [ ’ e t 2 ’ ] , K1 , K2 , l , phi , ps i , p s i l , E1bar
, E2bar , P ,M,M1,M2, omega , gamma , h , model [ ’ s i g h a t ’ ] ,
61 model [ ’ sypr ime ’ ] , model [ ’ E s t a r ’ ] , model [ ’ S y s t a r ’ ] , t c ,
bc , b e n d s t r e s s 1 , b e n d s t r e s s 2 ] )
62
63 i f jobnumber >0:
64 submi t Jobs ( name , number )
65
66 dwdn , dWdNStar , J p l a s t i c = ex t rac tW ork ( name+ ’− ’+number , model [ ’ E s t a r ’ ] ,
model [ ’ S y s t a r ’ ] , model [ ’ e p s i l o n ’ ] ,G)
67 r e s u l t s . append ( [ J p l a s t i c , dwdn , dWdNStar ] )
68
69 i f jobnumber >0:
70 p r i n t f i g ( name+ ’− ’+number , a l pha )
71 g r a p h i c s =open ( ’ p l a s t i c z o n e s . t e x ’ , ’ a ’ )
72 g r a p h i c s . w r i t e ( ’ JobName i s %s where $ \ \ ma thca l {G}=%g \ \ , J /m^{2}
$ , $ \ \ p s i =%0.4 f$ , $ \ \ ph i =%0.4 f$ , $ \ \ a l pha=%g$ , $ \ \ nu_{1}=%g$
, $ \ \ nu_{2}=%g$ , $ \ \ f r a c {dW}{dN}=%g$ , $ \ \ f r a c {dW}{dN} ∗=%g$ ,
$J$− i n t e g r a l=%g . \ n \ n ’ %((name+ ’− ’+number ) ,G∗1000 , ps i , phi ,
a lpha , v1 , v2 , dwdn , dWdNStar , J p l a s t i c∗1000) )
73 g r a p h i c s . c l o s e ( )
74 re tu rn i n p u t s , r e s u l t s
75
76 def submi t Jobs ( name , number ) :
77 " Th is submi t s j o b s "
78 mymodel= mdb . model [ ’ModeMix ’ ]
79 a = mdb . model [ ’ModeMix ’ ] . rootAssembly
80 myjob = mdb . Job ( name=name+ ’− +number , model=mymodel . name , t ype =ANALYSIS,
81 e x p l i c i t P r e c i s i o n =SINGLE , n o d a l O u t p u t P r e c i s i o n=SINGLE ,
82 d e s c r i p t i o n = ’ ’ , u s e r S u b r o u t i n e = ’ ’ ,
83 numCpus =1 , preMemory =256 , standardMemory =256 ,
84 s tandardMemoryPo l i cy =MODERATE, s c r a t c h = ’ ’ , e c h o P r i n t =OFF ,
85 m o d e l P r i n t=OFF , c o n t a c t P r i n t =OFF , h i s t o r y P r i n t =OFF)
86
87 a . r e g e n e r a t e ( )
88 myjob . submi t ( )
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89 myjob . wa i tF o rComp le t i on ( )
90 c l e a n f i l e s ( name+ ’− ’+number )
Listing E.3: Elastic Analysis
1 def e l a s t i c a n a l y s i s ( model , o p t i o n s ) :
2 name= o p t i o n s [ ’ name ’ ]
3
4 # D e l e t e t h e e x t r a load s t e p s
5 d e l mdb . models [ ’ModeMix ’ ] . s t e p s [ ’ Unload ’ ]
6 d e l mdb . models [ ’ModeMix ’ ] . s t e p s [ ’ Reload ’ ]
7 d e l mdb . models [ ’ModeMix ’ ] . s t e p s [ ’ Reunload ’ ]
8
9 mdb . models [ ’ModeMix ’ ] . keywordBlock . synchVers i ons ( )
10 mdb . models [ ’ModeMix ’ ] . keywordBlock . i n s e r t ( 83 , " " "
11 ∗Contour I n t e g r a l , c o n t o u r s = 50 , t ype = K f a c t o r s
12 Tip , 1 , 0 " " " )
13 mdb . models [ ’ModeMix ’ ] . keywordBlock . r e p l a c e (93 , " " "
14 " " " )
15 mdb . models [ ’ModeMix ’ ] . keywordBlock . r e p l a c e (94 , " " "
16 " " " )
17 mdb . models [ ’ModeMix ’ ] . keywordBlock . r e p l a c e (95 , " " "
18 " " " )
19
20 # D e l e t e t h e p l a s t i c m a t e r i a l p r o p e r t i e s
21 d e l mdb . models [ ’ModeMix ’ ] . m a t e r i a l s [ ’ Bot ’ ] . p l a s t i c
22 d e l mdb . models [ ’ModeMix ’ ] . m a t e r i a l s [ ’ Top ’ ] . p l a s t i c
23
24 # Reduce t h e number o f r e q u i r e d s t e p s
25 mdb . models [ ’ModeMix ’ ] . s t e p s [ ’ Load ’ ] . s e t V a l u e s ( i n i t ia l I n c =1 .0 , minInc =1e−05,
maxInc = 1 . 0 )
26
27 mode1ra t io , mode2ra t i o = f i n d f a c t o r ( model [ ’ e p s i l o n ’ ] , model [ ’ a l pha ’ ] )
28 omega1 , omega2=determineOmega ( mode1ra t io , mode2ra t io ,model [ ’ a l pha ’ ] , ’ s t r a i n ’ )




33 r e s u l t s = [ ]
34 f o r G, magK i n z i p ( model [ ’G’ ] , model [ ’magK ’ ] ) :
35 f o r phi , l i n z i p ( model [ ’ ph i ’ ] , model [ ’ l ’ ] ) :
36 jobnumber = jobnumber +1
37 number= ’%g ’ %( jobnumber )
38
39 M, P ,M1,M2, gamma , h , ps i , p s i l , K1 , K2 , reK , imK , omega= c r e at L o a d s (magK , phi ,
l , model )
40
41 G,K, tc , bc , E1bar , E2bar , E1 , E2 , v1 , v2= se tLoads (M1,M2, number , ’ e l a s t i c ’ )
42
43 i f jobnumber >0:
44 submi t Jobs ( name , number )
45
46 J , JfromK , K1int , K2int , p h i i n t , p s i i n t = ex t rac tMode ( name, number , l , model [ ’
e p s i l o n ’ ] ,G)
47 r e s u l t s . append ( [ mode1ra t io , mode2ra t io , J , JfromK , K1int , K2int , p h i i n t ,
p s i i n t ] )
48
49 re tu rn r e s u l t s
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Listing E.4: Scripts for Assigning Loads and Materials
1 def se tLoads (M1,M2, number , p l a s t i c = ’ yes ’ ) :
2 p r i n t " S e t t i n g Loads . . . "
3
4 mymodel= mdb . model [ ’ModeMix ’ ]
5 a = mdb . model [ ’ModeMix ’ ] . rootAssembly
6
7 # e x t r a c t y−c o o r d i n a t e s and measure h e i g h t
8 y_top =a . s e t s [ ’ top−r i g h t−c o r n e r ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
9 y_bot =a . s e t s [ ’ bottom−r i g h t−c o r n e r ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
10 y _ t i p =a . s e t s [ ’ T ip ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
11
12 h1 = y_top − y _ t i p
13 h2 = y _ t i p − y_bot
14 h=h1
15
16 e t a =h1 / h2
17
18 # e x t r a c t e l a s t i c m a t e r i a l p r o p e r t i e s
19 t o p _ m a t e r i a l =mdb . model [ ’ModeMix ’ ] . m a t e r i a l [ ’ Top ’ ]
20 b o t t o m _ m a t e r i a l =mdb . model [ ’ModeMix ’ ] . m a t e r i a l [ ’ Bot ’]
21 E1 = t o p _ m a t e r i a l . e l a s t i c . t a b l e [ 0 ] [ 0 ]
22 E2 = b o t t o m _ m a t e r i a l . e l a s t i c . t a b l e [ 0 ] [ 0 ]
23 v1 = t o p _ m a t e r i a l . e l a s t i c . t a b l e [ 0 ] [ 1 ]
24 v2 = b o t t o m _ m a t e r i a l . e l a s t i c . t a b l e [ 0 ] [ 1 ]
25
26 i f p l a s t i c == ’ yes ’ :
27 # e x t r a c t p l a s t i c m a t e r i a l p r o p e r t i e s
28 y1 = t o p _ m a t e r i a l . p l a s t i c . t a b l e [ 0 ] [ 0 ]
29 y2 = b o t t o m _ m a t e r i a l . p l a s t i c . t a b l e [ 0 ] [ 0 ]
30 y1a = t o p _ m a t e r i a l . p l a s t i c . t a b l e [ 1 ] [ 0 ]
31 y2a = b o t t o m _ m a t e r i a l . p l a s t i c . t a b l e [ 1 ] [ 0 ]
32 s t r a i n 1 = t o p _ m a t e r i a l . p l a s t i c . t a b l e [1 ] [1 ]− y1 / E1
33 s t r a i n 2 = b o t t o m _ m a t e r i a l . p l a s t i c . t a b l e [1 ] [1 ]− y2 / E2
34 e t 1 =( y1a−y1 ) / s t r a i n 1 / E1
35 e t 2 =( y2a−y2 ) / s t r a i n 2 / E2
36 p r i n t ’ Top m a t e r i a l : %g %g ’ %(y1 , e t 1 )
37 p r i n t ’ Bot m a t e r i a l : %g %g ’ %(y2 , e t 2 )
38
39 a lpha , b e t a = getDundurs ( E1 , E2 , v1 , v2 )
40 e p s i l o n =1 / (2∗ p i ) ∗ l og ((1− b e t a ) / ( 1 + b e t a ) )
41
42 p= s q r t ((1− a lpha ) /(1− b e t a∗∗2) )
43
44 # d e f i n e t h e shear modulus
45 s h e a r 1 = E1 / (2∗ (1+ v1 ) )
46 s h e a r 2 = E2 / (2∗ (1+ v2 ) )
47
48 # kappa f o r p l ane s t r a i n
49 k1 = 3−4∗v1
50 k2 = 3−4∗v2
51
52 # Modulus f rom p lane s t r e s s t o p lane s t r a i n
53 E1bar = E1 / (1−v1∗∗2)
54 E2bar = E2 / (1−v2∗∗2)
55
56 c1 = ( k1 + 1) / s h e a r 1
57 c2 = ( k2 + 1) / s h e a r 2
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58
59 SIGMA = c2 / c1
60
61 A = 1 / ( 1 + SIGMA∗ ( 4∗ e t a + 6∗ e t a∗∗2 + 3∗ e t a∗∗3 ) )
62 I = 1 / ( 12∗ ( 1 + SIGMA∗ e t a∗∗3 ) )
63
64 d e l t a = h1∗ ( 1 + 2∗SIGMA∗ e t a + SIGMA∗ e t a∗∗2 ) / ( 2∗ e t a∗ ( 1 + SIGMA∗ e t a ) )
65 DELTA = d e l t a / h1
66
67 P1 = 0
68 P2 = 0
69
70 P3 = P1− P2 # eqn ( 1 . 1 )
71 M3 =( M1 − M2 + P1∗ ( h1 / 2 . + h2 − d e l t a ) + P2∗ ( d e l t a − h2 / 2 . ) ) # eqn ( 1 . 1 )
72
73 Ao = 1 / e t a + SIGMA
74 Io = ( 1 / 3 . ) ∗ ( SIGMA∗ ( 3∗ (DELTA − 1 / e t a )∗∗2 − 3∗ (DELTA − 1 / e t a ) + 1) + 3∗DELTA/
e t a∗ (DELTA−1/ e t a ) +1/ e t a∗∗3 )
75
76 C1 = SIGMA / Ao
77 C2 = (SIGMA / Io )∗ ( 1 / e t a − DELTA + 1 . / 2 . )
78 C3 = SIGMA / (12∗ Io )
79
80 P = P1 − C1∗P3 − C2∗M3/ h1 # eqn ( 1 . 2 )
81 M = M1 − C3∗M3
82 p r i n t ’ Pcheck = %g ’ %P
83 p r i n t ’ Mcheck = %g ’ %M
84
85 s i n y = 6∗SIGMA∗ e t a∗∗2∗ ( 1 + e t a )∗ (A∗ I ) ∗∗0.5
86 gamma = a s i n ( s i n y )
87 p r i n t ’ gamma_check= %g ’ %gamma
88
89 omega=lookupomega ( a lpha , b e t a )
90 p r i n t ’ omega = %g ’ %omega
91
92 # eq . ( 2 . 1 6 )
93 ReKh=p / s q r t ( 2 . )∗ (P / s q r t (A∗h1 )∗ cos ( omega ) + M/ s q r t ( I∗h1∗∗3)∗ s i n ( omega+gamma) )
94 p r i n t ’ ReKh_check = %g ’ %ReKh
95
96 # eq . ( 2 . 1 6 )
97 ImKh=p / s q r t ( 2 . )∗ (P / s q r t (A∗h1 )∗ s i n ( omega )− M/ s q r t ( I∗h1∗∗3)∗ cos ( omega+gamma) )
98 p r i n t ’ ImKh_check = %g ’ %ImKh
99
100 # eqn ( 2 . 7 )
101 G = ( c1 / 1 6 . 0 )∗ ( P∗∗2 / (A∗h1 ) + M∗∗2 / ( I ∗h1∗∗3) + 2∗P∗M∗ s i n y / ( ( A∗ I ) ∗∗0.5∗ h1∗∗2) )
102 magK=( E1bar∗(1− a lpha )∗G/(1− b e t a∗∗2) ) ∗∗ .5
103 p r i n t ’ Gcheck = %g ’ %G
104 p r i n t ’ magKcheck = %g ’ %magK
105 G = ( c1+c2 ) / ( 1 6 . 0∗ cosh ( p i∗ e p s i l o n )∗∗2) ∗ (magK∗∗2)
106 magK = ( ( p∗∗2 /2 ) ∗ ( P∗∗2 / (A∗h1 ) + M∗∗2 / ( I ∗h1∗∗3) + 2∗P∗M∗ s i n y / ( ( A∗ I ) ∗∗0.5∗ h1∗∗2)
) ) ∗∗ .5
107 p r i n t ’ Gcheck = %g ’ %G
108 p r i n t ’ magKcheck = %g ’ %magK
109
110 t o p c o u p l e = 4∗M1/ h1∗∗2
111 bo t t omcoup le = 4∗M2/ h2∗∗2
112
113 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Load−1 ’ ] . s e t V a l u e s ( magni tude= t o p c o u p l e )
114 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Load−2 ’ ] . s e t V a l u e s ( magni tude=− t o p c o u p l e )
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115 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Load−3 ’ ] . s e t V a l u e s ( magni tude=−bo t t omcoup le )
116 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Load−4 ’ ] . s e t V a l u e s ( magni tude= bo t t omcoup le )
117
118 i f p l a s t i c == ’ yes ’ :
119 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−1 ’ ] . s e t V a l u e s ( magni tude= t o p c o u p l e )
120 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−2 ’ ] . s e t V a l u e s ( magni tude=− t o p c o u p l e
)
121 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−3 ’ ] . s e t V a l u e s ( magni tude=−
bo t t omcoup le )
122 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−4 ’ ] . s e t V a l u e s ( magni tude=
bo t t omcoup le )
123 p r i n t ’ Reload v a l u e s s e t . . . ’
124 re tu rn G, magK , topcoup le , bot tomcouple , E1bar , E2bar , E1 , E2 , v1 ,v2
125
126 def a s s i g n M a t e r i a l s ( model ) :
127 " Th is Ass igns t h e m a t e r i a l s a c c o r d i n g t o t h e p r o p e r t i e s "
128 p r i n t ( ’ Ass ign ing M a t e r i a l s . . . ’ )
129
130 Etop = model [ ’E1 ’ ]
131 Ebot = model [ ’E2 ’ ]
132
133 vtop = model [ ’ v1 ’ ]
134 vbot = model [ ’ v2 ’ ]
135
136 # d e l e t e m a t e r i a l s i n model
137 mymodel=mdb . model [ ’ModeMix ’ ]
138
139 mymodel . m a t e r i a l [ ’ Top ’ ] . E l a s t i c ( t a b l e = ( ( Etop , v top ) ,) )
140 mymodel . m a t e r i a l [ ’ Bot ’ ] . E l a s t i c ( t a b l e = ( ( Ebot , vbot ) ,) )
141
142 # P l a s t i c P r o p e r t i e s
143 Et topove rE=model [ ’ e t 1 ’ ]
144 Etbo tove rE=model [ ’ e t 2 ’ ]
145
146 y i e l d s t r = f l o a t ( model [ ’ sy1 ’ ] )
147 p r i n t ’ y i e l d s t r = %g ’ %y i e l d s t r
148 s t r e s s = y i e l d s t r∗1.0002
149 t o p p l a s t i c t a b l e = [ ( y i e l d s t r , 0 . 0 ) ]
150 p l a s t i c s t r a i n = ( ( s t r e s s−y i e l d s t r ) / E t t opove rE− s t r e s s + y i e l d s t r ) / Etop
151 t o t a l s t r a i n = s t r e s s / Etop + p l a s t i c s t r a i n
152 t o p p l a s t i c t a b l e . append ( ( s t r e s s , p l a s t i c s t r a i n ) )
153 p r i n t t o p p l a s t i c t a b l e
154
155 t o p _ m a t e r i a l =mymodel . M a t e r i a l ( name = ’Top ’ )
156 mymodel . m a t e r i a l [ ’ Top ’ ] . E l a s t i c ( t a b l e = ( ( Etop , v top ) ,) )
157 mymodel . m a t e r i a l [ ’ Top ’ ] . P l a s t i c ( t a b l e = t o p p l a s t i c t a bl e )
158 mymodel . m a t e r i a l [ ’ Top ’ ] . p l a s t i c . s e t V a l u e s ( ha rden ing=KINEMATIC )
159
160 y i e l d s t r = f l o a t ( model [ ’ sy2 ’ ] )
161 p r i n t ’ y i e l d s t r = %g ’ %y i e l d s t r
162 s t r e s s = y i e l d s t r∗1.0002
163 b o t p l a s t i c t a b l e = [ ( y i e l d s t r , 0 . 0 ) ]
164 p l a s t i c s t r a i n = ( ( s t r e s s−y i e l d s t r ) / E tbo tove rE− s t r e s s + y i e l d s t r ) / Ebot
165 t o t a l s t r a i n = s t r e s s / Ebot + p l a s t i c s t r a i n
166 b o t p l a s t i c t a b l e . append ( ( s t r e s s , p l a s t i c s t r a i n ) )
167 p r i n t b o t p l a s t i c t a b l e
168
169 b o t t o m _ m a t e r i a l = mymodel . M a t e r i a l ( name = ’ Bot ’ )
170 mymodel . m a t e r i a l [ ’ Bot ’ ] . E l a s t i c ( t a b l e = ( ( Ebot , vbot ) ,) )
175
171 mymodel . m a t e r i a l [ ’ Bot ’ ] . P l a s t i c ( t a b l e = b o t p l a s t i c t a bl e )
172 mymodel . m a t e r i a l [ ’ Bot ’ ] . p l a s t i c . s e t V a l u e s ( ha rden ing=KINEMATIC )
173
174 # a s s i g n m a t e r i a l t o s e c t i o n
175 s e c t i o n 1 =mymodel . s e c t i o n [ ’Top ’ ]
176 s e c t i o n 2 =mymodel . s e c t i o n [ ’ Bottom ’ ]
177 s e c t i o n 1 . s e t V a l u e s ( m a t e r i a l = t o p _ m a t e r i a l . name , t h i c kn e s s = 1 . 0 )
178 s e c t i o n 2 . s e t V a l u e s ( m a t e r i a l = b o t t o m _ m a t e r i a l . name , t hi c k n e s s = 1 . 0 )
179
180 def c r e a t e L o a d s (magK , phi , l , model ) :
181 p r i n t ( ’ C r e a t i n g Loads . . . ’ )
182 mymodel= mdb . model [ ’ModeMix ’ ]
183 a = mdb . model [ ’ModeMix ’ ] . rootAssembly
184 # e x t r a c t y−c o o r d i n a t e s and measure h e i g h t
185 y_top =a . s e t s [ ’ top−r i g h t−c o r n e r ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
186 y_bot =a . s e t s [ ’ bottom−r i g h t−c o r n e r ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
187 y _ t i p =a . s e t s [ ’ T ip ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
188
189 h1 = y_top − y _ t i p




194 a lpha = model [ ’ a l pha ’ ]
195 b e t a = model [ ’ b e t a ’ ]
196 e p s i l o n = model [ ’ e p s i l o n ’ ]
197
198 p r i n t ’ l = %g ’ %l
199 p r i n t ’ e p s i l o n∗ l og ( l ) = %g ’ %( e p s i l o n∗ l og ( l ) )
200
201 K1=magK∗ cos ( ph i )
202 K2=magK∗ s i n ( ph i )
203 p r i n t ’K1 = %g ’ %K1
204 p r i n t ’K2 = %g ’ %K2
205
206 reK l =K1∗ cos ( e p s i l o n∗ l og ( l ) )−K2∗ s i n ( e p s i l o n∗ l og ( l ) )
207 imKl=K1∗ s i n ( e p s i l o n∗ l og ( l ) ) +K2∗ cos ( e p s i l o n∗ l og ( l ) )
208 p r i n t ’ reK l = %g ’ %reKl
209 p r i n t ’ imKl = %g ’ %imKl
210
211 p s i l = a t a n ( imKl / reK l )
212 p r i n t ’ p s i _ l = %g ’ %p s i l
213
214 reK=K1∗ cos ( e p s i l o n∗ l og ( h ) )−K2∗ s i n ( e p s i l o n∗ l og ( h ) )
215 imK=K1∗ s i n ( e p s i l o n∗ l og ( h ) ) +K2∗ cos ( e p s i l o n∗ l og ( h ) )
216 p r i n t ’ reKh = %g ’ %reK
217 p r i n t ’ imKh = %g ’ %imK
218
219 p s i = a t a n ( imK / reK )
220 p r i n t ’ p s i = %g ’ %p s i
221
222 #NOT From Suo and Hutch inson
223 p= s q r t ( ( a lpha−1) / ( b e t a∗∗2−1) )
224
225 #From Mathemat ica R e s u l t
226 gamma=−a s i n ( s q r t ( 3 )∗(1+ a lpha )∗ s q r t ( ( a lpha−1)∗∗2/ (7+6∗ a lpha ) ) / ( a lpha−1) )
227 p r i n t ’gamma = %g ’ %gamma
228
229 omega=lookupomega ( a lpha , b e t a )
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230 p r i n t ’ omega = %g ’ %omega
231
232 M = ( s q r t (−h∗∗3∗ ( a lpha−1) )∗(−imK∗ cos ( omega ) +reK∗ s i n ( omega ) ) ) / ( cos (gamma )∗2∗
s q r t ( 3 )∗p )
233 P = ( s q r t ( ( h−h∗ a lpha ) / ( 7+6∗ a lpha ) )∗ ( reK∗ cos ( omega+gamma) +imK∗ s i n ( omega+
gamma ) ) ) / ( cos ( gamma)∗p )
234 p r i n t ’P = %g ’ %P
235 p r i n t ’M = %g ’ %M
236
237 M1 = M + h∗P / ( 6∗ a lpha−6)
238 M2 = M + h∗P∗ (1+1/ (6+6∗ a lpha ) )
239
240 re tu rn M, P ,M1,M2, gamma , h , ps i , p s i l , K1 , K2 , reK , imK , omega
Listing E.5: Plastic Zone Creation
1 def p r i n t f i g (NAME, a lpha ) :
2 p r i n t ’ P r i n t i n g F i g u r e . . . a l pha = ’ + ‘ a lpha ‘+ ’ , name= ’+NAME
3 import d i sp layGroupOdbToo l se t as dgo
4 o1 = s e s s i o n . openOdb ( name=NAME+ ’ . odb ’ )
5 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . s e t V a l u e s ( d i s p l a y e d O b j e c t=o1 )
6 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . v i e w p o r t A n n o t a t i o n O p t i o n s . s e t V a l u e s ( t r i a d =OFF
,
7 l egend =OFF , t i t l e =OFF , s t a t e =OFF )
8 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . odbDisp lay . se tP lo tMode (CONTOUR)
9 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . odbDisp lay . se tF rame ( s t e p =3 , f rame =1)
10 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . odbDisp lay . s e t P r i m a r y V a r i a b l e (
11 v a r i a b l e L a b e l = ’AC YIELD ’ , o u t p u t P o s i t i o n =INTEGRATION_POINT)
12 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . odbDisp lay . c o n t o u r O p t i o n s . s e t V a l u e s (
13 n u m I n t e r v a l s =2 , contourMethod=TESSELLATED, spect rumType=WHITE_TO_BLACK ,
14 modelShape =UNDEFORMED, maxValue = .5 , minValue = .4 , maxAutoCompute=OFF ,
minAutoCompute=OFF)
15 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . odbDisp lay . c o n t o u r O p t i o n s . s e t V a l u e s (
16 o u t s i d e L i m i t s B e lo w Co l o r= ’ White ’ )
17 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . odbDisp lay . c o n t o u r O p t i o n s . s e t V a l u e s (
18 ou ts i deL im i t sA bo v e Co lo r = ’ Grey60 ’ )
19
20 # s e s s i o n . v i e w p o r t s [ ’ V iewpor t : 1 ’ ] . odbDisp lay . c o n t o u rO p t i o n s . s e t V a l u e s (
21 # e l e m e n t S h r i n k F a c t o r =0.05)
22 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . s e t V a l u e s ( o r i g i n = ( 0 . 0 , 0) ,
23 width =180 , h e i g h t =150)
24 s e s s i o n . epsOpt i ons . s e t V a l u e s ( imageS ize = ( 3 . 0 0 , 2 . 5 ) , re s o l u t i o n =DPI_450 ,
25 fon tType =PS_ALWAYS)
26 s e s s i o n . p r i n t O p t i o n s . s e t V a l u e s ( r e n d i t i o n =GREYSCALE,v p D e c o r a t i o n s=OFF ,
vpBackground=OFF)
27 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . r e s t o r e ( )
28 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . view . f i t V i e w ( )
29
30 k=1
31 z o o m l i s t = [80 ,320 ,1280 ,5120 ,20480 ,81920 ]
32 f o r zoomfac to r i n z o o m l i s t :
33 f o r s tepnumber i n [ 3 ] :
34
35 imageF i l e =NAME+ ’− ’ + ‘ zoomfac tor ‘+ ’ . eps ’
36 g r a p h i c s =open ( ’ p l a s t i c z o n e s . t e x ’ , ’ a ’ )
37 g r a p h i c s . w r i t e ( ’ \ \ i n c l u d e g r a p h i c s [ w id th =3 in , h e i g h t =2.5 in , bb= 0 0 216 180]{% s
} \ \ ps f rame ( 0 , 0 ) (−3 ,2 .5) \ \ pnode (−3 ,0) {LC } \ \ pnode ( 0 , 0 ) {RC} \ \ p s l i n e [
l i n e w i d t h =.5 p t ] {− >} (0 ,1 .25) ( . 2 5 , 1 . 2 5 ) \ \ uput [ u ] ( . 2 5 , 1 . 2 5 ) {$x$ } \ \ p s l i ne [
l i n e w i d t h =.5 p t ] {− >}( −1.5 ,2.5) (−1 .5 ,2 .65 ) \ \ uput [ r ] (−1 . 5 , 2 . 6 5 ) {$y$ } \ \
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n c l i n e [ o f f s e t =−12 p t ] { | <− >|} {LC}{RC} \ \ mput ∗{$%g \ \ : \ \ mu m$} ’ %( imageF i l e
, ( 6 4 0 0 0 / f l o a t ( zoomfac to r ) ) ) )
38
39 s e s s i o n . v i ewpor t [ ’ V iewport : 1 ’ ] . view . zoom ( zoomFactor =zoomfactor ,
mode=ABSOLUTE)
40
41 i f os . pa th . e x i s t s ( imageF i l e ) :
42 s e s s i o n . p r i n t T o F i l e ( f i l eName= imageF i l e , f o rma t =EPS ,
c a n v a s O b j e c t s =(
43 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] , ) )
44
45 i f ( ( −1)∗∗k ) <0:
46 g r a p h i c s . w r i t e ( ’ \ \ h f i l l {} ’ )
47 e l s e:
48 g r a p h i c s . w r i t e ( ’ \ \ h f i l l { } \ \ \ \ \ \ \ n \ \ r u l e {0 i n } { . 5 i n } \ \ \ \ \ n ’ )
49 k+=1
50 g r a p h i c s . c l o s e ( )
51
52 o1 . c l o s e ( )
53 p r i n t ( ’Done ! ’ )
54
55 def c l e a n f i l e s ( name ) :
56
57 f i l e t y p e s = ( ’ . s t t ’ , ’ . 023 ’ , ’ . r e s ’ , ’ . s t a ’ , ’ . p r t ’ , ’ . i np ’ , ’ . ipm ’ , ’ . mdl ’ , ’ .
com ’ )
58 f o r e x t e n s i o n i n f i l e t y p e s :
59 f i l e =open ( name+ e x t e n s i o n , ’w ’ )
60 f i l e . c l o s e ( )
61 os . remove ( name+ e x t e n s i o n )
62
63 ## m o r e f i l e t y p e s = ( ’ . l og ’ , ’ . msg ’ , ’ . da t ’ )
64 ## f o r e x t e n s i o n i n m o r e f i l e t y p e s :
65 ## f i l e =open ( name+e x t e n s i o n , ’w ’ )
66 ## f i l e . c l o s e ( )
67 ## os . remove ( name+e x t e n s i o n )
Listing E.6: Extract Various Quantities
1 def ex t rac tW ork ( name , Es ta r , S ys ta r , e p s i l o n ,G) :
2 myodb = s e s s i o n . openOdb ( name+ ’ . odb ’ )
3 odb = s e s s i o n . odb [ name+ ’ . odb ’ ]
4
5 f o r stepname i n myodb . s t e p . keys ( ) :
6 h i s t o r y =myodb . s t e p [ stepname ] . h i s t o r y R e g i o n [ ’ Assembly ASSEMBLY’ ]
7 pdda ta = h i s t o r y . h i s t o r y O u t p u t [ ’ALLPD ’ ] . d a t a
8 i f stepname == myodb . s t e p . keys ( ) [ 1 ] :
9 w2= pdda ta [−1][ −1]
10 i f stepname == myodb . s t e p . keys ( ) [ 3 ] :
11 w4= pdda ta [−1][ −1]
12 dwdn =(w4−w2)
13
14 dWdNStar = dwdn∗ S y s t a r∗ cosh ( p i∗ e p s i l o n )∗∗4 / f l o a t (G∗∗2 ∗ E s t a r )
15
16 k=30
17 s e s s i o n . XYDataFromHistory ( name= ’ J ’ + ‘k ‘ , odb=odb , outputVar iab leName = ’ J−
i n t e g r a l a t o f c o n t o u r ’ + ‘k ‘+ ’ on c r a c k f r o n t node s e t L 5 : J f o r
Whole Model ’ , s t e p s = ( ’ Load ’ , ’ Unload ’ , ’ Reload ’ , ’ Reunload ’ , ))
18 J= s e s s i o n . xyData [ ’ J ’ + ‘k ‘ ] . d a t a
19 J1=J [ 0 ] [ 1 ]
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20
21 myodb . c l o s e ( )
22 re tu rn dwdn , dWdNStar , J1
23
24 def getDundurs ( E1 , E2 , v1 , v2 , p l ane = ’ s t r a i n ’ ) :
25
26 s h e a r 1 = E1 / (2∗ (1+ v1 ) )
27 s h e a r 2 = E2 / (2∗ (1+ v2 ) )
28
29 i f p lane == ’ s t r e s s ’ :
30 k1 = (3−v1 ) / ( 1 + v1 )
31 k2 = (3−v2 ) / ( 1 + v2 )
32 e l s e:
33 k1 = 3−4∗v1




38 GAMMA = s h e a r 1 / s h e a r 2
39
40 a lpha = ( GAMMA∗ ( k2 + 1) − ( k1 + 1) ) / ( GAMMA∗ ( k2 + 1) + ( k1 + 1) )
41 b e t a = ( GAMMA∗ ( k2 − 1) − ( k1 − 1) ) / ( GAMMA∗ ( k2 + 1) + ( k1 + 1) )
42 a lpha = ( E1−E2 ) / ( E1+E2 )
43 b e t a = ( s h e a r 1∗ ( k2 − 1) − s h e a r 2∗ ( k1 − 1) ) / ( s h e a r 1∗ ( k2 + 1) + s h e a r 2∗ ( k1
+ 1) )
44 re tu rn a lpha , b e t a
45
46 def ex t rac tMode ( or igname , number , h , e p s i l o n ,G) :
47 name=or igname + ’− ’+number
48 o3 = s e s s i o n . openOdb ( name=name+ ’ . odb ’ )
49 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . s e t V a l u e s ( d i s p l a y e d O b j e c t =o3 )
50
51 odb = s e s s i o n . odbs [ name+ ’ . odb ’ ]
52
53 #J I n t e g r a l s
54 s e s s i o n . XYDataFromHistory ( name= ’ J i n t e g r a l ’ , odb=odb ,outputVar iab leName = ’ J−
i n t e g r a l a t o f c o n t o u r 10 on c r a c k f r o n t node s e t L 5 : J f o r Whole
Model ’ , s t e p s =( ’ Load ’ , ) )
55 s e s s i o n . XYDataFromHistory ( name= ’ JfromK ’ , odb=odb ,
56 outputVar iab leName = ’ J− i n t e g r a l e s t i m a t e d from Ks a t o f c o n t o u r 10 on
c r a c k f r o n t node s e t L 5 : JfK f o r Whole Model ’ ,
57 s t e p s =( ’ Load ’ , ) )
58 s e s s i o n . XYDataFromHistory ( name= ’K1 ’ , odb=odb ,
59 outputVar iab leName = ’ S t r e s si n t e n s i t y f a c t o r K1 a t o f c o n t o u r 10 on
c r a c k f r o n t node s e t L 5 : K1 f o r Whole Model ’ ,
60 s t e p s =( ’ Load ’ , ) )
61 s e s s i o n . XYDataFromHistory ( name= ’K2 ’ , odb=odb ,
62 outputVar iab leName = ’ S t r e s si n t e n s i t y f a c t o r K2 a t o f c o n t o u r 10 on
c r a c k f r o n t node s e t L 5 : K2 f o r Whole Model ’ ,
63 s t e p s =( ’ Load ’ , ) )
64 s e s s i o n . XYDataFromHistory ( name= ’K2− 5 ’ , odb=odb ,
65 outputVar iab leName = ’ S t r e s si n t e n s i t y f a c t o r K2 a t o f c o n t o u r 25 on
c r a c k f r o n t node s e t L 5 : K2 f o r Whole Model ’ ,
66 s t e p s =( ’ Load ’ , ) )
67 s e s s i o n . XYDataFromHistory ( name= ’K1−25 ’ , odb=odb ,
68 outputVar iab leName = ’ S t r e s si n t e n s i t y f a c t o r K1 a t o f c o n t o u r 25 on
c r a c k f r o n t node s e t L 5 : K1 f o r Whole Model ’ ,
69 s t e p s =( ’ Load ’ , ) )
70 s e s s i o n . XYDataFromHistory ( name= ’ JfromK−25 ’ , odb=odb ,
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71 outputVar iab leName = ’ J− i n t e g r a l e s t i m a t e d from Ks a t o f c o n t o u r 25 on
c r a c k f r o n t node s e t L 5 : JfK f o r Whole Model ’ ,
72 s t e p s =( ’ Load ’ , ) )
73 s e s s i o n . XYDataFromHistory ( name= ’ J−25 ’ , odb=odb ,
74 outputVar iab leName = ’ J− i n t e g r a l a t o f c o n t o u r 25 on c r a c k f r o n t node
s e t L 5 : J f o r Whole Model ’ ,
75 s t e p s =( ’ Load ’ , ) )
76 JfromK = s e s s i o n . xyDa taOb jec t s [ ’ JfromK ’ ] . d a t a [ 0 ] [ 1 ]
77 J = s e s s i o n . xyDa taOb jec t s [ ’ J i n t e g r a l ’ ] . d a t a [ 0 ] [ 1 ]
78 K1= s e s s i o n . xyDa taOb jec t s [ ’K1 ’ ] . d a t a [ 0 ] [ 1 ]
79 K2= s e s s i o n . xyDa taOb jec t s [ ’K2 ’ ] . d a t a [ 0 ] [ 1 ]
80
81 JfromK25 = s e s s i o n . xyDa taOb jec t s [ ’ JfromK−25 ’ ] . d a t a [ 0 ] [ 1 ]
82 J25 = s e s s i o n . xyDa taOb jec t s [ ’ J−25 ’ ] . d a t a [ 0 ] [ 1 ]
83 K125= s e s s i o n . xyDa taOb jec t s [ ’K1−25 ’ ] . d a t a [ 0 ] [ 1 ]
84 K225= s e s s i o n . xyDa taOb jec t s [ ’K2−25 ’ ] . d a t a [ 0 ] [ 1 ]
85
86 t a n p s i =(K2 / K1)
87 ph i = a t a n (K2 / K1)
88
89 rea lKh =K1∗ cos ( e p s i l o n∗ l og ( h ) )−K2∗ s i n ( e p s i l o n∗ l og ( h ) )
90 imagKh=K2∗ cos ( e p s i l o n∗ l og ( h ) ) +K1∗ s i n ( e p s i l o n∗ l og ( h ) )
91 p s i = a t a n ( imagKh / rea lKh )
92 adjus tedmode = ph i + e p s i l o n∗ l og ( l )
93 adjus tedmode1 = p s i + e p s i l o n∗ l og ( h / l )
94
95 odb . c l o s e ( )
96 re tu rn J , JfromK , K1 , K2 , phi , p s i
97
98 def lookupomega ( a lpha , beta , e t a =1) :
99 ## e p s i l o n =1/ (2∗ p i ) ∗ l og ((1− be ta ) / (1+ be ta ) )
100 ## mode1rat io , mode2rat io = f i n d f a c t o r ( e p s i l o n , a lpha )
101 ## omega1 , omega2=determineOmega ( mode1rat io , mode2rat io , a lpha , p l ane )
102 ##
103 ## r e t u r n 52.01∗ p i / 1 8 0 .
104
105 i f b e t a ==0:
106 omega = [ 4 4 . 2 6 , 4 4 . 2 , 4 4 . 4 , 4 4 . 9 , 4 5 . 4 6 , 4 6 . 2 , 4 6 . 8 1 , 4 7 . 6 , 48 . 2 , acos ( s q r t ( 3 / 7 ) )
∗180/ pi , 4 9 . 9 3 1 , 5 0 . 8 , 5 1 . 6 8 6 , 5 2 . 6 3 2 , 5 3 . 6 3 5 , 5 5 . 0 , 5 5 . 8 8 2, 5 7 . 2 , 5 8 . 7 1 2 ]
107 e l s e:
108 omega = [ 5 4 . 7 9 5 , 5 3 . 9 , 5 2 . 7 0 1 , 5 2 . 0 1 6 , 5 1 . 4 2 6 , 5 1 , 5 0 . 4 0 3 , 49 . 9 2 , 4 9 . 5 1 0 , acos (
s q r t ( 3 / 7 ) )∗180/ pi
, 4 8 . 7 3 3 , 4 8 . 3 9 , 4 8 . 0 9 8 , 4 7 . 8 5 2 , 4 7 . 6 7 1 , 4 7 . 5 7 3 , 4 7 . 5 8 7 , 4 7. 7 6 1 , 4 8 . 1 7 9 ]
109
110 f o r i i n r ange ( l e n ( omega ) ) :
111 a l f a =−.9 + i ∗ . 1
112 i f a lpha <= a l f a :
113 y =( omega [ i ]−omega [ i−1]) / . 1∗ ( a lpha−a l f a ) +omega [ i ]
114 re tu rn y∗ p i / 1 8 0 .
115
116 def determineOmega ( mode1ra t io , mode2ra t io , a lpha , p l ane ) :
117 mymodel= mdb . model [ ’ModeMix ’ ]
118 a = mdb . model [ ’ModeMix ’ ] . rootAssembly
119
120 # e x t r a c t y−c o o r d i n a t e s and measure h e i g h t
121 y_top =a . s e t s [ ’ top−r i g h t−c o r n e r ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
122 y_bot =a . s e t s [ ’ bottom−r i g h t−c o r n e r ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
123 y _ t i p =a . s e t s [ ’ T ip ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
124
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125 h1 = y_top − y _ t i p
126 h2 = y _ t i p − y_bot
127 l =h1
128
129 e t a = h1 / h2
130
131 # e x t r a c t e l a s t i c m a t e r i a l p r o p e r t i e s
132 t o p _ m a t e r i a l =mdb . model [ ’ModeMix ’ ] . m a t e r i a l [ ’ Top ’ ]
133 b o t t o m _ m a t e r i a l =mdb . model [ ’ModeMix ’ ] . m a t e r i a l [ ’ Bot ’]
134 E1 = t o p _ m a t e r i a l . e l a s t i c . t a b l e [ 0 ] [ 0 ]
135 E2 = b o t t o m _ m a t e r i a l . e l a s t i c . t a b l e [ 0 ] [ 0 ]
136 v1 = t o p _ m a t e r i a l . e l a s t i c . t a b l e [ 0 ] [ 1 ]
137 v2 = b o t t o m _ m a t e r i a l . e l a s t i c . t a b l e [ 0 ] [ 1 ]
138
139 # d e f i n e t h e shear modulus
140 s h e a r 1 = E1 / (2∗ (1+ v1 ) )
141 s h e a r 2 = E2 / (2∗ (1+ v2 ) )
142
143 i f p lane == ’ s t r e s s ’ :
144 k1 = (3−v1 ) / ( 1 + v1 )
145 k2 = (3−v2 ) / ( 1 + v2 )
146 e l s e:
147 k1 = 3−4∗v1




152 c1 = ( k1 + 1) / s h e a r 1
153 c2 = ( k2 + 1) / s h e a r 2
154
155 SIGMA = c2 / c1
156
157 A = 1 . / ( 1 . + SIGMA∗ ( 4∗ e t a + 6∗ e t a∗∗2 + 3∗ e t a∗∗3 ) )
158 I = 1 . / ( 12∗ ( 1 . + SIGMA∗ e t a∗∗3 ) )
159
160 d e l t a = h1∗ ( 1 + 2∗SIGMA∗ e t a + SIGMA∗ e t a∗∗2 ) / ( 2∗ e t a∗ ( 1 + SIGMA∗ e t a ) )
161 DELTA = d e l t a / h1
162
163 Ao = 1 / e t a + SIGMA
164 Io = ( 1 / 3 . ) ∗ ( SIGMA∗ ( 3∗ (DELTA − 1 / e t a )∗∗2 − 3∗ (DELTA − 1 / e t a ) + 1) + 3∗DELTA/
e t a∗ (DELTA−1/ e t a ) +1/ e t a∗∗3 )
165
166 C1 = SIGMA / Ao
167 C2 = (SIGMA / Io )∗ ( 1 / e t a − DELTA + 1 . / 2 . )
168 C3 = SIGMA / (12∗ Io )
169
170 s i n y = 6∗SIGMA∗ e t a∗∗2∗ ( 1 + e t a )∗ (A∗ I ) ∗∗0.5
171 gamma = a s i n ( s i n y )
172
173 P1 = 0
174 P2 = 0
175
176 M2 = 1 .
177 f o r M1 i n [ mode2ra t io , mode1ra t i o ] :
178
179 P3 = P1− P2 # eqn ( 1 . 1 )
180 M3 =( M1 − M2 + P1∗ ( h1 / 2 . + h2 − d e l t a ) + P2∗ ( d e l t a − h2 / 2 . ) ) #eqn ( 1 . 1 )
181
182 P = P1 − C1∗P3 − C2∗M3/ h1 # eqn ( 1 . 2 )
181
183 M = M1 − C3∗M3
184
185 lamda =( I /A)∗∗0.5∗P∗h1 /M
186
187 e r r =100
188 t o l =0.0001
189 omega = [ 4 9 . 0∗ p i / 1 8 0 . , 5 0 . 0∗ p i / 1 8 0 . ]
190 l h s = [ ]
191 f o r k i n r ange ( 2 ) :
192 i f M1== mode2ra t i o :
193 l h s . append ( lamda∗ cos ( omega [ k ] ) + s i n ( omega [ k ]+gamma) )
194 e r r =abs ( l h s [ k ] )
195 i f M1== mode1ra t i o :
196 l h s . append ( lamda∗ s i n ( omega [ k ] )−cos ( omega [ k ]+gamma) )
197 e r r =abs ( l h s [ k ] )
198 i f e r r < t o l :
199 break
200 whi le e r r > t o l :




204 i f M1== mode2ra t i o :
205 l h s . append ( lamda∗ cos ( omega [ k ] ) + s i n ( omega [ k ]+gamma) )
206 p r i n t ’mode2 ’
207 i f M1== mode1ra t i o :
208 l h s . append ( lamda∗ s i n ( omega [ k ] )−cos ( omega [ k ]+gamma) )
209 p r i n t ’mode1 ’
210
211 p r i n t ( ’ k = ’ + ‘k ‘ )
212 p r i n t ( ’ l h s = ’ + ‘ lhs ‘ )
213
214 e r r =abs ( l h s [ k ] )
215
216 i f M1== mode2ra t i o :
217 omega2 = omega [ k ]∗180 / p i
218 p r i n t ( ’ omega2 = ’ + ‘omega2 ‘ )
219 p r i n t
220 i f M1== mode1ra t i o :
221 omega1 = omega [ k ]∗180 / p i
222 p r i n t ( ’ omega1 = ’ + ‘omega1 ‘ )
223 p r i n t
224
225 re tu rn omega1 , omega2
Listing E.7: Determine Loading Factors
1 def f i n d f a c t o r ( e p s i l o n , a l pha ) :
2 p r i n t " F i nd ing Pure Moment R a t i o s Using t h e S ecan t Method . . . "
3
4 mymodel= mdb . model [ ’ModeMix ’ ]
5 a = mdb . model [ ’ModeMix ’ ] . rootAssembly
6
7 # e x t r a c t y−c o o r d i n a t e s and measure h e i g h t
8 y_top =a . s e t s [ ’ top−r i g h t−c o r n e r ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
9 y_bot =a . s e t s [ ’ bottom−r i g h t−c o r n e r ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
10 y _ t i p =a . s e t s [ ’ T ip ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
11
12 h1 = y_top − y _ t i p
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13 h2 = y _ t i p − y_bot
14 l =h1
15
16 # g e n e r a t e Loading c o n d i t i o n s
17 m2=1. e3
18
19 f o r mode i n [ 1 , 2 ] :
20 e r r =100.
21 t o l = .001
22 i f mode ==1:
23 p o i n t 1 = ( ( 1 .0 − 0.831∗ a lpha + 0.00187∗ a lpha∗∗2 − 3.01∗ a lpha∗∗3 + 5.03∗
a lpha∗∗4 + 8.32∗ a lpha∗∗5 −12.7∗ a lpha∗∗6 − 10.1∗ a lpha∗∗7 + 12.7∗ a lpha
∗∗8) )
24 e l s e:
25 p o i n t 1 = ( ( −1.0 + 1.06∗ a lpha − 0.143∗ a lpha∗∗2 +3.92∗ a lpha∗∗3 −6.70∗ a lpha∗∗4
−11.1∗ a lpha∗∗5 +17∗ a lpha∗∗6 +13.4∗ a lpha∗∗7 −17.0∗ a lpha∗∗8) )
26 p o i n t =[ po in t1 , p o i n t 1∗ . 9 9 ]
27
28 MyLoads = [ [m2∗ p o i n t [ 0 ] ,m2 ] , [ m2∗ p o i n t [ 1 ] ,m2 ] ]
29
30 K1 = [ ]
31 K2 = [ ]
32 rea lKh = [ ]




37 f o r l oad i n MyLoads : # vary l oads t o change modes
38 M1 = load [ 0 ]
39 M2 = load [ 1 ]
40
41 f a c t o r =M1/M2
42 p r i n t ( ’ a l pha = ’ + ‘ a lpha ‘ )
43 p r i n t ( ’ k = ’ + ‘k ‘ )
44
45 p r i n t ( ’M1 = ’ + ‘M1‘ )
46 p r i n t ( ’M2 = ’ + ‘M2‘ )
47 p r i n t ( ’M1 f a c t o r = ’ + ‘ f a c t o r ‘ )
48
49 i f M2 == 0 . :
50 M2 = 1e−15
51
52 # Begin App l y i ng f o r c e s t o model
53 t o p c o u p l e = 4∗M1/ h1∗∗2
54 bo t t omcoup le = 4∗M2/ h2∗∗2
55
56 mymodel . l oad [ ’ Load−1 ’ ] . s e t V a l u e s ( magni tude= t o p c o u p l e )
57 mymodel . l oad [ ’ Load−2 ’ ] . s e t V a l u e s ( magni tude=− t o p c o u p l e )
58 mymodel . l oad [ ’ Load−3 ’ ] . s e t V a l u e s ( magni tude=−bo t t omcoup le )
59 mymodel . l oad [ ’ Load−4 ’ ] . s e t V a l u e s ( magni tude= bo t t omcoup le )
60
61 # submi t t h e job and wa i t f o r c o m p l e t i o n
62 myjob = mdb . Job ( name= ’ f i n d f a c t o r ’ , model=mymodel . name ,t ype =ANALYSIS,
63 e x p l i c i t P r e c i s i o n =SINGLE , n o d a l O u t p u t P r e c i s i o n=SINGLE ,
64 d e s c r i p t i o n = ’G = ’ + ‘G‘+ ’ mode2 fac to r = ’ + ‘ f a c t o r ‘ , u s e r S u b r o u t i n e= ’ ’ ,
65 numCpus =1 , preMemory =512.0 , standardMemory =512.0 ,
66 s tandardMemoryPol i cy =MODERATE, s c r a t c h = ’ ’ , e c h o P r i n t =OFF ,
67 m o d e l P r i n t=OFF , c o n t a c t P r i n t =OFF , h i s t o r y P r i n t =OFF)
68
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69 name = myjob . name
70 a . r e g e n e r a t e ( )
71 myjob . submi t ( )
72 myjob . wa i tF o rComp le t i on ( )
73
74 o3 = s e s s i o n . openOdb ( name= ’ f i n d f a c t o r . odb ’ )
75 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . s e t V a l u e s ( d i s p l a y e d O b j e c t=o3 )
76
77 odb = s e s s i o n . odbs [ name+ ’ . odb ’ ]
78
79 #J I n t e g r a l s
80 s e s s i o n . XYDataFromHistory ( name= ’ J i n t e g r a l ’ , odb=odb ,outputVar iab leName = ’ J
− i n t e g r a l a t o f c o n t o u r 10 on c r a c k f r o n t node s e t L 5 : J f o r
Whole Model ’ , s t e p s =( ’ Load ’ , ) )
81 s e s s i o n . XYDataFromHistory ( name= ’ JfromK ’ , odb=odb ,
82 outputVar iab leName = ’ J− i n t e g r a l e s t i m a t e d from Ks a t o f c o n t o u r 10 on
c r a c k f r o n t node s e t L 5 : JfK f o r Whole Model ’ ,
83 s t e p s =( ’ Load ’ , ) )
84 s e s s i o n . XYDataFromHistory ( name= ’K1 ’ , odb=odb ,
85 outputVar iab leName = ’ S t r e s si n t e n s i t y f a c t o r K1 a t o f c o n t o u r 10 on
c r a c k f r o n t node s e t L 5 : K1 f o r Whole Model ’ ,
86 s t e p s =( ’ Load ’ , ) )
87 s e s s i o n . XYDataFromHistory ( name= ’K2 ’ , odb=odb ,
88 outputVar iab leName = ’ S t r e s si n t e n s i t y f a c t o r K2 a t o f c o n t o u r 10 on
c r a c k f r o n t node s e t L 5 : K2 f o r Whole Model ’ ,
89 s t e p s =( ’ Load ’ , ) )
90 JfromK = s e s s i o n . xyDa taOb jec t s [ ’ JfromK ’ ] . d a t a [ 0 ] [ 1 ]
91 J = s e s s i o n . xyDa taOb jec t s [ ’ J i n t e g r a l ’ ] . d a t a [ 0 ] [ 1 ]
92 K1 . append ( s e s s i o n . xyDa taOb jec t s [ ’K1 ’ ] . d a t a [ 0 ] [ 1 ] )
93 K2 . append ( s e s s i o n . xyDa taOb jec t s [ ’K2 ’ ] . d a t a [ 0 ] [ 1 ] )
94
95 odb . c l o s e ( )
96
97 p r i n t ( ’ J I n t e g r a l = ’ + ‘ J ‘ )
98 p r i n t ( ’ J from K = ’ + ‘ JfromK ‘ )
99 p r i n t ( ’K1 = ’ + ‘K1 [ k ] ‘ )
100 p r i n t ( ’K2 = ’ + ‘K2 [ k ] ‘ )
101
102 t a n p s i =(K2 [ k ] / K1 [ k ] )
103
104 modemix = a t a n (K2 [ k ] / K1 [ k ] )∗180/ p i
105
106 p r i n t ( ’mode mix = ’ + ‘modemix ‘ )
107 rea lKh . append (K1 [ k ]∗ cos ( e p s i l o n∗ l og ( l ) )−K2[ k ] ∗ s i n ( e p s i l o n∗ l og ( l ) ) )
108 imagKh . append (K2 [ k ]∗ cos ( e p s i l o n∗ l og ( l ) ) +K1 [ k ] ∗ s i n ( e p s i l o n∗ l og ( l ) ) )
109 phase = a t a n ( imagKh [ k ] / rea lKh [ k ] )∗180/ p i
110 adjus tedmode = modemix + e p s i l o n∗ l og ( l ) ∗180/ p i
111
112 p r i n t ( ’ rea lKh = ’ + ‘ rea lKh [ k ] ‘ )
113 p r i n t ( ’ imagKh = ’ + ‘ imagKh [ k ] ‘ )
114 p r i n t ( ’ phase = ’ + ‘ phase ‘ )
115 p r i n t ( ’ ad jus tedmode = ’ + ‘ ad jus tedmode ‘ )
116
117 p r i n t ( ’ e r r = ’ + ‘ e r r ‘ )
118 p r i n t ( ’ t o l = ’ + ‘ t o l ‘ )
119 i f e r r < t o l :
120 p r i n t ( ’ t h i s shou ld b reak ! ! ! ! ! ! ! ! ! ! ! ! ! ! ’ )
121 break




125 whi le e r r > t o l :
126 p r i n t ( ’ a l pha = ’ + ‘ a lpha ‘ )
127 p r i n t ( ’ k = ’ + ‘k ‘ )
128 i f mode == 2 :
129 p o i n t . append ( p o i n t [ k ]− ( rea lKh [ k ]∗ ( p o i n t [ k ] − p o i n t [ k−1]) ) / ( rea lKh [ k]−
rea lKh [ k−1]) )
130 e l s e:
131 p o i n t . append ( p o i n t [ k ]− ( imagKh [ k ]∗ ( p o i n t [ k ] − p o i n t [ k−1]) ) / ( imagKh [ k]−
imagKh [ k−1]) )
132 k=k+1
133 M1 = m2∗ p o i n t [ k ]
134 M2 = m2
135
136 f a c t o r =M1/M2
137
138 p r i n t ( ’M1 = ’ + ‘M1‘ )
139 p r i n t ( ’M2 = ’ + ‘M2‘ )
140 p r i n t ( ’M1 f a c t o r = ’ + ‘ f a c t o r ‘ )
141
142 i f M2 == 0 . :
143 M2 = 1e−15
144
145 # Begin App l y i ng f o r c e s t o model
146 t o p c o u p l e = 4∗M1/ h1∗∗2
147 bo t t omcoup le = 4∗M2/ h2∗∗2
148
149 mymodel . l oad [ ’ Load−1 ’ ] . s e t V a l u e s ( magni tude= t o p c o u p l e )
150 mymodel . l oad [ ’ Load−2 ’ ] . s e t V a l u e s ( magni tude=− t o p c o u p l e )
151 mymodel . l oad [ ’ Load−3 ’ ] . s e t V a l u e s ( magni tude=−bo t t omcoup le )
152 mymodel . l oad [ ’ Load−4 ’ ] . s e t V a l u e s ( magni tude= bo t t omcoup le )
153
154 # submi t t h e job and wa i t f o r c o m p l e t i o n
155 myjob = mdb . Job ( name= ’ f i n d f a c t o r ’ , model=mymodel . name ,t ype =ANALYSIS,
156 e x p l i c i t P r e c i s i o n =SINGLE , n o d a l O u t p u t P r e c i s i o n=SINGLE ,
157 d e s c r i p t i o n = ’G = ’ + ‘G‘+ ’ mode2 fac to r = ’ + ‘ f a c t o r ‘ , u s e r S u b r o u t i n e= ’ ’ ,
158 numCpus =1 , preMemory =512.0 , standardMemory =512.0 ,
159 s tandardMemoryPol i cy =MODERATE, s c r a t c h = ’ ’ , e c h o P r i n t =OFF ,
160 m o d e l P r i n t=OFF , c o n t a c t P r i n t =OFF , h i s t o r y P r i n t =OFF)
161
162 name = myjob . name
163 a . r e g e n e r a t e ( )
164 myjob . submi t ( )
165 myjob . wa i tF o rComp le t i on ( )
166
167 p r i n t " F i n d F a c t o r Job F i n i s h e d . . . . "
168
169 o3 = s e s s i o n . openOdb ( name= ’ f i n d f a c t o r . odb ’ )
170 s e s s i o n . v i e w p o r t s [ ’ V iewport :1 ’ ] . s e t V a l u e s ( d i s p l a y e d O b j e c t=o3 )
171
172 odb = s e s s i o n . odb [ name+ ’ . odb ’ ]
173
174 #J I n t e g r a l s
175 s e s s i o n . XYDataFromHistory ( name= ’ J i n t e g r a l ’ , odb=odb ,outputVar iab leName = ’ J
− i n t e g r a l a t o f c o n t o u r 10 on c r a c k f r o n t node s e t L 5 : J f o r
Whole Model ’ , s t e p s =( ’ Load ’ , ) )
176 s e s s i o n . XYDataFromHistory ( name= ’ JfromK ’ , odb=odb ,
185
177 outputVar iab leName = ’ J− i n t e g r a l e s t i m a t e d from Ks a t o f c o n t o u r 10 on
c r a c k f r o n t node s e t L 5 : JfK f o r Whole Model ’ ,
178 s t e p s =( ’ Load ’ , ) )
179 s e s s i o n . XYDataFromHistory ( name= ’K1 ’ , odb=odb ,
180 outputVar iab leName = ’ S t r e s si n t e n s i t y f a c t o r K1 a t o f c o n t o u r 10 on
c r a c k f r o n t node s e t L 5 : K1 f o r Whole Model ’ ,
181 s t e p s =( ’ Load ’ , ) )
182 s e s s i o n . XYDataFromHistory ( name= ’K2 ’ , odb=odb ,
183 outputVar iab leName = ’ S t r e s si n t e n s i t y f a c t o r K2 a t o f c o n t o u r 10 on
c r a c k f r o n t node s e t L 5 : K2 f o r Whole Model ’ ,
184 s t e p s =( ’ Load ’ , ) )
185 JfromK = s e s s i o n . xyDa taOb jec t s [ ’ JfromK ’ ] . d a t a [ 0 ] [ 1 ]
186 J = s e s s i o n . xyDa taOb jec t s [ ’ J i n t e g r a l ’ ] . d a t a [ 0 ] [ 1 ]
187 K1 . append ( s e s s i o n . xyDa taOb jec t s [ ’K1 ’ ] . d a t a [ 0 ] [ 1 ] )
188 K2 . append ( s e s s i o n . xyDa taOb jec t s [ ’K2 ’ ] . d a t a [ 0 ] [ 1 ] )
189
190 odb . c l o s e ( )
191
192 p r i n t ( ’ J I n t e g r a l = ’ + ‘ J ‘ )
193 p r i n t ( ’ J from K = ’ + ‘ JfromK ‘ )
194 p r i n t ( ’K1 = ’ + ‘K1 [ k ] ‘ )
195 p r i n t ( ’K2 = ’ + ‘K2 [ k ] ‘ )
196
197 t a n p s i =(K2 [ k ] / K1 [ k ] )
198
199 modemix = a t a n (K2 [ k ] / K1 [ k ] )∗180/ p i
200 p r i n t ( ’mode mix = ’ + ‘modemix ‘ )
201
202 rea lKh . append (K1 [ k ]∗ cos ( e p s i l o n∗ l og ( l ) )−K2[ k ] ∗ s i n ( e p s i l o n∗ l og ( l ) ) )
203 imagKh . append (K2 [ k ]∗ cos ( e p s i l o n∗ l og ( l ) ) +K1 [ k ] ∗ s i n ( e p s i l o n∗ l og ( l ) ) )
204 phase = a t a n ( imagKh [ k ] / rea lKh [ k ] )∗180/ p i
205 adjus tedmode = modemix + e p s i l o n∗ l og ( l ) ∗180/ p i
206
207 p r i n t ( ’ rea lKh = ’ + ‘ rea lKh [ k ] ‘ )
208 p r i n t ( ’ imagKh = ’ + ‘ imagKh [ k ] ‘ )
209 p r i n t ( ’ phase = ’ + ‘ phase ‘ )
210 p r i n t ( ’ ad jus tedmode = ’ + ‘ ad jus tedmode ‘ )
211
212 i f mode == 1 :
213 e r r =( abs ( imagKh [ k ] ) )
214 e l s e:
215 e r r =( abs ( rea lKh [ k ] ) )
216
217 p r i n t ( ’ p o i n t s = ’ + ‘ po in t ‘ )
218 p r i n t ( ’ RealK = ’ + ‘ realKh ‘ )
219 p r i n t ( ’ ImagK = ’ + ‘ imagKh ‘ )
220
221 i f mode == 1 :
222 Mode1Ratio = p o i n t [ k ]
223 p r i n t ( ’ Mode1Ratio = ’ + ‘ Mode1Ratio ‘ )
224
225 e l s e:
226 Mode2Ratio = p o i n t [ k ]
227 p r i n t ( ’ Mode2Ratio = ’ + ‘ Mode2Ratio ‘ )
228
229 p r i n t " Done ! "
230 # c lean f i l e s
231 f i l e t y p e s = ( ’ . s t t ’ , ’ . 023 ’ , ’ . r e s ’ , ’ . s t a ’ , ’ . p r t ’ , ’ . i np ’ , ’ . ipm ’ , ’ . mdl ’ , ’ .
com ’ )
186
232 f o r e x t e n s i o n i n f i l e t y p e s :
233 f i l e =open ( name+ e x t e n s i o n , ’w ’ )
234 f i l e . c l o s e ( )
235 os . remove ( name+ e x t e n s i o n )
236 m o r e f i l e t y p e s = ( ’ . d i a r y ’ , ’ . msg ’ , ’ . d a t ’ )
237 f o r e x t e n s i o n i n m o r e f i l e t y p e s :
238 f i l e =open ( name+ e x t e n s i o n , ’w ’ )
239 f i l e . c l o s e ( )
240 os . remove ( name+ e x t e n s i o n )
241
242 i f mode == 1 :
243 e r r =( abs ( imagKh [ k ] ) )
244 e l s e:
245 e r r =( abs ( rea lKh [ k ] ) )
246
247 re tu rn Mode1Ratio , Mode2Ratio
Listing E.8: Build the Model (ABAQUS v6.4)
1 def bui ldModel ( h , L , meshsize , t i m e s t e p , elm , p lane , name ) :
2 " Th is f u n c t i o n b u i l d s a model "
3
4 # c r e a t e t h e model da tabase
5 Mdb
6
7 # c r e a t e t h e model
8 mymodel= mdb . Model ( ’ModeMix ’ )
9
10 i f mdb . model . keys ( ) [0 ]== ’ Model−1 ’ :
11 d e l mdb . model [ ’ Model−1 ’ ]
12
13 # c r e a t e t h e s k e t e c h p r o f i l e
14 s = mymodel . Sketch ( name= ’ _ _ p r o f i l e _ _ ’ , s h e e t S i z e =L)
15 g , v , d = s . geometry , s . ve r t ex , s . d imens ion
16 s . s e t P r i m a r y O b j e c t ( o p t i o n =STANDALONE)
17 s . r e c t a n g l e ( p o i n t 1 =(−L / 2 . , 0 . 0 ) , p o i n t 2 =(L / 2 . , h ) )
18
19 # c r e a t e t h e top p a r t
20 p = mymodel . P a r t ( name= ’Top ’ , d i m e n s i o n a l i t y =TWO_D_PLANR, t ype =DEFORMABLE_BODY
)
21
22 p . BaseS he l l ( s k e t c h =s )
23
24 s . u n s e t P r i m a r y O b j e c t ( )
25
26 # d e l e t e t h e s k e t c h p r o f i l e
27 d e l mdb . model [ ’ModeMix ’ ] . s k e t c h [ ’ _ _ p r o f i l e _ _ ’ ]
28
29 # beg in d e f i n i n g p a r t i t i o n s
30 p0 = mdb . model [ ’ModeMix ’ ] . p a r t [ ’ Top ’ ]
31 f , e , d0 = p0 . face , p0 . edge , p0 . datum
32 t = p0 . MakeSketchTransform ( s k e t c h P l a n e = f [ 0 ] , s k e t c h P l an e S i d e =SIDE1 )
33
34 s0 = mdb . model [ ’ModeMix ’ ] . Sketch ( name= ’ _ _ p r o f i l e _ _ ’ , sh e e t S i z e =L , g r i d S p a c i n g
=10 .0 , t r a n s f o r m = t )
35 g , v , d = s0 . geometry , s0 . ve r t ex , s0 . d imens ion
36
37 s0 . s e t P r i m a r y O b j e c t ( o p t i o n =SUPERIMPOSE)
38
187
39 p0 = mdb . model [ ’ModeMix ’ ] . p a r t [ ’ Top ’ ]
40 p0 . p r o j e c t R e f e r e n c e s O n t o S k e t c h ( s k e t c h =s0 , f i l t e r =COPLANAR_EDGES )
41
42 r , r0 = s0 . re fe renceGeomet r y , s0 . r e f e r e n c e V e r t e x
43
44 #draw t h e h o r i z o n t a l p a r t i t i o n
45 s0 . L ine ( p o i n t 1 =(−L / 2 . , 0 . 0 ) , p o i n t 2 =(L / 2 . 0 , 0 . 0 ) )
46
47 #draw t h e v e r t i c a l p a r t i t i o n
48 s0 . L ine ( p o i n t 1 = ( 0 . 0 , h / 2 . ) , p o i n t 2 = ( 0 . 0 ,−h / 2 . ) )
49
50 #draw t h e b i a s i n g box
51 s0 . r e c t a n g l e ( p o i n t 1 =(−h / 2 . , h / 2 . ) , p o i n t 2 =( h / 2 . ,−h / 2 . ) )
52
53 #draw t h e c rack t i p box
54 s0 . r e c t a n g l e ( p o i n t 1 =(−4∗elm , −h / 2 . + 4∗ elm ) , p o i n t 2 =(4∗ elm , −h / 2 . ) )
55
56 #draw t h e r a d i a l s
57 s0 . L ine ( p o i n t 1 =(4∗ elm , −h / 2 . + 4∗ elm ) , p o i n t 2 =( h / 2 . , 0 . 0 ) )
58 s0 . L ine ( p o i n t 1 =(−h / 2 . , 0 . 0 ) , p o i n t 2 =(−4∗elm , −h / 2 . + 4∗ elm ) )
59
60 f , e , d0 = p0 . face , p0 . edge , p0 . datum
61 f a c e s =( f [ 0 ] , )
62 p0 . P a r t i t i o n F a c e B y S k e t c h ( f a c e s = faces , s k e t c h =s0 )
63 s0 . u n s e t P r i m a r y O b j e c t ( )
64
65 d e l mdb . model [ ’ModeMix ’ ] . s k e t c h [ ’ _ _ p r o f i l e _ _ ’ ]
66
67 #Copy top t o bot tom
68 mdb . model [ ’ModeMix ’ ] . P a r t ( ’ Bottom ’ , mdb . model [ ’ModeMix ’ ] . p a r t [ ’ Top ’ ] )
69
70 # c rea te−m a t e r i a l s
71 mdb . model [ ’ModeMix ’ ] . M a t e r i a l ( ’ Top ’ )
72 mdb . model [ ’ModeMix ’ ] . M a t e r i a l ( ’ Bot ’ )
73 mdb . model [ ’ModeMix ’ ] . HomogeneousSol idSect ion ( name= ’Top ’ , m a t e r i a l = ’Top ’ ,
t h i c k n e s s = 1 . 0 )
74 mdb . model [ ’ModeMix ’ ] . HomogeneousSol idSect ion ( name= ’Bottom ’ , m a t e r i a l = ’ Bot ’ ,
t h i c k n e s s = 1 . 0 )
75
76 # c r e a t e assembly
77 a = mdb . model [ ’ModeMix ’ ] . rootAssembly
78 a . DatumCsysByDefaul t (CARTESIAN)
79
80 p = mdb . model [ ’ModeMix ’ ] . p a r t [ ’ Bottom ’ ]
81 a . I n s t a n c e ( name= ’ Bottom−1 ’ , p a r t =p )
82
83 p2 = a . i n s t a n c e [ ’ Bottom−1 ’ ]
84 p2 . r o t a t e A b o u t A x i s ( a x i s P o i n t = ( 0 . 0 , 0 . 0 , 0 . 0 ) , a x i s D i r ec t i o n = ( 0 . 0 , 0 . 0 , 1 . 0 ) ,
ang le =180 .0 )
85
86 p = mdb . model [ ’ModeMix ’ ] . p a r t [ ’ Top ’ ]
87 a . I n s t a n c e ( name= ’Top−1 ’ , p a r t =p )
88
89 p1 = mdb . model [ ’ModeMix ’ ] . p a r t [ ’ Top ’ ]
90 f = p1 . f a c e
91 f a c e s = f [ 0 : 1 2 ]
92 r e g i o n =( faces , )
93
94 p0 = mdb . model [ ’ModeMix ’ ] . p a r t [ ’ Top ’ ]
188
95 p0 . a s s i g n S e c t i o n ( r e g i o n = reg ion , sec t ionName= ’Top ’ )
96
97 p1 = mdb . model [ ’ModeMix ’ ] . p a r t [ ’ Bottom ’ ]
98 f = p1 . f a c e
99 f a c e s = f [ 0 : 1 2 ]
100 r e g i o n =( faces , )
101
102 p0 = mdb . model [ ’ModeMix ’ ] . p a r t [ ’ Bottom ’ ]
103 p0 . a s s i g n S e c t i o n ( r e g i o n = reg ion , sec t ionName= ’ Bottom ’)
104
105 # d e f i n e s u r f a c e s e t s
106 e1 = a . i n s t a n c e s [ ’ Bottom−1 ’ ] . edges
107 edges1 = e1 [ 1 6 : 1 7 ] + e1 [ 1 9 : 2 1 ]
108 a . S u r f a c e ( s i de1Edges =edges1 , name= ’ r i g h t−bottom− i n t e r f a c e ’ )
109
110 e1 = a . i n s t a n c e s [ ’ Bottom−1 ’ ] . edges
111 edges1 = e1 [ 6 : 7 ] + e1 [ 2 4 : 2 5 ] + e1 [ 2 6 : 2 7 ]
112 a . S u r f a c e ( s i de1Edges =edges1 , name= ’ l e f t−bottom− i n t e r f a c e ’ )
113
114 e1 = a . i n s t a n c e s [ ’Top−1 ’ ] . edges
115 edges1 = e1 [ 6 : 7 ] + e1 [ 2 4 : 2 5 ] + e1 [ 2 6 : 2 7 ]
116 a . S u r f a c e ( s i de1Edges =edges1 , name= ’ r i g h t−top− i n t e r f a c e ’ )
117
118 e1 = a . i n s t a n c e s [ ’Top−1 ’ ] . edges
119 edges1 = e1 [ 1 6 : 1 7 ] + e1 [ 1 9 : 2 1 ]
120 a . S u r f a c e ( s i de1Edges =edges1 , name= ’ l e f t−top− i n t e r f a c e ’ )
121
122 e1 = a . i n s t a n c e s [ ’Top−1 ’ ] . edges
123 edges1 = e1 [ 7 : 9 ]
124 e2 = a . i n s t a n c e s [ ’ Bottom−1 ’ ] . edges
125 edges2 = e2 [ 1 3 : 1 4 ] + e2 [ 1 5 : 1 6 ]
126 a . S e t ( edges =edges1 +edges2 , name= ’ r i g h t−s i d e ’ )
127
128 v1 = a . i n s t a n c e s [ ’ Bottom−1 ’ ] . v e r t i c e s
129 v e r t s 1 = v1 [ 1 1 : 1 2 ]
130 a . S e t ( v e r t i c e s = v e r t s 1 , name= ’ bottom−r i g h t−c o r n e r ’ )
131
132 v1 = a . i n s t a n c e s [ ’Top−1 ’ ] . v e r t i c e s
133 v e r t s 1 = v1 [ 8 : 9 ]
134 a . S e t ( v e r t i c e s = v e r t s 1 , name= ’ top−r i g h t−c o r n e r ’ )
135
136 v1 = a . i n s t a n c e s [ ’Top−1 ’ ] . v e r t i c e s
137 v e r t s 1 = v1 [ 3 : 4 ]
138 a . S e t ( v e r t i c e s = v e r t s 1 , name= ’ top−middle−p o i n t ’ )
139
140 e1 = a . i n s t a n c e s [ ’Top−1 ’ ] . edges
141 edges1 = e1 [ 1 3 : 1 4 ]
142 a . S u r f a c e ( s i de1Edges =edges1 , name= ’ l e f t−edge−1 ’ )
143
144 e1 = a . i n s t a n c e s [ ’Top−1 ’ ] . edges
145 edges1 = e1 [ 1 5 : 1 6 ]
146 a . S u r f a c e ( s i de1Edges =edges1 , name= ’ l e f t−edge−2 ’ )
147
148 e1 = a . i n s t a n c e s [ ’ Bottom−1 ’ ] . edges
149 edges1 = e1 [ 7 : 8 ]
150 a . S u r f a c e ( s i de1Edges =edges1 , name= ’ l e f t−edge−3 ’ )
151
152 e1 = a . i n s t a n c e s [ ’ Bottom−1 ’ ] . edges
153 edges1 = e1 [ 8 : 9 ]
189
154 a . S u r f a c e ( s i de1Edges =edges1 , name= ’ l e f t−edge−4 ’ )
155
156 v1 = a . i n s t a n c e [ ’Top−1 ’ ] . v e r t e x
157 v e r t s 1 = v1 [ 1 6 : 1 7 ]
158 v2 = a . i n s t a n c e [ ’ Bottom−1 ’ ] . v e r t e x
159 v e r t s 2 = v2 [ 1 6 : 1 7 ]
160 a . GeometrySet ( ve r t exS eq =( v e r t s 1 , v e r t s 2 , ) , name= ’ T ip ’)
161
162 # e x t r a c t y−c o o r d i n a t e s and measure h e i g h t
163 y_top =a . s e t s [ ’ top−r i g h t−c o r n e r ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
164 y_bot =a . s e t s [ ’ bottom−r i g h t−c o r n e r ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
165 y _ t i p =a . s e t s [ ’ T ip ’ ] . v e r t i c e s [ 0 ] . po in tOn [ 0 ] [ 1 ]
166
167 h1 = y_top − y _ t i p
168 h2 = y _ t i p − y_bot
169
170 p r i n t ( ’ h1 = ’ + ‘h1 ‘ )
171 p r i n t ( ’ h2 = ’ + ‘h2 ‘ )
172 l o g f i l e =open ( name+ ’ . d i a r y ’ , ’ a ’ )
173 l o g f i l e . w r i t e ( ’ \ nThe h e i g h t s e x t r a c t e d from t h e bui ldModel r o u t i n e a r e : \ nh1 =
%g and h2 = %g \ n ’ %(h1 , h2 ) )
174 l o g f i l e . c l o s e ( )
175
176 mdb . model [ ’ModeMix ’ ] . S t a t i c S t e p ( name= ’ Load ’ , p r e v i o us = ’ I n i t i a l ’ , minInc =1e−8,
maxNumInc =20000 , i n i t i a l I n c = 0 . 0 5 / t i m e s t e p , maxInc = 0 . 05 / t i m e s t e p )
177 mdb . model [ ’ModeMix ’ ] . S t a t i c S t e p ( name= ’ Unload ’ , p r e v io u s = ’ Load ’ , minInc =1e−8,
maxNumInc =20000 , i n i t i a l I n c = 0 . 0 5 / t i m e s t e p , maxInc = 0 . 05 / t i m e s t e p )
178 mdb . model [ ’ModeMix ’ ] . S t a t i c S t e p ( name= ’ Reload ’ , p r e v io u s = ’ Unload ’ , minInc =1e−8,
maxNumInc =20000 , i n i t i a l I n c = 0 . 0 5 / t i m e s t e p , maxInc = 0 . 05 / t i m e s t e p )
179 mdb . model [ ’ModeMix ’ ] . S t a t i c S t e p ( name= ’ Reunload ’ , p r ev i o u s = ’ Reload ’ , minInc =1e
−8, maxNumInc =20000 , i n i t i a l I n c = 0 . 0 5 / t i m e s t e p , maxInc = 0. 0 5 / t i m e s t e p )
180
181 # i n t e r a c t i o n s
182 r e g i o n 1 =a . s u r f a c e s [ ’ r i g h t−top− i n t e r f a c e ’ ]
183 r e g i o n 2 =a . s u r f a c e s [ ’ r i g h t−bottom− i n t e r f a c e ’ ]
184 mymodel . T ie ( name= ’ bond ’ , mas te r = reg ion1 , s l a v e = reg ion2 ,
p o s i t i o n T o l e r a n c e M e t h o d=COMPUTED, a d j u s t =ON, t i e R o t a ti o n s =ON)
185
186 # Boundary C o n d i t i o n s
187 r e g i o n = a . s e t s [ ’ r i g h t−s i d e ’ ]
188 mymodel . DisplacementBC ( name= ’BC−1 ’ , c reateStepName = ’ I n i t i a l ’ ,
189 r e g i o n = reg ion , u1=SET , u2=UNSET, ur3=UNSET, amp l i t ude =UNSET,
190 d i s t r i b u t i o n =UNIFORM, l o c a l C s y s =None )
191
192 r e g i o n = a . s e t s [ ’ bottom−r i g h t−c o r n e r ’ ]
193 mymodel . DisplacementBC ( name= ’BC−2 ’ , c reateStepName = ’ I n i t i a l ’ ,
194 r e g i o n = reg ion , u1=UNSET, u2=SET , ur3=UNSET, amp l i t ude =UNSET,
195 d i s t r i b u t i o n =UNIFORM, l o c a l C s y s =None )
196
197 # c r e a t e l o a d i n g
198 a = mdb . model [ ’ModeMix ’ ] . rootAssembly
199
200 r e g i o n = a . s u r f a c e s [ ’ l e f t−edge−1 ’ ]
201 mdb . model [ ’ModeMix ’ ] . P r e s s u r e ( name= ’ Load−1 ’ , c reateStepName = ’ Load ’ ,
202 r e g i o n = reg ion , d i s t r i b u t i o n =UNIFORM, magni tude =−1000.0 ,
203 amp l i t ude =UNSET)
204
205 r e g i o n = a . s u r f a c e s [ ’ l e f t−edge−2 ’ ]
206 mdb . model [ ’ModeMix ’ ] . P r e s s u r e ( name= ’ Load−2 ’ , c reateStepName = ’ Load ’ ,
190
207 r e g i o n = reg ion , d i s t r i b u t i o n =UNIFORM, magni tude =−1000.0 ,
208 amp l i t ude =UNSET)
209
210 r e g i o n = a . s u r f a c e s [ ’ l e f t−edge−3 ’ ]
211 mdb . model [ ’ModeMix ’ ] . P r e s s u r e ( name= ’ Load−3 ’ , c reateStepName = ’ Load ’ ,
212 r e g i o n = reg ion , d i s t r i b u t i o n =UNIFORM, magni tude =−1000.0 ,
213 amp l i t ude =UNSET)
214
215 r e g i o n = a . s u r f a c e s [ ’ l e f t−edge−4 ’ ]
216 mdb . model [ ’ModeMix ’ ] . P r e s s u r e ( name= ’ Load−4 ’ , c reateStepName = ’ Load ’ ,
217 r e g i o n = reg ion , d i s t r i b u t i o n =UNIFORM, magni tude =−1000.0 ,
218 amp l i t ude =UNSET)
219
220 mdb . model [ ’ModeMix ’ ] . Load ( ’ Reload−4 ’ , mdb . model [ ’ModeMix ’ ] . l oad [ ’ Load−4 ’ ] )
221 mdb . model [ ’ModeMix ’ ] . Load ( ’ Reload−1 ’ , mdb . model [ ’ModeMix ’ ] . l oad [ ’ Load−1 ’ ] )
222 mdb . model [ ’ModeMix ’ ] . Load ( ’ Reload−3 ’ , mdb . model [ ’ModeMix ’ ] . l oad [ ’ Load−3 ’ ] )
223 mdb . model [ ’ModeMix ’ ] . Load ( ’ Reload−2 ’ , mdb . model [ ’ModeMix ’ ] . l oad [ ’ Load−2 ’ ] )
224
225 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Load−1 ’ ] . d e a c t i v a t e ( ’ Unload ’ )
226 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Load−2 ’ ] . d e a c t i v a t e ( ’ Unload ’ )
227 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Load−3 ’ ] . d e a c t i v a t e ( ’ Unload ’ )
228 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Load−4 ’ ] . d e a c t i v a t e ( ’ Unload ’ )
229
230 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−1 ’ ] . move ( ’ Load ’ , ’ Unload ’ )
231 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−1 ’ ] . move ( ’ Unload ’ , ’ Reload ’ )
232
233 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−2 ’ ] . move ( ’ Load ’ , ’ Unload ’ )
234 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−2 ’ ] . move ( ’ Unload ’ , ’ Reload ’ )
235
236 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−3 ’ ] . move ( ’ Load ’ , ’ Unload ’ )
237 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−3 ’ ] . move ( ’ Unload ’ , ’ Reload ’ )
238
239 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−4 ’ ] . move ( ’ Load ’ , ’ Unload ’ )
240 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−4 ’ ] . move ( ’ Unload ’ , ’ Reload ’ )
241
242 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−1 ’ ] . d e a c t i v a t e ( ’ Reunload ’ )
243 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−2 ’ ] . d e a c t i v a t e ( ’ Reunload ’ )
244 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−3 ’ ] . d e a c t i v a t e ( ’ Reunload ’ )
245 mdb . model [ ’ModeMix ’ ] . l oad [ ’ Reload−4 ’ ] . d e a c t i v a t e ( ’ Reunload ’ )
246
247 # c r e a t e mesh
248
249 a0 = mdb . model [ ’ModeMix ’ ] . rootAssembly
250 f01 = a0 . i n s t a n c e [ ’ Bottom−1 ’ ] . f a c e
251 f02 = a0 . i n s t a n c e [ ’Top−1 ’ ] . f a c e
252 r e g i o n s =( f01 [ 0 ] , f01 [ 1 ] , f01 [ 2 ] , f01 [ 3 ] , f01 [ 4 ] , f01 [ 5 ] , f01 [ 6 ] , f01 [ 7 ] ,
253 f01 [ 8 ] , f01 [ 9 ] , f01 [ 1 0 ] , f01 [ 1 1 ] , f02 [ 0 ] , f02 [ 1 ] , f02 [ 2 ] , f02 [ 3 ] ,
254 f02 [ 4 ] , f02 [ 5 ] , f02 [ 6 ] , f02 [ 7 ] , f02 [ 8 ] , f02 [ 9 ] , f02 [ 1 0 ] , f02 [ 1 1 ] )
255 a0 . se tMeshCon t ro l s ( r e g i o n s = reg ions , t e c h n i q u e =FREE)
256
257 i f p lane == ’ s t r e s s ’ :
258 elemType1 = ElemType ( elemCode=CPS8R)
259 elemType2 = ElemType ( elemCode=CPS8R)
260
261 e l s e:
262 elemType1 = ElemType ( elemCode=CPE8R)
263 elemType2 = ElemType ( elemCode=CPE8R)
264
265 p r i n t ( ’ E lement t ype = ’ + ‘ elemType1 ‘ )
191
266 l o g f i l e =open ( name+ ’ . d i a r y ’ , ’ a ’ )
267 l o g f i l e . w r i t e ( ’ \ nThe e lemen ts a r e : ’ + ‘ elemType1 ‘+ ’ \ n ’ )
268 l o g f i l e . c l o s e ( )
269
270 f1 = a0 . i n s t a n c e [ ’ Bottom−1 ’ ] . f a c e
271 f a c e s 1 = f1 [ 0 : 1 2 ]
272 f2 = a0 . i n s t a n c e [ ’Top−1 ’ ] . f a c e
273 f a c e s 2 = f2 [ 0 : 1 2 ]
274 r e g i o n s = ( ( f aces1 , f aces2 , ) , )
275 a0 . se tE lementType ( r e g i o n s = reg ions , e lemTypes =( elemType1 , elemType2 ) )
276
277 a0 = mdb . model [ ’ModeMix ’ ] . rootAssembly
278 e01 = a0 . i n s t a n c e [ ’Top−1 ’ ] . edge
279 e02 = a0 . i n s t a n c e [ ’ Bottom−1 ’ ] . edge
280 edges =( e01 [ 0 ] , e01 [ 2 ] , e01 [ 8 ] , e01 [ 1 0 ] , e01 [ 1 3 ] , e01 [ 1 4 ], e01 [ 1 5 ] , e01 [ 5 ] ,
281 e01 [ 7 ] , e02 [ 1 4 ] , e02 [ 1 5 ] , e02 [ 0 ] , e02 [ 2 ] , e02 [ 8 ] , e02 [ 1 0 ], e02 [ 1 3 ] ,
282 e02 [ 5 ] , e02 [ 7 ] , e02 [ 2 9 ] , e02 [ 3 0 ] , e02 [ 1 ] , e02 [ 3 ] , e01 [ 1 ] ,e01 [ 3 ] ,
283 e01 [ 2 9 ] , e01 [ 3 0 ] )
284
285 a0 . seedEdgeByNumber ( edges =edges , number=2∗meshsize , c o n s t r a i n t =FIXED)
286
287 e11 = a0 . i n s t a n c e [ ’ Bottom−1 ’ ] . edge
288 e12 = a0 . i n s t a n c e [ ’Top−1 ’ ] . edge
289 end1Edges =( e11 [ 4 ] , e11 [ 6 ] , e12 [ 1 2 ] , e11 [ 1 2 ] , e12 [ 4 ] , e12[ 6 ] )
290 end2Edges =( e11 [ 9 ] , e12 [ 1 1 ] , e12 [ 1 6 ] , e11 [ 1 1 ] , e11 [ 1 6 ] , e12 [ 9 ] )
291 edges = ( ( end1Edges , END1) , ( end2Edges , END2) )
292
293 a0 . seedEdgeByBias ( edges =edges , r a t i o =5 .0 , number =6∗meshsize , c o n s t r a i n t =FIXED)
294
295 e01 = a0 . i n s t a n c e [ ’Top−1 ’ ] . edge
296 e02 = a0 . i n s t a n c e [ ’ Bottom−1 ’ ] . edge
297 end1Edges =( e01 [ 2 5 ] , e01 [ 2 4 ] , e02 [ 2 5 ] , e02 [ 2 4 ] )
298 end2Edges =( e01 [ 1 8 ] , e01 [ 2 8 ] , e02 [ 1 9 ] , e02 [ 1 8 ] , e02 [ 2 8 ] ,e01 [ 1 9 ] )
299 edges = ( ( end1Edges , END1) , ( end2Edges , END2) )
300 a0 . seedEdgeByBias ( edges =edges , r a t i o =1 .0 , number =20∗meshsize , c o n s t r a i n t =FIXED
)
301
302 e11 = a0 . i n s t a n c e [ ’ Bottom−1 ’ ] . edge
303 e12 = a0 . i n s t a n c e [ ’Top−1 ’ ] . edge
304 edges =( e11 [ 2 6 ] , e11 [ 2 7 ] , e12 [ 2 0 ] , e12 [ 2 2 ] , e12 [ 1 7 ] , e12 [2 1 ] , e12 [ 2 3 ] ,
305 e11 [ 2 0 ] , e11 [ 2 2 ] , e12 [ 2 6 ] , e12 [ 2 7 ] , e11 [ 1 7 ] , e11 [ 2 1 ] , e11[ 2 3 ] )
306
307 a0 . seedEdgeByNumber ( edges =edges , number=2∗meshsize , c o n s t r a i n t =FIXED)
308
309 e01 = a0 . i n s t a n c e [ ’Top−1 ’ ] . edge
310 e02 = a0 . i n s t a n c e [ ’ Bottom−1 ’ ] . edge
311 end1Edges =( e01 [ 2 5 ] , e01 [ 2 4 ] , e02 [ 2 5 ] , e02 [ 2 4 ] )
312 end2Edges =( e01 [ 1 8 ] , e01 [ 2 8 ] , e02 [ 1 9 ] , e02 [ 1 8 ] , e02 [ 2 8 ] ,e01 [ 1 9 ] )
313 edges = ( ( end1Edges , END1) , ( end2Edges , END2) )
314
315 a0 . seedEdgeByBias ( edges =edges , r a t i o =h / ( elm∗1 0 . ) , number =20∗meshs ize )
316
317 f01 = a0 . i n s t a n c e s [ ’ Bottom−1 ’ ] . f a c e s
318 f02 = a0 . i n s t a n c e s [ ’Top−1 ’ ] . f a c e s
319 r e g i o n s =( f01 [ 1 ] , f01 [ 2 ] , f01 [ 3 ] , f01 [ 4 ] , f02 [ 1 ] , f02 [ 2 ] , f02 [ 3 ] , f02 [ 4 ] )
320 a0 . se tMeshCon t ro l s ( r e g i o n s = reg ions , t e c h n i q u e =STRUCTURED)
321
322 p a r t I n s t a n c e s =( a0 . i n s t a n c e [ ’ Bottom−1 ’ ] , a0 . i n s t a n c e [ ’Top−1 ’ ] , )
323 a0 . genera teMesh ( r e g i o n s = p a r t I n s t a n c e s )
192
324
325 mdb . model [ ’ModeMix ’ ] . f i e l d O u t p u t R e q u e s t [ ’F−Output−1 ’ ] . s e t V a l u e s ( v a r i a b l e s =(
326 ’S ’ , ’E ’ , ’PE ’ , ’PEEQ’ , ’U’ , ’RF ’ , ’CF ’ , ’COORD’ , ) , f r equen cy =
LAST_INCREMENT)
327
328 mdb . model [ ’ModeMix ’ ] . h i s t o r y O u t p u t R e q u e s t [ ’H−Output−1 ’ ] . s e t V a l u e s ( v a r i a b l e s =( ’
ALLPD ’ , ) , f r equency =LAST_INCREMENT )
329 s e s s i o n . v i ewpor t [ ’ V iewport : 1 ’ ] . assemb lyD i sp lay O pt i on s . s e t V a l u e s ( da tumP o in t s =
OFF ,
330 datumAxes =OFF , datumPlanes =OFF , datumCoordSystems=OFF)
331 s e s s i o n . v i ewpor t [ ’ V iewport : 1 ’ ] . s e t V a l u e s ( d i s p l a y e d O b j e c t=a )
332 s e s s i o n . v i ewpor t [ ’ V iewport : 1 ’ ] . view . f i t V i e w ( )
333
334 mdb . model [ ’ModeMix ’ ] . keywordBlock . synchVers i ons ( )
335 mdb . model [ ’ModeMix ’ ] . keywordBlock . i n s e r t ( 78 , " " "
336 ∗Contour I n t e g r a l , c o n t o u r s =50 , t ype = J
337 Tip , 1 , 0 " " " )
338 mdb . model [ ’ModeMix ’ ] . keywordBlock . i n s e r t ( 103 , " " "
339 ∗Contour I n t e g r a l , c o n t o u r s =50 , t ype = J
340 Tip , 1 , 0 " " " )
341 mdb . model [ ’ModeMix ’ ] . keywordBlock . i n s e r t ( 124 , " " "
342 ∗Contour I n t e g r a l , c o n t o u r s =50 , t ype = J
343 Tip , 1 , 0 " " " )
344 mdb . model [ ’ModeMix ’ ] . keywordBlock . i n s e r t ( 146 , " " "
345 ∗Contour I n t e g r a l , c o n t o u r s =50 , t ype = J
346 Tip , 1 , 0 " " " )
193
Bibliography
[1] N. W. Klingbeil, “A total dissipated energy theory of fatigue crack growth in ductile solids,”
International Journal of Fatigue, vol. 25, pp. 117–128, 2003.
[2] J. S. Daily and N. W. Klingbeil, “Plastic disspation in fatigue crack growth under mixed mode
loading,” International Journal of Fatigue, vol. 26, pp. 727–738, 2004.
[3] J. S. Daily and N. W. Klingbeil, “Plastic dissipation in fatigue crack growth along plastically
mismatched interfaces,”International Journal of Fatigue, 2006. accepted for publication.
[4] O. Scott-Emuakpor, M. H. H. Shen, C. Cross, J. Calcaterra, and T. George, “A promising new
energy-based fatigue life prediction framework,”Proceedings of GT2005 ASME Turo Expo:
Power for Land Sea, and Air, no. GT2005-68423.
[5] F. Ellyin, Fatigue Damage, Crack Growth and Life Prediction. New York: Chapman and Hall,
1997.
[6] J. B. Conway and L. H. Sjodahl,Analysis and Representation of Fatigue Data. Materials Park,
Ohio: ASM International, 1991.
[7] J. L. Bogdanoff and F. Kozin,Probabalistic Models of Cumulative Damage. New York: John
Wiley and Sons, 1985.
[8] S. F. Hoysan and G. B. Sinclair, “On the variability of fracture toughness,”International Jour-
nal of Fracture, vol. 60, pp. R43–R49, 1993.
[9] I. Sprung, “Invariance of safety factor in probabalistic fracture mechanics analysis,”Interna-
tional Journal of Pressure Vessels and Piping, vol. 80, pp. 367–378, 2003.
194
[10] P. G. Tracy and R. B. at. al., “On the statistical nature of fracture,” International Journal of
Fracture, vol. 18, pp. 253–277, 1982.
[11] K. Wallin, P. Nevasmaa, A. Laukkanen, and T. Planman, “Master curve analysis of inhomoge-
nous ferritic steels,”Engineering Fracture Mechanics, vol. 71, pp. 2329–2346, 2004.
[12] W. Schütz, “Treatment of scatter of fracture toughnessdata for design purposes,” inPractical
Applications of Fracture Mechanics(H. Liebowitz, ed.), North Atlantic Treaty Organzation
(NATO), 1980. AGARD-AG-257.
[13] S. Rahman and G. Chen, “Constraint effects on probabilistic analysis of cracks in ductile
solids,”Fatigue Fracture Engineering Material Structure, vol. 23, pp. 879–890, 2000.
[14] J. W. Provan, ed.,Probabalistic fracture mechanics and reliability. Dordrecht: Martinus Ni-
jhoff Publishers, 1987.
[15] B. Beachkofski,Minimization of probabilistic analysis confidence interval through a novel
experimental design process. PhD thesis, Wright State University, November 2004.
[16] J. R. Rice, “Mechanics of crack tip deformation and extension by fatigue,”Fatigue Crack
Propagation, ASTM STP 415, pp. 247–311, 1967.
[17] K. N. Raju, “An energy balance criterion for crack growth under fatigue loading from con-
siderations of energy of plastic deformation,”International Journal of Fracture Mechanics,
vol. 8, no. 1, pp. 1–14, 1972.
[18] J. Weertman, “Theory of fatigue crack growth based on a BCS crack theory with work hard-
ening,” International Journal of Fracture, vol. 9, no. 2, pp. 125–131, 1973.
[19] T. Mura and C. T. Lin, “Theory of fatigue crack growth forwork hardening materials,”Inter-
national Journal of Fracture, vol. 10, pp. 284–287, 1974.
[20] S. R. Bodner, D. L. Davidson, and J. Lankford, “A description of fatigue crack growth in terms
of plastic work,”Engineering Fracture Mechanics, vol. 17, no. 2, pp. 189–191, 1983.
[21] E. T. Moyer, Jr. and G. C. Sih, “Fatigue analysis of an edge cracked specimen: Hysteresis
strain energy density,”Engineering Fracture Mechanics, vol. 19, no. 2, pp. 643–652, 1984.
195
[22] D. Kujawski and F. Ellyin, “A fatigue crack propagationmodel,” Engineering Fracture Me-
chanics, vol. 20, pp. 695–704, 1984.
[23] F. Ellyin, “Crack growth rate under cyclic loading and effect of different singularity fields,”
Engineering Fracture Mechanics, vol. 25, pp. 463–473, 1986.
[24] G. C. Sih and D. Y. Jeong, “Fatigue load sequence effect ranked by critical available energy
density,”Theoretical and Applied Fracture Mechanics, vol. 14, pp. 141–151, 1990.
[25] C. L. Chow and T. J. Lu, “Cyclic J-integral in relation tofatigue crack initiation and propaga-
tion,” Engineering Fracture Mechanics, vol. 39, no. 1, pp. 1–20, 1991.
[26] W. Wang and C.-T. T. Hsu, “Fatigue crack growth rate of metal by plastic energy damage
accumulation theory,”Journal of Engineering Mechanics, vol. 120, no. 4, pp. 776–795, 1994.
[27] R. P. Skelton, T. Vilhelmsne, and G. A. Webster, “Energycriteria and cumulative damage
during fatigue crack growth,”International Journal of Fatigue, vol. 20, no. 9, pp. 641–649,
1998.
[28] P. K. Liaw, S. I. Kwun, and M. E. Fine, “Plastic work of fatigue propagation in steels and
aluminum alloys,”Metallurgical Transactions A, vol. 12A, pp. 49–55, 1981.
[29] M. E. Fine and D. L. Davidson, “Quantitative measurement of energy associated with moving
a fatigue crack,”Fatigue Mechanisms: Advances in Quantitative Measurementof Physical
Damage, ASTM STP 811, pp. 350–370, 1983.
[30] N. Ranaganathan, J. Petit, and J. de Fouquet, “Energy required for fatigue crack propagation,”
in Proceedings of the 7th International Conference on Strength of Metals and Alloys, (Mon-
treal Canada), pp. 1267–1272, 1986.
[31] N. Ranganathan, N. Jendoubi, M. Benguediab, and J. Petit, “Effect of R-ratio and∆K level
on the hysteretic energy dissipated during fatigue crack propagation,”Scripta Metallurgica,
vol. 21, pp. 1045–1049, 1987.
[32] Y. Birol, “What happens to the energy input during fatigue crack propagation,”Materials
Science and Engineering, vol. A104, pp. 117–124, 1988.
196
[33] H. P. Stuwe and R. Pippan, “On the energy balance of fatigue crack growth,”Computers and
Structures, vol. 44, no. 1-2, pp. 13–17, 1992.
[34] N. Ranganathan and J. R. Desforges, “Equivalent constant amplitude concepts examined under
fatigue crack propagation by block loading,”Fatigue and Fracture of Engineering Materials
and Structures, vol. 19, no. 8, pp. 997–1008, 1996.
[35] N. Rajic, Y. C. Lam, and A. K. Wong, “Evolved heat as a fatigue characterization parameter,”
Materials Science Forum, vol. 210-213, pp. 463–470, 1996.
[36] N. Ranganathan, “Analysis of fatigue crack growth in terms of crack closure and energy,”
Advances in Fatigue Crack Closure Measurement and Analysis: Second Volume, ASTM STP
1343, pp. 14–38, 1999.
[37] J. Qian and A. Fatemi, “Mixed mode fatigue crack growth:a literature survey,”Engineering
Fracture Mechanics, vol. 55, no. 6, pp. 969–990, 1996.
[38] J. P. Campbell and R. O. Ritchie, “Mixed-mode, high cycle fatigue crack growth thresholds
in Ti −6Al −4V, I. A comparison of large and short crack behavior,”Engineering Fracture
Mechanics, vol. 67, pp. 209–227, 2000.
[39] J. P. Campbell and R. O. Ritchie, “Mixed mode, high cyclefatigue thresholds in Ti−6Al −4V,
II. Quantification of crack tip shielding,”Engineering Fracture Mechanics, vol. 67, pp. 229–
249, 2000.
[40] A. K. Soh and L. C. Bian, “Mixed mode fatigue crack growthcriteria,” International Journal
of Fatigue, vol. 23, pp. 427–439, 2001.
[41] D. A. Faulke and L. P. Pook, “A finite element analysis of three point bend crack path constraint
specimens,”OMAE, Materials Engineering, ASME, vol. 3, pp. 233–238, 1995.
[42] J. Qian and A. Fatemi, “Fatigue crack growth under mixed-mode I and II loading,”Fatigue
and Fracture of Engineering Materials and Structures, vol. 19, no. 10, pp. 1277–1284, 1996.
[43] S. B. Beiner, “Fatigue crack growth studies under mixed-mode loading,”International Journal
of Fatigue, vol. 23, pp. S259–S263, 2001.
197
[44] M. A. Magill and F. J. Zwerneman, “An analysis of sustained mixed mode fatigue crack
growth,” Engineering Fracture Mechanics, vol. 56, no. 1, pp. 9–24, 1997.
[45] D. Yao, Z. Zhang, and J. K. Shang, “An experimental technique for studying mixed-mode
fatigue crack growth in solder joints,”Transactions of the ASME: Journal of Electronic Pack-
aging, vol. 118, pp. 45–48, 1996.
[46] D. Yao and J. K. Shang, “Effect of load-mix on fatigue crack growth in 63Sn−37Pb solder
joints,” Transactions of the ASME: Journal of Electronic Packaging, vol. 119, pp. 114–118,
1997.
[47] X. X. Xu, A. D. Crocombe, and P. A. Smith, “Mixed mode fatigue and fracture behaviour
of joints bonded with either filled or filled and toughened adhesive,” International Journal of
Fatigue, vol. 17, no. 4, pp. 279–286, 1995.
[48] H. Nayeb-Hashami and P. Yang, “Mixed mode I/II fracture and fatigue crack growth along
63Sn−37Pb solder/brass interface,”International Journal of Fatigue, vol. 23, pp. S325–S335,
2001.
[49] M. Okazaki, M. Okamoto, and Y. Harada, “Interfacial fatigue crack propagation in Ni-based
superalloy protective coatings,”Fatigue and Fracture of Engineering Materials and Structures,
vol. 24, pp. 885–865, 2001.
[50] M. M. A. Wahab, I. A. Ashcroft, A. D. Crocombe, and P. A. Smith, “Numerical prediction
of fatigue crack growth propagation lifetime in adhesivelybonded structures,”International
Journal of Fatigue, vol. 24, pp. 705–709, 2002.
[51] Z. Suo and J. W. Hutchinson, “Interface crack between two elastic layers,”International Jour-
nal of Fracture, vol. 43, pp. 1–18, 1990.
[52] J. W. Hutchinson and Z. Suo, “Mixed mode cracking in layered materials,”Advances in Ap-
plied Mechanics, vol. 29, pp. 63–191, 1992.
[53] P. G. Charalambides, J. Lund, A. G. Evans, and R. M. McMeeking, “A test specimen for
determining the fracture resistance of bimaterial interfaces,” Journal of Applied Mechanics,
vol. 56, pp. 77–82, 1989.
198
[54] N. W. Klingbeil and J. L. Beuth, “Interfacial fracture tsting of deposited metal layers under
four point bending,”Engineering Fracture Mechanics, vol. 56, no. 1, pp. 113–126, 1997.
[55] N. W. Klingbeil and J. L. Beuth, “Continuous delamination of sprayed deposits via applied
curvature,”International Journal of Mechanical Sciences, vol. 40, no. 1, pp. 1–13, 1998.
[56] N. W. Klingbeil and J. L. Beuth, “On the design of debond-resistant bimaterials part I: Free-
edge singularity approach,”Engineering Fracture Mechanics, vol. 66, pp. 93–110, 2000.
[57] N. W. Klingbeil and J. L. Beuth, “On the design of debond-resistant bimaterials part II: A
comparison of free-edge and interface crack approaches,”Engineering Fracture Mechanics,
vol. 66, pp. 111–128, 2000.
[58] D. D. Anderson, J. H. Jackson, J. S. Epstein, S. Ganti, and D. M. Parks, “Constraint fracture
in simulated weldments,”Proceedings of the ASME Aerospace Division, vol. 52, pp. 241–249,
1996.
[59] G. P. Mercier,Fatigue and Fracture Mechanics: 33rd Volume, ASTM STP 1417, ch. The effect
of Localized Plasticity and Crack tip Constraint in Undermatched welds, pp. 328–359. ASTM
International, West Conshohocken, PA, 2002.
[60] H. Zhang, Y. Zhang, L. Li, and X. Ma, “Influence of weld mismatching on fatigue crack growth
behaviors of electron beam welded joints,”Materials Science and Engineering A, vol. A334,
pp. 141–146, 2002.
[61] C. F. Shih, “Cracks on bimaterial interfaces. elasticity and plasticity aspects,”Materials Sci-
ence and EngineeringA: structural Materials: Properties, Microstructure and Processing,
vol. A143, pp. 77–90, Sept 1991.
[62] C. F. Shih and R. J. Asaro, “Elastic-plastic and asymptotic fields of interface cracks,”Interna-
tional Journal of Fracture, vol. 42, pp. 101–116, 1990.
[63] C. Woeltjen, C. F. Shih, and S. Suresh, “Cyclic near tip fields for fatigue cracks along metal-
metal and metal-ceramic interfaces,”Acta Metallurgica Materila, vol. 48, no. 8, pp. 2317–
2335, 1993.
199
[64] J. M. McNaney, R. M. Cannon, and R. O. Ritchie, “Fractureand fatigue-crack growth along
aluminum-alumina interfaces,”Acta Materialia, vol. 44, no. 12, pp. 4713–4728, 1996.
[65] M. Jha and P. G. Charalambides, “A finite element analysis of fracture initiation in ductile/brit-
tle periodically layered composites,”International Journal of Fracture, vol. 90, pp. 299–323,
1998.
[66] H. Lee and Y. Kim, “Interfacial crack tip constraints and J-integrals in plasticity mismatched
bimaterials,”Engineering Fracture Mechanics, vol. 68, no. 8, pp. 1013–1031, 2001.
[67] H. Lee, “Estimation of crack driving force on strength mis atched bi-material interfaces,”
Nuclear Engineering and Design, vol. 212, pp. 155–164, 2002.
[68] M. Francis and S. Rahman, “Probabalistic analysis of weld cracks in center-cracked tension
specimens,”Computers and Structures, vol. 76, pp. 483–506, 2000.
[69] G. E. Dieter,Mechanical Metallurgy. New York: McGraw-Hill Book Company, 1986.
[70] N. E. Dowling,Mechanical Behavior of Materials. Upper Saddle River, NJ 07458: Prentice
Hall, 1993.
[71] T. Nicholas, M. L. Heil, and G. K. Haritos, “Predicting crack growth under thermo-mechanical
cycling,” International Journal of Fracture, vol. 41, pp. 157–176.
[72] D. R. Mumm, A. G. Evans, and I. T. Spitsberg, “Characterization of cyclic displacement in-
stability for a thermally grown oxide in a thermal barrier system,” Acta Materialia, vol. 49,
pp. 2329–2340.
[73] M. Y. He, D. R. Mumm, and A. G. Evans, “Criteria for the delamination of thermal barrier
coatings: with appliaction to thermal gradients,”Surface and Coatings Technology, vol. 185,
pp. 184–193.
[74] J. Daily, “Plastic dissipation energy in mixed-mode fatigue crack growth on ductile bimaterial
interfaces,” Master’s thesis, Wright State University, 2003.
[75] F. Ellyin and J. Wu, “Elastic-plastic analysis of a stationary crack under cyclic loading and
effect of overload,”International Journal of Fracture, vol. 56, pp. 189–208, 1992.
200
[76] T. L. Anderson,Fracture Mechanics: Fundamentals and Applications. CRC Press LLC, Boca
Raton, 1995.
[77] M. L. Williams, “The stresses around a fault or crack in dissimilar media,”Bulletin of the
Seismological Society of America, vol. 49, no. 2, pp. 199–204.
[78] G. P. Cherepanov, “The stress state in a heterogeneous plate with slits (in Russian),”Izvestia
AN SSSR, OTN, Mekhan. i Mashin., vol. 1, pp. 131–137, 1962.
[79] A. H. England, “A crack between dissimilar media,”ASME Journal of Applied Mechanics,
vol. 32, pp. 400–402, 1965.
[80] F. Erdogan, “Stress distribution in bonded dissimilarmaterials with cracks,”ASME Journal of
Applied Mechanics, vol. 32, pp. 403–410, 1965.
[81] J. R. Rice and G. C. Sih, “Plane problems of cracks in dissimilar media,” ASME Journal of
Applied Mechanics, vol. 32, pp. 418–423, 1965.
[82] K. B. Broberg,Cracks and Fracture. London: Academic Press, 1999.
[83] C. T. Sun and C. H. Jih, “On strain energy release rates for interfacial cracks in bi-material
media,”Engineering Fracture Mechanics, vol. 28, no. 1, pp. 13–20.
[84] T. Nishioka, S. Syano, and T. Fujimoto, “Concepts of separated J-integrals, separated energy
release rates, and the component separation method of the J-int gral for interfacial fracture
mechanics,”Journal of Applied Mechanics, vol. 70, pp. 505–516, 2003.
[85] J. R. Rice, “A path independent integral and approximate analysis of strain concentrations by
notches and cracks,”ASME Journal of Applied Mechanics, vol. 35, pp. 379–386, 1968.
[86] J. R. Rice, “Elastic facture mechanics concepts for interfacial cracks,”Journal of Applied
Mechanics, vol. 55, pp. 98–103.
[87] J. Dundurs, “Discussion of ’edge-bonded dissimilar orth gonal wedges under normal and
shear loading’,”Journal of Applied Mechanics, vol. 36, pp. 650–652, 1969.
[88] B. M. Malyshev and R. L. Salganik, “The strength of adhesiv joints using the theory of
cracks,”International Journal of Fracture Mechanics, vol. 1, pp. 114–127, 1965.
201
[89] J. S. Arora,Introduction to Optimum Design. McGraw-Hill, 1989.
[90] Hibbitt, Karlsson, Sorensen, and Inc.,ABAQUS Theory Manual, 1999.
[91] T. A. Cruse, “Engine components,” inPractical Applications of Fracture Mechanics
(H. Liebowitz, ed.), North Atlantic Treaty Organzation (NATO), 1980. AGARD-AG-257.
[92] J. Tiley, “Titanium modeling program, metals affordability program.” Air Force Research Lab-
oratory, 2006.
[93] Metallic Materials and Elements for Aerospace Vehicle Structures, MIL-HDBK-5J.
[94] W. Shen, A. B. O. Soboyejo, and W. O. Soboyejo, “Probabilistic modeling of fatigue crack
growth in Ti-6Al-4V,” International Journal of Fatigue, vol. 23, pp. 917–925, 2001.
[95] D. J. Neville, “Statistical analysis of fracture toughness data,”Engineering Fracture Mechan-
ics, vol. 27, no. 2, pp. 143–155, 1987.
[96] M. D. Raizenne,Fatigue Crack growth Rate Data for AGARD TX114 Engine Disc Cooperative
Test Programme. Ottowa, Canada: Laboratory Memorandum ST-479, National Aeronautical
Establishment, September 1987.
[97] A. J. A. Mom and M. D. Raizenne, “AGARD engine disc cooperative test programme,”
AGARD Report 766, August 1988.
[98] A. C. Ugural and S. K. Fenster,Advanced Strength and Applied Elasticity. Upper Saddle
River, NJ: Prentice Hall, 3rd ed., 1995.
[99] A.-R. Ragab and S. E. Bayoumi,Engineering Solid Mechanics: Fundamentals and Applica-
tions. Boca Raton: CRC Press, 1999.
202
