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Re´sume´ : Cet article traite l'extraction d'axes de
pre´hension d'un objet de forme quelconque pour l'ap-
prentissage par imitation de la saisie d'objets par une
main robotise´e. Il comporte deux aspects essentiels. Tout
d'abord, ﬃa partir d'une repre´sentation 3D de l'objet
conside´re´, notre me´thode de´compose les donne´es tridi-
mensionnelles en primitives ge´ome´triques simples dont
les relations topologiques sont bien de´nies. Nous as-
socions ﬃa chacune de ces primitives plusieurs axes de
pre´hension. Un objet quelconque est alors repre´sente´ par
un ensemble de formes ge´ome´triques simples ainsi qu'un
ensemble d'axes de saisie. Ensuite, pour la re´alisation de
la prise, une phase d'apprentissage est requise. A partir
de l'observation de la saisie humaine, un re´seau de neu-
rones sera entrane´ an de de´terminer l'axe de pre´hension
naturel associe´ ﬃa chaque objet.
L'originalite´ de l'approche est, en premier lieu, qu'elle
propose une architecture complﬃete pour la saisie d'objets
de formes ge´ome´triques quelconques. En second lieu, elle
repre´sente les objets par des matrices de dimension bien
de´termine´e ﬃa la diffe´rence des repre´sentations par graphes
trouve´es dans la litte´rature. Cette repre´sentation nous per-
mettra, dans des travaux futurs, de re´aliser l'apprentissage
par imitation. Cet apprentissage servira ﬃa la de´termination
des axes de saisie en termes de fonctionnalite´ de l'objet,
imitant ainsi le comportement humain.
Mots-cle´s : Intelligence articielle, apprentissage par
de´monstration, pre´hension.
1 INTRODUCTION
La robotique a comme objectif le de´veloppement de ro-
bots autonomes. Par autonome, on sous-entend qu'un
robot est capable de percevoir son environnement, de
raisonner pour accomplir une mission et d'agir sur ce
meme environnement. La mission ﬃa laquelle nous nous
inte´ressons, dans cet article, est la saisie d'objets in-
connus. C'est l'une des fonctions les plus complexes ﬃa
re´aliser par un systﬃeme robotise´ ﬃa cause du grand nombre
de degre´s de liberte´ qui entrent en jeu. La prise initiale
repre´sente une phase capitale de la manipulation d'un ob-
jet et conditionne fortement le succﬃes du travail demande´.
Comme il existe plusieurs fac¸ons de saisir un objet, notre
but est de de´terminer les diffe´rents axes de pre´hension qui
lui correspondent selon son modﬃele ge´ome´trique. L'imi-
tation du comportement humain permettra dans la suite
d'entraner un re´seau de neurones an de choisir la prise
ade´quate ﬃa la fonctionnalite´ de l'objet. Le travail pre´sente´
dans cet article traite l'e´tape pre´alable ﬃa l'apprentissage,
le codage des objets. Ce codage servira comme entre´e
pour l'apprentissage.
Diffe´rentes approches ont e´te´ propose´es dans la litte´rature
pour la ge´ne´ration automatique des saisies en se ba-
sant sur le modﬃele ge´ome´trique de l'objet. Une me´thode
de de´termination d'un axe caracte´risant naturellement
l'orientation de la main chez l'homme lors de la
phase de saisie est propose´e dans [Michel, 2004]. La
me´thode est fonde´e sur la minimisation d'un critﬃere qua-
dratique base´ sur des proprie´te´s ge´ome´triques du so-
lide. Dans [Lopez-Damian, 2005], les auteurs proposent
une de´marche similaire mais s'appuyant sur une autre
strate´gie pour permettre ﬃa un robot de planier son
mouvement de saisie d'un objet non-convexe. En effet,
l'approche s'appuie sur une de´composition ite´rative de
l'objet ﬃa saisir en composantes convexes approche´es
[Lien, 2003]. En introduisant une mesure de la qualite´ de
prise, l'algorithme permet de trouver la premiﬃere partie
non-convexe, saisissable, de l'objet conside´re´. Bien en-
tendu, ces me´thodes cherchent une prise possible de l'ob-
jet mais elle n'est pas force´ment la meilleure du point de
vue fonctionnalite´ de l'objet.
Pollard [Pollard, 2004], construit ge´ome´triquement une
famille de prises ﬃa partir d'un seul exemple de sai-
sie. En effet, son algorithme projette une prise donne´e
d'un objet sur d'autres objets de formes ge´ome´triques
diffe´rentes. Elle passe ensuite par une e´tude de qua-
lite´ de la prise ge´ne´re´e. Borst propose [Borst, 1999] une
me´thode heuristique pour la planication de la prise. Il
ge´nﬃere ale´atoirement diffe´rentes prises de l'objet tout en
connaissant son modﬃele ge´ome´trique 3D. Il passe en-
suite par une e´tude de qualite´ de chacune des prises
ge´ne´re´es. Dans le meme esprit, Miller [Miller, 2003] es-
saie de re´duire le nombre de congurations possibles de
la main robotise´e lors de la saisie. Il de´compose les ob-
jets en primitives simples, ﬃa savoir, sphﬃeres, cylindres, cu-
boides et cones. Ensuite, il impose des rﬃegles pour l'ap-
proche de chacune des primitives et passe par une e´tude
de qualite´ de la prise re´alise´e.
Pour e´viter les calculs lourds lie´s ﬃa la qualite´ de la
prise, plusieurs chercheurs utilisent l'apprentissage pour
re´aliser la saisie automatique. En ce qui concerne l'ap-
prentissage par imitation, Fischer [Fischer, 1998] utilise
un gant de donne´es, gant truffe´ de capteurs permettant
d'enregistrer en temps re´el les positions de la main ainsi
que son orientation. Ainsi, il est capable, aprﬃes appren-
tissage, d'obtenir les positions des doigts d'une main ro-
botise´e qui correspondent ﬃa celle d'une main humaine.
Ekvall [Ekvall, 2004] utilise, de meme, un gant muni de
capteurs puis fait le passage entre une main robotise´e et
une main humaine. Il ne cherche pas ﬃa de´terminer les co-
ordonne´es des bouts des doigts mais plutot ﬃa reconnatre
le type de prise parmi quatre classes pre´de´nies.
Aucune des me´thodes pre´sentes dans la litte´rature n'as-
socie objet, forme et tache pour ge´ne´rer une prise. Cet
article propose une me´thode permettant l'apprentissage
des axes naturels de pre´hension d'objets complexes ﬃa
partir de leurs formes ge´ome´triques. Notre approche est
ge´ne´rale puisqu'elle s'applique aux objets de formes
quelconques et ge´nﬃere l'axe naturel de pre´hension de ces
objets. Comme la saisie d'un objet diffﬃere selon ce qu'on
veut faire avec, l'apprentissage sert ﬃa identier le ou les
axes de pre´hension correspondant ﬃa chacune des prises.
Ces axes, dits naturels, caracte´risent en effet l'orientation
de la main de l'homme lors de la saisie d'un objet.
Ce document va aborder les diffe´rentes phases permet-
tant l'apprentissage par imitation de la saisie humaine.
La section 2 pre´sente la problﬃematique de l'apprentissage
ﬃa re´aliser. La section 3 de´nit les primitives ge´ome´triques
utilise´es pour la repre´sentation des objets et la section 4
de´taille leur codage.
2 VERS L'APPRENTISSAGE PAR IMITATION
DE LA SAISIE HUMAINE
2.1 L'apprentissage par imitation
Notre inte´ret se porte sur la de´termination d'une
prise adapte´e ﬃa un objet donne´, ﬃa partir de sa forme
ge´ome´trique et des contraintes xe´es par la tache.
Or l'orientation de la main et le choix des points de
contact sur le solide constituent deux aspects fortement
lie´s. Par conse´quent, les axes naturels de l'objet, au
sens de la pre´hension, inuent conside´rablement sur la
prise effectivement retenue. Dans cette optique, et en
conside´rant le fait qu'un objet peut etre saisi de plusieurs
fac¸ons, nous proposerons un algorithme permettant l'ap-
prentissage des axes de prises ade´quats ﬃa l'objet .
Notre apprentissage se fera par imitation. L'imitation
de´signe la correspondance entre le comportement du ro-
bot et celui de l'etre humain lorsque cette correspon-
dance re´sulte de l'observation par le premier du compor-
tement du second. An de remplir cette condition, plu-
sieurs personnes seront amene´es ﬃa saisir diffe´rents objets.
Un suivi du mouvement de la main [Menezes, 2005] per-
mettra l'extraction de l'axe naturel de pre´hension. Le but
de l'apprentissage sera alors d'identier, ﬃa partir d'une
repre´sentation des objets par un ensemble de primitives
ge´ome´triques et d'axes de pre´hension, le ou les axes na-
turels caracte´risant l'orientation de la main de l'homme
lors de la saisie de ces objets.
2.2 Repre´sentation des objets par un ensemble de
primitives ge´ome´triques et d'axes de pre´hension
Nous voulons re´aliser l'apprentissage par re´seaux de
neurones. Ce type d'apprentissage ne´cessite d'avoir en
entre´e un vecteur de dimension bien de´termine´e. En
d'autres termes, nous avons besoin de mode´liser nos
objets par une matrice de dimension bien de´nie.
D'une part, nous nous inspirons de Miller [Miller, 2003]
pour la de´composition des objets en primitives
ge´ome´triques simples. Nous choisissons comme
primitives les superquadriques grace ﬃa leur compacite´
en terme de nombre de paramﬃetres. En partant des
donne´es tridimensionnelles repre´sentant l'objet, nous le
segmentons en plusieurs composantes en exploitant ses
proprie´te´s locales telle que la courbure. Chaque compo-
sante est appoxime´e par une superquadrique. L'objet est
ainsi repre´sente´ par un ensemble de superquadriques.
D'autre part, nous de´terminons les axes naturels
de pre´hension de l'objet. Dans ce cadre, diverses
strate´gies de re´solution sont envisageables. Nous ci-
tons [Yoshikawa, 1998, Kaneko, 1997] qui montrent
que l'axe de pre´hension correspond ﬃa une droite la
plus parallﬃele possible aux surfaces du solide. Dans la
meme optique, Michel et al. [Michel, 2004] trouvent
un ensemble de faces oppose´es sur le solide pour
de´terminer un axe le plus parallﬃele ﬃa ces couples de faces.
Dans [Lopez-Damian, 2005], les auteurs proposent un
planicateur base´ sur une de´composition ite´rative de
l'objet ﬃa saisir en e´le´ments convexes approche´s dont
ils calculent les axes d'inertie. Les approches de´crites
ci-dessus ne permettent pas de trouver tous les axes de
pre´hension associe´s ﬃa un objet. Nous nous en inspirons,
cependant, pour trouver les axes de pre´hension associe´s
aux primitives ge´ome´triques simples constituant l'objet.
En effet, le calcul d'axes d'inertie de l'objet en entier
n'a aucun inte´ret, d'oﬃu la ne´cessite´ d'une de´composition
de l'objet en primitives simples. Le calcul de la matrice
des moments centraux de chacune des primitives donne
ensuite une repre´sentation complﬃete de l'objet en terme
d'axes de pre´hension.
Cette approche permet ainsi de repre´senter l'objet par
un ensemble structure´ de primitives dont les relations
topologiques sont bien de´nies. Une matrice de dimen-
sion m × n, oﬃu n et m sont respectivement le nombre
de primitives retenues et celles constituant les objets,
est ensuite utilise´e pour coder ces primitives ainsi que
leurs positions relatives. Cette matrice, dont le calcul
sera de´taille´ dans la section 4, servira comme entre´e pour
l'apprentissage re´alise´.
3 LES SUPERQUADRIQUES, FORMES COM-
PACTES EN NOMBRE DE PARAM ﬃETRES
Les superquadriques sont une classe de surfaces pa-
rame´triques ge´ne´ralisant les quadriques. Elles ont
e´te´ introduites en informatique graphique par Barr
[Barr, 1981]. Elles sont fre´quemment utilise´es en recon-
naissance de formes et en reconstruction de surfaces ﬃa
cause de leur simplicite´ et de leur compacite´ en terme
de nombre de paramﬃetres. Comme les quadriques, les su-
perquadriques sont divise´es en quatre classes : les super-
ellipso¨des, les superhyperbolo¨des ﬃa une nappe, les su-
perhyperbolo¨des ﬃa deux nappes et les supertoro¨des. La
premiﬃere classe est la plus utilise´e en informatique gra-
phique car elle permet de mode´liser, le plus naturelle-
ment, des objets tridimensionnels. Les superellipso¨des
peuvent etre de´nies ﬃa la fois sous forme implicite et pa-
rame´trique.
3.1 La forme implicite
La surface d'une superellipso¨de est l'ensemble des
points solution de f(x, y, z) = 1, avec :
f(x, y, z) =
((
x
a1
) 2
²2
+
(
y
a2
) 2
²2
) ²2
²1
+
(
z
a3
) 2
²1
(1)
oﬃu :
 a1, a2, et a3, de´nissent le facteur d'e´chelle respecti-
vement sur l'axe des x, y et z.
 ²1 et ²2, repre´sentent respectivement la courbure
latitudinale et longitudinale de la superquadrique.
Cette forme a l'avantage de nous donner des informations
sur la position d'un point par rapport ﬃa la surface de la
superellipso¨de, ce qui nous sera utile pour l'approxima-
tion. En effet, elle permet le partitionnement de l'espace
tridimensionnel en trois lieux. Ainsi, pour tout point P
de coordonne´es (x, y, z) :
 f(x, y, z)=1, si P est sur la surface de la superel-
lipso¨de ;
 f(x, y, z)<1, si P est ﬃa l'inte´rieur de la superellipso¨de ;
 f(x, y, z)>1, si P est ﬃa l'exte´rieur de la superellipso¨de.
3.2 La forme parame´trique
Bien que la forme implicite rende relativement simple le
calcul de la distance d'un point dans l'espace ﬃa la su-
perellipso¨de et ainsi l'approximation de la surface, elle
est particuliﬃerement lourde du point de vue afchage. La
forme parame´trique a la particularite´ de rendre justement
la visualisation trﬃes simple. La forme parame´trique des
superellipso¨des est obtenue grace au produit sphe´rique
de deux ellipses [Barr, 1981] : x(u, v) = a1 cos
²1 u cos²2 v u ∈ [−pi2 , pi2 ]
y(u, v) = a2 cos²1 u sin²2 v v ∈ [−pi, pi]
z(u, v) = a3 sinu
3.3 Les de´formations des superquadriques
Grace aux cinq paramﬃetres a1, a2, a3, ²1 et ²2, les su-
perellipso¨des, sous leur forme implicite ou parame´trique,
nous permettent de mode´liser un grand nombre de formes
e´le´mentaires de toutes tailles. Ces formes peuvent aller
de la simple ellipso¨de au paralle´le´pipﬃede rectangle en
passant par le cylindre et bien sur toutes les formes in-
terme´diaires.
Au prix d'une augmentation de la complexite´, il est pos-
sible d'ajouter des paramﬃetres aux superellipso¨des de
fac¸on ﬃa prendre en compte des de´formations telles que
l'e´tirement et le e´chissement :
- l'e´tirement sera de´crit par les deux paramﬃetresKx etKy
tels que :
X = fx(z)x (2)
Y = fy(z)y (3)
Z = z (4)
avec :
fx(z) =
Kx
a3
Z + 1 (5)
fy(z) =
Ky
a3
Z + 1 (6)
- le e´chissement est de´crit par les deux paramﬃetres k et
α tels que :
X = x+ cos(α)(R− r) (7)
Y = y + sin(α)(R− r) (8)
Z = sin(γ)(k−1 − r) (9)
avec :
γ = arctan
Z
k−1 −R (10)
r = k−1 −
√
Z2 + (k−1 −R)2 (11)
R = cos
(
α− arctan Y
X
)√
X2 + Y 2 (12)
Pre´cisons que X , Y et Z repre´sentent les coordonne´es
de la superquadrique de´forme´e alors que x, y et z
repre´sentent les coordonne´es d'un modﬃele d'une super-
quadrique non-de´forme´e dans un repﬃere ayant pour ori-
gine le centre de gravite´ de celle-ci.
En appliquant ces de´formations sur les trois superel-
lipso¨des simples, cylindre, cubo¨de et ellipso¨de, nous
obtenons sept primitives (cf. gure 1).
3.4 Les superquadriques utilise´es
Nous rappelons que nous choisissons d'approximer les
objets par des superquadriques vu leur compacite´ en
terme de nombre de paramﬃetres. Deux solutions sont
alors possibles : soit nous de´formons une superqua-
drique qui approxime l'ensemble des donne´es tridimen-
sionnelles [Bardinet, 1995], soit nous de´composons l'ob-
jet en e´le´ments primitifs, chacun e´tant approximable
par une superquadrique [Chevalier, 2003, Solina, 1990].
La premiﬃere solution est l'approche qu'utilise Bardinet
pour mode´liser des donne´es me´dicales. Il commence par
FIG. 1  Les sept formes des superquadriques utilise´es.
approximer ses donne´es par une superquadrique non-
de´forme´e pour ensuite ajouter une Free Form Defor-
mation (FFD) ﬃa la superquadrique trouve´e. Cette ap-
proche ne nous convient pas. En effet, le modﬃele nal
de l'objet est de´crit par onze paramﬃetres de´nissant la
superquadrique non-de´forme´e et un nombre variable de
points de controle ne´cessaires pour la FFD. Nous avons
opte´ pour la deuxiﬃeme me´thode, la segmentation des
donne´es. Ainsi, un objet, de forme ge´ome´trique quel-
conque, sera repre´sente´ en utilisant les sept primitives
[Wu, 1993] de´nies dans le paragraphe pre´ce´dent.
4 CODAGE DES OBJETS
La me´thode que nous utilisons pour le codage des ob-
jets est compose´e de trois phases : la segmentation du
nuage de points 3D repre´sentant l'objet, l'approximation
de chaque partie obtenue par une superquadrique et la
repre´sentation de l'objet par un vecteur dans l'espace des
superquadriques.
Dans ce qui suit, nous de´taillons chacune de ces trois
phases. Mais avant d'attaquer la proce´dure de codage, il
faut se placer dans un repﬃere lie´ ﬃa l'objet.
4.1 Redressement des objets
La repre´sentation des objets doit etre ne´cessairement in-
variante en translation et en rotation. Pour ceci, nous ap-
pliquons une transformation homogﬃene T−1 aux points
3D repre´sentant l'objet dans le repﬃere monde et donne´s
par le vecteur X pour passer dans le repﬃere Ro lie´ ﬃa l'objet
[Rosenfeld, 1982, Horn, 1986]. T est constitue´e d'un vec-
teur de translation t et d'une matrice de rotation R. t n'est
autre que le centre de gravite´ du nuage de points dans le
re´fe´rentiel monde. R peut etre de´nie comme e´tant la ma-
trice diagonalisant M, matrice de covariance d'ordre 2 :
M = E[(X− t)(X− t)T ] (13)
Ainsi, R est constitue´e des vecteurs propres de M. Soit
e1 le vecteur propre correspondant ﬃa la valeur propre la
plus petite, λ1. e1 est aussi connu sous le nom d'axe
principal. Une fois R et t calcule´s, nous pouvons appli-
quer au nuage de points 3D la transformation homogﬃene
T−1 pour passer du repﬃere mondeRm au repﬃere objetRo.

xo
yo
zo
1
 = T−1

xm
ym
zm
1

4.2 Segmentation de l'objet
La me´thode utilise´e pour la segmentation des donne´es tri-
dimensionnelles se base sur un algorithme en 4 e´tapes
[Zhang, 2003]. Nous commenc¸ons par l'estimation de la
courbure, puis la de´tection des frontiﬃeres pour ensuite
de´terminer les diffe´rentes re´gions de l'objet et terminer
par un post-traitement.
4.2.1 Estimation de la courbure et de´tection des
frontiﬃeres
Nos objets sont de´crits par un nuage de points 3D. Nous
estimons la courbure en chacun des points en utilisant
la me´thode de´crite dans [Lin, 1982]. Cette me´thode
ne´cessite une triangulation des donne´es tridimension-
nelles. En effet, la courbure d'un point P (cf. gure 2) est
donne´e par la formule suivante :
k(p) =
3(2pi −∑Ni θi)∑N
i Ai
(14)
avec :
 N , nombre de triangles de sommet P.
 Ai , repre´sente l'aire du triangle i de sommet P.
 θi, l'angle au sommet P du triangle i.
Aprﬃes avoir calcule´ la courbure en tous les points
repre´sentant l'objet, nous les e´tiquetons. Les points de
courbures ne´gatives seront libelle´s comme frontiﬃeres.
FIG. 2  Calcul de la courbure d'un point P de la the´iﬃere
en utilisant les triangles voisins.
4.2.2 Segmentation
Dans cette e´tape, tous les points de l'objet sont de´jﬃa munis
soit d'un label frontiﬃere soit d'un label non-frontiﬃere. La
segmentation en re´gions de l'objet se fait de la fac¸on sui-
vante : en partant d'un point P libelle´ non-frontiﬃere, nous
affectons ﬃa P un nume´ro de re´gion G. Ensuite, nous pro-
pageons cette e´tiquette aux voisins Pi de P, libelle´s non-
frontiﬃeres. Le meme processus d'e´tiquetage s'applique
aux voisins de P. La re´gion G s'e´tend ainsi de proche en
proche jusqu'ﬃa ce qu'elle soit entoure´e par des points li-
belle´s frontiﬃeres. La meme de´marche ite´rative est utilise´e
pour de´tecter les diffe´rentes re´gions constituant l'objet et
ceci en partant toujours d'un point e´tiquete´ non-frontiﬃere
qui n'a pas e´te´ affecte´ d'un nume´ro de re´gion.
4.2.3 Post-traitement
A ce niveau de l'algorithme, tous les points libelle´s non-
frontiﬃere sont affecte´s d'un nume´ro de re´gion. Il nous
reste ﬃa traiter les points frontiﬃeres. Soit x, un point li-
belle´ frontiﬃere et soient xi, les voisins de x. Le calcul
de la distance euclidienne entre x et chacun des xi per-
met de se´lectionner, parmi ceux-ci, le point xk le plus
proche de x ayant un nume´ro de re´gion. Le nume´ro de
re´gion de xk sera attribue´ ﬃa x. Ainsi, chaque point sera
muni d'un nume´ro de re´gion. L'ensemble des re´gions
trouve´es constituent une partition de l'objet. La gure ( 3)
repre´sente le re´sultat obtenu pour la de´composition d'une
the´iﬃere. Chaque re´gion de la the´iﬃere est repre´sente´e par
une couleur diffe´rente sur la gure.
FIG. 3  De´composition d'une the´iﬃere.
4.3 Approximation d'un nuage des points par une
superquadrique
Nous avons comme entre´e un nuage de points 3D ob-
tenu suite ﬃa la de´composition de l'objet en diffe´rentes
parties. Il s'agit d'approximer ce nuage de points par
l'une des sept superellipso¨des pre´de´nies. En d'autres
termes, il s'agit de de´terminer les valeurs des paramﬃetres
du modﬃele de la superellipso¨de qui approxime le mieux
notre nuage de points. L'estimation des paramﬃetres du
modﬃele ne´cessite la minimisation de la distance entre
le nuage de points 3D et les modﬃeles des superel-
lipso¨des [Solina, 1990]. Cette distance est une fonction
non-line´aire. Nous utilisons l'algorithme de´terministe
de Levenberg-Marquardt [Madsen, 2004] qui est une
me´thode d'optimisation au sens des moindres carre´s. La
fonction exprimant la distance d d'un point ﬃa la surface
d'une superquadrique est donne´e par :
F (x, y, z) = f ²1 (15)
d = F − 1 (16)
Nous remarquons que pour le calcul de d, nous utilisons
F au lieu de f . Ceci n'inue pas sur les paramﬃetres de
la superquadrique mais est indispensable pour la mini-
misation. En effet, nous voulons que les points situe´s ﬃa
la meme distance de la superquadrique aient la meme
valeur de d. Nous ne pouvions pas nous limiter ﬃa la
simple utilisation de f (e´quation 1), sinon pour ²1 << 1,
une petite de´viation d'un point de la superquadrique se-
lon l'axe des z serait largement amplie´e. D'autre part,
l'unique conside´ration de la distance des donne´es au
modﬃele n'est pas sufsante. Plusieurs superquadriques
peuvent approximer le meme nuage de points. Solina a
montre´, par expe´rimentation, que le volume de la super-
quadrique doit aussi etre pris en compte. Cette prise en
compte se fait en multipliant l'erreur d'approximation par
le facteur √a1a2a3 qui privile´gie les petites superqua-
driques.
En tenant compte de tous les paramﬃetres de la super-
quadrique, de sa position, de son orientation, et des
deux types de de´formations, regroupe´s dans Psq =
{a1, a2, a3, ²1, ²2, tx, ty, tz, rx, ry, rz, kx, ky, k, α}, l'ap-
proximation consiste ﬃa minimiser la fonction d'erreur sui-
vante :
D =
√
a1a2a3
N∑
i
(F (xi, yi, zi;Psq)− 1)2 (17)
Le problﬃeme de l'approximation par une superquadrique
se ramﬃene ﬃa un problﬃeme de minimisation sur 15 pa-
ramﬃetres. L'algoritme de Levenberg-Marquardt permet
une convergence rapide. Nous notons, toutefois, que cet
algorithme a tendance ﬃa converger vers un minimum local
si les paramﬃetres du modﬃele ne sont pas bien initialise´s.
L'estimation des valeurs initiales se fait aise´ment. Les pa-
ramﬃetres de translation (tx, ty, tz) qui indiquent la posi-
tion de la superquadrique sont donne´s par le centre de
gravite´ du nuage de points. L'orientation de la superqua-
drique (rx, ry, rz) est calcule´e grace ﬃa la matrice M de co-
variance d'ordre 2 (e´quation 13). La taille de la superqua-
drique (a1, a2, a3) est initialise´e avec la taille de la plus
petite boite englobant tous les points du nuage. ²1 et ²2
sont xe´s ﬃa 1 pour partir d'une ellipso¨de. kx, ky et α
sont initialise´s ﬃa 0 et pour des raisons de singularite´ k
est initialise´e ﬃa une faible valeur et ceci pour partir d'un
modﬃele non-de´forme´.
4.4 Repre´sentation d'un objet 3D dans l'espace des
superquadriques
Nous avons de´jﬃa pre´cise´ que nos objets seront mode´lise´s
par des superquadriques et un ensemble d'axes de
pre´hension. Pour obtenir une repre´sentation complﬃete des
objets, nous devons de´crire les relations d'adjacence et
e´ventuellement les positions relatives de ces diffe´rentes
superquadriques. Les me´thodes de´crites dans la litte´rature
repre´sentent les objets par des graphes relationnels, oﬃu les
noeuds repre´sentent les surfaces de l'objet, et pour les-
quels les arcs expriment les relations d'adjacence entre
les surfaces. Des repre´sentations par graphe d'adjacence
sont pre´sente´es dans [Dickinson, 1997, Dickinson, 1998,
Chevalier, 2003]. Bien que les approches structurales par
graphes de composantes conduisent ﬃa des repre´sentations
de haut niveau, complﬃetes et e´labore´es, elles ne sont
pas adapte´es ﬃa notre cas. En effet, l'apprentissage exige
d'avoir une repre´sentation des objets par un vecteur ou
une matrice de dimension bien de´termine´e.
4.4.1 Les axes de pre´hension d'un objet
La repre´sentation d'un objet par un ensemble de super-
quadriques nous permet d'obtenir, de maniﬃere trﬃes simple,
les diffe´rents axes de pre´hension de ce dernier. Il suft
de trouver les axes correspondants ﬃa chacune des super-
quadriques. Pour ceci, nous calculons la matrice de cova-
riance (e´quation 13) de chacune des primitives. Les vec-
teurs propres de cette matrice seront les axes de saisie de
la forme conside´re´e (cf. gure 4).
FIG. 4  Les axes de pre´hension de quelques superqua-
driques
4.4.2 Repre´sentation des objets
Nous avons de´jﬃa mentionne´ que nous nous plac¸ons dans
le repﬃere Ro lie´ ﬃa l'objet. Nous segmentons ensuite le
nuage de points 3D repre´sentant l'objet et nous approxi-
mons chacune de ses parties par une superquadrique.
Nous e´tiquetons chacune des superquadriques obtenues
en suivant un sens de´termine´ par un ensemble de rﬃegles.
Comme nous avons six directions principales dans l'es-
pace 3D, l'e´tiquetage se fait selon les rﬃegles suivantes :
d'arriﬃere en avant, de gauche ﬃa droite et de haut en bas
et ceci en comparant les coordonne´es des centres de gra-
vite´ de chacune des superquadriques. La gure (5) montre
l'e´tiquetage effectue´ sur une the´iﬃere repre´sente´e dans le
repﬃere Ro . Nous repre´sentons ensuite les objets par une
matrice en blocs de dimensionm×7. Sept e´tant le nombre
des superquadriques pre´de´nies, m, celui des superqua-
driques constituant l'objet. Nous nous inte´ressons aux ob-
jets de la vie courante. Une e´tude de la composition de
ces objets nous permet de limiter m ﬃa 5. Le choix de m
n'inue pas sur le principe de codage employe´ et pour-
rait alors etre modie´ si une e´tude future le ne´cessite.
La premiﬃere ligne de la matrice sert ﬃa coder la superqua-
drique munie de l'e´tiquette 1. La deuxiﬃeme ligne sert ﬃa
coder la superquadrique munie de l'e´tiquette 2 et ainsi de
FIG. 5  Etiquetage d'une the´iﬃere approxime´e par 4 su-
perquadriques.
suite. Pour la the´iﬃere, nous obtenons la matrice suivante :
cd el cb cde cdf cbe cbf
0 0 0 0 T1 0 0
0 T2 0 0 0 0 0
0 T3 0 0 0 0 0
T4 0 0 0 0 0 0
0 0 0 0 0 0 0

Nous faisons re´fe´rence aux superquadriques avec les
sigles suivants : cd pour cylindre, el pour ellipsoide, cb
pour cuboide, cde pour cylindre e´tire´, cdf pour cylindre
e´chi, cbe pour cuboide e´tire´ et cbf pour cuboide e´chi.
Nous pre´cisons que T1, T2, T3 et T4 sont les matrices
homogﬃenes repre´sentant la position et l'orientation du
cylindre, des deux sphﬃeres et de l'anse dans le repﬃere Ro
associe´ ﬃa la the´iﬃere.
4.4.3 Re´sultats
De nombreuses simulations nous ont permis de valider
notre codage. En effet, les gures (6) et (7) montrent
les diffe´rentes e´tapes permettant l'e´tiquetage d'une tasse
et d'un vase. En premier lieu, le nuage des points 3D
repre´sentant les deux objets, (gure 6.a) et (gure 7.a),
est segmente´. Un critﬃere de volume est utilise´ ﬃa la suite
de la segmentation pour fusionner les petites parties
obtenues avec d'autres parties voisines. La tasse sera
ainsi de´compose´e en deux re´gions (gure 6.b) et le vase
en quatre (gure 7.b). Chacune des re´gions est ensuite
approxime´e par l'une des 7 superquadriques de´nies
dans le paragraphe (3.4). Une derniﬃere e´tape ne´cessaire
pour le codage des objets est l'e´tiquetage, voir (gure
6.d) et (gure 7.d). La segmentation, l'approximation et
l'e´tiquetage nous permettent de repre´senter nos objets par
un ensemble ordonne´ de primitives ge´ome´triques. Les
deux matrices suivantes montrent effectivement le codage
de la tasse et du vase.
cd el cb cde cdf cbe cbf
0 0 0 0 Tt1 0 0
Tt2 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

FIG. 6  Etiquetage d'une tasse approxime´e par 2 super-
quadriques.
FIG. 7  Etiquetage d'un vase approxime´ par 4 superqua-
driques.
cd el cb cde cdf cbe cbf
0 0 0 0 Tv1 0 0
0 0 0 Tv2 0 0 0
0 Tv3 0 0 0 0 0
0 0 0 0 Tv4 0 0
0 0 0 0 0 0 0

Nous pre´cisons que Tt1et Tt2 sont les matrices ho-
mogﬃenes repre´sentant la position et l'orientation du cy-
lindre et de l'anse dans le repﬃere Rto associe´ ﬃa la tasse.
Tandis que Tv1, Tv2, Tv3et Tv4 sont les matrices ho-
mogﬃenes repre´sentant la position et l'orientation du cy-
lindre, de l'ellipsode et des deux anses dans le repﬃere
Rvo associe´ au vase.
5 CONCLUSION
Nous avons pre´sente´ dans cet article une architecture
complﬃete du codage des objets pour l'apprentissage par
imitation de la pre´hension humaine. Notre approche
est ge´ne´rale puisqu'elle s'applique aux objets de toutes
formes ge´ome´triques. Elle ne se limite pas ﬃa trouver une
prise quelconque de l'objet. Grace ﬃa une phase d'ap-
prentissage, base´e sur l'observation du comportement hu-
main, notre architecture pourra identier, pour un objet
donne´, les axes naturels de prise. L'apprentissage sera
assure´ par un re´seau de neurones. Chaque objet est tout
d'abord segmente´, puis approxime´ par un ensemble de
superquadriques. Une matrice (l'entre´e du re´seau de neu-
rones), codant chaque objet manipule´, est construite ﬃa
partir de ces superquadriques ainsi que leurs dispositions
relatives.
Nos travaux futurs se consacreront ﬃa l'optimisation des
diffe´rentes techniques pre´sente´es dans cet article. Un ac-
cent particulier sera mis sur la phase d'apprentissage an
de choisir la structure du re´seau de neurones la mieux
adapte´e ﬃa notre problﬃeme. Une comparaison entre les
diffe´rentes me´thodes d'apprentissage, ﬃa savoir, re´seaux
de neurones, rﬃegles de Bayes, arbres de de´cision, pour-
rait etre envisage´e. Pour terminer, la question reste de sa-
voir si l'apprentissage par imitation de l'axe naturel de
pre´hension se ramﬃene effectivement ﬃa l'apprentissage de
la tache associe´e ﬃa un objet donne´.
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