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ABSTRACT
Climatological data, active layer and permafrost measurements, and modeling were used 
to investigate the response of permafrost temperatures to changes in climate in Alaska north 
of the Brooks Range. Mean annual air temperature (MAAT) from 1987 to 1991 within about 
110 km from the Arctic Coast was -12.4 ±  0.3°C, while the mean annual permafrost surface 
temperature (MAPST) ranged from -9.0°C along the coast to -5 .2°C inland. Air temperature 
changes alone can not explain the permafrost warming from the coast to inland. Measurements 
show that MAPST are about 3°C to 6°C warmer than MAAT in the region. The interaction of 
local microrelief and vegetation with snow appears to change the insulating effect of seasonal 
snow cover and may be the major factor which controls the permafrost temperature during the 
winter and thus the MAPST. Sensitivity analyses show that for the same MAAT conditions, 
changes in seasonal snow cover parameters can increase or decrease the MAPST about 7°C. 
Snowfall was greater during the cold years and less during the warm years and was poorly 
correlated between stations. These results suggest that the effects of changes in air temperatures 
on permafrost temperatures historically may also have been modified by changes in snow 
cover. A numerical model was used to investigate the effect of changes in initial permafrost 
temperature conditions, MAAT, seasonal snow cover and thermal properties of soils on the 
permafrost temperatures. Permafrost may have started warming about the same time as the 
atmosphere did in the late 1800’s, and the long term mean surface temperature of the permafrost 
may have been established prior to this time. Variations in the penetration depth of the warming 
signal may be related to differences in thermal properties of permafrost. Variations in the 
magnitude of the permafrost surface warming may be due to the effect of local factors such 
as soil type, vegetation, microrelief, soil moisture, and seasonal snow cover. The effect of the
iii
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interaction of vegetation and snow cover may amplify the signal of temperature change in the 
permafrost.
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CHAPTER 1 
Introduction
The objective of this thesis is to link changes in climate to changes in permafrost tem­
perature in Alaska north of the Brooks Range. The first half of this thesis focuses on data 
analysis and provides the physical background on the influence of air temperature, seasonal 
snow cover, and the active layer on permafrost temperatures. The second half of this thesis 
investigates, through numerical modeling, the response of permafrost temperatures to changes 
in climate.
Chapter 2 provides the climatic background in Alaska north of the Brooks Range, North 
American quadrant of the Arctic and Arctic as a whole. The present climatic conditions in 
Alaska north of the Brooks Range were investigated. Climatic change in the past 70 years 
at Barrow was studied using spectrum analysis and compared for the North American Arctic 
and the Arctic as a whole. Finally, the relation between current climatic and microclimatic 
conditions and permafrost temperatures are discussed.
Chapter 3 provides information on the physical and thermal properties of the active layer 
and permafrost. Some results of field measurements of physical and thermal properties of 
the active layer and permafrost are presented. A model for determining apparent thermal 
diffusivity using temperature time series with uneven time and space intervals was derived and 
used to determine apparent thermal diffusivity in the active layer and permafrost. The results 
are presented and discussed.
Chapter 4 investigates the development of seasonal snow cover (such as timing, duration, 
accumulating and melting processes) and its influence on the ground thermal regime (such as 
the ground surface and permafrost temperatures).
1
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Chapter 5 calibrates Goodrich’s model using the measured air and soil temperatures, 
seasonal snow cover, physical and thermal properties of soils. The model was used to study 
the response of permafrost temperature to surface temperature change and to investigate the 
sensitivity of the soil temperature to changes in seasonal snow cover parameters, such as timing 
and duration, thickness, depth hoar layer, accumulation and melting processes, etc. The model 
was also be used to study the relation between the current climatic conditions and permafrost 
temperatures in the region.
Chapter 6 investigates the effects of air temperature, seasonal snow cover, the active layer, 
initial temperature conditions of the permafrost, and variations of thermal properties of soils 
on permafrost temperatures. Some of the available information on permafrost temperatures 
were reviewed. Numerical modeling results are presented showing the effects of using past 
air temperatures as the boundary condition at the permafrost surface, the ground surface, and 
the surface of the snow cover when snow cover was present on the ground surface and the 
ground surface when snow cover was absent. The effects of initial conditions, the presence or 
absence of a snow cover and changes in thermal properties of soils on permafrost temperatures 
are discussed.
Chapter 7 summarizes the results obtained in this study and provides some suggestions 
for future studies.
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CHAPTER 2
Climate and Climatic Change
2.1 Introduction
The climate of Alaska north of the Brooks Range is dictated by its latitude, distance from 
the ocean, physical relief, and the interactions with the regional atmospheric circulation. This 
is the northernmost region in the state bounded by the Arctic Ocean to the north, the Brooks 
Range to the south and east, and the Chukchi Sea to the west. The region is north of the 
Arctic Circle and receives minimal sunlight during the winter period. The topography varies 
from the Brooks Range (Elevations: east 3000 m, west 900 m) and its foothills to the broad, 
flat Arctic Coastal Plain.
Climatic conditions and their variations in this region are not well understood due to 
the sparsity of meterological stations and discontinuity of the observations. Hamilton (1965) 
briefly summarized the temperature fluctuations and trends in Alaska, which included the 
Barrow station. Johnson and Hartman (1971) show that the climate is affected by marine 
influence in the summer but not to any great extent in the winter. During the 1970’s, a series 
of cooperative National Weather Service (NWS) observations were undertaken by the Alyeska 
Pipeline Service Company at most construction camps and by the U. S. Army CRREL at the 
camps and at remote sites along the Haul Road (Haugen, 1982 ). Most of the observations 
were taken in the summer months. Observations were stopped after the closing of the camps 
in 1977 and 1978. Subsequently, data were summarized and analyzed by Haugen and Brown 
(1980), Walker (1980), Haugen ( m 2 ) .
3
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The objectives of this chapter are: (i) to analyze the air temperature and precipitation 
records to help understand the surface climatology; (ii) to investigate climatic change in the 
past 70 years and to compare its variations to the North American Arctic and the Arctic 
as a whole; and (iii) to investigate the relation of permafrost temperatures to climatic and 
microclimatic conditions in the region.
2.2 Data Sources and Methods
The basic data in this analysis were mean monthly air temperatures (MMAT), precipita­
tion, and snowfall for stations and sites listed in Table 2.1. Weather observations have been 
made by the U. S. National Weather Service at Barrow since 1901 and at Barter Island since 
1947. Continuous observations were started in 1921 at Barrow and in 1948 at Barter Island. 
Observations for the rest of stations and sites listed in Table 2.1 were started later.
Some stations in Table 2.1 were moved from time to time. The Barrow station was located 
at the Army Radio Building during the period from September, 1920 to December, 1942, then 
moved about 1 km southwest near the shore of the Chukchi Sea. In order to escape sea ice, the 
station was moved in February, 1944, about 250 m southeast and farther inland. In April of 
1955, the station was again moved about 50 m southeast to the new Quonset Building. Finally 
in 1966, Barrow station was moved to the present site at the airport. The Barter Island station 
was originally located at the east end of the Main Camp, 800 m west of the airstrip for the 
period of September 1947 to December 1956. The station was moved about 1.6 km east to the 
airport until 1988 when the station was closed. ARCO Airfield station was located about 10 
km northeast of Deadhorse airport and operated by ARCO Oil Company for the period from 
1970 to 1980. Umiat station was operated by NWS for the period from 1948 to 1953 and for 
the period from 1977 to present.
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5Table 2.1 Summaries for stations and sites in Alaska north of the Brooks 
Range
Stations Latitude Longitude Elevation Period Distance to Sources
the Ocean
°N °W m (km)
Barrow 71.30 156.78 3.0 1921 -  1991 0.55 NWS1
Lonely2 70.92 153.25 3.1 1975 -  1979 1.0 NWS
West Dock 70.38 148.53 3.0 1987 -  1991 0.3 This study
Barter Island 70.13 143.68 3.1 1948 -  1988 0.03 NWS
ARCO airfield 70.25 148.42 7.0 1970 -  1980 5.6 Brow n3
Prudhoe Bay 70.20 148.46 18.2 1983 -  1991 16.0 NWS
Deadhorse 70.10 148.40 20.0 1987 -  1991 20.0 This Study
Franklin Bluffs 69.72 148.68 131.0 1987 -  1991 71.0 This Study
Umiat 69.37 152.13 81.0 1977 -  1991 111.0 NWS
Sagwon2 69.33 148.68 131.0 1976 -  1979 116.0 CRREL
Happy Valley2 69.17 148.83 290.0 1975 -  1979 139.0 NWS
Toolik Lake 68.37 149.17 900.0 1986 -  1988 250.0 H inzm an4
Galbraith2 68.48 149.48 820.0 1975 -  1979 267.1 NWS
1. U. S. Weather Bureau
2. Data were not continuous during the period of observations
3. Brown et al., 1980
4. Hinzman et al., 1990
Meteorological data were obtained for Barrow, Barter Island and Umiat from Local Cli- 
matological Data Annual Summaries (LCDAS) (National Oceanic and Atmospheric Adminis­
tration, 1991 ), Alaska Ciimatological Data Annual Summaries (ACDAS) (National Oceanic 
and Atmospheric Administration, 1921-1991 ). Data for Prudhoe Bay (Deadhorse Airport) for 
the period from January to August of 1983 and from December of 1985 to March of 1986 
were based upon the hourly observed air temperatures on microfiche which was provided by 
the Alaska Climate Center, data from January 1987 to December 1991 were from ACDAS; 
the rest were provided by the Alaska Climate Center. The MMAT for West Dock, Deadhorse
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and Franklin Bluffs were obtained at remote sites established by Osterkamp (unpublished) in 
October of 1986 (also see Zhang, 1989). The mean annual air temperature (MAAT) for Toolik 
Lake were from Hinzman etal. (1991). Data for Lonely, Sagwon, Happy Valley and Galbraith 
were obtained from Haugen (1982) and were discontinuous during the period of observation. 
Air temperature time series used for spectrum analysis for the North American Arctic, and 
the Arctic as a whole were from Hansen and Lebedeff (1987) . Precipitation measured with 
Wyoming gauges at Prudhoe Bay, Sagwon, and Toolik River were from Soil Conservation Ser­
vice (1991). Freeze and thaw indices are defined as the number of the cumulative degree-days 
(the difference between the mean daily temperature and 0°C\ either positive or negative) of a 
year. These indices were based upon the mean daily air temperatures during the period from 
1950 to 1980 for Barrow and Barter Island. For the rest of time for Barrow, Barter Island and 
other sites, the freeze and thaw index were calculated from their MMAT. The error between 
the two methods was less than 5%.
Power spectrum analyses of the time-series of the MAAT, freeze and thaw index, pre­
cipitation and snowfall were carried out by using the Maximum Entropy Spectral Analysis 
(MESA) method developed by Burg (1967) and reviewed by Ulrych and Bishop (1975) . 
MESA is superior to the Blackman and Tukey (1958) method based upon autocorrelation. In 
MESA, the choice of the Length of the Prediction Error Filter (LPEF) is not straightforward. 
From a study of artificial samples, Kane (1977,1979) suggested that spectra may be obtained 
for several LPEF and periods up to l/10th of data length (N) may be searched in the small 
LPEF plots and larger periods in the larger LPEF plots. In this study, MESA was used for 
MAAT, freeze and thaw indices, precipitation and snowfall time series at Barrow using LPEF 
of 23, 35,47, and 56, corresponding to 33%, 50%, 66% and 80% of the data length (71 years).
6
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The climate in this region is characterized by long, cold winters and short, cool summers. 
Temperatures in the region remain below the freezing point through most of the year. December 
through March are generally the coldest months and July is the warmest month of the year. 
Precipitation values are extremely low. The Arctic Ocean along the northern coast remains 
ice-covered for nine months or more per year. Prevailing winds often blow onshore bringing 
polar air into the region and ice into shore during summer.
2.3.1 Temperatures
Air temperatures in the region are strongly affected by the marine influence. The MAAT 
at sites within about 100 km south of the Beaufort Sea Coast averaged about -12 .4  ±  0.3°C 
(Figure 2.1A) for the period from 1987 to 1991, while the annual amplitude of air temperature, 
deflned as half of the difference between the warmest and coldest MMAT, ranges from 16.0°(7 
along the coast to 22.0°C' inland (e.g. Umiat as shown in Figure 2.1B). The reduction of 
the annual amplitude along the coast is due to the colder summer temperatures and relatively 
warmer winter temperatures compared to inland. Figure 2.2 shows that the MAAT at Barter 
island and Umiat are the same (-12.3°C') but the annual amplitude of air temperature at Umiat 
is about 5°C greater than that at Barter Island. Mean monthly air temperature in July is about 
12.2°C at Umiat and 4.5°C at Barter Island; while in January, mean monthly air temperature 
is about -32 .1°C  at Umiat and -25 .5°C  at Barter island.
Figure 2.3 shows that variations of MAAT from the coast, inland change seasonally. In 
January, the spatial temperature gradient from the coast, inland, is negative, with air tem­
perature along the coast about 3 to 6°C  higher than inland. During May, the temperature 
gradient becomes positive, air temperature along the coast is about 2 to 4°C' lower than inland
2.3 Surface Climate in Alaska North of the Brooks Range
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probably because of increased solar radiation on the inland surface during Spring (Bowling, 
personal communication) and continentality. In July, the temperature gradient becomes great­
est, over 6oC/100 km. In October, the temperature gradient reverses and becomes negative 
again, and air temperature is about 3 to 6°C higher along the coast. The magnitude of the 
temperature gradient is greater during the summer than during the winter, while duration of 
the positive temperature gradient (from May to September) is shorter than that of negative one 
(from October to April).
Freeze and thaw indices are a measure of the combined magnitude of temperatures below 
and above 0°C  during a year, respectively. Figure 2.4A shows that the thaw index ranges 
from about 300 °C-day along the coast to about 920 °C-day inland, which indicates the thaw 
season is short and cool along the coast and longer and warmer inland as shown in Figure 2.2. 
The freeze index (Figure 2.4B) varies from about 4700 °C-day along the coast to about 5400 
°C-day inland, which shows that the freezing season is relatively warmer along the coast and 
colder inland although the freezing season along the coast is slightly longer than inland (Figure 
2 .2).
During the summer seasons, the coastal zone experiences more frequent cloudiness and 
fog, and prevailing northeast winds or sea breezes off the ocean, which keeps average summer 
air temperatures within a few degrees of freezing (Haugen, 1982) . Inland, clear skies are 
more prevalent, wind directions more variable, and average temperatures higher. During the 
winter seasons, although the ocean off the western and northern shores of the Alaska is covered 
with seasonal and multi-year sea ice, the ocean is still a large heat source for the atmosphere. 
Heat flux from the ocean through sea ice to the atmosphere is much greater than that from 
the land. For example, under the same air temperature of -2 0 °C  with a thickness of sea 
ice of about 2 m, the typical heat flux from land to the atmosphere is about 6 to 8 W /m i2, 
while the heat flux through sea ice to the atmosphere is about 20 W /m 2, about three times
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greater than that from land. Also, within about 100 km off the shore along the Alaskan Arctic 
coast, leads may occupy about 10% to 15% of the ocean surface during the later winter, which 
accounts for about 90% of heat transfer from the ocean to the atmosphere (Weeks, personal 
communications). As a result, the heat flux from the ocean to the atmosphere during the winter 
is much greater than from the land, the air along the coast and over the ocean is heated, and 
the air temperatures are several degrees higher than inland.
The MAAT at Toolik Lake and Galbraith are higher than these along the coast The major 
difference is that this area is far away from the ocean (about 230 to 270 km), which reduces 
the effect of the marine influence and summer temperatures are lower than those inland since 
the air temperature decreases with increasing elevation. Winter temperatures are higher than 
those inland and the coast areas due to the effect of winter temperature inversion (up to about 
1500 m) (Bilello, 1966 ) since the elevation south of Toolik Lake is over 900 m above sea 
level.
A correlation analysis of the MAAT and MMAT during the period from 1948 to 1988 
between Barrow and Barter Island was conducted using a linear least square method. The 
empirical equations take the form of Tj, =  aT« -f 6, where Tb and Tw are the MAAT at 
Barrow and Barter Island. Figure 2.5 and Table 2.2 show that the MAAT and MMAT during 
the winter months are closely linearly correlated between the two stations; while during the 
summer months (June through September) the correlation is relatively poor.
2.3.2 Precipitation
Table 2.3 summarizes precipitation data from Soil Conservation Service (1991) . The 
30-year average of these data indicates precipitation ranging from 180 mm for the Coastal 
Plain to about 640 mm at Atigun Pass. According to Haugen (1982) , the 1976-78 record
13
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Tabla 22  Statistical parameters for correlation of mean monthly air tempera­
tures and mean annual air temperatures between Barrow and Barter Island. 
a and b are correlation constants, r  is the correlation coefficient and cr is the 
standard deviation.
Month Number 
of Samples
a b r a
Jan. 40 0.8558 -1.5114 0.96 1.91
Feb. 40 0.7915 -2.9488 0.90 2.93
Mar. 40 0.8049 -2.5991 0.92 1.98
Apr. 40 0.8123 -0.9687 0.90 1.98
May 40 0.6882 4.4723 0.80 1.46
Jun. 40 0.6838 10.0821 0.68 1.21
Jul. 40 0.3324 25.7544 0.35 1.85
Aug. 40 0.2906 26.8797 0.52 3.33
Sep. 40 0.3401 19.8098 0.52 3.25
Oct. 40 0.8581 1.4777 0.82 3.44
Nov. 40 0.8163 -0.4519 0.84 3.73
Dec. 40 0.7099 -3.4457 0.84 3.41
Annual 40 0.9296 -0.6409 0.90 0.56
indicates annual totals ranging from 140 mm (Sagwon) to over 400 mm in the Atigun-Chandalar 
area. Haugen (1982) reported, based upon precipitation data measured by an 8" pan, that the 
majority of the precipitation received annually is rain inland, whereas about one-half the annual 
precipitation occurs as rain at Prudhoe Bay and Sagwon. Toward the south, the thaw season 
becomes longer, and the percentage of rain becomes larger. At Atigun in 1978, the amount 
of precipitation from May 30 to October 8 accounted for about 74% of total annual value. 
According to Walker (1980), about 35% of the annual precipitation (measured by a Wyoming 
Gauge) falls in the summer as rain along the coast. According to the weather data at Barrow 
and Barter Island, in general, snowfall starts in the first decade of September and rainfall starts
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at the beginning of June along the coast; inland, snowfall starts a couple of weeks later and 
rainfall starts a few weeks earlier than along the coast (see Chapter 4). As shown in Table 
2.3, more than 60% of the annual precipitation falls as snow in the winter (September through 
May) along the coast; inland, snowfall accounts about 40 — 50% of annual precipitation. 
Figure 2.6 shows annual precipitation and snowfall (water equivalent) measured by Wyoming 
Gauges for the period from 1977 to 1991 at Prudhoe Bay, Sagwon and Toolik River (Soil 
Conservation Service, 1991 ). It indicates that the snowfall/precipitation ratio decreases inland 
from the coast.
Table 2.3 Precipitation and snowfall (water equivalent) at sites north of the 
Brooks Range
Stations Precipitation
(mm)
Snowfall
(mm)
S/P Ratio* Period
Barrow 182.3 113.4 0.64 1921-1991
Barter Island 238.8 144.8 0.61 1949-1988
Prudhoe Bay 213.4 134.7 0.63 1983-1991
Sagwon 228.6 121.7 0.53 1976-1991
Toolik Lake 332.2 129.0 0.39 1.976-1991
* — Snowfall/Precipitation Ratio
2.4 Climatic Change
The only weather record of consequence in Alaska north of the Brooks Range is at 
Barrow where continuous observations began in 1921 (Figure 2.7). For the period of record, 
the MAAT for Barrow is -12.5°C \ shows a wanning trend to about 1940, a three and one-half 
decade long cooling trend to about 1976, followed by a warmer period since then (Zhang and 
Osterkamp, 1993a,b). The instrumental data in other Alaskan stations show a similar pattern
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before 1965 (Hamilton, 1965) . Most Alaskan Stations wanned suddenly beginning in 1976 
and warm winters have been common since then (Hoffman and Osterkamp, 1986) .
The MAAT measured at meteorological stations in the northern hemisphere has been 
increasing since the beginning of recorded data with most of the warming occurring in the 
period before 1940 (Ellsaesser, et al., 1986 ). Hansen and Lebedeff (19^1) have shown that, 
in the northern hemisphere, there was a warming about 0.6°C from 1880 to 1940, a cooling of 
about 0.3°(7 from 1940 to 1970, and a warming of about 0.3°C7 from 1970 to 1987. Warming 
of the air temperatures in the higher latitudes was significantly greater than at low latitudes and 
warming in the North American quadrant of the Arctic (Figure 2.6B, Hansen and Lebedeff, 
1987) was greater than elsewhere. The MAAT increased more than 3.0°C from the mid-1880s 
to 1940 in this region. However, fragmentary early data suggest significant cooling prior to 
the mid-1880s such that 25% to about 50% of the subsequent warming may represent a return 
to earlier levels (Ellsaesser, et al., 1986).
The power spectra for the temperature time series (Figure 2.8) show that the MAAT varies 
with periods of 10 to 11 years and about 50 years at Barrow. This strong signal at 10 to 11 
years is the same as the solar cycle. The spectra also show peaks at about 19 to 20 years 
which is close to the lunar-solar signal of 18.6 years.
Variations of the freeze and thaw indices at Barrow show a pattern similar to the MAAT,
i.e., higher MAAT with lower freeze index (Figure 2.9B) and higher thaw index (Figure 2.9C). 
The average value of the freeze index for the period from 1921 to 1991 was 4835 ±  359 
degree-day and for the thaw index 301 ±  107 degree-day. The power spectra show that the 
freeze index has almost an identical periodicity as the MAAT. The spectra for the thaw index 
show a similar pattern with MAAT and freeze index for P  <  20.0 years (Figure 2.11). For 
larger times, the thaw index shows periods of 28.4 and 70.9 years which do not appear in the 
freeze index.
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Figure 2.6 Annual precipitation and snowfall (water equivalent) measured by 
a Wyoming Gauge for the period from 1977 through 1991 at Prudhoe Bay, 
Sagwon and Toolik River (Soil Conservation Service, 1991)
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Figure 2.7 Mean annual air temperature departures from the mean (dashed 
lines) for (A) Barrow. (B) North American Arctic (Hansen and Lebedeff, 1987), 
and (C) Arctic as a whole (Hansen and Lebedeff, 1987). Data were smoothed 
(solid lines) by a low-pass filter with a cut-off frequency of 0.15 y e a r- 1 .
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Figure 2.8 Power spectra tor air temperature time series at Barrow tor the 
period from 1921 through 1991 with the length of the prediction error filter (LPEF) 
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Figure 2.0 Variation of mean annual air temperature, freeze and thaw indices, 
precipitation and snowfall for the period from 1921 through 1991 at Barrow 
(dashed lines). These data were smoothed by a low-pass filter with a cut-off 
frequency of 0.15 year-1 (dark solid lines).
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Figure 2.10 Power spectra (or the freeze index time series (or the period from 
1921 through 1991 at Barrow with the length of the prediction error filter equals 
23, 35, 47, and 56, corresponding to 33%, 50%, 66% and 80% of the data 
length of 71 years.
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Figure 2.11 Power spectra for the thaw index time series for the period from 
1921 through 1991 at Barrow with the length of the prediction error filter equals 
23, 35, 47, and 56, corresponding to 33%. 50%. 66% and 80% of the data 
length of 71 years.
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Figure 2.12 shows deviations of MAAT, freeze and thaw indices from their long-term 
means at Barrow. Clearly, variation of freeze index was over three times greater than that of 
thaw index. Freeze index was better correlated with the MAAT at Barrow than thaw index. 
Table 2.4 shows the standard deviations (<r) of monthly air temperature from their long-term 
means for the period of record at Barrow. For winter time from October through April, the 
average value of a  is about 3.3°C\ for the summer months from May through September, a 
is 1.6° C. Duration of the winter is about two times longer than the summer and the average 
<r is about two times greater during winter months than during summer months.
These results indicate that changes in MAAT are mainly controlled by the variation of 
winter temperatures. Colder years have lower winter temperatures and higher freeze index 
and vice versa. The variation of summer temperature is not significant for the variation of the 
MAAT in this region. This implies that one should be very careful when tree ring data or 
other proxy, which are related to the summer temperatures, are used to re-construct the mean 
annual temperature in the Arctic region.
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Tabla 2.4 Deviations of Barrow mean monthly air temperatures and the mean 
annual air temperatures from their means
Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec. MAAT
Mean -25.9 -27.9 -26.1 -18.3 - 7.2 1.1 4.1 3.4 -0.9 -9.3 -18.3 -24.1 -12.5
a  3.9 3.9 2.5 2.8 1.7 1.2 1.3 1.9 1.9 3.2 3.8 3.1 1.1
Precipitation is correlated with snowfall since more than 50% of precipitation falls as snow 
along the Arctic Coast. The spectral analysis shows that precipitation varies with periods of 
P=7.1, 8.2, 10.6, 19.2, 41.7 and 88.6 years as shown in Figure 2.13. The power spectra show 
that snowfall changes with periods of P=6.8, 8.2, 9.9, 13.1, 20.3, and 39.4 years (Figure 2.14).
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Figure 2.12 Departures of mean annual air temperature (A), freeze index (solid 
line) and thaw indox (dashed line) (B) from their long-term means for the period 
from 1921 through 1991 at Barrow
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Periodic variation of precipitation and snowfall shows a similar pattern except that there is a 
lack of period at P= 13.1 years for precipitation and at P=8 8 . 6  years for snowfall.
Figure 2.15 shows deviations of the MAAT and snowfall from their long-term means at 
Barrow and Barter Island, smoothed by a low-pass filter with a cut-off frequency of 0.091 
year-1 . In general, there was a trend with greater snowfall during colder years and less 
snowfall during warmer years except for a period between the mid-1960’s and mid-1970’s at 
Barter Island. This reciprocal relationship between air temperature and snowfall at Barrow 
also exists in other places in Interior Alaska (Bowling, 1977) and is probably associated with 
synoptic-scale circulation (Bowling, personal communication).
2.5 Relation to Permafrost Temperatures
Permafrost is associated with a cold climate and is a product of heat exchange between 
the atmosphere and ground surface. All factors which affect the surface heat balance will 
influence permafrost temperatures and development. Permafrost temperatures are linked to the 
temperature at the permafrost table, and to the climate through the active layer, ground surface, 
intervening vegetation and snow cover. Although the heat flux from the interior of the earth 
affects the thermal regime of permafrost, annual temperatures at the permafrost surface are 
mainly controlled by these local factors. For example, the MAAT is nearly constant at about 
-12 .4  ±  0.3°C' from West Dock to Happy Valley while the mean annual temperature near the 
permafrost surface (MAPST) is almost 4°C higher (Figure 2.16; Table 2.5).
The length of the thaw season and summer air temperature are major factors that influence 
permafrost temperatures during the summer. When the active layer develops during the thaw 
season, the temperature at the upper boundary of permafrost is constrained to the freezing 
point (close to 0°C) (Lachenbruch, 1962 ; Zhang, 1989; and Zhang, et al., 1991 ). The
26
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
£ 1 0 0 0
CO
2 100
o
2
10
£ 1
1000
PRECIPITATION 
LPEF-2 3
LPEF- 3 6
10 100 
PERIOD (yoar)
1000
Figure 2.13 Power spectra for precipitation time series for the period from 1921 
through 1991 at Barrow with the length of the prediction error filter equals 23,
35.47, and 56, corresponding to 33%, 50%. 66% and 80% of the data length 
of 71 years.
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Figure 2.14 Power spectra for snowfall time series for the period from 1921 
through 1991 at Barrow with the length of the prediction error filter equals 23.
35.47. and 56. corresponding to 33%. 50%. 66% and 80% of the data length 
of 71 years.
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Figure 2.15 Deviations of the mean annual air temperature and snowfall from 
their long-term means at Barrow and Barter Island, smoothed by a low-pass 
filter with a cut-off frequency of 0 .091- 1 .
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Table 2.5 Values for the mean annual air temperature (MAAT), mean annual 
ground surface temperature (MAGST) and mean annual permafrost surface tem­
perature (MAPST) for the period from 1987 through 1991 at sites of West Dock, 
Deadhorse and Franklin Bluffs, from 1985 through 1989 at Toolik Lake and from 
1976 through 1979 at Happy Valley and Galbraith. Z  is the active layer thick­
ness.
MAAT Jan. July MAGST A l\ MAPST A T 2 Z
West Dock -12.5 -29.0 6.4 -8.3 7.1 -8 . 8 3.7 0.4-0.6
Deadhorse - 1 2 . 8 -30.9 7.5 -7.6 8.9 -8.3 4.7 0.4-0.7
Franklin Bluffs -12.3 -30.7 10.7 -6 . 0 10.9 -6.7 5.6 0 .6 -0 . 8
Happy Valley —1 1 .2 1 - - - - -5.2 6 . 0
Toolik Lake2 -7.4 - - - - -3.1 4.3
Galbraith -9.71 - - - - -5.8 3.9
1. Haugen (1982)
2. Hinzman (1991)
thermal regime of the permafrost is linked to its surface boundary condition. The duration of 
the 0°C  phase boundary at the base of the active layer influences the MAPST. Higher summer 
air temperatures can make a deeper active layer which requires a longer time to freeze during 
Fall. Table 2.5 indicates that the MAAT in July is about 4°C  higher and the active layer is 
deeper at Franklin Bluffs than at West Dock. The thaw index is about two times greater at 
Franklin Bluffs than at West Dock. These conditions favour an increase in the MAGST and 
MAPST inland.
The insulating effect of snow can be a major factor causing changes in permafrost temper­
atures during the winter. When snow covers the ground surface, it acts as an insulator between 
the atmosphere and permafrost. A7\ in Table 2.5 is the temperature difference between average 
monthly air and ground surface temperatures for the period from October through April. ATi 
is about 4°C greater at Franklin Bluffs than at West Dock. This indicates that the insulating 
effect of snow cover during winters is greater inland than along the coast
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Figure 2.16 Mean annual air temperatures (A), mean annual ground surface 
and permafrost surface temperatures (B) and permafrost thickness (C) along a 
transact from Prudhoe Bay to Happy Valley. The sites include West Dock. ARCO 
airfield, Prudhoe Bay, Deadhorse, Franklin Bluffs, Umiat and Happy Valley.
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Variations in the insulating effect of the snow cover during the winter may be due to 
the combination of microrelief and vegetation with snow cover. Along the coast, the ground 
surface is mainly occupied by low-center polygons with maximum dimensions ranging from 
a few meters to tens of meters. Compared to inland areas, the coast has no erect shrubs, no 
sedge-tussock development and poorly developed moss and lichen communities with a height 
of about 0.1 m. In this setting, snow can be blown away by strong winds and the insulating 
effect is reduced. Inland, the ground surface becomes very rough and vegetation changes as a 
result of increased summer warmth. Shrubs show a particularly dramatic response to the higher 
summer temperature. At Franklin Bluffs, the willow communities reach heights of about 0.5 
to 1.1 m, up to 1.5 m in some protected microsites (Walker and Webber, 1982) . The flora at 
Franklin Bluffs is also richer and includes many additional woody plants. Tussocks grow up 
to 0.45 m tall on the bluffs (Koranda, 1960) , whereas in the Prudhoe Bay region they rarely 
exceed 0.2 m. Snow can be held in situ during the early winter against wind thus insulating the 
ground surface. Field surveys in the spring show that the thickness of the seasonal snow cover 
is generally greater inland than along the coast {Hinzman, personal communication, 1993) .
Variations in the thickness of the depth hoar layer can also change the insulating effect 
of the snow significantly. The structure of the seasonal snow cover consists of a hard, wind- 
packed layer, overlying a coarse, low density depth hoar layer {Benson, 1969). The thickness 
of the depth hoar layer is up to 50% of the total snow cover thickness and its density ranges 
from 0.18 to 0.25 g cm~3 {Sturm, personal communication 1993) . The density of the wind 
slab varies from 0.35 to 0.55 g cm ~3. The thermal conductivity of depth hoar is about two to 
four times lower than that of wind slab {Sturm, 1991) . It is hypothesized that the thickness 
of the depth hoar layer may be greater inland than along the coast due to the taller vegetation 
and the deeper active layer which releases more latent heat during freeze up.
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It is hypothesized that the combination of microrelief and vegetation with snow cover, 
greater active layer thickness, and greater depth hoar layer inland increases the insulating 
effect and the ground surface temperature. AT2, the temperature difference between MAAT 
and MAPST as shown in Table 2.5, is greatest inland and reduced along the coast to the north 
and in the Arctic Foothills to the south.
The thickness of permafrost varies from about 600 m along the coast to about 300 m 
inland (Osterkamp and Payne, 1 981; Osterkamp et al., 1985 ). Osterkamp etal. (1981, 1985) 
concluded that the thinning of the permafrost from the Prudhoe Bay area toward the foothills 
of the Brooks Range may be the combined result of the change in geological conditions (and 
therefore thermal conductivity) and the increase in ground surface temperature. Table 2.5 
shows that MAPST increases about 4°C from the coast, inland.
2.6 Summary
Table 2.6 summarizes the climatic and permafrost conditions. Air temperatures in Alaska 
north of the Brooks Range are strongly affected by marine influences. The mean annual air 
temperature (MAAT) north of Umiat and Franklin Bluffs is about -12 .4  ±  0.3°C and ranges 
from -11 .8°C  to —12.8°C', while the annual amplitude of MAAT ranges from 16.0°C' along 
the coast to 22.0°C inland. The reduction of the annual amplitude along the coast is due 
not only to the lower summer temperatures but also to warmer winter temperatures. The 
spatial air temperature gradient inland from the coast changes seasonally and the magnitude is 
greater during the summer (over 6.0°C/100 km  in July) than during the winter (about -3.0 to 
-4.0°C/100 km  in January).
The thaw season is short and cool along the coast and longer and warmer inland with 
the thaw index ranging from about 300 degree-days along the coast to about 920 degree-days
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inland. The freeze season is warmer along the coast and colder inland and variations of the 
freeze index from about 4700 degree-days along the coast to about 5400 degree-days inland.
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Table 2.6 Climatic and permafrost conditions for the sites and periods listed in 
Table 2.1 in Alaska north of the Brooks Range,
Arctic
Foothills
Arctic
Inland
Arctic
Coast
Distance to the ocean (km) 150 - 300 20 - 150 < 2 0
Elevation (m) 300 - 900 50 - 400 < 50
Air temperature (0 C)
Mean annual -8 . 6 -12 .4  ± 0 .3 -12 .4  ± 0 .3
Range of mean annual -8.0 to -9.0 -12.4 to -12.6 - 1 1 . 8  t o - 1 2 . 8
Annual amplitude 16.8 21.1 ± 0 .5 17.5 ± 1 .2
Temperature (°C7)
Ground surface - - 6  to -7 -7 to -9
Permafrost surface -4 to - 6 - 6  to - 8 - 8  to -9
Precipitation (mm) 1
Snow 186 117 104
Rain - 113 108
Annual total 324 230 2 1 2
Degree-day (°C  -  day)
Freeze 3995 5283 ±  74 4930 ±  151
Thaw 800 932 ±  165 420 ±  123
Thaw season (days) - 128 ±  1 2 94 ±  11
Thickness of the active layer (m) - 0.5 - 0.8 0.4 - 0.6
Permafrost thickness (m) ~  2502 ~  300 - 5003 ~  6003
1 — Soil Conservation Service, 1991
2 —  U. S. Geological Survey, 1988
3 — Osterkamp and Payne, 1981
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Marine influences on climate change seasonally. During the summer, the ocean is a heat 
sink for the atmosphere and average summer air temperatures along the coast are within a few 
degrees of freezing. Inland, clear skies are more prevalent, wind directions are more variable, 
and average temperatures are higher. During the winter, the Beaufort Sea is covered with 
sea ice. The heat flux from leads and through the ice to the atmosphere is greater than that 
from the land so that the ocean acts as a heat source for the atmosphere which keeps the air 
temperature along the coast a few degrees warmer than inland. This marine influence decreases 
with distance inland.
Statistical analyses show that air temperature between stations and sites are linearly corre­
lated. The correlation during the winter months (October through May, correlation coefficient 
ranging from 0.80 to 0.96) is better than during the summer months (June through September, 
correlation coefficient ranging from 0.52 to 0.68).
Precipitation changes strongly with elevation. This study shows that precipitation ranges 
from 180 mm for the Coastal Plain to about 640 mm at Atigun Pass which has a shorter record 
(3 years). Over 60% of precipitation falls in the winter (September through May) as snow, 
and the rest comes as rain. Those results are consistent with other studies (e.g. Benson 1982 , 
Walker 1980 ) which show that about 20 — 30% of precipitation falls as rain along the coast 
and toward the south around Sagwon, rainfall accounts for about 50%.
The power spectra for air temperature time series at Barrow show that MAAT varies 
strongly with periods of 10 to 11 years. The MAAT also show periods at P=7.7, 9.0, 12.7 and 
19.7 years. The period at P=19.7 years is close to the lunar-solar signal at P=18.6 years.
Variations of freeze and thaw indices at Barrow show a pattern consistent with the MAAT. 
Power spectra show that the freeze index has similar dominant periodicities as the MAAT at 
P=10.1 and 50.6 years, and also at P=7.4, 8 .8 , 12.7 and 18.7 years. The thaw index agrees 
very well with the MAAT and freeze index in the region for P  < 20 years. Both the MAAT
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and freeze index show a period of 50.6 years but thaw index does not although it has periods 
of 28.4 and 70.9 years which do not occur in the freeze index.
The spectrum analyses for precipitation shows that the dominant periodicities were 10.6 
and 41.7 years for total precipitation and 9.9 and 39.4 years for snowfall. The power spectra 
also show that precipitation changes with periods of P=7.1, 8.2, 19.2 and 8 8 . 6  years and snow­
fall varies with periods of P=6 .8 , 8.2, 13.1 and 20.3 years. Periodic variation of precipitation 
and snowfall generally shows a similar pattern except that there was a lack of period at P=13.1 
years for precipitation and at P=8 8 . 6  years for snowfall.
Departures of the MAAT and freeze and thaw indices from their long-term means at 
Barrow show that variation of the freeze index is over three times greater than the thaw index. 
The standard deviation for monthly air temperature from their long-term means is about two 
times greater during winter months than during summer months. These results indicate that 
the change of the MAAT is mainly controlled by the variation of winter temperatures. The 
variation of summer temperature is not significant in the variation of MAAT.
There was a trend with greater snowfall during colder years and smaller snowfall during 
warmer years.
Although the MAAT is about -12 .4  ±  0.4°C from West Dock to Happy Valley, the mean 
annual temperature near the permafrost table increases about 4° C. The longer thaw season and 
higher summer air temperature are major factors in increasing permafrost temperatures inland 
during the summer. It is hypothesized that the interaction of microrelief and vegetation with 
snow changes the insulating effect of the seasonal snow cover. Along the coast, the surface is 
relatively flat with shorter vegetation and snow can be blown away easily which should reduce 
the insulating effect. Inland, a rough ground surface with taller vegetation such as willows and 
woody plants, and the presence of tussocks can hold snow in situ earlier and thicker against 
wind. These conditions are favourable for the development of the depth hoar layer which
36
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increases the insulating effect of the snow cover, and hence the permafrost temperatures. The 
decrease of permafrost thickness inland from the coast is partly associated with the variation 
of MAPST which is largely controlled by the above factors.
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Physical and Thermal Properties of the Active Layer and Upper Permafrost
CHAPTER 3
3.1 Introduction
The study of the thermal regime of soils in cold regions requires an understanding of 
the soil properties. For steady-state heat conduction problems, only the thermal conductivity 
needs to be considered while in the near-surface environment thermal diffusivity becomes the 
material property of interest. Diffusivity controls the rate of thermal response to transient 
thermal signals.
All the water in soil and other porous systems does not freeze at the same temperature and 
the ice content gradually increases as the temperature is lowered (Lovell 1957; Penner 1970; 
Williams 1964; Tice et al. 1978). The relationship between below freezing temperatures and 
the amount of ice and unfrozen water is peculiar to each soil. Since the volume fractions of 
ice and unfrozen water in a soil are temperature-dependent, the thermal properties of a soil 
can change significantly with small changes in temperature below 0°C. The apparent specific 
heat capacity, Ca, and apparent thermal diffusivity, D, (Anderson et al., 1973 ; Osterkamp, 
1987a ) describe the effects of the continuous phase change.
Various laboratory (Penner, 1970 ; Hoekstra et al., 1973 ; Penner etal., 1975 ) and field 
(Goodrich, 1986 ; Nassar and Horton, 1990 ; Persaud and Chang, 1985 ) methods have been 
developed for determining soil thermal properties. These methods often prove unsatisfactory 
for application to specific problems due to spatial inhomogeneities in the soil or to the presence 
of non-conductive heat transfer processes and because such methods significantly disturb the
38
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natural conditions of the materials. McGaw et al., (1978) developed a numerical scheme to 
obtain in situ values for D at Barrow from records of soil temperature. The method was 
employed subsequently by Nelson et al. (1985) , Outcalt and Hinkel (1989, 1990) , Zhang 
(1989) , and Hinkel et al. (1990) . While it appears that good results can be obtained, 
reported in situ values for thermal diffusivity are sometimes unreasonably large, contain zero 
values, may be negative, and have considerable scatter. Hinkel et al. (1990) used synthetic 
thermal profiles to study the application of this numerical method and showed that large 
posidve and negative values (“spikes") were a result of the method and occur when the rate 
of change of temperature gradient becomes small. They attributed other large fluctuations in 
thermal diffusivity to non-conductive heat flow processes in the active layer. Using synthetic 
temperature time series, Zhang and Osterkamp (see appendix B) investigated the application of 
numerical methods for determining D in soils. They expanded the usual numerical expression 
for thermal diffusivity (termed model I) by including higher order terms (model II). Model 
I produced spikes while model II reduced spikes substantially but model II requires more 
accurate temperature measurements. Zhang and Osterkamp (see appendix B) concluded that 
selection of values for the space interval (A z) and time interval (A t) must take into account 
the accuracy of the temperature measurements, duration and amplitude of the temperature 
changes, depth of interest, and the expected values for D.
In this chapter, values of D for the active layer and upper permafrost were obtained 
from a more complete numerical scheme (Zhang and Osterkamp, see Appendix B ) with 
temperature measurements recorded at different frequencies from three sites in Alaska north of 
the Brooks Range. Dry bulk density and water contents of the active layer and upper permafrost 
were obtained experimentally both in situ and in the laboratory. Thermal conductivity was 
determined from D and C, and the results were compared with the in situ and laboratory 
measurements.
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Soil temperatures were measured at different time intervals and with different instrumen­
tation for all three sites. For depths of less than a meter, measurements of soil temperatures 
started in the Fall, 1986 (Osterkamp, unpublished research) using an automatic data logging 
system and a string of thermistors. The string consists of nine individually calibrated thermis­
tors mounted securely in a round plastic rod; three of them were placed in the active layer, 
three at depths bracketing the permafrost table; and three in the permafrost. The maximum and 
minimum ground surface temperatures and air temperatures (about 1.5 m above the ground 
surface in a radiation shield) were also measured. The daily air and soil temperatures were 
recorded on EPROMS by the computer controlled logging system. Accuracy of the individually 
calibrated temperature probes is much better than 0.1°C7. In the Summer of 1988, air, ground 
surface and soil temperatures for depths less than one meter were measured and recorded at 
10 min intervals for one day at the West Dock site. The weather was calm with partly cloudy 
skies while the ground surface was a little wet but without standing water. For depths below a 
meter, soil temperatures were logged in a drill hole by a thermistor sensor and cable. The hole 
was drilled by Osterkamp (unpublished research) during the Spring of 1983 and temperature 
logging started afterwards and continued one or two times a year until present by Osterkamp 
(unpublished research) and the author since 1987 when I joined in the project. Sensitivity of 
the measurements is about a millikelvin and the accuracy is better than ± 0 .0 1 °C under field 
conditions.
Soil samples were taken during the Summer of 1991 to a depth of about 0.60 m to 
determine total moisture content, bulk density, thermal properties, and the loss on ignition in 
the laboratory. The mineral soil samples were oven dried at about 105°C7 for over 24 hours 
to determine moisture content Organic samples were oven dried at about 60° C  to constant
40
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weight. Organic samples were also oven burned at about 400°C for over 7 hours to determine 
the loss on ignition. The moisture contents were also measured using TDR for the thawed 
layer (Osterkamp, unpublished research). Dry bulk density was determined in the laboratory.
D was determined from the soil temperature time series using a numerical scheme. If 
the soil temperatures are measured with even space and time intervals, D can be calculated 
either using the five-point formula applied by McGaw et al. (1978) , Nelson et al. (1985)
, Zhang (1989), Hinkel et al. (1990), or Zhang and Osterkamp ( see appendix B) or the 
nine-point formula developed by Zhang and Osterkamp (see appendix B) . In practice, it is 
very difficult to maintain exact even space and time intervals. Soil temperatures are often 
measured with uneven space and time intervals. In this case, a new numerical formula was 
derived to calculate D (see Appendix A). For this study, the soil temperatures were measured 
for depths less than a meter with uneven space increment and even time increment. D was 
calculated based upon the equation with uneven space increments A zi, A z2 and even time 
increment A t,
D =  A z1A z2(A z1 +  A z2)(T /+ 1 - r / - 1)
4A t(A ztT/+1 -  (A z! +  A z2)T/ +  A z ^ )  1 ' 1
and
r _  A z iA z 2(A z i  +  A z 2)(T /+1 -  T f)
2A i(A ziT /+1 -  (Azx +  A z 2)T / +  A z ^ )  V ' ’
where the integers i and j  reference positions and times for the node of interest, A zi = 
x{ -  zj_i» A z2 =  x{+l -  x{, Ati = t{ -  t{~1, and At2 =  t{+l -  t{ represent increments of 
depth and time in the observation mesh. The application of (3.1) requires three temperature
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profiles with two time steps and (3.2) requires two temperature profiles with only one time 
step.
For depths below 1.0 m, soil temperature measurements were uneven spaced in position 
and time. For different loggings, depths may be off a few centimeters with the space interval
of months from year to year. To estimate the values of D, soil temperatures were set at the 
same depth with an even space interval of 1.0 m using linear interpolation. Values of D for 
uneven time increment and even space increment were calculated using
If only two temperature profiles are used, the equation used to estimate D with even space and 
one time increment becomes (Zhang, 1989 ; Zhang and Osterkamp, see appendix B ) ,
Thermal conductivities were measured during the Summer of 1991 for the thawed active 
layer at the field sites using a transient thermal conductivity probe (Osterkamp, unpublished 
research). A large peat sample with dimension of about 0.30 x 0.30 x 0.20 m near West 
Dock site was also taken for thermal conductivity measurements in the laboratory for both the 
thawed and frozen states.
Thermal conductivity K  can be determined from D by the relation K  -  CvaD  if the 
apparent volumetric heat capacity Cva of the soil is known. Cva can be expressed as (Anderson 
et al„ 1983 ; Osterkamp, 1987 ):
of about 1 . 0  m and the interval between measurement times varied from a few days to a couple
D =
(Ax) i {(At l )2T ! +1 -  ((Aft )* -  (At 2)2)Tl  -  ( A t ^ T / - 1) 
A t!A t2 (A<x + A t2 )(T / + 1  -  2 T / +  T / l j
(3.3)
(3.4)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
43
c va = e .C v. + 0WCVW + 9iCvi + j * '  L v dT  (3.5)
where 0„ 6W and 9{ are the volume fraction of soil particles, water and ice content in the 
soil system, respectively; Cut, Cvi and Cvw are the volumetric specific heat capacity of soil 
particles, ice and water, respectively; L v is the volumetric latent heat in J  m -3 , and pb and p^ 
are the dry bulk density of the soil and the density of unfrozen water in kg m -3 , respectively. 
The first three terms on the right hand side of (3.5) are the sum of the specific heat capacities 
of each constituent, and the last term is the latent heat of phase change when unfrozen water 
is present. When the soil is in the thawed state, the last two terms in (3.5) vanish and Cv 
can be determined from the first two terms, neglecting the contribution of any air that may 
be present. When the soil is in the frozen state and at low temperatures, the unfrozen water 
content becomes very small and latent heat may be not very significant in the calculation of 
Cv so that it can be determined from the first three terms. This effect varies with the soil type 
and occurs generally around - 5 °C  or lower.
Finally, the results of D, Cva and K  obtained by the proposed method were compared 
with the results obtained by other methods, such as the amplitude ratio method (Zhang, 1989 ), 
an empirical formula (Kersten, 1949), and results of measurements in situ and in the laboratory.
3 J  Results and Discussions
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3.3.1 Physical Properties
Although soil profiles on the coastal plain can vary significantly in the microscale, the 
gross topographic contrast is slight, vast areas appear flat, and the soils in general are wet and 
homogeneous (Everett, 1980). Table 3.1 shows the soil profiles and their physical properties at 
West Dock, Deadhorse and Franklin Bluffs. The top 20-30 cm of soil consists of live and dead 
organic materials mixed with wind blown silt. The thickness of the peat layer was thinner at 
Deadhorse and Franklin Bluffs. The soil was drier and had less organic content at Deadhorse 
than the other two sites. Below the peat layer was silt with a few organic inclusions.
3.3.2 Apparent Thermal Diffusivity
The apparent thermal diffusivity was estimated using the numerical method (Zhang and 
Osterkamp, see appendix B ) with different space interval Ax (3.1) and (3.2) and time interval 
A t (3.3) and (3.4) for depths from a few centimeters to about 40 m.
Active Layer
For depths from the surface to about 0.30 m, soil temperatures were measured and recorded 
at depths of 2.2 cm, 7.2 cm and 12.3 cm with a time interval of 10 min. at West Dock. The 
record of temperature measurements started at 11:18 a.m., July 8 th, and ended at 10:28 p.m., 
July 9th, 1988. Soil was in the thawed state, depth of the active layer was about 31.0 cm, and 
there was no temperature variation from recorded data beyond 31.0 cm at that day. There was 
a temperature spike after 4 hours of recording at all these depths, at 7.2 cm it was the largest 
(> 10 (7). The temperatures above and below this depth had an instantaneous response to this 
event which disappeared at a depth of about 26 cm. This could be the result of non-conductive 
heat transfer processes. A possible explanation is that when temperature rose at the surface, 
water vapour moved downward and then condensed at a depth of around 7.2 cm. The release of
44
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Tabf«3.1 Physical and thermal properties of soil samples taken in June, 1990 
in Alaska north of the Brooks Range
45
Depth
(m)
Soil Type Pb
{kg/m 3)
w (Lab) 
(%)
w (TDR) 
(%)
Aw
(%)
L I
(%)
West Dock
0 .0 - 0 . 1 0 peat _ 319.3 . - 71.2
0 . 1 0  - 0 . 2 0 peat 455 150.0 141.0 +6.4 44.84
0.20-0.31 peat 371 207.1 - - 33.93
Deadhorse
0 . 0  - 0 . 1 2 peat 119.0 _ • 15.33
0.12 - 0.23 peat 531 113.0 126.0 +5.6 25.03
0.23 - 0.40 silt 1377 32.5 30.0 +8.3 5.57
0.40 - 0.60 silt 1250 36.0 - - -
Franklin Bluffs
0 . 0  - 0.08 peat _ 247.3 _ 53.2
0.08 - 0 . 2 0 peat 502 163.9 151.3 +8.3 27.85
0.20 - 0.40 silt 1466 34.0 31.0 +9.7 -
latent heat from condensation would increase the temperature in the surrounding peat About 
one hour later, the latent heat dissipated into the media, and the temperature curve gradually 
became normal.
D was calculated for a depth of 7.2 cm using (3.1) with A*i =  5.0 cm, A ® 2  =  5.1 cm 
and At =  10.0 m in  (Figure 3.1). The extreme values of D occur around the temperature 
spike noted above and where the temperature had a maximum for that day at the depth of 
interest. The effect of this event on D continues for several hours until t =  600 m in. There 
were two different sets of values before and after the temperature spike. The average D is
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about 3 m 2  y r -1 before the temperature spike and about 6.5 m 2 y r -1 afterward. The thermal 
diffusivity obtained by the amplitude ratio method (Zhang, 1989) for depths between 0.0 cm 
and 12.3 cm is about 12.8 ±  0.8 m 2 y r -1 (Zhang, 1989), much higher than the average value 
of D obtained by the numerical method.
Depths between 0.4 and 1.0 m
For depths from 0.4 to 1.0 m, soil temperatures were measured and recorded with At = 1  
day. Due to the snow insulation, the daily amplitude of ground surface temperature during the 
winter was often reduced to less than 1° C (see Figure 4.8). Small daily amplitude and low 
thermal diffusivity in the peat layer reduces the depth of daily temperature variation to around 
0.4 m in this region. Thus, D can be estimated from soil temperature time series measured 
below 0.4 m for a recording interval around 1 day or longer.
Figure 3.2 shows soil temperatures and the calculated f t at a depth of 62.1 cm from 
October of 1986 to October of 1987 at West Dock, Prudhoe Bay. Equation (3.1) was used and 
all temperature data were used for which the magnitude of the denominator of (3.1) was less 
than 0.3°C. D varied from 12.5 to -2.5 m 2  y r-1 . This variation in D (Fig. 3.2 B and C) is 
mainly due to frequent changes in temperature over a relatively short time. Figure 3.3 shows a 
few sets of temperature profiles used for calculating D, where circle stands for time t\, triangle 
for t j+l and square for t{~1. At =  54 days in Figure 3.3(A), three temperature profiles 
showed a continuous cooling trend and were almost “parallel”. This indicates that the heat 
flow is in one direction. When t{ =  60 days, the first two profiles show a cooling trend while 
the third one shows a warming trend. This reduces the rate of temperature change and the 
temperature gradients at the nodes involved, resulting in a decrease of D as shown in Figure 
3.3(B). When t{ =  99 days, the situation gets worse and negative values of D appear (cf. 
Zhang and Osterkamp, see appendix B ). Figure 3.3(D) and (E) show a continuous warming
46
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0.05 m. Axj =  0.051 m and A t =  10 min. on July 8,1988 at West Dock, 
Prudhoe Bay.
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trend with low D values. This may be due to a non-conductive process in the soil such as 
latent heat and water movement in the frozen soil.
D was estimated by the above procedures from soil temperature time series for the period 
from October 1986 to June 1991 at West Dock, Deadhorse and Franklin Bluffs. Soil tempera­
tures were measured and recorded at depths of 42.0 cm, 62.0 cm and 71.9 cm with Axj =  20.0 
cm, A x 2 =  9.9 cm and A t = 1 day for the calculation of D at the Deadhorse site. At Franklin 
Bluffs, D was calculated at a depth of 55.8 cm with A®i =  9.8 cm, A x 2 = 20.1 m and 
A t  =  1 day. D was calculated by (3.1) for data where the magnitude of the denominator of 
(3.1) was greater than 0.5°C. Values of D were calculated when the temperature profiles (at 
least three) showed a continuous cooling or warming trend as shown in Figure 3.3A. Figures 
3.4, 3.5 and 3.6 show the results at West Dock, Deadhorse and Franklin Bluffs, respectively.
Values of D show a strong temperature dependence at all three sites which may be 
associated with the movement of unfrozen water and/or the temperature dependence of unfrozen 
water content in the active layer and upper permafrost When the permafrost temperature 
approaches the freezing temperature, Cva becomes laige due to the latent heat effect as shown 
by Osterkamp (1987) which reduces the value of D (Figures 3.4, 3.5 and 3.6). For an assumed 
value of <?„ characteristic of Fairbanks silt, values for D calculated from the relation D =  K /C  
(eg, Osterkamp, 1987) are graphed in Figures 3.5 and 3.6. These calculated D are in reasonable 
agreement with the data.
The characteristics of the variation in D at West Dock are different from the variations 
at Deadhorse and Franklin Bluffs. The range of temperature over which D is temperature 
dependent at West Dock is wider (from about -0.6° C to about -8.0°. C) than at Deadhorse 
(from about 0° C to -4° C) and at Franklin Bluffs (from about 0° C to -3° C). The average 
value of D at West Dock for T  < - 8 ° C is about 7.7 ±  2.5 m 2  y r -1 , about 20.0 ±  2.0 m 2  y r - 1  
at Deadhorse for T  < -4 °  C and about 27.0 ±  3.0 m 2 y r - 1  for T  <  -3 °  C at Franklin
48
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Figure 3.2 Variation of soil temperatures at depths of 0.422 m, 0.621 m and 
0.722 m with At =  1 day and apparent thermal diffusivity estimated using (3.1) 
at depth of 0.621 m with Axt =  0.199 m, A zj =  0.101 m and At =  1 
day for the period from October 5, 1986 through October 4, 1987 at West Dock, 
Prudhoe Bay. Data used in the calculation were selected as described in the 
text.
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Temperature (C)
Figure 3.3 Apparent thermal diffusivity (m2 y r -1 ) estimated using (3.1) at 
depth of 0.621 m at selected times for the period from October 5,1986 through 
October 4, 1987 at West Dock, Prudhoe Bay.
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Figure 3.4 Apparent thermal diffusivity (m* y r ~ l ) estimated using (3.1) from 
soil temperature time series for the period from October 5, 1986 through June 
23, 1991 at depth of 0.621 m with Ax* =  0.199 m, A zj =  0.101 m and 
A t  =  1 day at West Dock, Prudhoe Bay. Data used in the calculation were 
selected as described in the text.
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selected as described in the text.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
DIF
FU
SIV
ITY
53
40
30
□ a
a a
o °  a ^  a 
a a
a a
00a
a
a
a
a a a a
a 0 ° o -
a a
o a
o a □g a cP i
8 a n a a o aa □ a 9
a a a a a
0 ^ 0 0 °  a a  „  ~_  °  ~ 0
□
CD
a
a \  
a
0 a
1 0  I- %
a  a
a * 4
- 1 0  - 1 0  -•
TEMPERATURE (C)
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at Franklin Bluffs site. Data used in the calculation were selected as described 
in the text.
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Bluffs. This indicates that the soil at West Dock site (about 300 m away from the ocean) is 
peat. It is also possible that there is a higher salt content than soils at Deadhorse and Franklin 
Bluffs. Measurements (Osterkamp. unpublished research) show that salt content at West Dock 
is about 15 times greater than that of normal ground water. The presence of a thicker peat 
layer at West Dock could also play an important role.
Another noteworthy feature of the data shown in Figures 3.4, 3.5 and 3.6 is that there 
is a difference in D during the cooling and warming of the upper permafrost. At West Dock 
the difference is very significant. The values of D during warming are less than those during 
cooling, particularly at West Dock. Rapid cooling of the upper permafrost occurs just after the 
active layer (about 0.3 to 0.4 m in thickness) freezes and usually lasts a month. The warming 
process occurs during the spring and lasts about two months as shown in Figure 2.2. The 
difference in D indicates that there may be a difference in the rate of change of unfrozen water 
content (Zhang, 1989) . The higher value of D during cooling than during warming for a 
given temperature seems to imply that permafrost has a smaller rate of change of unfrozen 
water content during cooling than during warming. Soil temperature data show that the rate of 
temperature change with time during the cooling process is much greater than during warming 
(Figure 2.2). Laboratory experiments of Tice et al. (1988) show that there is a slight difference 
in unfrozen water content during cooling and warming at a given temperature in laboratory 
but not enough of a difference to explain these results.
Another potential explanation for the difference in D is the unequal water movement in the 
frozen ground during cooling and warming of the upper permafrost. Unequal water movement 
in the frozen ground has been reported by many investigators (Cheng, 1982, 1983; MacKay, 
1984). Unfrozen water in the frozen ground can move in the direction along which the ground 
temperature decreases in response to an imposed thermal gradient. During the freeze-back of 
the active layer, water moves to the upper (downwards freezing zone) and lower (upwards
54
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freezing zone) parts of the active layer, the last part to freeze loses water in a closed system 
(MacKay, 1984 ). After the freeze-up of the active layer, water can move upwards from the 
upper permafrost to the active layer but there is a very limited amount of water available for 
migration due to the cold temperatures. By contrast, the downward movement of water in 
the summer thaw periods takes place in an open system, because water in the thawed layer 
can be replenished by rain, snowmelt, and groundwater flow. Therefore, during the cooling 
processes of the upper permafrost in the early winter, D may be relatively greater due to the 
limited amount of water movement. In this case, the contribution of the latent heat to the 
apparent heat capacity is very limited. By way of contrast, during warming processes of the 
upper permafrost, water moves downwards to the upper permafrost and then refreezes, the 
latent heat released will increase the apparent heat capacity which results in a decrease in D. 
Depth below 1.0 m
For depths below a meter, soil temperatures have been obtained one or two times a year 
by the thermistor sensor and cable system since 1983. Before 1987 when the author joined in 
this project, temperature data were obtained by Osterkamp (unpublished research). Since the 
temperature was not logged at the same depth each time, soil temperature was set at the same 
depth with an even space interval ( 1 . 0  m) using linear interpolation.
For depths within the annual temperature variation X y, two temperature profiles were 
used for the calculation with A t =  6 8  days and Az =  1.0 m. D was estimated using (3.4). 
The criterion for the calculation was that the magnitude of the denominator of (3.4) was hreater 
than 0.03°C\ Figure 3.7 shows (a) temperature profiles and (b) the results of the calculadon. 
For depths from 3.0 to 6.0 m, D  ranges from 36 ±  2 to 42 ±  3 m : y r - 1  and the average 
value is about 40 ±  3 m 2  y r -1 . For depths from 14.0 to 25.0 m, D ranges from 42 ±  3 to 
48 ±  3 m 2  y r - 1  with an average 44 ±  3 m 2  y r-1 .
55
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(a
)
56
a.
u
a
TEMPERATURE (C )
,3 - 1 1 . 5  - 1 0 . 3  - 9 . 3
10
IS
2 0
23
i i *i i | i i i i | i i i i | i i
+ 830617 s
♦ *  *+ *
+ + *  830023
\
•■f
West Dock *+
P r u d h o e  Bey 
R le s k e
30* * ■ 1 ■ ■ -i_x
D IF F U S IV IT Y  ( m * 2 / y r )
(e )
3 | ‘ « « ■ » I ■ « ■ ■ l ■ ■ ■ ■ I « ■ ■ »
( b )
Bgura3.7 SoU tamparaturas (») and apparant thermal diffusivity (b) sstfmatsd 
using (3.4/ from soil tamparatura profllas with Ax =  1 m and At =  68 days 
at dapths batwaen 3 and 30 m at Wast Dock, Prudhoa Bay.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(m
)
57
TEMPERATURE ( C ) D IF F U S IV IT Y  < m ^ 2 /y p )
Rgura 3 4  (a) Tamparatura variation ot parmafrost balow 20 m sinca 1983 at 
Waat Dock, Prudhoa Bay, (b) Apparant tharmal diffusivity of parmafrost balow 
20 m astimatad using (3.3) from soil tamparatura profilas with A z  ranging from 
3 m to 6 m and A t  ranging from 0.8 yaars to 1.1 yaars. Datas of tamparatura 
profilas, A — Jun. 17.1983; B — Aug. 23.1983; C — Sap. 13.1984; D — Jul. 
1, 1985; E — Aug. 22.1986; F — Jun. 25.1987.
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For depths below 30 m, the time interval varied from 0.80 to 1.10 years and the corre­
sponding space interval from 3.0 to 6.0 m, depending upon the temperature difference between 
the two consecutive temperature measurements. D was estimated using (3.3) and selected 
temperature profiles with temperature data where the magnitude of the denominator of (3.3) 
was greater than 0.03°C. Figure 3.8 shows (a) the temperature variation of permafrost below 
20 m since 1983 and (b) the results of the calculation for D  based upon three temperature 
measurements ((3.3) was used). Figure 3.8 (b) shows some variation of D  at the same depth. 
This variation may be produced by variable A x  and A t, or it may be the result of the errors 
in the method. D varies from 45 ±  3 to 53 ±  4 m 2  y r - 1  and the average value is about 
49 ±  4 m 2  y r -1 . For depths below 40 m, the temperature variation is so small that the method 
is not applicable.
3.4 Summary
Soil samples were taken during the summer of 1991 to a depth of about 0.60 m to 
determine total moisture content, bulk density and the loss on ignition for three sites. It was 
found that the top 0.2 m to 0.3 m of the soils consists of live and dead organic materials mixed 
with wind blown silt The soil was drier and had less organic content at Deadhorse site than 
the other two sites. There is silt below the peat layer with a few organic inclusions. Dry bulk 
density of the mineral soils ranges from 1350 k g /m 3  to about 1500 k g /m 3. The soil moisture 
was also measured by the TDR method (Osterkamp, unpublished research) in situ and the 
results were consistent with the measurements in the laboratory, with the maximum percent 
difference less than 1 0 %.
The apparent thermal diffusivity of the active layer and upper permafrost was determined 
from soil temperature time series using a numerical scheme (Zhang and Osterkamp, see also
58
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Appendix A) . Since in practice, it is very difficult to maintain an exact even space increment 
(Ax) and even time increment (A t) for soil temperature measurements, an equation with 
uneven space increments A xi, A x 2  and even time increment At and an equation with even 
space increment Ax and uneven time increments A ti and A t2  was derived for the purpose 
of estimating the values of D. In some cases, soil temperatures at whole number depths were 
obtained using linear interpolation.
Soil temperatures were measured and recorded at depths of 2.2 cm, 7.2 cm, and 12.3 cm 
with a time interval of 10 min. D was estimated using uneven space increments Axi =  5.0 
cm, A x 2  =  5.1 cm and even time increment A t =  10 min. There were two distinct values for 
D at about 3 m z/y r  and about 6.5 ±3.5 m 2/yr .  Using the same temperature data, the thermal 
diffusivity obtained by the amplitude ratio method (Zhang, 1989) for the layer between 0.0 m 
and 0.123 m is about 12.8 ±  0.8 m z/yr ,  much higher than the average value of D obtained 
by the numerical method.
For depths between 0.4 m and 1.0 m, D was determined with A t =  1 day since the 
daily amplitude of ground surface temperature was often reduced to less than 1°C7 due to the 
insulating effect of snow cover. At West Dock, soil temperatures were measured at depths of 
0.422 m, 0.621 m and 0.722 m and apparent thermal diffusivity was estimated with uneven 
space increments Axi =  0.199 m and A x 2  =  0.101 m. Initial results showed considerable 
scatter with a range from 12.5 to -2.5 m 2/yr.  More reliable values can be obtained if the three 
temperature profiles show a continuous cooling or warming trend which gives a larger rate of 
temperature change with time and larger temperature gradients. Crossover of the temperature 
profiles reduce the rate of temperature change and temperature gradients at nodes involved, 
resulting in a decrease of D.
D was estimated by the above procedures with uneven space increments and even time 
increment at West Dock, Deadhorse arid Franklin Bluffs. D shows a strong temperature
59
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dependence at the three sites. The temperature dependence of D is thought to be associated 
with the presence, temperature dependence, and movement of unfrozen water in the active layer 
and upper permafrost. The range of temperature dependence of D at West Dock was laiger 
(from -0 .6 °  C to -8 .0° C) than at Deadhorse (from about 0° C to -4 °  C) and at Franklin 
Bluffs (from about 0° C to -3 °  C). The average value of D at West Dock for (T < - 8 °C) is 
about 7.7±2.5 m 2 /y r; about 28±3 m 2/y r  at Deadhorse (T  < -3 °  C) and about 29±3 m 2 /y r  
at Franklin Bluffs for (T < -4 .0 °  C). This indicates that soils at West Dock site (about 300 
m away from the ocean) may be different (e.g. peat) and have a higher salt content than soils 
at the other two sites.
Another noteworthy feature shows that the values of D during warming of permafrost 
are less than during cooling. It may indicate that there is a larger difference in the rate of 
change of unfrozen water content during cooling and warming processes (Zhang, 1989 ). Soil 
temperature data show that the rate of temperature change with time during the cooling process 
is much greater than during the warming process. Tice et al. (1988) showed that there is 
only a slight difference in unfrozen water content during cooling and wanning at a given 
temperature which can not explain the observations. A possible explanation for the difference 
in D may be the unequal water movement during the cooling and warming processes of the 
upper permafrost. During the cooling processes after the freeze-up of the active layer, water 
movement upwards from the upper permafrost to the active layer may be very limited due to 
its cold temperatures; while the downwards movement of water in the summer thaw periods 
takes place in an open system at warmer temperatures. This movement of the water from the 
thawed layer during warming to the upper permafrost where it may refreeze would release 
latent heat increasing the apparent heat capacity which results in a decrease in D.
For depths below a meter, soil temperature was measured with uneven space and time 
intervals at different levels. However, the displacement from each logging and uneven space
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increment is only a few centimeters compared with the 1 m increment. The soil temperature was 
set at the same level using linear interpolation. D was estimated with A x  ranging from 1.0 m 
to about 6.0 m, and A t  ranging from 2 months to 1.1 years, depending upon the temperature 
difference between the two consecutive temperature measurements. D was estimated with 
selected data and the more reliable values were chosen when A XXT  > 0.03° C. For depths 
from 3.0 to 25.0 m, the average D ranges from 36 ±  2 m 2/y r  to 44 ±  3 m 2/yr . For depths 
from 30 m to about 40 m, the average D varies from 45 ±  3 m 2/y r  to about 53 ±  4 m 2/yr.
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Seasonal Snow Cover and its Influence on the Ground Thermal Regime
CHAPTER 4
4.1 Introduction
Heat exchange between the land surface and the atmosphere is driven by climate and 
modified by local environmental factors including seasonal snow cover which experiences 
large fluctuations spatially and temporally. The thermal properties of snow introduce competing 
effects with air temperature and significantly influence the ground thermal regime. The higher 
surface albedo causes a reduction in the absorbed solar energy and results in a cooling of the 
ground. On the other hand, due to its low thermal conductivity, snow acts as an insulator and, 
as it is present only during the cold portion of the year, it can raise the MAGST by several 
degrees above the ambient MAAT.
The insulating effect of seasonal snow cover on the ground thermal regime, especially 
on the thermal regime of permafrost in cold regions, is well-known. Lachenbruch (1959) 
presented a simplified analytical solution with constant thermal properties to investigate the 
influence of snow cover on the ground surface temperature and annual amplitude. Mackay 
et al. (1975) carried out field measurements of the influence of snow on ground surface 
temperatures at a depth of 0.90 m during 1968-1973 in Garry Island, N. W. T. Their results 
show that snow-ground interface temperature varies significantly from site to site within a few 
hundred meters due to the thickness variations of the snow cover. Smith (1975) studied the 
variations in ground thermal regime over a small area in the east-central part of the Mackenzie 
Delta, Northwest Territories. The results show that snow cover is a permafrost-controlling
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factor in that area; where accumulations are greatest a talik formed due to the insulating 
effect of deep snow. Goodrich ( 1976, 1982, 1983) developed a numerical thermal model 
which included snow cover and allowed a detailed study of the effect of snow cover on long­
term, periodic, steady-state equilibrium ground temperatures. Zhang et al. (1985) found that 
due to the snow insulating effect, the lower limit of permafrost in the Altai Mountains is a 
few hundred meters higher than the lower limit in the other alpine permafrost regions in the 
Northern Hemisphere.
Snow studies in Alaska north of the Brooks Range include snow measurements and 
redistribution {Black, 1954 ; Wendler, 1974, 1978 ; Benson, 1982 ); physical and thermal 
properties {Benson, 1982 ; Liston, 1986 ; Sturm, 1991 ); heat and mass transfer in seasonal 
snow cover {Sturm, 1992 ); snow hydrology {Dingman et al., 1980 ; Hinzman, 1991 ); and 
snow as a possible indicator of climatic change {Foster, 1989 ; Dutton and Endres, 1991 ; 
Foster et al., 1991 ).
Influence of the seasonal snow cover on heat balance at the ground surface is another 
major subject in this area. Weller et al. (1972) provided the details of the tundra microclimate 
changes in the heat balance during snowmelt in the Barrow area, showing dramatic changes in 
the heat balance during this period when surface conditions were changing very rapidly. Yearly 
variations of surface albedo allow description of four distinct seasons: winter stationary, spring 
transitional, summer stationary, and autumn transitional {Maykut and Church, 1973 ). Weller 
and Holmgren (1974) conducted complete energy balance studies of the snowAundra surface 
during different times of the year and found six periods with distinctly different energy balance 
characteristics which all related to the presence or absence and conditions of the seasonal snow 
cover. A concise summary of climate, snow cover, microclimate, and hydrology of the Barrow 
area is provided by Dingman et al., (1980).
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Influence of the seasonal snow cover on the ground thermal regime could have a significant 
effect on the development of the active layer and permafrost temperatures. Outcalt et al. (1975) 
conducted a computer simulation of the snowmelt and soil thermal regime at Barrow. However, 
very little work has been done since then.
In this chapter, the development of seasonal snow cover (such as timing, duration, 
snowmelt) and its influence on the ground thermal regime (such as the ground surface and 
permafrost temperatures) are investigated.
4.2 Data Source and Methods
Air, ground surface, and soil temperatures from the surface to about 60 m depth were 
measured al different time intervals and with different instrumentation at West Dock, Deadhorse 
and Franklin Bluffs (see Chapter 2 and 3 for details). Snow data in this region were from 
various sources. Annual precipitation was measured with a Wyoming Gauge at Prudhoe 
Bay starting in the 1976-1977 hydrological year (Soil Conservation Service, 1991). The 
measurements were conducted in the first week of the month and continue until present (Clagett, 
personal communication) . Precipitation, snowfall and snow on ground were also reported at 
the meterological stations at Barrow, Barter Island, Prudhoe Bay, Umiat, and Fairbanks (Local 
Meterological Data, 1991).
The date when the seasonal snow cover first becomes established in the autumn and finally 
disappears in the spring is of particular interest for climatic change and permafrost studies. 
For sites at West Dock, Deadhorse and Franklin Bluffs, the beginning and ending of seasonal 
snow cover were determined by the sharp change in the daily amplitude of ground surface 
temperature (see Chapter 4.3.2 for details). For stations at Barrow, Barter Island, Prudhoe 
Bay, Umiat and Fairbanks, the date of seasonal snow cover appearance or disappearance was
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given as the day when a trace of snow can be observed in the autumn or can no longer be 
observed in the spring at the reporting station. The results obtained by these two methods at 
Prudhoe Bay are very consistent
4.3 Seasonal Snow Cover
Snow is a feature that responds rapidly to changing climate, and a given climate forcing 
may influence the snow cover differently in different geographic regions in its magnitude, 
timing, and evolution. The length of the seasonal snow cover affects the annual surface 
albedo, which in turn impacts the energy balance of an area. Changes in the magnitude, 
timing and evoludon processes of seasonal snow cover can provide different feedbacks to 
the climate system, and thus influence the ground thermal regime differently. The systematic 
study of snowfall and seasonal snow cover may provide a better understanding of interactions 
between the atmosphere and the ground thermal regime.
4.3.1 Timing and Duration
The seasonal snow cover lasts for eight to nine months. Benson (1982) divided the year 
into nine “winter months”, September through May, when all precipitation was assumed to 
fall as snow and three “summer months", June through August when all precipitation was 
assumed to fall as rain, estimated by the relative amount of snow and rain represented by raw 
data at Barrow and Barter Island. The “winter” can be reduced to eight months, about from 
the middle of September through middle of May, near Sagwon and Toolik Lake. Table 4.1 
shows the timing and duration of seasonal snow cover at the selected stations and sites. The 
first day snow on ground varies from late August to early October, while the date of seasonal 
snow cover disappearance in the spring can be about three weeks earlier inland than along
65
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6 6
the coast during the period of record. Length of the snow free period increases inland from
the coast which may be due to the air temperature variations from the coast to inland. Mean
monthly air temperature in April is -17.6° ±2.1° C for stations from the coast to inland. The
maximum daily air temperature is below 0° C which keeps snow from melting, although the
solar radiation increases and penetrates into the snowpack but it may be still very limited for
snow melting. As the spring progresses, increases in the air temperature inland arc much faster
than along the coast. In May, mean, air temperature inland is over 3° C higher than along the
coast and in June it is over 7° C. The snow melts faster and disappears earlier inland than
along the coast as shown in Table 4.1.
Table 4.1 Timing and duration of seasonal snow cover at the selected stations 
and sites Pt , PmQX and Pi  represent the average dates and their deviations 
of first, maximum thickness and last day of snow on ground, respectively, over 
the period specified for each station or site.
Stations Pi P max Pi Snow free 
(day)
period
Barrow Sep. 20 ±  10 Apr. 25 ±  12 Jun . 17 ±  10 95 ± 1 3 1947-1991
West Dock Sep. 14 ±  9 - Jun . 6  ±  12 1 0 2  ±  18 1986-1991
Barter Island Sep. 23 ±  8 Apr. 28 ±  27 Jun. 16 ±  8 1 0 0  ±  16 1957-1988
Deadhorse airport Sep. 6  ±  14 - M ay  28 ±  14 1 0 2  ±  18 1986-1991
Deadhorse Sep. 10 ±  15 - M ay  24 ±  17 1 1 1  ± 1 1 1986-1991
Franklin Bluffs Sep. 26 ±  18 - May  25 ±  9 117 ± 1 3 1986-1991
Umiat Oct.2 ±  6 Apr.23 ±  7 M a y 22 ±  8 133 ±  11 1978-1991
Fairbanks Oct. 10 ±  13 Feb. 24 ±  23 Apr. 29 ±  9 164 ±  11 1950-1991
Figures 4.1 and 4.2 show the first and last day of snow on the ground for the period from 
1957 through 1991 at Barrow and for the period from 1957 through 1988 at Barter Island. The 
date when seasonal snow cover first becomes established at both stations shows a relatively 
constant time over the period. However, for Barrow, there has been a trend towards earlier
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Figure 4.1 First and last day of snow on the ground surface for the period 
from 1953 through 1991 at Barrow, Alaska.
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Ftgura 4.2 First and last day ot snow on the ground surface for the period from 
1957 through 1988 at Barter Island, Alaska.
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snowmelt since about 1953 as reported by Foster (1989) and Foster et al. (1991). This trend 
is not very obvious at Barter Island over the period from 1957 to 1988. Dutton and Endres 
(1991) determined the date of snowmelt near Barrow from radiometric in situ measurements 
of the tundra solar albedo. Their results show that there is no significant trend in the date of 
snowmelt near Barrow. They believe that Foster et al. (1991) results are not typical, but 
rather a result of urbanization at Barrow.
4.3.2 Evolution of Seasonal Snow Cover
The development of the seasonal snow cover is influenced by the magnitude, timing 
and duration of snowfall, low temperatures, blowing snow, existence of permafrost, local mi­
crorelief, and snow metamorphism. The pattern of seasonal snow cover development depends 
strongly upon the magnitude and timing of snowfall. Figure 4.3 shows the average monthly 
and cumulative snowfall at Barrow over the period of record. Snowfall occurs all year along 
the coast. During the summer (June through August), snowfall is relatively small, less than 
10% of the annual total. The maximum monthly snowfall occurs in October and more than 
50% of the annual snowfall occurs in September through November. The amount of snowfall 
from December through May is relatively low and evenly distributed. This pattern is similar 
to that at Barter Island.
Figure 4.4 shows monthly, cumulative snowfall and snow on the ground and monthly air 
temperatures for the period from July 1, 1953 to June 30, 1954 at Barrow. Snowfall started 
in August but the continuous snow cover began in late September. There were two peaks of 
monthly snowfall at November of 1953 and January of 1954, and two major step increases in 
thickness of snow on ground. After January, 1954, the thickness of snow cover continued to
69
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
70
M
T I M B
Figure 4.3 Average monthly and cumulative snowfall for the period of record 
from 1921 through 1991 at Barrow, Alaska.
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increase at a relatively lower rate. The snow built to a thickness of over 20 cm within the first 
one and half months, about 50% of its maximum thickness during 1953-1954.
Wind conditions (wind speed and direction) determine the structure and thickness vari­
ations of the seasonal snow cover from place to place (Wendler, 1978 ). Wendler (1978) 
compared blowing snow and snow precipitation relationships at Barrow and Barter Island and 
found that winds from the east and west were frequently associated with blowing snow at those 
stations. Barter Island was found to receive more snow than Barrow, with most of Barter Island 
snowfall occurring with west winds and Barrow snowfall occurring with east winds.
Billelo (1969) obtained an empirical correlation formula between seasonal snow pack 
density and seasonal mean wind speed. Goodrich (1976) reported the initial wind speed for 
blowing snow is about 4 m /sec; Table 4.2 shows the average and maximum monthly wind 
speed for periods from July 1953 to June 1954 and from July 1967 to June 1968 at Barrow. 
The average monthly wind speed for these two years was about 4.5 m /aec  and 4.8 m /sec, with 
the maximum ranging from about 10 m /aec  to about 25 m/aec. These wind conditions have 
a significant effect on snow redistribution in the Arctic tundra regions. After the establishment 
of the initial snow cover, the surface roughness is reduced significantly and permits more 
effective snow drifting. Snow is deposited in drift traps and, as winter progresses, the surface 
microrelief becomes more and more subdued. Although fresh snow continues to accumulate 
throughout the winter, the steady winds constantly reshape the pattern of the seasonal snow 
cover (Dingman, 1980 ). Across the smoothed surface, barchan dunes form and move during 
storm periods. Sturm (personal communication, 1993) noted that the thickness of the seasonal 
snow cover can vary about 50% to over 100% within a few meters in the Prudhoe Bay region. 
Our field survey in Spring of 1993 near Barrow showed a similar pattern.
After the seasonal snow cover reaches its maximum thickness around late April, it starts 
to decrease. The seasonal snow cover completely disappears in the middle of June along
71
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Figure 4.4 Monthly and cumulative snowfall (A) and snow on ground, moan 
monthly air tamparatura and approximate snow build-up processes (B) during 
1953-1954 at Barrow. Alaska.
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Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Ann.
1953 — 1954
Mean 4.8 5.2 5.4 6.3 4.1 4.6 4.6 5.2 4.8 3.7 4.6 5.5 4.9
Max. 17.6 13.1 25.2 15.8 13.1 18.0 19.4 14.0 15.3 1 0 . 8 1 0 . 8 13.5 19.4
1967 — 1968
Mean 4.3 5.1 5.8 4.5 5.2 4.2 5.0 3.5 4.1 3.9 5.4 3.7 4.9
Max. 1 0 . 8 13.1 15.8 11.3 11.7 14.9 17.6 13.1 11.7 11.3 17.6 8 . 1 17.6
the coast and in late May inland. Generally, it takes 40 to 50 days for the disappearance of 
seasonal snow cover along the coast and about 30 days inland as shown in Table 4.1. This is 
probably because the surface receives more solar radiation and air temperature increases faster 
inland thiui along the coast during Spring.
Although the evolution of seasonal snow cover is a complicated process and affected by 
many factors, it can be approximated by
0  0  < t < Pi
H ,{t)  =  A  Hma* P x < t < P j  ( j
1 (1  - B ) H max P2 < t < P 3 v '
0 P3 < t < P
where H , is thickness of seasonal snow cover in meters at time, t, in days, Px is the first day
of steady seasonal snow cover on the ground, P3 is the time at which snow thickness reaches
its maximum, Hmax in m, P 3  is the last day of a steady seasonal snow cover on ground, and
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where n is a positive integer.
In (4.1), the time periods 0 < t < Px and P3  < t < P  are generally snow free, where 
P=365 days starts at July 1. During these periods, snow may stay on the ground for a few 
hours or a few days. The time period Pi < t < P2 is for the accumulating processes and 
Pi <  t < P3  for the melting processes. The accumulating and melting processes vary with 
the choice of n. Figure 4.5 shows a few possible combinations by varying n. As shown in 
Figure 4.4, n  =  1 for Px < t < P 2  and n =  3 for P2 < t < P3  would give a best fit to data.
Generally, the evolution of the seasonal snow cover throughout the winter is a continuous 
process. From the beginning when the steady snow cover is established through November 
when the active layer freezes completely, the thickness of the seasonal snow cover increases 
rapidly and has a relatively low density. At this stage, the temperature gradients are greatest 
and the depth hoar may start to form. From December through the middle decade of April, the 
maximum thickness of the seasonal snow cover is reached, the rate of snow thickness increases 
are relatively low, depth hoar and wind slab are well developed, and some fresh snow may 
exist on the top of the wind slab. As the air temperature increases, snow starts to melt in late 
April or early May.
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Figure 4.5 Approximate snow accumulation and melting processes at Barrow, 
Alaska.
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4.4 Effect on Ground Thermal Regime
Seasonal snow cover acts as an insulating layer between the atmosphere and ground 
surface and changes in timing, duration, accumulation and melting processes, thickness, struc­
ture, and physical and thermal properties would have significant effects on the ground thermal 
regime. Seasonal snow cover reduces the amplitude of daily surface temperature and the 
amount of heat exchange between the atmosphere and ground surface, thus indirectly increas­
ing ground surface temperature by several degrees.
4.4.1 Amplitude of Daily Ground Surface Temperature
The amplitude of daily temperature is defined as Ad =  ('Tmax -  Tm<„)/2. Acting as a 
filter, snow cover can reduce the amplitude of daily ground surface temperature by five to 
over 10 times compared with the amplitude of daily air temperature as shown in Figure 4.6C. 
During the winter when the seasonal snow cover exists, the amplitude of daily air temperature 
varies from 2° C to 6 ° C, while the amplitude of daily ground surface temperature underneath 
snow ranges from 0.1° C to about 1° C. During the summer, the amplitudes of both daily air 
and ground surface temperature are of the same magnitude (Figure 4.6C). There is a sharp 
change in the amplitude of daily ground surface temperature at the date when snow disappears 
in the spring and at the date when snow cover first becomes established in the Autumn. This 
sharp change in the amplitude can provide some evidence about the presence or absence of 
seasonal snow cover on the ground surface. Table 4.1 shows that the date when the ground 
surface is snow free as determined by the change in the daily surface amplitude is consistent 
with the date measured at the reporting stations when a trace (snow thickness is less than 1 . 0  
inch) was observed.
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Figure 4.0 Mean daily air and ground surface temperature (A), the difference 
between mean daily ground surface and air temperature (B), and variation of daily 
amplitude of mean ground surface and air temperature (C) from November of 
1986 to October of 1987 at Franklin Bluffs in Alaska north of the Brooks Range.
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At different times of the year, the net effect of the seasonal snow cover on the ground 
surface temperature is different. During the snow free period, in the event of snowfall, the 
instantaneous snow cover on the ground, usually lasts a few hours to a few days, may cool the 
ground surface and reduce the difference, ATga, between daily ground surface temperature and 
air temperature. The average value of ATga for summer (snow free) over five years measured 
at West Dock, Deadhorse and Franklin Bluffs was about 1.3° C as shown in Figure 4.7.
After the establishment of continuous seasonal snow cover on the ground surface, ATga 
increases. As the winter progresses, ATga becomes greater. ATga in November is always 
the greatest every year at the three sites. The air temperature can cool rapidly to -15° C or 
even lower than -20° C in a few days, while the surface temperature may stay near -5° C 
until November when the active layer freezes up (Figure 4.6A). This is because the latent heat 
released from the active layer “warms” the ground surface (Sturm, 1989) and seasonal snow 
cover with low density reduces the loss of heat from the surface to the atmosphere due to its 
low thermal conductivity. At this stage, the temperature gradients within the seasonal snow 
cover are greatest which is a favourable condition for formation of depth hoar which enhances 
the insulating effect of snow due to its low density.
During the middle of winter (December through February) when the seasonal snow cover 
becomes thicker and the active layer freezes up, the daily ground surface temperature sometimes 
can be 10° C higher than the daily air temperatures, the highest value recorded was 35° C in 
the winter of 1988 at Franklin Bluffs. In the meantime, the ground surface temperature could 
be lower than air temperature during a storm when air temperature increases by 10° to 15° C 
in a few days. This can be seen from Figure 4.6B where the daily ATga was close to 0° C or 
negative. In this case, seasonal snow cover decreases the heat flux from the atmosphere into
78
4.4.2 Ground Surface Temperature
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Figure 4.7 The difference between mean monthly ground surface temperatures 
and air temperatures for the period from 1986 through 1991 at West Dock. 
Deadhorse and Franklin Bluffs.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
ground. As a whole, the difference between MMGST and MMAT is less than the difference 
in November.
In April, when seasonal snow cover reaches its maximum thickness, ATga decreases to 
the summer average value when the ground is generally snow free as shown in Figure 4.7. 
The incoming shortwave solar radiation arid air temperature increase steadily in spring, while 
the response of the surface temperature to this increase is very slow, thus A Tga decreases 
substantially. As the melting season progresses, air temperature increases much faster than the 
ground surface temperature as shown in Figure 4.6A. During May, the average daily (Figure 
4.6A and 4.6B) and monthly (Figure 4.7) air temperatures are a few degrees higher than the 
ground surface temperatures and A Tga is negative. When snow melts at the top layer, the 
temperature gradient across the snowpack changes to near isothermal conditions. The ground 
surface and soil temperature also rose steeply during this period. As shown in Figure 4.6A, 
surface temperature increased about 10° C within a few days. Seasonal snow cover cools the 
ground surface in May. This cooling effect continues in early June until the seasonal snow 
cover is completely removed. After the disappearance of the seasonal snow cover, the surface 
temperature increases substantially (Figure 4.6A), as a whole, ATga in June is very close to 
the summer average value of A Tga as shown in Figure 4.7.
On seasonal and annual bases, seasonal snow cover can increase the ground surface 
temperature by several degrees as shown in Table 4.3. The average value for ATflo during 
winter is about 5° C to 8° C higher than during snow free period. If there were no snow on 
the ground and ATga =  1.3° C all year, the seasonal snow cover would increase MAGST by 
3° C to 6° C.
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Tabla 4.3 Temperature difference between mean ground surface temperature 
(MGST) and mean air temperature (MAT)
81
Stations 1986-87 1987-88 1988-89 1989-90 1990-91 Average
Winter (with snow cover)
West Dock 5.60 4.47 7.32 6.03 5.65 5.81
Deadhorse 8.30 5.26 12.9 6.90 13.5 8.58
Franklin Bluffs 9.66 6.70 11.40 8.02 13.40 9.38
Summer (snow free)
West Dock 1.43 1.79 -0.34 2.48 - 1.34
Deadhorse 1.03 2.04 - 1.70 - 1.59
Franklin Bluffs 1.36 0.83 0.06 1.40 - 0.91
Annual
West Dock 3.9 4.3 4.6 4.4 . 4.3
Deadhorse 5.8 5.0 - 4.0 - 4.9
Franklin Bluffs 6.8 5.9 6.8 8.8 - 7.0
MAT —  Mean air temperature in 0 C
MGST —  Mean ground surface temperature in 0 C
4.4.3 Permafrost Temperature
Permafrost temperatures are linked to the temperature at the permafrost table, and to the 
climate through the active layer, ground surface, intervening vegetation and seasonal snow 
cover. Figure 4.8 shows the difference, ATpa, between mean monthly permafrost surface 
temperatures and air temperatures over 5 years at West Dock, Deadhorse and Franklin Bluffs. 
ATpa is defined as ATpa =  Tp/ - T 0, where Tvj  is mean monthly temperature at the permafrost 
surface with depths ranging from 0.4 m at West Dock to 0.6 m at Franklin Bluffs. Variation of
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Figure 4.8 Difference between measured mean monthly permafrost surface 
temperatures and air temperatures tor the period from 1986 through 1991 at 
West Dock, Deadhorse and Franklin Bluffs.
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ATpa over a year follows a pattern similar to ATga. From May to August, AT,*, is negative 
since temperature near the permafrost surface can not rise above 0° C. The magnitude of ATpa 
is about a few degrees greater from October through March than A T ga. A T pa is close to 0° 
C in September and April as shown in Figure 4.8.
Figure 4.9 shows MAAT at West Dock, annual maximum thickness of seasonal snow 
cover at Prudhoe Bay, and permafrost temperature at 20 and 30 m at West Dock (Osterkamp, 
unpublished data) since 1983. Average air temperature over the period of record was about 
-12.0° C and average maximum thickness of snow on ground was about 12 cm. From 1983 to 
1985, average air temperature was lower than -12.0° C with very thin snow cover (less than 
10 cm). This is a very favourable condition for permafrost cooling. Figure 4.9B indicates 
permafrost temperatures decreased about 0.5° C from 1983 to 1985 at 20 m. For the period 
from 1985 to 1988, the average air temperature was almost the same as before, but the 
thickness of snow increased more than 100%, which increased the insulating effect. The 
cooling decreased more slowly and then warming started. In 1989, the higher air temperature 
and thick snow cover were favourable conditions for warming permafrost. Temperatures at 
the 30 m depth shows a similar pattern as at 20 m but with a reduced magnitude of variation 
and two to three years of phase lag. However, the insulating effect of the seasonal snow cover 
is controlled by many factors such as timing, duration, structure, accumulating processes, etc. 
Air temperature alone can not drive the changes in permafrost temperature shown in Figure 
4.9.
Another important feature is that variations in seasonal snow cover can influence the 
thermal offset in near-surface mean annual ground temperatures significantly. Thermal offset, 
as defined by Goodrich (1982) , is the difference between MAGST and MAPST. Table 4.4 
shows the values of the thermal offset measured at West Dock and Franklin Bluffs. The 
thermal offset value ranges from 0.3° C to about 1.8° C over four years of measurements at
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Figure 4.9 Mean annual air temperatures and annual maximum thickness of 
seasonal snow cover at Prudhoe Bay (A) and permafrost temperatures at depths 
20 m and 30 m at West Dock (B).
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two sites. The value of thermal offset is greatest with heavy snowfall and more snow on ground 
during the year of 1988-1989; by contrast, the value of the thermal offset is smallest with light 
snowfall and less snow on ground during the year of 1989-1990. The thermal offset is affected 
by many factors, such as the ratio of K f / K t, length of thaw season, thickness of the active 
layer and seasonal snow cover. In conjunction with the reduced heat flux resulting from the 
overlying insulating snow cover, latent heat released by the underlying active layer is sufficient 
to maintain the snow-ground interface temperature at relatively high values throughout the 
entire freeze-back period, which results in an increase in MAGST. The effectiveness of this 
mechanism is enhanced if the thawed active layer persists beyond the time of minimum air 
temperatures. Early snowfall and snow accumulation on the ground surface can make the 
thawed active layer persist longer and produce greater thermal offset values; by contrast, late 
snowfall and thin snow cover accelerate the freeze-up processes which reduces the thermal 
offset value.
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Tabte 4.4 Measured thermal offset values in near-surface mean annual ground 
temperatures.
Stations 1986-87 1987-88 1988-89 1989-90 Average
West Dock 0.8 0.8 1.8 0.3 0.9
Franklin Bluffs 1.0 1.0 1.8 0.3 1.0
4.5 Summary
The seasonal snow cover in Alaska North of the Brooks Range lasts about eight to nine 
months. The first day of the snow on the ground varies from early September to early October. 
By late April, maximum thickness of seasonal snow cover is reached. The date when seasonal
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snow cover disappears ranges from late May inland to the middle of June along the coast 
The length of the snow free period inland from the coast This is because increase in the air 
temperature inland is much faster in the spring than along the coast, which results in early 
snowmelt inland.
The date when the seasonal snow cover first becomes established shows a relatively 
constant time over the period of record; while, for Barrow, there has been a trend towards 
earlier snowmelt since about 1953. This trend is not very obvious at Barter Island (1957­
1988) and at Umiat (1978-1991). The early snowmelt at Barrow may be related to the local 
development and population expansion.
The development of seasonal snow cover is controlled by many factors, such as the 
magnitude, timing and duration of snowfall, low temperatures, blowing snow, existence of 
permafrost, vegetation, local microrelief and snow metamorphism. Summer snowfall is rela­
tively small, less than 10% of the annual total. Summer snow only lasts a few hours or a few 
days on the ground. The maximum monthly snowfall occurs in October and more than 50% 
of the annual snowfall occurs in September through November when the thickness of seasonal 
snow cover increases rapidly.
It takes 40 to 50 days for the disappearance of seasonal snow cover along the coast and 
about 30 days inland.
The evolution of seasonal snow cover can be approximated by
where H,  is thickness of seasonal snow cover in m at time t in day, Pi is the first day of 
steady seasonal snow cover on ground. Pi is time at which snow thickness is maximum S max
0
0
max
o <  t < Pi
Pi < t < p 2
Pi < t < p 3 
p 3 < t < p
(4 .1 )
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in m, P3 is last day of steady seasonal snow cover on ground, n is a positive integer and
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In (4.1), the time periods 0 < t < Pi and P3 < t < P  are generally snow free, where 
P=365 days started at July 1. During these periods, snow may stay on ground for a few 
hours or a few days. The time period Pi < t < P2 is for the accumulating processes and 
Pz < t < P 3  for the melting processes. The accumulating and melting processes vary with 
the choice of n; n  =  1 for Pi < t < P2 and n  =  3 for P2 < t < Pa would give a best fit to 
data.
There is a sharp change in the amplitude of daily ground surface temperature at the date 
when snow disappears in the spring and at the date when snow cover first becomes established 
in autumn. This sharp change in the amplitude can provide some evidence about the presence 
or absence of the seasonal snow cover on the ground surface. The date for presence or absence 
of snow on the ground determined by a change in daily surface amplitude is consistent with 
the date measured at the reporting stations when a trace (snow thickness is less than 2.5 cm) 
is observed.
Snow on the ground (a few hours or a few days) during the summer cools the ground 
surface and reduces the difference, ATga, between daily ground surface and air temperature 
due to its high albedo and snowmelt. The average value of A Tga for summer is about 1.3° C 
for the period from 1986 through 1991.
After the establishment of a continuous seasonal snow cover on the ground surface, ATga 
increases. ATfla reaches its maximum value in November due to the rapid decrease of air
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temperature, low density of snow and release of latent heat from the active layer. At this 
stage, the temperature gradient across the snowpack is greatest which is a favourable condition 
for formation of the depth hoar layer, which enhances the insulating effect of snow due to its 
low density.
During the middle of winter (December through March) when the seasonal snow cover 
becomes thicker and the active layer has frozen, ATga is mainly driven by air temperature 
changes. In general, ATga varies from a few degrees to about 10° C. An extreme value of 
ATga= 35° C was recorded in the winter of 1988 at Franklin Bluffs. In a storm event, air 
temperatures may increase rapidly ATga can be reduced to 0° C or becomes negative, that 
is, the snow cools the surface. As a whole, the average monthly ATga is less than that in 
November.
When the thickness of the seasonal snow cover reaches its maximum value in late April, 
A Tga decreases to the average summer value. This is because air temperature increases steadily 
in Spring, while the response of surface temperature to this increase is very retarded by the 
snow. During May, air temperature can be a few degrees higher than the ground surface 
temperature and ATaa becomes negative. This cooling effect continues in early June until die 
seasonal snow cover is completely removed. After the disappearance of seasonal snow cover, 
the surface temperature increases substantially, as a whole, ATga in June is very close to the 
summer average value ATga-
Seasonal snow cover can raise the seasonal and mean annual ground surface temperature 
by several degrees. The average value of ATga during winter is about 5° C to 8° C higher 
than that during the snow free period. Seasonal snow cover can increase the mean annual 
ground surface temperature by at least 3° C to 6° C.
The response of the near surface permafrost temperatures to air temperatures follows 
a pattern similar to ATga. The difference, ATpa, between the permafrost surface and air
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temperature from May to August is negative and the magnitude of ATpa is greater from 
October to March than A Tga.
Permafrost temperatures at deep levels shows a cooling trend from 1983 to 1987 and then 
warming again until 1992. Over the same time period, average air temperature was about 
-12.0° C and average maximum thickness of snow on the ground was about 12 cm. Cold air 
temperature (below -12.0° C) and thin snow cover (less than average) during the early years 
of record are responsible for the permafrost cooling. Higher air temperature and thicker snow 
cover after 1987 may have caused the warming of the permafrost. Obviously, changes in air 
temperature alone can not drive the change in permafrost temperature although the insulating 
effect of seasonal snow cover is controlled by many factors such as timing, duration, structure, 
and accumulating processes.
Thermal offset in near-surface mean annual ground temperature at West Dock and Franklin 
Bluffs ranged from 0.3° C to 1.8° C over four years of measurements. The value of thermal 
offset was greatest with heavy snowfali and thick snow on the ground during the year of 1988­
1989; by contrast, the value is smallest with light snowfall and less snow on the ground during 
the year of 1989-1990. This is probably because early and thick snow on ground can make 
the thawed active layer persist longer and the thermal offset value becomes greater, while late 
and thin snow cover accelerate the freeze-up processes which reduce the thermal offset value.
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Modeling the Influence of Snow Cover on the Ground Thermal Regime
CHAPTER 5
5.1 Introduction
The purpose for studying the relationship between permafrost development and climatic 
change includes the determination of the past ground surface temperature or heat balance at the 
ground surface and invesdgation of heat flow in the permafrost Although the driving force for 
heat and mass exchange between the atmosphere and permafrost is climate, all factors which 
affect the surface heat balance modify the magnitude of heat and mass flow. Snow cover is a 
good insulator since it is present only during the cold period of the annual temperature cycle, 
the net effect over a year is to increase MAGST, often by several degrees. Peat near the ground 
surface, in general, cools permafrost since the ratio of Jbt/Jfcy < 1 and winter is longer than 
summer in the cold regions. Vegetation may play a complicated role in development of the 
active layer during the summer and of the depth hoar layer of the seasonal snow cover during 
the winter. Therefore, in the whole system, there are several physically distinct domains, 
i.e., the atmosphere, vegetation and peat layer, seasonal snow cover, the active layer, and 
permafrost. Each is governed by different physical processes.
Nakano and Brown (1972) developed a numerical model to investigate the soil thermal 
regime at Barrow, Alaska. The upper boundary was set at the base of living plants with the 
boundary condition represented by measured temperatures. Their calculated results show good 
agreement with field measurements. Outcall et al. (1975) investigated the effect of snowmelt 
on the soil thermal regime through the numerical simulation. Ng and Miller (1977) studied the
90
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influence of tundra vegetation on soil temperatures. Goodrich (1976,1978,1982) conducted a 
numerical simulation of the influence of seasonal snow cover on the ground thermal regime 
using a one-dimensional finite difference model. The results show that seasonal snow cover 
can increase the MAGST by several degrees.
The objectives of this chapter are first, to calibrate Goodrich’s model using measured air 
and soil temperatures, seasonal snow cover, physical and thermal properties of soils; then, to 
study the response of permafrost temperature to surface temperature change; and to investigate 
the sensitivity of the soil temperature to seasonal snow cover parameters, such as timing and 
duration, thickness, depth hoar layer, accumulation and melting processes, and amplitude of 
MAAT.
5.2 Model Assumptions
A finite difference model for one-dimensional heat flow with phase change (Goodrich, 
1976, 1977, 1982) was used to investigate the effects of air temperature, seasonal snow cover 
and the active layer on permafrost temperatures. The upper boundary was set at the snow 
surface when seasonal snow cover was present and was represented by the measured daily 
mean air temperatures from October 5, 1986 to June 23, 1991 at West Dock, Prudhoe Bay. 
When snow was not present, the boundary was set at the base of the living plant layer with 
the surface temperature represented by
T , = A(Ta +  6.0)b -  6.0 (5.1)
where T , is the daily mean ground surface temperature in °C, Ta is the daily mean air 
temperature in °C, A  and B  are constants, with A  =  2.627 and B  =  0.6325. Equation 
(5.1) was obtained by correlating the measured daily mean air temperature with the ground
91
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surface temperature when the ground surface was snow free at West Dock (Figure 5.1); with 
a correlation coefficient of 0.91 and standard deviation of 0.6°C. The boundary condition 
at depth was represented by a constant geothermal heat flux (0.0565 W  m “2). The lower 
boundary was located at 150 m which is deep enough to ensure no significant effect on 
temperatures in the first 50 m below the ground surface.
The one-dimensional freezing or thawing problem with latent heat release (+) or absorption 
(-) at a fixed temperature is described by the conditions
92
. dT  
k ' t e
, dT  
~ h ~diZ
= (5-2)
and
T (z , t )  =  T j  =  constant (5-3)
at the moving interface. The heat conduction equation
d_
d t ' =  < 5 4 > 
applies in the frozen and unfrozen regions on either side of the moving phase boundary, due 
account being taken of differences in thermal properties. The initial condition is given as
T (x ,0) =  Ti(x) (5.5)
and
lim T{x , t )  = Ti(x) (5.6)*—♦00
where hf  and k% are the thermal conductivities of frozen and thawed soils, respectively, in
T is temperature in °C, x is distance in m, z  is the interface position, Cv is
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MEAN DAILY AIR TEMPERATURE
Figure 5.1 Relation between measured mean daily air and ground surface tem­
peratures when snow was not present on the ground for the period from 1986 
through 1991 at West Dock, Prudhoe Bay.
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volumetric heat capacity in M J m ~ 3K ~ l , L v is volumetric latent heat in M J / m ~ 3 and t is 
time. In this study, the soil was represented as a layered system. Thermal properties of soil 
in a single layer were constant but could vary from one layer to another with distinct frozen 
and thawed values. For the peat layer and mineral soils in the active layer and the upper 
permafrost, physical and thermal properties were obtained from Zhang (1989) and Chapter 3 
in this thesis. For depths below 50 m, material properties were obtained from Lachenbruch 
et al. (1982) . Table 5.1 summarizes the physical and thermal properties of soils used in the 
calculations. No attempt was made to account for the variations in soil thermal properties 
accompanying changes in temperature and moisture content at shallow depths. Latent heat 
release or absorption accompanying soil freezing and thawing was included, assuming that the 
phase change took place completely at the freezing point (0° C).
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Table 5.1 Summary of physical and thermal properties of soils at West Dock
Depth
(m)
Soil Type Pb
{kg /m3)
W
(%)
Dth 
{m2 /yr)
D f r
(m 2/y r)
0.0-0.35 peat 330 380 7 30
0.35-2.0 silt 1200 37 18 32
2.0-30.0 sand 1400 31 45
30.0-150.0 gravel 1620 24 55
The initial condition T{(x) was generated by equations (2) and (6) of Lachenbruch et al. 
(1988) with n  =  2, t m =  71 years (starting in 1915), Ta = 2.9°C. The analytical solution (see 
Lachenbruch et al., 1988) was fitted to the permafrost temperature data by the least square 
method to about 60 m. Then, the resulting equation was used to predict the temperature profile 
(in 1986) to a depth of 150 m.
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The thickness of seasonal snow cover was measured by the National Weather Service near 
Deadhorse airport for the same period of the soil temperature measurements in this region.
During March of 1993, a field survey of the seasonal snow cover was conducted near 
Barrow. Five cross sections of seasonal snow cover (each a few meters in length) were 
investigated. One of them was snow cover on sea ice, which had almost no depth hoar 
present, and the rest were on the Arctic tundra. The thickness of the depth hoar layer was a 
few centimeters while the thickness of seasonal snow cover varied from 20 to 50 cm on a sandy 
ground surface, usually near the shore of little ponds. On the surface where vegetation was 
well developed (with height ranging from 10 to 15 cm), the depth hoar was about 15 to 20 cm 
in thickness when the seasonal snow cover was about 20 to 30 cm. One of the cross-sections 
shows that the thickness of seasonal snow cover was about 20 cm with the depth hoar layer 
about 12 to 15 cm. The thickness of seasonal snow cover and the depth hoar layer varied 
significantly within a few meters.
The effective theimal conductivity of the depth hoar layer for Fairbanks snow (Sturm and 
Johnson, 1992) ranges from 0.026 to 0.105, with an average value of 0.063 W / m K .  For 
the purpose of this study, the effective thermal conductivity for the seasonal snow cover was 
estimated by using a series heat conduction model with
u _______ kdhkwp_____
<t>kwp +(I-<t>)kdh K ’
where k,  is the effective thermal conductivity of the seasonal snow cover, <f> is the depth 
fraction of the depth hoar layer, and kwp and kdh are thermal conductivities of the wind- 
packed and depth hoar layer, respectively. Physical and thermal properties for snow used in 
the calculations are listed in Table 5.1.
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Table 5.2 Thermal properties of snow used for modeling
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Items Values Unit
pwp 0.35 (ff/cm3)
Pdh 0.18 (9 /cm 3)
kn>wp 0.70 (W / m K )
kdh 0.10 (W / m K )
CWp 0.73 ( M J / m 3K)
cdh 0.38 (M J / m 3K )
<f> 0.30 (%)
All calculations were conducted with A t =  1 day and A* ranged from 0.02 m in the 
seasonal snow cover and near the ground surface to about 5.0 m near the lower boundary.
5.3 Results
The model was run for two different cases. Case I had the upper boundary set at the snow 
surface when snow was present on the ground and at the ground surface when there was no 
snow. The boundary conditions were represented by the measured daily mean air temperature 
data at West Dock, Prudhoe Bay when snow was present and by (5.1) when there was no 
snow. Figure 5.2 shows the input daily mean air temperature (A), thickness of seasonal snow 
cover (B) and the measured (solid line) and computed (dashed line) daily mean ground surface 
temperature (C). The results show good agreement between the measured and computed values.
Case II had the upper boundary set at the ground surface with the boundary conditions 
represented by the measured daily mean ground surface temperatures. Figures 5.3 and 5.4 show 
the comparison between the measured and computed values at depths of 0.12 m (in the active 
layer) and 0.72 m (in permafrost). In general, the computed daily ground temperatures both in 
the active layer and permafrost using Case II provide better agreement with the measured data
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Figure 52  Measured mean daily air temperature at West Dock (A), measured 
seasonal snow cover at Deadhorse Airport (B), measured mean daily ground 
surface temperature (solid line) and calculated values (dashed line) (C) for the 
period from October of 1986 through July of 1990 at West Dock, Prudhoe Bay. 
The model was run with the upper boundary set at the ground surface when no 
snow presented and at snow surface when snow presented.
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Figure 5 J  Measured (solid Una) and calculated daily active layer temperatures 
at a depth of 0.12 m below the ground surface with snow cover (i.e., using T0 as 
the appropriate surface boundary condition) (Case I, dashed line) and without 
snow cover (using the measured Tg as the surface boundary condition) (Case 
II, dotted Ine) for the period from October 5, 1966 to June 23, 1990 at West 
Dock, Prudhoe Bay
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Figure S.4 Measured (solid line) and calculated daily soil temperatures at a 
depth of 0.72 m with snow cover (Case I, dashed line) and without snow cover 
(Case II, dotted Rne) for the period from October 5, 1986 to June 23, 1990 at 
West Dock. Prudhoe Bay
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than the computed results using Case I. This is simply due to errors produced by modeling 
the effect of the seasonal snow cover on the ground surface temperatures with daily mean 
air temperature. As shown in Figure 5.4, there are, at times, significant differences between 
computed and measured temperatures in the upper permafrost.
Figures 5.5, 5.6 and 5.7 computed by case I indicate an excellent agreement, except for 
the upper 2 m, between the measured and computed ground temperatures with depth. The 
maximum difference between the measured and computed values is within 0.2oC7.
Figures 5.8, 5.9 and 5.10 illustrate the simulated results of temperature variations at depth 
using the calibrated numerical model. It clearly shows that the step or truncated sinusoidal 
temperature variation at or near the permafrost surface approaches a sinusoidal function with 
depth as illustrated by Zhang (1989) and Zhang et al. (1991). The amplitude of temperature 
variation decreased with depth and at a depth of about 30 m, the annual harmonic temperature 
wave almost disappeared, leaving the longer term temperature variation with time. From Figure 
5.8, it can be seen that the permafrost temperature increases with time as shown in Figure 4.9. 
However, from Figure 5.10, the temperature at a depth 30 m shows a cooling trend until about 
550 days from the start. This indicates the cooling period before 1986 as shown in Figure 4.9. 
At a depth of 50 m, temperature variations become very small.
5.4 Sensitivity Analysis
The seasonal snow cover, in general, can increase the annual ground surface temperature 
by several degrees. However, variation in timing and duration, thickness, accumulation and 
melting processes, structure, density and thermal properties have a significant influence on the 
insulating effect of the seasonal snow cover (Goodrich, 1982).
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Rgura 8 J  Maaaurad (aquara) and pradictad (cirda) parmatroat tamparaturaa 
with dapth on Juiy 13,1988 at Waat Dock, Prudhoa Bay, Alaska.
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Figure SM Measured (aquara) and pradtctad (circla) parmatroat tamparaturaa 
with dopth on July 13,1988 at Waal Dock. Prudhoa Say, Alaaka.
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Figure 8.7 Manured (aquara) and predicted (circle) permafraet tamparatura* 
with depth on July 13, 1990 at West Dock, Prudhoe Bay, Alaaka.
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Figure 8.8 Computed temperature variations with depth ranging from 0.521 m 
to 10 m for the period from October 5, 1986 to July 13, 1990 at West Dock, 
Prudhoe Bay, Alaska.
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Figure 5.8 Computed temperature variations with depth ranging from 12 m to 
20mforthe period from October 5,1986 to July 13,1990 at West Dock. Pnjdhoe 
Bay, Alaska.
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Figure 5.10 Computed temperature variations with depth varying from 15 m 
to 50 m for the period from October 5. 1986 to July 13, 1990 at West Dock, 
Prudhoe Bay, Alaska.
TIME (DAY)
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A few cases were computed to investigate the sensitivity of the thermal regime of the 
active layer and permafrost to changes in seasonal snow cover parameters. Equadon (4.1) was 
used to simulate the evoludon of seasonal snow cover in Alaska North of the Brooks Range. 
Air temperature variadons were approximated by
107
Td = T0 + A 0coa [u»(i +  a)] (5.12)
where Td is the daily mean air temperature, T0 is mean annual air temperature, A 0 is die 
annual amplitude of mean air temperature, io =  2 ir/P , P  = 365 days, t is dme in days and a  
is phase lag in days. Table 5.3 summarizes the range of seasonal snow cover and temperature 
parameters along the coast and inland.
Table 5.3 Range of snow cover and air temperature parameters. The coast 
area includes Barrow, West Dock, Prudhoe Bay, Deadhorse and Barter Island, 
the Inland area includes Franklin Bluffs, Umiat and Toolik Lake.
Items Coast In land Unit
Pi 77 ±  11 91 ± 1 2 (day)
Pi 299 ±  12 297 ±  12 (day)
Pz 348 ±  10 328 ±  10 (day)
Umax 35 ± 2 5 44 ± 2 5 (cm)
* 0.0 -  50 0.0 -  50 (%)
T0 -12 .3  ±  0.4 -12 .3  ± 0 .4 (°c)
A 0 16 ± 2 22 ± 2 (°c)
a 32 26 (day)
Standard reference parameters for seasonal snow cover and air temperature along the 
coast were chosen to be: Pi =  77 days (September 15, starting from July 1), Pi =  299 
(April 15), P3 = 348 (June 13), Hmax = 35 cm, <f> =  30%, Ta =  -12.3°C , A a =  16°(7 
and a  =  32 days. All of the following cases were based upon these standard parameters with
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only one of them varied each time to study their influence on the thermal regime. Material 
properties used in the calculations were the same as cases in the previous section. A linear 
initial subsurface temperature condidon was applied and the final stated results were obtained 
when the changes of mean annual temperature at x =  1.0 m was less than 0.01°C from the 
previous year. The final results include: (a) MAGST, T„  (6) MAGT, Tg at a depth of one 
meter under the ground surface, (c) thermal offset values A T =  Tg -  T „ (d) daily ground 
surface temperature, starting from July 1, during the snow-free periods (daily ground surface 
temperature was obtained from (5.1); when snow cover was present, the curve represents the 
computed snow-ground interface temperature) and finally, (e) daily ground temperature at a 
depth of one meter under the ground surface, starting from July 1.
5.4.1 Timing and Duration
Three cases were computed on the influence of the riming and duration of the seasonal 
snow cover on the ground thermal regime, assuming the other conditions are constant. For 
case 1, the seasonal snow cover started September 4 and ended June 23 with a duration of 
292 days, which was the longest observed duration of seasonal snow cover at Barrow. For 
case 2, the snow cover started on September 15 and ended on June 13 with a duration of 
271 days, which was the average duration for snow cover (the standard case). For case 3, the 
ground surface was covered by snow from September 26 to June 3, about 250 days, which 
was the shortest observed duration of snow cover. The accumulation of seasonal snow cover 
was described by equation 4.1 with n = 1 for the period Pi < t  < P2 and with n  =  3 for the 
period Pi < t  < P3, with <f> =  0.3.
Figures 5.11 and 5.12 show the results for cases 1,2 and 3, respectively. Early snow cover 
(case 1) keeps the ground from freezing and maintains the surface temperature near 0°C' for
108
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Figure S.11 Influence of the timing and duration of seasonal snow cover on 
the ground surface temperature (A) and permafrost temperature (1.0 m below 
the ground surface) (B) along the Alaskan Arctic Coast. Dashed lines stand for 
case 1, solid lines for case 2 and dotted lines for case 3 corresponding to the 
longest, average, and shortest duration, respectively.
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Figure 5.12 Influence of the timing and duration of seasonal snow cover on 
ground temperature along the Alaskan Arctic Coast, dashed line stands for case 
1, solid line for case 2, and dotted line for case 3 corresponding to the longest, 
average, and shortest duration, respectively.
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about two weeks longer compared with the results from the standard case (case 2). Late snow 
cover (case 3) allows ground freezing before snowfall. The surface temperature falls below 
-1 .0 °C  before the snow covers the ground surface. As soon as snow cover is established 
on the ground surface, it acts as an insulator and decreases the heat flux to the atmosphere. 
The surface temperature increases to near Q°C as shown in Figure 5.11 (case 2 and case 3). 
The sharp turn of the temperature curves in Figure 5.11 indicates the freeze up of the active 
layer near the beginning of November. The early snow cover on the ground provides more 
insulating effect, thus the active layer remains unfrozen (case 1) and temperature at the ground 
surface and at a depth of one meter increases compared with later snow on ground (case 2 
and case 3). As winter progresses, the temperature difference among three cases decreases. 
However, later snow disappearance (case 1) on the ground in Spring delays the wanning of 
the ground temperatures since latent heat for melting snow is a heat sink. For the same Hmax, 
the longest observed duration of snow cover increases the ground temperatures about 0.35° C 
compared to the shortest observed duration (Fig. 5.12).
Another noteworthy feature is the curvature of the mean annual temperature profile within 
the active layer. The term “thermal offset” is used to indicate the difference between the MAGT 
at the bottom of the active layer and that at the ground surface, as reported by Goodrich (1976, 
1978, 1982) , Burn and Smith (1988) and as noted in Chapter 4. In permafrost regions, the 
magnitude of the thermal offset is determined by the ground surface temperature conditions, 
the ratio of frozen to thawed soil conductivity, the length of thaw season and by the depth of 
the active layer. As shown in Figure 5.12, the thermal offset value is about -0 .4 °C  and the 
effect of timing and duration on the thermal offset is not significant between the three cases.
I l l
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5.4.2 Thickness
A few cases were computed using the same conditions as the standard case except varying 
the maximum thickness, Hmax, in (4.1). Table 5.4 summarizes the variable H max and some 
calculated results. Generally, temperatures at the ground surface and the depth of one meter 
under the surface increase as the maximum thickness of seasonal snow cover increases as 
shown in Figures 5.13 and 5.14. Case 4 with Hmax =  15 cm (dashed line in Figure 5.13) 
indicates the coldest case and the active layer freezes up about 13 days earlier than the standard 
case (case 2). Case 8 with Hmax =  50 cm (dotted line in Figure 5.13) shows the wannest case 
the active layer freezes up about 10 days later than the standard case. During the spring, the 
effect of the variable Hmax on the ground thermal regime is not very significant although case 
4 was a little warmer than the standard case. The rate of MAGST increase with the increase 
of Hmax is around 0.1°£7/cm  as shown in Figure 5.14 but this rate decreases with increasing 
Hmax- For Hmax = 50 cm, the rate is about 0.09°C/cj7i. The thermal offset value increases 
slowly with Hmax and ranges from 0.39°C7 for case 4 to 0.45°C' for case 8. The increase of 
the thermal offset value with Hmax is due to later freeze-up and longer duration of the thawed 
state for the active layer in late fall.
5.4.3 Depth Hoar Layer
The seasonal snow cover in Alaska North of the Brooks Range consists of two distinct 
layers: a wind-packed layer and a depth hoar layer (Benson and Sturm, 1993) . Generally, 
the wind-packed layer has higher density with relatively higher thermal conductivity while the 
depth hoar layer has low density with lower thermal conductivity. The thickness of the depth 
hoar layer ranges from 0% to over 50% of the total thickness of seasonal snow cover. The 
variation in thickness of the depth hoar layer has a significant effect on the ground thermal
112
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Figure 5.13 Influence of the maximum thickness of the seasonal snow cover on 
the ground surface temperature (A) and temperature at 1.0 m below the ground 
surface (B) along the Alaskan Arctic Coast. Dashed lines stand for case 4 
(B maa =  15 cm), solid lines for case 6 (Hmax =  35 cm), and dotted lines 
for case 8 (2Tma* =  50 cm)
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Figure 5.14 Influence of the maximum thickness of the seasonal snow cover 
on the ground temperature along the Alaskan Arctic Coast. Dotted line for case 
4 (Bmam =  15 cm), chain-dotted line for case 5 ( f f m0*  =  25 cm), solid 
line for case 6 (Hmaa =  35 cm), dashed line for case 7 (Hmax =  45 cm) 
and chain*dashed line for case 8 (J?maa. =  50 cm).
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Tabla 5.4 Effect of maximum snow thickness (Hmax) on the ground ther­
mal regime, MAGST represents mean annual ground surface temperature, Tg 
stands for mean annual temperature at the depth of 1.0 m, and T0jj  for the 
thermal offset value.
Cases ■ffmo*
(cm)
M A G S T
(°(7)
Tg
(°C)
Toff
(°c)
4 15 -10.62 -11.01 -0.39
5 25 -9.59 -10.00 -0.41
6 35 -8.59 -9.02 -0.43
7 45 -7.64 -8.09 -0.45
8 50 -7.17 -7.62 -0.45
regime. A few cases were computed by varying the depth fraction <f> of the depth hoar layer 
to investigate its effect on the ground thermal regime (Table 5.5).
Table 5.5 Effect of the depth hoar on the ground thermal regime, <f> stands for 
the depth fraction of the depth hoar layer.
Cases T. Tg Toff
(°c) (°c) (°c)
9 0.0 -10.72 -11.11 -0.39
10 0.1 -9.86 -10.27 -0.41
11 0.2 -9.01 -9.43 -0.42
12 0.4 -7.41 -8.62 -0.45
13 0.5 -6.62 -7.07 -0.45
Generally, both MAGST (T.) and mean annual temperature at a depth of 1.0 m increased
with increasing <f>. The results for case 9 with <j> = 0 (dashed line in figure 5.15) shows the
coldest case compared with case 10 for <f> =  0.20 (solid line in Figure 5.15) and case 11 for 
<f> =  0.50 (dotted line in Figure 5.15). It takes about one month longer to freeze-up the active 
layer with (j> =  0.50 (case 11) than without the depth hoar layer (case 9). The maximum daily
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Figure 5.15 Influence of the depth hoar layer fraction of the total thickness of 
the seasonal snow cover on temperature at the ground surface (A) and at depth 
of 1.0 m below the ground surface along the Alaskan Arctic Coast. Dashed 
lines stand for case 9 (<j> — 0.0), solid lines for case 11 =  0.20) and dotted
line for case 13 =  0.50)
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DEPTH HOAR FRACTION
Figure 5.16 Influence of the depth hoar layer fraction on temperatures at the 
ground surface (solid line) and at a depth of 1.0 m below the ground surface 
(dashed line) along the Alaskan Arctic Coast.
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temperature difference between case 9 and case 11 is over 6°C  during the mid-winter. Figure 
5.16 shows that MAGST (solid line) and mean annual temperature at a depth of one meter 
under the ground surface (dashed line) increases with increasing if). The depth hoar layer (with 
<f> =  0.50) can increase MAGST and MAGT by over 4°C. The thermal offset value increases 
slowly with <f>, ranging from -0 .3 9 °C  for <f> =  0.0 to -0.45°(7 for <f> = 0.50. This is simply 
due to the longer thawed state of the active layer.
5.4.4 Accumulation and Melting Processes
The accumulation and melting processes of the seasonal snow cover also play an important 
role in the insulation effect of the ground thermal regime. As described in Chapter 4, the 
accumulation and melting processes of snow can be described by (4.1). Four cases were 
computed by varying n in (4.1) (see Table 5.6) to investigate the response of the ground 
thermal regime.
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Table 5.6 Effect of build-up of snow cover on the ground thermal regime
Cases Pi < t < P 2 P2 < t < Pz T. Tg
°C °C
14 n = 1 n =  1 -9.50 -9.76
15 n =  2 n =  2 -10.87 -11.08
16 n =  3 n =  3 -11.59 -11.79
17 n =  1 n  =  3 -9.68 -9.92
Results for case 14 through case 17 are shown in Figure 5.17. Thicker snow cover in 
early winter (case 14, dashed line in Figure 5.17) provides the most insulating effect on the 
ground thermal regime; while thinner snow cover (case 16, chain dashed line in Figure 5.17) 
indicates the least insulating effect. Thicker snow cover in early winter (case 14) can also
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Figure 5.17 Influence of the accumulation and melting rates of seasonal snow 
cover on temperatures at the ground surface (A) and at depth of 1.0 m below 
the ground surface (B) along the Alaskan Arctic Coast. Dashed lines for case 
14, solid lines for case 17. dotted lines for case 15, and chain-dashed line for 
case 16.
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make the active layer freeze up about one month later and increase MAGST and MAGT about 
2°C compared with the thinner snow cover (case 16). The effect of snow melting processes on 
the ground thermal regime is reduced significantly compared with the accumulation processes. 
The effect of different snow melting processes in the late spring (e.g. n=l, n=2, and n=3) 
on MAGST and MAGT is reduced significantly compared with the effect of different snow 
accumulation processes in the late Fall. For n=l, MAGST and MAGT increase slightly faster 
during Spring than for n=2 and n=3 as shown in Figure 5.17. In general, n  =  1 is a favorable 
melting processes for warming the ground and n =  3 is the least favorable condition.
5.4.5 Amplitude of Mean Annual Air Temperature
An amplitude variation of MAAT can have a significant effect on the ground thermal
regime. Four cases were computed by varying the annual surface temperature amplitude A 0
to study the response of the ground thermal regime with the snow conditions along the coast.
Table 5.7 summarizes the input values for A a and some results.
Table 5.7 Effect of the amplitude of MAAT (A0) on the ground thermal regime,
Lts stands for the length of thaw season and Z  for the active layer thickness.
The calculation was conducted under the average snow conditions along the 
caost.
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Cases A 0
(°C)
MAGST
(°C)
Ta
(°C)
Tof f
(°C)
L t.
(day)
Z
(cm)
18 16 -9.56 -9.81 -0.25 79 22
19 18 -8.46 -8.92 -0.46 95 32
20 20 -8.06 -8.73 -0.67 105 40
21 22 -8.12 -9.00 -0.88 113 45
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Figure 5.18 Variation of tha upper boundary conditions with annual amplitude. 
Dashed line for A0 =  16°C . solid line for A0 =  18°(7, chain-dashed line for 
A0 =  20°C. and dotted line for A0 =  22°C .
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Figure 5.19 Influence of the annual amplitude of the mean air temperature on 
the temperatures at the ground surface (A) and at depth of 1.0 m below the 
ground surface (B). Dashed line for case 18 (,A0 =  16°C), solid line for case 
19 (A0 -  18°C). chain-dashed line for case 20 (A0 = 20°C), and dotted line 
for case 21 (Aa =  22°£7).
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Flgura 5.20 Influence of the annual amplitude of mean annual temperature on 
the ground thermal temperatures. Dotted line for case 18 (A0 =  16°C), chain- 
dotted line for (A0 =  18°C), dashed line for case 20 (A0 = 20°C), and solid 
line for case 21 (Aa =  22°C).
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As shown in Figures 5.18 and 5.19, smaller A a results in a short and cold summer and 
a longer and relatively “warm” winter, while larger A 0 would have a relatively longer and 
warmer summer and a colder winter both at the ground surface and in permafrost (one meter 
under the ground surface). The difference between the dates of the active layer freeze-up 
decreases as A a increases. The active layer freezes up about a month earlier for A a =  16°C 
than for A 0 =  18°C; and only about three days earlier for A 0 =  20°C7 than for A a = 22°C 
as shown in Figure 5.19. This may be related to the variation in the active layer thickness and 
the freezing rate with A 0. First of all, the variation of the length of the thaw season with A a is 
nonlinear as shown in Table 5.6. The thaw season is about 16 days shorter for A 0 =  16°C than 
for A a =  18°C; while only 8 days shorter for A a =  20°C7 than for A a =  22°C'. The variation 
of the active layer thickness with the length of the thaw season is not linear either, as stated 
by the Stefan problem (Lunardini, 1988 ). As a result, the rate of the thickness increase of 
the active layer with A a is reduced substantially. On the other hand, the cooling and freezing 
rates in later fall and early winter increase considerably as A 0 increases. The larger difference 
between the dates of the active layer freeze-up for A 0 =  160C and for A a =  18°C may be 
also related with the variation of the physical and thermal properties within the active layer. 
The soil profile consists of about 0.3 m peat layer with a water content of about 300% by mass 
at the top, then mineral soil with a water content of about 31% by mass is underneath the peat 
layer. The higher water content in the peat layer requires a considerable amount of latent heat 
to freeze the active layer.
Figure 5.18 shows that minimum temperatures occur in early February on the snow 
surface, and the difference between minimum temperature values with A a is equal. Due to 
the effect of the seasonal snow cover and the active layer, minimum temperatures occur at 
the middle of February at the ground surface and at the middle of March in permafrost. In 
other words, minimum temperatures at the ground surface and at depth of one meter below the
124
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ground surface lag about over one week and over one month with minimum temperature at the 
snow surface. The difference of minimum temperature between A a =  16°£7 and A a = 22°C 
at the snow surface is 8°C\ it is reduced to 4°C  at the ground surface and to 2°C at depth of 
one meter below the ground surface as shown in Figures 5.18 and 5.19.
The magnitude of the thermal offset increases with A 0 due to the increase of the active 
layer thickness and the length of thaw season as shown in Table 5.6.
The influence of the amplitude of MAAT on the ground temperature is complicated by 
the effect of seasonal snow cover and the active layer. Lachenbruch (1959) reported the 
effect of seasonal snow cover in warming the ground is increased if the surface temperature 
amplitude is increased. Goodrich (1976, 1978, 1982) made some calculations by increasing 
the surface temperature amplitude from 15°C to 170C and results show the mean annual 
temperature increases about 0.5°£7. However, this is not always true to the same extend 
when the surface temperature amplitude increases. As indicated in Figure 5.20 and Table 
5.6, the ground temperature increases as A a increases from 16°C' to 18°C'; while the ground 
temperature decreases about a few tenths degree as A a increases from 20° £7 to 22° C.
5.5 Discussion
Table 5.1 summarizes the seasonal snow cover conditions in Alaska North of the Brooks 
Range. As shown in the above section, 21 cases were computed to investigate the effect 
of changes in seasonal snow cover parameters on the ground thermal regime. Table 5.8 
summarizes the calculated results for all cases and all the results are compared with the standard 
case (case 2) along the Alaskan Arctic Coast. AT in Table 5.8 represents the difference of 
MAGST from the standard calculations.
125
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Figure 5.21 Influence of seasonal snow cover on temperatures at the ground 
surface (A) and at depth of 1.0 m below the ground surface (B) for two extreme 
cases as summarized in Table 5.9. Dashed lines stand for case 22 and solid 
lines for case 23.
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Flgura 522 Influence of seasonal snow cover on ground temperatures for two 
extreme cases as summarized in Table 5.9. Dashed line stand for case 22 and 
solid line for case 23.
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Table 5.8 Summary of calculated results for all cases. AT represents the 
dofference of mean annual ground surface temperature from the standard cal­
culations, Taf f  is the thermal offset value.
case
No.
AT
(°C)
Tof f
(°C)
Comments
1 +0.20 -0 .39 Longest duration
3 -0.13 -0 .42 Shortest duration
4 -2.03 -0 .39 H  m  ax  — 0.15m
5 - 1 . 0 0 -0 .43 H m a x  =  0.25m
7 +0.95 -0 .45 H m a x  — 0.45m
8 +1.42 -0.45 H m a x  — 0.50m
9 -2.53 -0 .39 4> = o .o
10 -1 .67 -0 .41 <f> =  0.10
11 -0 .82 -0 .42 <j> = 0.20
12 +0.78 -0 .45 <0 =  0.40
13 +1.57 -0.45 <f> = 0.50
14 +0.18 -0 .44 n = 1
15 -1.19 -0 .40 n  =  2
16 -1.91 -0 .39 n  =  3
19 +1.10 -0 .46 A 0 = 18°C
20 +1.50 -0 .67 A 0 =  20°C
21 +1.44 -0 .88 A 0 = 22°C
Table 5.8 shows that the effect of the total thickness of seasonal snow cover and depth 
hoar layer fraction are most important factors for the seasonal snow cover parameters. A 
change in the maximum snow cover thickness by 0.10 m could vary MAGST by about 1°C. 
A change in the depth hoar fraction by 10% could vary MAGST by about 0.8°C. Effect of 
changes in seasonal snow cover parameters on the thermal offset is generally not significant, 
(less than 0.1°(7). However, the combined effect of changes in all these parameters could be 
very significant. Two extreme cases were calculated to investigate this combined effect. Table 
5.9 summarizes the input data for the calculations. For early snowfall and later snowmelt
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Figure 823 Influence of air temperature and seasonal snow cover on temper­
atures at the ground surface (A) and at depth of 1.0 m below the ground surface 
(B) along the Arctic Coast (solid tine) and inland (dashed line) in Alaska north 
of the Brooks Range.
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Figure 5.24 Influence of air temperature and seasonal snow cover on ground 
temperatures along the Arctic coast (solid line) and inland (dashed line) in Alaska 
north of the Brooks Range.
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with the annual maximum snow thickness of about 0.50 m and the depth hoar layer well 
developed (case 22), the ground surface temperature could increase over 3.1°C from the long­
term average condition. On the other hand, if there is a late snowfall and early snowmelt 
with the maximum snow thickness of 0.15 cm and depth hoar layer poorly developed (case 
23), MAGST could decrease as much as 3.8°C'. The temperature difference between the two 
extreme cases is as high as 6.9°C  as shown in Figure 5.23. The active layer freezes up over 
two months earlier for case 23 than that for case 22. In Spring, the late snow melt for case 
22 prevents the rapid warming of the ground surface compared with the early snow melt as 
shown in Figure 24. Temperature at 1.0 m is slightly lower for case 23 than for case 22 due 
to the extreme cold temperature in the previous winter.
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Table 5.9 Summary of input values for two extreme cases
item case 22 case 23 Unit
Pi 66 88 (day)
Pt 358 338 (day)
P-max 50 15 (cm)
<f> 0.50 0.0 (* )
n 1 3
A 0 16 16 (°C)
T. -5 .2 -12.1 (°C)
Tg -5 .5 -12 .4 (°C)
Toff 0.3 0.3 (°C)
Micro-climatic conditions can change significantly from place to place. Each location 
has its own combination of air temperature and snow cover. The combined effect on the 
ground thermal regime can be very different. Table 5.2 summarizes the average climatic 
conditions along the coast which includes Barrow, Barter Island, West Dock, Prudhoe Bay
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and Deadhorse, and Inland which includes Umiat, Franklin Bluffs and Happy Valley stations. 
Figure 5.21 shows comparison of snow cover and air temperature effect on the ground thermal 
regime along the Arctic Coast and inland in Alaska North of the Brooks Range. Although 
their MAATs are about the same, differences in timing and duration, maximum thickness of 
seasonal snow cover, and in amplitude of mean annual air temperature results in different 
patterns of ground temperature variations with time (Figure 5.21) and a MAGT difference 
of over 1.6°(7 (Figure 5.22). This can partly explain why permafrost temperatures increase 
about 4°C from the coast to inland in Alaska north of the Brooks Range. Combined with 
the difference in vegetation and depth hoar layer development from the coast to inland, the 
permafrost temperature increase could be well understood in the regions.
5.6 Summary
A finite difference model for one-dimensional heat flow problems with phase change 
was used to investigate the effect of air temperature and seasonal snow cover on permafrost 
temperatures. The model was calibrated with the measured physical and thermal properties and 
temperature data at West Dock, near Prudhoe Bay. The upper boundary was set at the snow 
surface when seasonal snow cover was present and the boundary condition was represented 
by the measured daily mean air temperatures. For the remainder of the year, the boundary 
was set at the base of the living plant layer and the boundary condition was represented by an 
equation correlating measured daily air and ground surface temperatures.
The thickness of seasonal snow cover was measured by the National Weather Service near 
Deadhorse airport for the time same period as the soil temperature measurement in this region. 
A two layer structure (wind-packed layer and depth hoar layer) of the seasonal snow cover 
was used in the model. Thermal conductivity of the snow cover was calculated based upon an
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equation developed using series heat conduction theory. Physical and thermal properties for 
soils were obtained from Chapter 3 and Lachenbruch et al. (1982) .
Two different cases were calculated to verify the numerical model. Case I was calculated 
with the upper boundary set at the snow surface when snow was present and at the ground 
surface when snow was absent. The results show good agreement between the measured 
and calculated values. The standard deviation of the calculated daily mean ground surface 
temperature from the measured values is within 1°C. Case II was calculated with the upper 
boundary set at the ground surface and the boundary conditions represented by the measured 
daily mean ground surface temperatures. Results show that case II provides a better agreement 
with the measured temperature data than the values calculated by case I. This may be due to 
errors produced by modeling the effect of seasonal snow cover on the ground temperatures with 
daily mean air temperature. There is an offset between computed and calculated temperatures 
in the upper permafrost Results from cases I and II indicate an excellent agreement between 
the measured and calculated permafrost temperatures with depth.
Sensitivity analysis of the ground thermal regime to changes in seasonal snow cover 
parameters such as the timing and duration, thickness, depth hoar layer, accumulation and 
melting processes, and amplitude of MAAT were conducted using the calibrated numerical 
model. Twenty one cases were calculated to investigate the effect of changes in seasonal snow 
cover parameters on the ground thermal regime.
For the same air temperature conditions, the earliest snow cover on the ground keeps 
the ground from freezing and maintains the ground surface temperature near 0°C  for about 
two weeks longer compared with the results from the average case. The latest snow cover 
on ground allows ground to freeze before snowfall. Once a snow cover is established on the 
ground, the surface temperature increases to 0°C  due to the heat stored in the active layer. 
The early snow cover provides more insulating effect, thus the active layer lasts longer and
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temperatures at the ground surface and at 1.0 m are higher compared with late snow cover 
on ground. As winter progresses, the temperature difference between the two cases decreases. 
Late snow disappearance in Spring prevents the wanning of the ground due to the latent heat 
effect of snow melting. As a whole, the early snow cover and late snow disappearance on 
ground can raise the MAGST by as much as 0.35°C compared with the results for late snow 
cover in Fall and early snow disappearance in Spring. Effect of timing and duration of seasonal 
snow cover on the thermal offset is not significant.
The insulating effect of seasonal snow cover increases with increase of Hmax. The rate 
of MAGST increase with Hmax is around 0.1 °C /cm , but this rate decreases slightly with 
increasing Hmax. The thermal offset value increases slowly with H max and ranges from 
-0 .39oC for Hmax =  15 cm to -0 .47°C  for Hmax =  50 cm.
Due to the low density and low thermal conductivity of the depth hoar layer, the insulating 
effect of the seasonal snow cover increases with increasing depth hoar fraction, <f>. The rate of 
MAGST and MAGT increase with <j> is about 0.8°C7 for changes in <f> by 10%. Development 
of the depth hoar layer during early winter can have a significant effect on the rate at which 
the active layer freezes up. However, the effect of the depth hoar layer on the ground thermal 
regime during Spring is reduced substantially. The effect of the depth hoar layer on the thermal 
offset is relatively small.
Thicker snow cover in early winter provides the most insulating effect, while thinner snow 
cover indicates the least effect. A thicker snow cover in early winter can make the active layer 
freeze up about one month later and MAGST and MAGT become about 2°C higher compared 
with the effect of a thinner snow cover. The effect of different snow melting processes (e.g. 
n=l,n=2, and n=3) on MAGST and MAGT in late Spring is reduced significantly.
The combined effect of changes in seasonal snow cover parameters on MAGST and 
MAGT can be very significant. For early snowfall and later snowmelt with the maximum snow
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thickness of about 0.5 m and the depth hoar layer well developed, MAGST could increase over 
3.1°C from the long-term average condidon. For late snowfall and early snowmelt with the 
maximum snow thickness of 15 cm and the depth hoar layer poorly developed, MAGST could 
decrease as much as 3.8°C from the long-term average condidon. The MAGST difference 
between these two extreme cases could be as high as 6.9° C  and the active layer freeze up 
could be delayed about two months from one case to the other.
The calculated results also show that the combined effect of local seasonal snow cover 
and air temperature on the ground thermal regime could be very different. Although the MAAT 
along the Arcdc Coast and Inland are about the same, but differences in timing, duradon, and 
maximum thickness of seasonal snow cover and in amplitude of mean annual air temperature 
can result in different patterns of ground temperature variadons with dme. The computed 
results show that permafrost temperature can differ about over 1.6°C from the Coast to inland 
due simply to variadon in timing and maximum thickness of seasonal snow cover. Combined 
with the difference in vegetadon and depth hoar layer development from the Coast to inland, 
the permafrost temperature increase could be well understood in the regions.
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CHAPTER 6
Response of Permafrost Temperature to Changes in Climate
6.1 Introduction
Studies of the interaction between the atmosphere and permafrost can generally be divided 
into two categories: the forward problem, investigating the effects of climatic change on ground 
temperatures or the heat flow; and the inverse problem, inferring past climatic variations 
from ground temperature data. Some of this work was done in the 1920’s and the 1930’s 
{Lane, 1923 ; Hotchkiss and Ingersoll, 1934 ). Beck (1992) provides a brief review of the 
history of the forward and inverse studies. Wang (1992) summarized the last two decades 
of research. Recently Lachenbruch and Marshall (1986) and Lachenbruch et al. (1988) 
presented geothermal evidence from the Alaskan Arctic for a global warming in the last 
century. Since then, the use of borehole temperature data to study past climatic change has 
gained great attention.
It has been established that the long-term mean surface temperature (MST) of the per­
mafrost, obtained by extrapolating the deep linear portions of temperature profiles to the sur­
face, in Alaska’s Arctic Region north of the Brooks Range has recently warmed about 2 to 
4°C7 (Lachenbruch and Marshall, 1986; Lachenbruch et al., 1988; Osterkamp, 1988; Clow 
and Lachenbruch, 1990). Estimates for the start of this wanning are generally about 40 to 
80 years ago. Weather records for the North American Arctic and Alaska show that there 
was a cooling trend from about 1940 until the mid-1970s (e.g. Hansen and Lebedeff, 1987). 
However, there is no evidence for this colder period, which lasted three and one-half decades,
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in the permafrost temperature profiles. This apparent anomaly suggests that the relationships 
between air and permafrost temperatures require further investigation. Zhang and Osterkamp 
(1993a,b) investigated, through modeling, the response of permafrost temperatures in Alaska 
north of the Brooks Range to changes in climate using climatological data at Barrow. Their 
primary results show that changes in air temperature alone could not have produced the per­
mafrost warming and changes in seasonal snow cover could play an important role. Detailed 
information on the climatic change and permafrost temperatures were included in Chapter 2 
and in Zhang and Osterkamp (1993a,b) .
This chapter investigates the effects of changes in air temperatures and seasonal snow 
cover in the past, the active layer, initial temperature conditions, and variations of thermal 
properties of soils on permafrost temperatures. We will review some of the available infor­
mation on permafrost temperatures. Numerical modeling results will be presented showing 
the effects of using past air temperatures as the boundary condition at the permafrost surface, 
ground surface, and surface of the snow cover when snow cover was present and on the ground 
surface when snow cover was absent The effects of initial conditions, the presence or absence 
of a snow cover and changes in thermal properties of soils on permafrost temperatures will be 
discussed.
6.2 Model Assumptions and Data
A finite difference model for one-dimensional heat flow problems with phase change 
(Goodrich 1976, 1977, 1982) was used. This numerical model has a detailed routine for 
including the effect of snow cover on soil (active layer and permafrost) temperatures. The 
model has been modified to use weather data input files and for the long-term calculations 
needed in this research. Comparisons of model predictions with analytical solutions have been
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excellent (see Chapter 5). This numerical model has been calibrated using our unpublished 
data for conditions near the West Dock at Prudhoe Bay, Alaska which is close to site E of 
Lachenbruch et al. (1982).
Three temperature time series were used as the boundary conditions for various cases. 
The first temperature time series, named BC1, is the air temperature variations for the period 
from 1880 through 1985 for the North American quadrant of the Arctic (Hansen and Lebedeff,
1987 ) as shown in Figure 6.1C. Seasonal temperature variations were not included and daily 
temperatures were generated from mean annual temperatures by linear interpolation. The 
second temperature time series, named BC2, is the daily air temperatures for the period from 
July 1, 1923 through December 31 , 1991 at Barrow. For the period from January 1, 1949 
through December 31, 1988, daily air temperatures were obtained through the Alaska Climate 
Research Center at the Geophysical Institute, University of Alaska Fairbanks. For periods 
from July 1, 1947 through December 31, 1948 and from January 1, 1989 through December 
31, 1991, daily mean air temperatures were obtained from Local Climatological Data. Daily 
mean air temperatures for the period from July 1, 1923 through June 30, 1947 at Barrow were 
obtained from monthly mean air temperatures using the linear interpolation method. The third 
temperature time series, named BC3, is a combination of BC2 with part of Hansen’s data. 
The daily air temperatures for the period from January 1, 1880 through June 30, 1923 were 
generated from mean monthly air temperatures (Hansen and Lebedeff; 1987 ) using linear 
interpolation.
Seasonal snow cover data for the period from January 1, 1949 through December 31,
1988 at Barrow were obtained through the Alaska Climate Research Center at the Geophysical 
Institute, University of Alaska Fairbanks. For periods from July 1, 1947 through December 31, 
1948 and from January 1, 1989 through December 31, 1991, the thicknesses of the seasonal 
snow cover were obtained from the Alaska Climatological Summary. Continuous snowfall
138
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YEAR
Figure 6.1 MAAT from the U. S. Weather Bureau at Barrow ( A) and at Barter 
Island (B). The data in (C) represent the temperature variations obtained by 
Hansen and Lebedeff (1987) for the North American quadrant of the Arctic. The 
record average ( thin solid lines in A and B) and selected regression lines (thin 
solid and dashed lines in C) as used by Lachenbruch et al. (1988) are also 
shown.
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measurements at Barrow started in Fall 1923 but there were no direct measurements of snow 
cover thickness on the ground surface for the period from 1923 through 1947. However, 
the thickness of seasonal snow cover on the ground is directly related to the total snowfall, 
although wind and local microrelief can be important factors which affect the thickness of 
snow on the ground. Figure 6.2 shows the relationship between annual total snowfall and 
maximum thickness of snow on ground for the period from 1947 through 1991 at Barrow. 
The maximum thickness of seasonal snow cover can be expressed as
Hmax =  0.42P,/ +  4.70 (6.1)
where P ,j  represents the annual total snowfall in cm, with a correlation coefficient of 0.82 and 
standard deviation of ±9cm. Daily thicknesses of snow cover on the ground were generated 
using (4.1) with Hmax calculated by (6.1). The other parameters needed in (4.1) are listed in 
Table 5.1. There were only sporadic measurements of snowfall and snow on ground before 
1923.
The choice of initial conditions for modeling the response of permafrost to surface tem­
perature changes is often difficult A constraint is imposed by the long-term MST (obtained by 
extrapolating deeper temperatures to the surface) and the time when the equilibrium tempera­
ture profile was established. The possibility remains that near surface permafrost temperatures 
may have been significantly colder or warmer than the long-term mean for periods of several 
decades. Perturbations in the temperature profiles supporting this idea have not been reported. 
This problem is inherent in forward modeling of long-term permafrost temperatures.
The soil was represented as a layered system and the lower boundary was set at a depth of 
300 m with a constant geothermal heat flux. For each individual layer, the thermal properties 
were constant but varied from one layer to another with distinct frozen and thawed values.
140
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Figure 6.2 Relationship between total annual snowfall and maximum thickness 
of snow on the ground for the period from 1947 through 1991 at Barrow
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The effective thermal conductivity of the seasonal snow cover was calculated by (5.7) with all 
other parameters defined in Table 5.1.
The calculation was conducted with A t =  1 day and Az ranged from 0.02 m in the 
seasonal snow cover and near the ground surface to 5 m near the lower boundary.
6.3 Modeling Results
Table 6.1 summarizes brief information for each case. Detailed data for the calculations 
will be stated specifically for each case.
6.3.1 Effects of Initial Conditions and Air Temperature
The air temperature changes for the North American Arctic (Figure 6.1C) were used for the 
surface temperature changes of the permafrost (0o(7 corresponding to a M S T  = -12 .0 °C). 
Seasonal temperature variations were not included. Lachenbruch et al. (1988) have made 
similar calculations for their AWUNA site, about 375 km southwest of Prudhoe Bay. Physical 
and thermal parameters for the active layer and permafrost were based upon data for Prudhoe 
Bay conditions such as occur at or near site E (Lachenbruch, et al., 1982; Zhang, 1989 ) 
as shown in Table 6.2. Figure 6.3 shows the calculated permafrost temperature changes for 
different initial conditions. The initial condition in 1880 was assumed to be an equilibrium 
temperature condition with different long-term MST. In fact, air temperatures were assumed 
to be constant with the value of the long-term mean until 1880 and then to vary as shown 
in Figure 1C. For case 1, the MST=-12°£7 which was changed in increments of -1 °C  for 
case 2, case 3, and case 4. This procedure introduces a step change in 1880 ranging between 
- \ ° C  and 2°C. These curves illustrate the effects of air temperature changes and of different 
choices of the initial condition on changes in the permafrost temperatures. The results show
142
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Table 6.1 Summary of the calculation conditions, PS represents the permafrost 
surface, GS the ground surface and SS the snow surface.
143
case
No.
MST
(°C)
T0
(°C)
Snow Upper
Boundary
BC Site Period
1 -12.0 0 NO PS BC1 E 1880-1985
2 -13.0 0 NO PS BC1 E 1880-1985
3 -14.0 0 NO PS BC1 E 1880-1985
4 -15.0 0 NO PS BC1 E 1880-1985
5 -12.2 0 NO GS BC3 SB3 1880-1991
6 -12.2 -1 NO GS BC3 SB3 1880-1991
7 -12.2 -2 NO GS BC3 SB3 1880-1991
8 -12.2 -3 NO GS BC3 SB3 1880-1991
9 -12.2 -4 NO GS BC3 SB3 1880-1991
10 -13.46 0 NO PS BC1 E 1880-1985
11 -13.46 0 NO PS BC1 E 1880-1985
12 -14.21 0 NO PS BC1 E 1880-1985
13 -14.21 0 NO PS BC1 E 1880-1985
14 -12.2 0 NO GS BC2 SB3 1923-1991
15 -12.2 0 YES SS BC2 SB3 1923-1991
16 -12.0 0 NO GS BC2 E 1923-1991
17 -12.0 0 YES SS BC2 E 1923-1991
18 -12.0 0 Y E S + SS BC3 E 1880-1991
19 -12.0 0 YES++ PS BC3 E 1880-1991
20 -9.2 0 YES GS BC2 E 1923-1991
21 -12.2 0 YES GS BC3 SB3 1880-1991
22 -12.2 0 YES GS BC3 SB3 1880-1991
23 -12.2 0 YES GS BC3 SB3 1880-1991
24 -12.2 0 YES GS BC3 SB3 1880-1991
25 -12.2 0 YES GS BC3 SB3 1880-1991
+ --- Hmax =  12.7 cm
++ — Hmax =  18.0 cm
that air temperature variations since 1880 are sufficiently large to account for the geothermal
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Figure 6.3 Calculated permafrost temperature change in 1985 after removal 
of the initial linear equilibrium temperature profile, for Prudhoe Bay conditions 
starting in 1880, using BC1 for the upper boundary condition at the permafrost 
surface. For case 1 (solid line), the initial equilibrium surface temperature was 
set at - 1 2 °C  which was changed in increments of - 1  °C  for case 2 (chain- 
dotted line), case 3 (dashed line) and case 4 (chain-dashed line).
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observations provided that a sufficiently cold MST is assumed initially. Case 3 and case 4 are 
better matches to the data of Lachenbruch et al. (1986) for the Prudhoe Bay area. Depth of 
penetration of the calculated curves compared to the data shows that the calculated warming 
penetrates deeper than observed for these cases.
Table 6.2 Summary of physical and thermal properties of soils at Prudhoe Bay, 
pi stands for dry bulk density; W  for soil water content by mass; Dth and 
D f r for the thawed and frozen soil thermal dlffuslvltles, respectively.
Depth
(m)
Soil Type Pb
( k g /m 3)
W
(%)
Dth 
(m 2 /  yr)
D fr
(m 2 /yr)
0.0 - 0.35 peat 330 380 4 30
0.35 - 2.0 silt 1200 37 12 32
2.0 - 30.0 sand 1400 31 18 44
30.0 - 300.0 gravel 1620 24 23 51
Table 6.3 Summary of the physical and thermal properties of soils at Barrow, 
ph stands for dry bulk density; W  soil water content by mass; D th and D yr 
for the thawed and frozen soil thermal dlffuslvltles, respectively.
Depth
(m)
Soil Type Pb
(k g / m 3)
W
(%)
Dth
(m2 /  yr)
Dfr  
( m 2/y r )
0.0 - 0.2 peat 270 395 5 24
0.2 - 1.0 silt 1100 38 11 30
1.0 - 24.0 silt 1200 30 13 32
24.0 - 300.0 gravel 1440 22 19 35
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Figure 6.4 Assumed initial permafrost temperatures in 1680 after removal of the 
equilibrium temperatures with depth. The initial permafrost temperatures were 
generated by equations (2) and (6) of Lachenbruch et al. (1988) with n  =  2. 
t m =  35 years (prior to 1880), for case 5, T0 =  0 .0°C  which was changed in 
increments of - 1  °C for case 6, case 7, case 8, and case 9 (here Ta represents 
D in Lachenbmch's paper).
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Figure 8.5 Calculated permafrost temperature changes with time for the period 
from 1880 through 1991 at site SB3 near Barrow, using BC3 for the upper bound­
ary conditions at the ground surface. The initial MST was chosen as —12.2°C 
with T0 =  0.0°(7 for case 5.
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Figure 6 J  Calculated permafrost temperature changes from the assumed ini­
tial conditions in 1923 for the conditions at SB3 near Barrow. BC3 was used for 
the upper boundary conditions at the ground surface. The long term MST was 
chosen as -12 .2°C  with different choice of T„ as shown.
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Figure 6.7 Calculated permafrost temperature changes from the assumed ini­
tial conditions in 1949 for the conditions at SB3 near Barrow. BC3 was used for 
the upper boundary conditions at the ground surface. The long term MST was 
chosen as -1 2 .2 °C  with different choice of T0 as shown.
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Figur« 0.8 Calculated permafrost temperature changes, from the assumed ini­
tial condfflons, in 1973 for the conditions at SB3 near Barrow. BC3 was used for 
the upper boundary conditions at the ground surface. The long term MST was 
chosen as -1 2 .2 ° C  with different choice of T0 as shown.
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Figure 0.9 Calculated permafrost temperature changes, from the assumed ini­
tial condrtions, in 1991 for the conditions at SB3 near Barrow. BC3 was used for 
the upper boundary conditions at the ground surface. The long term MST was 
chosen as -12 .2°C with different choice of Ta as shown.
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Zhang and Osterkamp (1993) reported that another possibility is that the shallow per­
mafrost temperatures were colder than the assumed initial conditions. A few cases were 
calculated to verify this possibility. The upper boundary was set at the ground surface and the 
boundary condition was represented by BC3 at site SB3 near Barrow. Physical and thermal 
properties for the active layer and permafrost were based upon data for Barrow conditions 
(Lachenbruch, 1962; Brown, 1969 ; McGaw etal., 1978 ; Lachenbruch and Marshall, 1986 ) 
as shown in Table 6.3. The initial long term MST was chosen as -12 .2°C  and the long term 
temperature profile in permafrost was generated with the temperature gradient of 0.03°C/m. 
The initial colder temperature profiles for the top layer were generated by equations (2) and 
(6) of Lachenbruch et al., (1988) with n =  2, t* =  35 years (prior to 1880), T0 =  0.0°C 
which was changed in increments of - 1  °C  for cases 5 through 9 (here Ta is the same as D in 
Lachenbruch’s paper). These initial cold temperature disturbances were superimposed on the 
long-term linear equilibrium temperature profiles in the permafrost Figure 6.4 shows the ini­
tial temperature conditions used for the simulation after removal of the long term temperatures 
with depth. Figures 6.5, 6.6, 6.7, 6.8 and 6.9 show the calculated results. For Ta =  0.0°C, 
all the permafrost temperature profiles show a slight cooling from the long term MST. As T0 
decreases, permafrost temperatures increase and at the same time, the cold wave of the initial 
temperature condition moves downwards. As shown in Figure 6.9, after about 111 years, 
the temperature profiles at depth (for T0 < 0°(7) still did not reach their initial equilibrium 
condition (T„ =  0°C'). The maximum offset of temperature profiles at depths from their initial 
equilibrium condition was about —0.3°C7 in 1923 and about -0 .2°C  in 1991 for Ta = - 4 °C. 
For T0 =  -1 °C  or T0 =  - 2 °C, the maximum offsets were within -0.2°(7. The depth of 
penetration changes with time and with the magnitude of Ta. If the initial shallow permafrost 
temperatures were warmer than the assumed initial equilibrium conditions (T„ > 0°C), the 
results would show that current permafrost temperatures would be colder than the assumed
152
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initial conditions and there would be a “warm” wave moving downwards. Obviously, this is 
not possible for the problem of permafrost warming which is currently dealt with.
These results show that it is possible that the shallow permafrost temperatures were colder 
than the assumed initial equilibrium conditions, but it will require a long time for the deep 
permafrost temperatures to reach their initial equilibrium condition. Evidence for an earlier 
cold temperature wave deeper in the permafrost has not been reported. However, there is 
a possibility that these changes were small enough to be beyond the range of instrumental 
sensitivity of the current measurements.
A comparison was also made between cases where the air temperature data were used 
for the permafrost surface boundary condition and where these data were approximated by 
a straight line as in Lachenbruch et al. (1988). The initial conditions were taken to be the 
starting points of regression lines fitted to the data (Lachenbruch et al, 1988). Case 10 in 
Figure 6.10 used the air temperature data and case 11 used the single regression line from 
1880 to 1985 ( Figure 6.1C) with the initial MST offset by -1.46°C' from the long term MST 
for both cases. Case 12 used the air temperature data and case 13 used the two regression lines 
( Figure 6.1C) with an initial offset of -2 .21  °C  from the long term MST for both cases. The 
results in Figure 6.10 show that the differences between using straight lines to approximate 
the data and using the actual data are relatively small but generally measurable below about 
50 m and may be more significant above this depth.
6.3.2 Effect of Seasonal Snow Cover
A few cases were calculated to evaluate the effects of seasonal snow cover on permafrost 
temperatures for the period from 1923 through 1991 at site SB3 (see Lachenbruch and Mar­
shall, 1986 ; Lachenbruch et al., 1988 ) near Barrow. The calculations were made using the
153
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Figure 6.10 Calculated permafrost temperature changes in 1985, for Prudhoe 
Bay conditions starting in 1880, using BC1 (case 10 dotted line and case 12 
dashed line), the single regression line in Figure 6.1C (case 11 chain-dotted 
line), and the two regression lines in Figure 6.1C (case 13 chain-dashed line), 
for the upper boundary condition at the permafrost surface.
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Figure 6.11 Calculated permafrost temperature changes at site SB3 near Bar­
row using BC2 as the upper boundary condition at the ground or snow surface 
as approximate. The dotted and dashed lines represent the results of case 14 
(without snow cover). The chain-dotted and chain-dashed lines represent the 
results of case 15 (with snow cover). The dark dots are the approximate per­
mafrost temperature changes at site SB3 in 1949 (Lachenbruch et al., 1962).
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air temperatures to drive the ground surface temperatures for cases without (case 14) and with 
(case 15) a snow cover. Barrow weather data (mean daily air temperature, snowfall and snow 
cover) for the period from 1923 through 1991 were used in the calculations. Thermal proper­
ties of the snow were estimated using (4.1) and the results of Benson (1982) and Sturm (1992). 
The initial (1923) MST was assumed to be -12 .2 °C  with a thermal gradient of 0.03°C/m.  
The snow surface or ground surface, as appropriate, was taken as the upper boundary. Physical 
and thermal parameters for the active layer and permafrost were based upon data for Barrow 
conditions (Brown, 1969; McGaw et al., 1978 ; Lachenbruch and Marshall, 1986 ) as shown 
in Table 6.1. Figure 6.11 indicates the calculated results and the dots represent data which 
were obtained in 1949 at site SB3 (see Lachenbruch et al., 1962 ).
A similar case was also calculated to evaluate the effects of seasonal snow cover on per­
mafrost temperatures for conditions at site E (see Lachenbruch and M arshall, 1986; Lachen­
bruch et al., , 1988) near Prudhoe Bay. This case was calculated with the same conditions 
at site SB3 except that the initial (1923) MST was assumed to be -12 .0°C  with a thermal 
gradient of 0.019°C/m.  Physical and thermal parameters for the active layer and permafrost 
were based upon data for Prudhoe Bay conditions (Lachenbruch et al., 1982 ; Zhang, 1989 ; 
Zhang, 1 993, chapter 3 in this thesis) as summarized in Table 6.1. Case 16 was calculated 
without a seasonal snow cover and case 17 with a seasonal snow cover. Figure 6.12 shows 
the calculated results and the dots represent data which were obtained in 1973 at site E near 
Prudhoe Bay (Lachenbruch and Marshall, 1986 ; Lachenbruch et al., 1988 ).
With no snow cover (case 14) at site SB3 near Barrow, the model predicts a slight 
warming of permafrost temperatures for 1949 and a slight cooling for 1991. For conditions 
at site E near Prudhoe Bay, the model (case 16) predicts that the permafrost temperatures for 
1973 and 1991 cooled slightly from the initial conditions. These results do not agree with 
the observations at site SB3 near Barrow, at site E near Prudhoe Bay nor at other sites where
156
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Figure 6.12 Calculated permafrost temperature changes at site E near Prudhoe 
Bay using BC2 as the upper boundary condition at the ground or snow surface 
as appropriate. The dot and chain-dotted lines are for cases 14 and 16 with no 
snow cover. The dash and chain-dashed lines for 15 and 17 with snow cover. 
The dots are the approximate permafrost temperature changes at site E in 1973 
(Lachenbruch et al., 1988).
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warming has occurred. Given the assumptions, these calculations show that air temperature 
variations alone could not have produced the observed permafrost wanning.
With the snow cover (case 15 and case 17), the model predicts permafrost temperature 
changes which compare favorably with the measurements at site SB3 near Barrow and site E 
near Prudhoe Bay as shown in Figures 6.11 and 6.12. Depths of penetration for the permafrost 
temperature changes are about the same for both the model and the data at site SB3 near 
Barrow and site E near Prudhoe Bay.
Temperature variations at the ground surface control the changes of the ground thermal 
regime. Figure 6.13 shows the temperature history at the ground surface calculated by the 
model (case 14) with snow cover and measured air temperatures for the period from 1923 
through 1991 at site SB3 near Barrow. The maximum thickness of the seasonal snow cover, 
Hmax, was obtained for the period from 1923 through 1947 from (4.4) and thickness of the 
seasonal snow cover was obtained from (5.1). calculated MAGST for the period was about 
-9 .1  ±  1.5°C', while MAAT was about -1 2 .4 ±  1.20C. The difference between the calculated 
MAGST and observed MAAT for individual year ranges from 1.3°(7 to 6.1°C\ with an average 
value of 3.3 ±  1.1°C'. These values are very close to the measured values (3.0°C to 6.0°C7) as 
reported by Zhang and Osterkamp (1993) in the Prudhoe Bay region. The difference between 
the calculated MAGST and observed MAAT, in general, is smaller for the period from 1923 
through 1947 than for the period from 1947 through 1991. This could be a result of the 
method used to produce snow cover data before 1947 which was calculated from the annual 
total snowfall using (4.1). The calculated Hmax by equation 5.1 has a standard deviation of 
±9 cm  from the measured value. As shown in Chapter 5, the change of MAGST with Hmax 
is about 0.1°C/cm. Therefore, the calculated MAGST before 1947 may have an error of 
around ±0.9°C7.
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There is no clear evidence for a cooling of permafrost from 1940 to the mid-1970’s for 
the cases that included a snow cover. As shown in Figure 2.15, there is an anti-correlation 
between air temperature and total snowfall. While MAGST is directly proportional to changes 
in total snowfall, MAGST changes in the same direction as annual total snowfall does with a 
minor modification by MAAT. This indicates that the effect of changes in seasonal snow cover 
on the ground thermal regime can mask the effect of changes in MAAT.
However, these results, approximately correct predictions for both magnitude and pene­
tration depth of permafrost temperature changes, are fortuitous and misleading. One of the 
assumptions of the model was that the initial ground surface temperature (-12.2°(7) at site 
SB3 was about the same as the long-term MAAT at Barrow. The difference was about 0.2°C 
for SB3 near Barrow and about 0.4°(7 for site E near Prudhoe Bay. If this was the case, an 
extremely thin seasonal snow cover would have to be assumed prior to 1923 as reported by 
Zhang and Osterkamp, (1993) . A case was calculated to verify this hypothesis. The calcula­
tion (case 18) was carried out with conditions at site E near Prudhoe Bay. The initial long term 
MST was assumed to be -12.0°C . BC3 was used as the upper boundary condition which was 
set at the ground surface or snow surface when appropriate for the period from 1880 through 
1923. For the period from 1923 through 1991, the conditions used in the calculation were 
the same as case 17. Case 18 was calculated with Hmax = 12.7 cm (compared to an aver­
age of 34.5 cm for the period from 1923 through 1991 at Barrow) before 1923. Figure 6.14 
shows that the calculated temperature profile (case 18) in 1923 was very close to the initial 
temperature profile except that temperatures in the top 70 m were slightly higher. The model 
also calculated the correct magnitude of the permafrost warming and the depth of penetration 
in 1973. Another case (case 19) was calculated for conditions at site SB3 near Barrow with 
Hmax =  18.0 cm (average value of 34.5 cm for the period from 1923 through 1991) for the 
period from 1880 through 1923. The results (Figure 6.15) show that the calculated MST of the
160
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permafrost increased over \°C  by 1923 with the penetration depth over 100 m. Although the 
model (case 19) calculated the correct magnitude of permafrost warming near the permafrost 
surface in 1949, the depth of penetration was deeper than the measured values. Therefore, 
an extremely thin snow cover before 1923 could reduce the difference between MAGST and 
MAAT and produce a MST of permafrost which was approximately in equilibrium with the 
deep permafrost temperatures around 1920. The change from an assumed thin snow cover to 
the thicker recorded snow cover would produce the permafrost warming without the significant 
increase in MAAT as shown in Figure 6.11 at site SB3 and Figure 6.12 at site E near Prudhoe 
Bay.
However, from the sporadic snowfall measurements (1902 - 1923) at Barrow, an extremely 
thin seasonal snow cover or very little snowfall seems unlikely. Table 6.4 summarizes the 
discontinuous measurements of snowfall before 1923 at Barrow. It suggests that snowfall 
before 1923 was above the long-term average value of 71 ±  30cm. The difference between 
MAGST and MAAT prior to 1923 should be at the range from 3°C to 6°C (Zhang and 
Osterkamp, 1993) . Lack of evidence for a thin snow cover implies that (i) MST at the 
permafrost surface should have been a few degrees warmer than -12.2°C' around 1923, and
(ii) permafrost could have started warming before 1923 as the atmospheric did.
Figure 6.13 shows that the calculated MAGST was about 2°C to 4°C warmer than MAAT 
during the 1920’s at Barrow. In order to investigate the consequence of the warmer initial 
MST, a case (case 20) was calculated with an initial MST of -9 .2°C \ 3°C warmer than the 
initial MST for case 17 (1923- 1991) and other conditions were the same. Figure 6.16 shows 
that the depth of penetration is beyond 150 m by 1949, deeper than the measured penetration 
depth of about 110 m at SB3 near Barrow. Obviously, the calculated results of case 20 do not 
explain the measured permafrost warming.
161
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Figure 0.14 Calculated permafrost temperature changes since 1880 for the 
indicated times at site E near Prudhoe Bay. The maximum thickness of seasonal 
snow cover was assumed to be 12.7 cm (before 1923) (case 18) and BC3 was 
used as the upper boundary conditions. The upper boundary was set at the 
ground or snow surface as appropriate.
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Figure 8.1 S Calculated permafrost temperature changes since 1880 for the 
indicated times at site SB3 near Barrow. The maximum thickness of seasonal 
snow cover was assumed to be 18.0 cm (before 1923) (case 19) and BC3 
was used as the upper boundary condition. The upper boundary was set at the 
ground or snow surface as appropriate.
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Table 6.4 Sporadic snowfall data from 1902 through 1923 at Barrow
164
Season Snowfall
(cm)
Months
measured
Missing
months
1902-03 40.6 8 9, 12, 4, 5*
1903-04 27.2 5 9, 10, 11, 12, 1 ,5 ,6
1915-16 160.0 6 7, 8, 9, 10, 11, 6
1916-17 161.3 7 7, 3, 4, 5, 6
1920-21 87.6 9 7, 8 ,9
1921-22 85.6 12
1922-23 166.1 10 1,2
* — 1 stands for January, 2 for February, etc.
6.3.3 Effect of Thermal Properties
Variation of the unfrozen water content in the permafrost with temperature changes the 
thermal properties of permafrost. The existence of salt or brine in the permafrost decreases 
the freezing point and increases the unfrozen water content. As a result, the apparent heat 
capacity increases and apparent thermal diffusivity decreases which would decrease the depth 
of penetration of a climatic warming signal.
A few cases were calculated for conditions at Barrow to illustrate the effect of thermal 
diffusivity on the penetration depth of temperature changes. For case 21, the calculations 
were made with the thermal diffusivity 27 =  15 m 2/ y r  which was changed in increments 
of 10 m 2/ y r  for case 22, case 23, case 24 and case 25 for depths ranging from 30 m to 
300 m. Previously, a value of 35 m 2/y r  was used for deeper depths at Barrow. The initial 
equilibrium MST of the permafrost was chosen as -1 2 .2 0C. The upper boundary was set at 
the snow surface when snow was present and on the ground surface when snow was absent 
and BC3 was used as the boundary conditions. The snow cover data for the period from 1880
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Figure 6.16 Calculated permafrost temperature changes with seasonal snow 
cover for the period from 1923 through 1991 at site SB3 near Barrow (case 20). 
The initial long term MST was chosen as - 9 . 2 °C, about 3°C warmer than 
the measured values. All the other conditions are the same as case 17.
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through 1923 were generated by (4.1) with Hmax =  35 cm which was the average thickness of 
seasonal snow cover for the period from 1923 through 1991 at Barrow. The calculated results 
(Figures 6.17 through 6.20) clearly indicate the penetration depth changes with variations of 
thermal diffusivity. Interestingly, for D  =  15 m 2/yr,  the model predicts approximately correct 
penetration depth with the measured values for the main group. For D = 25 m 2 / y r  at depth 
and with the near surface conditions at Prudhoe Bay, the model predicts the correct value for 
the Prudhoe Bay group. Previously, D =  51 m 2/yr  was used below 30 m for Prudhoe Bay. 
With the higher values of D, the calculated penetration depth is much deeper than the measured 
values. This implies that the values of the thermal diffusivity used in reconstructing the MST 
history of the permafrost might be too high.
6.4 Application of the Modeling Results to Permafrost Temperature Data
There exist problems with the current analyses and interpretations of the permafrost tem­
perature data which will be explored below. Near Barrow, the measured long term MST of 
the permafrost constrains the assumed initial MST to -12 .5°C  which was the coldest mea­
sured long term MST of the permafrost. Lachenbruch et al., (1988) and Zhang and Osterkamp 
(1993) concluded that air temperature changes were large enough to account for the permafrost 
warming in the Alaskan Arctic if reasonable assumptions for the initial MST were made (see 
Fig. 6.3 and 6.10). Therefore, there is a contradiction between the assumed and the measured 
long-term MST (extrapolated from deep linear permafrost temperature profiles). However, 
if the measured long-term MST is used as an initial condition in 1923, the air temperature 
changes alone (Fig. 6.1; 6.11 and 6.12) since 1923 are not large enough to account for the 
permafrost wanning. On the other hand, if the assumed long term MST was colder than the 
measured values (Fig. 6.3 and 6.10), it would predict the correct magnitude of the permafrost
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TEMPERATURE (O
Figure 6.17 Calculated permafrost temperature changes with no seasonal snow 
cover in 1923 at site SB3 near Barrow. The dashed line represents case 21 
with 0 -15  m* / yr, the chain-dotted line case 22 with 0 -25  m 1 /yr,  the 
solid line case 23 with D = 35 m 1/y r, the chain-dashed line case 24 with 
D = 45 m 1 / y r  and the dotted line case 25 with D = 55 m*/yr.
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Figure 6.18 Calculated permafrost temperature changes with no seasonal snow 
cover in 1949 at site SB3 near Barrow. The dashed ine represents case 21 
with D-15 m* /yr,  the chain-dotted line case 22 with D-25 m * /yr,  the 
solid line case 23 with D  =  35 m */yr,  the chain-dashed line case 24 with 
D =  45 m 1 / y r  and the dotted line case 25 with D =  55 m 1 /yr.
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Figure 6.19 Calculated permafrost temperature changes with no seasonal snow 
cover in 1973 at site SB3 near Barrow. The dashed line represents case 21 
with Da15 w? / yr, the chain-dotted line case 22 with D-25 m 1 /yr.  the 
solid line case 23 with D =  35 mI /y r , the chain-dashed line case 24 with 
D =  45 ms/y r  and the dotted line case 25 with D — 55 m 2 /yr.
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Figure 6.20 Calculated parmafrost temperatura changes with no seasonal snow 
cover in 1991 at site SB3 near Barrow. The dashed line represents case 21 
with D-15 m 1 /yr ,  the chain-dotted line case 22 with D-25 m*/yr,  the 
solid line case 23 with D =  35 m 1 /yr,  the chain-dashed line case 24 with 
D =  45 m2/y r  and the dotted Hne case 25 with D =  55 m 1 /yr.
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wanning but the depth of penetration would be deeper than the measured values. Lachen­
bruch et al. (1988) claimed that the atmospheric warming started earlier than the permafrost 
warming. For these calculations, this is true only if the air temperature started warming in 
the 1880’s with an extremely thin snow cover so that the permafrost did not warm as the 
atmosphere did as illustrated by case 18 prior to 1923. Later (around 1920s), the increase in 
seasonal snow cover thickness would warm up the permafrost as indicated by cases 15 and 
17. However, the sporadic measurements of snowfall before 1923 at Barrow show that this 
situation seems unlikely. If the long-term MST around or before 1880 was about 1 to 2°C 
colder than the measured MST, it would require a long time (at least several hundred years) 
to reach the new equilibrium condition. Even if the long-term MST from deep permafrost 
temperature profiles show the same value as the measured MST but with a few degree colder 
for the upper layers as the initial condition (see Figure 6.4), it still requires a long time to reach 
the original equilibrium temperature profiles (Figures 6.5 through 6.9). In this case, the timing 
when the long-term MST was established at the permafrost surface is critical to understand the 
permafrost wanning and it is likely that the measured long-term MST was established before 
or around 1880 with a magnitude of about -12 .2  to -12 .5°C  near Barrow.
Effects of the seasonal snow cover on the ground thermal regime has to be considered in 
the context of studies of the permafrost temperature response to climatic change. The results 
from case 15 and 17 can correctly predict both the magnitude of permafrost temperature 
changes and the penetration depth of these changes. However, suddenly placing a snow cover 
on the ground would be equivalent to wanning the ground surface by several degrees in a 
step change. For these results and data to be compatible, it would have to be assumed that 
an extremely thin snow cover existed prior to 1923. The results from case 19 shows that an 
extremely thin snow cover (about 12.7 cm) can reduce the temperature difference between 
MAGST and MAAT to about 1°C  or less and produce a MST of the permafrost which was
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approximately in equilibrium conditions with the deep permafrost temperatures around 1920’s. 
However, from the sporadic snowfall measurements before 1923 at Barrow, an extremely thin 
snow cover appears to be unlikely since the snowfall was above the long-term average value 
of 71 ±  30cm. In this case, the temperature difference between MAGST and MAAT should 
be in the range from 3°C  to 6°C. This implies that the MST of permafrost was al least a few 
degrees warmer than -12.2°(7 at site SB3 near Barrow and — 12.0oC at site E near Prudhoe 
Bay around 1920’s. The calculation (case 20) with warmer initial MST ( -9 .2 °C) shows that 
the penetration depth (beyond 150 m) is much deeper than the measured values (about 110 
m). This conclusion contradicts the result that the temperature difference between MAGST 
and MAAT was small, probably less than 1°C around the 1920’s. However, this conclusion 
is consistent with the results that the long-term MST of the permafrost was established before 
or around 1880. The long-term MST of the permafrost (extrapolated from deep permafrost 
temperature profiles) averaged about -10.9° ±  0.6°C' in the region while MAAT was about 
at least 3 to 40C colder than the MST of permafrost. This temperature difference could be 
partially caused by seasonal snow cover as shown in Figure 6.13. Therefore, it is reasonable to 
conclude at this stage that the long-term MST of permafrost was established around 1880 and 
permafrost started warming as the same time as the atmosphere starting warming in 1880’s. 
The difference in the magnitude of the permafrost warming from site to site may be caused by 
local factors such as soil type, microrelief, moisture conditions, but variations in the seasonal 
snow cover and vegetation may be the most important factors. For example, changes in total 
thickness and depth hoar layer of seasonal snow cover can result in a change in MAGST 
several degrees respectively (see chapter 5).
The major factor that controls the rate of temperature change and the depth of penetration 
is the thermal diffusivity of permafrost although the penetration depth varies with time and 
the magnitude of the permafrost temperature changes at the surface. The calculated results
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in case 21 through 25 show that low thermal diffusivity would reduce the penetration depth 
significantly. The model predicts an approximately correct penetration depth compared with 
the measured depth with D =  15 m 2 /y r  for the main group and D = 25 m 2/yr  for the 
Prudhoe Bay group.
The thermal diffusivity of permafrost varies with soil type, ice and unfrozen water content 
and the salinity of the pore water in permafrost, through its effect on the unfrozen water content, 
can reduce the thermal diffusivity dramatically. Osterkamp (1987) calculated that the thermal 
diffusivity is about 20 m 2 / y r  for subsea permafrost containing sea water brine at about -10°C . 
Osterkamp (1989) also reported that saline permafrost might be expected in coastal areas as 
a result of airborne salts, seawater flooding, and variations in ground surface and sea levels 
over geologic time. He reported that such occurrences have been found at Nome, Kotzebue, 
Barrow, Prudhoe Bay and at other sites along Alaska’s extensive coast. Evidence for extremely 
high pore water salinities have been found in well logs by Osterkamp and Payne (1981) within 
continuous permafrost in coastal areas. Collett (1993) has systematically examined those well 
logs and reported that the ice-bearing permafrost interval is not vertically continuous, but rather 
it is interrupted by numerous intervals or zones in which the ice content is greatly diminished 
or absent due to the extremely high salinity of the pore water. The salinity of the pore water 
could be as high as 130 ppt, more than three times higher than the normal sea water. The 
most prominent anomaly occurs within 50 m to 250 m of the surface with a range in thickness 
from 50 m to 100 m, where the permafrost warming has occurred during the last century or 
so. The high salinity in permafrost would reduce the thermal diffusivity so that the penetration 
depth would be reduced significantly compared with the results obtained from the current high 
thermal diffusivity values. The variations of the penetration depth from site to site may be 
related mainly to the changes in soil type and salinity of the pore water in permafrost.
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Based upon the discussions above, the following conclusions can be made: (i) The dif­
ference between MAGST and MAAT prior to 1923 near Barrow should average at least 3°C 
since available measurements suggest that the snowfall may have been above the long term 
average value. This implies that the MST of the permafrost should have already been a few 
degrees warmer than -12.2°C' around 1923. It suggests that permafrost could have started 
warming before 1923 as did the atmosphere, (ii) Due to the constraint of the long term MST 
(extrapolated from linear portion of deep permafrost temperature profiles) which requires a 
long time (hundreds of years) of relatively stable air temperature and ground surface condi­
tions to be established, it was impossible to assume the initial MST around the 1880’s was 
colder than -12.5°(7 which was the coldest long term MST of the permafrost near Barrow,
(iii) The current thermal diffusivity values used in the calculations may be too high since the 
high salinity of pore water in permafrost could reduce the thermal diffusivity significantly so 
that the penetration depth would be reduced dramatically.
From all of these points of view, the general conclusion can be made: the long term MST 
of the permafrost was established before 1923, probably in the late 1800’s. Permafrost started 
warming at the same time as the atmosphere started wanning, about 1890. Variations in the 
penetration depth may be related to changes in thermal properties of permafrost, variations in 
the magnitude of the permafrost surface warming may be due to local factors such as soil type, 
vegetation, microrelief, soil moisture condition, and seasonal snow cover. Changes in seasonal 
snow cover may be the dominant factor which influences the local ground thermal regime.
6.5 Relation to Climatic Change
A comprehensive review of climatic history in geologic time is far beyond the scope of 
this thesis, but a general outline of the climatic change for the last few thousand years in the
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Arctic, especially in Alaska, is necessary as background information. According to Maxwell,
( 1987) , in the Arctic, the climate became increasingly warmer and wetter, reaching a peak 
about 5000 years B.P., often called the “postglacial climatic optimum warm period”. After 
the climatic optimum, a cooling period or “Neoglaciation” followed for around 3000 years 
B.P. According to Williams and Wigley (1983), there were three recent climatic excursions: a 
cold period between the 8th and 10th centuries, the medieval little optimum around the 12th 
century, and the Little Ice Age around the 17th century. The same pattern is reported by Calkin 
(1988) in Alaska. Distinct but generally minor glacier advances occurred in many areas about 
1200 years B.P., followed by a warm period until the strong advances of the Little Ice Age 
between 400 and 100 years B.P.
The long term MST of the permafrost (extrapolated from deep permafrost temperature 
profiles) may have been established during the last millenium or so. Permafrost temperature 
might respond to the atmospheric warming in the 1880s. However, compared with 2°C  to 
4° C wanning of the permafrost surface temperature, the increase in MAAT (about 2°C) is not 
enough to account for the permafrost warming if we consider the early air temperature cooling 
was a short term fluctuation during the 1880’s. One possibility is that during the 1880s 
vegetation might have been poorly developed due to the cooler MAAT (about 3°£7 colder 
than the historic long term mean at Barrow). Poorly developed vegetation would reduce the 
thickness of the depth hoar layer of seasonal snow cover and the insulation effect of the seasonal 
snow cover. As the air temperature gradually increased, vegetation may have subsequently 
recovered. Denser vegetation would increase the insulating effect of the snow cover through its 
effect on the thickness of the depth hoar layer. This would increase the temperature difference 
between the MAGST and MAAT so that the increase in of the MST of permafrost would 
be more than that of MAAT (the interaction of vegetation and seasonal snow cover could 
have amplified the signal of air temperature changes in the permafrost). This mechanism can
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be verified by the current climatic conditions and permafrost temperatures in Alaska north 
of the Brooks Range (see chapters 2 and 4). The MAAT north of Umiat in the Alaskan 
Arctic was about -12 .4  dh 0.3°C from 1987 to 1991, while mean annual temperatures near 
the permafrost surface ranged from - 9 °C along the coast to about - 5 °C inland. Although 
the longer thaw season and higher summer air temperature may play an important role in 
increasing the permafrost temperature inland, the interaction of local microrelief and vegetation 
with snow appears to change the insulating effect of seasonal snow cover and may be the major 
factor which controls the permafrost temperatures during the winter and thus the mean annual 
temperature near the permafrost surface.
6.6 Summary
A finite difference model for one-dimensional heat flow problems with phase change 
(Goodrich, 1977) was used to investigate the effects of air temperature, seasonal snow cover, 
the active layer, initial temperature conditions in permafrost, and variations in the thermal 
properties of soils on permafrost temperatures. Simulations were carried out using past air 
temperatures for the boundary conditions at the permafrost surface, ground surface, or surface 
of the snow cover. The effects of initial conditions, active layer, snow cover, thermal properties, 
and the use of approximations for the surface temperature history on permafrost temperatures 
were examined in this investigation.
When air temperature variations in the North American Arctic were applied to the per­
mafrost surface at Prudhoe Bay, it was found that the permafrost temperature variations de­
pended strongly on the choice of initial conditions. If the initial MST near Barrow was 
chosen close to the measured long term MST of the permafrost near Barrow, the air temper­
ature changes since 1923 would not be laige enough to account for the permafrost warming.
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Lachenbruch et al. (1988) stated that the air temperature variations since 1880 are large 
enough to account for the geothermal observations by assuming the initial long term MST of 
the permafrost was about 1.5 to 2.2°C colder than the measured long term MST of the per­
mafrost. These assumptions are unrealistic since the long term MST of the permafrost requires 
many centuries to be established. An alternative explanation of the last result is that the shallow 
permafrost temperatures were colder than the assumed initial conditions. The calculated results 
show that it is possible that the shallow permafrost temperatures were colder than the assumed 
initial long term conditions, but it would require a long time for the permafrost temperatures 
to reach their initial long term MST. The differences between using air temperature data at the 
permafrost surface compared to using straight line approximations to the data were small but 
measurable below about 50 m and may be more significant above this depth.
Barrow air temperatures (1923-1991) used for the ground surface boundary condition 
(active layer but no snow cover) at a site SB3 near Barrow and at site E near Prudhoe Bay 
produced little change in permafrost temperatures from the initial condition. This result is 
inconsistent with permafrost temperature observations at site SB3 and at site E and confirms 
that air temperature variations alone (since 1923) cannot account for warming of the per­
mafrost. When the snow cover was added, the model correctly predicted both the magnitude 
and penetration depth of permafrost temperature changes. The temperature history at the 
ground surface calculated by the model with snow cover shows that the difference between 
MAGST and MAAT ranges from 1.3°<7 to 6.1°C, with an average value of 3.3 ±  1.1°C. 
This value is consistent with the measurements in the Prudhoe Bay region. There is no clear 
evidence for a cooling of permafrost from 1940 to the mid-1970s for cases that included a 
snow cover. This indicates that the effect of changes in the seasonal snow cover on the ground 
thermal regime may be significant. For the observations and predictions to be compatible 
when the snow cover was added, the initial ground surface temperature must have been about
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the same as the MAAT. This implies a very thin snow cover prior to 1923. The calculated 
results show that an extremely thin snow cover prior to 1923 could reduce the temperature 
difference between MAGST and MAAT significantly, but the sporadic measurements show 
that snowfall was above the long term average value of 71 ±  30 cm. This implies that (i) 
MST of permafrost around 1923 was at least a few degrees warmer than the long term MST of 
permafrost extrapolated from deep permafrost temperature profiles, (ii) permafrost had started 
warming before 1923 as the atmosphere had.
The model predicts that the penetration depth changes with variations of thermal diffusivity 
for the same upper boundary conditions. The current values of thermal diffusivity used for 
the calculations were about 35 m 2/ y r  near Barrow and about 51 m 2/y r  near Prudhoe Bay. 
The penetration depth near Prudhoe Bay is about 30% deeper than that near Barrow since 
1923. The model predicts correct penetration depth compared with the measured value for 
D = 15 m 2/ y r  for the main group and for the Prudhoe Bay group with D = 25 m 2/y r  
since 1880. With higher values of D, the calculated penetration depth is much deeper than the 
measured values. This implies that the values of the thermal diffusivity used in re-constructing 
the MST history of the permafrost might have been too high.
By applying those calculated results to permafrost temperature data, we can conclude 
that the long term MST of the permafrost may have been established before or around 1880. 
Permafrost started wanning at the same time as the atmosphere did in the middle 1880’s. 
Variations in the penetration depth may be related to changes in the thermal properties of 
permafrost. Variations in the magnitude of the permafrost surface warming may be due to 
the effect of local factors such as soil type, microrelief, soil moisture condition, and seasonal 
snow cover. Changes in seasonal snow cover and vegetation appears to be the dominant factors 
which influence the local ground thermal regime.
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Although the timing of the permafrost warming was the same as the atmospheric warming, 
the magnitude of the permafrost warming is still greater than that of MAAT. This can be 
explained by the effect of the interaction of local microrelief and vegetation with snow. The 
effect of the interaction of vegetation and snow cover may have amplified the signal of air 
temperature changes in permafrost. This mechanism can be verified by the current climatic 
conditions and permafrost temperatures in Alaska north of the Brooks Range.
179
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 7 
Summary
7.1 Climate and Climatic Change
Air temperatures in Alaska north of the Brooks Range are strongly affected by marine 
influences. Table 7.1 summarizes the range of climatic parameters. The mean annual air 
temperature (MAAT) for stations within about 100 km from the Arctic Coast is about —12.4 dh 
0.4°C\ while the annual amplitude of MAAT ranges from 16.0o£7 along the coast to 22.0°C' 
inland. The reduction of the annual amplitude along the coast is due not only to the lower 
summer temperatures but also the relatively warmer winter temperatures. Freeze and thaw 
indices range from about 4700 and 300 degree-days along the coast to about 5400 and 920 
degree-days inland, respectively. The air temperature gradient inland from the coast changes 
seasonally and its magnitude is greater during the summer (over 6.0°(7/100 k m  in July) than 
during the winter (about -3.0 to -4.0°C'/100 k m  in January).
Precipitation changes strongly with elevation. The 30-year average indicates precipitation 
ranges from 180 mm for the Coastal Plain to about 640 mm at Atigun Pass. Over 60% of 
precipitation falls in the winter (September through May) as snow, and the rest comes as 
rain. Air temperature between stations and sites are linearly correlated; while correlations of 
precipitation and snowfall are relatively poor.
Air temperature trends at Barrow follow those for Alaska, the North American Arctic 
and the Arctic as a whole showing an increasing trend until 1940, a decreasing trend to the 
mid-1970s and then an increase to warmer temperature during the late 1970s and 1980s. The
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Table 7.1 Climate and Permafrost Conditions in Alaska North of the Brooks
Range
Arctic
Foothills
Arctic
Inland
Arctic
Coast
Distance to the ocean (km) 150 - 300 20 - 150 < 20
Elevation (m) 300 - 900 50 -400 < 50
Air temperature (°C)
Mean annual -8.6 -12 .4  ± 0 .4 -12 .4  ±  0.4
Range of mean annual -8.0 to -10.0 -10.5 to 14.5 -10.5 to -14.5
Annual amplitude 16.8 21.1 ± 0 .5 17.5 ±1 .2
Temperature (°C)
Ground surface - -6 to -7 -7 to -9
Permafrost Surface -4 to -6 -6 to -8 -8 to -9
Precipitation (mm)
Snow 186 117 104
Rain - 113 108
Annual total 324 230 212
Degree-day (°C -  day)
Freeze 3995 5283 ±  74 4930 ±  151
Thaw 800 932 ±  165 420 ±  123
Thaw season (days) - 128 ±  12 94 ± 11
Thickness of the active layer (m) - 0.6 - 0.8 0.4 - 0.6
Permafrost Thickness (m) ~  250 ~  300 - 500 ~  600
wanning in the North American Arctic and the Arctic could have started as early as during the 
mid-1880s. The power spectra for air temperature time series at Barrow show that MAAT had 
a strong signal at P=10.3 years which may represent the solar cycle and P=19.7 years which is 
close to the lunar-solar signal. Freeze and thaw indices, precipitation and snowfall also show 
peaks with similar periods.
Departures of the MAAT, freeze and thaw index from their long-term means at Barrow 
show that variation of freeze index is over three times greater than the thaw index. The standard
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deviation for monthly air temperatures from their long-term means is about two times greater 
during winter months than during summer months. These results indicate that the change of the 
MAAT is mainly controlled by the variation of winter temperatures. The variation of summer 
temperature is not significant to the variation of MAAT. One should be very careful when tree 
ring data are used to reconstruct the paleoclimate in Alaska north of the Brooks Range, which 
is mostly related to the summer temperatures.
There was a trend with greater snowfall during colder years and smaller snowfall during 
warmer years.
7.2 Physical and Thermal Properties of Soils
It was found that the top 0.2 and 0.3 m of the soils consists of live and dead organic 
materials mixed with wind blown silt. Below the peat layer is silt with a few organic spot. 
Dry bulk density of the mineral soils ranges from 1350 k g /m 2 to about 1500 k g /m 2. The soil 
moisture was also measured by TDR method (Osterkamp, unpublished research) in situ and 
results were very consistent with the measurements in laboratory, with the maximum percent 
difference less than 10%.
The apparent thermal diffusivity of the active layer and upper permafrost was determined 
from soil temperature time series using a numerical scheme (Zhang and Osterkamp, 1993 , 
see Appendix A) with uneven space and time intervals. Table 7.2 summarizes the calculated 
results for temperatures below —8°C for the West Dock site and below -4 °  C for Franklin 
Bluffs and Deadhorse sites.
A noteworthy feature shows that the values of D during warming of the soil and permafrost 
are less than during cooling. It may indicate that there is a larger difference in the rate of 
change of unfrozen water content during cooling and warming processes (Zhang, 1989 ). Soil
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Tablo 7 2  Apparent Thermal Diffusivity near Prudhoe Bay
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Depth (m) Franklin Bluffs Deadhorse West Dock
0.0 ~  0.2 - - 6.5 ± 2
0.4 ~  0.9 29 ± 3 28 ± 3 8 ±  3
3.0 ~  25.0 - - 36 to 44
25.0 ~  50.0 - - 45 to 53
temperature data show that the rate of temperature change with time during the cooling process 
is much greater than during warming process. Another explanation for the difference in D may 
be due to the unequal water movement during the cooling and wanning processes of the upper 
permafrost. During the cooling and after the freeze-up of the active layer, limited water may 
move upwards from the upper permafrost to the active layer due to its cold temperatures; while 
the downwards movement of water in the summer thaw periods takes place in a relatively warm 
open system. When water moves down from the thawed layer during the warming processes 
to the upper permafrost and refreezes, the latent heat released will increase the apparent heat 
capacity which results in the decrease of D.
7.3 Seasonal Snow Cover
The date when the seasonal snow cover first becomes established shows a relatively 
constant time over the period of record; while, for Barrow, there has been a trend towards 
earlier snowmelt since about 1953. This trend is not very obvious at Barter Island (1957­
1988) and at Umiat (1978-1991). The early snowmelt at Barrow may be related to the local 
development and population expansion.
Summer snowfall is relatively small, less than 10% of annual total, snow only lasts a few 
hours or a few days on ground. The maximum monthly snowfall occurs in October and more
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than 50% of annual snowfall occurs in September through November, and the thickness of 
the seasonal snow cover increases rapidly. The temperature gradient across the snowpack is 
greatest, the density is low, and the depth hoar layer starts to form.
It takes 40 to 50 days for the disappearance of seasonal snow cover along the coast and 
about 30 days inland.
The evolution of seasonal snow cover can be approximated by
where H t is thickness of seasonal snow cover in m at time t in day, Px is the first day of 
steady seasonal snow cover on ground, Pi is time at which snow thickness is maximum Hmax 
in m, P3 is last day of steady seasonal snow cover on ground, n is a positive integer and
In equation (7.1), the time periods 0 < t < Pi and P3 <  t  < P  are generally snow free, 
where P=365 days started at July 1. During these periods, snow may stay on ground for a 
few hours or a few days. The time period Pi < t < P2 is for the accumulating processes and 
P2 < t < P3 for the melting processes. The accumulating and melting processes vary with 
the choice of n, n  =  1 for Pi <  t < P2 and n =  3 for P2 < t < P3 gives the best fit to data.
0 <  t < Pi
Pi < t < P2 
P2 < t <  P3 
P3 < t < P
(7.1)
and
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
7.4 Influence of Seasonal Snow Cover on Ground Thermal Regime
There is a sharp change in the amplitude of daily ground surface temperature at the date 
when snow disappears in the spring and at the date when snow cover first becomes established 
in autumn. This sharp change in the amplitude can provide some evidence about the presence 
or absence of the seasonal snow cover on the ground surface. The date for presence or absence 
of snowpack on the ground determined by change in daily surface amplitude is consistent with 
the date measured at the reporting stations when a trace (snow thickness is less than 2.5 cm) 
is observed.
The average value of ATga (the difference between monthly ground surface and air 
temperature) for summer is about 1.3°C. After the establishment of continuous seasonal snow 
cover on ground surface, ATga increases and reaches its maximum value in November due 
to the rapid decrease of air temperature, low density of snowpack and release of latent heat 
from the active layer. During the middle of winter (December through March), ATga varies 
from a few degrees to about 10°(7. An extreme value of ATfla= 35°C was recorded in the 
winter of 1988 at Franklin Bluffs. In a storm event, A Tga can be reduced to 0°C or become 
negative, that is, the snowpack cools the surface. In late April, AT0a decreases to the summer 
average value when the ground surface is snow free. During May, air temperature can be a few 
degrees higher than the ground surface temperature and ATga becomes negative. This cooling 
effect continues in early June until the seasonal snow cover is completely removed. After the 
disappearance of seasonal snow cover, the surface temperature increases substantially, as a 
whole, AToa in June is very close to the summer average value ATfla.
Seasonal snow cover can raise the seasonal and mean annual ground surface temperature 
by several degrees. The average value of ATga during winter is about 5°C  to 8°C  higher
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than that during snow free period. Seasonal snow cover can increase the mean annual ground 
surface temperature by 3°C  to 6°(7.
The response of the permafrost surface temperature to air temperature follows the similar 
pattern as variation of AT0O. The difference, ATpa, between the permafrost surface and 
air temperature from May to August is negative and the magnitude of ATpo is greater from 
October to March than A Tga-
7.5 Relation of Current Climatic Conditions with Permafrost Temperatures
Although the MAAT is about -12 .4  ±  0.4°(7 from West Dock to Happy Valley, the mean 
annual temperature near the permafrost table increases over 3°C. The longer thaw season and 
higher summer air temperature are major factors in increasing permafrost temperatures inland 
during the summer. The combination of microrelief and vegetation with snow may increase the 
insulating effect of seasonal snow cover and raise the permafrost surface temperature during 
the winter. The decrease of permafrost thickness inland from the coast is partly associated 
with the variation of mean annual temperature near the permafrost surface which is largely 
controlled by the above factors.
Permafrost temperatures at deep levels show a cooling trend from 1983 to 1987 and 
then warming again until 1992. Over the same time period, average air temperature was 
about —12.0°C  and average maximum thickness of snow on ground was about 12 cm. Cold 
air temperature (below -12 .0°C ) and thin snow cover (less than average) during the early 
years of record are responsible for the permafrost cooling. Higher air temperature and thicker 
snow cover after 1987 may respond to the warming of permafrost. Obviously, changes iri air 
temperature alone can not drive the change in permafrost temperature although the insulating
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effect of seasonal snow cover is controlled by many factors such as timing, duration, structure, 
and accumulating processes.
Thermal offset in near-surface mean annual ground temperature at West Dock and Franklin 
Bluffs ranged from 0.3°C' to 1.8°(7 over four years of measurements. The value of thermal 
offset was greatest with heavy snowfall and thick snow on ground during the year of 1988­
1989; by contrast, the value is smallest with light snowfall and less snow on ground during 
the year of 1989- 1990. This is probably because early and thick snow on ground can make 
the thawed active layer persist longer and the thermal offset value greater; while late and thin 
snow cover accelerates the freeze-up processes which reduces the thermal offset value.
7.6 Calibration of the Numerical Model
The numerical model was calibrated with the measured physical and thermal properties 
and temperature data at West Dock, Prudhoe Bay. The upper boundary was set at the snow 
surface when seasonal snow cover was present and the boundary condition was represented 
by the measured daily mean air temperatures. For the remainder of the year, the boundary 
was set at the base of the living plant layer and the boundary condition was represented by an 
equation correlating daily air and ground surface temperatures.
The thickness of seasonal snow cover was measured by the National Weather Service 
near Deadhorse airport for the same period of the soil temperature measurement in this region. 
A two layer structure (wind-packed layer and depth hoar layer) of the seasonal snow cover 
was used in the model. Thermal conductivity of the snow cover was calculated based upon an 
equation developed using series heat conduction theory. Physical and thermal properties for 
soils were obtained from Chapter 3 and Lachenbruch et al. (1982).
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Two different cases were calculated to verify the numerical model. Case I was calculated 
with the upper boundary set at the snow surface when snow was present and at the ground 
surface when snow was free. The results show a good agreement between the measured 
and predicted values. The standard deviation of the predicted daily mean ground surface 
temperature from the measured values is within \°C . Case II was calculated with the upper 
boundary set at the ground surface and the boundary conditions represented by the measured 
daily mean ground surface temperatures. Results show that case II provides a better agreement 
with the measured temperature data than the values predicted by case I. This may be due to 
errors produced by modeling the effect of seasonal snow cover on the ground temperatures with 
daily mean air temperature. There is difference between computed and predicted temperatures 
in the upper permafrost during warming of the permafrost. This difference may be related 
to the latent heat effect due to the changes of unfrozen water content with temperature and 
moisture migration from the upper active layer. Results from cases I and II generally indicate 
an excellent agreement between the measured and predicted permafrost temperatures with 
depth, the maximum difference between measured and predicted values is within 0.2°C.
7.7 Sensitivity Analysis of Ground Thermal Regime to Changes in Snow Cover Parame­
ters
Sensitivity analysis of the ground thermal regime to changes in seasonal snow cover 
parameters such as the timing and duration, thickness, depth hoar layer, accumulating and 
melting processes were conducted using the calibrated numerical model. Twenty one cases 
were calculated to investigate the effect of changes in seasonal snow cover parameters on the 
ground thermal regime. Table 7.3 summarizes the calculated results.
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Tabla 7.3 Sensitivity of surface temperature to snow cover parameters
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Run
No.
<1 T0f f
(°C )
Comments
1 +0.20 -0.39 Longest duration
3 -0.13 -0 .42 Shortest duration
4 -2.03 -0 .39 Hmax — 0.15m
5 -1.00 -0 .43 Hmax =  0.25m
7 +0.95 -0.45 Hmax =  0.45m
8 +1.42 -0.45 Hmax =  0.50m
9 -2.53 -0 .39 <f> =  0.0
10 -1.67 -0.41 <f> =  0.10
11 -0.82 -0 .42 <j> = 0.20
12 +0.78 -0.45 <f> = 0.40
13 +1.57 -0.45 <f> = 0.50
14 +0.18 -0.44 n  =  1
15 -1.19 -0 .40 n =  2
16 -1.91 -0.39 9 II CO
19 +1.10 -0.46 A 0 =  18°C7
20 +1.50 -0.67 A 0 =  20°C
21 +1.44 -0.88 A 0 =  22°C
The combined effect of changes in seasonal snow cover parameters on MAGST and 
MAGT can be very significant. For early snowfall and later snowmelt with a maximum snow 
thickness of about 0.5 m and the depth hoar layer well developed, MAGST could increase 
over 3.1°C from the long-term average condition. For late snowfall and early snowmelt with a 
maximum snow thickness of 15 cm and the depth hoar layer poorly developed, MAGST could 
decrease as much as 3.8°C from the long-term average condition. The MAGST difference 
between these two extreme cases could be as high as 6.9°C and the time of active layer freeze 
up could be delayed about two months one from another.
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The calculated results also show that the combined effect of local seasonal snow cover 
and air temperature on the ground thermal regime could be very different. Although the MAAT 
from the Coast to inland is about the same, variations in timing and duration, maximum thick­
ness of seasonal snow cover and in amplitude of MAAT could result the change in ground 
surface temperature by several degrees. The calculated results show that permafrost temper­
ature could differ about over 1.6°(7 from the Coast, inland just from variation in timing and 
maximum thickness of seasonal snow cover. Combined with the difference in vegetation and 
depth hoar layer development from the Coast to inland, the observed permafrost temperature 
increase could be well understood in the regions.
7.8 Response of Permafrost Temperature to Changes in Climate
The calibrated numerical model for one-dimensional heat flow problems with phase change 
was used to investigate the effects of air temperature, seasonal snow cover, the active layer, 
initial temperature conditions in permafrost and variations in the thermal properties of soils 
on permafrost temperatures. Simulations were carried out using past air temperatures for the 
boundary conditions at the permafrost surface, ground surface, or surface of the snow cover. 
The effects of initial conditions, use of approximations for the surface temperature history, 
and of the active layer, snow cover and thermal properties on permafrost temperatures were 
examined in this continuing investigation.
When air temperature variations in the North American Arctic were applied to the per­
mafrost surface at Prudhoe Bay, it was found that the permafrost temperature variations de­
pended strongly on the choice of initial conditions (long-term MST). If this initial MST was 
chosen close to the measured long term MST of the permafrost near Barrow, the air tempera­
ture change would not be large enough to account for the permafrost warming. An alternative
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explanation of the last result is that the shallow permafrost temperatures were colder than the 
assumed initial conditions. The calculated results show that it is possible that colder shallow 
permafrost temperatures existed than the assumed initial long term conditions, but it will re­
quire a long time for the permafrost temperatures to reach their initial long term MST. The 
differences between using air temperature data at the permafrost surface compared to using 
straight line approximations to the data were small but measurable below about 50 m and may 
be more significant above this depth.
Barrow air temperatures (1923-1991) used for the ground surface boundary condition (ac­
tive layer but no snow cover) at a site SB3 near Barrow and at site E near Prudhoe Bay produced 
little change in permafrost temperatures from the initial condition. This result disagrees with 
permafrost temperature observations at site SB3 and at site E and confirms that air temperature 
variations alone (since 1923) cannot account for warming of the permafrost. When the snow 
cover was added, the model correctly predicts both the magnitude and penetration depth of 
permafrost temperature changes. The temperature history at the ground surface predicted by 
the model with snow cover shows that the difference between MAGST and MAAT ranges 
from 1.3°(7 to 6.1°C\ with the average value of 3.3 ±  1.1°C. This value is very consistent 
with the measurements in Prudhoe Bay regions. There is no clear evidence for a cooling of 
permafrost from 1940 to the mid-1970s for cases that included a snow cover. It indicates 
that the effect of changes in seasonal snow cover on ground thermal regime masks the effect 
of changes in MAAT. For the observations and predictions to be compatible when the snow 
cover was added, the initial ground surface temperature must have been about the same as the 
MAAT. This implies a very thin snow cover prior to 1923. The calculated results support the 
idea that an extremely thin snow cover prior to 1923 could reduce the temperature difference 
between MAGST and MAAT significantly, but sporadic measurements show that snowfall was 
above the long term average value of 71 + 30 cm for the period from 1923 through 1991.
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This implies that (i) MST of permafrost was at least a few degrees warmer than the long 
term MST of permafrost extrapolated from deep permafrost temperature profiles around 1923. 
The calculated results indicate that the higher initial MST would produce a penetration depth 
far deeper than the measured values, (ii) Permafrost had started warming before 1923 as the 
atmosphere.
The model predicts that the penetration depth changes with variations of thermal diffusivity 
for the same upper boundary conditions. The current values of thermal diffusivity used for 
the calculations were about 35 m 2/y r  near Barrow and about 50 m 2/y r  near Prudhoe Bay. 
The penetration depth near Prudhoe Bay is was about 30% deeper than that near Barrow since 
1923. The model predicts correct penetration depth compared with the measured value for 
D =  15 m 2/y r  for the main group and D =  25m2/y r  for the Prudhoe Bay group since 1880. 
With higher values of D, the predicted penetration depth is much deeper than the measured 
values. This implies that the values of the thermal diffusivity used in reconstructing the MST 
history of the permafrost might be too high.
By applying those calculated results to permafrost temperature data, we can conclude 
that the long term MST of the permafrost was established before or around 1880. Permafrost 
probably started warming at the same time as the atmosphere did in the 1880s. Variations in 
the penetration depth may be related to changes in thermal properties of permafrost, variations 
in the magnitude of the permafrost surface warming may be due to the effect of local factors 
such as soil type, vegetation, microrelief, soil moisture condition and seasonal snow cover. 
Changes in seasonal snow cover may be the dominant factor which influences the local ground 
thermal regime.
Although the timing of the permafrost warming was the same as the atmosphere warming, 
the magnitude of the permafrost warming is still greater than that of MAAT. This can be 
explained as the effect of the interaction of local microrelief and vegetation with snow. The
192
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
effect of the interaction of vegetation and snow cover may have amplified the air temperature 
changes in permafrost. This mechanism can be verified by the current climatic conditions and 
permafrost temperatures in Alaska north of the Brooks Range.
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APPENDIX A
Derivation of a Numerical Expression for Uneven Space and Time Intervals
Formulas for the first and second derivatives with uneven increments can be derived 
through a Taylor series expansion about the point x 0. Suppose we have the points (z_ 2 , / 2 —2 ), 
( ® 2 , f i ) ,  where f i  =  /(* ,)  and the points are uneven spaced, the expansion about x a would
be
/(*»  +  0  — fo +  t f 0 + — f "  +  — + (A.  1)
(A.  2)
Multiplying a2 to (3A-1) and t2 to (3A-2), then subtracting we find that
_  £ / ( » o  +  0 - (A.  3)
Multiplying a to (A.l) and t to (A.2), then adding we have
-  ^ / ( * o )  +  0[(* -  «)]. (AA)
Applying (A.3) and (A.4) to one dimensional heat conduction equation
8 T  _  d2T  
d t ~  dx 2 (A.  5)
we have
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8 T
&l
— T i+1 -  T A irF ^ -1
_1— | 1------ (  -1_____L_^ T >
A t i  ~  A t j  I A t »  A t i  J  *
If only one time step involved, then
+ 0 (dktiAti) (A. 6)
f  =  2 £ ^  + 0 M i
and
9 2T _  2A »iT /+1 +  2AB2r /_ 1 _  2
9 b 2 A i i  A b 2 ( A * i  +  A b j ) A * i A z 2
T / + 0 (A x2 -  A b i )
(A.7)
(A.8)
where the integers t and j  reference positions and times for the node of interest, Abi = 
x{ -  b2'_!, A b 2  =  z{+1 -  x{, A t i  = t{ -  t2-1, and Af2 = t2+l -  f2-1 represent increments 
of depth and time in the observation mesh.
Equation used to estimate the values of D with uneven space and time increments can be 
obtained by applying (A.6) and (A.8)
D =
( a b 1A b2(A x 1 +  A b2) )  ( ^ V ? 7 +l -  X^Trl)
2 ( a x iT [ ,i + A b2T U  -  {A x i  +  AB2 )T /)  ^  -  ^ ) T / )
. (A.9)
Equation used to estimate the values of D for uneven space increment with even time 
increment can be obtained by setting A t =  A tt =  A t2 in equation (A.6) and substituting it 
into equation (A.5) together with (A.7), we have
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A zi A z2(A zi +  Aa;2)(T /+1 -  T?~l )
4A t(A ziT /+1 -  (A*i +  A z2)T/ +  A x 2T?_l ) ' K ' ’
If only two time step involved, then substitute (A.7) and (A.8) into (A.5 ), we have
D _  A »1A «2(A »1 +  A «2) ( r / + 1 - r / )
2A t(A *l r / + 1 - ( A * l +  A*1) r /  +  A * ,r /_ 1) ' 1 ;
Equation used to estimate the values of D for uneven time increment with even space 
increment can be obtained by set A x  =  A zi =  A z2 in (3.A -5) and then substitute it into 
(A.5) together with (A.6), we have
D _  (A « )» ((A ti)» r/+1 -  ((A ti)2 -  (Au f ) T j  -  (A t2f r r l )
A t1A*2(A t1 + A *2)(T/+ l - 2 r ? + T / _ 1) ' { }
If only two temperature profiles are used, the equation used to estimate values of D with even 
space and time increment becomes (Zhang, 1989 ; Zhang and Osterkamp, 1993) ,
V At J  r / +1 -  2 T / +  T/_! V ’
By setting Az =  A *i =  A z2 in (A.6) and At =  Afi =  A t2 in (A.8), then substitute 
them into (A.5), equation for even space and time increments is obtained
\  2AI )  K ,  -  IT , + T '_ , 1 ’
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APPENDIX B
Considerations in Determining Thermal Diffusivity from Temperature Time Series Using Numerical Methods
T. Zhang and T. E. Osterkamp
Geophysical Institute, University o f Alaska Fairbanks, 99775- 0800
ABSTRACT
This paper investigates numerical methods for determining the in situ apparent 
thermal diffusivity, D, o f the active layer and permafrost from repeated mea­
surements o f  vertical temperature profiles. The results can be applied to any 
soil or rock where heat Sow is conductive. A n analytical expression was derived 
for D when unfrozen water is present in frozen soils and permafrost. The usual 
numerical expression for D  ( termed model I) was extended to include higher or­
der terms (model II). This substantially reduces truncation errors but increases 
measurement errors somewhat. Extrem ely  accurate temperature measurements 
(approaching ±0.01 °C ) are required to apply the method. Synthetic tempera­
ture time series were used to evaluate and compare predictions o f  models I  and 
II. Model I  produced spikes (large positive and negative values) in the calculated 
D at times where the ground temperatures were near a maximum  or minimum. 
Using model II, the spikes disappeared or were substantially reduced in mag­
nitude and duration and errors in D at other times were reduced compared to 
model I. Application o f the m ethod requires acquisition o f very precise tem ­
perature measurements a t appropriate space (A x )  and time (A t)  intervals at a 
depth where measurable temperature changes occur. Selection o f values for A x  
and A t m ust take into account the accuracy o f the temperature measurements,
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duration and amplitude o f the temperature changes, depth, and the expected 
values for D. In general, A x  should be much less than the depth o f interest and 
A t must less than the period or duration o f  surface temperature changes. For 
the active layer, A x  can range Grom a few centimeters to a tenth o f  a meter or 
so and A t from a few minutes to an hour or so. For the near-surface permafrost 
within the depth o f annual temperature variations, A x  can range from  a few 
tenths meter to about one meter and A t from one day to several weeks. Below 
the depth o f  annual temperature variations in the permafrost, values for A x  o f  
several meters and A t  o f a year or more may be appropriate.
B.l INTRODUCTION
Investigations of the thermal regime of the active layer and permafrost require an under­
standing of their thermal properties, particularly thermal conductivity, volumetric heat capacity 
and thermal diffusivity. The thermal diffusivity is of primary importance in natural systems 
since it controls the rate of thermal response. McGaw et al., (1978) developed a method to 
determine thermal diffusivity in situ for the active layer and permafrost from a temperature 
time series. This method has also been used by Nelson et al. (1985), Outcalt and Hinkel 
(1989, 1990), Zhang (1989), and Hinkel et al. (1990). While it appears that good results can 
be obtained, reported in situ values for thermal diffusivity are sometimes large, contain zero 
values, may be negative, and have considerable scatter. Using a synthetic thermal profile, 
Hinkel et al. (1990) showed that large positive and negative values (“spikes”) were a result 
of the method and occur when the rate of change of the temperature gradient becomes small.
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They attributed other large fluctuations in thermal diffusivity to non-conductive heat flow pro­
cesses in the active layer, a conclusion which is rendered uncertain by the variable results for 
D.
This paper investigates further the application of numerical methods for determining the 
thermal diffusivity of the active layer and permafrost from temperature time series.
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B.2 REVIEW OF THEORY
The one-dimensional transient heat conduction equation is
£ ( ' £ ) - » • §
where K  is the thermal conductivity (W m ~ l 0C ~1), T  is the temperature (°C ), x is the 
distance coordinate (m), Cv is the volumetric heat capacity (J m ~ 3oC ~l ) and t is the time 
(sec).
In the application of (1), it is often assumed that K  does not depend on position (i.e., the 
soil is homogeneous). In a thawed active layer and in a frozen active layer and permafrost that 
does not contain unfrozen water, K  and Cv are approximately independent of temperature. 
With these assumptions, (1) becomes
& T _ ± d T
dx2 ~  D dt ( ’
where D =  K /C v is the thermal diffusivity (m 2/aec).
Equation (2) has been used in the past to calculate an apparent thermal diffusivity 
D  =  Tt /T xx, where Tt and Txx are the numerical approximations of d T /d t  and d2T /d x 2, 
respectively. This relation has a singular point at Txx =  0 which may create difficulties when 
using it to calculate D.
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If the active layer and permafrost are partially frozen and contain unfrozen water, then K  
and Cv are functions of temperature. Equation (1) becomes (Guymon, 1984)
2 0 0
„ d 2T  , 8 K f d T \ 2 „  dT  _  r £i_d(h 
dxt + 8 T \ d x )  v d t Pu dt( 3
(B .3)
where L is the volumetric latent heat of fusion ( J m -3 ), 0* is the volumetric ice content 
(m 3/m 3), and pi and pu are the densities of ice and unfrozen water, respectively. Equation 
(3) can be written
where Ca = Cv + L(80u/d T )  is the apparent volumetric heat capacity and 0U is the volumetric 
unfrozen water content (m3/m 3) (eg. Osterkamp, 1987). An apparent thermal diffusivity for 
frozen soils and permafrost containing unfrozen water can be defined as follows. For saturated 
soils, common in permafrost and the active layer.
where K „  K{ and K u are the thermal conductivities of the soil, ice and unfrozen water 
components, and 0/ is the porosity in the frozen state. The temperature dependence of the 
thermal conductivity of the constituents is ignored over the range of temperatures usually found 
in the field. Using 0U =  pbwu/p u and wu =  A ( - T ) B, where pb is the bulk density of the soil 
( kg /m 3), pu is the density of unfrozen water, wu is the gravimetric water content (kg /kg ), 
and A and B are constants, then
(B . 5)
(B . 6)
where R  =  ABpbln(Ku/K i) /p u- Then, (4) becomes
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2 0 1
(J9.7)
and
D = {B. 8)
where Tx is d T /d x . Application of (8) requires a knowledge of the variation of 6U and R 
with temperature.
If the water in the thawed active layer or the unfrozen water in the partially frozen active 
layer or permafrost moves with a constant velocity, v, then a term of the form Cwvd T /d x  
(e.g., Guymon, 1984), where Cw is the volumetric heat capacity of water, would be subtracted 
from the left hand side of (4). This term, divided by Ca, would then enter into the numerator 
on the right hand side of (8) and then both v and Ca have to be known in order to evaluate D. 
Undl present, only (2) has been used to evaluate D; however, when unfrozen water is present, 
K  and Ca are strongly dependent on 0U and (8) is more suitable.
The application of (2) for evaluating D requires computation of Tt and Txx by numerical 
methods. Two models will be discussed.
B.2.1 Model I
The numerical approximations of the derivatives Tt and Txx are (Gerald and Wheatley,
1989)
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2 0 2
r p j + l  _  r p j — l
=  + o [(A t)2] (5 . 9)
and
t J  2Tj# 4-
T“  =  *'* (A ,‘) , m  +  O K A .)1] (fl.10)
where the integers * and j  reference positions and times for the node of interest and Az and 
At represent increments of depth and time in the observation mesh. Equation (9) can also be 
approximated by (Carnahan et. al., 1969)
q n j + l  _  r p j
T 't=  ‘ Af * + 0 [(A t)]. (5.11)
Equations (9) and (11) are alternate expressions which can be used for numerical cal­
culations where (9) involves two time steps and (11) involves only one time step. Let
A tT  = T /+l -  T ? - \  AXXT  = T/_i -  2T/' +  T/+1 and A tT ' = T /+1 -  T /, then, ne­
glecting the terms 0 [(A z)2] and 0 [(A t)2], substituting (9) and (10) into (2) and rearranging 
yields
v 2A t J A „ T
Similarly, substituting (10) and (11) into (2) yields
A ‘T  (5.12)
| £ .  (B .U)
a xit  v ;
The application of (12) requires three temperature profiles with two time steps and (13) 
requires two temperature profiles with only one time step. Equation (12) has been used by 
McGaw, et al. (1978); Nelson, et al. (1985); Zhang (1989); Hinkel, et al. (1990) and (13) by 
Zhang (1989) to compute the apparent thermal diffusivity in the active layer and permafrost.
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Numerical approximations (truncation errors) of derivatives can be improved by retaining 
higher order terms in the interpolating polynomial (Gerald and Wheatley, 1989). A Taylor 
series expansion with higher order terms was used to obtain
B.2.2 Model II
While application of (16) requires five temperature profiles with four time steps, it should 
yield a more accurate estimate of D.
In addition to the obvious requirement that the heat flow must be conductive, there are 
several general considerations for applying (12), (13), or (16) to field data. First, the heat 
conduction equation has been derived from continuum theory (Carslaw and Jaeger, 1959) and 
is valid for an infinitesimally small volume or layer with conductive heat flow while (12), (13), 
and (16) are for a finite volume. More accurate results using these numerical equations may be 
expected when A x  and At are small; however, both A x  and A t  are restricted by requirements 
associated with the measuring apparatus. Second, the soil volume in the active layer must be
T t  =  ~  8 T * ~ l + 8T* +1 ~  T^+2 )+
and
T“  =  +  16T’- '  “  30Tl< +  16Ti >  -  +  ° K 4 *)‘l (B 1 5 >
Let A'tT  =  T/'-2 -  8T /_1 +  8T /+1 -  T /+2 and A'XXT  =  - T (_2 +  16T/LX -  30T / + 16T/+1 -  
T/+2, then, neglecting higher order terms and substituting (14) and (15) into (2),
(5.16)
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in cither a frozen or a thawed state for the time steps of the calculations and the soil volume 
should be homogeneous. Third, interpolation errors in the numerical procedure depend upon 
the degree of the polynomial used to obtain the derivatives so that (16) may be expected to give 
more accurate results than (12) which is more accurate than (13). Round off errors increase as 
Az and A t are decreased since this requires adding and subtracting temperatures that are more 
nearly the same value. Generally, round off errors can be reduced by using double precision 
(Gerald and Wheatley, 1989). Fourth, the accuracy of the field temperature measurements 
influences the estimate of D. The estimate of A tT, A'tT  and A'tT  are nearly independent of 
temperature accuracy, since only the temperature change at one sensor is required, while the 
estimate of A XXT  and AXXT  depends upon the accuracy of the sensors. The quantities AXXT  
and AXXT  at any depth should be greater (preferably much greater) than errors, S(AXXT)  and 
S(A'XXT),  in their determination. Thus, temperature variations at depth should be sufficient to 
make A XXT  »  S(AXXT)  or A'XXT  »  6{A'XXT).  Table 1 shows S{AXXT)  and ^ (A ^ T ) 
for errors, ST, in the temperature measurements.
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Tabla B.4 Effects of errors, ST, in temperature measurements on 5(AXXT)  
and S(A'XXT)  (°C )
ST 0.2 0.1 0.05 0.02 0.01
S(AXXT) 0.5 0.3 0.13 0.05 0.03
*(A'XIT) 7.5 3.8 1.88 0.75 0.38
Since model II uses higher order terms to calculate the derivatives in the expression for 
D, it would appear to be superior to model I. An error analysis based upon the accuracy of 
the temperature measurements required to evaluate (12) and (16) (Table 2) shows that model I 
produces somewhat more accurate values for D. For the conditions in Table 2, the accuracy of 
the temperature measurements must approach ±0.01°C or better to obtain reasonable estimates
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
of D. Considering the increased complexity and reduced accuracy of model II, because of 
measurement errors, it may not seem worthwhile to use it. However, the reduction in truncation 
errors for Tt and Txx in model II is a much greater factor than the measurement errors which 
ultimately makes model II much more precise than model I. It will also be shown that the use 
of model II helps to clarify the interpretation of results obtained with model I. In addition, 
model II can be used in some cases when model I becomes unstable and produces spikes in 
the values for D.
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Table B.S Measurement errors in calculated values of D using models I and 
II at a depth of 0.3 m for a daily temperature wave with a surface amplitude of 
4°C with Az =  0.1 m  and A t — 10 min.
Temperature
accuracy
(°C)
Model I 
Error in D 
(m 2 / yr)
Model II 
Error in D 
(m2/y r)
0.1 78 105
0.05 39 52.5
0.01 7.9 10.5
0.001 0.9 1.2
Synthetic temperature time series were calculated for surface temperatures consisting of 
daily waves, annual waves with a superimposed daily variation and annual waves with a 
superimposed multi-year linear trend. Wave parameters were chosen to prevent the possibility 
of phase change. An input value of D=25 m 2 y r -1 was used in all of these calculations. 
Calculated values of D  from these synthetic temperature profiles, using model I (Eq. 12) and 
model II, were then compared to the input value of D. The stated errors are the differences 
between the calculated and input values divided by the input values (percent difference). The 
results help to illustrate the general considerations noted above and suggest additional factors 
that should be taken into account when calculating D from a measured temperature time series.
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B.3 RESULTS AND DISCUSSION
B.3.1 Daily Surface Temperature Variations
Under stable weather conditions, the ground surface is subjected to a daily cycle of 
warming and cooling, which can cause measurable temperature changes to depths of about 
one to two meters. However, the presence of a thaw or a freeze front shields the underlying 
ground from these changes. Daily temperature variations can be used to determine D in a 
thawed or frozen active layer and in the permafrost underlying a frozen active layer. Synthetic 
temperatures for the daily cycle of warming and cooling were generated with a ground surface 
temperature
T(0, t) = Td + A dcoa{wdt) (5.17)
where Td is the mean daily surface temperature, A d is the amplitude of the daily surface 
temperature, wd =  2x / P d, and the period, Pd =  1 day. It was assumed that Td =  -10°C ' and 
A d = 4°C7. Temperatures were generated at 0.1 m increments from the surface to the 0.5 m 
depth at 10 minute intervals using the steady-state solution of (2) (Carslaw and Jaeger, 1959). 
Figure b.l shows temperature variations at depths of 0.2 m, 0.3 m and 0.4 m, the variations in 
A tT  and A ZIT, and the calculated values (using models I and II) for 5  at the 0.3 m depth 
with A t =  10 minutes. For model I, the calculations were made using the temperatures at 0.2 
m, 0.3 m and 0.4 m depths, while for model II the temperatures from 0.1 m to 0.5 m were 
used.
Figure B.l(C) shows that there are significant errors in values for D calculated with 
model I. The largest errors occur near times when the temperature vs. time curve at the 0.3 m
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TIME (min)
Figure B.1 (A) Synthetic temperature time series at thraa depths tor a daily 
surface temperature wave with a surface amplitude of 4°C, (B) A r r T  and 
A«T at the central depth of 0.3 m, and (C) a comparison ol the calculated 
values of the thermal doffusivity at the 0.3 m depth with the input value of 25 
m2 yr~ l . For these calculations, Ax = 0.1 m, Af =  10 min.
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depth passes through a maximum or minimum (i.e., when the magnitude of A tT  and AXXT  
become small). Large positive and negative spikes in D are produced at these times. The best 
agreement of D with the input value occurs (near) where the magnitudes of A tT  and A XXT  
are largest. Calculations of D at other depths show that the spikes in D change with depth and 
time due to the time lag as the temperature wave penetrates into the ground from the surface.
The results of calculations using model II (Fig. 1C) are much improved over those of 
model I. Spikes have been eliminated and the maximum error is only 4%. This reducdon in 
error appears to be due to the more accurate higher order approximations (smaller truncadon 
errors) for the derivadves in (2). Results for calculadons using double precision (sixteen 
significant figures) were almost identical to calculadons using single precision suggesting that 
round off errors were small for both models I and II for the condidons of these calculadons. 
Pracdcal disadvantages of model II are that more data are required and these data need to be 
very accurate.
Figure B.2 shows some of the effects of truncadon errors in D when models I and II are 
used with different choices for Ax and At. In Fig. B.2B and B.2C, At is constant (1 min) 
and Ax changes from 0.1 m to 0.01 m. For model I, the errors in D decrease at all dmes for 
this change in Ax including a decrease in the magnitude and duradon of the spikes. In Fig. 
B.2A and B.2C, Ax is constant (0.01 m) and At changes from 10 min to 1 min. Errors in D 
for this change in At decrease as A t decreases except at spikes. The duradon of the spikes is 
the same while their magnitude increases as A t decreases. The results for model II are similar 
but the errors in D are much smaller (see Fig. B.2B) and the spikes are almost eliminated. 
Since the condidons were the same for both models, dds suggests that the above errors are 
primarily truncadon errors in A tT  and A XXT.
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Figure 9 2  Variations of the calculated thermal diffuaivtty at a dapth of 0.3 m 
for different values of Ax and At (A) Ax =  0.01 m and At = 60 min. (B) 
Ax =  0.10 m and At =  1 min, and (C) A = 0.01 m and At = 1 m in.
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The ground surface temperature also varies with changes in the weather and seasonal 
changes over the year. These changes provide an opportunity to obtain D from depths of about 
1 m to 20 m or more. However, daily surface temperature variations are superimposed on these 
changes and must be considered in the methodology. An annual wave with a superimposed 
daily wave was used to investigate this problem. Synthetic temperature profiles were generated 
using
T (0 ,t) — Ty +  Adcoa(fa>dt) +  A ycoa(tJyt) (5.18)
where Ty is the mean annual temperature. The second term on the right hand side of (18) is 
the daily surface temperature wave and the third is the annual surface wave with amplitude, 
A y, and wy =  2 t /P y where Py =  1 year.
Several sets of calculations of D were made using (18) with Ad ranging from 0°C  to 4°C 
and At from 10 min to 1 day with A y =  16°C, Ty =  -2 0 °C , and Ax =  0.1 m. For both 
models I and II at depths up to 1.2 m where daily temperature variations are significant, using 
A t =  1 day, errors in D were generally large (10 - 30%) and depended on Ad. Using At =  10 
min, for depths up to 0.5 m, the errors in D for both models were similar, as expected, to those 
shown in Fig. B.1C. These results illustrate the requirement at these shallow depths that At 
must be much smaller than the period, Pd, and show that the effect of the annual temperature 
wave on D is not significant.
Using model I at a depth of 0.8 m with At =  1 hour, the errors in D were small except near 
the maximum and minimum temperatures at this depth where multiple spikes were produced. 
These spikes are a result of daily temperature variations which cause both AXXT  and A tT  to 
oscillate with a frequency of one day. The amplitude of the oscillations is such that both AXXT
2 1 0
B.3.2 Daily and Seasonal Surface Temperature Variations
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
and A tT  repeatedly pass through zero values which produces positive and negative spikes in 
values for D. Both the magnitude and duration of the spikes were reduced when using model 
II.
Values for D were calculated using models I and II for depths from 4 m to 20 m with 
Ad =  4°(7, A y =  16°C', Ty =  -2 0 °C , A x  = 1 m  and A t = 5 days (Fig. B.3). For model 
I, the maximum percent difference between the calculated values and the input value in Fig. 
B.3 was less than 20%. Diffusivity values calculated by model II were almost identical to the 
input value. Additional calculations show that D can be obtained in the depth range from 1 m 
to 20 m or more with A* ranging from a few tenths of a meter to a few meters and A t  from 
one day to a few weeks, depending upon the depth of interest.
B.3.3 Climatic Fluctuations and Ground Surface Temperature Variations
Fluctuations in climate on a scale of years produce changes in air temperatures and in 
snow cover which can affect permafrost temperatures. These effects can be monitored at depths 
below the seasonal changes by measuring the temperatures in a drill hole over several years. 
While the temperature changes at these depths are small, they can usually be measured with 
precision equipment, and D can be estimated using temperature recording frequencies from a 
few months to several years. The method is illustrated using the surface temperature
T(Q,t) = Ty + AyCoa(uiyt) + C0t (B.  19)
where the initial mean ground surface temperature Ty =  -20°C . The second term on the right 
side of (19) is the annual temperature wave and the third term is an assumed linear temperature 
trend at the surface, where C0 is the rate of temperature change at x =  0. The initial condition 
is T(®,0) =  Ty +  G0x, where the temperature gradient G0 =  0.019 °C/m.
2 1 1
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Figure B.3 (A) Five synthetic temperature profiles for depths below the daily 
zero temperature variations and, (B), a comparison of the calculated values 
between models I and II. For these calculations, Ad =  40C, A* =  1 m , and 
At =  5 days.
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Temperature profiles after 10 years were generated with A y =  16°C\ C0 =  0.2°Cyr_1, 
for 1 m space and 1 year time intervals. Figure B.4 shows the calculated temperature profiles 
and values for D predicted by models I and II with Az =  4 m and At =  1 year. The errors in 
D below 35 m were less than 2%. The relatively large errors above 35 m were caused by the 
annual temperature variations and can be eliminated by choosing A t < < 1 year. At about 64 
m, round off errors begin to affect the results for both models. Additional calculations show 
that relatively good results can be obtained for A t ranging from less than a year to several 
years.
B.4 APPLICATIONS
The above methodology suggests that it should be possible to obtain values for the ther­
mal diffusivity from a temperature time series, not only in the active layer and near-surface 
permafrost, but to any depth where there are measurable temperature changes. However, the 
above results are largely based on assumed periodic surface temperature variations with fixed 
amplitudes in soil where there is no freezing or thawing. Additional opportunities for de­
termining D are created by weather patterns and by the presence of a freezing or thawing 
front in the active layer. For example, Climate in Alaska and other permafrost areas is often 
dominated by aperiodic temperature fluctuations with varying amplitudes lasting from a few 
days to a few weeks. Solar radiation at these high latitudes exhibits strong seasonal variations. 
A seasonal snow cover attenuates air temperature variations reducing the variations in ground 
surface temperatures. A freezing or thawing front in the active layer shields the underlying 
active layer and permafrost from ground surface temperature variations since the temperature 
at a front is generally constrained by the requirement for phase equilibrium to be near 0°C. 
As the ground surface warms and the active layer begins to thaw, the remaining frozen active
213
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Figure B.4 (A) Five synthetic temperature profiles, calculated after ten years, 
for a warming trend of ground surface temperature with a superimposed an­
nual surface temperature wave and. (B) a comparison of the calculated ther­
mal diffuslvities from the temperature profiles. For the temperature calculations, 
A v = 16°C7, A* =  1 m, and At =  1 year, and for the thermal diffusivity 
calculations, A* =  4 m  and At =  1 year.
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layer and permafrost warm slowly with time. As the ground surface cools and begins to freeze, 
the remaining thawed active layer becomes isothermal since it is bounded on the top by the 
freezing front and on the bottom by the permafrost table. Upward freezing at the base of the 
active layer causes the adjacent permafrost to cool while the deeper permafrost continues to 
warm. The temperature changes brought about by these thawing and freezing effects generally 
continue for about six to nine months each year.
Applications of the method require the acquisition of very precise temperature data (prefer­
ably ±0.01°C or better) at appropriate depth (Aa:) and time (A t) intervals. Selection of values 
for Az and At must take into account the accuracy of the temperature measurements, duration 
and amplitude of the temperature changes, depth where D is to be determined, and the diffusiv­
ity of the soil. Since the diffusivity of the soil can easily vary from 10 to 50 m 2 y r-1 , a factor 
of five or more, it is desirable to have information which allows a rough initial estimate of D 
to be made. A periodic surface temperature wave can be helpful in making initial estimates 
for A z and A t  provided some information is available on the wave parameters. For a periodic 
surface temperature variation with surface amplitude, A, and frequency, w, the depth, X, where 
the amplitude of the temperature variation is A x can be obtained from (Carslaw and Jaeger, 
1959)
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Table 3 gives the depths for a daily temperature wave (X j) and an annual wave ( X u) 
where the amplitude has been reduced to A x for D =  25 m 2 y r-1 , A j  = 4°C, and A y = 16°C.
Experience with models I and II suggests that, in general, Az and A t  should be made 
small with Az < <  X ,  the depth of interest, A t  << P  (period or duration of surface tem­
perature change), A XXT  »  S (A XXT)  and A'XXT  > >  S(A'XXT).  For the active layer, these
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Table B.6 Depths for a daily temperature wave (Xd) and an annual wave 
(X v) where the amplitude has been reduced to A x.
A x (°C) 0.200 0.100 0.050 0.020 0.010 0.001
X d (m) 0.34 0.44 0.54 0.68 0.78 1.12
Xy  (m) 12.36 14.32 16.27 18.86 20.81 27.31
considerations and Table 3 suggest that A* can range from a few centimeters to a tenth of 
a meter or so and A t  can range from a few minutes to an hour or so. At deeper depths but 
within the depth of annual temperature variations, A x  can range from a few tenths of a meter 
to about one meter and A t from one day to several weeks.
B.5 SUMMARY
The purpose of this paper is to investigate numerical methods for determining the in 
situ thermal diffusivity, D, of the active layer and permafrost from a temperature time series. 
When the active layer and permafrost contain unfrozen water, the thermal parameters become 
strongly dependent upon temperature. In this case, it is shown that
°  = Txx -  R T 2( - T ) B~l ^B '8)
where T is the temperature, Tt, Tx and Txx are the numerical approximations of dT/d t ,  
d T /d x ,  and d2T / d x 2, respectively, B is a constant and R is defined in the text. Application 
of (8) requires a knowledge of the variation of unfrozen water, 9U, and R with temperature.
Previous investigators have used the first order numerical expression for D for the case 
of constant thermal parameters, termed model I, which is
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D
where A x  is the space step, A t  is the time step, A tT  =  T /+1 -  T / \  A XXT  =  T?_l -  2T / +
the derivatives Tt and Txx was developed using a Taylor series expansion, termed model II, 
which yields
In addition to the obvious requirement for conductive heat flow, they are several consider­
ations in applying (12) and (16) to determine D. The spatial separation, A x, of the temperature 
measurements (sensors) and the time intervals, A t, between measurements must be relatively 
small and the soil in either a frozen or thawed state. Estimates of A tT  and A'tT  are nearly 
independent of sensor accuracy while A XXT  and A'XXT  depend on sensor accuracy. Temper­
ature changes at depth should be sufficient to make A XXT  and A XXT  much greater than the 
errors in their determination.
The higher order approximations used for Tt and Txx in model II result in smaller trunca­
tion errors which makes model II much more accurate than model I. However, there are also 
measurement errors associated with the temperatures, positions, and rime. An error analysis 
shows that the measurement errors are dominated by errors in the temperature measurements. 
For a given level of accuracy in the temperature measurements, the measurement errors for 
model I are somewhat less than those for model II. The analysis also shows that the accuracy
T/+1, and the integers i and j  reference positions and rime. A second order approximation of
where A'tT  =  T ?~2 -  8T /'"1 +  8T/+1 -  T /+2 and A'XXT  = ~ t (_2 + 16T(_x -  30T (  + 
1 6 T / + i - T / + 1 .
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of the temperature measurements must approach ±0.01°C to obtain reasonable estimates of 
D.
Additional information on the application of model I and model II was obtained by using 
surface temperatures consisting of a daily wave, an annual wave with a superimposed daily 
wave, and an annual wave with a superimposed linear trend to generate synthetic temperature 
time series in the ground. Calculated values of D using (12) and (16) were then compared 
to the input value used to calculate the synthetic temperature profiles. The percent difference 
between the calculated values and the input value is the error in the calculations.
For a daily wave, model I produces large spikes in the calculated values for D. These 
spikes occur near times where T  is a maximum or a minimum and A tT  and AXXT  become 
very small. Using model II, the spikes disappear and the errors are also much smaller at other 
times. These improved estimates using model II are due to the reduction in truncation errors 
compared to model I. Round off errors do not appear to be significant for either model for the 
parameters used in the calculations.
For a daily wave superimposed on an annual wave, the effect of the annual wave is not 
significant at shallow depths (up to 0.5 m in the example calculation). At these depths, the 
results for D were similar to those for a daily wave only. As the amplitude of the daily 
wave increased, the errors in D increased and as the depth increased to 1.2 m and beyond the 
errors decreased. At a depth of 0.8 m, calculated values for D using model I resulted in a 
series of spikes near the temperature maximum and minimum and normal values elsewhere. 
These spikes were produced by the daily temperature variations which caused the temperature 
dependent quantities on the right sides of (12) and (16) to oscillate about zero for a period of 
time. The number of spikes, their amplitude, and duration were substantially reduced using 
model II. At a depth of several meters to 20 m or more, model I produced values for D which
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were in error by less than 20%. However, when model II was used, the values for D were 
nearly identical to the input value.
An annual surface wave with a superimposed linear trend, which could be caused by 
climatic fluctuations, was used to show that D could be obtained at depths below those of 
annual variations (about 35 m for this example). The errors in values for both models I and II 
were less than 2% with model II being more precise.
Values for D can be obtained at any depth where measurable temperature changes occur. 
Short term weather patterns, the presence of a freezing or thawing front in the active layer, and 
longer term climatic fluctuations and trends create opportunities for determining D. Application 
of the method requires the acquisition of very precise temperature data (preferably ±0.01°C 
or better) at appropriate depth (Az) and time (At) intervals. Selection of values for Az 
and A t must take into account the accuracy of the temperature measurements, duration and 
amplitude of the temperature changes, depth where D is to be determined, and the diffusivity 
of the soil. In general, Az < <  X  (the depth of interest), A t < <  P  ( period or duration 
of surface temperature changes), and AXXT  and AXXT  much greater than the errors in their 
determination. For the active layer, Az can range from a few centimeters to a tenth of a 
meter or so and A t from a few minutes to an hour or so. At deeper depths in the permafrost 
but within the depth of annual temperature variations, Az can range from a few tenths of a 
meter to a meter or more and A t from one day to several weeks. Below the depth of annual 
temperature variations, values for Az of several meters and A t of a year or more may be 
appropriate. The method is not limited to permafrost regions and should be applicable to any 
soil or rock where the heat flow is conductive.
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