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System of Systems (SoS)」とみなした上でその検証と妥当性確認の方法を論じる．また，
自動運転車が交通参加者に対して設定する優先度に関する抽象的な約定が、ある状況下で
の安全の確保のために重要であることを示す．そして，SoS を構成するシステムが抽象的な




 第 1 章では，研究の背景として現在の自動運転車の導入に向けた開発の動向および関連
技術について詳述する．また，自動運転車およびその周辺のシステムを SoS とみなすこと
について述べるとともに，本研究の目的および論文の構成を示す． 











 第 4 章では，SoS の構成システムは独立して運用され，並行して振る舞うことに着目し，














This thesis discusses a methodology of verification and validation for “System of 
Systems (SoS) involving Automated Vehicles,” which consists of automated vehicles and 
its surrounding systems, in order to ensure the safety on traffic environments after 
introducing automated vehicles. Moreover, the importance of abstract contracts for 
priorities is discussed to ensure the safety in traffic environments. The architecture of 
the SoS reveals that it is key to keep the safety that constituent systems in the SoS 
behave following them. Then, the methodology with formal methods is introduced to 
verify whether the definition of the SoS architecture is right on the early stage of the 
design. Furthermore, the SoS architecture gets feedback from the results of the 
verification. The abstract in each chapter is described below. 
Chapter 1 introduces trends in development of automated vehicles in Japan, Europe, 
and the U.S as a background of this thesis. In addition, it shows the definition of the SoS 
involving Automated Vehicles to design automated vehicles which ensures the safety on 
traffic environments. There are descriptions about purposes and structure of this thesis. 
Chapter 2 suggests to define the abstract contract for priorities from the laws and 
viewpoints of ethics. If there are some automated vehicles which follow different abstract 
contracts, there might be conflicts and they might cause the accidents. Thus, the 
importance to achieve consistent behavior of automated vehicles against other road users 
is discussed.  
Chapter 3 defines the safety requirements for the SoS involving Automated Vehicles. 
Furthermore, it shows a methodology to validate the SoS architecture from the safety 
viewpoint. Assurance cases, which guarantee the validity of the whole claim supported 
by the set of claims validated, are used to validate the system model describing the SoS 
architecture and define safety requirements. Moreover, the node “actor” describes 
constituent systems of the SoS to define dependency relationships between safety 
requirements and constituent systems to deal with some characteristics of the SoS. Then, 
use cases derive driver’s functions following relationships among constituent systems 
defined context analysis on the SoS architecture. 
Chapter 4 introduces a methodology to verify the system model describing the SoS 
architecture. CSP (Communicating Sequential Processes) is used to describe interactions 
among constituent systems which are independently operated and concurrently behave. 
The CSP model, which expresses the interactions between a driver and automated 
driving system defined in the system model, is used to verify whether the interactions 
do not reach deadlocks. The CSP model includes the expressions of the perception, 





model can satisfy the safety requirements, which are defined in Chapter 3 and described 
with LTL (Linear Temporal Logic) in the CSP model. 
Chapter 5 shows the conclusions of this thesis. Then, it shows future challenges, which 
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 本節では，1.1.1 項に自動運転システムの定義を紹介する．1.1.2 項に，自動運転車の実現
に向けた取り組みに関する現在の動向を述べる．1.1.3 項に自動運転システムに搭載される
人工知能に関して論じる．1.1.4 項に，自動運転車およびそれを取り巻くシステムを複数の
独立したシステムが 1 つの目標の実現に向け，共に関連付けられている System of Systems





















































































自動運転の機能の実現度に応じ，NHTSA および SAE International (Society of 
Automotive Engineers International)がそれぞれ自動運転のレベルを定義している[7][8]．
本論文では，SAE International の定める自動運転のレベルにしたがう（表 1-1）．この自
動運転のレベルにしたがい設計されるシステムは，操作の設計のドメイン(Operational 
Design Domain, ODD)の範囲で，自動運転を実行することを前提とする． 
表 1-1 に示される D と A は，それぞれ自動運転車を利用するドライバ(Driver)と自動運
転システム(Automated Driving System, ADS)を意味する．表 1-1 の第 1 列「レベル」は，
自動運転のレベルを指す．第 2 列「カテゴリ」は，自動運転のレベルのカテゴリを示す．た
とえば，レベル 0 の自動運転は，カテゴリ「自動運転なし」に分類される．第 3 列「詳細」
は，自動運転の各レベルの定義を説明する．第 4 列「車両の操作」は，自動運転車を操作す
る主体を示す． 
第 5 列の項目「交通環境の監視とその結果に対する応答」は，文献[8]で Object and Event 
Detection and Response (OEDR)として定義される項目である．OEDR は，自動運転シス
テムが道路交通の中で，車両を操作するために要求されるリアルタイムの操作および方策
のタスクを意味する DDT (Dynamic Driving Task)のサブタスクとなる．OEDR は，DDT
の中の交通環境の監視およびその結果に対して適切な応答をするためのタスクを担う．表 






次に，レベルごとの自動運転について説明する．表 1-1 のレベル 0 の自動運転は，車両
にドライバ補助システムが全く導入されていない状態を指す．レベル 0 の自動運転の車両
に対しては，ドライバがすべての運転操作を行う．レベル 1 とレベル 2 の自動運転は，ド
ライバ補助システムが車両に導入されている状態である．レベル 1 の自動運転の車両に対
して，ドライバ補助システムが 1 個の運転操作の補助を実行できる．このとき，ドライバと
自動運転システムが共に車両を操作する．レベル 2 の自動運転の車両に対しては，1 個また
は複数の運転操作の補助をドライバ補助システムが実行可能となる．車両の操作は，自動運



















ル 4 の自動運転システムを利用するドライバは，Dispatcher (指令係)と呼ばれる．指令係
は，自動運転車両と自動運転システムの操作の準備を点検し，自動運転システムの稼働また
は停止を指示する[8]．レベル 5 の自動運転システムを利用するドライバは，レベル 4 のド
ライバとは異なり，自動運転システムへの関与は求められない．したがって，レベル 5 の自
動運転システムは，完全自動運転と呼ばれる． 




















































いる[15]．2014年には，ACC(Adaptive Cruise Control)やCMB(Collision Mitigation Brake)
などの車両の縦方向の運転支援システムおよび LKAS(Lane Keep Assist System)などの車
両の横方向の運転支援システムを発展させた安全運転支援システムである“Honda Sensing”






















2011 年 に か け て 行 わ れ た HAVEit (Highly Automated Vehicles for Intelligent 
Transport)[23]プロジェクトがある．HAVEit は，Driver Assisted(ドライバ補助)，Semi 
Automated(半自動運転)，Highly Automated(高度自動運転)の自動運転システムを対象と
して研究を行っている．ここで，HAVEit が対象とする Highly Automated は，表 1-1 のレ










ープに参加しなければならないことを明確に述べている(Driver in the loop)．換言すれば，
ドライバは SAE International の自動運転のレベルの定義が示す DDT Fallback-Ready 














（Disengagement Report）を義務付けている．Disengagement Report は，報告に関する
フォーマットが統一されておらず，各報告書に記載されている情報に偏りがある．しかし，
自動運転車が公道を走行した貴重なデータである．公開された報告書[26]より，手動運転へ
の切り替え理由が明確に示されているDelphi Corporation，Nissan North America, INC.，
Waymo のデータを順に Figure 1-1，Figure 1-2，Figure 1-3 に示す． 
これらのデータは，2015 年 12 月 1 日から 2016 年 11 月 30 日にかけて得られたデータ
である．いずれのデータも自動運転車の走行距離，および手動運転への切り替えの回数が異
なるため，切り替えの発生の割合を用いて円グラフに示す．Figure 1-1 の結果は割合が大き
い順に「車線変更を完了させるための切り替え (Disengage for completing lane change)」
「信号の検出が原因である切り替え (Disengage for traffic light detection)」「歩行者の交
通量が多いことが原因である切り替え (Disengage for heavy pedestrian traffic)」「工事現
場のための切り替え (Disengage for construction zones)」「他のドライバの予期せぬ振る舞
いのための切り替え (Disengage for other drivers’ unexpected behavior)」「自転車のため
の切り替え(Disengage for a cyclist)」「不鮮明な車線が原因である切り替え (Disengage for 
poor lane markings)」「緊急車両のための切り替え (Disengage for emergency vehicles)」
となる． 
次に，Figure 1-2 にある AV とは，Automated Vehicle（自動運転車）を意味する．Figure 
1-2 のデータは，手動運転切り替えの状況の報告をもとに，著者がカテゴリを作成し，それ
 






を不快に感じるための切り替え (Disengage for driver’s uncomfortable feeling against 
AVs behavior)」「ソフトウェアの不具合のための切り替え (Disengage for a software 
discrepancy)」「AV の不適切な振る舞いのための切り替え (Disengage for an inappropriate 
Figure 1-2 Reasons of Authority Transitions from ADS to a Driver in Nissan North 
America, INC. 





performance of AV)」「認知の不一致のための切り替え  (Disengage for a perception 
discrepancy)」「ハードウェアの故障のための切り替え (Disengage for a hardware failure)」
「複雑な交通環境のための切り替え (Disengage for a complex traffic environment)」「交
通参加者の無謀な振る舞いのための切り替え (Disengage for a recklessly behaving road 
user)」となる． 
Figure 1-3 の結果を割合の大きい順に示すと，「ソフトウェアの不具合のための切り替え 
(Disengage for a software discrepancy)」「車両の不要な操作のための切り替え (Disengage 
for unwanted maneuver of the vehicle)」「認知の不一致のための切り替え (Disengage for 
a perception discrepancy)」「交通参加者の無謀な振る舞いのための切り替え (Disengage 
for a recklessly behaving road user)」「他の交通参加者の誤った振る舞いの予測のための




Figure 1-1 から Figure 1-3 を俯瞰すると，ドライバが自動運転車の振る舞いを不適切な
振る舞いであると判断すること(Figure 1-1: Disengage for completing lane change, Figure 
1-2: Disengage for an inappropriate performance of AV, Figure 1-3: Disengage for 
unwanted maneuver of the vehicle)および，ドライバが不安を感じること(Figure 1-2: 
Disengage for driver’s uncomfortable feeling against AVs behavior)，システムとドライバ












ったために，手動運転への切り替えをしたケースが存在する(Figure 1-3: Disengage for 
incorrect behavior prediction of other traffic participants)．さらに，他車両のドライバの
予想外の振る舞いや無謀な交通参加者の振る舞いのため，手動運転への切り替えが発生し
ている(Figure 1-1: Disengage for other driver unexpected behavior, Figure 1-2 および




















(ITS, Intelligent Transport Systems)の検討が進められている[27]．ITS が目指す知能化さ
れた道路と車両システムがドライバを補助することにより，これらのシステムが一体とな






























Moral Machine[36]を Web 上に公開している．様々な交通状況の想定の下で，Moral 











































って，自動運転車とそれを取り巻くシステム全体を SoS とみなし，この SoS を「自動運転
車を取り巻く SoS」と定義する． 
自動運転車を取り巻く SoS の System of Interest(対象となるシステム)は，自動運転シス
テムである．自動運転システムと交通システムを含むその他のシステムを SoS の構成シス
テム（Constituent System，CS）と呼ぶ．著書らは，自動運転車を取り巻く SoS のアーキ





RISE の研究成果である自動運転車を取り巻く SoS の相互作用を Figure 1-4 に示す．
Figure 1-4 の四角い矩形は，SoS の構成システムを表す．自動運転車を表す矩形は，ADS
（Automated Driving System，自動運転システム）およびドライバを含む．本論文ではレ
ベル 3 の自動運転システムを想定するため，ADS とドライバの相互作用の検討が重要であ
































ロセスおよび分析結果を統合し，end-to-end システムを実現する．この end-to-end システ
ムのことを IISs (Industrial Internet Systems)と呼ぶ．IISs は，様々なシステムと人々の
相互作用を組織から得られる情報を結び付けることにより，最適化された意思決定やコラ















































クにならい，自動運転車を取り巻く SoS のアーキテクチャを検討する． 



















うに Mindfulness であることが求められる． 
このような社会技術システムである自動運転システムを検討するため，自動運転車を取






































































Figure 1-5 に自動運転車を取り巻く SoS アーキテクチャを定義するための階層構造と各











































1.2. 自動運転車を取り巻く SoS の課題と研究目的 
 前節で述べたように，自動運転システムの検討のためには，交通環境上の他のシステムと
自動運転システムの相互作用を考慮に入れるべきである．このため，本論文では，自動運転







































































では，SoS の構成システムを d*framework で定義されるノード「アクター」により表現し，
構成システムが関係するゴールを示す．d*framework を用いたアシュアランスケースの記
述を行い，自動運転車を取り巻く SoS の妥当性確認および安全性要求の定義を行う． 
 課題 3 に関して，自動運転車を取り巻く SoS のアーキテクチャ定義のための階層構造に
対し，具体的な設計に至るまでの社会レイヤーおよび利用レイヤーの検証は，実設計の段階
での手戻りを防ぎ，かつ自動運転車を取り巻く SoS の価値を実現するために重要である．







にモデル検査するための記述である CSP を用いる． 
ヨーロッパでは，COMPASS(Comprehensive Modelling for Advanced Systems of 
Systems)と呼ばれるプロジェクトが実施され，SysML による SoS アーキテクチャ記述の
検証に形式手法を用いている[52]．これにより，COMPASS は，SoS の構成システムの自律
性および異なる性質のために引き起こされる創発的な問題を検証する方法を提案した．
COMPASS は， CML（COMPASS Modelling Language）を定義し，形式検証を行ってい
る[53]．CML は，形式仕様記述言語の VDM（Vienna Development Method）[54]と CSP


















を取り巻く SoS の安全性要求を明確にするために，SoS アーキテクチャの妥当性確認およ
び安全性要求の定義を第 3 章で行う．このとき，SoS の性質である Autonomy(自律性)，
Belonging(関連性)，Connectivity(接続性)のために引き起こされる変化に対応することを目












表 1-2 章立てと関連する成果の一覧 
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性がある．この一例として，Tesla Model S の交通事故の事例を紹介する．Tesla Model S
の自動運転システムである Autopilot は，前方にいる自動車を検出するために，自動車の背
面の画像を用いて機械学習の学習を行った．このため，2016 年に発生した Tesla Model S











述する Abstract Contract(抽象的な約定)を導入している．これは，Dynamic API(動的に変


































2.2. ペアワイズ手法を用いた SoS 構成システムの優先度のランキング 













































は，Coffman の 4 つの条件のうち，順に相互排除条件，待機条件，横取り不能条件に該当











Coffman の 4 つの条件が成立するはずであり，循環待機条件が発生する．つまり，自動運
転車がそれぞれの振る舞いを待つプロセスの循環が発生する．このプロセスの循環を










































2.2.1.1. AHP の適用 











を説明する．まず，構成システムのすべてのペアに対して，1 から 9 の値を持つスケールで
優先度を設定する．そして，対象となる𝑛個の構成システムをラベルとして持つ𝑛行𝑛列の行
列𝐴の各成分へ，優先度の値を設定する．たとえば，自動運転車と歩行者のペアに対し，歩








CI ൌ 𝜆௠ െ 𝑛𝑛 െ 1  (2-1) 
CR ൌ 𝐶𝐼𝑅𝐼 (2-2) 
 
ここで，式(2-1)の𝜆௠は，一対比較の結果得られる行列に対する最大固有値であり，𝑛は比較
した対象の個数である．式(2-2)の RI はランダム整合度とよばれる Saaty が定めた値を用
いる[66]． 
 




















のランキングを示す．ここで𝐶は，対角成分に2 ൅ 𝑡௜，非対角成分ሺi, jሻに構成システム𝑖と構
成システム𝑗の比較回数の負値をもつ𝑛行𝑛列の行列である（𝑛は比較対象の構成システムの
個数）．比較回数とは，法律の 1 つの条文を用いる比較，または 1 つの倫理的観点からの比
較をそれぞれ 1 回とカウントして算出する．たとえば，ある構成システム𝑖と𝑗に対して，道













2.2.1.3. Massey Method の適用 























め，Massey Method では行列 M の最終行の成分をすべて 1 とし，ベクトル𝐛の最終成分を
0 とした等式を解くことでランキングを得る．Massey Method は，Colley Method では対
象としない同等の優先度を持つペアを考慮できる利点がある．すなわち，同等の優先度を持
つペアは，先ほどの行列 𝑀の対象の非対角成分に-1 を設定し，その点差を 0 とすることで













道交法第 10 条および第 38 条から歩行者は優先して車道を通行可能と判断し，歩行者は自
動運転車よりも優先度が高いと判断する． 




この行列𝑨の 1 行（1 列）から 5 行（5 列）までのラベルは，1 行目（1 列目）から順に自動
運転車，歩行者，警察車両，救急車，消防車とする．以降，Colley Method および Massey 
Method で用いる行列も AHP の行列と同じ順序のラベルを用いる．一対比較の結果得られ




1 1 9ൗ 1 5ൗ 1 9ൗ 1 9ൗ
9 1 1 3ൗ 2 1 3ൗ
5 3 1 1 1








る行列では，j 行 i 列の成分ሺj, iሻは，i 行 j 列の成分ሺi, jሻの逆数をとる（i ് j）．たとえば，
自動運転車と歩行者の比較を行うと，表 2-1 に示す法律の規制により，歩行者の優先度は
自動運転車に比べ，非常に高いと判断する．そこで，歩行者が自動運転車に比べ，9 の値で
優先されるべきであるとする．このとき，行列𝑨に示す 1 行 2 列の成分は，自動運転車が歩
行者よりも 9 のレベルで優先度が低いため，1/9 となる．一方，行列𝑨に示す 2 行 1 列の成
表 2-1 構成システムの優先度の決定のために参照する法規制 
自動運転車と歩行者の比較に用いる規制 
道交法 第 10 条 歩行者は道路工事などで歩道を通行できない場合は車道を
通行可能となる 
道交法 第 38 条 横断歩道やそれ以外の場所で車両は歩行者を優先する 
自動運転車と警察車両の比較に用いる規制 
道交法 第 61 条，67 条 警察は危険がある場合は，当該車両を停止させられる 
自動運転車と救急車の比較に用いる規制 
道交法 第 40 条 車両は緊急自動車を避け，徐行または一時停止する 
自動運転車と消防車の比較に用いる規制 
道交法 第 41 条 消防車両が接近してきたときは，車両等は交差点を避けて一
時停止する，または消防車両の通行を妨げてはならない 
歩行者と警察車両の比較に用いる規制 
道交法 第 15 条 警察官等は，歩行者に通行方法によるべきことを指示できる
歩行者と救急車の比較に用いる規制 
道交法 第 38 条 上項を参照
歩行者と消防車の比較に用いる規制 
消防法 第 26 条 歩行者は消防車に道路を譲らなければならない 
 
表 2-2 法規制にもとづき算出される構成システムの優先度のランキング 
# AHP # Colley Method # Massey Method 
1 警察車両 0.292 1 警察車両 0.680 1 警察車両 0.6 
1 消防車 0.292 2 消防車 0.678 2 消防車 0.4 
3 救急車 0.205 3 歩行者 0.524 3 歩行者 0.2 
4 歩行者 0.188 4 救急車 0.428 4 救急車 0.00 






め，これらの優先度は同等であるとみなす．よって，行列𝑨 では対象の成分に 1 を設定し
ている．行列𝑨を正規化し，主固有ベクトルを求めることにより各構成システムの優先度を
算出する．結果は，表 2-2 の AHP 列に示すとおりである．表 2-2 の各列は優先度のラン
キングにしたがい構成システムを並べている． 
AHP では，構成システムの一対比較を行う際に 9 個のスケールの値のいずれを選ぶかは，
明確な規定がないかぎり議論や AHP を行う人の主観に依存する．ここでは，比較に用いた
法律の規制の個数を考慮に入れ比較を行っている．これらの一対比較が妥当であるか否か
を調べるため，整合度および整合比を求めると，それぞれ 0.099，および 0.088 となる．
AHPでは，整合度と整合比がいずれも0.1以下であれば整合性がとれていると判断できる．
したがって，表 2-2 に示された結果は一対比較の整合性がとれている． 






ち，自動運転車と歩行者のペアの比較には表 2-1 に示す道交法第 10 条と第 38 条を用いる




る．これらを用いてランキングを行うための等式 𝐶𝐫 ൌ 𝐛を式(2-7)に示す．ベクトル𝐫の各成
分は，𝑟ଵから順に自動運転車，歩行者，警察車両，救急車，消防車の優先度を表す変数であ






8 െ2 െ2 െ1 െ1
െ2 7 െ1 െ1 െ1
െ2 െ1 5 0 0
െ1 െ1 0 4 0
























8 െ2 െ2 െ1 െ1
െ2 7 െ1 െ1 െ1
െ2 െ1 5 0 0
െ1 െ1 0 4 0




















の一対比較の結果として，2 つの構成システム間の点差は 0 となる．しかし，Massey Method
では同等の優先関係も比較を行うとみなす．そのため，式(2-8)の左辺の行列は，これらの構
成システムに対応する成分に-1 の値を持つ．最終的に線形独立に変形した式(2-9)を用いて
変数𝑟ଵから𝑟ହを計算する．優先度の順位にしたがい，結果を表 2-2 の Massey Method 列に
示す． 
 各手法を用いて算出した優先度のランキングを俯瞰すると，表 2-2 が示すように，Colley 
Method および Massey Method の結果と異なり，AHP では，歩行者の順位が救急車よりも
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を Figure 2-2 に示す．Figure 2-2 は，AHP のランキングにしたがう自動運転車の前方に横
断歩道を渡ろうとしている歩行者，後方に救急車が接近している状況を示している．また，
対向車線から Colley Method にしたがう自動運転車が接近することを想定する．Figure 2-2
の右端には工事中の場所があるとする． 
Figure 2-2 では，表 2-1 に示す構成システムの特性に関係する法律にもとづき，構成シ
ステムの優先関係が定義できる． AHP による優先度のランキングの結果から，前者の自動
運転車は歩行者より救急車を優先するため，歩行者に警告をしつつ安全を確保し，左側に幅
寄せするために横断歩道を横切る．一方，後者の自動運転車は Colley Method のランキン
グにしたがい，歩行者の通過を待ってから横断歩道を越え左側に幅寄せしようとする．その
結果，双方の自動運転車が横断歩道後の車道で停止し救急車が通過するための車幅を確保
できない状況となる．さらに，AHP にしたがう自動運転車が Colley Method にしたがう自
動運転車の場所を要求し，救急車が AHP にしたがう自動運転車の場所を要求する．また，
歩行者は，救急車の場所を要求し，Colley Method にしたがう自動運転車は歩行者の場所を



































中で，交差する道路の左方から救急車 1，自動運転車の後方から救急車 2 が迫っている．ま
た，救急車 1 の前方の横断歩道では歩行者が横断している．救急車 2 が進行するためには，
自動運転車が交差点に出て直進または右左折のいずれかをし，救急車 2 に進路を譲る必要
がある．Figure 2-3 に含まれる構成システムのランキングに用いた日本の道交法を表 2-3
に示す．また，倫理的観点からの比較のために，救急車 2 の搬送している急患人の数は救急
車 1 より多いと仮定する．自動運転車には，ドライバのみが乗っている．したがって，想定
表 2-3 構成システムの比較に用いる法規制および倫理的観点 
自動運転車と救急車 1 の比較に用いる規制 
道交法 第 36 条 左方から進行してくる車両の進行妨害をしてはならない 
道交法 第 40 条 表 2-1 を参照のこと
倫理的観点 救急車 1 は自動運転車より乗車している人数が多い 
自動運転車と救急車 2 の比較に用いる規制 
道交法 第 40 条 表 2-1 を参照のこと
倫理的観点 救急車 2 は自動運転車より乗車している人数が多い 
自動運転車と歩行者の比較に用いる規制 
道交法 第 38 条 表 2-1 を参照のこと
救急車 1 と救急車 2 の比較に用いる規制 
道交法 第 36 条 上項を参照のこと
倫理的観点 救急車 2 の方が救急車 1 より搬送している人数が多い 
救急車 1（救急車 2）と歩行者の比較に用いる規制 
道交法 第 38 条 表 2-1 を参照のこと
表 2-4 位置関係を考慮したランキングの結果 





AHP Colley Massey Massey
2 




0.24 0.54 0.5 0.5 
(*1) 




0.20 0.53 0.25 0.75
(*1) 
歩行者 0.16 0.42 -0.2 -0.2 
4 自動運
転車 
0.09 0.18 -1.5 -2 自 動 運
転車 






動運転車は同じ）となる．これらの倫理的な比較を表 2-3 に示す．Figure 2-3 が示すユー
スケースの場合，自動運転車は救急車 1 が交差点を通過することを待つべきか，または救
急車 1 が歩行者の横断を待つ間に交差点を横断し救急車 2 を通過させることを優先すべき
かの判断が必要となる． 







の比較で，比較に用いた項目数の違いから，自動運転車は救急車 1 を救急車 2 より優先す
べきであるとしてスケールの値を設定する（行列𝑨𝒋の成分ሺ1, 2ሻ，および成分ሺ1, 3ሻ）．この
AHPの一対比較の妥当性を確認するため，整合度，および整合比を求めると，それぞれ0.088，
0.098 である．いずれも 0.1 以下の値となるため，一対比較の結果は妥当であるといえる．
以下，ランキングの計算より求められる結果は，表 2-4 の Japan-AHP，Colley，Massey
列に示す．表 2-4 の Ped, Amb 1, Amb 2, AV は順に歩行者, 救急車 1, 救急車 2, 自動運転
車を表す． 





比較では 2 つの規制と 1 つの倫理的観点の比較を行う．よって，3 回の比較を行ったとし
て，成分ሺ1, 2ሻの値は-3 となる．また，自動運転車が救急車 1 との比較で 3 回，救急車 2 と
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たとえば，式(2-12)の右辺のベクトルの第一成分は，自動運転車が救急車 1 との比較で 3
点差で優先度が低い，救急車 2 との比較で 2 点差で優先度が低い，そして歩行者との比較
で 1 点差で優先度が低いとなるため，合計 6 点を失点したことを示している． 
表 2-4 の Japan-AHP，Colley，Massey 列の結果を比較すると，2.3 節の結果とは異な
り，Figure 2-3 のユースケースの場合， 3 つのペアワイズ手法により算出されたランキン
グの順位は同じとなる．倫理的観点での比較では，救急車 2 が救急車 1 よりも乗車してい
る人数が多いため優先度が高いことがわかる．しかし，法律の規制および倫理的観点の双方
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その結果を表 2-4 の Massey2 の列に示す．この列に示されている*1，*2 は重みを付け
たことにより，構成システムの順位が入れ替わっていることを示している．つまり，表 2-4
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3. 自動運転車を取り巻く SoS アーキテクチャに対する妥当性確認および安全
性要求の定義 
3.1. アシュアランスケースについて 













































Structuring Notation)が知られている[48][74]．GSN で用いるノードを表 3-1 に示す．









































表 3-1 に示されるノードの間には，2 つの関係“supported by”または“in context of”









よび d*framework を用いてアシュアランスケースを記述するために，D-Case エディタを
用いる[76]． 
 
3.2. 自動運転車を取り巻く SoS アーキテクチャ定義のためのユースケース分析 











1 つであるユースケースを用いて SoS の構成システム間の相互作用を検討する． 
ユースケースとは，あるシステムを利用して目的を達成するユーザとそのシステムの間
の相互作用について説明をするために用いられる[78]．Lane ら[79]は，Department of 
Defense（DoD，アメリカ合衆国国防総省）が提案する SoS エンジニアリングのプロセス
[80]に SysML を適用することを提案している．同論文の中で，SoS のコンテキストを明ら
かにした後，システムが提供する最上位のサービスを明らかにするためにユースケース分








3.3. アシュアランスケースを用いた SoS アーキテクチャに対する妥当性確認と安全性要
求の定義 














Figure 3-1 Assurance Case Describing the Arguments about Safety Considering of 




















ースを Figure 3-1 に示す． 
Figure 3-1 の ADS，EVD，CSs はそれぞれ自動運転システム，ドライバ，その他の構成
システムを表す．これらは，アクターを表すフォルダの矩形を用いて表現される．それぞれ
の構成システムが抽象的な約定にしたがうことをアクターとゴールを関係付ける depend 
on の矢印で結んでいる．たとえば，ADS や CSs が抽象的な約定に従うためには，ADS お
よび CSs の各設計に依存するため，depend on の関係がアクターとゴールの双方向に結ば
れている．EVD の場合は，抽象的な約定に従うか否かは，EVD 自身の判断に依存する．こ






















り，シーケンス図を用いてユースケース分析を行う．Figure 3-2 にユースケース「レベル 3
の自動運転システムである Automated Driving System (ADS)を搭載する自車両(Ego 
Vehicle)の進路上に障害物があるとき」を分析し，SoS の構成システムの相互作用を検討し
たシーケンス図を示す．シーケンス図に含まれる四角い矩形には，ユースケースのアクター
である Driver (ドライバ)，Automated Driving System (自動運転システム)，Ego Vehicle  
Figure 3-2 A Sequence Diagram to Analyze the Use Case Regarding to "There Is an 
Obstacle on the Course of the Ego Vehicle" 
Optimize D&AD_Driving and Detected Obstacle_Braking_HA[Interaction] sd [  ] 
 : Highway-type Road : Automated 
Driving System
 : Surrounding 
Mobility







AD - Automated Driving 
assess driver state
calculate feasible trajectory for lane change
define automation level
communicate via visual, acoustic, haptic channel
communicate via visual, acoustic, haptic channel
enable the driver to know the current level and action of the automation
enable the driver to know possibility for levels of automation
measure driver related data



































































































































































































































































































































































































(自車両)，Surrounding Mobility (周辺車両)，Highway-type Road (高速道路)が示されてい
る．たとえば，Figure 3-2 の複合フラグメント par の中で，Driver は ADS に対して，メッ





可能な軌跡を計算する機能“calculate feasible trajectory for lane change”が処理される．
シーケンス図を用いてユースケース分析を行うことにより，SoS の各構成システム間の相
互作用を明示的に検討することが可能となる． 
 次に，シーケンス図を用いた相互作用の検討結果を受け，自動運転車を取り巻く SoS の
コンテキストの検討を行う．内部ブロック図を用いて構成システム間の情報の授受により
構成システム間の相互接続を示すコンテキスト図を Figure 3-3 に示す．内部ブロック図の
四角い矩形は，SoS の構成システムを表す．また，SoS の構成システムを矢印で関係付け，
情報(アイテム)の授受を表す．たとえば，Figure 3-2 のシーケンス図より，Driver から ADS
にドライバに関連する情報が送信されることから，Figure 3-3 で Driver から ADS へ，2 種









る．また，SoS の構成システムを d*framework のアクターとして定義することにより，達
成すべきゴールに関係する SoS の構成システムの依存関係を明らかにする．SoS の構成シ
ステムはそれぞれ独立に運用され，SoS に参加するか否かは構成システムが必要に応じて
決める特性を持つ[81]．すなわち，SoS の構成システムは自由に変更および SoS からの離
脱ができる．したがって，SoS の構成システムの変化が SoS の安全に与える影響を確認し
対応を検討するために，構成システムをアクターとしてゴールに関係付けて記述を残すこ
とは有意義である． 










































































のサブゴール GU_S1_8 を例として説明する．ゴール GU_S1_2「(ドライバが車線変更の意
図を持つ場合に)相互作用が成功する」を達成するためには，ADS がドライバの状態を評価
できる必要がある(GU_S1_8)．さらに，Figure 3-2 の複合フラグメント par 内のメッセー
ジの記述から，ADS がドライバの状態を評価するためには，ドライバおよびその運転に関
係するデータを ADS が計測可能であることが要求される．ADS は，ゴール GU_S1_8「ADS
はドライバの状態を評価できる」に関して Driver に依存すると考えられる．したがって，
アシュアランスケースの記述でアクター“Driver”と“Automated Driving System”を定
義し，“depend on”の関係を用いてこれらのアクターと対象のゴール GU_S1_8 を結ぶ．ア
クターはフォルダの矩形で表す．一方，ゴール GU_S1_8 は，Figure 3-2 が示すように ADS
が“ドライバに関するデータを計測する”および“運転に関するデータを計測する”ことの
結果を用いて実行される．したがって，これらの項目をそれぞれサブゴール GU_S1_9，
GU_S1_10 として定義し，関係“supported by”でゴール GU_S1_8 と関係付ける． 
シーケンス図に対するアシュアランスケースを記述したのち，コンテキストを示す内部
ブロック図(Figure 3-3)で記述される構成システム間の情報の授受をもとにアシュアランス
ケースを記述した結果を Figure 3-5 に示す．Figure 3-5 の説明のため，Figure 3-6 は，
Driver と ADS の相互関係を示す部分のみを抜粋して示す．Figure 3-6 は，Figure 3-5 の
左下の部分を示している． 
これより，Figure 3-6 に示されるゴールとアクターについて説明する．Figure 3-3 の内
部ブロック図は，Driver から ADS へは 2 種類の情報“Direct driver monitoring data”(直
接ドライバを観測したデータ)および“Driver automated driving command”(ドライバの




して直接アクターDriver と ADS を関係付ける代わりに，上位のゴール GU_I1_2「ADS は
ドライバに関する情報を正しく得ることができる」を設けることにより，構成要素間の関係
をより簡潔に示す．そして，戦略 SU_I1_1「ADS が得るべき情報ごとに議論する」を設定
した上で，Driver から ADS に受け渡される 2 種類の情報が受け渡し可能であることをゴ
ール GU_I1_2 のサブゴールとして示す． 
なお， Figure 3-6 に示されるコンテキスト(CU_I1_1，CU_I1_2)に含まれる list 1 とは，
内部ブロック図内のアイテムの授受を検討する際に参照したシーケンス図の一覧である．






























































































Figure 3-6 The part of Assurance Case Describing the Arguments about Safety with 
Actors in Reference to the Internal Block Diagram from the Usage Viewpoint 
 
表 3-2 内部ブロック図の相互関係の定義に用いられたシーケンス図 
# シーケンス図 
1 Optimize D&AD_Driving andDetected Obstacle_Braking_HA (高度自動運転シス
テムの稼働中に障害物を検出し，停車) 
2 Optomize D&AD_Driving and Detected Obstacle_Emergency Braking_DA (運転
補助システムの稼働中に障害物を検出し，緊急停止ブレーキが作動) 
3 Optimize system joining and interaction between D&AD_Lane Change_HA (高
度自動運転システム稼働中の車線変更時のドライバと ADS の相互作用) 
4 Optimize system joining and interaction between D&AD_Driving and Activation 
Not Possible_DA (運転補助システムの稼働中に ADS が作動不可能) 
5 Optimize system joining and interaction between D&AD_Driving and 
Deactivation Necessary_HA (高度自動運転システム稼働中にドライバが運転権限
を移譲される) 











Figure 3-5 の中で，アクターを関係付ける“depend on”の矢印を用いて，内部ブロック
図が定義する情報の授受に関して「他の SoS の構成システム(CS，Constituent System)へ
の依存」および「他の SoS の構成システムへの貢献」を分析する．Figure 3-7 は，SoS の
ある構成システムから他の構成システムに対して，“depend on”の関係がいくつ成立して
いるかを数え上げた結果を示す．たとえば，Ego Vehicle Driver は Figure 3-5 のゴール
GU_I1_1「ドライバが ADS から正しく情報を得ることができる」を達成するために
Automated Driving System に依存する．このため，Figure 3-7 の(*1)に“1”が示される．
また，Automated Driving System は，Figure 3-5 のゴール GU_I1_2「ADS がドライバに
関する情報を正しく得ることができる」を達成するために Ego Vehicle Driver に依存する．
加えて，Figure 3-5 で GU_I1_2 は 2 つのサブゴール GU_I1_3 および GU_I1_4 に分解さ
れる．これより，Figure 3-7 の(*2)に“2”が示される．行ごとに示される数値を可算した
結果は，左端に示される構成システムが他の構成システムに依存する関係の数を示すため，
「他の SoS の構成システムへの依存 (Dependency on the other CSs)」を意味する．一方，
列ごとに示される数値を加算した結果は，上端に示される構成システムが他の構成システ
ムに対して依存される関係の数を示すため，「他の SoS の構成システムへの貢献


















Driver 1 1 0 1 1 1 5
Ego Vehicle 3 1 1 1 0 0 6
Automated
Driving System 2 2 1 1 1 1 8




0 1 0 0 0 0 1
Surrounding
Mobility 0 1 0 0 0 0 1
Pedestrian 0 1 0 0 0 0 1
Contribution to
the other CSs 5 7 2 2 4 3 2
Figure 3-7 Analysis of Interactions on the Information in Reference to the Assurance 





































































転システムを取り巻く SoS の安全につながると考えられる． 
行列を用いたシステムの要素の関係の構造化や分析のために用いる方法として，






ング(Partitioning)と呼ばれる方法で行われる．ISM と DSM の違いは，ISM は間接的な関
係を分析することに対し，DSM は間接的な関係を除くよう分析が行われる点である[84]．
文献[84]は，QFD(Quality Function Deployment, 品質機能展開)に多空間デザインモデル
の視点を導入した M-QFD(Multispace-Quality Function Deployment)[85]の相関行列から
導かれる Direct Affective Matrix に対して，ISM と DSM をともに用いることを提案して
いる．ISM や DSM を用いたゴール間の関係の詳細な検討は，今後の課題とする． 
最後に，シーケンス図と内部ブロック図から作成したアシュアランスケースである
Figure 3-4，Figure 3-5，および Appendix 1 に示すゴールを総合して，ゴール GU_ALL1_1
「自動運転車を取り巻く SoS が安全である」を最上位のゴールとするアシュアランスケー
スを記述し，その結果を Figure 3-8 に示す．このアシュアランスケースの記述では，引き




統合するという観点で議論をする」を設ける．Figure 3-4 および Figure 3-5 から，構成シ
ステムとゴールの依存関係が明らかとなっているため，戦略 SU_ALL1_1 にしたがい，ゴ





ール GU_ALL1_2「ADS に依存する振る舞いが安全である」とゴール GU_ALL1_3「ドラ
イバに依存する振る舞いが安全である」を導出する．次に，GU_ALL1_2 および GU_ALL1_3
を Figure 3-4 と Figure 3-5 の結果から，それぞれゴール GU_ALL1_4 から GU_ALL1_8， 
GU_ALL1_9 から GU_ALL1_12 に分解する． 
Figure 3-8 は，一部のゴールのみを示しているが，ゴール G_4 から G_10 はさらにサブ
ゴールに分解される．Figure 3-9 から Figure 3-15 に，各ゴールからサブゴールを導くアシ
ュアランスケースを示す．まず，ゴール GU_ALL1_4「ドライバは ADS とチャネルを通じ
てコミュニケーションできる」のサブゴールを Figure 3-9 に示す．Figure 3-9 には，ドラ







次に，Figure 3-8 のゴール GU_ALL1_5「危険な状況になった際に，ADS が緊急のブレ
ーキをかける」を分解して得られるサブゴールを Figure 3-10 に示す．ドライバが ADS か
らの情報に気が付かない場合，ゴール GU_ALL1_5_1「ドライバが ADS の提案を無視し，
状況が悪化する場合，ADS が緊急のブレーキを作動できる」が必要となる．また，ドライ
バがADSからの情報に気付いたものの，それには従わず，かつ適切な対応を取らない場合，
ゴール GU_ALL1_5_2「ドライバが ADS の提案を選択せず，かつドライバが必要な操作を
しない場合，ADS が緊急のブレーキを作動できる」が導かれる． 





Figure 3-11 は，Figure 3-8 のゴール GU_ALL1_6「ADS が変更した現在の自動運転のレ
ベルとアクションを知らせることができる」のサブゴールへの分解を示す．車線変更が必要




場合は，ゴール GU_ALL1_6_2「ドライバが ADS の提案を選択せず，かつドライバが車線
変更を行わない場合，ADS がドライバに警告を行う」が達成されることが必要となる． 




Figure 3-11 Decompositions to Sub Goals of "Goal: GU_ALL1_6" in Figure 3-8 
 











Figure 3-13 に Figure 3-8 のゴール GU_ALL1_8「Highly Automated のモードがこれ以
上継続できない場合，ADS が必要な情報を提示する」のサブゴールを示す．ADS が







をドライバが認知できるようにする」，および GU_ALL1_8_3「Highly Automated のモー
ドをこれ以上実行できない場合，ADS が Driver Assisted のモードに移行したことをドラ
イバが認知できるようにする」にゴールを分解する． 
Figure 3-14にFigure 3-8のゴールGU_ALL1_9「ドライバの状態をADSが評価できる」
のサブゴールへの分解を示す．GU_ALL1_9 でドライバの状態を ADS が評価するために計
測すべきデータとして，GU_ALL1_9_1「ドライバに関係するデータを計測できる」および
GU_ALL1_9_2「ドライバの運転に関するデータを計測できる」を導く． 
最後に Figure 3-15 に Figure 3-8 のゴール GU_ALL1_10「ドライバの選択が ADS に伝
達される」をサブゴールに分解したアシュアランスケースの記述を示す．シーケンス図をも










転のレベルを Driver Assisted に変更する」，GU_ALL1_10_2「車線変更をしないという
ADS の提案にしたがう場合，ドライバの選択が ADS に伝わる」，GU_ALL1_10_3「車線変
更をするという ADS の提案にしたがう場合，ドライバの選択が ADS に伝わる」，
GU_ALL1_10_4「Highly Automated のモードがこれ以上実行できないときに，ADS がド
ライバの操作を受け入れることができる」． 
Figure 3-8 およびそのサブゴールを表す Figure 3-9 から Figure 3-15 までのアシュアラ
ンスケースに示すゴールは，自動運転車を取り巻く SoS が安全であることを実現するため
のゴールである．これらのゴールを表 3-3 に一覧としてまとめる．表 3-3 に含まれる G_x
という項目は，対応するゴールの識別番号を示す． 
Figure 3-4 から Figure 3-15 に示したアシュアランスケースの記述は，システムモデルか
ら導かれる安全性要求を示している．さらに，d*framework のアクターとして SoS の各構
Figure 3-14 Decompositions to Sub Goals of "Goal: GU_ALL1_9" in Figure 3-8 
 














表 3-3 自動運転車を取り巻く SoS の安全性要求の一覧 
GU_ALL1_1:自動運転車を取り巻く SoS が安全である 
GU_ALL1_2:ADS に依存する振る舞いが安全である 
GU_ALL1_4 ドライバは ADS とチャネルを通じてコミュニケーションできる 
 GU_ALL1_4_1 ADS は，ドライバに警告を与えることができる 
 GU_ALL1_4_2 ADS は，ドライバに可能な自動運転のレベルを知ら
せることができる 
 GU_ALL1_4_3 ADS は，現在の自動運転のレベルとアクションをド
ライバに知らせることができる 
 GU_ALL1_4_4 ADS は，次の自動運転のレベルとアクションをドラ
イバに知らせることができる 
GU_ALL1_5 危険な状況になった際に，ADS が緊急のブレーキをかける 
 GU_ALL1_5_1 ドライバが ADS の提案を無視し，状況が悪化する場
合，ADS が緊急のブレーキを作動できる 








 GU_ALL1_6_2 ドライバが ADS の提案を選択せず，かつドライバが
車線変更を行わない場合，ADS がドライバに警告を
行う 
GU_ALL1_7 自動運転のモードを変更できない場合，ADS が必要な情報を提示する 
 GU_ALL1_7_1 事前条件を満たしていないため，Highly Automated
のモードに移行できない場合，モード変更ができなか
った結果を提示する 











表 3-3 自動運転車を取り巻く SoS の安全性要求の一覧(続き) 
GU_ALL1_8 Highly Automated のモードがこれ以上継続できない場合，ADS が必要
な情報を提示する 
 GU_ALL1_8_1 Highly Automated のモードをこれ以上実行できない
場合，ドライバが ADS と必要なコミュニケーション
をとることができる 




 GU_ALL1_8_3 Highly Automated のモードをこれ以上実行できない
場合，ADS が Driver Assisted のモードに移行したこ
とをドライバが認知できるようにする 
GU_ALL1_3:ドライバに依存する振る舞いが安全である 
GU_ALL1_9 ドライバの状態を ADS が評価できる 
 GU_ALL1_9_1 ドライバに関係するデータを計測できる 
 GU_ALL1_9_2 ドライバの運転に関するデータを計測できる 
GU_ALL1_10 ドライバの選択が ADS に伝達される 
 GU_ALL1_10_1 ドライバの選択にしたがい，自動運転のレベルを
Driver Assisted に変更する 
 GU_ALL1_10_2 車線変更をしないという ADS の提案にしたがう場
合，ドライバの選択が ADS に伝わる 
 GU_ALL1_10_3 車線変更をするという ADS の提案にしたがう場合，
ドライバの選択が ADS に伝わる 
 GU_ALL1_10_4 Highly Automated のモードがこれ以上実行できない
ときに，ADS がドライバの操作を受け入れることが
できる 








 本節では，SAE International の定める自動運転のレベル 3 に該当する自動運転システム
[8]を対象にユースケースを用いて，SoS の構成システム間の相互作用の分析を行う．まず， 




 Figure 3-3 に示す内部ブロック図は，自動運転車を取り巻く SoS の構成システムである
Ego Vehicle (検討の対象である自動運転車両，自車両)，Ego Vehicle Driver (自動運転車の
ドライバ )，ADS (自動運転システム )， ICT System (情報システム )，Transport 
Infrastructure System (交通システム )，Surrounding Mobility (周辺車両 )，Natural 




























Driver 1 1 0 1 1 1 1 1




2 2 1 1 1 1 1 1




0 1 0 0 0 0 0 0
surrounding
Mobility 0 0 0 0 0 0 0 0
Natural
Environment 0 0 0 0 0 0 0 0
pedestrian 0 0 0 0 0 0 0 0
physical
Environment 0 0 0 0 0 0 0 0
Figure 3-16 Analysis of Interactions on the Information in Reference to the Internal 





Data”(ドライバに関する観測値)と“Driver Automated Driving Command”(自動運転に
関する運転のコマンド)を受け取る．これより，ADS はドライバから 2 種類の情報を受け取










存する度合いは ADS より低い．ADS がドライバの状態と自車両の状態に関する情報に関
してより多くの情報を必要とするため，このような差が現れる．このドライバと ADS の間







まず，表 3-4 の「他の構成システムに貢献する度合い (各列の値の総和)」の列を確認す





自動運転車のドライバ 7 5 
自動運転車 6 5 
ADS 10 2 
情報システム 3 2 
交通システム 1 4 
周辺車両 0 3 
自然環境 0 2 
歩行者 0 2 







Figure 3-16 からわかる．このため，自動運転車が提供する情報の種類を Figure 3-3 を用い











イバ，自動運転車，および ADS が共に働くことが前提となる． 
さらに，ドライバの機能を導出するためにはドライバの判断に影響する他の構成システ
表 3-5 ドライバの機能を導出するための構成システムの組み合わせ 
 構成システムの組み合わせ 
1 driver, ego vehicle, ADS, transport infrastructure system 
2 driver, ego vehicle, ADS, surrounding mobility 
3 driver, ego vehicle, ADS, natural environment 
4 driver, ego vehicle, ADS, pedestrian 
5 driver, ego vehicle, ADS, physical environment 
























を示す．この図で，EV，ADS，および EVD が共に振る舞うことを明示している．  












認知する方法を 2 つのケースに分けて処理を分岐する．1 つ目は，ドライバが ADS から情
報を得る前に歩行者を認知するケースである．2 つ目は，ドライバが ADS からの情報で歩
行者を認知するケースである． 
1 つ目のケースでは，ADS が自車両を操作中であるため，ドライバが発見した歩行者に
対する ADS の対処をドライバが知る必要がある．Figure 3-3 が示す ADS とドライバの間
のアイテムの授受の定義から，ADS の運転操作の意図を知るために，ドライバは
“Automated Driving Information”を受け取る必要がある．このため，Figure 3-18 でド
ライバは ADS に対して“Automated Driving Information”を表示する機能を呼び出すメ
ッセージを送る．そして，その返答メッセージとして対象の情報をドライバが受け取る．そ
の後，自己メッセージとして，ドライバの機能「ADS の意図を理解する」を呼び出す．そ




















Figure 3-18 Use Case Analysis for "Keep a Pedestrian in Safe on the Traffic 


























3.5. Tesla Model S の事故事例からのアシュアランスケースによる安全性分析 
3.5.1. Tesla Model S の事故の詳細 
アメリカ合衆国では，特定の州に限るが，公道での自動運転システムの走行実験が認めら
れている．また，同国において一般のドライバが利用可能な自動車にレベル 2 までの運転
支援システムが搭載されるケースがみられる．2016 年 5 月に Tesla 社の Model S の車両が
フロリダ州の高速道路でトラクタと衝突事故を起こした[61]．Tesla Model S には，先進自
動運転支援システム(Advanced Driver Assistance System, ADAS)である Autopilot が搭載
されている．Autopilot は利用形態により，レベル 1 またはレベル 2 の運転支援機能を提供
する．この衝突事故の発生状況を Figure 3-19 に示す．Tesla Model S は，高速道路 27A 号
線(US-27A)の東向き方向の車線を走行し，トラクタは西向き方向の車線を走行していた．
高速道路の対向車線は，芝生の中央分離帯で区切られているものの，完全には区切られてお
らず，事故現場のように対向車線が交差する箇所がある．トラクタが左折し Tesla Model S
の前方を通過しようとした際に事故が発生した． 







ムは，Traffic-Aware Cruise Control(TACC)および Autosteer である．Tesla Model S のド
ライバ用のマニュアル[87]には，TACC を利用している間であっても，ドライバが交通環境
に注意を払い，危険に対応する必要があることが明記されている．また，TACC を利用可能











































当の衝突事故では，Tesla Model S のドライバが Autopilot 機能に依存しすぎていた，かつ
システムの限界を理解していなかった可能性が指摘されている[61]． 
Tesla Model S は，ハンドルの操作，指示方向器の操作，TACC の速度設定を通して，ド
ライバの運転への関与の程度を観察する．しかし，ドライバがハンドルを握っていたとして
も，ドライバが運転に関与していない可能性があり，システムの見直しが推奨されている
[61]．一方，Autopilot が Tesla Model S のドライバが運転に関与していないと判断する場
合，画面に警告を表示し，それでも応答がない場合は音で警告をする．最終的にドライバが
適切に対処しない場合は，減速し，これ以降同一の運転の中では Autopilot を利用できなく




3.5.2. Tesla Model S の事故に関するアシュアランスケースの適用 
 Tesla Model S の事故を例として，「安全な自動運転を実現する」ことを最上位のゴール


















Tesla 車に対して必要な回避行動を取らなかった可能性が考えられる．また，Tesla Model 
S の自動運転を提供するシステムおよび安全に関する機能が正常に働いていたことを保証
する必要がある．したがって，Figure 3-20 の上述した 3 個のゴールを設定する． 







ステムを正しく使用するように導くことが必要である(Figure 3-21 の GU_Te1M1_3)．これ
らのゴールごとに戦略 SU_Te1M1_2 と SU_Te1M1_3 にしたがい，さらに必要なサブゴー
ルを検討していく． 




Figure 3-20 The Top Layer of the Assurance Case in Reference to the Accident of Tesla 










































Tesla Model S のマニュアルには自動運転システムの使用方法や警告の方法などが明記され
ている[87]．さらに，Tesla 車の所有者を対象にドイツで 2016 年 11 月に行われたアンケー
ト調査[90]では，98%の所有者が Autopilot 使用中にドライバがいかなるときも操作をする
ことを求められていることを理解していると回答している．したがって，十分な対応があっ
たとみなし，証拠 EU_Te1M1_1「テスラ社の所有者マニュアルと Autopilot 使用に関する




















のドライバに対処することができる」に関して，NHTSA のレポート[86]に Strike out の機
能が自動運転システムに備わっていたことが述べられている．Strike out の機能は，一定回
数の警告をした上でドライバが警告に対応しない場合は，自動運転システムを停止し，同一
の運転内ではそれを起動できないようにする．これより，証拠 EU_Te1M1_4 として Strike 

















Autopilot を開始する際に，その使用が適切であるか否かを判定する機能は，Tesla Model S
には備わっていない．このため，ゴール GU_Te1M1_10 に未定義要素 UU_Te1M1_2 が関
係付けられている．ゴール GU_Te1M1_7 から GU_Te1M1_10 は，自動運転システムがド
ライバを正しく理解することの必要性を示している．したがって，ドライバと自動運転シス
テムの間に相互理解が成立して初めて安全を実現できるといえる． 
 モジュール「Analysis on System」に含まれるアシュアランスケースを Figure 3-22 に示
す．最上位のゴールとして，GU_Te1M2_1「自動運転システムの境界の範囲で，安全に関す
























 最後にモジュール「Analysis on Environments」に含まれるアシュアランスケースを



















































3.6. 社会に受容されるための自動運転車を取り巻く SoS に対する安全性要求 
 本節では，3.2 節から 3.5 節に示した利用ビューポイントからのアシュアランスケース記
述およびユースケース分析の結果より，社会ビューポイントから自動運転システム









 利用ビューポイントの検討結果からの考察として，第 1 に ADS とドライバの関係につい
て述べる．まず，コンテキスト分析の結果に対する利用レイヤーでのアシュアランスケース
記述(3.3 節)の結果より，ドライバは ADS の情報を適宜得ることが要求される．さらに，ド
ライバは ADS の情報から ADS が次に行う振る舞いの意図を理解しなければならないケー
スがある(3.4 節)．すなわち，ドライバは ADS の情報や意図を理解し，ADS を操作するこ
とが要求される．一方，Tesla Model S の事故に関するアシュアランスケース記述(3.5.2 項)
より，ドライバが ADS を信頼した上でシステムの制限にしたがい ADS を正しく利用する
必要があることがわかる．そして，ドライバが ADS の情報を取得し，ADS を正しく運用す
ることは，ADS が制御するのみならず，ドライバの振る舞いに依存する．したがって，ADS






































































































かは，他の構成システムに依存する．これより，Figure 3-24 でドライバは，ゴール GS_8
「他の構成システムはドライバからの情報を得て ADS と協調する」に関して，他の構成シ
ステムに依存するという関係を示す．一方，レベル 3 の自動運転システムは，ドライバに対
して緊急時に対応することに備えるユーザである DDT Fallback-Ready user となることを
要求する．これに備え，ドライバは他の構成システムの情報を収集し，交通環境を理解する
必要があることがコンテキスト分析の結果のアシュアランスケース記述に示される．また，














































ければならない場合が考えられる．レベル 3 の自動運転システムに対しては，DDT 
Fallback-Ready user であるドライバが最終的に運転の責任を負う可能性がある．しかし，
運転をしていない状態から，ドライバが急に運転を代わることは困難である．したがって，
常に ADS とドライバが互いの状態を正しく理解するために，ドライバと ADS の協調関係




の境界を逸脱して ADS を利用することを許容しない機能を備える必要がある．  
最後に，利用ビューポイントからのアシュアランスケース記述およびユースケース分析
を総合して，社会ビューポイントからのアシュアランスケースを記述した．このアシュアラ
































4. 形式手法を用いた自動運転車を取り巻く SoS アーキテクチャの検証 











転車を取り巻く SoS に対して，自動運転車の社会受容性を高めるために，絶え間なく SoS
の価値を向上させることが重要となることが推測される．このためにも，SoS のアーキテク
チャが 1.1.5 項の Figure 1-5 が示す各ビューポイントから導出される要求を満たすか否か
を早期に検証する方法が必要となる．早期検証は，要求や仮定の見落とし，およびゴールの
不正確な詳細化を検出することに貢献する[51]．Figure 1-5 の自動運転車を取り巻く SoS
のアーキテクチャを定義するための階層構造に対し，具体的な設計に至るまでの社会レイ
ヤーおよび利用レイヤーの検証は，実設計の段階での手戻りを防ぎ，かつ自動運転車を取り
巻く SoS の価値を実現するために重要である．  









4.2. SoS アーキテクチャの早期検証方法の検討 














FDR(Failures Divergences Refinement)[94]および PAT(Process Analysis Toolkit)[95]が
公開されている． 
 文献[96]は FDR と PAT の性能比較を行っている．その結果，FDR が備える圧縮技術を






ヨーロッパでは，COMPASS(Comprehensive Modelling for Advanced Systems of 




CML（COMPASS Modelling Language）が考案された[53]．CML は，データと機能性を
表すモデルと構成システムのインタフェースを介したコミュニケーションのモデルを記述
することができる．なお，CML は形式仕様記述言語の VDM（Vienna Development Method）
[54]と CSP をもとに作られた．本論文では，レベル 3 の自動運転システム(ADS, Automated 
Driving System)とドライバの並行した振る舞いが互いに与える影響を中心に SoS のシス
テムモデルの検証を行う．このとき，ドライバの情報処理のプロセスや処理の遅延を表現し，
相互作用の検証を行うことを検討する．このため，CML ではなく並行プロセスの形式的な
モデル記述に広く用いられている CSP を用いる． 
 表 1-1 が示すように，レベル 3 の ADS では，ADS が運転操作を担っている際，ドライ
バが必要に応じて ADS に代わり運転をしなければならない場合がある．このとき，ドライ
バが ADS からの要求を認知，判断し，可能であれば運転操作を代わる．一方，ADS は周辺
環境を観察し，ADS では対応が困難であると判断する場合，ドライバの状態を確認した上
で，運転権限の移譲をドライバに知らせる．このようなドライバの振る舞いと ADS の振る









4.3. CSP モデルによる SoS アーキテクチャが示すドライバと ADS の相互作用の検証 




SoS のアーキテクチャを表すシステムモデルは，1.1.2 節で紹介した HAVEit[23]のアーキ
テクチャを参考にしている．HAVEit は，自動運転システムの安全性を高めるためにアーキ
テクチャを記述し，常にドライバを一連の運転操作に関与させる(Driver in the loop)ための
機能を提案している．また，自動運転車の安全性を高めるため，ADS が運転を継続できず
ドライバに運転を代わるよう要求する際，ドライバが適切に応答しない場合，ADS は
Minimum Risk Maneuver (リスクを最小限に抑えるための操作，MRM)を実行し，
Minimum Risk State (最小リスク状態，MRS)に移行する機能を HAVEit は提案している． 
たとえば，MRM を実行することにより，ADS は事故を避けるために安全な場所に自動











理のプロセスモデルを Figure 4-1 に示す．意図的に情報を認知する前に情報を得る段階(情
報の受容)を含み，認知の段階を 2 段階に分けている．本論文では，文献[98]で提案されて
いる情報処理のモデルを適用する．一方，これらの一連の振る舞いに割り当てることができ

















 これより，SysML で記述された自動運転車を取り巻く SoS のアーキテクチャを表すシス








間を CSP モデルの対象の範囲とする． 






次に，Figure 4-2 に示す状態機械図をもとにドライバと ADS の状態の遷移を参照し CSP
モデルを作成する．この状態機械図の上段はドライバの状態遷移を表し，下段は ADS の状






察する様子を条件分岐(Figure 4-2 のひし形の矩形，SP-1，SP-2)で表す．分岐 SP-1 でドラ
イバが情報を正しく受容していないと ADS が判断する場合，ADS はドライバに対して情
報を受容するように求める．次に，分岐 SP-2 で最終的にドライバが情報を受容しているか
否かを再度判断する．もし，ドライバが情報を正しく受容しない場合は，ドライバの状態は






Sensory Processing から次の段階である Perception(情報を認知している状態)に遷移する
際に，ドライバが正しく情報を認知するか否かを ADS が観察する(条件分岐 P-1，P-2)．ド
ライバが正しく情報を認知しないと ADS が判断する場合は，ADS がドライバに情報を認
知するように促し，その結果を受けドライバと ADS の状態が決まる． 
一方，ADS の状態としては，Automated Driving，Minimum Risk State (MRS)，およ
び ADS のソフトウェアまたはハードウェアに重大な失陥がある失敗状態(Failure)が定義
される．ADS が Automated Driving の状態である場合，ADS は常にドライバの状態が運
転に参加している状態にあるか否かを確認する．ドライバが情報を認知しない，または必
要時間内に適切な操作を実行しないときは，ADS は MRS に移行し，SoS が危険な状態に
なることを避ける．なお，ドライバの状態が判断をしている状態(Decision Making)から操
作を実行している状態(Response Selection)に遷移する際に，条件分岐 RS-1 によってドラ
イバの応答時間を確認する．また，ADS が MRS に移行したのち MRM を正常に実行でき
ないならば，“mrs fail”の遷移により，ADS の状態が失敗状態に遷移する．これらの状態
遷移に加え，ADS がソフトウェアまたはハードウェアの故障のために自動運転を継続でき
ない場合は，“automated driving fail”の遷移により，ADS の状態は失敗状態となる． 
 上述したように，ADS が自動運転をしている間，ドライバは ADS または交通環境から情
報を受け取り，必要に応じて適切な振る舞いをすることが期待される．一方，ADS は自動







CSP モデルを作成するため，この 2 つの構成システムの相互作用に必要なインタフェース
をチャネルとして定義する．CSP モデル上のドライバのプロセスの流れ，およびチャネル
を Figure 4-3 に表す． 











SProcessing プロセスへは，チャネル env を通して情報が送られる．また，Driver’s Behavior
プロセスから Automated Driving System プロセスへ， 3 個のチャネル sens，perc，res
からそれぞれ，ドライバが情報を受容するか否か，ドライバが情報を認知するか否か，ドラ
イバが必要時間内に操作をするか否かが情報として渡される． 
 Figure 4-4 として，ドライバの情報の受容のプロセスを表す CSP モデルを示す．Figure 
4-4の (1)列では，チャネルenvを通してEnvironmentプロセスから情報(info)を受け取る．








しく受容していないことをチャネル sens を通して，ADS のプロセスに伝える．さらに，(3)
列では，(2)列のドライバが情報の受容に失敗をしたイベントの後，ドライバが正しく情報
を受容したことをチャネル sens から ADS に伝える．(4)および(5)列は，ドライバが
Environment プロセスからの情報を全く受容しないことを示している．なお，Environment
プロセスは，チャネル env より info を送信するイベントを実行したのち，Environment プ
ロセスに戻る． 
Figure 4-5 に ADS の自動運転システムのプロセスを表す CSP モデルを示す．(1)列で表
される SensAuto は，Figure 4-4 で表されるドライバのプロセス(SProcessing)を通して，
ドライバが Environment プロセスからの情報を受容したか否かを確認し，ADS が自動運
転を継続するか MRS に移行するかを決定する．(2)，(3)列で表されるプロセス(PercAuto，
Figure 4-4 CSP Model Describing Driver’s Processes in Sensory Processing as 
"SProcessing" 
Figure 4-5 CSP Model Describing ADS's Processes in Automated Driving as 






perc および res を通して，ドライバのそれぞれのプロセスが正しく行われたかを ADS が確
認するプロセスを表す．これらのプロセスも SensAuto のプロセスと同様に，ドライバが必
要なプロセスに失敗する場合，MRS に移行する．(5)列は，MRS に移行するプロセスを表
す．この CSP モデルおよび Figure 4-2 では，MRS から Automated Driving 状態に戻るこ
とは想定しない．すなわち，MRS からは，失敗状態(Failure)に移る，または MRS にとど
まる状態遷移のみを想定する． 





転車を取り巻く SoS のプロセスとみなす． 





























て，ADS が Failure プロセスを実行するまでの ADS とドライバのイベントの実行の流れ
をグラフとして表示した結果を Figure 4-6 に示す．まず，Figure 4-6 よりドライバの状態
についての情報をチャネル(sens，perc，res)を通して，ADS が受け取り，必要に応じて MRS
に移行する様子がわかる．たとえば，“sens.noperc”は，ドライバが環境からの情報を受容
することに失敗することを ADS に伝えるイベントである．このイベントの発生は，Figure 
4-6 の“(1) Failure of sensory processing”が示す遷移が表している．その後，“sens.nores”
イベントが発生すると，“(2) Failure of sensory processing second time”の遷移が発生す
る．これは，ADS がドライバの状態を戻そうとするにも関わらず，ドライバが情報の受容
に再度失敗したことが ADS に伝わることを意味する．このイベントの発生の結果，ADS の
状態は MRS に遷移する． 
一方，ADS の状態が MRS であるとき，MRM の実行に失敗をすると，ADS は Failure
状態に遷移する(“(3) Failure of MRM”）．また，ADS がドライバと相互作用する中で，ADS
が自動運転を正常に実行できない場合も Failure 状態に遷移する(“(4) Failure of ADS”)．
Failure 状態から ADS が復帰する場合(“(5) Recovery of ADS”)は，自動運転をする
Automated Driving State に戻る．しかし，ADS が Failure 状態から復帰できない場合は，
エラーとなり ADS が完全に停止する(“(6) Fatal error”)．Figure 4-6 の Automated Driving 















































4.4. CSP モデルによるドライバの遅れを考慮したドライバと ADS の相互作用の検証 
 本節では，前節に引き続き ADS とドライバの相互作用に着目をし，MRS への移行およ
び ADS の失敗状態を考慮して検証を行う．文献[100]では，自動運転のレベルが高いほど，
ドライバがADSの失敗状態に対応できない傾向になることを実験により示している．また，












あると考え，本節ではドライバの遅れを CSP モデルの Wait 関数を用いて表現する．また，
ドライバと ADS の状態を変数として表し，それぞれの状態の影響を考慮に入れられるよう
前節で設計した CSP モデルを改良する．本節では，この CSP モデルに対して，検査式を
LTL(Linear Temporal Logic，線形時相論理)[60]を用いて表現し，ドライバと ADS の状態
の危険な組み合わせが発生しないことを検証する．線形時相論理とは，離散時間を対象とし
て次の時刻で命題の真偽が決定する線形時間をもとに，時間に関する性質を記述するため
の論理体系である．LTL 式での検証を行うため，モデル検査器は FDR3 ではなく PAT を用
いる． 
 文献[102]は，人のタスクをモデル化する際に Hollnagel[103]が提唱した外部から観測が

















 これより，本節で用いる CSP モデルについて説明をする．自動運転車を取り巻く SoS の
アーキテクチャを表すシステムモデルで導出されるADSとドライバの状態遷移を表す状態






Description of EVD&ADS state[State Machine] stm [   ]




Minimum Risk StateManual Driving
Ego Vehicle Driver&ADS state
 [Blink rate == low] [Gaze direction 
== dispersed]
 [No response in AT] / 
execute minimum risk maneuver
 [No response in AT] / 
execute minimum risk maneuver
 [Drowsy] / 
restore driver in normal state [Distracted] / restore driver in normal state
 [Re-attentive in AT] / 
execute ADS support
 [Re-awake in AT] / 
execute ADS support
 [drowsy/distracted] / 
restore driver in normal state
 [re-attentive or re-awake in AT] / 
execute ADS support
drowsy or distracted / 
restore driver in normal state
 [re-attentive/re-awake in AT] / 
delegate driving authority
ADS functional limit
 [No response in AT] / 
execute minimum risk maneuver
 [no resp nse in AT] / 
execute minimum risk maneuver [normal state] / 
delegate driving authority
ADS on







にあるとき，ADS がドライバの状態を通常に戻すように働きかける．この ADS の試行が失











MRS に遷移する．さらに，ADS が自動運転をしている状態であるとき，ADS はドライバ
の状態を観測し，その結果にもとづきドライバの状態を運転に適した状態に戻すように働
きかける．なお，ドライバの状態が運転に適さない状態から回復しない場合は，ADS は MRS
に移行する．ADS が MRS に移行するならば，リスクを最小に抑えることができると仮定
し，MRS が有効であるか否かは本論文では検討しない． 
 Figure 4-7 で定義されるドライバと ADS の状態を CSP モデルでは，表 4-1 に示す変数




ある場合は，変数 Evdstate に normal の値を持つ．一方，ADS は自動運転を継続できる状
態(automated)とソフトウェアやハードウェアの故障により自動運転を継続できない状態
(limited)があるとし，変数 Adsstate を用いて定義する．これに加えて，ADS の状態遷移お
よび ADS とドライバの指示の結果，自動運転車の運転に関する状態が，ADS が運転をする
状態(adsdriving)，ドライバが運転をする状態(evddriving)，または最小リスク状態(evmrs)
表 4-1 CSP モデルで用いるドライバと ADS の状態を表す変数 
 変数 値 
ドライバの状態 Evdstate normal, abnormal 
ADS の状態 Adsstate automated, limited 





となることを変数 Evmode により定義する．CSP モデルの中で，これらの変数を用いて評
価すべき検査式を LTL を用いて表す． 
 CSP モデルのプロセス間のチャネルによるつながりを Figure 4-8 に示す．CSP モデルで
は，自動運転車を取り巻く SoS に含まれる自動運転車，ADS，およびドライバ以外の構成
システムのプロセスをまとめて，プロセス“CS Processes”として表す(Figure 4-8)．この










作用を表す．たとえば，Figure 4-8 の ADS Processes に含まれる“(a) Driver’s State Check”
プロセスで ADS がドライバの状態を確認し，ドライバの状態が危険であれば“(b) 











































して，ドライバの反応が ADS に伝わる．このとき，ADS からの働きかけにより，ドライバ
の状態が元に戻る場合は，チャネル evdack より値 1 が送られ，ドライバの状態が運転に適
さない状態のままである場合は，チャネル evdack より値 0 が送られる．もし，ドライバが
運転に適さない状態のままであれば，ADS はリスクを避けるために MRS に移行する．一
方，ドライバは ADS の運転モードや状態を“(e) adstoevd”チャネルを通して，“(f) 
Perception & Decision”プロセスの中で受け取る．ドライバがこの情報を認知したのち，
ADS の運転操作にしたがうか否かを判断する．ドライバが ADS に代わり運転操作を行う
と判断する場合，“(g) evdtoadsoverride”チャネルを通して，ドライバの判断の結果を ADS
に伝える．CSP モデルを PAT を用いて記述する際には，PAT の機能である状態遷移をシミ
ュレーションする機能を用いて，システムモデルの定義にしたがっているか否かを確認し
た． 




driving (adsdriving)”から“manual driving (evddriving)”に変更する．しかし，このとき
ドライバが運転権限の移譲に同意したとしても，ドライバの状態が運転に適さないと ADS
が判断する場合，ADS は運転モードを“MRS (evmrs)”に変更する． 
 CSP モデルの中で，ADS とドライバの相互作用によって，それぞれの状態を表す変数(表 
4-1)が予期せぬ状態に達しないことを検証するために，LTL により検査式を記述する．表 
4-2 は，運転モードに対してドライバと ADS の状態の組み合わせの一覧を示している．自
車両が走行を続けるために適した状態の組み合わせに対しては，該当するセルに“OK”を
示し，自車両の走行に適さない状態の組み合わせに対しては“NG”を示す．ドライバの状




表 4-2 ドライバと ADS の状態の組み合わせ 
 状態の組み合わせ(“ドライバの状態”, “ADS の状態”) 
運転モード (normal, automated) (abnormal, automated) (abnormal, limited) (normal, limited) 
adsdriving OK OK NG NG 
evddriving OK NG NG OK 






をする Adsdriving の運転モードは不安全であるため，該当するセルに NG が示されてい
る．また，ドライバおよび ADS が共に運転に適した状態ではない場合，すなわち状態の組
み合わせが(abnormal, limited)であるとき，MRS 以外の運転モードは不安全である． 
表 4-2 をもとに作成をした LTL による検査式を Figure 4-9 に示す．表 4-2 の状態の組
み合わせのうち，ある運転モードに対して不安全となる組み合わせを Figure 4-9 の(1)から
(3)の式に定義する．すなわち，表 4-2 の状態の組み合わせのうち，(abnormal, limited)，
(normal, limited)，(abnormal, automated)を定義する．また，運転モードを(4)から(6)の式
に定義する．これらの定義をもとに LTL にもとづく検査式を(7)から(11)に記述する．命題
F に対し，表現“[ ]F”は，命題 F に表現される性質が常に真になることを意味する．命題
F がどこかの時点で偽になる場合，[ ]F は偽となる．表現“< >F”は，命題 F に表現される
性質がいつかどこかの時点で成立することを意味する．また，!F は命題 F の否定を表す． 












かつ ADS が運転を担う状態ではない状態となることを示す．すなわち，ドライバと ADS
#define EVDADSState1 (evdstate==abnormal && adsstate==limited); (1)
#define EVDADSState2 (evdstate==normal && adsstate==limited); (2)
#define EVDADSState3 (evdstate==abnormal && adsstate==automated); (3)
#define Drivingmode1 (evmode == adsdriving); (4)
#define Drivingmode2 (evmode == evddriving); (5)
#define Drivingmode3 (evmode == evmrs); (6)
#assert SoS |= []<>!(EVDADSState1 && Drivingmode1); (7)
#assert SoS |= []<>!(EVDADSState1 && Drivingmode2); (8)
#assert SoS |= []<>!(EVDADSState2 && Drivingmode1); (9)
#assert SoS |= []<>!(EVDADSState3 && Drivingmode2); (10)
#assert SoS |= !<>(EVDADSState3 && Drivingmode2); (11)





















DriverAction1 で ADS の運転を継続するか，実際にドライバが運転を開始するため運転モ
ードを evddriving に変更する． 
Figure 4-10 の*1 から*4 に CSP の Wait 関数を挿入することにより，ドライバのプロセ
スの遅れを表現する．同じ番号が振られている個所には，同時に Wait 関数を挿入する．ま
ず，*1 および*3 に Wait 関数を挿入し，ADS から送られる情報をドライバが認知するプロ
セスが遅れることを表現する．次に，*2 に遅れを加えることによって，ドライバが ADS か
ら運転権限を取り戻すか否かを判断するプロセスに遅れが生じることを表現する．また，*4
に遅れを挿入することで，ドライバの操作に遅れが生じることを表す．Figure 4-10 でドラ
Driver = atomic{“*1”adstoevd?y -> “*2”([evmode==adsdriving] (evdtoadsoverride!1 -> (1)
“*3”adstoevdjudge?z ->DriverAction1(z))[][evmode!=adsdriving]DriverDriving)}
[] “*1”([evmode==adsdriving](atomic{adstoevd?y -> followads01 -> (2)
Skip};Driver)[][evmode!=adsdriving]DriverDriving)
[] ([evmode==adsdriving](atomic{followads02 -> Wait[1];Skip};Driver) (3)
[][evmode!=adsdriving]DriverDriving)
[] “*2”atomic{([evmode==adsdriving](evdtoadsoverride!1 -> “*3”adstoevdjudge?x -> (4)
DriverAction2(x))[][evmode!=adsdriving]DriverDriving)};
DriverAction1(z) = “*4” ([z==0](overriderefused -> Driver) (5)
[][z==1] (driverctr1{evmode=evddriving;} -> DriverDriving));
DriverAction2(x) = “*4” ([x==0](refusecmd -> Driver) (6)
[] [x==1](driverctr2{evmode=evddriving;}->DriverDriving));








 遅れを挿入しない CSP モデル，および Figure 4-10 の*1 から*4 に順に遅れを挿入した
CSPモデルに対し，モデル検査器PATを用いてモデル検査を行う．遅れを挿入しない場合，
Figure 4-9 に示す検査式はすべて成立する．すなわち，ドライバの認知，判断，操作に遅れ
がなければ，表 4-2 で表される危険な状態から ADS とドライバの相互作用により脱するこ







































































































































































































































































































































































































































































































































次に，Figure 4-12 に示す ADS の機能のフローを定義するアクティビティ図に対して記
述したアシュアランスケースを Figure 4-13 に示す．Figure 4-12 のアクティビティ図は，
ADS が交通環境を認知(identify traffic environment)し，その結果をもとに自動運転を継続
する，またはドライバと相互作用を行うことを示している．“identify traffic environment”
のアクションで検知すべき交通環境には，ドライバ(Ego Vehicle Driver, EVD)の状態(EVD 
state)が含まれる．また，ADS が対応できない交通環境である場合，“override request”に
よって運転権限の移譲を行う際に，ドライバの状態が運転に適した状態であるか否かを確






により記述した結果を Figure 4-13 に示す．ここでは，3.3 節のように自動運転車を取り巻











 戦略 SU_A1_1 に基づき，ゴール GU_A1_2 から G U_A1_6 を設定する．たとえば，ゴー








GU_A1_2 は Figure 4-11 のアシュアランスケースに示されるゴール GU_C1_5，GU_C1_6，
GU_C1_7 を実現する機能であることをコンテキストのノードで示している．コンテキスト





ゴール GU_A1_4 を実現するために ADS が EVD から必要な情報を得られる必要があるこ
とをアクターによって示している．このようにアクターを示すことにより，単体のシステム
の機能だけではなく，独立して運用される他のシステムと相互に補完し合いながら動作す
ることを検討できる．また，ゴール GU_A1_4 は Figure 4-11 のゴール GU_C1_11 を実現
する機能であることをコンテキストのノードで示している．Figure 4-13 の安全性要求は，
コンテキストのノード(CU_A1_2，CU_A1_3，CU_A1_4，CU_A1_5)に示すように，Figure 









を CSP モデルにより検証する．CSP モデルは，Figure 4-12 のアクティビティ図および
Figure 4-14 の状態機械図をもとに作成する．Figure 4-14 は，自動運転車が走行中のドラ
イバおよび ADS の状態遷移を示している．ここに示す状態は，状態機械図である Figure 








 CSP モデルの構造図を Figure 4-15 に示す．この CSP モデルは構成システム（CS），ADS
の振る舞い（ADSProc），ドライバの振る舞い（DriverProc）の大きな 3 つのプロセス群か










Figure 4-14 State Machine Diagram for a Driver and an ADS during ADS's Working 
Changed by Results of Model Checking 
Description of Ego Vehicle Driver and Automated Driving System state[State Machine] stm [   ]
Estimated Ego Vehicle Driver state Normal
DrowsyDistracted
Automated Driving System state
Automated Driving
Minimum Risk StateManual Driving
Estimated Ego Vehicle Driver (EVD) state & Automated Driving System (ADS) state
 [Distracted within AT] / BBDNS
 [Distracted within AT] / BBDNS  [Drowsy within AT] / BBDNS
 [Drowsy within AT] / BBDNS
 [Gaze direction == dispersed]
 [Blink rate == low]
 [distracted 
over AT] / MRM
 [Drowsy 
over AT] / MRM [else] / CWD
 [No response in AT] / MRM
deactivate ADS
 [Drowsy or Distracted within AT] / BBDNS 
 [else] / CWD
 [drowsy or distracted 
within AT] / BBDNS
 [else] / SDA
 [no response 
over AT] / MRM
 [no response 
over AT] / MRM
 [drowsy/distracted 
within AT] / BBDNS
ADS functional limit/failure or
SoS communication failure/error
ADS on
BBDNS : Bring Back Driver in Normal State, MRM : execute Minimum Risk Maneuver
CWD : Communicate With Driver, SDA : Support evd to Delegate driving Authority








ライバが運転をする状態（Manual Driving, evddriving），および最小リスク状態（Minimum 
Risk State）を自車両（EV）の運転の状態（evmode）として定義する．なお，最小リスク
状態は自動運転システムが致命的な危険を避けるための状態である． 




(RestoreEVD)．または，ADS は必要に応じて MRS に移行する(MRM)．DriverCheck で，
ドライバが運転に適した状態にあることを ADS が確認できる場合は，ADS は判断に基づ
き操作を実行する(ADSControl)．レベル 3 の自動運転システムに対しては，安全性を高め
るために，権限移譲に関する相互作用が重要である．このため，権限移譲のプロセスを




行し，運転モードを変更し，運転操作を行う．ADS にしたがう場合のプロセスは Driver プ
ロセス中に記述する．DriverDecision プロセスは Driver プロセスと並行して起こり，ADS
からの権限移譲の要求を認知し，ADS にドライバの意志を示す．また，DriverRecover プ
ロセスは ADS からの要求に応じて，ドライバが状態を回復できるか否かを表すプロセスで




























Figure 4-15 Structural Description of Processes of a Driver, ADS, and Other 





の振る舞いに対応し，ドライバと ADS の相互作用を Figure 4-8 に示す CSP モデルより具
体的に表現している． 
次に，Figure 4-15 の ADSDecision に該当する CSP モデルの ADS のプロセスを表す部
分を Figure 4-16 に示す．ADS は，先に示した 3 種類の状態(adsstate，evdstate，evmode)
をもとに次のプロセスを選択する．これらの判断の条件文は，Figure 4-12 および Figure 





ている場合は，この CSP モデルでは危険を回避する ADS のプロセスが続く． 







 システムモデルの状態機械図とアクティビティ図から作成した CSP モデルに対し，検証
すべき安全性要求をLTL式を用いて表現する．まず，安全性要求の妥当性を確認したFigure 
4-13 から，検証すべき安全性要求を明確にする．Figure 4-13 のゴール GU_A1_4 および
GU_A1_8 から求められる安全性要求をまとめると，要求「自動運転システムが運転の継続
Figure 4-16 CSP Model Describing the Process "ADSDecision" 
 
Figure 4-17 CSP Model Describing a Part of Driver's Processes 
 
ADSDecision = [evmode==evddriving && evdstate==normal && adsstate==automated] (adsdecision01 -> ADSPerceiveInfo)
[] [evmode==evddriving && evdstate==normal && adsstate==limited] (adsdecision02 -> ADSPerceiveInfo)
[] [evmode==evddriving && evdstate==abnormal && adsstate==automated] (adsdecision03 -> RestoreEVD)
[] [evmode==evddriving && evdstate==abnormal && adsstate==limited] (adsdecision04 -> MRM)
[] [evmode==adsdriving && evdstate==normal && adsstate==automated] (adsdecision05 -> DriverCheck) 
[] [evmode==adsdriving && evdstate==normal && adsstate==limited] (adsdecision06 -> DriverCheck)
[] [evmode==adsdriving && evdstate==abnormal && adsstate==automated] (adsdecision07 -> DriverCheck)
[] [evmode==adsdriving && evdstate==abnormal && adsstate==limited] (atomic{adsdecision08 ->MRM})











つかは運転モードが MRS または ADS の運転になる」を表現する LTL 式を Figure 4-18 に
示す．命題「ドライバが運転に適さない状態である」を示す変数“dangerous3”を定義す
る．そして，命題「運転モードが MRS または ADS の運転である」を示す変数を
“ExceptForDriver”として定義する．これらの命題を示す変数を用いて，自動運転車を取
り巻く SoS を表すシステムモデルを対象に記述した CSP のプロセス“SoS”が，先に示し
た安全性要求を満たすことを Figure 4-18 の最終行にある LTL 式で示す．なお，プロセス
“SoS”は，構成システム，ADS およびドライバのプロセスを並行合成した自動運転車を取
り巻く SoS 全体のプロセスを意味する． 















#define dangerous3 (evdstate == abnormal);
#define ExceptForDriver (evmode == evmrs || evmode == adsdriving);
#assert SoS |= [](dangerous3 -> <> ExceptForDriver);
Figure 4-18 Assertions for Formal Verification to a Safety Requirement "A Driver does 










の状態に戻るための状態遷移が Figure 4-14 の状態機械図に反映されている．すなわち，







成システムの相互作用が定義されるべきである．たとえば，Figure 4-3 の Environment プ





課題とする．本章で使用した CSP モデルは，Appendix 2 に掲載する． 
 
4.6. CSP モデルによる検証の成果のまとめ 
 本章では，自動運転車を取り巻く SoS のシステムモデルを CSP モデルで表現し，ドライ
バと ADS の振る舞いが並行して起こるために SoS が安全ではない状態になるか否かを検













































と定義し，自動運転車が導入された交通環境の安全の実現を SoS の目的とした．レベル 3
の自動運転システム(ADS)に対して，ドライバは ADS からの手動運転への切り替えの要求
















































































第 4 章では，SoS の構成システムが独立して運用され，かつ並行して振る舞うことを表
現するために，自動運転車を取り巻く SoS のアーキテクチャを表すシステムモデルを CSP
により記述し，モデル検査により検証する方法を示した．まず，SysML で記述されたシス

















































次に，自動運転車を取り巻く SoS のアーキテクチャを検証する際に，SysML で記述され
るアーキテクチャを参照し CSP モデルを記述した．しかし，SysML から CSP モデルへの
変換ルールを明確に定義していない．厳密に SoS アーキテクチャを CSP モデルで表現して
いることを保証するためには，SysML から CSP モデルへの変換ルールを決めたうえで，変
換が正しく行われたことを証明する必要がある．また，SysML と CSP モデルの間に厳密な
関係が定義できれば，自動的に両者のモデルを変換するツールを設計することが可能とな

































































の Rashmi Jane 先生には，システムズエンジニアリングに関する議論を通し，親身になり
ご指導をいただいた． Montclair State University に訪問して研究をするために Rashmi
先生が受け入れてくださり，海外での研究経験を積むことができた． 
IPA/SEC の「厳密な仕様記述 WG(Working Group)」で形式手法の知識がなかった私に
形式手法を知る機会を下さった佐原伸氏，栗田太郎氏，荒木啓次郎先生，酒匂寛氏，新谷勝
利氏に感謝の意を表する．この「厳密な仕様記述 WG」で得た知識が私の博士研究の基盤と
なった．この WG で知り合った水口大知氏に，SysML と B-method の活用についてのプロ
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Appendix 1: アシュアランスケースの記述から得られる安全性要求一覧 
 Appendix 1 では，3.3 節で述べたアシュアランスケースの記述から得られる安全性要求
を表にまとめる．各表は，対象の安全性要求が導かれるアシュアランスケース記述の階層を
「#」列で表現する．たとえば，付録_表 2 の#1-1 は，最上位のゴール(#1)に続く 1 個目の
サブゴールを指す．表の番号付けの例を図 1 に示す．図 1 で，各ゴールに示される“(# X)”
が各表の#列の値を意味する．すなわち，先ほどの付録_表 2 の#1-1 のゴールは，図 1 のゴ





Constituent System）と depend on の関係を持つ．表の「関係の元の CS」「関係の先の CS」
の列は，それぞれ depend on の矢印の元にある CS と矢印の先にある CS を表す．「関係の
元の CS」「関係の先の CS」列に含まれる略号は，以下の構成システムを表現する：ADS(自
動運転システム，Automated Driving System)，ICT（情報システム，Information and 





















図 1 Appendix 1 の表の#列の番号付けの例：アシュアランスケース記述（左）と対応する
表（右） 




1   ゴール 1 
 1  ゴール 2 
  1 ゴール 4 ドライバ ADS 
  2 ゴール 5 ADS ドライバ 
 2  ゴール 3 ADS ドライバ 





付録_表 1: 内部ブロック図に対するアシュアランスケース記述(Figure 3-5)から導かれる
安全性要求 



























































タが正しく自車両から ICT に伝わる 
ICT 自車両 
GU_I1_15 ナビゲーションの情報が正しく ICT シ
ステムから自車両に伝わる 
自車両 ICT 
GU_I1_16 ナビゲーションの情報が ICT システム
から自動運転システムに正しく伝わる 
ADS ICT 
GU_I1_17 自車両の駆動力が自車両から TIS に正し
く伝わる 
TIS 自車両 
GU_I1_18 静止摩擦力が TIS から自車両に正しく伝
わる 
自車両 TIS 
GU_I1_19 交通インフラの情報が TIS から ICT シ
ステムに正しく伝わる 
ICT TIS 
GU_I1_20 交通インフラの状態が TIS からドライバ
に正しく伝わる 
ドライバ TIS 


























付録_表 2: 表 3-2 の#1 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求 
#       安全性要求 関係の元の CS 関係の先の CS 
1       シーケンス図で定義された相互作
用が成立することで自動運転車を
取り巻く SoS が安全となる 
    
  1     Nominal なケースで SoS の構成要
素の相互作用が成立する 
    
    1   ドライバは、ADS とチャネルを通
じてコミュニケーションできる 
ドライバ ADS 












    2   ADS は、ドライバの状態を評価で
きる。 
ADS ドライバ 
      1 ADS は、ドライバに関係するデー
タを計測できる。 
ADS ドライバ 
      2 ADS は、ドライバの運転に関する
データを計測できる。 
ADS ドライバ 
  2     ドライバが車線変更を指示しない
場合でも、SoS の構成要素の相互
作用が成立する。 
    














付録_表 3: 表 3-2 の#2 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求 




1         シーケンス図で定義された相互作用が
成立することで自動運転車を取り巻く
SoS が安全となる 
    
  1       Nominal なケースで SoS の構成要素
の相互作用が成立する 
    
    1     ドライバは、ADS とチャネルを通じて
コミュニケーションできる。 
ドライバ ADS 
      1   ADS は、ドライバに警告を与えること
ができる。 
ADS ドライバ 
    2     ADS は、ドライバの状態を評価でき
る。 
ADS ドライバ 
      1   ADS は、ドライバに関係するデータを
計測できる。 
ADS ドライバ 
      2   ADS は、ドライバの運転に関するデー
タを計測できる。 
ADS ドライバ 
  2       Off-Nominal なケースで SoS の構成要
素の相互作用が成立する 
    
    1     ドライバが ADS の警告を無視し、状
況が悪化したケースにおいても、SoS
の構成要素の相互作用が成立する。 
    
      1   ドライバは、ADS とチャネルを通じて
コミュニケーションできる。 
ドライバ ADS 









付録_表 4: 表 3-2 の#3 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求 




1       シーケンス図で定義された相互作用が成立
することで自動運転車を取り巻く SoS が安
全となる 
    
  1     Nominal なケースで SoS の構成要素の相互
作用が成立する。 
    
    1   ドライバは、ADS とチャネルを通じてコミ
ュニケーションできる 
ドライバ ADS 
      1 ADS は、ドライバに可能な自動運転のレベ
ルを知らせることができる。 
ADS ドライバ 
      2 ADS は、自動運転の現在のレベルとアクシ
ョンをドライバに知らせることができる。 
ADS ドライバ 
      3 ADS は、次の自動運転のレベルとアクショ
ンをドライバに知らせることができる。 
ADS ドライバ 
    2   ADS は、ドライバの状態を評価できる。 ADS ドライバ 
      1 ADS は、ドライバに関係するデータを計測
できる。 
ADS ドライバ 
      2 ADS は、ドライバの運転に関するデータを
計測できる。 
ADS ドライバ 
    3   ADS は、ドライバが選択した ADS の提案
に従った運転を行う。 
ADS ドライバ 
    4   自車両は、ドライバの操作に従い車線変更
を行う。 
自車両 ドライバ 
  2     Off-Nominal なケースで SoS の構成要素の
相互作用が成立する。 
    





      1 ADS がドライバに警告を行う。 ADS ドライバ 






付録_表 5: 表 3-2 の#4 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求 




1       シーケンス図で定義された相互作用が成
立することで自動運転車を取り巻く SoS
が安全となる 
    
  1     Nominal なケースで SoS の構成要素の相
互作用が成立する。 
    
    1   ドライバが ADS とチャネルを通じてコミ
ュニケーションできる。 
ドライバ ADS 
      1 ADS は、ドライバに可能な自動運転のレ
ベルを知らせることができる。 
ADS ドライバ 








    2   ADS は、自動運転レベルを Driver 
Assisted に変更する。 
ADS ドライバ 
    3   ADS は、ドライバの状態を評価できる。 ADS ドライバ 
      1 ADS は、ドライバに関係するデータを計
測できる。 
ADS ドライバ 
      2 ADS は、ドライバの運転に関するデータ
を計測できる。 
ADS ドライバ 
  2     Off-Nominal なケースで SoS の構成要素
の相互作用が成立する。 
    














付録_表 6: 表 3-2 の#5 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求 




1       シーケンス図で定義された相互作用が成
立することで自動運転車を取り巻く SoS
が安全となる 
    
  1     Nominal なケースで SoS の構成要素の相
互作用が成立する。 
    
    1   ドライバは、ADS とチャネルを通じてコ
ミュニケーションできる。 
ドライバ ADS 
      1 ADS は、ドライバに可能な自動運転のレ
ベルを知らせることができる。 
ADS ドライバ 








    2   ADS は、ドライバの状態を評価できる。 ADS ドライバ 
      1 ADS は、ドライバに関係するデータを計
測できる。 
ADS ドライバ 
      2 ADS は、ドライバの運転に関するデータ
を計測できる。 
ADS ドライバ 















付録_表 7: 表 3-2 の#6 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求 




1       シーケンス図で定義された相互作用が成
立することで自動運転車を取り巻く SoS
が安全となる 
    
  1     Nominal なケースで SoS の構成要素の相
互作用が成立する。 
    
    1   ドライバは、ADS とチャネルを通じてコ
ミュニケーションできる。 
ドライバ ADS 
      1 ADS は、ドライバに可能な自動運転のレ
ベルを知らせることができる。 
ADS ドライバ 








    2   ADS は、ドライバの状態を評価できる。 ADS ドライバ 
      1 ADS は、ドライバに関係するデータを計
測できる。 
ADS ドライバ 









付録_表 7: 表 3-2 の#6 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求（続き） 




1       シーケンス図で定義された相互作用が成
立することで自動運転車を取り巻く SoS
が安全となる 
    
  2     Off-Nominal なケースで SoS の構成要素
の相互作用が成立する。 
    














    4   Highly Automated のモードがこれ以上実










Appendix 2: CSP モデル 
 Appendix 2 は，第 4 章で作成した CSP モデルを紹介する． 
 
CSP モデル 1: ドライバと ADS の相互作用の検証のための CSP モデル（4.3 節） 
-- A Model Between Driver's behavior and Automated Driving System 
 
-- Datatype definition 
datatype Environment = info 
datatype Communication = ok | no 
-- datatype DriverCond = healthy | drowsy | distracted | attentive 
datatype ErrorInfoP = noperc | reperc | nores 
datatype ErrorInfoR = healthy | drowsy | distracted | attentive | noresR 
datatype ErrorInfoO = timedelay 
 
-- Channel definition 
channel env: Environment 
channel com1, com2, com3, com4: Communication 
channel sens: ErrorInfoP 
channel perc: ErrorInfoR 
channel res: ErrorInfoO 
 
channel riskyDet,riskyOpe 
channel adfail, failurerecovery, mrmfail, mrs, err 
 
-- channel healthy, drowsy, distracted, attentive 
channel dst: {healthy, drowsy, distracted} 
 
-- Environment 
EnvironmentProc = env!info -> EnvironmentProc 
 
-- Driver's Behavior 
SProcessing = (env?info -> com1!ok -> SProcessing) 
     [] (env?info -> sens!noperc ->  
     ((sens!reperc -> com1!ok -> SProcessing) [] (NoPerceiving))) 
NoPerceiving = sens!nores -> NoPerceiving 
 
DriverState = []x:{healthy,drowsy,distracted}@(dst!x -> DriverState) 
 
Perception = com1?ok -> dst?x ->  
     (if x==healthy then com2!ok -> Perception else 
     perc!x -> ((perc!attentive -> com2!ok -> Perception)[]WrongPerception))
      
WrongPerception = perc!noresR -> com2!no -> Perception 
 
DMaking = com2?x -> if x==ok then com3!ok -> DMaking else RiskyDMaking 
RiskyDMaking =  riskyDet -> com3!no -> DMaking 
 
RSelection = com3?x -> if x==ok then ((com4!ok -> RSelection) [] (res!timedelay -> 
RiskyRSelection)) 
     else RiskyRSelection 






DriverBehaviorPR = SProcessing [|{|com1|}|] Perception 
DriverBehaviorDsR = DriverState [|{|dst|}|] Perception 
DriverBehaviorRD = (Perception[]WrongPerception) [|{|com2|}|] DMaking 
DriverBehaviorDO = (DMaking[]RiskyDMaking) [|{|com3|}|] RSelection 
DriverBehaviorOP = (RSelection[]RiskyRSelection)[|{|com4|}|] SProcessing 
DriverBehavior = DriverBehaviorPR [] DriverBehaviorDsR [] DriverBehaviorRD [] 
DriverBehaviorDO [] DriverBehaviorOP 
 
DriverandEnv = DriverBehavior [|{|env|}|] EnvironmentProc 
 
-- Automated Driving System 
SensAuto = sens?noperc -> ((sens?reperc -> AutomatedDriving)[](sens?nores -> 
MinimumRiskState)) 
PercAuto = perc?drowsy -> ((perc?attentive -> AutomatedDriving)[](perc?noresR -> 
MinimumRiskState)) 
   [] perc?distracted -> ((perc?attentive -> AutomatedDriving)[](perc?noresR 
-> MinimumRiskState)) 
ResAuto = res?timedelay -> MinimumRiskState 
FailureAD = adfail -> Failure 
Failure = (failurerecovery -> AutomatedDriving)[] (err -> STOP) 
MinimumRiskState = (mrmfail -> Failure) [] (mrs -> MinimumRiskState) 
 
AutomatedDriving = SensAuto [] PercAuto [] ResAuto [] FailureAD 
 
SoS = DriverBehavior [|{|sens, perc, res|}|] AutomatedDriving 
 
 
assert SoS :[ deadlock free [F]] 








CSP モデル 2: ドライバの遅れを考慮したドライバと ADS の相互作用の検証（4.4 節） 
/*driver's state*/ 
enum {normal, abnormal}; 
var evdstate = normal; 
 
/*ADS's state*/ 
enum {automated, limited}; 
var adsstate = automated; 
 
/*EV mode*/ 
enum {adsdriving, evddriving, evmrs}; 
var evmode = adsdriving; 
 
#define con 0; //ADS's control 
#define awake 1; //ADS attempts to wake the evd up. 
 
/*channel*/ 
channel cstoads 0; 
channel cstoevd 0; 
 
channel adstoevd 0;  
channel adstoevdrec 0; 
channel adstoevddel 0; 
channel adstoevdawake 0; 
channel adstoevdmode 0; 
channel adstoevdmode2 0; 
channel adstoev 0; 
channel evdack 0; 
channel evdtoads 0; 
channel evdtoadsctr 0; 
channel evdtoadsoverride 0; 
channel adstoevdjudge 0; 
 
/*constituent systems processes*/ 
CS1 = (cstoads!0 -> CS1) [] (cstoads!1 -> CS1); 
CS2 = (cstoevd!0 -> CS2) [] (cstoevd!1 -> CS2); 
CS = CS1 ||| CS2; 
 
/*ADS processes*/ 
ADSPerceiveInfo = (atomic{cstoads?x ->  
       ([x==0] 
(adsstatechangeOK{adsstate=automated;} -> ADSDecision)  
       [] [x!=0] 
(adsstatechangeNG{adsstate=limited;} -> ADSDecision))}) 
      [] (atomic{evdtoadsoverride?x ->  
        
([evdstate==abnormal&&evmode==adsdriving](adstoevdjudge!0 -> RestoreEVD) 
         [] 
[evdstate==normal&&evmode==adsdriving](adstoevdjudge!1 -> ADSPerceiveInfo) 
         [] [evmode!=adsdriving](ADSDecision))}); 
 
ADSDecision = [evmode==evddriving && evdstate==normal && adsstate==automated] 





     [] [evmode==evddriving && evdstate==normal && 
adsstate==limited] (adsdecision02 -> ADSPerceiveInfo) 
     [] [evmode==evddriving && evdstate==abnormal && 
adsstate==automated] (adsdecision03 -> RestoreEVD) 
     [] [evmode==evddriving && evdstate==abnormal && 
adsstate==limited] (adsdecision04 -> MRM) 
     [] [evmode==adsdriving && evdstate==normal && 
adsstate==automated] (adsdecision05 -> DriverCheck)  
     [] [evmode==adsdriving && evdstate==normal && 
adsstate==limited] (adsdecision06 -> DriverCheck) 
     [] [evmode==adsdriving && evdstate==abnormal && 
adsstate==automated] (adsdecision07 -> DriverCheck) 
     [] [evmode==adsdriving && evdstate==abnormal && 
adsstate==limited] (atomic{adsdecision08 ->MRM}) 
     [] [evmode==evmrs] (adsdecision09 -> MRM); 
 
DriverCheck = [evdstate==normal && adsstate==automated](ADSControl)  
     [] [evdstate==abnormal](RestoreEVD) 
     [] [evdstate==normal && 
adsstate==limited](adstoevddel!1 -> DelegateAuthority); 
 
ADSControl = [evmode==adsdriving] (adstoevd!con ->  
    ((ADSPerceiveInfo) [] (evdtoadsoverride?x -> 
([evdstate==abnormal](ggg->adstoevdjudge!0 -> RestoreEVD) 
         [] [evdstate==normal](adstoevdjudge!1 -> 
ADSPerceiveInfo))))) 
    [] [evmode==evddriving && evdstate==normal] 
(ADSPerceiveInfo) 
    [] [evmode==evddriving && evdstate==abnormal] 
(RestoreEVD) 
    [] [evmode==evmrs] (MRM); 
 
 
RestoreEVD = (adstoevdawake!awake -> evdack?x ->> ([x==0](MRM) [] 
[x==1](ADSControl))) 
             [](adstoevdawake!awake -> evdack?x ->([evdstate==normal]([x==0](MRM) 
[] [x==1](ADSControl)) 
              [][evdstate==abnormal] (MRM))); 
 
 
DelegateAuthority = atomic{evdtoads?x ->  
     if(x==1) 
{[evdstate==normal](atomic{modechevd{evmode=evddriving;} -> 
Skip};ADSPerceiveInfo)[][evdstate==abnormal](MRM)} else {MRM}}; 
 
DelegateAuthorityAwake = atomic{adstoevdmode!0 -> adstoevdmode2?x -> 
Skip};ADSControl; 
MRM = mrs{evmode=evmrs;} -> MRM; 
 
ADSProc = ADSPerceiveInfo; 
/*END: ADS processes */ 
 
/*Driver's processes*/ 





      ([x==0] (evdstatechangeOK{evdstate=normal;} -> 
DriverPerceiveInfo) 
      [] [x!=0] (evdstatechangeNG{evdstate=abnormal;} 
-> DriverPerceiveInfo)); 
 
/*Before override from evd, ADS checks EVD's state.*/ 
Driver = atomic{adstoevd?y -> ([evmode==adsdriving] (evdtoadsoverride!1 -> 
adstoevdjudge?z ->DriverAction1(z))[][evmode!=adsdriving]DriverDriving)} 
   [] ([evmode==adsdriving](atomic{adstoevd?y -> followads01 -> 
Skip};Driver)[][evmode!=adsdriving]DriverDriving) 
   [] ([evmode==adsdriving](atomic{followads02 -> 
Wait[1];Skip};Driver)[][evmode!=adsdriving]DriverDriving) 
   [] atomic{([evmode==adsdriving](evdtoadsoverride!1 -> 
adstoevdjudge?x -> DriverAction2(x))[][evmode!=adsdriving]DriverDriving)}; 
 
DriverAction1(z) = Wait[5];([z==0](overriderefused -> Driver) [][z==1] 
(assert(evdstate==normal);driverctr1{evmode=evddriving;} -> DriverDriving)); 
DriverAction2(x) = ([x==0](refusecmd -> Driver)[] 
[x==1](driverctr2{evmode=evddriving;}->DriverDriving)); 
 
DriverDecision = atomic{adstoevddel?x -> ((evdtoads!1 -> DriverDecision) [] 
(ignore -> evdtoads!0 -> DriverDecision))}; 
DriverRecover = adstoevdawake?x -> ((evdack!0 -> DriverRecover) 
                [] (atomic{evdstatenormal2{evdstate=normal;} -> evdack!1 -> 
Skip};DriverRecover)); 
 
DriverDriving= (adstoevd?y -> ((driverdrive -> Wait[1];DriverDriving) [] 
([adsstate==automated]adsdrive03{evmode=adsdriving;} -> Driver))) 
    []((driverdrive -> Wait[1];DriverDriving) [] 
([adsstate==automated]adsdrive03{evmode=adsdriving;} -> Driver)); 
     
DriverProc = DriverPerceiveInfo ||| Driver ||| DriverDecision ||| DriverRecover; 
/*END: Driver's processes*/ 
 
SoS = CS || ADSProc || DriverProc; 
 
 
#define dangerous (adsstate==limited && evdstate==abnormal && evmode!=evmrs); 
#define dangerousEVDDriving (evdstate==abnormal && evmode==evddriving); 
#define dangerousEVDDriving2 (evdstate==abnormal && evmode==evddriving && 
adsstate==automated); 
#define MinimumRiskState00 (evmode == evmrs); 
#define MinimumRiskState01 (evmode == evmrs && evdstate==normal); 
#define dangerous2 (adsstate==limited); 
#define dangerous3 (evdstate == abnormal); 
#define ExceptForDriver (evmode == evmrs || evmode == adsdriving); 
#define DriverDriveMRS ((evmode==evddriving&&evdstate==normal) || evmode == 
evmrs); 
#define SafeEVDDriving (evdstate==normal && evmode==evddriving); 
#define LimitedDrivers (adsstate==limited && evdstate==abnormal); 
#define ExceptForDriver2 ((evmode == evmrs || evmode == adsdriving) || evdstate == 
normal); 
 





#assert SoS |= []<>(!dangerous3); 
#assert SoS |= []!dangerousEVDDriving; 
#assert SoS |= []!dangerousEVDDriving2; 
#assert SoS |= []<>!dangerousEVDDriving; 
#assert SoS |= []!MinimumRiskState01; 
#assert SoS |= [](dangerous2 -> <>DriverDriveMRS); 
#assert SoS |= [](dangerous3 -> <> ExceptForDriver); 
#assert SoS |= [](dangerous3 -> <> MinimumRiskState00); 
#assert SoS |= [](LimitedDrivers -> <> MinimumRiskState00);  
#assert SoS deadlockfree; 
 
#assert SoS |= [](MinimumRiskState00 -> !dangerousEVDDriving); 
#assert SoS |= [](MinimumRiskState00 -> !SafeEVDDriving); 
#assert SoS |= !(<>(dangerous3 && driverctr2)); 
#assert SoS |= !(<>driverctr1); 
#assert SoS |= <>MinimumRiskState00; 
 
/**/ 
#define EVDADSState1 (evdstate==abnormal && adsstate==limited); 
#define EVDADSState2 (evdstate==normal && adsstate==limited); 
#define EVDADSState3 (evdstate==abnormal && adsstate==automated); 
#define Drivingmode1 (evmode == adsdriving); 
#define Drivingmode2 (evmode == evddriving); 
 
#define DangerousDrv1 (evmode == adsdriving); 
#define DangerousDrv2 (evmode == evddriving); 
#define IdealDrv (evmode == evmrs); 
#define TEST20160507 (evmode == evddriving && evdstate==abnormal); 
 
/*No.1*/ 
#assert SoS |= []<>!(EVDADSState1 && Drivingmode1); 
/*No.2*/ 
#assert SoS |= []<>!(EVDADSState2 && Drivingmode1); 
/*No.3*/ 
#assert SoS |= []<>!(EVDADSState3 && Drivingmode2); 
#assert SoS |= !<>(EVDADSState3 && Drivingmode2); 
/*No.4*/ 
#assert SoS |= []<>!(EVDADSState1 && Drivingmode2); 
 
/*add on 20160819*/ 
#assert SoS |= []<>!(EVDADSState3 && Drivingmode1); 
/*No.5 check again*/ 
#assert SoS |= [](EVDADSState3 -> <>(EVDADSState3&&IdealDrv)); 
/*No.6*/ 
#assert SoS |= [](EVDADSState1 -> []<>IdealDrv); 
/*No.7*/ 
#assert SoS |= [](EVDADSState2 -> <>!DangerousDrv1); 
#assert SoS |= [](EVDADSState2 -> <>[]!DangerousDrv1); 
 
#define ReallyDangerousDriver (evmode == evddriving && evdstate == abnormal);  
#assert SoS |= !(<>ReallyDangerousDriver); 
#define EVDDrivePossibility (evmode==evddriving); 






#assert SoS |= ![](<>(EVDADSState3 && DangerousDrv2) -> []ExceptForDriver2); 
#assert SoS |= ![](<>(EVDADSState3 && DangerousDrv2) -> <>!(EVDADSState3 && 
DangerousDrv2)); 
#assert SoS |= ![]<>(dangerous3 -> <>driverctr2);  
 
#assert SoS |= !<>(followads02); 
 
#assert SoS |= [](ReallyDangerousDriver -> []<>!ReallyDangerousDriver); 
 






CSP モデル 3: 安全性要求に対するシステムモデルの検証（4.5 節） 
/*driver's state*/ 
enum {normal, abnormal}; 
var evdstate = normal; 
 
/*ADS's state*/ 
enum {automated, limited}; 
var adsstate = automated; 
 
/*EV mode*/ 
enum {adsdriving, evddriving, evmrs}; 
var evmode = adsdriving; 
 
#define con 0; //ADS's control 
#define awake 1; //ADS attempts to wake the evd up. 
 
/*channel*/ 
channel cstoads 0; 
channel cstoevd 0; 
 
channel adstoevd 0;  
channel adstoevdrec 0; 
channel adstoevddel 0; 
channel adstoevdawake 0; 
channel adstoevdmode 0; 
channel adstoev 0; 
channel evdack 0; 
channel evdtoads 0; 
channel evdtoadsctr 0; 
channel evdtoadsoverride 0; 
channel adstoevdjudge 0; 
 
/*constituent systems processes*/ 
CS1 = (cstoads!0 -> CS1) [] (cstoads!1 -> CS1); 
CS2 = (cstoevd!0 -> CS2) [] (cstoevd!1 -> CS2); 
CS = CS1 ||| CS2; 
 
/*ADS processes*/ 
ADSPerceiveInfo = (cstoads?x ->  
       ([x==0] 
(adsstatechangeOK{adsstate=automated;} -> ADSDecision)  
       [] [x!=0] 
(adsstatechangeNG{adsstate=limited;} -> ADSDecision))) 
      [] (evdtoadsoverride?x ->  
        ([evdstate==abnormal](adstoevdjudge!0 -> 
RestoreEVD) 
         [] [evdstate==normal](adstoevdjudge!1 -> 
ADSPerceiveInfo))); 
 
ADSDecision = [evmode==evddriving && evdstate==normal && adsstate==automated] 
(adsdecision01 -> ADSPerceiveInfo) 
     [] [evmode==evddriving && evdstate==normal && 





     [] [evmode==evddriving && evdstate==abnormal && 
adsstate==automated] (adsdecision03 -> RestoreEVD) 
     [] [evmode==evddriving && evdstate==abnormal && 
adsstate==limited] (adsdecision04 -> MRM) 
     [] [evmode==adsdriving && evdstate==normal && 
adsstate==automated] (adsdecision05 -> DriverCheck)  
     [] [evmode==adsdriving && evdstate==normal && 
adsstate==limited] (adsdecision06 -> DriverCheck) 
     [] [evmode==adsdriving && evdstate==abnormal && 
adsstate==automated] (adsdecision07 -> DriverCheck) 
     [] [evmode==adsdriving && evdstate==abnormal && 
adsstate==limited] (atomic{adsdecision08 ->MRM}) 
     [] [evmode==evmrs] (adsdecision09 -> MRM); 
 
DriverCheck = [evdstate==normal && adsstate==automated](ADSControl)  
     [] [evdstate==abnormal](RestoreEVD) 
     [] [evdstate==normal && 
adsstate==limited](adstoevddel!1 -> DelegateAuthority); 
 
ADSControl = [evmode==adsdriving] (adstoevd!con ->  
    ((adstoev!con -> ADSPerceiveInfo) [] 
(evdtoadsoverride?x -> ([evdstate==abnormal](adstoevdjudge!0 -> RestoreEVD) 
         [] [evdstate==normal](adstoevdjudge!1 -> 
ADSPerceiveInfo))))) 
    [] [evmode==evddriving && evdstate==normal] 
(ADSPerceiveInfo) 
    [] [evmode==evddriving && evdstate==abnormal] 
(RestoreEVD) 
    [] [evmode==evmrs] (MRM); 
     
RestoreEVD = (adstoevdawake!awake -> evdack?x -> ([x==0](MRM) [] 
[x==1](DelegateAuthorityAwake))) 
             [](adstoevdawake!awake -> Wait[3]; ([evdstate==normal](evdack?x -> 
([x==0](MRM) [] [x==1](DelegateAuthorityAwake)) 
              [][evdstate==abnormal] (MRM)))); 
DelegateAuthority = evdtoads?x ->  
     if(x==1) 
{evmodechevd{evmode=evddriving;} -> ADSPerceiveInfo} else {MRM}; 
DelegateAuthorityAwake = adstoevdmode!0 -> adstoevdmode?x -> ADSControl; 
MRM = mrs{evmode=evmrs;} -> MRM; 
 
//ADSProc = ADSPerceiveInfo ||| RestoreEVD; 
ADSProc = ADSPerceiveInfo; 
/*END: ADS processes */ 
 
/*Driver's processes*/ 
DriverPerceiveInfo = cstoevd?x ->  
      ([x==0] (evdstatechangeOK{evdstate=normal;} -> 
Driver)  
      [] [x!=0] (evdstatechangeNG{evdstate=abnormal;} 
-> Driver)); 
 
/*Before override from evd, ADS checks EVD's state.*/ 





   ([z==0](overriderefused -> DriverPerceiveInfo) [][z==1] 
(driverctr1{evmode=evddriving;} -> DriverDriving))) 
   [] (adstoevd?y -> followads01 -> DriverPerceiveInfo) 
   [] (followads02 -> DriverPerceiveInfo) 
   [] evdtoadsoverride!1 -> adstoevdjudge?x -> ([x==0](refusecmd -> 
DriverPerceiveInfo)[] [x==1](driverctr2{evmode=evddriving;}->DriverDriving)); 
 
DriverDecision = adstoevddel?x -> (evdtoads!1 -> Skip [] ignore -> evdtoads!0 -> 
Skip); 
DriverRecover = adstoevdawake?x -> ((evdack!0 -> Skip) 
                [] (evdstatenormal2{evdstate=normal;} -> evdack!1 -> 
adstoevdmode?x ->  
                   ((adsdrive01{evmode=adsdriving;} -> adstoevdmode!0 -> Skip) [] 
(adsdrive02{evmode=evddriving;} -> adstoevdmode!1 -> Skip)))); 
DriverDriving= (driverdrive -> DriverDriving) [] (adsdrive03{evmode=adsdriving;} -
> DriverPerceiveInfo); 
 
DriverProc = DriverPerceiveInfo ||| DriverDecision ||| DriverRecover; 
/*END: Driver's processes*/ 
 
SoS = CS || ADSProc || DriverProc; 
 
#define dangerous (adsstate==limited && evdstate==abnormal && evmode!=evmrs); 
#define dangerousEVDDriving (evdstate==abnormal && evmode==evddriving); 
#define dangerousEVDDriving2 (evdstate==abnormal && evmode==evddriving && 
adsstate==automated); 
#define MinimumRiskState00 (evmode == evmrs); 
#define MinimumRiskState01 (evmode == evmrs && evdstate==normal); 
#define dangerous2 (adsstate==limited); 
#define dangerous3 (evdstate == abnormal); 
#define ExceptForDriver (evmode == evmrs || evmode == adsdriving); 
#define DriverDriveMRS ((evmode==evddriving&&evdstate==normal) || evmode == 
evmrs); 
#define SafeEVDDriving (evdstate==normal && evmode==evddriving); 
#define LimitedDrivers (adsstate==limited && evdstate==abnormal); 
 
#assert SoS |= []<>(!dangerous); 
#assert SoS |= []<>(dangerous); 
#assert SoS |= []!dangerousEVDDriving; 
#assert SoS |= []!dangerousEVDDriving2; 
#assert SoS |= []<>!dangerousEVDDriving; 
#assert SoS |= []!MinimumRiskState01; 
#assert SoS |= [](dangerous2 -> <>DriverDriveMRS); 
#assert SoS |= [](dangerous3 -> <> ExceptForDriver); 
#assert SoS |= [](dangerous3 -> <> MinimumRiskState00); 
#assert SoS |= [](LimitedDrivers -> <> MinimumRiskState00);  
#assert SoS deadlockfree; 
 
#assert SoS |= [](MinimumRiskState00 -> !dangerousEVDDriving); 
#assert SoS |= [](MinimumRiskState00 -> !SafeEVDDriving); 
#assert SoS |= !(<>driverctr2); 
#assert SoS |= <>MinimumRiskState00; 
 
#assert SoS |= !(<>(driverdrive && dangerous3)); 
