To establish brain network properties associated with major depressive disorder (MDD) using resting-state functional magnetic resonance imaging (Rs-fMRI) data, we develop a multi-attribute graph model to construct a region-level functional connectivity network that uses all voxel level information. For each region pair, we define the strength of the connectivity as the kernel canonical correlation coefficient between voxels in the two regions; and we develop a permutation test to assess the statistical significance. We also construct a network based classifier for making predictions on the risk of MDD. We apply our method to Rs-fMRI data from 20 MDD patients and 20 healthy control subjects in the Predictors of Remission in Depression to Individual and Combined Treatments (PReDICT) study. Using this method, MDD patients can be distinguished from healthy control subjects based on significant differences in the strength of regional connectivity. We also demonstrate the performance of the proposed method using simulation studies.
Introduction
Major depressive disorder (MDD) is a common mental illness characterized by an allencompassing low mood accompanied by low self-esteem. An estimated 16%, or 32 to 35 million, US residents are expected to develop MDD at some point during their lifetime (Kessler et al. 2003) . Numerous alterations in localized brain activity for MDD patients have been reported as well as changes in the associations between areas from a small set of defined brain regions. Increased metabolic or neural activity in the amygdala has been observed in depressed patients, often associated with emotional information processing, using both PET and fMRI (Abercrombie et al. 1998 , Drevets 1999 , Sheline et al. 2001 , Siegle et al. 2002 . Moreover, alterations in neural activity of the subgenual cingulate has been consistently reported in MDD (Ochsner et al. 2002 , Mayberg 1997 , Drevets 2000 , along with decreased prefrontal cortical activity (Baxter et al. 1989 ).
There has been relatively less work establishing network properties associated with MDD, and previous findings typically focus on connectivity between two or a relatively small number of predefined depression related regions. For example, Siegle et al. (2007) determined decreased functional connectivity between dorsolateral prefrontal activity and amygdala activity, and similarly O' Reardon et al. (2007) assessed prefrontal-amygdala interactions. Mayberg et al. (1999; 2005) found dysfunctional interactions among specific cortical and limbic brain areas, in particular discovering significant interactions between subregions of frontal cortex and cingulate gyrus. Also, Mayberg and others have extensively studied defined brain networks of depression-related regions including DLPFC, rostral and posterior cingulate gyri, the orbitofrontal cortex, the insula, the subgenual cingulate gyrus, and the hypothalamus (Mayberg 1997; 2003a; b, Seminowicz et al. 2004 , James et al. 2009 , Craddock et al. 2009 ). Despite these and other suggested depression-related neuroimaging findings, there have been few whole-brain network studies of MDD, and there is limited methodology to accommodate voxel-level analyses for a large number of voxels.
A number of statistical methods have been proposed to study functional brain networks, such as independent component analysis (ICA) (Calhoun et al. 2003 , Guo 2011 . ICA introduces a few latent components that are associated with different brain regions/voxels, and each component is referred to as a clique in the network. The brain regions/voxels within each clique are assumed to be strongly connected, while regions between cliques are weakly connected or not connected. This strong assumption restricts the topological structure of the network, resulting in difficulty in interpretation for many applications. Another difficulty in ICA is how to appropriately choose the number of components. Although a few methods have been proposed, the performance is not always reliable in practice. Also, not every identified independent component is biologically meaningful and easy to interpret.
Many functional connectivity analysis methods have been proposed based on correlation or partial correlation analysis (Sun et al. 2004 , Supekar et al. 2008 . However, there are many challenges in estimating correlation networks for the whole brain at the voxel-level. A typical fMRI image involves around 300,000 brain voxels, which implies that there are more than 40 billion voxel pairs for a single whole brain connectivity analysis. This ultra-high dimensionality leads to extremely high computational demands. To reduce the computational load, a common method is to pick a set of seed voxels and compute the association between each seed voxel and all of the remaining voxels. However, this approach excludes a vast number of voxels and can be sensitive to the exact location of the seed. Another strategy is to conduct region-level analyses where regions are defined by an existing anatomical brain parcellation, such as the 116 regions produced by the automated anatomical labeling (AAL) system (Tzourio-Mazoyer et al. 2002) . A region-based analysis often proceeds by averaging the temporal profiles across all voxels within a region and then computing statistics to quantify between-region associations. This approach does not leverage all of the voxel-level data to construct the network and does not take into account the heterogeneity of voxels within regions, which may lead to bias in estimating the functional connectivity between regions especially when there are a large number of voxels in the regions.
We develop a multi-attribute graph model to construct a region-level functional connectivity network that uses all voxel level information. Specifically, we consider a multi-attribute graph G = (V, E), where V includes p nodes and each node υ i ∈ V has n i attributes. Each e(i, j) ∈ E represents strong association in the multiple attributes between nodes i and j. For region-level functional connectivity analysis, the anatomical region of interest (ROI) is considered as the node, and the multiple attributes within each node are the voxel-level resting state fMRI signals, since each region contains hundreds or thousands of voxels. All the voxel-specific fMRI signals contribute to the functional connectivity between any two regions. Thus, the region-level functional connectivity network is regarded as a multiattribute graph.
One important question is what is an appropriate measure to characterize the strength of the functional connectivity? An alternative to averaging all voxels within regions is to compute the voxel wise cross correlations between the two regions, and then use a summary statistic of those correlations to characterize the association. The summary statistics could be a maximum, mean or median. The main disadvantage of this approach is the huge computational cost. The number of voxel pairs between two regions can reach or even exceed 100,000. Also, some second-moment summary statistics ignore the dependence between the correlations, which may lead to a higher false positive rate in network estimation.
We consider a more appealing association measure: canonical correlation, which is a classical tool in multivariate statistics that has been applied in imaging analysis (Friman et al. 2001, Nandy and Cordes 2004) . For each region pair, the strength of the connectivity is defined by the canonical correlation coefficient (CCC) or the kernel canonical correlation coefficient (kCCC) between the voxels in the two regions. The statistical significance is assessed by a permutation test. The CCC and kCCC, respectively, characterize the linear dependence and nonlinear dependence in functional connectivity between the voxels in the two regions. With multiple testing corrections, both subject-specific and group-level brain networks are constructed. Our approach accounts for the variation and spatial correlation of voxels within regions. Key advantages of our approach include: 1) it is able to perform whole brain analysis and requires only moderate computing costs; 2) it produces reliable estimates with small sample sizes, which can be even smaller than the number of brain regions considered in the model; 3) it can be used for both single subject connectivity analysis and also group level analysis; 4) it does not require strong assumptions about the probability distributions generating the data; and 5) combining with the support vector machine (SVM) method, it can construct a classifier for making prediction on the disease risk.
Our work is motivated by an analysis of resting-state functional magnetic resonance imaging (Rs-fMRI) data consisting of 20 MDD patients and 20 healthy control (HC) subjects matched by age and gender participating in a depression treatment biomarker study (Dunlop et al. 2012) . The Rs-fMRI data enables the assessment of functional connectivity calculated based on the temporal coherence between distinct neural processing units, characterizing a functional brain network. Our goal is to construct resting state functional connectivity networks for MDD patients and for HC subjects, respectively; and examine difference between the two groups of networks.
The rest of the article is organized as follows: in Section 2, we introduce the multi-attribute graph for single subject analysis and construct a permutation test to make inference on the subject specific brain network. Also, we propose a method to estimate a group level network. In Section 3, we apply our multi-attribute graph model to analyze resting state fMRI data from MDD patients and HC subjects, examining differences in the group networks. We also perform network based SVM classification and demonstrate high accuracy. In Section 4, we conduct simulation studies to evaluate the performance and properties of the proposed method, and conclude in Section 5 with a brief discussion.
Method
We propose a multi-attribute network graph model to determine region-level brain functional connectivity using information from all the regional voxels, and we introduce a kernel canonical correlation coefficient (kCCC) as an association measure between the multiattribute nodes. For ease of exposition, we begin with the single subject case and then discuss extensions for group-level estimation.
Brain connectivity analysis for a single subject
Let T denote the number of fMRI scans. Denote by x ikt the observed fMRI signal at voxel k in region i at time t, for i = 1, …, p, k = 1, …, n i and t = 1, …, T. Write x it = (x i1t , …, x in i t )′ and X i = (x i1 , …, x iT )′ of dimension T × n i . Suppose the temporal correlation of fMRI signals has been removed via a pre-whitening procedure using an autoregressive model. Thus, we assume that x i1 , … x iT are independent and identically distributed. Also, X i is assumed to be centered and scaled. We propose to use the canonical correlation ρ c (i, j) to measure the brain connectivity between regions i and j. The canonical correlation between
x it and x jt is defined as the maximum of the correlation between two linear combinations and with respect to the vectors of weights w i ∈ ℝ n i and w j ∈ ℝ n j :
(1)
To obtain an estimate of ρ c (i, j) given observed data x i , we adopt an eigenvalue formulation.
Then (1) 
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where the weights w i and w j can be obtained by solving the eigenvalue equations:
(3)
When max{n i , n j } ≤ T, we can solve (3) directly as suggested by Katenka and Kolaczyk (2011) . When max{n i , n j } > T, a very common case in fMRI data analysis, the solution of (3) is not unique. The kernel CCA can be used to solve the case that max{n i , n j } > T. Let ϕ n : ℝ n → ℱ ℝ n denote feature space mappings corresponding to the kernel function κ n (a, b) ≔< ϕ n (a), ϕ n (b) >. We use a compact representation of the fMRI signal x i in feature
a T × T inner product kernel matrix. We consider the following kernel canonical correlation estimates:
This is equivalent to solve the following equation:
(4) K i and K j are not necessarily nonsingular, so it has been suggested to add a regularization term in the equation (Nielsen et al. 1998 , Leurgans et al. 1993 , Fukumizu et al. 2007 ), i.e.
where γ is the regularization parameter. This is equivalent to maximizing (6) The parameter γ controls over-fitting and enhances the numerical stability. The correlation ρ c (i, j) yields a measure of brain connectivity between regions i and j, taking into account the variation among all the voxels in each region. This is more informative than the simple correlation estimates between region-level summary statistics. The weights w i can be used to determine the influence of various voxels on the regional correlation measure. The details on the procedure of solving (6) to obtain the kernel canonical correlation coefficient can be found in Fukumizu et al. (2007) and Kuss and Graepel (2003) .
A permutation test to construct the brain network
To construct brain networks, we utilize a permutation test for the hypothesis testing problem: H 0 : ρ c (i, j) = 0, versus H 1 : ρ c (i, j) ≠ 0, for each region pair (i, j) for 1 ≤ i < j ≤ p. We permute the data over {1, 2, …, T} scans, yielding a total of L permutations, indexed by l = 1, 2, …, L. Let be the permuted data set and be the corresponding inner product kernel matrix. The permuted kernel canonical correlation is estimated by The permuted p value is obtained by (7) where I[ ] = 1 if event occurs and I[ ] = 0 otherwise. Each p(i, j) is corrected by controlling of the false discovery rate in multiple testing under dependency (Benjamini and Yekutieli 2001) , denoted p(i, j). The edge (i, j) is included in the brain network indicating a strong functional connection between regions i and j, if p(i, j) < α.
Brain connectivity analysis for multiple subjects
Many neuroimaging studies seek to determine a group level brain network; and perhaps compare the networks between two or more groups of subjects, e.g. the MDD network and the HC network. In this work, we propose a very simple voting strategy to produce the group level brain network inference. To be more specific, using the permutation approach in Section 2.2, we can obtain the subject-specific network. Denote by e s (i, j) ∈ {0, 1} the edge (i, j) inclusion indicator for subject s = 1, …, S, then the group level edge inclusion indicator for the whole group is estimated by (8) Thus, a connection in the group-level network is deemed to be present if the proportion of subject-level connections exceeds a specified threshold ζ. Compared with other strategies, the proposed voting strategy has two main advantages: 1) it requires small computation costs for group level analysis, and it is straightforward to implement parallel computing; 2) It is robust to outliers and can accommodate the noisy and heterogeneous fMRI data. Based on the empirical results that we show in the simulation studies and our application to the depression data in the following sections, this procedure exibits good performance.
Characterizing a Depression-Related Brain Network
We apply our method to resting-state fMRI data from 20 MDD patients and 20 healthy control (HC) subjects in the Predictors of Remission in Depression to Individual and Combined Treatments (PReDICT) study (Dunlop et al. 2012 ). The HC subjects and the MDD patients are matched by age and gender. The average age is 45.8 years for the MDD group, and 42.4 years for the controls; both groups are 50% male. In the MDD group, the average Hamilton Depression Rating Scale Score (HAM-D) is 19 and average length of the major depressive episode is 82 weeks. All the MDD patients have unipolar depression and have never been treated. For each subject, 150 fMRI volumes are acquired using a three-Tesla whole-body MR system for 7.5 minutes (Siemens MAGNETOM TIM Trio, Siemens Medical Solutions, Erlangen, Germany) (Dunlop et al. 2012) .
By using the preprocessing script based on the Configurable Pipeline for the Analysis of Connectomes (C-PAC), we performed standard preprocessing steps including: motion correction, slice timing correction, normalization and spatial smoothing. Also, we applied de-trending and demeaning steps to remove the incoherent background shift and texture variation. All the images were registered in 2mm MNI space with size 91×109×91. Our analysis focused on constructing the whole brain region level network which consists of 90 AAL regions with 185,405 voxels. The full names and short names of the AAL regions are listed in the Appendix.
Consistent functional connections and regions
Applying methods in Section 2, we construct the brain network for each of the 20 MDD patients and 20 HC subjects. For each subject, the regularization parameter γ is chosen as 0.1 based on the default settings from the R package kernlab (Kuss and Graepel 2003). Histograms of connections for different groups are shown in Figure 1 . Overall, the MDD patients have more functional connections compared to the HC subjects. We apply (8) to construct the group level brain functional networks for MDD patients and HC subjects respectively. We vary the parameter ζ, which reflects the proportion of subjects who have consistent connections, from 0.5 to 1.0, to assess the heterogeneity of the number of connections in the subject level networks within each group. The number of consistent connections and consistent regions are summarized in Figure 2 , showing that the MDD patients have a slightly higher number of consistent connections and regions compared to the HC patients; and the number of consistent connections and regions both decrease linearly as ζ increases.
The numbers of perfectly consistent connections (i.e. ζ = 1, where all the subjects within the group have the connection) are 33 and 25 for MDD patients and HC subjects, respectively. Among those, 17 connections (involving 19 ROIs) exist in all 40 subjects across the two groups, based on which we define a common network. There are 8 connections that appear in the HC subjects but not for all MDD patients, which defines the distinct HC network. The ROIs in the common network and the HC network involve several core regions in the brain's default mode network (Buckner et al. 2008) . Also, the MDD patients have 16 connections that do not appear consistently for all the HC subjects, to which we refer as the distinct MDD network. These three networks are summarized in Figure 3 . Table 1 summarizes proportions of HC subjects and MDD patients exhibiting the functional connections for each region pair in the MDD network and the HC network, respectively. A binomial test is used to determine the difference in proportions between the two groups. For example, all 20 (100%) MDD patients develop function connections between the left supramarginal gyrus (SMG.L) and the right median cingulate and paracingulate gyri (DCG.R), where only 13 (65%) HC subjects have this connection. The binomial test indicates that this difference is significant (the adjusted p-value = 0.013) with the control of false discovery rate..
Difference between the HC and the MDD network
As shown in the previous section, based on the permutation testing results, we obtain the multi-attribute network for each of the HC subjects and the MDD patients, denoted e s (i, j), for s = 1, …, S and 1 ≤ i < j ≤ 90. We introduce d s to represent the disease status for each subject s, where d s = 0 if the subject is a HC and d s = 1 if the subject is an MDD. Considering {d s , e s (i, j)} as the observed data, we are interested in detecting difference in functional network between the two groups. For s = 1, …, 20, we can approximately have for each g = 0, 1 and 1 ≤ i < j ≤ 90, where p g (i, j) represents the probability of regions i and j being connected for group g. To construct the difference network, we consider the following multiple hypothesis testing problem: for all (i, j) with 1 ≤ i < i ≤ 90, where the null hypothesis implies that there is no group difference in the functional connectivity between regions i and j. We perform a total of 4,005 (number of region pairs out of 90 regions) binomial tests. We have adjusted the p-values by the control of the false discovery rate in multiple testing under dependency (Benjamini and Yekutieli 2001) . In particular, we used the R function p.adjust with option method=BY. and the significance level was set to 0.01. We identify 35 region pairs showing significant differences in functional connectivity between the HC subjects and MDD patients. Among those, there are only two region pairs: IFGoperc.L-ROL.R and ANG.L-ROL.R where the proportions of MDD patients having the corresponding functional connections are much smaller than those of the HC subjects, indicating the reduced functional connectivity, while for the rest of regions pairs, the MDD patients show increased functional connectivity relative to the HC subjects. The table in Figure 4 summarizes the eleven region pairs with the largest differences between the two groups in the proportion of subjects exhibiting strong functional connections. In particular, a large proportion of HC subjects (85%) exhibit functional connection between the region pair ROL.R-ANG.L. In contrast, a large proportion of MDD patients (70%) have strong functional connectivities between the region pair CAL.R-THA.R. The remaining region pairs in the table where approximately half MDD patients and 5% or fewer of the HC subjects demonstrate this pattern of the functional connectivity. The presence of some less significant patterns that still discriminate the MDD pts from the HC may suggest further MDD subgroups. The current dataset is insufficient to explore this possibility.
To identify important "hub" regions that have substantial differences between the two groups, we conduct an analysis of the network degree (i.e. the number of connections each node has to other nodes) between the HC subjects and the MDD patients. For each node (ROI), we compute the degree in each of 40 subject specific networks. We provide a list of top five regions that exhibit largest group differences in degree along with associated summary statistics (mean and standard deviation) of the degree in the two groups (see Table  2 ).
Network based prediction of depression risk
To evaluate the performance of our proposed method on the identification of the functional network, we perform a classification analysis of the disease status using a network based support vector machine (NET-SVM) model. Denote by the set of edges with significant difference in functional connectivity between the two groups. For example, in the previous section, we use the binomial test to identity 35 significant region paris. In the NET-SVM model, for each subject s, the predictor is a subset of edges on the multi attribute network, which is defined as x s = {e s (i, j), edge(i, j) ∈ } and the outcome is the disease status d s , for s = 1, …, S. We apply the standard least squares support vector machine classifiers (Suykens and Vandewalle 1999) to the data set . We choose the radial kernel exp(−|u − υ| 2 ). We examine the prediction accuracy via leave-one-out cross validation (LOOCV), ten-fold CV and five-fold CV respectively. In particular, for ten fold and five fold cross validation, we randomly partition the 40 subjects into 36 plus 4 and 32 plus 8, respectively, as the training and testing data sets. We repeat the above partitions over 1,000 times.
The true positives (TP) or the number of subjects that are correctly classified as MDD patients, false positives (FP) or the number of subjects that are incorrectly classified as MDD patients, true negatives (TN) or the number of subjects that are incorrectly classified as healthy controls, false negatives (FN) or the number of subjects that are incorrectly classified as healthy controls, sensitivity (SENS) or the proportion of the MDD patients being correctly identified, specificity (SPEC) or the proportion of healthy subjects being correctly identified, positive predictive value (PPV) or the ratio of true positives to combined true and false positives and negative predictive value (NPV) or the ratio of true negatives to combined true and false negatives are summarized in Table 3 . For the ten-fold and the five fold results, the numbers are the average over 1,000 random partitions. The classification accuracy is consistently high for the different cross validation methods, where the LOOCV has the perfect classification accuracy, the five fold CV and the ten fold CV only show a slightly lower power and a very small false discovery rate compared with the LOOCV results. These results imply that the identified 35 kernel CCA functional connectivity biomarkers can almost perfectly classify the the depression disease status for the 40 subjects in our datasets. Those biomarkers can be considered as potentially important biomarkers for the future studies with larger sample size. 
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To demonstrate the benefit of the kernel CCA approach, we also apply the PCA measure to analyze the PReDICT data and keep all other procedures the same as the kernel CCA methods in terms of the multiple comparison procedure and the thresholding criteria. The PCA only identifies three important function connections. They are MFG.R -SOG.L, SFGmed.R -PCL.R and PCG.R -PCL.R, which are all identified by our kernel CCA measure (see Figure 4 ). Only using these three connections as the the predictors, we also apply the NET-SVM method and obtain a five fold cross validation prediction accuracy of 0.82 (based on 1,000 random splitting the dataset), much smaller than 0.99, the prediction accuracy provided by the kernel CCA. This indicates that the functional connectivity biomarkers that are defined by the PCA measure are not as good as those based on the kernel CCA measure in terms of separating the depression patients from the healthy controls in our dataset.
Simulation Studies
We conduct two simulation studies to evaluate the performance of the proposed method for detecting the functional connectivity between a region pair and constructing the functional network among multiple regions.
Functional connectivity between two regions
We start with a simple illustration of the proposed method to detect the functional connectivity between two regions. We simulate two types of fMRI signals: independent signals, i.e. the voxel-wise signals are mutually independent across all the voxel pairs between the two regions; and dependent signals: the voxel-wise signals are associated with each other across the two regions, where the corresponding associations are characterized by Gaussian processes (GPs). Specifically, the number of voxels are set to n 1 = 500 and n 2 = 250, respectively. The number of scans T is set to 150. For i = 1, 2, t = 1, …, T and k = 1, …, n i . We have • Independent fMRI signals: draw , where "iid" represents random variables are independent and identically distributed.
•
Dependent fMRI signals: let , where and .
(μ, κ) denotes a Gaussian process with mean μ and covariance kernel κ on time interval [0, 1]. We take κ(s, s′) = exp{−10(s − s′) 2 }. The GP g ikl can model temporal correlations over scans. Specifically, for any two time points t and t′, we have and cov(x 1tk , x 2tk ) = 100var(z 11 ) = 25/3. We make comparisons between two metrics: the correlation between the first principal component scores (PCA) and the first kernel canonical correlation coefficient (kCCA). Figure 5 shows the permutation distribution of three test statistics and the corresponding pvalues for the two cases in one simulated dataset. The results imply that the kCCA produces small p-value (< 0.01) for the dependent case, correctly identifying the non-linear association between the two regions, while they both generate large p-values for the independent cases.
We repeatedly generate the 200 simulated datasets for each of the independent and dependent cases. We summarize the permutation testing performance at significance of 0.05. We compute the power, the type I error and the false discovery rate (FDR) in Table 4 . The results show that the proposed kernel CCA metric provided optimal power of detecting the functional connectivity between the two regions, and it well controls the type I error and the false discovery rate (FDR); while the PCA approach has lower power and an inflated FDR.
Functional connectivity network over multiple regions
We evaluate the accuracy of constructing functional brain networks over multiple regions of interests (ROIs) using the proposed method. In particular, we simulate two types of graphs on 30 ROIs: random graphs with edge probability 0.2 and scale free graphs, respectively, based on the Erdos-Renyi model and the Barabasi-Albert model. The simulated region-level networks are shown in Figure 6 . We assume that the number of voxels per region is generated by a Poisson distribution with a mean of 200, i.e. n i ~ Poisson (200), for i = 1, …, 30. The simulated n i range from 174 to 224. Denote by Δ = (δ ij ) the adjacency matrix of the simulated network, where δ ij ∈ {0, 1} indicates whether regions i and j are functionally connected or not. Given a simulated Δ, the fMRI time series x itk are generated by computing , where y itk ~ N(0, 1), z t ~ U(0, 1) and f ik ~ (0, κ), where κ(s, s′) = exp{−10(s − s′) 2 }.
We generate a total of 200 simulated datasets for both network models and apply the proposed permutation test with kCCA and sPCA metrics to each dataset. We also consider a simple alternative approach by taking the average of the voxel-wise time series within each region and computing the correlation between region specific statistics. We refer to this approach as "meanCor". We summarize the accuracy of edge estimation in Table 5 . The kCCA metric provides much higher power and better control of the FDR, compared to sPCA and meanCor which has low power and results in an inflated FDR. Also, we summarize the whole network estimation accuracy for the two metrics in Table 6 using the proportion of estimated networks that exactly recover the true simulated network, along with the proportion of the estimated networks that recover a certain percentage of the edges in the true network. We vary the percentages from 85% to 100%. The results suggest that 28% of scale free networks and 21% random networks are fully recovered by the kCCA approach, while there are no sPCA estimated networks that are exactly identical to the corresponding true networks. If we allow up to 5% errors, i.e. at least 95% of true edges are included in the network, then over 90% of both scale free networks and random networks can be recovered by the kCCA approach, while the sPCA still cannot correctly identify any networks. Almost all the scale free networks and the random networks are recovered in the sense that at least 85% of true edges are included in the network. These results suggest that kCCA is much more powerful and accurate than the sPCA and meanCor in terms of estimating the network.
Discussion
We propose the use of multi-attribute canonical correlation graphs to perform functional brain network analysis at a region level, incorporating all the voxel level information. We perform simulation studies to demonstrate that our proposed method has advantages compared to existing methods using region level summary statistics in terms of network identification accuracy. We apply the proposed method to determine functional connectivity in a study of MDD. We identify important region pairs for which the HC subjects and the MDD patients have significantly different functional connectivity. Based on the difference network, we develop a network based classifier (NET-SVM) for making classification on the disease status. The cross validation results show that our method can achieve over 99% classification accuracy, which is much better than the existing alternative (a PCA based measure), indicating that the kernel CCA method is a better measure to classify the disease status in our study. Although a model that is an accurate classifier is not necessarily the ideal model to study pathophysiology, our model does provide a defensible, empirically based starting point for hypothesis driven follow up studies. In the future, our model can be used to answer other questions about depression such as further characterization of depression subtypes, response predictors, trait-state differences (sick versus well) and the like.
One limitation of our group analysis is that it is based on a relatively small number of subjects (n = 40). Methodologically, the small sample size is not an impediment to implementing our approach as it is applicable even at a single subject level. While we do not regard our group level results as definitive, based on the limited sample size, our simple voting strategy reveals that there are common functional connections. The identified group level functional connections for MDD patients are scientifically meaningful, some of which have been reported in the previous literature. We acknowledge the importance of reproducibility in imaging research generally, and our group-level results would accordingly benefit from additional inquiry.
Although the development of the proposed methods is motivated by the MDD study, it can be used to explore the functional connectivity networks for other neurological diseases, such as Parkinson's disease and Alzheimer's disease. The identified functional connections may provide evidence for researchers to determine the etiology of the associated disease. The proposed NET-SVM based classifier not only can be used for verifying the identified functional networks, but also it may provide an approach for investigating imaging guided diagnostics for associated disorders. Although our results reveal regional connections that show promise for accurately distinguishing MDD patients from HC subjects, that true generalizability of the predictive ability of these features will need to be borne out in applications to other data sets.
The current group level network estimation is conducted using a two step procedure by first estimating individual networks and then combining them with an edge wise criterion. Although this procedure works well for our application, it potentially introduces bias in estimating the group level network by ignoring the variability of the individual networks. One may explore the utility of developing a different network aggregation rule that can incorporate the individual network variability measurements, which may yield improved group level inferences. Also, the aggregation rule can be extended by taking into account the topology of the network instead of only considering the edges. Histogram and summary statistics of the number of functional connections in the MDD patient network and the HC subject network. Functional networks with consistent connections for all subjects within each group (ζ = 1). The common network consists of connections that are consistent across all subjects in both groups. The HC network is consistent for all control subjects, but not for MDD subjects. The MDD network shows consistent connections for MDD patients, which were not consistently observed across all HC subjects. Network region pairs (edges) showing statistically significant differences in functional connectivity between the HC subjects and the MDD patients. The table summarizes the 11 region pairs with the largest differences between the two groups in the proportion of subjects exhibiting strong functional connections. All the corresponding adjusted p-values are less than 0.0001. Simulation studies that compare the permutation distributions of the two region-level connectivity metrics (kCCA and PCA) for both dependent and the independent cases. Table 6 Network estimation accuracy over 200 simulated data sets: the frequency of the estimated networks including a certain percentage of edges in the true network (Pet), and the proportion of the estimated networks that exactly recover the true network (Exact). Note that a Pet of 100% does not imply that the estimated network exactly recover the true network, it may include a small number of false positive edges. 
