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概要
LMNtal は階層的グラフの書き換えに基づく並列言語モデルであり，並列計算や多重集
合書き換えなどの計算モデルを統一的に記述できる実用的な言語を目指している．形式手
法の一つであるモデル検査はシステムの仕様についての安全性や信頼性を向上させる検証
手法であるが，近年 LMNtal はこのモデル検査に応用されるなどさらに大規模なプログ
ラムの実行が求められている．
LMNtal プログラムはアトム，リンク，膜，ルールからなる．アトムは互いにリンクで
つながり，グラフ構造をなしている．また，膜はアトム，膜，ルールの多重集合を持ち，
階層構造をなしている．その階層的グラフ構造に対してルール（書き換え規則）を適用す
ることで動的にグラフを書き換え，処理が進行していく．
LMNtal処理系はソースコードを独自の中間命令列へとコンパイルし，その命令列を解
釈し実行する LMNtal 抽象機械上で実行される．この中間命令列の最適化はなされてい
るが，高速な処理系の開発と共に適用できないものが多く，現状では十分とは言えない．
本研究ではこれらの最適化を再定義した上で，今まで抽象機械上で行われていたルール
の選び方や繰り返しの処理を中間命令列で行うことでさらに最適化を行った．この最適化
には，同一ルールにおけるアトムの再利用，同一ルールセットにおける命令列の共通部分
編み上げ，同一ルールセットにおける命令列のループ化，不要命令の削除や，共通部分式
の除去などが含まれる．
アトムの再利用とはルールの書き換えにおいて書き換える前と書き換え後でアトムの消
去と生成を削減する最適化である．共通部分編み上げとはルール毎に行っていたルールの
書き換えをある程度似たようなルールの書き換えを一度に検査することで，重複した検査
を行わないようにする．また，命令列のループ化とは繰り返し行われるルールを中間命
令列のレベルで行うようにする．このように LMNtal 抽象機械で行っていた処理を一部，
中間命令列で行うことで，共通部分式の除去などの最適化を行うことが可能となる．
本研究ではこれらの最適化器を LMNtal で実装した．最適化器のようなルールベース
で表現できるようなアルゴリズムは LMNtal のような宣言型の言語とは相性がよいと考
えられるためである．また，LMNtal 独自の中間命令列は静的単一代入 (SSA) 形式と呼
ばれる，変数が一度だけ代入される形式で表されるため，LMNtal のパターンマッチによ
る記述により簡潔に表すことが可能である．
本論文ではこれらの最適化の設計，実装ついて述べ，実験により最適化の効果を確認し
た．また，LMNtal よって最適化器を実装するにあたり，得られた知見を紹介する．
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1第 1章
序論
1.1 研究の背景と目的
LMNtalは階層グラフ書き換えに基づく並行言語モデル [1][2] であり，計算モデルとし
ての簡潔性とプログラミング言語としての実用性の両立を目指している．また最近では
LMNtal言語を応用した検証機能などを備え，検証機能を可視化する統合開発環境 [3] も
開発，公開されている．
LMNtal プログラムは宣言的に記述され，表現が高いという特徴があるが，その一方
で，処理系は探索を行わなくてはならず，実行効率が最適ではない場合が少なくなかった．
LMNtal プログラムはコンパイラによって独自の中間命令列へと変換され，この中間
命令列を入力とする LMNtal 抽象機械上で実行される．この中間命令列は静的単一代入
(SSA) 形式 [4][5] と呼ばれる，変数が一度だけ代入される形式で表される．この SSA 形
式は命令列の依存関係が明確になり，命令列の解析，最適化に適した表現であり，この中
間命令上での最適化は様々な手法が研究されてきた．
櫻井による並び替えとグループ化を用いた最適化 [6]やルールの共通部分編み上げなど
の最適化 [7]や水野によるアトムの再利用やルール適用のループ化などの最適化 [8]が存
在する．これらは Java 言語で実装された LMNtal 処理系上に実装され，アトム主導テス
トと呼ばれる技法 [9] に深く関連付けられている．一方で，Java 言語による処理系の次の
バージョンとして高速軽量を目的として作られた C 言語による処理系 SLIM では膜主導
テストと呼ばれる技法 [9]を用いている他，データ構造の違いなどにより，そのまま用い
ることは不可能であった．
本研究ではこれらの最適化を SLIM に適用できるように再設計を行った．また，グルー
プ化や中間命令列の編み上げを行うことで，抽象機械上で行われていたルールの選び方や
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繰り返しの処理を中間命令列で行うことで，共通部分式の削除などの最適化をより効果的
に行うことを可能にした．
本研究で用いる LMNtal と同じ多重集合書き換えを扱う言語として Constraint Han-
dling Rules (CHR) [10] が存在し，多重集合書き換えのコンパイル手法の最適化の研究
[11]も進められている．
また，コンパイラの研究・開発・教育を容易にすることを目的として開発された COINS
コンパイラ・ストラクチャ [12] にも様々な最適化器を備えており，SSA 形式の用いた最
適化 [5]が存在する．
1.2 論文構成
本論文では第 2章に LMNtal 言語の概要に付いて述べ，第 3章で LMNtal プログラム
を実行する LMNtal 抽象機械とその機械語である LMNtal 中間命令列に付いて述べる．
第 4章，第 5章で LMNtal 中間命令列の最適化手法について述べる．第 4章では複数の
中間命令列を一つの中間命令列に纏めることによる最適化を提案し，第 5章で，アトム再
利用の最適化に付いて述べる．第 6章では最適化器を LMNtal で実装したことについて
紹介し，第 7章で作成した最適化器について実験を通した評価を行い，最後に第 8章で本
研究のまとめと今後の課題について述べる．
3第 2章
LMNtal言語解説
ここでは LMNtal 言語について解説する．この章は文献 [2] を元に再構成したもので
ある．
2.1 アトム，リンク
アトムはアトム名と 0個以上の順序のついた引数からなり，この引数がリンクを通じて
他のアトムに繋がっている．この引数の数が n のとき，そのアトムは n 価のアトムであ
るという．
また，アトムはアトム名と引数の数に応じてファンクタが定まる．ファンクタはアトム
名と引数の数をアンダースコアでつなげたものである．例えば１引数のアトム名 aである
アトムのファンクタは a 1である．
0価のアトム 
a. a. b. 
また，リンクとはこのアトムの引数を一対一に接続するものである．
リンクで繋がれたアトム 
a(X), b(X). 
さらに，a(s1; :::; sm)，b(t1; :::; tm) は si(1  i  m)と tn が同じリンクならば，
a(s1; :::; si 1; b(t1; :::; tn 1); si+1; :::; sm) と略記できる．
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2.2 膜
膜はアトムの多重集合を囲むことができる．また膜は入れ子構造をなすことができ，ア
トム，リンク，膜によって階層グラフ構造が形成される．リンクは膜を跨いでアトムをつな
ぐことを可能としている．また，膜には膜名をつけることができ，membraneNamef:::g
のように書くことができる．
アトム，リンク，膜による階層グラフ構造 
a(X), fb(X), fc(Y)gg, mfc(Y)g. 
2.3 ルール
ルールとは LMNtalグラフの書き換え規則であり，次の構文で表記する．
Head :- Body
Head :- Guard j Body
Head(ルール左辺) はルールの所属する階層からみた，書き換えるべき階層グラフ構
造のテンプレートであり，Body は書き換え後の階層グラフ構造のテンプレートである．
Guard にはルール適用検査における付帯条件を指定することができる．
2.4 プロセスとリンク条件
これまでに説明したアトム，リンク，膜，ルールをプロセスといい，このプロセスが
LMNtalの階層グラフ構造をなしている．
プロセスは，同じリンク名が 2回を超えて出現してはならないというリンク条件を満た
さなければならない．さらに個々のルールの各リンク名は，そのルール内にちょうど 2回
出現しなければならない．プロセス Pに 1回だけ出現するリンク名は Pの自由リンクと
いい，Pに出現するそれ以外のリンク名は Pの局所リンクという．
2.5 プロセス文脈とルール文脈
ルール文脈は所属する膜内の 0個以上の全てのルールにマッチする．また，プロセス文
2.6 型付きプロセス文脈とガード条件 5
脈は膜の中のルール以外のプロセスのうち，明示されていないもの全体とマッチする．
ルール左辺のプロセス文脈 $p[X1; :::; XmjA] の引数 X1; :::; Xm は，その文脈が持って
いなければならない自由リンクのを指定しており，これをプロセス文脈の明示的な自由リ
ンクと言う．剰余引数 Aが X の形の場合，X はその文脈が持つ明示的な自由リンク以
外の 0本以上の自由リンクの束を表し，[]の場合は明示的な自由リンク以外に自由リンク
がないことを表す．
プロセス文脈には省略構文が用意されており，ルール中に $p[j X]の形の同一のプロ
セス文脈が 2回出現するならば，両方を同時に $pと略記してよい．
2.6 型付きプロセス文脈とガード条件
型付きプロセス文脈とはプロセス文脈の拡張であり，プロセスの内部構造を規定するプ
ロセス型を制約としてガード条件に指定できる．また，ルール左辺に出現する型付きプロ
セス文脈の明示的な自由リンクは局所リンクでなければならない．
2.6.1 プロセス型
ここではプロセス型の一覧を記述する．
ground型 ground型のプロセス文脈は膜を持たず，リンクで全体が連結しているよう
なプロセスである．
unary型 unary 型は ground 型の部分型である．これは unary 型は ground 型の制約
を満たさなければならないことを意味する．その上で，unary型は単一の 1価アト
ムからなるプロセスである．
int型 int型は unary型の部分型である．また int型はそのアトムが整数アトムである
プロセスである．
froat型 　 oat型は unary型の部分型であり，そのアトムが浮動小数点アトムである
プロセスである．
string型 　 string 型は unary 型の部分型である．また string 型はそのアトムが文字
列アトムであるプロセスである．文字列アトムとは二重引用符で囲んで記述した名
前を持つ 1価アトムである．
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2.6.2 ガード制約
ガード部にはヘッド部にマッチしたパターンからさらに制約条件をガード条件として指
定できる．ガード条件には型制約や比較制約がある．
型制約とはプロセス文脈の型を指定するものであり，比較制約とは比較ができるような
型付きプロセス文脈に対してさらに制約を付加するものである．以下に比較制約の例を挙
げる．
'=', '\='制約は ground型に対する制約である．'='制約は二つの型付きプロセス文脈
が等しい構造を持つときのみ適用される．逆に'\=' 制約は二つの型付きプロセスが等し
くない構造を持つときのみ適用される．
int 型に対する制約として `=:='，`=\=' 制約がある．`=:=' 制約は二つのプロセス文
脈に対して等しい数値のときのみ適用され，`=\=' 制約は等しくないときのみ適用され
る．さらに大小比較演算として `<'，`=<'，`>'，`>='があり，両辺には四則演算も記述
できる．また，oat型も同様に `=:=.'や `> :'といった演算子が用意されている．
7第 3章
LMNtal 抽象機械
LMNtal プログラムはコンパイラによって LMNtal 抽象機械上で動く命令列へとコン
パイルされる．本章では LMNtal 抽象機械がどのように動作するかについて説明する．
3.1 LMNtal処理系概要
LMNtal処理系はコンパイラと実行時処理系からなる．
コンパイラは与えられたソースコードを後述する LMNtal 中間命令列へと変換する．
この中間命令列を入力とし，実行を行うものが LMNtal 抽象機械であり，LMNtal 中間
命令列はこの抽象機械の機械語であるといえる．この抽象機械を実装したものが実行時処
理系であり，現在は Java 言語による処理系と C言語による SLIM が存在する．
3.1.1 Java言語による処理系
Java言語による処理系はコンパイラと実行時処理系が一体となった処理系である．こ
の処理系は Javaで書かれているため，入出力，ソケット通信，GUI等の機能を提供する
モジュールが標準ライブラリとして提供されている．また，多言語インターフェースとし
て Javaのコードが書けるなどの拡張機能がつけられている．
3.1.2 SLIM
Java言語による処理系に対し，軽量かつ高速な LMNtal実行処理系として C言語で開
発した SLIM(Slim Lmntal IMplimentation)が存在する．SLIMでは軽量化，高速化を
目標として java処理系とは差別化を図っている．
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また，Java 言語による処理系にはない機能として全実行経路表示機能が存在する．
LMNtalは並行言語であるため，１つのプログラムに対し複数の実行経路が存在するが，
それを表示するものである．さらにこの機能を利用し，LTLモデル検査に応用され，さら
なる省メモリや高速実行を目指している．
3.2 LMNtal 抽象機械と LMNtal 中間命令列
前述したように LMNtal 中間命令列は LMNtal 抽象機械の機械語として捉えることが
できる．この中間命令列は LMNtal プログラムのルールと一対一に対応され，一本の中
間命令列は階層グラフの書換えの手順を示している．
一方で LMNtal 抽象機械はこの手順を逐次実行する処理と，これらの処理より上位の
レベルの制御，つまりどの中間命令列を実行するかの制御を行う．
SLIM ではこの制御のうち膜主導テスト呼ばれる，膜に注目した中間命令列の制御を
行っており，次節でこれを紹介する．
3.3 マッチングと膜主導テスト
LMNtal プログラムはルールを用いた階層グラフ書き換えの繰り返しによって実行さ
れ，ルールの適用が不可能になったら実行が終了する．
あるルールが現在の階層グラフのいずれかの部分に適用可能かどうかの検査をテストと
よび，あるルールがどの部分構造に適用できるかをマッチングと呼ぶ．以下にテストの方
法として SLIMで実装されている膜主導テストについて説明する．
膜主導テストでは適用できる可能性があるルールを持つ膜を実行膜スタックによって管
理し，取り出した膜の各ルールについてテストを行う．実行膜スタックはある膜Mがス
タックに積まれているならその親膜はかならずMよりも底方向に積まれているという不
変条件を満たすように管理される．実行膜スタックの先頭の膜 （本膜と呼ぶ ） に対し
てルール適用を繰り返し，適用できなくなったら実行膜スタックから取り除く．実行膜ス
タックに積まれていない膜の中のプロセスを書き換えた際は，その膜を実行膜スタックに
積む．これの処理を膜の活性化と呼ぶ．
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3.4 膜主導テストにおける中間命令列
この節では膜主導テストにおける中間命令列について例題を用いながら解説する．なお
これから解説する命令列は，最適化レベル-O2をつけたときのものである．また中間語の
定義は 3.6で詳しく述べる．
3.4.1 アトムとリンクのみの例
まず次のルールを考える．
例 3.1 
a(X), b(X) :- ok. 
このルールの中間命令列は図 3.1 のようになる．
--memmatch:
spec [1, 3]
findatom [1, 0, a_1]
deref [2, 1, 0, 0]
func [2, b_1]
jump [L103, [0], [1, 2], []]
--body:L103:
spec [3, 4]
commit [null, 0]
removeatom [1, 0, a_1]
removeatom [2, 0, b_1]
newatom [3, 0, ok_0]
freeatom [1]
freeatom [2]
proceed []
図 3.1 例 3.1の中間命令列
中間命令列は{memmatchから始まるヘッド命令列と，{bodyとなっているところから
始まるボディ命令列からなる．命令列の先頭では必ず spec命令が呼ばれる．これは実行
時処理系がマッチングに必要な領域を確保するためである．
ヘッド命令列ではまず a アトムか b アトムがを探さなければならない．この例では
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ndatom命令を用いて a アトムを探している．次に deref命令と func命令により先ほど
探した a アトムからリンクを辿って b アトムを探している．
ボディ命令列では spec命令が呼ばれた後 commit命令が呼ばれる．これはマッチング
が成功したことを表している．その後 removeatom命令と freeatom命令によりアトムを
グラフから消去し，newatom命令により ok アトムをグラフに追加している．
3.4.2 膜とガード条件を含む例
ここでは次のような膜とガード条件を含む例を考える．
例 3.2 
{ a($p) } :- int($p) | ok. 
このルールの中間命令列は図 3.2 のようになる．最適化オプションをつけない場合，
ガードを含むルールは{guardから始まるガード命令列が生成されるが，櫻井による命令
列の並び替えによる最適化 [6] によりヘッド命令列に統合されたのでここでは統合された
命令列を扱う．
ヘッド命令列ではまず膜を取得しなければならない．このため anymem命令を用いて
膜を取得している．
次に，natoms命令，nmems命令，norules命令により，取得した膜の中に存在するアト
ム，膜，ルールの数を確認する．その後，この膜のなかから a アトムを探すため ndatom
命令を呼んでいる．この a アトムもマッチングの始点となるアトムである．
さらに derefatom命令を用いて a アトムに繋がっているアトムを取得し，isint命令に
よりそのアトムが整数アトムであることを確認する．
ボディ命令列は先ほどの例と同じように不要なグラフ構造を消去し，新しいグラフ構造
を生成している．
3.4.3 膜を貫くリンクがある例
ここでは次のようなルールを考える．
例 3.3 
a(X), { b(X) } :- ok. 
この中間命令列は図 3.3のようになる．
この中間命令列はボディ命令列は今までと同様なのでヘッド命令列を説明する．
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--memmatch:
spec [1, 4]
anymem [1, 0, 0, null]
natoms [1, 2]
nmems [1, 0]
norules [1]
findatom [2, 1, a_1]
derefatom [3, 2, 0]
isint [3]
jump [L103, [0, 1], [2, 3], []]
--body:L103:
spec [4, 5]
commit [null, 0]
removeatom [2, 1, a_1]
removeatom [3, 1]
removemem [1, 0]
newatom [4, 0, ok_0]
freemem [1]
freeatom [2]
freeatom [3]
proceed []
図 3.2 例 3.2の中間命令列
まず，a アトムを取得するか，膜を取得するかを選択しなければならない．しかしこの
ような場合一般にアトムから取得したほうが効率がよい．ゆえに ndatom命令を用いて
a アトムを取得している．
次に a アトムからリンクを辿り，$out アトムと$in アトムを探している．このアトム
は自由リンク管理アトムであり，それぞれ outside proxy, inside proxyとよぶ．これは実
装上の理由から膜を貫くようなリンクに対し，膜の外側に outside proxyを，膜の内側に
inside proxyが挿入される．
リンクを辿り b アトムまで辿りついたら lockmem命令により b アトムが存在してい
る膜を取得し，その膜について検査する．
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--memmatch:
spec [1, 6]
findatom [1, 0, a_1]
deref [2, 1, 0, 1]
func [2, $out_2]
deref [3, 2, 0, 0]
func [3, $in_2]
deref [5, 3, 1, 0]
func [5, b_1]
lockmem [4, 3, null]
natoms [4, 1]
nmems [4, 0]
norules [4]
jump [L103, [0, 4], [1, 2, 5, 3], []]
--body:L103:
spec [6, 7]
commit [null, 0]
removeatom [2, 0, a_1]
removeatom [3, 0, $out_2]
removeatom [4, 1, b_1]
removeatom [5, 1, $in_2]
removemem [1, 0]
newatom [6, 0, ok_0]
freemem [1]
freeatom [2]
freeatom [3]
freeatom [4]
freeatom [5]
proceed []
図 3.3 例 3.3の中間命令列
3.5 SSA 形式と LMNtal 中間命令列
1.1節で述べたように，LMNtal 中間命令列は SSA 形式と呼ばれる，変数が一度だけ
代入される形式で表される．本節ではこれについて述べる．
図 3.4 のプログラムを SSA 形式にしたものが図 3.5 である．図 3.4のプログラムでは
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a = 0;
a = a + 1; 
図 3.4 SSA 形式でないコードの例
 
a0 = 0;
a1 = a0 + 1; 
図 3.5 SSA 形式のコードの例
変数 a に二回代入が行われているが，図 3.5のプログラムでは変数の付け替えが行われて
おり，破壊的な代入が存在していないことが分かる．
 
if ( condition ) {
a = 0;
} else {
a = 1;
}
b = a; 
図 3.6 分岐のあるプログラム
 
if ( condition ) {
a0 = 0;
} else {
a1 = 1;
}
a2 = (a0, a1);
b = a2; 
図 3.7 分岐のある SSA 形式のプログラム
分岐のあるプログラムを SSA 形式へと変更した例が図 3.6と図 3.7である．図 3.6の
プログラムでは変数 a について代入されている箇所が二箇所存在している．この場合
SSA 形式では合流地点に 関数と呼ばれる関数を定義する．この 関数は変数 a0 に値
が代入されている場合は a0 を返し，変数 a1 に値が代入されている場合は a1 を返すよ
うな関数である．
3.4節で述べたように，LMNtal 中間命令列もヘッド命令列，ガード命令列，ボディ命
令列のそれぞれは SSA 形式で表されている．また，これらの中間命令列の間には jump
命令が存在しており，これは変数の破壊的な代入を行っており一見 SSA 形式ではないよ
うにみえるが，変数の再代入をしているので jump 命令は SSA 形式の  関数とみなすこ
とができる．
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3.6 中間命令語
前述したように LMNtal コンパイラは LMNtal プログラムをルール毎に LMNtal の
中間命令列へと変換する．実行時処理系はこの中間命令を一語づつ実行することにより，
LMNtalプログラムを実行している．ここではこの中間命令語について解説する．
中間命令語は制御命令と非制御命令の 2 つに分けられる．制御命令は中間命令列の実
行の準備，制御の移動，終了処理などをつかさどる．非制御処理はアトムや膜の取得，生
成，除去，リンクの繋ぎ直し，型検査などを行う．
また，各命令語はルールのヘッド，ガード，ボディ，のどの部分によって生成されてい
るかで分類される．
制御命令
まず，制御命令について紹介する．
spec [formals, locals ]
アトムや膜を保持する配列のサイズを仮引数を formals ，実引数を locals として
設定する．初期化作業であるため，spec 命令は命令列の先頭部に生成される．
commit [name, lineno ]
ボディ命令列で spec の次によばれマッチングが成功したことを意味する．
proceed []
命令列が実行に成功したことを示す．主にボディ命令列の最後や group 命令の最
後に出現する．
group [instructions ]
命令列 instructions を実行し，成功なら次の命令へ行き，失敗ならルール適用失敗
とする．
branch [instructions ]
命令列 instructions を実行し，成功したらマッチング成功となる．失敗した場合は
次の命令があればその実行に移り，なければマッチング失敗となる．
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loop [instructions ]
命令列 instructions を実行し，成功したらこの loop 命令の実行を繰り返す．
jump [instructions, mems, atoms, vars ]
これまでに取得した膜やアトム，およびそれ以外のデータのリストをそれぞれ
mems, atoms, vars とし，それらのデータを引き継いで命令列 instructions を実
行する．データの引き継ぎの際，変数番号の再割当てを行う．
ヘッドに関する命令語
次に，ヘッドに関する命令語について紹介する．
findatom [dstatom, srcatom, funcref ]
膜 srcmem の内部のアトムのうち，ファンクタが funcref のものを取得して，その
アトムへの参照を dstatom にロードする．
膜内に funcref をファンクタに持つアトムが複数個ある場合は，後続の命令列が失
敗すると本命令までバックトラックが起き，同じファンクタを持つ別のアトムを取
得して，後続の後続の命令列を再度実行する．
deref [destatom, srcatom, srcpos, destpos ]
アトム srcatom の第 srcpos 引数のリンク先が，あるアトムの第 dstatom にロード
する．第 dstpos 引数以外の引数に接続していたら失敗である．
func [srcmem, srcatom ]
アトム srcatom がファンクタ funcref を持つかどうかを検査する．持っていなけ
れば本命例は失敗である．
eqatom [atom1, atom2 ]
atom1 と atom2 が同じアトムを参照しているかどうかを検査する．
neqatom [atom1, atom2 ]
atom1 と atom2 が異なるアトムを参照しているかどうかを検査する．
anymem [dstmem, srcmem, type, name ]
膜 srcmem の子膜のうち，型 type を持ち，名前が name である膜に対して次々と
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ロックを試みる．そして，ロックが成功した子膜への参照を dstmem にロードす
る．
後続の命令列が失敗すると本命令までバックトラックが起き，先に取得した膜をア
ンロックした後に別の膜を取得して，後続の命令列を再度実行する．
lockmem [dstmem, freelinkatom, name ]
Inside proxyである freelinkatom が所属する名前 name の膜に対してロックの取
得を試みる．ロックに成功した膜は dstmem にロードする．
ガードに関する命令語
次に，ガードに関する命令語を紹介する．
allocatom [dstatom, funcref ]
ファンクタ func を持つアトムを生成し，その参照を dstatom として定義する．制
約条件に定数を記述する際に用いられる．
isint [atom ]
アトム atom が整数アトムであるかどうかを検査する．同様の命令に 1価アトムか
どうかを検査する isunary, 浮動小数点アトムかどうかを検査する isoat がある．
ilt [intatom1, intatom2 ]
整数アトム intatom1，intatom2 が制約 intatom1 < intatom2 を満たしているか
どうか検査する．
同様の命令に ile, igt, ige があり，浮動小数点型にも t, e, fgt, fge がある．
iadd [dstintatom, intatom1, intatom2 ]
整数アトム用の加算命令．intatom1 + intatom2 の計算結果の整数アトムを生成
し，dstintatom にロードする．
同様の命令に isub, imul, idiv, imod があり，浮動小数点型にも fadd, fsub, fmul,
fdiv がある．
natoms [srcmem, count ]
膜 srcmem にあるアトムの個数が count 個であるかどうかを検査する．
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nmems [srcmem, count ]
膜 srcmem にある子膜の個数が count 個であるかどうかを検査する．
ボディに関する命令語
最後にボディに関する命令語を紹介する．
newatom [dstatom, srcmem, funcref ]
膜 srcmem にファンクタ funcref を持つアトムを生成し，生成したアトムへの参
照を destatom にロードする．
同様な命令に，膜を生成するための newmem がある．
newlink [atom1, pos1, atom2, pos2, mem1 ]
膜mem1 にあるアトム atom1 の第 pos1 引数と，アトム atom2 の第 pos2 引数の
間に両方向リンクを張る．
getlink [link, atom, pos ]
アトム atom の第 pos 引数に格納されたリンクオブジェクトへの参照を link に代
入する．
relink [atom1, pos1, atom2, pos2, mem ]
膜 mem にあるアトム atom1 の第 pos1 引数と，アトム atom2 の第 pos2 引数の
リンク先の引数とをリンクで接続する．
inheritlink [atom1, pos1, link2, mem ]
膜mem にあるアトム atom1 の第 pos1 引数と，膜mem にあるリンク link2 のリ
ンク先を接続する．
derefatom [dstatom, srcatom, pos ]
アトム srcatom の第 pos 引数のリンク先のアトムへの参照を dstatom にロード
する．
removeatom [srcatom, srcmem, funcref ]
膜 srcmem 内のファンクタ funcref を持つアトム srcatom を膜内から除去する．
同様な命令に，膜を除去するための removemem がある．
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freeatom [srcatom ]
アトム srcatom をメモリから開放する．また同様な命令に，膜をメモリから開放
するための freemem がある．
19
第 4章
中間命令列統合による最適化
中間命令列は本来，一本のルールが一つの中間命令列に変換され，一つの中間命令列に
対して，一回の書き換えが行われていた．これは中間命令列レベルで行われる最適化の自
由度が制限されるため，櫻井によるルールの共通部分編み上げという技法 [7]や，水野に
よるルール適用のループ化という技法 [8]が提案されてきた．本研究ではこれらの技法を
統一的に扱い，また，従来では Java 言語による処理系に対して作られていた最適化器を
SLIM に対しても適用できるようにした．
4.1 動機
まず，例題を通して中間命令列がどのように最適化されるかを紹介する
4.1.1 命令列の共通部部分編み上げ
図 4.1のプログラムを考える． 
n(100000).
n($i) :- $i mod 2 =:= 0 | even($i).
n($i) :- $i mod 2 =\= 0 | odd($i). 
図 4.1 偶奇の判定を行うプログラム
このプログラムは n アトムに繋がっている数字の偶奇を判定し，偶数が繋がっている n
アトムを even アトムへ，奇数が繋がっている n アトムを odd アトムへそれぞれ名前を
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変更するプログラムである．これをコンパイルした中間命令列は図 4.1である．
// 偶数アトムに関する命令列
--memmatch:
spec [1, 10]
findatom [1, 0, 'n'_1]
derefatom [4, 1, 0]
isint [4]
allocatom [3, 2_1]
imod [5, 4, 3]
allocatom [6, 0_1]
ieq [5, 6]
commit ["_nimo", 0]
・・・
// 奇数アトムに関する命令列
--memmatch:
spec [1, 10]
findatom [1, 0, 'n'_1]
derefatom [4, 1, 0]
isint [4]
allocatom [3, 2_1]
imod [5, 4, 3]
allocatom [6, 0_1]
ine [5, 6]
commit ["_nimo", 0]
・・・
図 4.2 偶奇を判定するプログラムのマッチング部分の中間命令列
この中間命令列では，以下のようにマッチングを行う．
1. アトム nを取得する．全てのアトム nを調べつくしたら 5へ進む．
2. アトム nに繋がれている整数アトムを取得する．
3. その整数アトムが偶数アトムであることを確認する．そうでない場合は 1へ戻る．
4. even 膜を取得し，その膜にルールがなければマッチングは成功する．
5. アトム nを取得する．全てのアトム nを調べつくしたら終了する．
6. アトム nに繋がれている整数アトムを取得する．
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7. その整数アトムが奇数アトムであることを確認する．そうでない場合は 5へ戻る．
8. odd 膜を取得し，その膜にルールがなければマッチングは成功する．
このような挙動を行う場合，偶数アトムが繋がっているアトムが n 個，奇数アトム
が繋がっているアトムが m 個ある場合のマッチングにおける時間計算量は最悪の場合
O(nm)となる．
これはもし 1.のマッチングにおいて奇数アトムを優先的に取得してしまうと偶数アト
ム 1回の書換えにおいて m 回の計算を行わなくてはならないためである．
この 2本のルールは共に n アトムに対する操作なのにも関わらず，それぞれ別々にマッ
チングを行っており，それが計算量の悪化に繋がっていた．そこで，次のような中間命令
列を考える．
--memmatch:
spec [1, 10]
findatom [1, 0, 'n'_1]
derefatom [4, 1, 0]
isint [4]
allocatom [3, 2_1]
imod [5, 4, 3]
allocatom [6, 0_1]
branch [[
// 偶数アトムに関する命令列
ieq [5, 6]
commit ["_nimo", 0]
・・・
]]
branch [[
// 奇数アトムに関する命令列
ine [5, 6]
commit ["_nimo", 0]
・・・
]]
stop []
図 4.3 編み上げられた中間命令列
図 4.3は図 4.2の中間命令列を編み上げた中間命令列である．この中間命令列では，以
下のようにマッチングを行う．
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1. アトム nを取得する．全てのアトム nを調べつくしたら終了する．
2. アトム nに繋がれている整数アトムを取得する．
3. その整数アトムが偶数アトムであることを確認する．そうでない場合は 5へ進む．
4. even 膜を取得し，その膜にルールがなければマッチングは成功する．
5. 2で取得したアトムに繋がれているアトムが奇数アトムであることを確認する．そ
うでない場合は 1へ戻る．
6. odd 膜を取得し，その膜にルールがなければマッチングは成功する
このとき，偶数アトムが繋がっているアトムが n 個，奇数アトムが繋がっているアトム
が m 個であるときの最悪の時間計算量は O(n+m)となる．これは，1で取得されたア
トムがマッチングに必ず成功するため，先ほどのように同じアトムが何度も取得されるこ
とがないためである．
このように中間命令列を編み上げることで計算量を抑えることができる場合が存在
する．
4.1.2 ループ不変式の移動
アトムが多数存在する場合，この中間命令列は何度も繰り返されるが，allocatom 命令
のようにループの中で値の変わらない命令を繰り返すのは冗長である．
図 4.4 loop 命令を用いてループ不変な命令をループの外へ移動したものが次の中間命
令列である．これにより，ループの中の命令を簡潔にすることができる．
4.2 設計
本節では前節で述べた最適化の設計について述べる．
4.2.1 複数の中間命令列の統合
前節で述べた中間命令列の編み上げを行うに当たり，複数の中間命令列を統合すること
を考える．
対象とする中間命令列
本手法では一つのルールセットに複数のルールがある場合にそのルールの中間命令列全
てを対象とする．
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--memmatch:
spec [1, 10]
allocatom [3, 2_1]
allocatom [6, 0_1]
loop [[
findatom [1, 0, 'n'_1]
derefatom [4, 1, 0]
isint [4]
imod [5, 4, 3]
branch [[
// 偶数アトムに関する命令列
ieq [5, 6]
commit ["_nimo", 0]
・・・
]]
branch [[
// 奇数アトムに関する命令列
ine [5, 6]
commit ["_nimo", 0]
・・・
]]
stop []
]]
図 4.4 ループ不変式を移動した中間命令列
櫻井による命令列の編み上げ [7]では複数のルールに対して一本の中間命令列にまとめ
ていたが，これは共通部分のあるルールのみを対象としていた．本研究では，同一ルール
セットに含まれるルールを全て対象とする．これによって中間命令列の共通部分編み上げ
の設計が簡潔に表現できる．また，spec 命令など共通部分のないルールに関しての最適
化も可能となる．
最適化の手順
1. 対象とする中間命令列を全て branch 命令の引数とする．
2. 複数の branch 命令を順番に並べる.
3. 命令列の最後に stop 命令を発行する．
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これによって図 4.5のような中間命令列は図 4.6 のように統合することができる．
--memmatch:
spec [1, 3]
findatom [1, 0, 'a'_0]
commit ["_ab", 0]
・・・
proceed []
--memmatch:
spec [1, 3]
findatom [1, 0, 'a'_0]
commit ["_ac", 0]
・・・
proceed []
図 4.5 未統合の中間命令列
4.2.2 命令列の共通部分編み上げ
本節では同一ルールセットにおける命令列の共通部分編み上げの最適化について述べ
る．命令列の共通部分編み上げについても Java 言語による処理系には櫻井による手法
[7]が実装されているが，これはアトム主導テストにおいて主導アトムをキーに用いてい
るため，SLIM には適用できない．本研究では中間命令列を 4.2.1節で述べた観点から共
通部分の編み上げについて述べる．
対象とする中間命令列
本研究では 4.2.1節によって統合された命令列を対象とする．
最適化の手順
1. 最初は複数の並んだ branch 命令の直後は spec 命令であるので，spec 命令を
branch 命令の前に出すと共に，spec 命令の第二引数を複数の spec 命令の第二引
数の最大のものとする．
2. 次に複数並んだ branch 命令のうち命令と引数が同一なものが並んでいるものに対
して，その命令を branch 命令の前に出す．このとき，全ての命令が同一であれば
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--memmatch:
branch [[
spec [1, 3]
findatom [1, 0, 'a'_0]
commit ["_ab", 0]
・・・
proceed []
]]
branch [[
spec [1, 3]
findatom [1, 0, 'a'_0]
commit ["_ac", 0]
・・・
proceed []
]]
stop []
図 4.6 統合された中間命令列
問題ないが，図 4.7のような命令列の場合はさらにもうひとつの branch 命令を発
行し，図 4.8のように変換する．
図 4.7 では三つの branch 命令が存在するが上二つの branch 命令の直後は ndatom
[1, 0, 'a' 0] と同一であるが，一番下の ndatom [1, 0, 'b' 0] は一致していない．
このときは図 4.8 のように新しく branch 命令を発行し，branch 命令をネストしなけ
ればならない．これを行わないと a アトムが存在しない場合，一番下の中間命令列が実行
できなくなってしまう．
4.2.3 命令列のループ化
本節では中間命令列のループ化について述べる．
中間命令のループ化は Java 言語による処理系に水野による手法 [8]が実装されている
が，これはアトム主導テストにおいて，主導されたアトムについて繰り返し書換えを行う
場合を想定している．
一方，本研究ではループ化そのものには最適化の効果はない．あくまで膜主導テストに
おいて，ある膜のルール適用を可能なかぎり適用するという，LMNtal 抽象機械が行って
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--memmatch:
spec [1,3]
branch [[
findatom [1, 0, 'a'_0] // 共通の findatom 命令
commit ["_ab", 0]
・・・
]]
branch [[
findatom [1, 0, 'a'_0] // 共通の findatom 命令
commit ["_ac", 0]
・・・
]]
branch [[
findatom [1, 0, 'b'_0] // 共通でない findatom 命令
commit ["_bc", 0]
・・・
]]
stop []
図 4.7 共通でない命令がある中間命令列
いた処理を中間命令列レベルへと落とすことである．
これにより，中間命令列レベルでの最適化の適用範囲が広がり，ループ不変式の削除な
どの最適化を行うことができる．
対象とする中間命令列
本手法では初期構造を構築するルールセット以外のルールを対象とする．
最適化の手順
1. 対象とする中間命令列を loop 命令の引数とする．
2. 1で作成した loop 命令のみからなる中間命令列が目的の中間命令列である．
これにより図 4.5で示した命令列の一つ目の命令列をループ化したものが図 4.9
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--memmatch:
spec [1,3]
branch [[ // 新しく発行された branch 命令
findatom [1, 0, 'a'_0] // 共通の findatom 命令
branch [[
commit ["_ab", 0]
・・・
]]
branch [[
commit ["_ac", 0]
・・・
]]
stop []
branch [[
findatom [1, 0, 'b'_0] // 共通でない findatom 命令
commit ["_bc", 0]
・・・
]]
stop []
図 4.8 共通でない命令がある中間命令列を最適化した例
--memmatch:
loop [[
spec [1, 3]
findatom [1, 0, 'a'_0]
commit ["_ab", 0]
・・・
proceed []
]]
図 4.9 ループ化された中間命令列
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4.2.4 ループ不変命令の削除
本節では 4.2.3節によってループ化された中間命令列に対して，ループ不変命令をルー
プ外へ移動する手法について述べる．
最適化の手順
1. loop 命令の引数の命令列の中で spec 命令や allocatom 命令などのループ中で不
変な命令を loop 命令の上へ移動させる．
2. 1で移動させた命令が allocatom 命令のようにレジスタ番号への代入を行う場合，
他のレジスタと衝突しないように新しいレジスタ番号へ代入するように変数を付け
替える．
このように行うことで，図 4.4のような中間命令へと最適化することができる．
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第 5章
アトム再利用による最適化
本章では同一ルールにおけるアトム再利用の最適化について述べる．アトム再利用の最
適化は Java 言語による処理系には水野による手法 [8]が実装されているが，SLIM では
リンクのデータ構造が Java 言語による処理系とは異なるため，実装されていなかった．
まずこの問題点を述べ，次に提案手法の設計を述べる．
5.1 概要
LMNtal のルールではフラグを表すアトムや他の言語では関数に相当するアトムなど，
左辺と右辺の両方に現れるアトムが度々出現する． 
flag(true) :- a, flag(false). 
図 5.1 フラグ管理された a アトムを生成するルール
フラグが true の時に a アトムを生成するルールを図 5.1に示す．このルールは ag ア
トムに繋がっているアトムが true アトムだったときに a アトムを生成し，フラグを false
に戻すルールである．
アトムの再利用を行わない場合は，ag アトムを消去してから，新たに ag アトムを生
成するが．一方でアトムの再利用を行う場合は，左辺で取得した ag アトムをそのまま
用いて false アトムと繋げばよい．
図 5.1のプログラムを中間命令列にコンパイルしたものが図 5.2 である．この中間命令
列では ag アトムが removeatom 命令により膜から削除した後，新しい ag アトムが
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--memmatch:
spec [1, 6]
findatom [1, 0, 'true'_1]
deref [2, 1, 0, 0]
func [2, 'flag'_1]
commit ["_flag", 0]
removeatom [1, 0, 'true'_1]
removeatom [2, 0, 'flag'_1]
newatom [3, 0, 'a'_0]
newatom [4, 0, 'false'_1]
newatom [5, 0, 'flag'_1]
newlink [4, 0, 5, 0, 0]
freeatom [1]
freeatom [2]
proceed []
図 5.2 フラグ管理された a アトムを生成するルールの中間命令列
newatom 命令によって追加される．
このような命令列が入力されると LMNtal 抽象機械は ag アトムのためのデータ構造
の生成と削除を 1回ずつ行うことになる．
--memmatch:
spec [1, 6]
findatom [1, 0, 'true'_1]
deref [2, 1, 0, 0]
func [2, 'flag'_1]
commit ["_flag", 0]
removeatom [1, 0, 'true'_1]
newatom [3, 0, 'a'_0]
newatom [4, 0, 'false'_1]
newlink [4, 0, 2, 0, 0]
freeatom [1]
proceed []
図 5.3 アトム再利用の最適化後の中間命令列
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図 5.2 に対してアトムの再利用化を行った中間命令列が図 5.3 である．この中間命令列
では removeatom 命令，newatom 命令，freeatom 命令が消去されており，LMNtal 抽
象機械は ag アトムにたいするデータ構造の生成と削除を行わないことになる．
5.2 従来手法の問題点
Java 言語による処理系と SLIM ではリンクオブジェクトに対するデータ構造が異なっ
ており，このため SLIM では従来の手法が適用できない．また，自由リンクを持つアトム
を再利用する場合は特に注意が必要である．本節ではこれについて述べる．
Java 言語による処理系ではアトム，リンクに対してそれぞれアトムクラス，リンクク
ラスが存在する一方，SLIM ではアトムに対してはアトム構造体が存在するが，リンクは
アトム構造体のメンバとしてアトム構造体へのポインタとして表現している．そのため，
SLIM では getlink 命令を適切に扱うことは難しい． 
a(X), b(Y) :- uniq | a(b), c(X), d(Y). 
図 5.4 アトム再利用の難しいルール
--memmatch:
spec [1, 9]
findatom [1, 0, 'a'_1]
findatom [2, 0, 'b'_1]
uniq [[]]
commit ["_aXbY", 0]
getlink [7, 1, 0]
getlink [8, 2, 0]
newatom [5, 0, 'c'_1]
newatom [6, 0, 'd'_1]
newlink [2, 0, 1, 0, 0]
inheritlink [5, 0, 7, 0]
inheritlink [6, 0, 8, 0]
proceed []
図 5.5 既存のアトム再利用最適化された中間命令列
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図 5.4について既存のアトム再利用最適化を行った結果の中間命令列は図 5.5である．
従来のアトム再利用最適化では relink 命令を getlink 命令と inheritlink 命令の二つに
分割して行われる．しかしこの中間命令列では初期アトムが a(b) の場合に不正なリンク
の処理を行ってしまう．二つの getlink 命令によって a アトムと b アトムに繋がれた 2
本のリンクを取得するが，リンクオブジェクトのない slim では一つめの newlink 命令に
よってリンクのポインタがが破壊されてしまう．
5.3 設計
前節の考察を踏まえ，SLIM のようにリンクがポインタで表現されている場合について
アトムの再利用を行う最適化の設計を行う．
従来手法ではリンクの付け替え作業を getlink 命令と inheritlink 命令を用いていたが，
これらはリンクの参照を保持する命令なため，双方向である LMNtal のリンクとは相性
が悪い．
そこで本手法では newlink 命令と relink 命令のように双方向性を維持したリンクの繋
ぎ換えを行う命令を用いてアトムの再利用を行う．
5.3.1 最適化の手順
1. まず，再利用するアトムを特定する．これは，removeatom 命令，newatom 命令，
freeatom 命令が同じアトムかつ同じ膜に対して行われていた場合が該当する．
2. 次に 1で特定したアトムについてレジスタ番号を付け替える．
3. newlink 命令よりも relink 命令が前に出てくるように並び替える．
4. このとき二つの relink 命令に関して，リンクを破壊的に代入している場合，getlink
命令と inheritlink 命令を発行し，リンクを一時的に退避させてからリンクの繋ぎ
換えを行う．
手順 3 と手順 4 については次節で説明する．
5.3.2 アトム再利用の例
本節では図 5.4の例題を用いてアトム再利用最適化の手順を紹介する．このルールの最
適化前の中間命令列が図 5.6 である．
relink 命令を用いてアトムの再利用を行う場合，リンクの付け替え先が，新たなアトム
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--memmatch:
spec [1, 7]
findatom [1, 0, 'a'_1]
findatom [2, 0, 'b'_1]
uniq [[]]
commit ["_aXbY", 0]
removeatom [1, 0, 'a'_1]
removeatom [2, 0, 'b'_1]
newatom [3, 0, 'b'_1]
newatom [4, 0, 'a'_1]
newatom [5, 0, 'c'_1]
newatom [6, 0, 'd'_1]
newlink [3, 0, 4, 0, 0]
relink [5, 0, 1, 0, 0]
relink [6, 0, 2, 0, 0]
freeatom [1]
freeatom [2]
proceed []
図 5.6 最適化前の中間命令列
の引数であるか，再利用するアトムか消去するアトムの破壊可能な引数であるという条件
を保ちながら進めればよい．
この例では a アトムと b アトムを再利用し，c アトムと d アトムを新に作成する．よっ
て，a アトムと b アトムの自由リンクをまず，c アトムと d アトムに繋いでから a アト
ムと b アトムの間にリンクを新しく作ればよい．つまり，newlink 命令より relink 命令
を先に行えばよいが，これは手順 3 により実現される．
以上のようにして最適化された中間命令列は図 5.7である．
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--memmatch:
spec [1, 7]
findatom [1, 0, 'a'_1]
findatom [2, 0, 'b'_1]
uniq [[]]
commit ["_aXbY", 0]
newatom [5, 0, 'c'_1]
newatom [6, 0, 'd'_1]
relink [5, 0, 1, 0, 0]
relink [6, 0, 2, 0, 0]
newlink [2, 0, 1, 0, 0]
proceed []
図 5.7 最適化前の中間命令列
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第 6章
最適化器の実装
本研究では最適化器を LMNtal プログラムとして実装を行った．LMNtal で実装する
にあたっての実装手法を本章で紹介する．
6.1 最適化器を含んだ処理系全体の構成
従来の LMNtal 処理系は??節で述べたように，LMNtal プログラムを中間命令列へと
コンパイルし，その中間命令列を SLIM などの LMNtal 抽象機械上で実行する．
実装した最適化機を含む処理系は LMNtal プログラムはまず中間命令列へと変換され，
これが最適化器へ入力される．最適化器は中間命令列をより効率のよい中間命令列へと変
換を行い，SLIM などの LMNtal 抽象機械上で実行する．
ここでこの最適化器は LMNtal で実装されているため，この最適化器へと入力する中
間命令列のインタフェースが重要となる．本研究では，コンパイラによって変換された中
間命令列を LMNtal のシンタックスによるテキスト形式で出力させることで解決した．
これは Java で実装されたコンパイラと LMNtal で実装された最適化器の結合を疎にす
るためである．これによって，将来的にコンパイラを LMNtal で実装するなど，コンパ
イラの実装を変更する場合や，最適化器に他のモジュールを追加する場合などの柔軟性が
高いと考えられる．
6.2 LMNtal シンタックスによる中間命令列
前節で述べたように，コンパイラは中間命令列を LMNtal のシンタックスとして最適
化器へと渡す．本節では中間命令列がどのような LMNtal のデータ構造として表現され
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ているかを解説する． 
a.
a :- b. 
図 6.1 一つのルールからなる LMNtal プログラム
図 6.1は一つの初期アトムと一つのルールからなる簡単なプログラムである．
図 6.2は従来の中間命令列のテキスト表現である．これを LMNtal シンタックスで書
かれた中間命令列が図 6.3 である．以下に LMNtal で記述された中間命令列のデータ構
造を述べる．
rulesets 膜 中間命令列はただ一つの rulesets 膜によって表現され，中間命令列の情報
は全てこの膜の中に格納される．この膜には一つの initRuleset 膜，0 個以上の
ruleset 膜，一つの rulesetList リストが存在する．この膜には自由リンクは存在し
ない．
initRuleset 膜 initRuleset 膜は初期ルールを含むルールセットを表す膜である．この膜
にはルールセット番号を表す ruleset アトム，一つの rule 膜，一つの ruleList リ
ストが存在する．また， rulesetList リストへ繋がる自由リンクが一本存在する．
ruleset 膜 ruleset 膜は一つのルールセットを表す膜である．この膜にはルールセット番
号を表す ruleset アトム，一つ以上の rule 膜，一つの ruleList リストが存在する．
また， rulesetList リストへ繋がる自由リンクが一本存在する．
rule 膜 rule 膜は一つのルールを表す膜である．この膜には命令列に uniq 命令が含まれ
るかどうかを表す hasUniq アトム，中間命令列を表す compiledRule リストが存
在する．また，ruleList リストへ繋がる自由リンクが一本存在する．
compiledRule リスト compiledRule リストが一つの中間命令列を表すリストである．一
つの中間命令は要素を 2つ持つリストで表現され，このリストが compiledRule リ
ストの要素である．また，中間命令のリストの初めの要素が中間命令の種類を表
し，次の要素は中間命令の引数となる．この中間命令の引数もリストで表される．
このため，compiledRule リストは多重リストで表現されている．
rulesetList リスト，ruleList リスト rulesetList リスト，ruleList リストはそれぞれ rule-
set 膜，rule 膜を要素にもつリストである．これらのリストによってルールセット
とルールの順番を保存している．本来，LMNtal のルールセットやルールは集合で
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Compiled Ruleset @602
Compiled Rule
--atommatch:
spec [2, 2]
--memmatch:
spec [1, 1]
jump [L135, [0], [], []]
--guard:L135:
spec [1, 1]
jump [L128, [0], [], []]
--body:L128:
spec [1, 2]
commit ["_init", 0]
loadruleset [0, @601]
newatom [1, 0, 'a'_0]
enqueueatom [1]
proceed []
Compiled Ruleset @601
Compiled Rule
--atommatch:
spec [2, 2]
--memmatch:
spec [1, 3]
findatom [1, 0, 'a'_0]
commit ["_ab", 0]
dequeueatom [1]
removeatom [1, 0, 'a'_0]
newatom [2, 0, 'b'_0]
enqueueatom [2]
freeatom [1]
proceed []
Inline
図 6.2 従来の中間命令列のテキスト形式
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rulesets{
initRuleset{
ruleset(602).+RulesetIndex0,
rule{ hasUniq(false), +RuleIndex0_0,
compiledRule = [
[spec, [1, 2]],
[commit, ["_init", 0]],
[loadruleset, [0, rulesetNum(601)]],
[newatom, [1, 0, functor('a', 0)]],
[enqueueatom, [1]],
[proceed, []]
].
}.
ruleList = [RuleIndex0_0].
}.
ruleset{
ruleset(601).+RulesetIndex1,
rule{ hasUniq(false), +RuleIndex1_0,
compiledRule = [
[spec, [1, 3]],
[findatom, [1, 0, functor('a', 0)]],
[commit, ["_ab", 0]],
[dequeueatom, [1]],
[removeatom, [1, 0, functor('a', 0)]],
[newatom, [2, 0, functor('b', 0)]],
[enqueueatom, [2]],
[freeatom, [1]],
[proceed, []]
].
}.
ruleList = [RuleIndex1_0].
}.
rulesetList = [RulesetIndex0,RulesetIndex1].
}.
図 6.3 LMNtal シンタックスによる中間命令列
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あり順序はないが，ルール適用時のルールの優先度によってプログラムの時間計算
量は異なることがある．また，LMNtal 抽象機械の実装次第では中間命令列の順序
がルール適用のルールの優先度と関連付けされる可能性があり，実際に SLIM で
はそのような優先度になっている．また，現状の Java 処理系のコンパイラではプ
ログラムに記述されたルールの順番と中間命令列に出力される順番が関連付いてお
り，ユーザの意図を汲み取ることが可能となる．
6.3 最適化器の構成
本節では作成した最適化器の構成について紹介する．最適化器はいくつかのモジュール
から構成され，それぞれのモジュールを直列に繋ぐことで中間命令列を徐々に最適な命令
列へと変換する．このようなパイプライン処理は LMNtal の seq ライブラリと相性がよ
い．ここでは seq ライブラリを簡単にしたものを紹介する． 
seq_end@@
H = seq_run({$p, @p}/, []) :- H = {$p}.
seq_run@@
H = seq_run({$p, @r}/, [ {$z, @p} | Rest ]) :-
H = seq_run({$p, $z, @p}, Rest). 
図 6.4 簡略化した seq ライブラリのルール
図 6.4は seq ライブラリのルールを簡略化したものである．seq run の第一引数に反応
させたいデータ構造を持った膜を繋ぎ，第二引数には反応させたいルールを持った膜のリ
ストを繋ぐ．まず，第一引数に繋がった膜の反応が終わるまでルールの適用を行い，反応
が終われば，その膜に入ったルールを取り除き，第二引数のリストの先頭の膜にあるルー
ルを第一引数の膜へ追加する．これにより，第二引数のリストの順で反応させたいルール
を直列に繋ぐことができる．
図 6.5は先ほどの seq ライブラリを使用していくつかのモジュールを直列に並べた例で
ある．このようにモジュール間の独立性を高める設計，実装を行った．
また，それぞれのモジュールはモジュール名を表す膜名を付けた膜として表現される．
外側からはこの膜の中のデータ構造を前節で述べたデータ構造の rulesets 膜へコピーさ
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main@@
rulesets{ $rss[] },
reuse{$reuse, @reuse},
merge{$merge, @merge},
output{$output, @output},
:-
main = seq_run({ rulesets(X), {+X, $rss[]}},
[
,{$reuse, @reuse}
,{$merge, @merge}
,{$output, @output}
]). 
図 6.5 seq ライブラリを用いたモジュール直列化
れることになるので，それを前提とした実装を行えばよい．
6.4 LMNtal 中間命令列に対するパターンマッチング
LMNtal のルールは LMNtal グラフのパターンマッチングによる記述を行う．中間命
令列は 6.2 節で述べたように，LMNtal グラフで表現されているので，中間命令列をパ
ターンマッチングする LMNtal プログラムを記述できる．本節では最適化器の実装を通
してパターンマッチを効果的に用いた LMNtal プログラムを紹介する．
6.4.1 多引数 ground を用いたリストのプログラム
図 6.6 はリストを昇順に並べ替える LMNtal プログラムである．このプログラムの
ルールは隣り合った二つの数値アトムを比べ，その数値アトムが降順に並んでいた場合，
ひっくり返すルールである．このルールをリストのあらゆる部分に対して書換えを試みる
ことでリストがソートされる．
図 6.7もソートを行うプログラムである．先ほどのプログラムに対して，このプログラ
ムのルールは必ずしも隣り合っていないリストの要素を比べる．このルールではリストの
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list = [5, 4, 3, 2, 1].
L = [$i, $j | T] :- $i > $j | L = [$j, $i | T]. 
図 6.6 ソートを行うラム
一部を二つ取得し，その二つのサブリストがユーザの意図した順序で繋がっていることを
多引数 ground によって確かめている．このように多引数 ground を用いることで，リス
トの要素が同一のリストに属していることとリストの要素の前後関係を確認することがで
きる．
LMNtal 中間命令列はリストで表現されているのでこのようなリストのマッチングを用
いることでプログラムを簡潔に表現できる． 
list = [5, 4, 3, 2, 1].
L0 = [$i | T0], $sublist[T0, L1], L1 = [$j | T1]
:- $i > $j, ground($sublist)
| L0 = [$j | T0], $sublist[T0, L1], L1 = [$i | T1]. 
図 6.7 多引数 groundを用いたソートを行うプログラム
6.4.2 アトム再利用を行うプログラム
本節では，5章で述べたアトム再利用の最適化器の LMNtal による実装を紹介する．図
6.8は図??で紹介したプログラムを LMNtal シンタックスによる中間命令列である．
この中間命令列は 5.3節で述べたように，removeatom 命令，newatom 命令，freeatom
命令が同じアトムでかつ同じ膜に対して行われているのでアトムの再利用が可能である．
中間命令列中にアトム再利用が可能かどうか判断する処理を LMNtal プログラムで記述
したものが図 6.9である．
アトム再利用が出来るかどうかを判断する LMNtal プログラムは前節で述べたように
多引数の ground を用いることで，一本の LMNtal プログラムによって記述可能である．
図 6.7 のプログラムよりは多少複雑になっているが，このプログラムでも removeatom
命令，newatom 命令, freeatom 命令が同一のリスト上にこの順で並んでいることを確認
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compiledRule = [
[spec, [1, 6]],
[findatom, [1, 0, functor('true', 1)]],
[deref, [2, 1, 0, 0]],
[func, [2, functor('flag', 1)]],
[commit, ["_flag", 0]],
[removeatom, [1, 0, functor('true', 1)]],
[removeatom, [2, 0, functor('flag', 1)]],
[newatom, [3, 0, functor('a', 0)]],
[newatom, [4, 0, functor('false', 1)]],
[newatom, [5, 0, functor('flag', 1)]],
[newlink, [4, 0, 5, 0, 0]],
[freeatom, [1]],
[freeatom, [2]],
[proceed, []]
].
図 6.8 最適化前の LMNtal シンタックスによる中間命令列
している．
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 
rule_reuse({$reuses[]}, L),
$insts0[L, L0],
L0 = [[removeatom, [$i0, $j0 , functor( F0, $k0)]] | M0 ],
$insts1[M0, L1],
L1 = [[newatom, [$i1, $j1 , functor( F1, $k1)]] | M1 ],
$insts2[M1, L3],
L3 = [[freeatom, [$i3]] | M3 ]
:- int($i0), int($j0), unary(F0), int($k0),
int($i1), int($j1), unary(F1), int($k1),
int($i3),
ground($insts0), ground($insts1), ground($insts2),
F0 = F1, $k0 =:= $k1, $i0 =:= $i3, $j0 =:= $j1
| rule_reuse({reuse($i0, $i1), $reuses[]}, N0),
$insts0[N0, N1], $insts1[N1, N2], $insts2[N2, M3].
 
図 6.9 アトム再利用を判断する LMNtal ルール
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第 7章
実験による性能評価
本章ではそれぞれの最適化について実験を通して最適化の効果を確認する．
7.1 実験環境
本論文で性能を評価した環境は図 refg:envの通りである．なお CPUはデュアルコア
であるが，SLIMの通常の実行はマルチコアには対応していないため，1コアで実行して
いる． 
CPU: Genuine Intel(R) CPU 1500 @ 2.00GHz
OS: Ubuntu 10.04
メモリ: 2.0 GiB
GCC: 4.4.3 
図 7.1 実験環境
LMNtalソースコードから中間命令列へのコンパイル時には最適化レベルのためのオプ
ション (-O3)と，SLIM用の中間命令列を出力させるオプション ({slimcode)オプション
を用いた．その上で本研究の最適化をかけていない場合と本研究の最適化をかけた場合
のプログラムの実行時間を比較する．また，SLIM自体のコンパイルは gccの最適化オプ
ション (-O2)を用いている．SLIM の実行時には時間計測計測は 3回行い，平均値を結果
とした．
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7.2 評価実験
本節ではアトム再利用による最適化，命令列の共通部分編み上げによる最適化，ループ
不変命令の削除による最適化のそれぞれについて簡単な例題を用いた実験結果を述べる．
また，それらを組み合わせた最適化についていくつかの例題を用いた実験結果を述べる．
7.2.1 アトム再利用による最適化
まず，5章で述べたアトム再利用による最適化についての実験結果を述べる．例題に用
いたプログラムを 7.2に示す． 
n(100000).
n($i) :- $i > 0, $j = $i - 1 | n($j). 
図 7.2 アトム再利用による最適化の例題
このプログラムでは n アトムを探し，接続された数値アトムをデクリメントしている．
最適化前のプログラムでは左辺から n アトムを消去し右辺で再び作成しているが，アト
ム再利用の最適化を行うことで，アトムの消去と作成を省略することができる．
1M 2M 3M 4M 5M 6M 7M 8M 9M 10M
最適化前 (s) 0.54 0.95 1.33 1.74 2.14 2.55 2.93 3.34 3.77 4.14
最適化後 (s) 0.43 0.69 0.97 1.25 1.53 1.83 2.08 2.38 2.66 2.96
表 7.1 アトム再利用による最適化の効果
この例題ではアトムの生成と消去の回数をパラメータとして実験を行った結果が図 7.1
である．パラメータが 10M の場合では約 40 % の速度向上が実現された．
7.2.2 命令列の共通部分編み上げによる最適化
本節では 4.2.2節で述べた中間命令列の共通部分編上げによる最適化についての実験結
果を述べる．例題では 4.1節で説明に用いたプログラムを使用するが，実際に使用したプ
ログラムは図 7.3 に示す．
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{
p(100).
p($i) :- $i > 0, $j = $i - 1 | p($j), n($i).
}.
even_odd{
n($i), :- $i mod 2 =:= 0 | even($i).
n($i), :- $i mod 2 =\= 0 | odd($i).
}.
{$p[], @p}/, even_odd{@q} :- $p[], @q. 
図 7.3 偶奇の判定を行うプログラム
このプログラムではまず無名膜の中で n アトムをパラメータの個数分作成し，その反応
が止まると，作成したアトムと even odd 膜の中のルールを混ぜ，反応が始まる．
2.5k 5k 10k 20k 40k
最適化前 (s) 0.28 0.75 2.54 9.86 38.88
最適化後 (s) 0.04 0.05 0.08 0.14 0.25
表 7.2 中間命令列の編み上げによる最適化の効果
このプログラムでは 4.1 節で示したように，中間命令列の編み上げを行わない場合は
O(N2) となるが最適化を行うと O(N) であった．実際に実験を行った結果は 7.2 である
が，考察通りの結果となっている．
7.2.3 ループ不変命令の削除による最適化
ループ不変命令の削除はそれ単体ではあまり効果がでないと考えられるが，他の最適化
と組み合わせた場合，プログラム全体に対するループ不変命令の削除による最適化の効果
が現れる．図??のプログラムを用いて，最適化前とアトム再利用の最適化とループ不変命
令の削除の最適化をかけた場合でプログラムの実行時間を比較した結果が図 7.3である．
7.2 評価実験 47
1M 2M 3M 4M 5M 6M 7M 8M 9M 10M
最適化前 (s) 0.54 0.95 1.33 1.74 2.14 2.55 2.93 3.34 3.77 4.14
最適化語 (s) 0.31 0.52 0.70 0.89 1.07 1.24 1.45 1.61 1.82 2.03
表 7.3 ループ不変命令の削除による最適化の効果
パラメータが 10M のとき，アトム再利用単体では約 40 % の性能向上であったが，ア
トム再利用とループ不変命令の除去を行うことで，約 104 % の性能向上を実現した．
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第 8章
まとめと今後の課題
8.1 まとめ
本研究では，LMNtal 中間命令列の最適化について以下の最適化を行った．
アトム再利用を用いた最適化 アトム再利用とはグラフ書換えの前後で同じアトムを書
き換えている場合に，そのアトムを再利用することで，アトムのデータ構造の生成
と削除を削減する技法であった．従来の研究では処理系のデータ構造の違いにより
SLIM に対応していなかったので，これを再定義した．
複数の中間命令列の統合 従来の処理系では LMNtal コンパイラは基本的にルールと
中間命令列が一対一の関係にあり，複数の中間命令列に渡った最適化はされていな
いか，限定的なものであった．本研究では複数のルールを一つの中間命令列に統合
し，部分冗長性の除去やループ不変式の移動させる最適化を設計，実装した．
LMNtal プログラムによる最適化器の実装 作成した最適化器は LMNtal によって実装
を行った．これによって LMNtal の記述性の高さを確認した．
8.2 今後の課題
本研究では LMNtal 抽象機械上のループを 中間命令列に落とし込んだが，今後の課題
としてその他のループ最適化アルゴリズムの実装を行う事が考えられる．
また，本研究では最適化器を LMNtal プログラムで実装したが，未だにコンパイラの大
部分は Java 言語で実装されている．これを少しずつ LMNtal で実装することも意義が
あると考えられる．
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Appendix.A ソースコード
以下に今回作成したソースコードを記載する．
A.1 optimizeMain.lmn
arrange{
rulesets(X), {$rs[X]},
arrangeRuleMem{@arm},
arrangeRuleSetMem{@arsm}
:- uniq |
arrangeRuleMem{@arm},
arrangeRuleSetMem{@arsm},
rulesets = myseq.run(X, [{@arsm}, {@arm}]),
{$rs[X]}.
arrangeRuleMem{
arrangeRuleMem@@
{ rule{$r}, $rs} :- { rule(X), { +X, $r}, $rs}.
}.
arrangeRuleSetMem{
arrangeInitRuleSetMem@@
initRuleset{ $rs } :- initRuleset(X), {+X, $rs}.
arrangeRuleSetMem@@
ruleset{ $rs } :- ruleset(X), {+X, $rs }.
}.
}.
seq{
module(myseq).
seq_end@@
H = myseq.run({$p, @p}/, []) :- H = {$p}.
seq_run@@
H = myseq.run({$p, @r}/, [ {$z, @p} | Rest ]) :-
H = myseq.run({$p, $z, @p}, Rest).
}.
main@@
rulesets{ $rss[] },
arrange{$arrange, @arrange},
reuse{$reuse, @reuse},
merge{$merge, @merge},
loop{$loop, @loop},
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output{$output, @output},
:-
main = myseq.run({ rulesets(X), {+X, $rss[]}},
[{$arrange, @arrange}
,{$reuse, @reuse}
,{$merge, @merge}
,{$loop, @loop}
,{$output, @output}
]).
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reuse{
reuseInitialize{
reuseInit{
reuseInit@@ compiledRule(X) :- optimizingRule({}, X).
}.
reuse1_1{
// 再利用するアトムを特定する
reuse1@@
optimizingRule({$reuses[]}, L),
$insts0[L, L0],
L0 = [[removeatom, [$i0, $j0 , functor( F0, $k0)]] | M0 ],
$insts1[M0, L1],
L1 = [[newatom, [$i1, $j1 , functor( F1, $k1)]] | M1 ],
$insts2[M1, L3],
L3 = [[freeatom, [$i3]] | M3 ]
:- int($i0), int($j0), unary(F0), int($k0),
int($i1), int($j1), unary(F1), int($k1),
int($i3),
ground($insts0), ground($insts1), ground($insts2),
F0 = F1,
$k0 =:= $k1,
$i0 =:= $i3,
$j0 =:= $j1
|
optimizingRule({reuse($i0, $i1), $reuses[]}, N0),
$insts0[N0, N1], $insts1[N1, N2], $insts2[N2, M3].
}.
reuse1_2{
// 再利用のルールに従って番号を付け替える
reuse2@@
optimizingRule({reuse($i1, $j1), $reuses[]}, L0),
$insts[L0, L1],
L1 = [[relink, [$i, $j, $k, $l, $m]] | M],
:- int($i), int($j), int($k), int($l), int($m),
int($i1), int($j1),
ground($insts),
$i =:= $j1
|
optimizingRule({reuse($i1, $j1), $reuses[]}, L0),
$insts[L0, L1],
L1 = [[relink, [$i1, $j, $k, $l, $m]] | M].
reuse3@@
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optimizingRule({reuse($i1, $j1), $reuses[]}, L0),
$insts[L0, L1],
L1 = [[newlink, [$i, $j, $k, $l, $m]] | M],
:- int($i), int($j), int($k), int($l), int($m),
int($i1), int($j1),
ground($insts),
$i =:= $j1
|
optimizingRule({reuse($i1, $j1), $reuses[]}, L0),
$insts[L0, L1],
L1 = [[newlink, [$i1, $j, $k, $l, $m]] | M].
reuse4@@
optimizingRule({reuse($i1, $j1), $reuses[]}, L0),
$insts[L0, L1],
L1 = [[newlink, [$i, $j, $k, $l, $m]] | M],
:- int($i), int($j), int($k), int($l), int($m),
int($i1), int($j1),
ground($insts),
$k =:= $j1
|
optimizingRule({reuse($i1, $j1), $reuses[]}, L0),
$insts[L0, L1],
L1 = [[newlink, [$i, $j, $i1, $l, $m]] | M].
// 不要な relink を削除する
reuse5@@
L = [[relink, [$i, $j, $k, $l, $m]] | M]
:- int($i), int($j), int($k), int($l), int($m),
$i =:= $k,
$j =:= $l
| L = M.
// newlink は relink より後ろに移動
reuse6@@
L0 = [[newlink, [$i0, $j0, $k0, $l0, $m0]] | M0],
$insts[M0, L1],
L1 = [[relink, [$i1, $j1, $k1, $l1, $m1]] | M1]
:- int($i0), int($j0), int($k0), int($l0), int($m0),
int($i1), int($j1), int($k1), int($l1), int($m1),
ground($insts)
|
L0 = [[relink, [$i1, $j1, $k1, $l1, $m1]] | M0],
$insts[M0, L1],
L1 = [[newlink, [$i0, $j0, $k0, $l0, $m0]] | M1].
}.
reuse2{
// 依存関係が崩れている場合を特定する
reuse7@@
L = [[spec, [1, $n]] | M],
$insts0[M, L0],
L0 = [[relink, [$i0, $j0, $k0, $l0, $m0]] | M0],
$insts1[M0, L1],
L1 = [[relink, [$i1, $j1, $k1, $l1, $m1]] | M1]
:- int($n), $nn = $n+1,
int($i0), int($j0), int($k0), int($l0), int($m0),
int($i1), int($j1), int($k1), int($l1), int($m1),
ground($insts0), ground($insts1),
$i0 =:= $k1,
$j0 =:= $l1
|
L = [[spec, [1, $nn]] | M],
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$insts0[M, L0],
L0 = [[getlink, [$n, $i0, $j0]],
[relink, [$i0, $j0, $k0, $l0, $m0]] | M0],
$insts1[M0, L1],
L1 = [[inheritlink, [$i1, $j1, $n, $m1]] | M1].
}.
reuseExit{
reuseExit@@
optimizingRule({$reuses[]}, X) :- compiledRule(X).
}.
removeDeqEnq{
// dequeueatom を削除する
removeDeq@@
L = [[dequeueatom, [$n]] | M]
:- int($n)
| L = M.
// enqueueatom を削除する
removeEnq@@
L = [[enqueueatom, [$n]] | M]
:- int($n)
| L = M.
}.
copyRules@@
{ $rs, @rs, rule(R), {+R, $r}},
reuseInit{@p0},reuse1_1{@p1_1}, reuse1_2{@p1_2}, reuse2{@p2}, reuseExit{@p3},
removeDeqEnq{@q},
:-
reuseInit{@p0},reuse1_1{@p1_1}, reuse1_2{@p1_2}, reuse2{@p2}, reuseExit{@p3},
removeDeqEnq{@q},
{ reused_rule = myseq.run( {$r},
[ {@q}, {@p0}, {@p1_1}, {@p1_2}, {@p2}, {@p3} ]),
$rs, @rs
}.
}.
reuseEnd{
reuseEnd@@
{ $rs, @rs, reused_rule(X), {+X, $r, @r}}
:-
{ $rs, @rs, rule(X), {+X, $r, @r}}
}.
reuseMain@@
rulesets(RS), {+RS, $rs, @rs},
reuseInitialize{$ri, @ri},
reuseEnd{$re, @re}
:-
rulesets = myseq.run( {$rs, $ri, @ri}, [{$re, @re}] ).
}.
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merge{
mergeInitialize{
mergeInitialize@@
ruleset(X), {+X, $ruleset, {$ruleA}, {$ruleB}, @r},
merge_init{$mi[], @mi}, merge_body{@mb}, merge_common{$mc[], @mc},
merge_common_end{@mce}
:- merged_ruleset = myseq.run(
{$ruleset, {$ruleA}, {$ruleB}, $mi[], @mi},
[{@mb}, {$mc[], @mc}, {@mce}] ),
merge_init{$mi[], @mi}, merge_body{@mb}, merge_common{$mc[], @mc},
merge_common_end{@mce}.
merge_init{
merge_init@@
ruleList = List, max{@max}, or_rule{@or}
:-
merge ({compiledRule(Insts, L), hasUniq(false),
Insts = [A | L], A = [spec, [1, 0]], @max, @or }, List).
max{
max_a@@
R = max($a, $b) :- int($a), int($b), $a >= $b | R = $a.
max_b@@
R = max($a, $b) :- int($a), int($b), $a =< $b | R = $b.
}.
or_rule{
or_false@@
R = or(false, false) :- R = false.
or_a@@
R = or(true, $b) :- unary($b) | R = true.
or_b@@
R = or($a, true) :- unary($a) | R = true.
}.
}.
merge_body{
merge_nil@@
merge ( {compiledRule(L, T), $insts[L, T], @p}, [] ) :-
ruleList = [{+R, compiledRule(L), $insts[L, T], T = [[stop, []]]}],
rule(R).
merge_opt@@
merge( {compiledRule([[spec, [1, SpecB]] | InstH], InstT),
$insts[InstH, InstT, SpecB], hasUniq($uniqA), @p },
[ {compiledRule = [[spec, [SA, SB]] | L ], hasUniq($uniqB), $p[L],
$sa[SA], $sb[SB], +R } | T] ),
rule(R)
:- int($sa), int($sb), unary($uniqA), unary($uniqB) |
merge( { compiledRule([[spec, [1, MAX]] | InstL], InstT),
$insts[InstL, L1, SpecB], MAX = max(SpecB, $sb),
L1 = [[[branch, $p]] | InstT], hasUniq(or($uniqA, $uniqB)), @p}, T).
}.
merge_common{
merge_common@@
merge_common_body{@ms}, rule(R), {+R, $l, @l}
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:- merge_common_body{@ms}, common(R), {+R, $l, @l, @ms}.
merge_common_body{
merge_spec@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[findatom, [$a0, $a1, functor($af, $a2)]] | TailA],
ListB = [[findatom, [$b0, $b1, functor($bf, $b2)]] | TailB],
:- int($a0), int($a1), unary($af), int($a2),
int($b0), int($b1), unary($bf), int($b2),
$a0 =:= $b0, $a1 =:= $b1, $af = $bf, $a2 =:= $b2
| L = [[[branch, List]] | Tail],
List = [[findatom, [$a0, $a1, functor($af, $a2)]],
[[branch , TailA]], [[branch , TailB]], [stop, []]].
merge_deref@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[deref, [$a0, $a1, $a2, $a3]] | TailA],
ListB = [[deref, [$b0, $b1, $b2, $b3]] | TailB],
:- int($a0), int($a1), int($a2), int($a3),
int($b0), int($b1), int($b2), int($b3),
$a0 =:= $b0, $a1 =:= $b1, $a2 =:= $b2, $a3 =:= $b3
| L = [[[branch, List]] | Tail],
List = [[deref, [$a0, $a1, $a2, $a3]],
[[branch, TailA]], [[branch, TailB]], [stop, []]].
merge_allocatom@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[allocatom, [$a0, intFunctor($af, $a1)]] | TailA],
ListB = [[allocatom, [$b0, intFunctor($bf, $b1)]] | TailB],
:- int($a0), int($af), int($a1),
int($b0), int($bf), int($b1),
$a0 =:= $b0, $af =:= $bf, $a1 =:= $b1
| L = [[[branch, List]] | Tail],
List = [[allocatom, [$a0, intFunctor($af, $a1)]],
[[branch, TailA]], [[branch, TailB]], [stop, []]].
merge_func@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[func, [$a0, functor($af, $a1)]] | TailA],
ListB = [[func, [$b0, functor($bf, $b1)]] | TailB],
:- int($a0), unary($af), int($a1),
int($b0), unary($bf), int($b1),
$a0 =:= $b0, $af = $bf, $a1 =:= $b1
| L = [[[branch, List]] | Tail],
List = [[func, [$a0, functor($af, $a1)]],
[[branch, TailA]], [[branch, TailB]], [stop, []]].
merge_isint@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[isint, [$a0]] | TailA],
ListB = [[isint, [$b0]] | TailB],
:- int($a0), int($b0), $a0 =:= $b0
| L = [[[branch, List]] | Tail],
List = [[isint, [$a0]],
[[branch, TailA]], [[branch, TailB]], [stop, []]].
merge_imod@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[imod, [$a0, $a1, $a2]] | TailA],
ListB = [[imod, [$b0, $b1, $b2]] | TailB],
:- int($a0), int($a1), int($a2),
int($b0), int($b1), int($b2),
$a0 =:= $b0, $a1 =:= $b1, $a2 =:= $b2
| L = [[[branch, List]] | Tail],
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List = [[imod, [$a0, $a1, $a2]],
[[branch, TailA]], [[branch, TailB]], [stop, []]].
merge_derefatom@@
L = [[[branch, ListA]], [[branch, ListB]] | Tail],
ListA = [[derefatom, [$a0, $a1, $a2]] | TailA],
ListB = [[derefatom, [$b0, $b1, $b2]] | TailB],
:- int($a0), int($a1), int($a2),
int($b0), int($b1), int($b2),
$a0 =:= $b0, $a1 =:= $b1, $a2 =:= $b2
| L = [[[branch, List]] | Tail],
List = [[derefatom, [$a0, $a1, $a2]],
[[branch, TailA]], [[branch, TailB]], [stop, []]].
merge_branch@@
L = [[[branch, [[stop, []]] ]] | Tail]
:- L = Tail.
merge_branch@@
L = [[[branch, ListA]] | Tail],
ListA = [[[branch, ListB]] | TailA]
:- L = [[[branch, ListB]], [[branch, TailA]] | Tail].
merge_branch@@
L = [[Inst, Param], [[branch, List]], [stop, []]]
:- L = [[Inst, Param] | List].
}.
}.
merge_common_end{
merge_common_end@@
common(R), {+R, $l, @l} :- rule(R), {+R, $l}.
}
}.
mergeEnd{
mergeEnd@@
merged_ruleset(X), {+X, $rs, @rs} :-
ruleset(X), {+X, $rs}.
}.
// merge �賢т�����若
mergeMain@@
rulesets(RS), {+RS, $rs, @rs},
mergeInitialize{$mi, @mi},
mergeEnd{$me, @me}
:-
rulesets = myseq.run( {$rs, $mi, @mi}, [{$me, @me}] ).
}.
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loop{
loopInitialize{
loopInit{
loopInit@@
compiledRule(X) :- loopingRule(X).
}.
loopBody{
loopbody@@
loopingRule = [[spec, [$i0, $i1]] | $list ]
:-
int($i0), int($i1), ground($list)
|
compiledRule = [[spec, [$i0, $i1]], [[loop, $list]]].
}.
allocatomMove{
allocatomdetect@@
compiledlRule = [[spec, [$i0, $i1]] | L0],
$list[L0, L1],
L1 = [[allocatom, [$j0, intFunctor($j1, $j2)]] | L2]
:- int($i0), int($i1), int($j0), int($j1), int($j2),
$newIndex = $i1 + 1,
ground($list)
|
compiledRule = [[spec, [$i0, $newIndex]],
[moved_allocatom, [$i1, intFunctor($j1, $j2)]]
| L0],
$list[L0, L1],
L1 = [reindex($j0, $i1) | L2].
allocatommerge@@
L0 = [[moved_allocatom, [$i0, intFunctor($i1, $i2)]] | T0],
L1 = [[moved_allocatom, [$j0, intFunctor($j1, $j2)]] | T1],
L2 = [reindex($k0, $k1) | T2]
:- int($i0), int($i1), int($i2),
int($j0), int($j1), int($j2),
int($k0), int($k1),
$i1 =:= $j1, $i2 =:= $j2,
$j0 =:= $k1
|
L0 = [[moved_allocatom, [$i0, intFunctor($i1, $i2)]] | T0],
L1 = T1,
L2 = [reindex($k0, $i0) | T2].
}.
allocatomReindex{
allocatom_reindex_nil@@
L = [reindex($i0, $i1) | []]
:- int($i0), int($i1)
| L = [].
allocatom_reindex@@
L = [reindex($i0, $i1),
[Instruction, Param] | T]
:- int($i0), int($i1)
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| L = [[Instruction, [reindex_p($i0, $i1) | Param]],
reindex($i0, $i1) | T].
reindex_p_nil@@
L = [reindex_p($i0, $i1)]
:- int($i0), int($i1)
| L = [].
reindex_p_true@@
L = [reindex_p($i0, $i1), $j | T]
:- int($i0), int($i1), int($j),
$i0 =:= $j
| L = [$i1, reindex_p($i0, $i1) | T].
reindex_p_false@@
L = [reindex_p($i0, $i1), $j | T]
:- int($i0), int($i1), int($j),
$i0 =\= $j
| L = [$j, reindex_p($i0, $i1) | T].
}.
allocatomEnd{
allocatom_end@@
moved_allocatom(R) :- allocatom(R).
}.
copyRules@@
ruleset(RS), {+RS, $rs, @rs, rule(R), {+R, $r}},
loopInit{@li}, loopBody{@l},
allocatomMove{@a}, allocatomReindex{@ar}, allocatomEnd{@ae}
:-
loopInit{@li}, loopBody{@l},
allocatomMove{@a}, allocatomReindex{@ar}, allocatomEnd{@ae},
ruleset(RS),
{ +RS,
looped_rule = myseq.run( {$r},
[ {@li}, {@l}
,{@a}, {@ar}, {@ae}
]),
$rs, @rs
}.
}.
loopEnd{
loopEnd@@
{$rs, @rs, looped_rule({$r, @r})}
:-
{$rs, @rs, rule({$r, @r})}.
}.
loopMain@@
rulesets(RS), {+RS, $rs, @rs},
loopInitialize{$li, @li},
loopEnd{@le}
:-
rulesets = myseq.run( {$rs, $li, @li}, [{@le}] ).
}.
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output{
printseq{
printseq1@@
stdout(X, Y), R = io_print(Y, Z) :- string(Z) | R = stdout(io.print(X, Z)).
printseq2@@
stdout(X, Y), R = io_print_line(Y, Z) :- string(Z) | R = stdout( io.print_line(X, Z) ).
}.
outputInit{
io.use.
outport(stdout(io.stdout)).
connectOutport@@
outport(X), rulesetList(Y) :- outport = print_rulesetList (X, Y).
printRulesetListNil@@
R = print_rulesetList(X, []) :- R = X.
printRulesetListInit@@
R = print_rulesetList(X,
[{+IRS, ruleset($n), rule(Rule), @rs,
ruleList = [ {+Rule, compiledRule($insts) } ] } | T]),
initRuleset(IRS)
:- int($n)
| R = print_rulesetList(
print_insts(
io_print_line(
io_print_line(
io_print(X, "Compiled Ruleset @"), str.from($n)),
"Compiled Rule\n\t--atommatch:\n\t--memmatch:\n\t--body:L0:"),
$insts),
T ).
printRulesetList@@
R = print_rulesetList(X,
[{+RS, ruleset($n), ruleList($rl), @rl } | T]),
ruleset(RS)
:- int($n)
| R = print_rulesetList(
print_ruleList(
io_print_line(
io_print(X, "Compiled Ruleset @"), str.from($n)),
$rl),
T).
printRuleListNil@@
R = print_ruleList(X, []) :- R = X.
printRuleList@@
R = print_ruleList(X,
[ {+Rule, hasUniq(false), compiledRule($insts)} | T]),
rule(Rule)
:- R = print_ruleList(
print_insts(
io_print(X, "Compiled Rule\n\t--atommatch:\n\t--memmatch:\n"),
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$insts),
T).
printRuleListUniq@@
R = print_ruleList(X,
[ {+Rule, hasUniq(true), compiledRule($insts)} | T]),
rule(Rule)
:- R = print_ruleList(
print_insts(
io_print(X, "Compiled Uniq Rule\n\t--atommatch:\n\t--memmatch:\n"),
$insts),
T).
}.
outputInsts{
print_insts_nil@@
R = print_insts(X, []) :- R = X.
print_insts_loop@@
R = print_insts(X, [[[loop, Insts]] | T])
:- R = print_insts(
io_print_line(
print_insts(
io_print_line(X, "\t\tloop [["),
Insts),
"\t\t]]"),
T).
print_insts_branch_end@@
R = print_insts(X, [[[branch, Insts]], [stop, []] | T ])
:- R = print_insts(
io_print_line(
print_insts(
io_print_line(X, "\t\tbranch [["),
Insts),
"\t\t]]"),
[[stop, []] | T ]).
print_insts_branch@@
R = print_insts(X, [[[branch, Insts]], [[branch, NextInsts ]] | T ])
:- R = print_insts(
io_print_line(
print_insts(
io_print_line(X, "\t\tbranch [["),
Insts),
"\t\t]]"),
[ [[branch, NextInsts]] | T] ).
print_insts@@
R = print_insts(X, [[$inst, OpList] | T ])
:- unary($inst)
| R = print_insts(
io_print_line(
io_print(
io_print(
io_print(X, "\t\t"),
str.from($inst) ),
"\t" ),
list_to_string(OpList)),
T).
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list_to_string1@@
Ret = list_to_string( [] ) :- Ret = "[]".
list_to_string2@@
Ret = list_to_string( [X | T] )
:- Ret = str.concat("[", inner_list_to_string([ X | T ])).
inner_list_to_string1@@
Ret = inner_list_to_string([]) :- Ret = "]".
inner_list_to_string2@@
Ret = inner_list_to_string([ I, J | T])
:- Ret = str.concat( str.concat(elm_to_string(I), ", "),
inner_list_to_string([J | T])).
inner_list_to_string3@@
Ret = inner_list_to_string([ I | [] ])
:- Ret = str.concat( elm_to_string(I), inner_list_to_string([]) ).
elm_to_string1@@
Ret = elm_to_string(null) :- Ret = "null".
elm_to_string2@@
Ret = elm_to_string($i) :- int($i) | Ret = str.from($i).
Ret = elm_to_string(rulesetNum($i))
:- int($i)
| Ret = str.concat("@", str.from($i)).
elm_to_string3@@
Ret = elm_to_string(intFunctor($f, $i))
:- int($f), int($i)
| Ret = str.concat( str.concat(str.from($f), "_"), str.from($i)).
elm_to_string_proxyFunctor@@
Ret = elm_to_string(proxyFunctor($f, $i))
:- unary($f), int($i)
| Ret = str.concat( str.concat( $f, "_"), str.from($i)).
elm_to_string_stringFunctor@@
Ret = elm_to_string(stringFunctor($f, $i))
:- unary($f), int($i)
| Ret = str.concat( str.concat( str.concat("\"", str.from($f)),
"\"_"), str.from($i)).
elm_to_string_moduleFunctor@@
Ret = elm_to_string(moduleFunctor($f1, $f2, $i))
:- unary($f1), unary($f2), int($i)
| Ret = str.concat( str.concat( str.concat( str.concat(
str.concat( "'", str.from($f1)), "'.'"), str.from($f2)),
"'_"), str.from($i)).
elm_to_string4@@
Ret = elm_to_string(functor($f, $i))
:- unary($f), int($i)
| Ret = str.concat(str.concat(str.concat("'", str.from($f)), "'_"),
str.from($i)).
elm_to_string5@@
Ret = elm_to_string($i) :- string($i)
| Ret = str.concat( str.concat("\"", $i), "\"").
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elm_to_string_listnil@@
Ret = elm_to_string([])
:- Ret = list_to_string([]).
elm_to_string_intList@@
Ret = elm_to_string([H | T])
:- Ret = list_to_string([H | T]).
}.
outputSlash{
do.
printslash@@
do, outport(X) :- outport = io_print(X, "\nInline\n//").
printseq_slash@@
stdout(X, Y), R = io_print(Y, Z) :- string(Z) | R = stdout(io.print(X, Z)).
}.
deleteIO{
freeIO@@
outport(X) :- io.free_port(io.close_port(X)).
delete_stdout@@
stdout(X, Y) :- X = Y.
}.
io.use.
str.use.
outputILMain@@
rulesets(RS), {+RS, $rs, @rs},
outputInit{$oi, @oi},
outputInsts{@insts},
outputSlash{$slash, @slash},
deleteIO{@dio},
printseq{@printseq}
:- ret = myseq.run({$rs, @rs, @printseq, $oi, @oi, @insts},
[{$slash, @slash}, {@dio}]).
}.
