Abstract. In this paper we investigate the complexity of planarity of knot diagrams encoded by Gauss words, both in terms of recognition by automata over infinite alphabets and in terms of classical logarithmic space complexity. As the main result, we show that recognition of planarity of unsigned Gauss words can be done in deterministic logarithmic space and by deterministic register automata. We also demonstrate generic results on the mutual simulations between logspace bounded classical computations (over finite alphabets) and register automata working over infinite alphabets.
Introduction
Knot theory is the area of mathematics that studies mathematical knots and links. A knot (a link) is an embedding of a circle (several circles) in 3-dimensional Euclidean space, R 3 , considered up to a smooth deformation of the ambient space. It is a well established and active area of research with strong connections to topology, algebra and combinatorics. Some major problems in the main focus of knot theory have algorithmic or computational nature: equivalence problem (how to recognise that two knots are equivalent), or unknottedness problem (how to recognise that a knot is a trivial one). Consideration of such problems led to fruitful interactions between knot theory and computer science. In particular, the questions of computational complexity of knot problems have been addressed in [9] . Examples of other interactions include works on formal language theory [11] and quantum computing [1, 7, 16] .
One of the earliest questions of algorithmic nature related to knots was the question of characterisation of Gauss words [8] . With every knot one can associate a word, called a Gauss word, which is a sequence of labels for the crossings read off directly from the projection of the knot on a plane. Depending on whether the information on the orientation is present the word can be signed or unsigned. The simple property of any Gauss word is that every label (index) in it appears twice. The converse is not true, there are the words with every symbol appearing twice which do not correspond to any classical planar knot diagram. The question of characterisation of "true", or planar Gauss words was posed by Gauss himself [8] and was eventually resolved by Nagy in [20] . Since then there has been proposed many criteria and algorithms both for recognition of signed [3, 13] and unsigned [17, 22, 24, 25, 12, 4-6, 24, 18, 26] Gauss words. The questions of computational complexity of the proposed algorithms were rarely explicitly addressed with notable exceptions being [13] where linear time algorithm for the signed case is proposed, and in [25] where a linear time complexity for unsigned case is established and compared with earlier quadratic bounds in [22] .
In [15] we proposed to evaluate the complexity of problems of recognising knot properties in terms of the computational power of devices needed to recognise the properties. Following the proposal we demonstrated lower and upper bounds for recognisability of knot properties in terms of various automata models over infinite alphabets (see Section 2.2 below). The infinite alphabet appeared naturally due to the fact that the number of crossings in knots is unbounded. The main property addressed was planarity of signed Gauss words [13] (see Section 3). We have shown that planarity of signed Gauss words can be recognised by deterministic register automata working over infinite alphabets. It follows that signed planarity problem is in L (deterministic logspace).
In this paper we continue this line of research focussing mainly on the unsigned case. Our contribution is as follows: 1) We provide an analysis of Cairns-Elton algorithm for unsigned planarity and show that it is implementable by co-non-deterministic register automata. 2) We demonstrate generic results on the mutual simulations between logspace bounded classical computations (over finite alphabets) and register automata working over infinite alphabets. New characterisation of languages recognisable by register automata is more general than one proposed in [21] . 3) We further show that Cairns-Elton algorithm is implementable in SL (symmetric logspace) and therefore in L . It follows that planarity of unsigned Gauss words is recognisable by deterministic register automata, refuting the conjecture from [15] .
Preliminaries
We use standard notations from complexity theory and assume that the reader is familiar with the complexity classes L (deterministic logspace), SL (symmetric logspace), N L (nondeterministic logspace), co-N L (co-non-deterministic logspace) and SP ACE(f (n)) (space is bounded by a function f (n)).
Automata Over an Infinite Alphabet
Register automata are finite state machines equipped with a finite number of memory cells called registers which may hold values from an infinite alphabet. It is one of the weakest models of automata over infinite alphabets. It was initially introduced in [10] and then studied further in [21] . The model we consider is computationally equivalent to the original version in [21] , which is modified by adding two extra rules (see Definition 1) [15] .
Let D be an infinite set called an alphabet. [15, 21] A non-deterministic two-way k-register automaton over an infinite alphabet D is a tuple (Q,q0,F,τ 0 ,P) where Q is a finite set of states, q0 ∈ Q is the initial state, F ⊆ Q is the set of final states, τ 0 : {1,...,k}→ D ∪ { , } is the initial register assignment and P is a finite set of transitions :
) (If a current state is q and the observed symbol on the tape equals to a value in the register i then enter the state q and move along the string according to the specified direction d where i ∈ {1, .., k}, q, q ∈ Q and d ∈ {stay, lef t, right}) 2) q → (q , i, d) (If a current state is q and the observed symbol on the tape does not equal to any value held in registers then enter the state q , copy the current symbol to a specified register i and move along the string according to the specified direction d, where i ∈ {1, .., k}, q, q ∈ Q and d ∈ {stay, lef t, right}). 3) (i, q) → (q , j, d) (If a current state is q and the observed symbol equals to a value in the register i then enter the state q , copy the current symbol to a register j and move along the string according to the specified direction d where i, j ∈ {1, .., k}, q, q ∈ Q and d ∈ {stay, lef t, right}). 4) q → (q , d) (If a current state is q and the observed symbol does not equal to any value held in registers then enter the state q and move along the string according to the specified direction d, where q, q ∈ Q and d ∈ {stay, lef t, right}).
Deterministic and co-non-deterministic register automata as well as the language accepted by automata are defined in the standard way. We denote by DRA, NRA, coNRA to be the classes of languages recognisable by deterministic, nondeterministic and co-non-deterministic two-way register automata, respectively.
Words and Data Words In previous works on the computational models on infinite alphabets it has been acknowledged that in many situations it is natural to consider infinite alphabets as the subsets of Σ × ∆ where Σ is a finite set and ∆ is an infinite set. Thus, the symbol here is an ordered pair (a, b). The words over such alphabets are called data words [2] . In particular Gauss words are introduced in Section 2.2 as natural instances of data words. In the definition of automata over data words, it is sensible to assume that when an automaton reads a symbol (a, b) it has a direct access to both components of the pair. For this purpose, the form of transition rules can be adapted to include one extra argument on the left-hand sides.
Knots
A knot is defined as a closed, non-self-intersecting curve that is embedded in R 3 . Knots can be described in many ways, including various discrete representations. A common method of representing a knot is a knot diagram that is a projection of the knot to a plane in a general position involving only double crossings.
At each crossing we indicate which branch is "over" and which is "under", which allows us to recreate the original knot. For oriented knots each crossing has a well-defined sign ('+' or '−'). To determine the sign of each crossing, we label the crossing with a + if we can rotate its under-strand clockwise to make the arrows line up and a − if the rotation of the under-strand is counter-clockwise (see the picture in left-hand side of Figure 1) .
A knot diagram can be encoded by a string of symbols O i 's (over) and U i 's (under) known as a Gauss word. The procedure of writing a Gauss word can be described as follows. Starting from a base point on a knot diagram, write down the labels of the crossings and their types of strand ordered according to the orientation of the knot. The oriented trefoil in Figure 1 is encoded by the signed Gauss word
Removing signs leads to the unsigned Gauss word. Indices of crossings can be arbitrarily permuted, so one knot diagram can be encoded by many Gauss words. A shadow Gauss word can be obtained from an unsigned Gauss word by removing the U s and Os from each label. Unsigned Gauss word
Signs on crossings
Fig. 1. Discrete representations of a knot
Definition 2. An unsigned Gauss word w is a data word over the alphabet Σ ×N where Σ = {U, O}, such that for every n ∈ N either
Definition 3. A signed Gauss word w is a data word over the alphabet Σ × N where
A signing s is a mapping s : N → {+, −}.
Planarity of Knot Diagrams Represented by Gauss Words
Every knot diagram can be represented by a Gauss word but not every Gauss word represents a knot diagram. The fact that every knot can be represented by a Gauss word directly follows from the constructive definition of a Gauss word and the second fact that not every Gauss word represents a classical knot in R 3 is illustrated in Figure 2 . For example, any attempt to reconstruct a knot diagram from the Gauss word O 1 O 2 U 1 O 3 U 2 U 3 will lead to new (virtual ) crossings which are not present in the Gauss word (virtual crossings are marked on the diagram in Figure 2 with a small circle around the crossing). Such an observation was one of the motivations for introducing virtual knot theory [12] . A Gauss word which represents a classical knot diagram, that is a diagram embeddable into a plane without virtual crossings, is called classical or planar. The question about planarity of knot diagrams encoded by Gauss words is formulated separately for signed and unsigned cases. For Signed Gauss words the planarity question can be described as given a signed Gauss word w, does w represents a planar knot diagram? We will refer to this problem as SIGNED PLANARITY. For unsigned Gauss words, the question is stated in the following way: Given an unsigned Gauss word w, does there exist a choice of signings that can be assigned to w such that w represents a planar knot diagram? This problem will be referred to as UNSIGNED PLANARITY.
In [15] , we showed that an algorithm for the decision of planarity of unsigned Gauss words proposed by Kauffman in [12] can be implemented by Linear Bounded Memory Automata over an infinite alphabet and conjectured that UNSIGNED PLANARITY is not recognisable by non-deterministic register automata. Here, we refute this conjecture and show that UNSIGNED PLANARITY can be recognised by deterministic register automata.
Main Results
In this section we present an upper bound for the planarity problem of unsigned Gauss words by first showing that it is recognisable by a co-non-deterministic register automata. Then we refine this result to show that the only part that requires non-determinism can be reduced to the search of cycles with simply checkable properties. We further show that the search is implementable in deterministic logspace. Finally, we show that deterministic logspace computations can be modelled by a deterministic register automata.
Cairns-Elton Algorithm
Cairns and Elton presented an algorithm in [4] which deals with UNSIGNED PLANARITY. We will first begin with definitions that will be used to describe the main steps of the algorithm.
Definition 6. For a Gauss word w, denote by α i (w) the number of symbols that occur in w in cyclic order between the symbols U i and O i , taken modulo 2.
Notice that β ij (w s ) depends on signs s(i) and s(j) but not on s(k) for k = i, j.
Definition 8. Given an unsigned Gauss word w, the vertices of the interlacement graph G(w) are labels in a shadow projection sp(w) (natural numbers) and the edges of G(w) are the pairs of labels (i, j) such that i and j are interlaced in sp(w) (i occurs once between two occurrences of j and vice versa). figure 4 . Let i = 1, j = 2, s(1) = + and s(2) = +. Then α 1 (w) = |{O 3 , U 4 , U 2 }| = 3 ≡ 1 (mod 2), and For a signed word w s and for each edge e ij in G(w), we assign the number β ij (w s ) ∈ Z 2 . According to [4] that assignment defines a Z 2 1-cochain B(w s ) and the property that the Cairns-Elton algorithm checks is whether this co-chain is closed. For the purpose of this paper we need only characterisation of the closedness of B(w s ) in terms of notions we have already introduced: B(w s ) is closed if and only if for every closed path P in G(w), the sum of the numbers β ij (w s ) ≡ 0 (mod 2) for each edge (ij) ∈ P . The closed path is in fact a simple cycle with no repeated vertices other than starting and ending vertices. The Propositions 1 and 2 provide with the properties crucial for the efficient implementation of the Cairns-Elton algorithm. Also as an easy consequence of Proposition 1, we formaulate Lemma 1. For all positive signing s, that is s(i) = + for all i ∈ N, we denote B(w s ) by B(w) and β ij (w s ) by β ij (w). Cairns-Elton Algorithm: Given an unsigned Gauss word w, the algorithm proceeds by checking that 1. For all i ∈ w, α i (w) = 0. 2. For all i, j ∈ w, β i,j (w) = 0 whenever i and j do not interlace.
B(w) is closed.
If conditions 1,2 and 3 are satisfied then the algorithm returns "the word w is planar", otherwise if any of the conditions is not satisfied, the algorithm returns "the word w is non-planar".
Implementation of Cairns-Elton Algorithm
We will show in this subsection that the checking of first two conditions of the above algorithm is implementable by a deterministic register automata whereas the checking of the third condition is implementable by a co-non-deterministic register automata.
First, we refine the above description of the algorithm and present it in more details. Given an unsigned Gauss word w, the algorithm proceeds in three stages.
The input word is checked on whether the number of neighbours of v i is odd
for some v i in G(w). If "yes", the algorithm stops with the result "the input word is non-planar", otherwise the algorithm proceeds to the second stage. 2. The input word is checked on whether β ij (w) is odd for some pair of vertices (v i , v j ) in G(w) that are not connected by an edge. If "yes", the algorithm stops with the result "the input word is non-planar", otherwise the algorithm proceeds to the third stage. 3. For all positive signing s, the input word is checked on whether there exists a cycle in G(w) such that the sum of β ij (w s ) assigned to its edges e ij is odd. If "yes", the algorithm stops with the result "the input word is non-planar", otherwise the algorithm stops with the result "the input word is planar". Theorem 1. The language of non-planar unsigned Gauss words (UNSIGNED NONPLANARITY) can be recognised by a two-way non-deterministic register automaton.
Proof. The proof is divided into two parts. In the first part we show that the first two conditions can be implemented by a deterministic register automata and in the second part we show the third condition can be implemented by a non-deterministic register automata. Let w be an unsigned Gauss word and G(w) be the interlacement graph of w. Denote by N (v i ) the set of all neighbours of a vertex v i ∈ G(w).
Part1
For the first condition, the automaton will check the number |N (v i )| of neighbours of each vertex v i ∈ G(w). It will store in the register the first occurrence of the label i in w which corresponds to vertex v i and store the parity of |N (v i )| in finite state control of the automaton. To check the parity of |N (v i )|, the automaton goes through each symbol j in between the pair of the labels i and i −1 in w (where i −1 represents the second occurrence of i in w) and on the first occurrence of j it moves first to an odd state and then alternates between odd and even states for any further occurrences. If i −1 is reached and the current state is odd then it moves to an accepting state. Otherwise if, for all vertices v i ∈ G(w), the parity of |N (v i )| is even then it checks condition (2).
For the second condition, we use Lemma 1 where the automaton is required to check the number of common neighbours (|N (v i ) ∩ N (v j )|) for any pair of vertices (v i , v j ) that are not connected by an edge in G(w). To verify that a vertex v i is not connected to any vertex v j , the automaton stores in the registers the first occurrence of i and the first occurrence of each j and then it checks whether there is an even number (either 2 or 0) of occurrences of each j in between i and i −1 . If the number of occurrences of j in between i and i −1 is even then it stores the symbol k in the register (which occurs in between i and i −1 ) and compares it with the symbols in between j and j −1 . The parity of |N (v i ) ∩ N (v j )| is stored in finite state control of the automaton. If there is a match, it will move first to an odd state and then alternate between odd and even states for any further matches. If i −1 is reached and current state is odd, the automaton moves to an accepting state. Otherwise if, for all pairs of vertices v i , v j ∈ G(w) that are not connected by an edge, the parity of |N (v i ) ∩ N (v j )| is even then it checks condition 3. Part2 For checking Condition 3, we assume that s is all positive signing. First, we show how to check if two vertices v i and v j are connected by an edge and how to compute their β ij (w s ) value. Then we show how to sum up the β ij (w s ) values online during the traversal of a cycle. To verify that two vertices v i and v j are connected by an edge of G(w), the automaton keeps a copy of i and j in the registers and checks that there is only one occurrence of j in between U i and O i . Now to calculate the value of β ij (w s ) for all positive signing s, the automaton moves its head to find the symbol U j then compares the counterpart of each symbol k in between U j and O j (notice that all such counterparts form the set S −1 j ) with the symbols in the setS i (U i , . . . , O i ). If there is a match it will move first to an odd state and then alternate between odd and even states for any further matches until O j is reached. Finally to traverse a cycle in G(w), the automaton non-deterministically chooses a vertex v i and moves along chosen edge. During the traversal, it sums up the β ij (w s ) values of each visited edge by incrementing the counter by 1 (mod 2) only if the value of β ij (w s ) is odd, and continue updating the counter until the same vertex v i is met for the second time. If v i is met for the second time and the value of the counter is odd then the automaton moves to an accepting state. Corollary 1. UNSIGNED PLANARITY can be recognised by two-way co-nondeterministic register automata.
RA to LOGSPACE
We will show that if a language L over the infinite alphabet D is acceptable by two-way register automata then the encoding of L over a finite alphabet can be accepted by a Turing machine in log space memory. Let us first define the encoding of L over a finite alphabet as follows. Let L be a language over the infinite alphabet D. For any symbol y of a word w ∈ L we denote by ord w (y) (or ord(y) if w is understood) the number of distinct symbols in w to the left of the first occurrence of y in w. So, for example, if w = aacbca then ord w (a) = 0, ord w (c) = 1 and ord w (b) = 2.
If φ is a mapping from natural numbers into their binary encoding, φ : N → {0, 1} * , then for any word w = w 1 , ..., w k ∈ L where w i ∈ D the mapping ψ(w) : D * → {0, 1, #} * is an encoding of a word w, where each binary encoding of w i is separated by a special symbol #:
Thus a language L f inite = {ψ(w)|w ∈ L} is an encoding of L over the finite alphabet {0, 1, #} and L binary is a natural encoding of L f inite over {0, 1} alphabet, where 0 → 00, 1 → 01 and # → 11.
Proposition 3. If L is recognisable by a finite register automata then L f inite is recognisable by a Turing machine in log space memory.
Proof. Let L denote the language accepted by a finite register automaton A with r registers. Let us show that the language L f inite is recognisable by a Turing machine M that uses at most O(log n) space. Let w = w 1 , ..., w n ∈ L and |w| = n, then w consists of no more than n different symbols, so the length of the binary encoding of w i is no more than log n, i.e. |φ(ord(w i ))| ≤ log n. So M can mimic all the computations of A by keeping the value of the registers of A on its work tape. The finite state control in A will correspond to the finite state control in M (including non-determinism) and the content of r registers in A will be stored on the work tape in M , which require r log n cells and r is a constant. The only two operations of register automata are: to store a symbol in a register and to compare the register value with a symbol on a tape will not require any extra space apart from r log n cells.
Corollary 2. UNSIGNED PLANARITY is in co-N L and therefore is in N L
Next we refine the complexity bounds of planarity recognition by 1) demonstrating general result on simulation of Logspace bounded computations on register automata and 2) showing that UNSIGNED PLANARITY is in L .
UNSIGNED PLANARITY in L
We have shown in subsection 3.2 that planarity of Gauss words is recognisable by co-nondeterministic register automata and therefore belongs to the complexity class co-N L ( = N L ). Using simple arguments one can show that in terms of classical complexity classes the result can be refined further, that is UNSIGNED PLANARITY belongs to L (deterministic logspace). Indeed, the only place when one needs nondeterminism in the proof of Theorem 1 is in PART 2 where the search for the cycles in the interlacement graph bearing odd sum of labels. It is routine to check that the rest of the algorithm can be easily implemented in L . It follows then that UNSIGNED NONPLANARITY is logspace reducible to the problem from the following proposition and therefore is in L .
Proposition 4.
The following problem is in L (deterministic logspace) GIVEN: An undirected graph G with every edge labelled by 0 or 1 QUESTION: Is there any cycle C in G that the sum of labels of all edges in C is odd?
Proof. The search for the required cycle can be be done nondeterministically in logspace by guessing next edge in the cycle and computing the parity of the sum of labels online. Since the graph is undirected, the search can be implemented in symmetric logspace [14] .
Since L is closed under complementation, it follows that UNSIGNED PLANARITY is in L .
LOGSPACE to DRA
For a word w we define its variability v(w) as a number of distinct symbols in w. For a language L and an integer function f (n) we say that variability of L is of the order f (n) iff min w∈L,|w|=n v(w) ≥ f (n), i.e. f (n) is a lower bound of variabilities of words of length n in L.
Lemma 2.
Computations of a Turing Machine on a work tape T of size c · log(k) over a binary alphabet can be simulated by Register Automata model on an input string S, where v(S)=k.
Proof. Assume that a head H is on a work tape T at the position T (i). First all operations under the tape head such as rewriting, checking current symbol on a tape and head moves can be simulated by operations on two pushdown stacks, where first stack keeps the front part of T : T (0) . . . T (i) and the second part of T , is stored in the second pushdown stack with T (i + 1) on the top [19] . Also it is easy to see that a binary word on a stack can be represented by an integer x, where empty stack corresponds to 1 value, push a 0 onto the top of a stack corresponds to x → 2x and pushing a 1 corresponds to x → 2x + 1; checking the top symbol can be done by checking divisibility by 2 and popping of a 1 or 0 can be done by operations x → (x − 1)/2 or x → (x − 1)/2 respectively. Further we notice that the register automata on an input with k distinct symbols can simulate any finite number of counters of size k c for any constant c with the following main operations: increment, decrement, multiplication by 2, division by 2 and zero testing. Storing a symbol x in a register represents a value ord(x)+1 of a counter. The implementation of all required operations is straightforward albeit tedious. The operation of increment (decrement) by one can be implemented by moving forward to the first occurrence of the next (previous) distinct symbol on an input string [15] . Testing of a counter to be equal to 1 corresponds to checking whether a stored symbol appear as a first symbol of an input. Also it is well known that operation of multiplication (or division) by 2 and divisibility by 2 can be implemented by a finite number of extra counters with increment and decrement operations and zero testing (or testing to be equal to 1) [19] . Thus, all operations for integer representations of pushdown stacks can be implemented by a register automaton. In this case since the virtual counters can store a value of size k c and simulate two pushdown stacks of size log(k c ) we have that the length of a work tape T which is simulated by register automaton on an input with k distinct symbols is bounded by log(k c ).
Theorem 2. Given a language L with a variability of the order f (n), if a finite projection L binary of L belongs to SPACE(log(f(n))) then L can be recognised by a register automata.
Proof. The binary code of each symbol in w ∈ L is of a logarithmic size from the number of distinct symbols in w. So for any word of size n over an infinite alphabet, the length of the binary code for each symbol is no more than log(n).
Since the number of distinct symbols in any word w ∈ L is at least f (n), thus by Lemma 2 we can simulate virtual tape over a binary alphabet of a length c · log(f (n)) for any integer constant c. Therefore register automaton can take any symbol y from an infinite alphabet on an input string and convert it into a finite binary representation in the virtual work tape over a binary alphabet, by counting the number of previously appeared distinct symbols from the beginning of an input string and storing it on a virtual tape, i.e. converting y into a binary representation of ord(y). Also by the same Lemma 2 we have that any extra memory of size O(log(f (n)) can be implemented by a finite number of registers on a language L with a variability of the order f (n). So any computations over language L binary that requires SPACE(log(f (n))) can be implemented by a register automaton on a language L with a variability of the order f (n).
Corollary 3. UNSIGNED PLANARITY is in DRA.
The above corollary follows from Proposition 4 and Theorem 2.
Conclusion
In this paper we have investigated the complexity of planarity of knot diagrams represented by Gauss words. We have shown that planarity of unsigned Gauss words can be recognised in deterministic logarithmic space on classical computational models and by deterministic register automata over infinite alphabets. To demonstrate these results we have used generic mutual simulation between both computations models for the languages of bounded variability. Notice that unlike the case of signed Gauss words [15] we do not provide explicit deterministic LOGSPACE bounded decision procedure for planarity of unsigned Gauss words and rather refer to the general reduction of SL to L [23] . An explicit deterministic LOGSPACE algorithm for the later case as well as the comparison of its complexity with the algorithm(s) for signed case is a topic for further work.
