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Quantum Hall edge states have some characteristic features that can prove useful to measure and
control solid state qubits. For example, their high voltage to current ratio and their dissipationless
nature can be exploited to manufacture low-loss microwave transmission lines and resonators with
a characteristic impedance of the order of the quantum of resistance h/e2 ∼ 25kΩ. The high value
of the impedance guarantees that the voltage per photon is high and for this reason high impedance
resonators can be exploited to obtain larger values of coupling to systems with a small charge dipole,
e.g. spin qubits. In this paper, we provide a microscopic analysis of the physics of quantum Hall
effect devices capacitively coupled to external electrodes. The electrical current in these devices is
carried by edge magnetoplasmonic excitations and by using a semiclassical model, valid for a wide
range of quantum Hall materials, we discuss the spatial profile of the electromagnetic field in a
variety of situations of interest. Also, we perform a numerical analysis to estimate the lifetime of
these excitations and, from the numerics, we extrapolate a simple fitting formula which quantifies the
Q factor in quantum Hall resonators. We then explore the possibility of reaching the strong photon-
qubit coupling regime, where the strength of the interaction is higher than the losses in the system.
We compute the Coulomb coupling strength between the edge magnetoplasmons and singlet-triplet
qubits, and we obtain values of the coupling parameter of the order 100MHz; comparing these values
to the estimated attenuation in the resonator, we find that for realistic qubit designs the coupling
can indeed be strong.
I. INTRODUCTION
Since its first discovery [1], the quantum Hall (QH)
effect has captured the attention of researchers because
of its fascinating physics and for its possible real-world
applications [2, 3]. A key feature which makes the QH
effect so special is that over a wide range of magnetic
field values and electronic densities, the bulk of the 2-
dimensional material is insulating, but a net electrical
current can still flow. This current is carried by extended
states localized at the edge of the sample, whose existence
is guaranteed by a topological argument valid as long as
the bulk has a mobility gap [4, 5].
These edge states have several interesting properties,
which make them appealing in different branches of
applied science. In particular, each of these states
provides a dissipationless conduction channel in DC with
a quantized value of conductance e2/h; this quantity can
be measured with an extremely high precision (about
a part per billion) and for this reason is now used in
metrology to define the electrical resistance standard
[6]. Another intriguing feature of these states is their
chirality. In the context of quantum computing, the
chiral and lossless nature of these edge states was invoked
to propose them as a candidate for one-way processing
of quantum information [7]. A different possibility is
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to exploit the unidirectional motion of the QH states
to manufacture passive low loss non-reciprocal devices
such as gyrators and circulators [8–12], that are broadly
used for manipulation of qubits and noise reduction.
The advantage of using the QH effect compared to
other passive implementations of non-reciprocal devices
[13, 14] is that QH effect devices provide better scalabil-
ity performances [8] and they are naturally compatible
with externally applied magnetic fields, which makes
them appealing for semiconductor qubits.
Materials in the QH regime have another interesting
property, which was sometimes overlooked, that is they
exhibit a large voltage drop between opposite edges
when a low current is applied. This high voltage to
current ratio is related to the large value of the quantum
of resistance, h/e2 ∼ 25kΩ; for this reason, it was
pointed out that the QH effect can be exploited to
manufacture low-loss transmission lines and resonators
with a high characteristic impedance [15]. The char-
acteristic impedance of these devices was estimated
to be proportional to the resisitance quantum, and so
orders of magnitude higher than the typical value ∼ 50Ω
of microwave circuits [16]. There has been a growing
interest in high impedance transmission lines in the
quantum information community [17–21] and different
implementations have been proposed [22–30]. In fact,
the excitations in devices with a large characteristic
impedance have a high electric field: this property
can enhance the electrostatic coupling between the
photon and the qubit. This enhancement is particularly
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2attractive for semiconductor based quantum computing,
where the charge dipole of the qubits can be low, and
it can be exploited for the challenging task of reaching
the strong coupling regime, where the photon-qubit
interaction strength is higher than the losses in the
system [17–20, 31–33].
In this paper, we focus mostly on this aspect and we
analyze QH effect transmission lines and resonators. Our
goal is twofold. On one hand, we provide a microscopic
analysis of the electromagnetic field in these devices; on
the other hand, we estimate the strength of the Coulomb
interactions of the QH edge states with semiconductor
spin qubits and we discuss the possibility of achieving
the strong coupling regime.
We restrict our analysis to QH devices that are capac-
itively coupled to external electrodes [8, 9]: this coupling
scheme allows to manufacture low-loss devices working
in the microwave domain, in contrast to Ohmic coupling,
which always causes a high intrinsic contact resistance,
degrading the performance [34, 35]. The electrical cur-
rent flowing in capacitively coupled devices is carried by
low energy and long wavelength plasmonic excitations lo-
calized at the edge of the QH material; these excitations
are usually called edge magnetoplasmons (EMPs). The
physics of EMPs has been studied in depth in a variety of
different cases [36–47]. We use here a semiclassical model
that captures the main features of these excitations and
we adapt it to describe actual devices, such as the ones in
[15]. In particular, we study in detail the electromagnetic
field propagating in these devices, with a particular focus
on the effect of the metal electrodes and of the externally
applied AC voltage sources. We also consider the effect
of the Coulomb drag between EMPs propagating at dif-
ferent edges of a nanowire. With this analysis, we are
able to justify the model of EMP propagation used in
[15], and to quantify its phenomenological parameters.
Although our focus here is only on 2-dimensional elec-
tron gasses in the integer QH regime, i.e. where the mo-
bility gap in the bulk is opened by the application of
a quantizing perpendicular magnetic field, with a few
straightforward modifications, the results presented in
this paper can be extended to a wider range of QH ma-
terials, including graphene and quantum anomalous Hall
materials.
Also, to gain insight into the possibility of achieving
strong photon-qubit coupling, we extend the EMP
model to capture the dissipation in a QH resonator
due to a finite real-valued bulk conductivity. By fitting
our numerical results to a simple expression inspired
by [36], we provide an analytic formula to quantify the
quality (Q) factor in QH resonators: we find Q ∼ 103
for commonly measured values of diagonal conductivity
in the integer QH effect [48, 49] and in state-of-the-art
anomalous QH materials [50, 51].
We then direct our attention to the electrostatic in-
teractions between EMPs and qubits; our analysis is re-
stricted for simplicity to singlet-triplet (ST) qubits [52].
We examine two possible ways of coupling the qubit to
the QH resonator, namely via the coupling to the gra-
dient of the electric field of the resonator [19] and via
the coupling to the electric field of the resonator, aver-
aged over the qubit area, which has to be mediated by
an externally applied electric field [20]. We find that the
effective interaction Hamiltonian is longitudinal [53–55],
and that the strength of the interaction term obtained
for the two mechanisms is comparable and can be of the
order 100MHz for realistic qubit designs. Interestingly,
the tunability of the second coupling mechanism via an
external electric field can be used to switch on and off the
photon-qubit interaction, potentially allowing for on de-
mand control of the individual coupling terms if several
qubits are coupled to the same resonator.
Using our estimation of the Q factor of the resonator,
which we believe is the limiting attenuation factor in
these systems, we find that the ratio between the photon-
qubit interaction strength and the inverse lifetime of the
EMPs can be higher than one. In particular, for realistic
qubit designs, we find that this ratio can be higher than
∼ 30; this value is at least an order of magnitude larger
than has been measured in recent experiments where the
strong coupling regime was reached [17, 18, 32].
Although our analysis is restricted to a single type of
qubit, we believe that our conclusions can be extended
to a wider class of semiconductor spin qubits, such as
single electron qubits in a magnetic field gradient and
three-electron spin qubits [56].
The paper is organized as follows. In Sec. II, we discuss
the semiclassical model of the EMPs. In Subsec. II A,
we introduce a simple approximation scheme, which al-
lows to find a solution for the electromagnetic field that
is accurate sufficiently far from the edge of QH material;
we then use this solution to describe the physics of ca-
pacititively coupled QH effect devices and to justify the
treatment used in [15]. In Subsec. II B, we present a more
detailed calculation which captures also the behavior of
the electromagnetic field near the edge. In Subsec. II C,
we discuss the corrections to our model due to dissipation
and we quantify the Q factor in QH resonators. In Sec.
III, we analyze the electrostatic coupling between the res-
onator and a ST qubit. We compute the susceptibility
of the qubit to an electric field and to its gradient and
we use these results to obtain simple approximate formu-
las that capture the dependence of the coupling strength
on the qubit design parameters. The range of validity of
these formulas is examined by comparing them to a more
rigorous calculation based on the explicit computation of
the Hartree interaction integral. We conclude the paper
by discussing in Sec. III C the possibility of reaching the
strong photon-qubit coupling limit.
3II. EDGE MAGNETOPLASMONS
The main features of the dynamics of the EMPs are
captured by a model based on the following system of
partial differential equations in the frequency domain
[36–38]
iωρ(r, ω) = −∇r.j(r, ω), (1a)
V (r, z, ω) = Va(r, z, ω) +
∫
dr′G (r, r′, z) ρ (r′, ω) ,
(1b)
j(r, ω) = −σ(r, ω) · ∇rV (r, 0, ω). (1c)
These equations relate the excess charge density ρ, the
screened potential V [57] and the current density j in the
(x, y) plane; here, r = (x, y) and ∇r is the 2-dimensional
nabla operator in the (x, y) plane. The continuity equa-
tion (1a) imposes the conservation of charge in the QH
material. The screened potential V is modeled by the in-
verted Poisson equation (1b) with appropriate boundary
conditions. It accounts for the external driving voltage
applied at the metal electrodes and for the self-consistent
rearrangement of charge due to Coulomb interactions. In
particular, the Coulomb interactions are captured by the
electrostatic Green’s function G, obtained mathemati-
cally by grounding all the driving electrodes, and the
effect of the external potentials is captured by the func-
tion Va, which is the particular solution of the Laplace
equation required to fix the potential of the electrodes to
the appropriate time-dependent value; Va also accounts
for fringing fields. The peculiar physics of the Hall mate-
rials enters in this model through the microscopic Ohm’s
law (1c) via a non-reciprocal conductivity tensor
σ =
(
σxx σxy
−σxy σxx
)
. (2)
Although we focus only on integer QH effect in 2-
dimensional electron gasses, the solution presented here
can be modified to describe a wide range of Hall re-
sponses, such as in graphene and in anomalous QH ma-
terials [40–42].
Note that in Eq. (1c), we equated the electric field to
the gradient of the scalar potential: this equality holds
only in the electro-quasi static approximation [58], where
the electric field is assumed to be approximately irrota-
tional, i.e. ∇r,z×E ≈ 0 (∇r,z is the 3-dimensional nabla
operator). This approximation is justified in the low-
frequency limit when the electric energy is high compared
to the magnetic energy, or, analogously, when the speed
of diffusion of the electric charge vE ∼ |E|/|B| is much
lower than the speed of diffusion of the electric current
∼ c2S/vE , with cS being the speed of light in the medium,
see e.g. Sec. 3 of [59]. This condition is usually not met in
conventional microwave transmission lines, where vE and
cS are comparable, but it holds in QH droplets because
vE ∼ cSα [45], with α being the fine structure constant
α ≈ 1/137. Additionally, since we restrict our analysis
to low frequencies (compared to the bulk mobility gap),
we neglect retardation effects and take the DC limit of
the conductivity tensor σ(r, ω → 0) = σ(r).
The model presented so far is purely classical. To ana-
lyze the physics of the edge excitations, we now evaluate
the conductivity tensor in the QH limit, i.e. σxx = 0,
and we find the semiclassical relation
iωρ(r, ω) = − (∇r,zσxy(r)) · (ez ×∇r,zV (r, 0, ω)) . (3)
between the charge density and the screened potential.
We use this equation to study different cases and to an-
alyze the spatial profile of the electromagnetic fields and
the attenuation of the EMPs. We begin by proposing a
simple approximate solution of the equation of motion (3)
based on the introduction of a phenomenological length
l, which physically characterizes the width of the EMP
charge density. This approximation gives a good qual-
itative description of the physics of the problem when
|r|  l and it can be used to analyze a variety of sit-
uations. In this paper, we refer to the limits |r|  l
and |r| ≈ l respectively as far- and near-field; the defi-
nition of far-field limit here differs from the conventional
electromagnetic definition, where |r| is compared to the
wavelength. A more rigorous solution of Eq. (3) cap-
turing also near-field corrections is provided in Sec. II B.
The attenuation of the EMPs caused by a finite diagonal
conductivity σxx is discussed in Sec. II C.
A. Far-field analysis
1. EMPs in the half-plane
In this section, we consider a conductivity profile vary-
ing abruptly from zero to the bulk value and we model
the spatial dependence of the Hall conductivity by a step
function constant in the y-direction and with support in
x > 0, i.e.
σxy(r) = σxyΘ(x). (4)
Here, σxy = νe
2/h is the QH conductivity and ν is the
filling factor. For now, we also neglect the effect of
nearby metal electrodes and of driving potentials, and
we look for self-consistent excitations at the edge of the
half-plane, i.e. Va = 0.
A closely related problem was solved analytically by
Volkov and Mikhailov [36] by using the Wiener-Hopf de-
composition. However, the solution provided there is
quite complicated and, most importantly, it crucially re-
lies on the presence of a frequency dependent complex-
valued diagonal conductivity σxx(ω). Here, we propose
instead a simpler approach that still captures the main
features of the EMPs in the far-field limit.
Using the conductivity tensor in (4), Eq. (3) reduces
to an integro-differential equation for the charge den-
sity. By Fourier transforming the translational invariant
4y-coordinate and introducing the corresponding momen-
tum q, we obtain
ωρ(x, q, ω) = 2piqσxyδ(x)
∫
dx′G0 (x− x′, q, 0) ρ (x′, q, ω) ,
(5)
where the function
G0(x, q, z) =
1
4pi2S
K0
(
|q|
√
x2 + z2
)
, (6)
is the Fourier transform of G0(r, r
′, z) in y− y′ and S is
the average dielectric constant of the medium; K0 is the
modified Bessel function of the second kind. In this pa-
per, we use the index 0 to label the electrostatic Green’s
function G obtained in free space, i.e. without including
the effect of metal gates.
From Eq. (5), it follows that the excess charge den-
sity is proportional to δ(x); this proportionality how-
ever leads to an unphysical divergence of the integral
kernel, which is related to the well-known electrostatic
instability of a 1-dimensional line of charge [60]. This
divergence can be dealt with by including a finite and
complex-valued σxx [36]: in this case, the excess charge
density spreads into the bulk with a penetration length
dependent on Im(σxx) and the Coulomb interactions are
regularized. In this section, however, we focus on another
approach to circumvent this problem, which allows for a
simpler solution: we add a phenomenological length l, be-
low which the interactions in the x direction are cut-off,
i.e. limx→0G0 (x, q, 0) ≈ G0 (l, q, 0). With this approxi-
mation, the eigenfrequency of the EMP is
ω ≈ qv0(q), (7)
with the momentum dependent velocity
v0(q) = 2piσxyG0 (l, q, 0) = 2vpK0(|q| l), (8)
and with a characteristic velocity
vp =
σxy
4piS
=
cα
2pi∗S
ν. (9)
Here, c is the speed of light in vacuum, α ≈ 1/137 is the
fine structure constant and ∗S is the dimensionless dielec-
tric constant of the medium; the definition of vp differs
from the one used in [45] by a factor ν. Note the pres-
ence of a familiar log(|q|) divergence for long wavelengths
[36, 38].
A more rigorous treatment of Eq. (3), not relying
on the introduction of an ad-hoc lengthscale to cut-off
the Coulomb interactions, is postponed to Sec. II B,
where we consider a smoother conductivity profile,
varying from zero to the bulk value in a finite length
l′. Including a length l′ in the calculations is another
well-known procedure to avoid the divergence of G0
and this procedure works also in the DC quantum Hall
limit σxx = 0 [38, 39]. In atomically defined edges, l
′ is
proportional to the magnetic length lB =
√
~/(eB) and
this approach is consistent also with quantum mechani-
cal calculations [44, 45, 47] up to a quantum correction
discussed in Appendix A. We anticipate that the EMP
eigenfrequency obtained for a smoother conductivity
profile, given in Eq. (58), coincides with Eq. (7) in
the long wavelength limit l, l′  1/q if we consider
l = c0l
′, with c0 being a constant of order 1 dependent
on the precise spatial profile of the conductivity. For
example, for the conductivity profile in Eq. (48), we
obtain c0 ≈ 0.53.
Using our approximation, the spatial variation of the
charge, potential and current density reduce to
ρ(r) ≈ ρ0δ(x)eiqy/(2pi), (10a)
V (r, z) ≈ ρ0eiqyG0 (x, q, z) , (10b)
j(r) ≈ ρ0σxyeiqyΘ(x)
( −iqG0 (x, q, 0)
∂xG0 (x, q, 0)
)
, (10c)
with ρ0 being a constant of units charge per meter. These
results are in agreement with the asymptotic far-field
limit of the solution of Volkov and Mikhailov [36] and
the one presented in Sec. II B 2.
The transverse component of the current density jx is
small compared to jy, and the potential and the current
density decay into the bulk of the material on a scale
1/q, which is generally quite long. This behavior is quite
different from conventional conductors, where the skin
depth is often negligible, and it is related to the fact
that QH materials are a novel form of insulator, and so
the electric field is unscreened in the bulk. This also
implies that even if the excess charge is localized at the
edge, the current density is quite broadly distributed in
the material, making QH devices quite unique. Note
that the electromagnetic waves traveling in this setup
are not TEM modes, but more complicated hybrid
TE-TM modes, with a finite component in the direction
of propagation. A detailed calculation of the electric
and magnetic field valid also in the near-field limit is
presented in Sec. II B 2.
From a microwave engineering perspective, the compli-
cated structure of the fields means that the choice of the
reference potential is not unique, and so the definition of
the characteristic impedance Z0 of the device can vary
[16]. For example, the characteristic impedance can be
defined from the microwave S-parameters [11, 15, 45] by
setting it equal to the values of the impedance of the ex-
ternal circuit that minimizes reflection at the electrodes.
Using this approach in capacitively coupled QH devices,
one obtains [15]
Z0 =
1
2σxy
. (11)
To verify the validity of this approach, we now compare
this result to the alternative definition for Z0:
P =
1
2
Z0I
2
c , (12)
5which relates the average power flow P to the amplitude
of the conduction current Ic.
The total conduction current at position y can be
found by integrating the current density in the direction
of propagation over a circular cross section C of radius
R→∞. The integration leads to
Ic(y) ≈ v0(q)
2pi
ρ0e
iqy; (13)
to avoid the divergence of the integral at x → 0, we
use again the cut-off length l and we restrict the do-
main of integration to [l,∞). Note that at the EMP
propagation frequency, the conduction current at any
point in y is compensated for by a displacement current
Id(y) ≈ −ωρ0eiqy/(2piq) = −Ic(y).
In the electro-quasi static approximation, the power
flow in the infinite circular cross section C is given by
(see e.g. Sec. 11 of [59])
P =
1
2
∫
C
V (j∗ − iωsE∗) dS ≈ I
2
c
4σxy
, (14)
leading to Z0 = 1/(2σxy), in agreement with the S-
parameter definition. Also, this result coincides in the
long wavelength limit with the characteristic impedance
computed with the near-field solution, see Eq. (65) in
Sec. II B 2.
2. Quantum Hall effect devices
In this section, we present a way to model the re-
sponse of a QH droplet capacitively coupled to external
electrodes. A phenomenological model of these devices
[8, 12, 15] relies on the chiral equation of motion for the
EMP charge density along the edge
iωρ(y, ω) = ∂y (v(y)ρ(y, ω)) + σxy∂yVa(y, ω), (15)
and on the relation between ρ and the current in the ith
electrode
Ii(ω) = −iω
∫
Ri
dyρ(y, ω). (16)
The velocity v(y) and the driving term Va(y) are
both functions of the position along the perimeter of
the droplet, parametrized by y. For simplicity, v(y) and
Va(y) are often approximated by piecewise functions,
and so the EMPs propagate at a constant velocity in
the regions Ri coupled to the ith electrode and are
boosted by the applied voltage in a narrow region at the
boundary of Ri.
The main goal of this section is to discuss the validity
of this model and to characterize the EMP velocities. To
do so, we analyze the simple configuration shown in Fig.
1, which gives us valuable insight into the coupling be-
tween the edge excitations of a QH droplet and external
FIG. 1. Cross-section of a gated quantum Hall device. A QH
material (red line) is coupled capacitively to a back gate at
distance dB and to two top gates placed at a distance d1,2 and
separated by a distance LB in the y-direction. The back gate
is grounded while the ith top gate is driven by a voltage Vi,
measured with respect to ground. For simplicity, all the gates
extend indefinitely in the x-direction, while the QH material
occupies only the half-plane x > 0. The y-direction is divided
into the three regions Ri characterized by the different gating
configuration; R1,2 extends to y → ∓∞, respectively. The
dielectric background is assumed to have a homogeneous and
isotropic dielectric constant S . An homogeneous magnetic
field B is applied in the z-direction.
electrodes. We consider a grounded back gate and two
top gates respectively at a distance dB , and d1,2 from
the QH material in the z-plane. The top gates 1, 2 are
placed at position y < 0 and y > LB , respectively, and
they are driven by external time-dependent potentials
V1,2(ω). The discussion here can then be generalized to
setups with more electrodes. All the electrodes are as-
sumed to be perfectly conducting.
In this configuration and in the QH regime, the EMP
dynamics is captured by Eq. (3), but inverting the Pois-
son equation and finding the screened potential V be-
comes a challenging task. In fact, the two top gates
break the translational invariance of the system in the
y-direction, so that G (l, y − y′, 0) → G (l, y, y′, 0), and
this causes momentum mixing in the y-direction. Also,
in this situation, the screening potential includes a driv-
ing term Va, which guarantees that the value of V at the
boundaries matches the time-dependent applied voltage,
see Eq. (1b).
To obtain an approximate equation of motion for the
EMP charge which resembles Eq. (15), we divide the
y-direction into three different regions Ri, with i =
(1, 2, B), as shown in Fig. 1. The total excess charge den-
sity ρ can then be decomposed into a sum of densities ρi
with support only inRi, i.e. ρ(x, y, ω) =
∑
i δ(x)ρi(y, ω),
6and the equation of motion in real space reduces to
iωρi(y, ω) = σxy∂y
Va,i(0, y, 0, ω) +
∑
j
∫
dy′Gij (l, y, y′, 0) ρj (y′, ω)
 . (17)
Here, Gij (l, y, y
′, 0) = G (l, y ∈ Ri, y′ ∈ Rj , 0) re-
lates the charge densities of the ith and jth regions,
Va,i(0, y, 0, ω) = Va(0, y ∈ Ri, 0, ω), and we introduced
again the small cut-off length l required for the integrand
to be finite.
To simplify the problem, we now use a local approxima-
tion for the Green’s function G, valid for smooth excita-
tions characterized by a wavelength 1/q in the y-direction
satisfying qdi  1 and when di/LB  1. In this local
approximation, we keep in the integral on the right hand
side of Eq. (17) only the terms that couple the charge
densities in the same region, i.e. Gij ≈ δijGi.
Although an exact computation of Gi is still challeng-
ing, the limiting behavior of these functions is known. In
particular, far from the boundaries of Ri, Gi can be ap-
proximately assumed to be translational invariant, and
given by
Gi(l, q, 0) =
1
4pi2s
∫
dk
eikl√
k2 + q2
fi
(√
k2 + q2
)
, (18)
where
f1,2(s) = (coth (sd1,2) + coth (sdB))
−1
, (19a)
fB(s) =
1
2
(
1− e−2sdB) . (19b)
In the long wavelength limit, ql 1, these results can
be used to further simplify Eq. (17) by approximating
Gi(l, y, y
′, 0) ≈ 2piδ(y − y′)Gi(l, q → 0, 0). (20)
Note that the presence of one or more metal electrodes
in every region is required to regularize the log(|q|)
singularity of the EMP velocity [36] and, consequently,
to guarantee that Gi(l, q, 0) is finite when ql→ 0.
To gain insight into the driving term Va, let us neglect
the capacitive cross-talk between the two top electrodes.
This approximation holds when di  LB and it allows
to decouple the effects of the voltages V1,2(ω) applied
to the top gates; the analysis of the capacitive coupling
between the electrodes can be done a posteriori, see e.g.
[10–12, 15]. In this case, we obtain that well-inside R1,2
the field Va,(1,2) (evaluated at the position of the EMP
x = z = 0) is approximately homogeneous and is related
to V1,2(ω) by
Va,(1,2)(0, y, 0, ω) ≈ V1,2(ω) dB
dB + d1,2
. (21)
-4 -2 0 2 40.0
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FIG. 2. Driving term Va(0, y, 0, ω) as a function of y. We
show a comparison between the numerical solution of the
Laplace equation for the electrostatic configuration in Fig.
1 (black line) and the step function approximation discussed
in the text (red line). The value of Va(0, y, 0, ω) in R1 used
for the step function is defined in Eq. (21). For the plot, we
fix the ratio dB/d1 = 3 and neglect the effect of the second
top electrode; the latter approximation is justified when the
two electrodes are far away from each other d1,2  LB .
Approaching the edge of R1,2, the value of Va in
x = z = 0 decreases, and it vanishes in RB at a distance
∼ d1,2 from the boundary. Because the driving voltage
enters the equation of motion (17) via ∂yVa, the applied
potential does not influence the plasmon dynamics
inside Ri, but it accelerates the EMPs at the edge of Ri.
When di  LB and in the long wavelength limit, one
can neglect the fringing effects and approximate Va by
using step functions, in agreement with the treatment
presented in [45]. To illustrate this approximation, we
find Va by solving numerically the Laplace equation in
the electrostatic configuration shown in Fig. 1. In Fig.
2, we show the solution Va evaluated at x = z = 0 close
to the boundary ofR1 and compare it with the step func-
tion approximation obtained by neglecting fringing fields.
Let us now focus on the limit d1,2  dB , which models
the response of the devices in Refs. [8, 11, 12, 15, 41]: in
this case, we find that Eq. (15) holds. In particular, we
obtain the piecewise equation of motion,
iωρi(y, ω) ≈ vi∂yρi (y, ω) , (22)
with velocities
vi = 2piσxyGi(l, q → 0, 0) = vp log
(
1 +
4d2i
l2
)
, (23)
and vp defined in Eq. (9). Also, as expected, if we ne-
glect the fringing fields, the applied voltages V1,2 enter in
the dynamics of the EMPs only via the matching condi-
tions at the boundaries between adjacent regions Ri. In
particular, we find that at the edge of R1,2 ρi satisfies
vBρB − v1,2ρ1,2 = σxyV1,2. (24)
7Here, we used the simplified form of Eqs. (18) and
(21), valid for d1,2  dB :
Gi(l, q, 0) ≈ K0(|q| l)−K0(|q|
√
l2 + 4d2i )
4pi2s
,
(25a)
Va,(1,2)(0, y, 0, ω) ≈ V1,2(ω). (25b)
If we consider a side gate instead of a top
gate, the EMP velocities in Eq. (23) modify as
vSGi = 2vp log(|2di/l − 1|); the two situations are quanti-
tatively different only when di comparable to the cut-off
length l.
We now analyze a more general situation, where d1,2
and dB are comparable. In this case, one obtains an
equation of motion similar to Eq. (22), but with dif-
ferent EMP velocities and matching conditions. In par-
ticular, the velocities are now proportional to the long
wavelength limit of Eq. (18), and the voltages V1,2 in the
right hand side of the matching conditions (24) acquire
an additional proportionality constant dBdB+d1,2 dependent
on the distance of the QH material from both gates, see
Eq. (21).
Also, to characterize the response of a QH device, one
needs to compute the current flowing in the top elec-
trodes, which is generally given by the integral of the
displacement current, i.e. by the time variation of the
surface charge localized at the top gates (R1,2 indicates
the 2-dimensional area of the top electrodes),
I1,2(ω) = iωS
∫
R1,2
dr
∫
dr′
∂
∂z
G(r, r′, d1,2)ρ(r′, ω).
(26)
By using the same approximations discussed above, when
d1,2 ∼ dB , this integral reduces to
I1,2(ω) ≈ −iω dB
dB + d1,2
∫
R1,2
dyρ1,2(y, ω). (27)
The prefactor dBdB+d1,2 in Eq. (27) is the same one that
modifies the driving voltage in the matching conditions
at the boundaries of R1,2. The physical origin of this
term is qualitatively understood by introducing the ca-
pacitance per unit area ci = s/di, which parametrizes
the electrostatic coupling of the QH material to the ith
metal gate. In R1,2, there are two capacitances c1,2 and
cB in series that connect the top gate to ground: only a
fraction
c−1B
c−1B +c
−1
1,2
= dBdB+d1,2 of the total applied voltage
reaches the QH material, and, conversely, only a fraction
c−1B
c−1B +c
−1
1,2
of the current flowing the QH material reaches
the top gates.
In the literature, the EMP velocities are sometimes re-
lated to a capacitance per unit length c˜, which quantifies
the Coulomb coupling of the electrode to QH edge state
[8, 42, 43]. In the configuration examined here, the veloc-
ity in R1,2 can also be roughly estimated by considering
the effect of two parallel capacitors c˜ by approximating
Eq. (18) as
G1,2(l, q → 0, 0) ≈ 1
2pi
1
c˜B + c˜1,2
, (28)
where c˜i = 4pis/ log(1 + (2di/l)
2) are obtained from the
q → 0 limit of Eq. (25a).
Note that the two capacitances ci and c˜i are qualita-
tively different quantities: the former is the usual parallel
plate capacitance (per unit area) which characterizes the
electrostatic coupling between 2-dimensional charged
planes, while the latter characterizes the Coulomb
interactions (per unit length) between a 2-dimensional
electrode and a (quasi) 1-dimensional line of charge.
In [15], the qualitative difference between c and c˜ is
neglected. This is a reasonable estimation only in a fully
local capacitance approximation, which is appropriate for
smooth edges where l′  di (l′ quantifies the broadening
of σxy(r) into the bulk) [36, 37]. In this situation, one can
assume that the Green’s function in the inverted Poisson
Eq. (1b) is local in both x and y and can be approximated
in R1,2 as
G1,2(r, r
′, 0) ≈ δ(r− r
′)
s
dBd1,2
dB + d1,2
=
δ(r− r′)
cB + c1,2
. (29)
With this simplification, and assuming a linear profile of
σxy(r) at the edge as in [37], one obtains the value of
EMP velocity v1,2 = σxy/(l
′(cB + c1,2)) used in [15]. For
sharp QH edges, however, the difference between ci and
c˜i is not negligible, and so the substitutions in Eq. (27)
of [15] have to be adjusted as
τ1,2 → τ˜1,2 ≡ L1,2 c˜B + c˜1,2
σxy
, (30a)
σxy → σxy
(
c−1B
c−1B + c
−1
i
)(
c−1B
c−1B + c
−1
j
)
. (30b)
3. Nanowires and Coulomb drag
We now analyze the response of a QH nanowire of
width W  2l, such as the one shown in Fig. 3 and
we focus on the effect of the Coulomb coupling between
different edges. The y-direction is again divided into the
three regions Ri shown in Fig. 1, that are characterized
by a different electrostatic configuration.
According to the discussion in Sec. II A 2, the response
in this setup can be modeled by studying separately the
EMP dynamics in Ri and by appropriately matching the
solutions at the boundaries to account for the applied
voltage V1,2, see Eqs. (22) and (24).
For this reason, we begin our analysis by looking for
self-consistent EMP excitations in a nanowire with the
conductivity profile
σxy(r) = σxyΘ(x)Θ(W − x). (31)
8FIG. 3. Top view of a QH nanowire of width W . The
nanowire is drawn in light red, while the gray areas indicate
the position of the metal electrodes. The vertical cross-section
of the device is shown in Fig. 1 and the y-direction is divided
into three regionsRi characterized by a different gating struc-
ture. The length of the nanowire is yt2 − yt1 = L1 + L2 + LB ,
where yti are the end points of the QH material in the y-
direction and Li is the length of Ri. The intra- and inter-edge
Coulomb couplings are parametrized by the velocities vF,I ,
respectively. The inter-edge component vI causes Coulomb
drag. We sketch schematically the charge profile in the x-
direction of the two EMP eigenmodes g±, moving with veloc-
ities ±vC = ±√(vF )2 − (vI)2, respectively. A positive charge
(red) localized mostly at one edge drags a r times smaller neg-
ative charge (blue) at the opposite edge; in the plot the sign
of g± is chosen to satisfy Eq. (47).
In this case, the equation of motion (5) in the momentum
space, straightforwardly modifies as
ωρi(x, q, ω) = 2piqσxy(δ(x)− δ(x−W ))∫
dx′Gi (x− x′, q, 0) ρi (x′, q, ω) . (32)
Here, the index i = (1, 2, B) labels the electrostatic con-
figuration of Ri; the corresponding Green’s function Gi
is given by Eq. (18). It is convenient to introduce the
vector decomposition of the excess charge density
ρi(x, q, ω) = ρ0gi(q, ω)
T
(
δ(x)
−δ(x−W )
)
, (33)
which leads to the matrix eigenvalue equation
ωgi(q, ω) = qµi(q)gi(q, ω), (34)
with an antisymmetric velocity matrix
µ
i
=
(
vFi −vIi
vIi −vFi
)
. (35)
The intra- and inter-edge velocities are defined respec-
tively as
vFi = 2piσxyGi(l, q, 0), (36a)
vIi = 2piσxyGi(W, q, 0) < v
F
i . (36b)
Because we are interested here in understanding the
effects of the inter-edge Coulomb coupling, we restrict
our analysis to nanowires that are thin on the scale of
the wavelength, i.e. qW  1: when this condition is not
met, the inter-edge coupling is negligible.
The antisymmetry of µ
i
is a general consequence of the
Green’s reciprocity theorem (i.e. G(x, x′) = G(x′, x));
also, the tracelessness of µ
i
guarantees that the eigenval-
ues of the matrix come in pairs with the same absolute
value and opposite sign.
The matrix µ
i
is easily diagonalized: it has eigenval-
ues ±vCi with vCi =
√
(vFi )
2 − (vIi )2 and corresponding
normalized eigenvectors
g±i =
1√
2

√
1± vCi
vFi√
1∓ vCi
vFi
 . (37)
The excess charge density of each eigenvector is mostly
localized at one edge of the nanowire, but because of the
inter-edge Coulomb interactions, it also drags a fraction
ri =
(g+i )R
(g+i )L
=
√
vFi − vCi
vFi + v
C
i
=
vFi − vCi
vIi
(38)
of charge with opposite sign at the other edge. The
edges of the nanowire at position x = 0 and x = W are
labeled by L and R, respectively, see Fig. 3.
Let us now focus on the effect of the driving voltages.
The main difference with Sec. II A 2 is that the EMP
equation of motion (17) becomes here a system of coupled
equations for g. Using the local approximation for G and
Va discussed there, we obtain
iωg(y, ω) = ∂y
(
µ(y)g(y, ω)
)
+ σxy∂yVa(y, ω), (39)
9where the velocity matrix µ(y) and the driving term
Va(y, ω) =
(
Va(0, y, 0, ω)
Va(W, y, 0, ω)
)
, (40)
are both piecewise functions with a constant value in Ri.
In particular, µ(y) in Ri reduces to the q → 0 limit of
the matrix µ
i
in Eq. (35). Also, for the device in Fig. 3,
the driving voltage is equal at the two edges, and so
Va,(1,2)(ω) = V1,2(ω)
dB
dB + d1,2
(
1
1
)
, (41)
and Va,B = 0.
The partial differential equations (39) can be easily
decoupled by introducing the matrices of column eigen-
vectors Mi = (g
+
i ,g
−
i ), that diagonalize µi. Defin-
ing the EMP eigenmodes ui ≡ M−1i gi and vCi =
diag(+vCi ,−vCi ), one obtains the equations of motion
iωui(y, ω) = v
C
i ∂yui(y, ω), (42)
and the matching conditions
vCBuB − vC1,2u1,2 = σxyM−11,2Va,(1,2)(ω). (43)
Note that using Eq. (41), the right hand side of (43)
simplifies to σxyΓ1,2V1,2
dB
dB+d1,2
(1, 1)T , with
Γ1,2 =
vF1,2√
2vC1,2
(√
1 +
vC1,2
vF1,2
−
√
1− v
C
1,2
vF1,2
)
. (44)
We can now find the total current I1,2 flowing into the
top gates in R1,2, which is obtained by integrating the
excess charge density ρ1,2. In a nanowire, I1,2 is com-
posed of the sum of the contributions of the two counter-
propagating EMP eigenmodes u±1,2 (± indicates the sign
of the velocity), i.e.
I1,2 =
1√
2
(√
1 +
vC1,2
vF1,2
I+1,2 +
√
1− v
C
1,2
vF1,2
I−1,2
)
, (45)
with
I±1,2 = −iω
dB
dB + d1,2
∫
R1,2
dyu±1,2(y, ω). (46)
Note that the setup in Fig. 3 is a closed device, and so
to proceed further in our analysis, we need to model the
termination of the nanowire. For simplicity, we assume,
that the nanowire is thin, i.e. W  Li; in this limit, one
can neglect the dynamics of the EMP in the x-direction,
and require that at the end points yti of the wire, the nor-
mal component of the current density vanishes. In terms
of the EMP eigenmodes u±1,2, this boundary condition
reduces to
u+1,2(y = y
t
1,2) = −u−1,2(y = yt1,2). (47)
Using this condition and Eq. (45), we find that I+1,2 =
I−1,2 for the device in Fig. 3, and so, the total current
flowing in the top gates reduces to I1,2 = I
+
1,2/Γ1,2. Note
now that because of the prefactor of the inhomogeneous
term in Eq. (43), one obtains that I+1,2 ∝ Γ1,2, and so the
total current I1,2 is independent of Γ1,2. Consequently,
the terminal-wise admittance matrix of this QH nanowire
has the same matrix elements shown in Eq. (4) of [15]
(obtained without inter-edge interactions) but with EMP
velocities renormalized by the Coulomb drag.
Also, Eqs. (45) and (47) justify the equivalent circuit
model for these devices proposed in [15], where there are
two circuits characterized by two charge densities with
opposite sign and moving in opposite direction connected
in parallel. These charge densities are sketched in Fig. 3
as the blue and red components of g±; in the plot their
sign is chosen to satisfy Eq. (47).
B. Near-field analysis
In this section, we provide a more detailed discussion
of the electromagnetic field at the edge of a QH droplet,
which accounts also for near-field corrections. For sim-
plicity, we now neglect the driving voltage and study only
self-consistent plasmonic excitations in a half-plane.
As discussed in Sec. II A, in the QH limit (σxx → 0)
and for sharp edges, a purely classical model of the EMPs
has a pathology due to the electrostatic instability of a 1-
dimensional line of charge [60]. This issue can be resolved
by considering a conductivity tensor with a small but
finite broadening l′ into the bulk of the material. For
example, we consider a conductivity profile of the form
σxy(r) =
σxy
2
(
1 + erf
(x
l′
))
. (48)
Because of the spatial dependence of the conductivity,
the delta function in Eq. (5) becomes a normalized gaus-
sian and so the excess charge density takes now the form
ρ(r) ∝ ∂xσxy(r) ∝ e−(x/l′)2 .
Note that the length l′ is a phenomenological parame-
ter, whose value has to be extracted from experiments or
computed a priori. Here, to estimate l′, we fit the excess
charge density ρ and the eigenfrequency ω obtained in our
semiclassical model against the results obtained from a
quantum mechanical analysis [44–46]. A more detailed
explanation of the quantum mechanical treatment, in-
cluding a discussion of the leading quantum corrections
to the EMP dynamics, can be found in Appendix A. In
particular, we find that in QH droplets with atomically
defined edges and filling factors ν = 1, the EMP charge
density is also approximately gaussian, see Fig. 13a), and
so the conductivity (48) is well-suited to model these sys-
tems.
In this case, a good agreement of the results is achieved
when l′ ∝ lB , with lB =
√
~/(eB) being the magnetic
length; the proportionality constant is of order one and
its value depends on the Fermi energy of the QH material.
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For example, when the Fermi energy lies in the middle
of the cyclotron gap between the lowest and first Landau
level,
l′ ≈ 0.75lB . (49)
Also, from the quantum mechanical treatment presented
in Appendix A, it follows that the conductivity profile in
Eq. (48) is not centered at the physical edge of the QH
material, but is shifted into the bulk by a length x0 ∝ lB .
In particular, at the same Fermi energy that gives (49),
we obtain
x0 ≈ 1.15lB . (50)
The precise value of l′ and x0 is relevant for the discussion
of the resonator-qubit coupling in Sec. III. The general
dependence of l′ and x0 on the Fermi energy is shown in
Fig. 13b).
1. EMP velocity
When no external voltage is applied, Eq. (3) with the
conductivity profile (48) reduces to a homogeneous Fred-
holm integral equation of the second kind, that has to be
solved for the EMP charge density ρ and for the eigenfre-
quency ω. There are several possible ways to proceed: we
choose here an approach that can be easily generalized
to include a finite diagonal conductivity, as described in
Sec. II C.
We work in the momentum space (y → q), and we
introduce the auxiliary function p defined by
ρ(x, q, ω) = p(x, q, ω)
e−(x/l
′)2
√
pil′
. (51)
For simplicity of notation, we suppress the explicit depen-
dence of p on q and ω. Also, we neglect at first the effect
of the electrodes, and so we use the free space Green’s
function (6). The EMP equation of motion reduces to
ω
qvp
p(x) =
2√
pil′
∫
R
dx′e−(x
′/l′)2K0 (|q||x− x′|) p(x′).
(52)
This integral equation can be converted into a matrix
eigenvalue problem by using the decomposition
p(x) =
∞∑
n=0
pn
√
n+
1
2
Pn
(
erf
(x
l′
))
, (53)
where Pn are the Legendre polynomials [61]. This leads
to
ω
qvp
pn =
∞∑
m=0
Λnmpm, (54)
with
Λnm =
√
n+
1
2
√
m+
1
2
∫ 1
−1
dsPn(s)
∫ 1
−1
ds′Pm(s′)
K0
(|ql′| ∣∣erf−1(s)− erf−1(s′)∣∣) , (55)
and with erf−1 being the inverse error function.
Note that although the matrix problem in Eq. (54)
supports an infinite number of eigenvalues, in the sharp
edge limit, the slower (acoustic) modes are strongly
damped and weakly coupled to external voltage sources
[38, 45]; for this reason, we neglect them here and fo-
cus only on the fastest (optical) mode. Taking the long-
wavelength limit ql′ → 0 in the kernel of the integral (55),
we obtain
Λnm ≈ − log
(
(ql′)2eγ
8
)
δn0δm0 − Λ˜nm, (56)
with γ being the Euler constant and with
Λ˜nm = log (2e
γ) δn0δm0 +
√
n+
1
2
√
m+
1
2
×∫ 1
−1
dsPn(s)
∫ 1
−1
ds′Pm(s′) log
(∣∣erf−1(s)− erf−1(s′)∣∣) .
(57)
The first term in Eq. (57) guarantees that Λ˜00 = 0. This
decomposition is useful for perturbative considerations:
for long wavelengths, the dominant term in the eigenvalue
equation (54) is the divergent term at n = m = 0. This
implies that the EMP eigenfrequency in this limit can be
approximated as
ω ≈ −qvp log
(
(ql′)2eγ
8
)
, (58)
and the EMP charge density (51) preserves the gaussian
form, i.e. pn ≈ δn0 in Eq. (53). This solution is
consistent with the quantum analysis in Appendix A
and it also qualitatively agrees with the results of the
smooth edge model of Aleiner and Glazman [38, 39].
It is also straightforward to modify the interaction ker-
nel in the definition of Λnm (55) to include the effects
of external electrodes. For example, we consider now a
top gate at a distance d from the EMP. As discussed
in Sec. II A 2, the metal electrode regularizes the long
wavelength behavior of the EMP because of the positive
image charge at z = 2d, see Eq. (25a). For this reason,
when the gate is very close to the EMP, the perturbative
treatment just presented becomes questionable; we find
however that it still gives an excellent approximation,
with an error below 4% for d & 2l′ at q = 0.
A comparison between numerics and the perturbative
expansion for small wavevectors with and without
electrodes is shown in Fig. 4: the correction due to Λ˜
is negligible in the parameter regime we are interested in.
At this point, we can also compare this result to the
simple solution proposed in Sec. II A: we find that in
the longwavelength limit the eigenfrequencies in Eqs. (7)
and (58) coincide when
l = c0l
′, with c0 =
e−γ/2√
2
≈ 0.53; (59)
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FIG. 4. Eigenvalues of Eq. (54): comparison between the
numerical results and the perturbative solution (58). In the
insets, we plot the percentage error in making the approxima-
tion. In a), we plot the eigenfrequency without considering
screening gates, while in b) we include a top gate at distance
d = 10l′ from the EMP.
the same value of l is appropriate in the presence of elec-
trodes.
For different conductivity profiles, one can proceed in
a similar way. In the long-wavelength limit, we find that
the excess charge density takes again the form ρ(r) ∝
∂xσxy(r) and the eigenfrequency can be estimated from
the far-field Eqs. (7) and (8), but with a different value
of c0, which depends on the conductivity profile chosen.
For example, using σxy(r) ∝ arctan(
√
x/l′), we obtain
c0 = 4, in agreement with the solution of [38].
2. Electromagnetic field
Here, we discuss the near-field behavior of the electro-
magnetic field and compare it to the results presented in
Sec. II A. To do so, we use the perturbative solution to
the eigenvalue problem (54): we neglect the corrections
caused by Λ˜nm and consider a gaussian charge density
with broadening l′. Without electrodes, the charge, po-
tential and current are given by
ρ(r) = ρ0e
iqye−(
x
l′ )
2
/(2pi
√
pil′) (60a)
V (r, z) = V0e
iqyG0(x, q, z) (60b)
j(r) = V0e
iqyσxy(r)
( −iqg0(x, q)
∂xg0(x, q)
)
, (60c)
and they have to be compared to their far-field counter-
parts in Eq. (10).
Here, ρ0 is a unspecified constant of units charge per
meter, we defined V0 = ρ0/(8pi
2S) and σxy(r) is given in
Eq. (48). The dimensionless function G depends on the
specific electrostatic configuration and in free space is
G0(x, q, z) = 2√
pil′
∫
R
dx′e−
(
x−x′
l′
)2
K0
(
|q|
√
x′2 + z2
)
.
(61)
The value of G0 on the z = 0 plane is particularly
important for the qubit coupling described in Sec. III B,
and so we define G0(x, q, 0) ≡ g0(x, q). We now analyze
two useful asymptotic limits of g0, namely |q|−1  x, l′
and l′  |q|−1, x. The first limit is useful to have a good
Far-field
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FIG. 5. Near- and far-field approximation of the function
g0(x, q), defined by the limit z → 0 of Eq. (61). The black
dots are obtained by solving the integral numerically, while
the solid red and blue lines are the asymptotic solution in
the near- and far-field limit, respectively. For illustrative pur-
poses, we used a rather high value of ql′ = 0.1.
estimation of g0 in the near-field, i.e. when x and l
′ are
of the same order of magnitude and both much smaller
than 1/q, while the second limit gives a better estimation
in the far-field, and, more generally, when the argument
of the Bessel function is not infinitesimal. In the former
case, we expand the Bessel function to the lowest order
in |q| and perform the integration, leading to
g0(x, q) ≈ 1F (1,0,0)1
(
0;
1
2
;−x
2
l′2
)
−log
(
(ql′)2eγ
16
)
, (62)
with 1F
(1,0,0)
1 being the derivative with respect to the
first argument of the Kummer function of the first kind
[61]. In contrast, in the far-field limit, we approximate
the gaussian by a delta function as in Sec. II A, and we
obtain
g0(x, q) ≈ 2K0 (|qx|) . (63)
The two different approximations are shown in Fig. 5.
From Eq. (60), it is straightforward to compute the
electric and magnetic fields
E(r) ≈ −∇r,zV (r, z), (64a)
B(r) =
1
c2S
∇r,z ×
∫
dr′G0(r, r′, z)
(
j(r′)
0
)
, (64b)
where once again we use the electro-quasi static approx-
imation for E and neglected the small corrections due to
the time derivative of B (i.e. ∇×E ≈ 0). In Eq. (64b),
we use B = ∇ × A, where A is the vector potential in
the Lorenz gauge [62]. Fig. 6 shows a comparison of the
electromagnetic fields in the cross section y = 0 obtained
from Eq. (60) and from its far-field limit Eq. (10). In
the plots, we consider two QH materials lying in the
(x, y) plane with a smooth and an abrupt conductivity
profile and we neglect the effect of the external electrodes.
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FIG. 6. Electromagnetic field in the plane y = 0 generated by
a QH material in the (x, y) plane and without electrodes. In
a) we show the results obtained by the potential and current
density in Eq. (60), and in b) we show the analogous far-field
obtained from Eq. (10). In the plots, we choose ql′ = 0.01
and the axis are in units l′ = l/c0 with c0 = 0.53. The orange
(black) stream lines represent the electric (magnetic) field,
while in the background, we plotted the scalar potential V .
The thick red lines indicate the position of the QH material,
and their opacity is weighted by the conductivity profile.
We can also verify the estimation of the impedance
given in Sec. II A. The conduction current Ic can be
computed without resorting to an artificial cut-off length,
and we find that Eq. (13) is still applicable. Also, to
find the power flow, we start from the usual definition
of the Poynting vector S = 12E × H∗ and we resort to
the electroquasi-static approximation ∇ × E ≈ 0, such
that, up to a unimportant curl, S ≈ 12V (j + iωSE)∗,
see e.g. Sec. 11 of [59]. Integrating S along a circular
cross-section with radius R→∞ in the y = 0 plane, the
average power flow reduces to
P =
I2c
4σxy
(1− h(q)). (65)
The function h(q) ∝ e−(ql′/2)2/K0((ql′/2)2) can be
discarded in the long wavelength limit, and so we obtain
the same result as Eq. (14).
To conclude this section, we comment on the effect of
a top and of a side gate at distance d from the edge of
the QH material. The function G0 in (61) is modified as
G0 → G0 + Gt,s, where the additive corrections are
Gt = −
∫
R
2d′√
pil′
e
−
(
x−x′
l′
)2
K0
(
|q|
√
x′2 + (z + 2d)2
)
,
(66a)
Gs = −
∫ ∞
−d
2dx′√
pil′
e
−
(
x−x′
l′
)2
K0
(
|q|
√
(x+ x′ + 2d)2 + z2
)
,
(66b)
for the top and side gate, respectively.
We are interested in understanding the effect of the
electrodes on the electric field and on its gradient in the
z = 0 plane, where, in Sec. III, we place the qubit.
To do so, the far-field asymptotic limit of the integrals
gt,s ≡ Gt,s(z → 0) suffices, because for a finite value of
d the argument of the Bessel function does not diverge.
By approximating the gaussian in the integrand (66) by
a delta function, it is straightforward to verify that the
electric field in x-direction decreases (increases) by intro-
ducing a top (side) gate. In contrast, the electric field
gradient always decreases when we consider a side gate,
while for a top gate the behavior depends on d: the gra-
dient increases if d > x/2 and it decreases otherwise.
C. Dissipation
In this section, we extend the semiclassical model pre-
sented of Sec. II B 1 to include dissipation and we present
a simple fitting of the results inspired by the analytic so-
lution of [36].
The decay of the EMPs is assumed to be caused by a
finite and real diagonal part σxx(r) of the conductivity
tensor in the system of equations (1). Imperfections in
the dielectric or in the electrodes are neglected and can
be accounted for a posteriori [16]. Because of σxx, the
relation in Eq. (3) between the charge density and the
screened potential is modified by the additional term in
the right hand side
σxx(r)∇2rV (r, 0, ω) + (∇rσxx(r)) · ∇rV (r, 0, ω). (67)
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For simplicity, we now restrict our analysis to self-
consistent excitations in a half-plane. We use the form of
(48) for the two components of the conductivity tensor
σxx(r) and σxy(r). We also neglect retardation effects
and take the DC limit of the conductivity.
Fourier transforming the y-direction and using the free
space Green’s function (6), we obtain an integral equa-
tion for the auxiliary function p(x) similar to Eq. (52)
with the additional integral in the right hand side
− i 2σxx√
piσxyql′
Dˆ(x)
∫
R
dx′e−(x
′/l′)2K0 (|q||x− x′|) p(x′),
(68)
where we define the differential operator
Dˆ(x) = ∂x +
σxx(r)
∂xσxx(r)
(
∂2xx − q2
)
. (69)
Following the procedure presented in Sec. II B 1, we
discretize the integral equation by using the decomposi-
tion (53) and we obtain the eigenvalue equation (54) with
the extra imaginary term
− i σxx
σxyql′
∞∑
m=0
∞∑
k=0
DnkΛkmpm, (70)
with
Dnk = 2√
pi
√
n+
1
2
√
k +
1
2
∫
R
dxe−x
2/l′2
Pn
(
erf
(x
l′
))
Dˆ (x)Pk
(
erf
(x
l′
))
. (71)
Therefore, the problem including dissipation reduces
to the diagonalization of the complex-valued matrix
ΛD =
(
I − i σxx
σxyql′
D
)
Λ, (72)
with I being the identity matrix.
For long wavelengths, we approximate Λ by Eq. (56)
and neglect the q2 correction in Eq. (69). To find the
complex EMP eigenfrequency ω, we diagonalize ΛD
numerically.
In Fig. 7a), we show how Im(ω) varies as a function
of the wavevector q for different values of σxx/σxy. Note
that the dissipative term Im(ΛD) is proportional to
the ratio of two small parameters σxx/(σxyql
′), and so
it is not necessarily small. Therefore, even for small
values of the diagonal conductivity, one cannot generally
neglect the redistribution of charges in the bulk due
to σxx [36]. However, the matrix element (DΛ)00 = 0
and so in the long wavelength and small dissipation
limit (and when σxx/(σxyql
′) . 1), Eq. (58) still
gives a good estimation of Re(ω). The dependence of
Im(ω) on the ratio of diagonal to off-diagonal conductivi-
ties σxx/σxy obtained for ql
′ = 10−3 is shown in Fig. 7c).
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FIG. 7. Attenuation of the EMPs: Im(ω). The red lines are
computed numerically by diagonalizing (72), while the blue
lines are obtained by using the complex-valued length l (74)
in the far-field EMP eigenfrequency (7), with the appropriate
velocity dependent on the electrostatic configuration. In the
insets, we plot the percentage error made in Re(ω) by this ap-
proximation. In a) and b), we plot Im(ω) as a function of the
wavevector ql′ at a fixed value of the diagonal conductivity.
In a), we do not include metal gates and use (6). The solid,
dashed and dotted lines are obtained for σxx/σxy = 10
−4,
σxx/σxy = 10
−3 and σxx/σxy = 2 × 10−3, respectively. In
b), we show the effect of a top gate and use (25a). We con-
sider σxx/σxy = 10
−3 and plot with a solid line the value of
Im(ω) including a top gate at distance d = 10l′; the dashed
line is shown for comparison and is obtained without gates.
In c), we plot Im(ω) as a function of the ratio of diagonal to
off-diagonal conductivity σxx/σxy and we use ql
′ = 10−3.
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Our numerical solution can be interpreted by consid-
ering the analytical solution of a closely related prob-
lem, provided by Volkov and Mikhailov [36]. They con-
sider a very sharp edge, modeled by σ(r) ∝ Θ(x), and
a frequency dependent diagonal conductivity of the form
σxx(1 + iωT ), with T being a characteristic scattering
time. The imaginary part of σxx is related to the kinetic
inductance of the QH material.
In free space and for long wavelengths, they calculated
a EMP propagation velocity ω/q ≈ −2vp log(|q|l), where,
most importantly, l is a complex number with the units
of length: the lifetime of the EMP is then parametrized
by the imaginary part of l. In particular, they find
l ∝ −ivp
ω
σxx
σxy
(1 + iωT ). (73)
We remark that the presence of an imaginary part of
σxx in their treatment is required to avoid singularities
of the Coulomb interaction kernel. In contrast, if one
considers the smoother profile of the conductivity (48),
varying from zero to the bulk value over a finite length
l′, the problem is well-defined even for Im(σxx) = 0, as
discussed in Sec. II B. In this case, we find that Im(ω)
can be well approximated by using the far-field eigenfre-
quency ω in Eqs. (7) and (8), with the complex-valued
length
l ≈ c0
(
l′ − ipi vp
ω0
σxx
σxy
)
≡ l0 − il1, (74)
where ω0 ≡ ω(σxx → 0) ∈ R, and c0 is the dimensionless
constant defined in Eq. (59).
From Fig. 7a) and 7c), we observe that this estimation
works reasonably well when l0 & l1, i.e. σxx/σxy . ql′,
and that it overestimates dissipation otherwise. In
particular, when σxx/σxy = 10
−4, the agreement is
excellent in the range of wavelengths considered. For
higher values of σxx/σxy, the approximation becomes
worse at short wavevectors ql′. In fact, for small values
of ql′, the numerical analysis suggests a finite value of
attenuation, while the approximation scales as ∼ 1/q
because of the divergence of l1 = Im(l) in Eq. (74), and
so the approximation overestimates the attenuation of
the EMPs. Also, in the range of parameters considered,
the real part of the propagation frequency Re(ω) does
not change appreciably.
Note that the effect of metal electrodes can be straight-
forwardly included by appropriately modifying the inte-
grand in the definition of Λ (55). When σxx/(σxyql
′) . 1,
and as long as the distance d of the metal gate from the
EMP satisfies d l′, we find that one can well estimate
the eigenfrequency ω by using the complex-valued length
l in (74). In this case, the image charge at the electrodes
needs to be included by appropriately adjusting ω0. For
example, for a top gate, we modify the EMP velocity (8)
by using the Green’s function in (25a) instead of (6).
In Fig. 7b), we show how the attenuation Im(ω),
obtained for σxx/σxy = 10
−3 and d = 10l′, varies as a
function of the wavevector q (solid lines). Comparing
to the dissipation of the EMPs in free space (dashed
lines), we observe that the lifetime of the excitations
is generally reduced by the interaction with the image
charge, in agreement with the analysis of Volkov and
Mikhailov [36].
1. Quality factor of QH resonators
To conclude this section about dissipation, we now dis-
cuss how a finite value of σxx degrades the performance
of the devices. We restrict our analysis to QH materi-
als with abruptly terminated edges and a filling factor
ν = 1, and so the conductivity profile (48) is expected to
be appropriate, see Appendix A. In particular, we focus
on a QH droplet of perimeter Ly and we consider for sim-
plicity an electrostatic configuration that does not break
the translational invariance in the y-direction, i.e. the di-
rection of propagation of the excess charge density ρ. In
this case, the droplet supports plasmonic excitations that
satisfy periodic boundary conditions for ρ in y. The peri-
odicity of ρ restricts the allowed values of the wavevector
to q = 2pinq/Ly, where nq ∈ N is the wavenumber, and
so the EMP eigenfrequency is quantized.
In this paper, we refer to this device as a QH resonator,
where the resonant frequency is obtained by evaluating
the dispersion relation (7) at q = 2pinq/Ly. We remark
that a QH resonator differs from conventional microwave
resonators, where the electromagnetic field propagates
back and forth in the bulk of the material instead of
chirally along the perimeter; a QH resonator can be
designed to mimic a conventional one by appropriately
breaking the translational invariance in the y-direction,
see e.g. Fig. 3 of [15].
In lossy microwave resonators, the resonator frequency
ωR ≡ ω (q = 2pinq/Ly) becomes complex-valued. The
imaginary part of ωR is related to the attenuation in the
system and is often parametrized by the dimensionless
quality factor Q, defined as [16]
ωR = ω0
(
1 +
i
2Q
)
. (75)
To obtain an intuitive equation for Q, we further sim-
plify the fitting formula of the complex-valued eigenfre-
quency ω discussed in Sec. II C by expanding ω around
the real part l0 of l in (74). The result obtained with this
expansion agrees reasonably well with the numerics in the
same parameter region for which the use of the complex-
valued length l is appropriate, i.e. σxx/σxy . ql′.
With this simplification, the Q factor reduces to
Q ≈ − G (l0, q, 0)
2l1∂l0G (l0, q, 0)
=
1
2
σxy
σxx
(
ω0τ
∗
2pi
)2
, (76)
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where the timescale τ∗ is defined by
τ∗ =
1
vp
√
Ly
nq
(−c04pi2S∂l0G (l0, q, 0))−1/2 . (77)
Here, τ∗ represents the time required for an excitation
with velocity vp to travel for an effective relaxation length
given by the geometric mean of the characteristic lengths
(in the x- and y-direction) over which the electric field
varies. For example, in the long wavelength limit and
without external electrodes, τ∗ ≈√(Ly/nq)l′/vp.
Note that ω0τ
∗ ∝ (Ly)−1/2, and so longer resonators
have lower Q. For this reason, the meta-material con-
struction presented in [15] is particularly appealing to
implement long and low-loss transmission lines.
Also, if we consider a metal gate placed at a dis-
tance d from the edge of the QH material, such that
qd  1, we find that the attenuation of the EMP
increases marginally, but the resonance frequency
of the resonator decreases drastically because of the
regularization of the log(q) singularity in the EMP
velocity. This consideration implies that the Q factor is
lowered by the electrodes; for example, for a top gate,
ω0τ
∗ ∝ log(1 + d2/l20), and so Q scales logarithmically
with d.
To give a quantitative example, we consider a real-
istic QH resonator in GaAs (∗S ≈ 8.7) of perimeter
Ly = 35µm and wavenumber nq = 1, with a top gate
placed at d = 3µm from the EMP and under the effect
of a magnetic field B = 0.1T. The electron density is
chosen to have a filling factor ν = 1. In this case, we
expect a resonance frequency ω0/(2pi) ≈ 10.5GHz and
τ∗ ≈ 42.4ns. Considering a diagonal resistivity of a few
Ohms per square [48–51], experimentally achievable for a
wide range of materials at the mK temperatures required
for spin qubit operations, we can use σxx/σxy = 10
−4,
and we obtain Q ≈ 103.
III. COUPLING TO QUBITS
There are several different proposals for coupling QH
edge states and solid state qubits, e.g. via tunnel [63] or
Coulomb interactions [19]. In this section, we focus on
the latter approach, and, in particular, we quantify the
electrostatic coupling between the EMPs and semicon-
ductor qubits. The coupling strongly depends on the
type of qubit chosen and on its design, in particular
qubits with higher susceptibility to the electric field have
a larger coupling constant.
Here, for example, we analyze only singlet-triplet (ST)
qubits and we consider the setup shown in Fig. 8.
The model of the ST qubit is discussed in detail in Ap-
pendix B. The qubit is defined by a double-well potential
in the (x, y) plane, where the centers of mass of the two
dots are displaced by 2a in the x-direction with respect
FIG. 8. QH resonator and ST qubit. To define the ST
qubit, we consider two electrons in a double dot potential
perpendicular to the edge of a QH resonator of perimeter Ly.
The two dots are separated by a distance 2a and an external
electric field E0 is applied in the direction connecting the dots;
the eigenstates of each dot are characterized by a confinement
length lT , see Eq. (79). The QH edge state extends into the
bulk for a length l′ = 0.75lB (49) and its center of mass
(red solid line) is at a distance τ from the center of mass of
the double dot; τ accounts for the shift x0 = 1.15lB (50) of
the EMP charge density into the bulk of the QH material.
An homogeneous magnetic field B is applied in the direction
perpendicular to the plane.
to each other. In particular, we consider the quartic po-
tential [64]
VC(x, y) =
mΩ2
2
((
x2 − a2
2a
)2
+ y2
)
, (78)
where m is the effective mass of the material and the fre-
quency Ω quantifies the confinement strength. A mag-
netic field B is applied in the z-direction and an electric
field E0 is applied in the direction parallel to the two
wells. E0 creates a dipole moment between the two dots,
which results into a finite detuning energy ∆, i.e. a shift
of the zero-point energy of the two dots. The field B
modifies the characteristic length lT over which electrons
are confined. This length is given by
lT =
√
~
mΩT
, (79)
where we define the Fock-Darwin frequency
ΩT =
√
Ω2 +
ω2c
4
, (80)
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and the cyclotron frequency ωc = eB/m. Also, we intro-
duce the dimensionless constant
β =
(
ωc
2ΩT
)2
=
(
1 +
(
2Ω
ωc
)2)−1
∈ [0, 1), (81)
which parametrizes the ratio of magnetic and harmonic
confinement energy.
We consider a strongly depleted regime in which there
are only two electrons in the double dot. We then choose
as computational states the usual antisymmetric (singlet)
and symmetric (triplet) combinations of spins in the two
dots; the energy gap between these states is given by the
exchange interaction Jex. For simplicity, we also neglect
the effects of the spin-orbit coupling and of a magnetic
field gradient, and so the singlet and triplet subspaces
are decoupled. In this case, Jex is obtained by combin-
ing Eqs. (B40), (B19) and (B27) and can vary over a
few orders of magnitude for different qubit designs. In
the following, we restrict the analysis to the value of the
design parameters that guarantee an exchange energy in
the microwave domain, i.e. Jex . 15GHz.
The center of mass of the qubit is placed at a dis-
tance τ from the center of mass of the EMP of a QH
resonator of perimeter Ly, see Fig. 8. The QH material
is assumed to have a filling factor ν = 1 and we only ex-
amine the coupling to the lowest mode of the resonator,
with wavenumber nq = qLy/(2pi) = 1. Also, we study
the amplitude of the coupling between the qubit and the
electric field evaluated in the cross section y = 0, shown
with orange lines in Fig. 6a).
Note that τ includes a shift x0 (50) of the EMP
charge density into the bulk of the QH material which
is caused by the quantum corrections discussed in Sec.
II B and in Appendix A. The length τ is also assumed
to be sufficiently large for the tunnel coupling to be
unimportant and, for this reason, we only focus on the
electrostatic coupling. The inductive coupling between
the qubit and the magnetic field arising from the current
flowing in the transmission line is also neglected. This
is justified because the magnetic field generated by the
EMP is of the order of few nano Tesla, and this results
in a coupling strength of a few kHz.
We begin this section by examining the coupling be-
tween the ST qubit and the EMP in a lossless QH res-
onator. We provide a perturbative analysis of the in-
teractions in Sec. III A and a more detailed calculation
in Sec. III B. We then consider the lossy resonators de-
scribed in Sec. II C, and in Sec. III C we discuss the
possibility of attaining strong resonator-photon coupling
with these systems.
A. Perturbation theory
We now introduce an intuitive model useful to under-
stand qualitatively the Coulomb coupling between EMPs
and ST qubits.
First, we remark that in the absence of spin-orbit cou-
pling and magnetic field gradient, an electric field does
not couple the singlet and triplet subspaces. For this rea-
son, the qubit dipole moment must be longitudinal, i.e.
∝ σz, (σz is the Pauli matrix acting on the qubit), and so
the resonator-qubit coupling has a form that is desirable
for qubit read-out and scalability [53–55].
Also, the qubit dipole moment depends on the ex-
ternally applied electric field E0. In particular, from
the analysis presented in Appendix B (see Eqs. (B41),
(B28) and (B29)), it follows that the non-detuned
configuration (E0 = 0) has no dipole moment, and so
to the first order of perturbation theory, the qubit is
not altered by a homogeneous electric field E. This
property can be advantageous because it suppresses
charge noise, however it also drastically reduces the elec-
trostatic coupling with transmission lines and resonators.
We discuss here two different procedures that can be
followed to circumvent this problem and to obtain a finite
photon-qubit interaction.
The first possibility is to use a non-homogeneous elec-
tric field. For example, one can consider an asymmet-
ric structure, where one of the dots experiences a higher
electric field than the other [19]. In QH resonators, the
electric field decays as ∼ 1/x in the direction perpendicu-
lar to the edge, see Eq. (A9), and so this asymmetry can
be obtained by placing the two dots perpendicularly to
the resonator edge, as shown in Fig. 8. In this case, we
can obtain a finite coupling also with no external electric
field E0 = 0.
To have a simple model that captures the main physics
of this device, we Taylor expand the electric field of
the EMP in the x-direction (perpendicular to the edge)
around the center of mass of the qubit, i.e. E(x) ≈
E(0) + δEx, with δE ≡ ∂xE|x→0, and we study the re-
sponse of the qubit to the constant electric field gradient
δE. We neglect here the spatial variation of the field in
the other directions, which in the long wavelength limit
vanishes at the qubit position, see Eq. (A9). If we con-
sider E0 = 0, the homogeneous component of the res-
onator field has no effect to linear order. In contrast, δE
changes the double dot Hamiltonian (B1) by the addition
of the quadratic term −eδEx2/2 and, to the lowest order
in δE, the exchange energy modifies as Jex → Jex +δJex,
with
δJex = χt
s√
2(1− s2)a
2eδE. (82)
Here, s is the overlap between the ground state wave-
functions of the two dots, i.e.
s = e−a
2(1+β)/l2T , (83)
with lT and β defined in Eqs. (79) and (81), respectively.
The prefactor χt quantifies the susceptibility of the qubit
to a change in the tunnel coupling t between the two dots;
χt strongly depends on the qubit design. An explicit
expression for χt is given in Eq. (B42a).
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To find the interaction Hamiltonian, we now quantize
the electric field of the QH resonator as described in Ap-
pendix A 1. Considering, for simplicity, the far-field (in
the sense of Sec. II) and long-wavelength asymptotic ex-
pression of E(r) in Eq. (A9), we obtain
Hint =
~γ1
2
σz(aˆ
† + aˆ), (84)
with aˆ being the annihilation operator for a single boson
in the cavity. The coupling constant γ1 is given by
γ1
2pi
= −
√
2
vp
Ly
χt
s
1− s2
a2
τ2
; (85)
vp is the characteristic plasmon velocity in Eq. (9) eval-
uated at the filling factor ν = 1.
To have an estimation of γ1, let us consider two weakly
coupled dots; in this case, Eq. (85) simplifies to
γ1
2pi
≈ 2
√
2
vp
Ly
t
|UHu|csch
(
a2
l2T
(1 + β)
)
a2
τ2
. (86)
The energy UHu is the on-site Hubbard energy, which
quantifies the Coulomb interactions caused by the dou-
ble occupation of a single dot. We consider the coupling
between dots to be weak when UHu is much greater than
all the other energy contributions. As discussed in Ap-
pendix B, using the quartic confinement potential (78),
one can find explicit expressions of UHu and of the tun-
nel energy t as a function of the qubit design parameters
(i.e. a,Ω, B). The result is obtained by combining Eqs.
(B19), (B25) and (B27).
For example, for a realistic GaAs (∗S ≈ 8.7) resonator
of perimeter Ly = 20µm, the prefactor is vp/Ly ≈ 2GHz;
using also t/|UHu| = 0.1, a = lT , τ = 3a and β = 0.01, we
obtain γ1/(2pi) ≈ 53MHz, comparable with the coupling
strength in a strongly coupled spin-photon system [17,
18, 32].
It is also interesting to observe that there is a finite
coupling to the electric field gradient δE even if the dots
are rotated and aligned parallel to the resonator edge.
This coupling originates from the different magnetic
field dependent phases between the wavefunctions of the
two dots, and its magnitude is reduced, compared to Eq.
(85), by the multiplicative factor β in Eq. (81).
The second procedure to obtain a finite coupling in this
setup is to move away from the sweet spot that suppresses
charge noise and to include a small homogeneous electric
field E0 in the x-direction, see Fig. 8. The qubit then ac-
quires a finite dipole moment and it becomes susceptible
in the first order to the homogeneous (averaged) compo-
nent of the electric field of the QH resonator E(0) ≡ E
[20]. Note that in this approach, the qubit is more vul-
nerable to charge noise; however, since E is quite high,
one can achieve a finite coupling strength even for small
values of E0, for which the qubit susceptibility to noise
is still low.
Combining Eqs. (B41), (B28) and (B29), we find that
the correction to Jex linear in E is
δJex = 2e
2
(
χtt2 + χ∆∆
2
1
)
E0E. (87)
Here, χ∆ is defined in Eq. (B42b) and is the suscep-
tibility of the qubit to the detuning ∆. The quantities
∆1 and t2 are the coefficients that relate the detuning ∆
and the tunnel energy t to the total homogeneous electric
field (Etot = E0 +E), respectively; explicit equations for
∆1 and t2 are given in Eq. (B30).
Using Eq. (A9), one obtains a longitudinal interac-
tion Hamiltonian as in Eq. (84), with coupling strength,
which we will now call γ2, given by
γ2
2pi
= −4 vp
Ly
(
χtt2 + χ∆∆
2
1
) eE0
τ
. (88)
Considering again two weakly coupled dots, γ2 simpli-
fies to
γ2
2pi
≈ −sign(E0)6
√
2
vp
Ly
t
|UHu|csch
(
a2
l2T
(1 + β)
)
b0
τ
,
(89)
where we introduce the length b0 defined by
b0 =
e|E0|
mΩ2
, (90)
which characterizes the shift of the single dot wavefunc-
tions due to the external field E0, see Eq. (B7).
If we use the same realistic parameters used to estimate
γ1 in Eq. (86), i.e. Ly = 20µm, t/|UHu| = 0.1, a = lT ,
τ = 3a and β = 0.01, and we consider the value of E0 for
which b0 = 0.1a, we obtain γ2/(2pi) ≈ −sign(E0)48MHz.
Note that a homogeneous electric field in the y-
direction only shifts the qubit center of mass and its
zero-point energy, and so in the rotated configuration,
where the qubit is parallel to the QH edge, we obtain
γ2 = 0.
Also, we remark that the total coupling γtot is given
by the sum of two contributions of the same order of
magnitude, i.e. γtot = γ1 + γ2, one of which is exter-
nally tunable because of E0. For example, by aligning
E0 to the electric field of the resonator (i.e. E0 < 0), the
total coupling increases, and for the parameters used,
it reaches the value γtot/(2pi) ≈ 100MHz, while in the
opposite limit (E0 > 0), the coupling is minimized. In
devices with more qubits coupled to the same resonator,
this tunability can be exploited to control selectively the
coupling of each individual qubit [65, 66].
It is important to notice that both coupling terms
are inversely proportional to the perimeter of the
resonator Ly, and therefore shorter QH droplets have
higher coupling to the qubit. Additionally, as explained
in Sec. II C 1, the EMPs in shorter droplets have a
higher lifetime, and, consequently, a higher Q-factor.
We remark again that longer transmission lines can
be manufactured from shorter resonators by using the
meta-material construction described in [15].
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To conclude this analysis, we now comment on the ef-
fect of metal electrodes on the coupling constant. Be-
cause of the electrodes, the electric field of the resonator
changes as described in Sec. II B 2; the Coulomb in-
teractions in the double dot are also modified (see Eq.
(B19)), but these corrections are negligible. In particu-
lar, we consider here only two different configurations: a
top and a side gate placed at distance d from the center
of mass of the EMP. A top gate decreases the averaged
resonator field E in the x-direction, but, when d > τ/2,
it increases the electric field gradient δE; for this reason,
a top gate is more convenient to increase γ1. In contrast,
a side gate has the opposite effect: it increases E and
decreases δE, and so a side gate is advantageous to at-
tain a higher value of γ2, for which we require a finite E0.
When d Ly, the corrections to the electric field caused
by the metal are negligible and Eqs. (85) and (88) are
appropriate.
B. Hartree integral
The perturbative solution presented in Sec. III A is ex-
pected to give a good estimation of the coupling strength
in the far-field limit, i.e. when τ  a, l, lT and |q|τ  1.
To verify the validity of Eqs. (85) and (88), we find an
effective Hamiltonian capturing the EMP-qubit coupling
by computing the Hartree integral
Hint =
∫
dr
∫
dr′ρR(r)G(r, r′, 0)ρD(r′), (91)
and by projecting the result onto the qubit subspace.
Here, G is the Green’s function of the electrostatic con-
figuration chosen (and evaluated in the z = 0 plane), ρR
is the charge density operator of the EMP in the res-
onator, obtained by selecting the term with the appro-
priate wavevector q = 2pinq/Ly in Eq. (A8), and ρD is
the charge density of the double dot. We consider again
a QH resonator with filling factor ν = 1 and wavenum-
ber nq = 1. The detailed solution of (91) is presented in
Appendix C.
This procedure accounts for the precise spatial profile
of the electric field (and of its gradient) and it captures
also near-field corrections; the resulting couplings γ1,2 are
given by
γ1
2pi
=
vp
Ly
χtsa
2
√
2(1− s2)
(
2g(τ)− g(τ − a)− g(τ + a)
a2
)
,
(92)
and
γ2
2pi
=
vp
Ly
(
χ∆∆
2
1 + χtt2
)
eE0
(
g(τ + a)− g(τ − a)
a
)
.
(93)
The dimensionless function g depends on the electro-
static configuration considered. In particular, in free
space, it is related to the function g0 (defined in Sec.
II B 2 as the projection onto the (x, y) plane of the EMP
potential G0) by the substitution l′ → λ =
√
l′2 + l2T , see
Eqs. (C8) and (61). When a top (side) gate are included,
we have g = g0 + gt(s). The functions gt,s are given
in (C10) and are obtained by using the substitution
l′ → λ in the z = 0 limit of (66). For simplicity of
notation, we have dropped the explicit q dependence in g.
In Fig. 9a), we show how the coupling γ1 to the electric
field gradient of the QH resonator changes as a function
of the distance τ . For the plot, we consider a resonator
with a perimeter Ly = 27.7µm and two dots very close
to each other, with 2a = 30nm. We also consider an
harmonic confinement potential Ω = 3.85meV and an
external magnetic field B = 0.44T. For these parameters,
the susceptibility to tunneling is χt ≈ 0.8, and differs
only slightly from the weak tunnel coupling expansion
χweakt ≈ −4t/|UHu| ≈ 0.6. We also include a top gate at a
distance d = 0.6µm, which is required to slow the EMPs,
but has no significant effect on the coupling. In this
setup, the exchange energy and the resonance frequency
of the resonator are both in the microwave domain: in
particular, we find Jex ≈ 12.2GHz and ωR ≈ 12.6GHz,
respectively. The resonator frequency ωR is calculated
from the far-field result (7) by using the Green’s function
(25a) in the EMP velocity (8). The wavevector is q =
2pi/Ly and the cut-off length is l ≈ 0.75×0.53lB ; the two
quantitative corrections to the magnetic length originate
respectively from the quantum correction (49) and from
the spatial profile of the conductivity (59).
Also, the interaction with the resonator causes a fi-
nite coupling between the computational and the non-
computational subspace of the double dot. This coupling
is quantified by the dimensionless parameter ζ, that is de-
fined in Eq. (C18) and is plotted in the inset of Fig. 9a).
For the qubit designs considered here, we find that ζ is
negligible and so the Hamiltonian (84) provides a good
description of the system.
From the figure, we observe as expected that the two
different approaches used for computing the coupling
γ1, i.e. Eqs. (85) and (92), differ when the qubit
is close to the resonator edge, but they coincide in
the far-field, when τ  a. This limiting behavior
can be easily understood considering that, except for
the different length l′ → λ in the definition of g, the
combination of functions g with different arguments
in the parentheses in Eq. (92) is proportional to the
discrete second derivative in x of the EMP potential
in the (x, y) plane (60b), and, consequently, to the
discrete derivative of the electric field. This function
reduces exactly to the continuum value of δE when
a → 0. In other words, from a detailed analysis, we
find that the simple perturbative result for the ex-
change energy in Eq. (82) has the correct form, but the
continuous gradient δE is replaced by its discrete analog.
More care is required when examining the coupling
term γ2. In this case, in fact, we find that the Hartree
integral and the perturbative treatment presented in
19
Sec. III A do not agree quantitatively. In fact, a direct
estimation of γ2 from (91) leads to Eq. (C13). This
equation differs from Eq. (88) even in the far-field limit,
where the two approaches should coincide. The reason
for this disagreement is discussed in detail in Appendix
C. To summarize, this difference can be traced back
to the explicit dependence on the averaged resonator
field E of the Fock-Darwin wavefunctions in Eq. (B11),
which is neglected in the Hartree integral. For this
reason, the qubit susceptibility to E obtained by this
method differs from the one calculated in Sec. III A, see
Eqs. (C16) and (87); the latter equation provides a more
accurate estimation of the susceptibility. Because the
terms neglected in the Hartree integral are not expected
to change the function in parentheses in (C13), which
is proportional to the discrete derivative of the EMP
potential V , we adjust the prefactor in Eq. (C13) by
using the ad-hoc substitution shown in (C17); with this
procedure, we obtain Eq. (93).
In Fig. 9b), we show the correction to the coupling
energy by including a small homogeneous electric field
E0. The parameters used in the plot are the same as in
Fig. 9a) and we select the two different values of τ labeled
by an orange and a hollow dot in the figure; both values
of τ are large enough to guarantee a negligible overlap
between the EMP and the qubit wavefunction, and so the
tunnel coupling is unimportant. After the substitution
(C17), we observe that the results are in good agreement
in the far-field (dashed lines), while they differ slightly in
the near-field (solid lines). We remark again that γ1 and
γ2 can be in the same order of magnitude for small E0,
and so, depending on the sign of E0, the total coupling
γtot = γ1 +γ2 can be significantly increased or decreased.
C. Strong EMP-qubit coupling
We can now discuss the possibility of attaining strong
coupling between the EMP and the qubit. The cou-
pling is strong when γ is larger than all the losses in
the system. The lifetime of ST qubits (in GaAs) is of-
ten limited by the dephasing time, which is of the or-
der of 100ns [67], but this lifetime can be increased up
to 200µs by spin echo [68]. For the relevant frequency
range, the estimated EMP lifetime is of the order of
Q/ωR ∼ 103/(1GHz) ∼ 1µs, and so we consider this
factor as the limiting timescale and we define the dimen-
sionless ratio Γ of coupling strength and attenuation in
the resonator
Γ ≡ γ
Im(ωR)
. (94)
When |Γ| > 1, the resonator and the qubit are strongly
coupled.
We now restrict our analysis to the case E0 = 0, and
we consider the near-field expression of γ1 in Eq. (92);
the values of Γ that we find here can be approximately
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FIG. 9. Coupling constants γ1,2. For the plots, we use
2a = 30nm, Ω = 3.85meV, B = 0.44T and Ly = 27.7µm;
we consider l′ = 0.75lB and x0 = 1.15lB , as discussed in Sec.
II B. We also include the effect of a top gate placed at distance
d = 0.6µm from the EMP. In a) we consider E0 = 0. The blue
line is obtained using Eq. (85), and the red line is obtained
using Eq. (92). In the inset, we plot the dimensionless pa-
rameter ζ, defined in Eq. (C18), which quantifies the coupling
between the computational and the non-computational sub-
space of the double dot. In b) we show the dependence of the
coupling γ2 on a homogeneous electric field E0. The length
b0 is defined in Eq. (90) and it is proportional to |E0|; to
include negative values of E0, we rescale the horizontal axis
by sign(E0). The blue and red lines are obtained respectively
by using Eqs. (88) and (93). The solid and dashed lines
are obtained by using τ = τs = x0 + a + lT ≈ 77nm, and
τ = 2τs ≈ 154nm. These values of τ are marked in a) by
using an orange dot and a black circle, respectively.
doubled by a finite E0. Also, we include a top gate
at distance d and we obtain the complex resonator
frequency ωR by combining Eqs. (7), (25a) and (74).
In Fig. 10a), we show how Γ changes as a function of
the perpendicular magnetic field B and of the harmonic
confinement strength Ω for two quantum dots that are
placed 2a = 30nm apart. For the plot, the distance
between the qubit and the resonator edge is kept fixed to
a minimal value τ = τs = x0 + a+ lT ; also, the resonator
has a perimeter Ly = 27.7µm and we choose d = 0.6µm.
Note that the resonance frequency of the resonator
depends on the magnetic field via the magnetic length;
however, this choice of Ly and d guarantees that, for
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all the values of B considered, the resonator frequency
remains in the microwave domain, i.e. Re(ωR) . 15GHz.
Also, in the plot, we highlight the regions of parameters
for which the exchange energy Jex takes values outside
the microwave domain and we exclude them from the
discussion. We observe that there is a large range of
values of Ω and B in the allowed region, for which |Γ|
is greater than one and so strong coupling is indeed
possible. As an example, in the figure, we marked with
an orange dot the point corresponding to the orange dot
in Fig. 9. For this choice of parameters and using the
realistic value of diagonal conductivity σxx/σxy = 10
−4,
we obtain Γ ≈ −4.
The ratio Γ can be increased in different ways. For
example, one can use high quality QH materials with a
lower value of σxx or one can optimize the configuration
of the electrodes to improve the electrostatic coupling
[31–33].
Another possibility that can greatly enhance the inter-
action strength is to modify the qubit design, for exam-
ple by lowering the harmonic confinement potential Ω.
In Fig. 10a), we observe that by reducing Ω, one can
achieve higher values of |Γ|. To remain in the microwave
domain, however, a finer tuning of Ω and B is required.
This enhancement is related to the fact that when the
value of Ω decreases (and B is low enough to guarantee
β  1), the confinement length lT increases. Because
the susceptibility of the qubit to the electric field (and to
its gradient) varies exponentially with (a/lT )
2, the cou-
pling γ can be made significantly larger. In this way, one
can achieve strong coupling even in state-of-the-art qubit
designs where the two dots are hundreds of nanometers
apart.
As an example, in Fig. 10b), we show how Γ changes
as a function of Ω and B when the dots are placed at
a distance of 2a = 100nm. Note that the scale of both
Ω and B are reduced by approximately an order of
magnitude compared to Fig. 10a), and, for this reason,
in this design a more careful tuning of the parameters is
required to remain in the microwave domain. For this
plot, we used a resonator of perimeter Ly = 27.7µm
and a top gate placed d = 2.2µm apart, for which we
obtain Re(ωR) . 15GHz. We observe now values of Γ
that are approximately an order of magnitude higher
than in Fig. 10a). In particular, at the point marked
by the black dot, i.e. Ω = 0.12meV and B = 90mT,
one obtains Jex = −6GHz, Re(ωR) = 13.1GHz. When
τ = τs ≈ 240nm and σxx/σxy = 10−4, the coupling
constant is γ1 ≈ 211MHz and the quality factor of the
resonator is Q ≈ 965: using these values, one obtains
the dimensionless coupling ratio Γ ≈ 31.
We conclude this analysis by briefly discussing the de-
pendence of Γ on the perimeter Ly of the resonator. This
dependence is shown in Fig. 11; for the plot we used the
parameters marked by the black dot in Fig. 10b). As ex-
pected, Γ decreases approximately as ∼ 1/Ly and it has
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FIG. 10. Ratio Γ of the coupling constant γ1 and the at-
tenuation of the QH resonator as a function of the magnetic
field B and of the harmonic confinement strength Ω. In a) we
consider two dots very close to each other, with 2a = 30nm
and we include a top gate at distance d = 0.6µm from the
system. In b) we consider two dots 2a = 100nm apart and we
included a top gate at distance d = 2.2µm. The orange and
black dots in a) and b) mark the parameters used in Fig. 9
(B = 0.44T and Ω = 3.85meV) and in Fig. 11 (B = 90mT
and Ω = 0.12meV), respectively. In both figures, we con-
sider a resonator of length Ly = 27.7µm and we place the
qubit at a distance τ = τs = x0 + a + lT from the QH edge
(x0 = 1.15lB). The value of τs depends on B and Ω; for the
parameters corresponding to the orange (black) point, it is
τs = 77nm (τs = 242nm). The regions of parameters marked
by red dashed lines are characterized by an exchange coupling
outside the microwave domain, i.e. Jex > 15GHz.
the same scaling as Re(ωR). We observe that, despite
this decrease, the coupling remains strong for resonators
with a perimeter up to 100µm long: this property can be
exploited to entangle spin qubits over large distances.
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FIG. 11. Ratio Γ of the coupling constant γ1 to the attenua-
tion of the QH resonator as a function of perimeter of the QH
resonator Ly. For the plot, we use 2a = 100nm, d = 2.2µm,
τ = 242nm, B = 90mT and Ω = 0.12meV. In the inset, we
show the dependence of the resonance frequency on Ly. The
black dots mark the special value Ly = 27.7µm: for this value
of Ly, the value of Γ here is equal to the value marked by the
black dot in Fig.10b).
IV. CONCLUSIONS AND OUTLOOK
We analyze the physics of QH devices and their cou-
pling to qubits. The electric current in these devices is
carried by magnetoplasmonic excitations localized at the
edge of the QH material that propagate along the perime-
ter. By using a semiclassical model capturing the main
features of these excitations, we compute the spatial pro-
file of the electromagnetic field in a variety of relevant
cases and we justify the phenomenological model used in
[15]. We consider a conductivity tensor which varies from
zero to the bulk value over a length l′ of the order of the
magnetic length. This approach is justified by a quantum
mechanical treatment of the EMPs, and, by comparing
the results of the two calculations, we extract the value of
l′. We also account numerically for the dissipation due
to a finite real-valued σxx and we find a simple fitting
formula to estimate the Q factor of the QH resonator.
Using these results, we quantify the Coulomb coupling
between EMPs and singlet-triplet qubits. In particular,
we discuss two coupling schemes: the coupling to the
gradient of the electric field of the resonator and the
coupling mediated by an externally applied electric field.
For both cases, we find a simple analytic expression
that can be used to estimate the coupling strength and
we compare it to a more detailed solution based on the
computation of the Hartree interaction integral. We
find that the coupling strength obtained for the two
mechanisms is comparable and so the photon-qubit
coupling can be tuned over a wide range of values.
Finally, we discuss the possibility of achieving the strong
photon-qubit coupling regime by comparing the strength
of photon-qubit interaction to the estimated attenuation
of the resonator; we conclude that strong photon-qubit
coupling is indeed achievable with state-of-the-art qubit
designs.
Some effects have been neglected in this analysis that
might have an effect on the quantitative value of the in-
teraction strength. For example, the ground state projec-
tion used to derive the double dot Hamiltonian is ques-
tionable for certain qubit designs. The neglected terms
which mix high orbital states in the two dots, become
important when the qubit confinement energy is lowered
and thus we expect a quantitative change in the esti-
mated value of the exchange energy and of the suscepti-
bility of the qubit. We believe that the higher orbital
states do not change the qualitative picture discussed
here, and that including their effect, interaction strengths
of 100MHz and higher can still be reached. Also, we
did not include other effects that are relevant for the
qubit design such as spin-orbit coupling and magnetic
field gradient, which are required to implement qubit
gates. These additional terms in the Hamiltonian mix
the singlet and triplet sectors, and thus they can po-
tentially lead to some qualitative difference in the inter-
action strength, and to additional transversal coupling
terms ∝ σx,y(aˆ† + aˆ). We believe that these extra terms
can be made small by a careful qubit design, but we did
not analyze them quantitatively.
V. ACKNOWLEDGEMENTS
The authors would like to thank D. Reilly, A.C. Do-
herty, A. Ciani, V. Langrock and F. Hassler for useful
discussions. This work was supported by the Alexander
von Humboldt foundation.
Appendix A: Quantum corrections
We discuss here the effect of quantum corrections in a
QH material with filling factor ν = 1. We assume that
the boundary of the QH droplet is atomically defined,
and so we neglect the edge reconstruction caused by the
static Coulomb interactions [69]. In the long wavelength
limit, the total EMP propagation velocity can be decom-
posed into a sum of two velocites: an electrostatic term
and a quantum correction [44–47]. In a RPA analysis
[45], one finds that the former term is proportional to
the matrix element of the Coulomb interactions
vc(q) =
e2
~
∫
dxdx′ |ψ0(x)|2G(x− x′, q, 0) |ψ0(x′)|2 ,
(A1)
while the latter is given by the group velocity of a single
electron wavepacket
vq =
1
~
∂0(k)
∂k
. (A2)
Here, G is the electrostatic Green’s function of the elec-
trostatic configuration chosen, e.g. without gate it is
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given in Eq. (6); 0(k) is the band dispersion of the low-
est Landau level caused by presence of an edge and ψ0
is the corresponding single-electron wavefunction. Both
quantities need to be evaluated at the Fermi momentum
kF . Also, in the RPA analysis [45], the EMP charge den-
sity is proportional to the absolute value squared of the
single electron wavefunction, i.e. ρ ∝ |ψ0(x)|2.
To estimate these velocites, we can use the model
Hamiltonian H = pi2/(2m) and impose the boundary
condition of vanishing wavefunction at x = 0. Here, m
is the effective mass of the QH material and pi = p+ eA
is the dynamical momentum (p = −i~∇ is the canonical
momentum and A is the vector potential). The eigen-
system in the Landau gauge is [45]
Ψ0(r) = Ce
ikyψ0(x), (A3a)
ψ0(x) = e
− 12
(
x
lB
+klB
)2
Hξ0(k)
(
x
lB
+ klB
)
, (A3b)
0(k) = ~ωc
(
ξ0(k) +
1
2
)
, (A3c)
where Hξ0(k) are the Hermite functions, C is a normaliza-
tion constant, ωc = eB/m is the cyclotron frequency and
lB =
√
~/(eB) is the magnetic length. We defined the
monotonic function ξ0(k), which is the lowest solution of
the dispersion relation
Hξn(k)(klB) = 0. (A4)
Note that by imposing ν = 1, we are restricting the pos-
sible values of the Fermi energy to a fixed interval, i.e.
F /(~ωc) ∈ (1/2, 3/2).
The quantum contribution to the velocity can be now
estimated from Eq. (A3c) and it can be expressed in
terms of the Fermi energy F by inverting the function ξ0;
the results are shown in Fig. 12. The characteristic scales
of quantum and electrostatic velocities in GaAs are com-
parable, ωclB ≈ 7.2 × 104
√
B/Tm/s, vp ≈ 4 × 104m/s,
however their prefactors usually differ by an order of
magnitude because of the log(q) divergence of vc. The
presence of a metal electrode reduces vc leaving vq ap-
proximately unchanged and so the two velocities become
comparable. However, even in this case, we do not ex-
pect the quantum corrections to modify the qualitative
picture as long as d  lB and so, for simplicity, we ne-
glect them in the text.
The eigenfunctions in Eq. (A3b) are shifted gaussians
weighted by Hermite functions. In the regime considered,
where F is relatively close to the lowest Landau level,
the corrections due to the Hermite functions are small
and we approximate |ψ0(x)|2 by a normalized gaussian,
i.e.
|ψ0(x)|2 ≈ e
−(x−x0)2/l′2
√
pil′
, (A5)
where the shift x0 and the broadening l
′ are both of the
order of the magnetic length. Note that in RPA, the
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FIG. 12. Quantum velocities as a function of the Fermi en-
ergy F . The blue and red lines are the quantum velocities
associated to the first and second Landau level, respectively.
EMP charge density is ρ ∝ |ψ0(x)|2 [45, 46], so this form
of ρ is consistent with the results obtained with the semi-
classical analysis presented in Sec. II B.
Fig. 13a) shows a comparison between the gaussian
approximation and the exact wavefunction in Eq. (A3b);
in Fig. 13b) we also show the dependence of the fitting
parameters l′ and x0 on the Fermi energy. In our analysis,
we fix the Fermi energy to the middle of the Landau level
gap, and so we use l′ ≈ 0.75lB and x0 ≈ 1.15lB .
Also, note that using the charge density in Eq. (A5),
the integral in Eq. (A1), which defines the electrostatic
velocity, can be computed analytically, leading to
vc
vp
= e−
(ql′)2
4 K0
(
(ql′)2
4
)
= − log
(
(ql′)2eγ
8
)
+O ((ql′)2) ,
(A6)
in agreement with Eq. (58).
1. Quantization of the EMPs
Once the EMP eigenfrequency and spatial profile are
known, one can use standard bosonization procedure to
obtain the quantum mechanical operator [44, 47, 70]. In
particular, considering only the fastest EMP mode, the
Hamiltonian of the QH system reduces to the usual sum
of harmonic oscillators
HR =
∑
q>0
~ω(q)
(
aˆ†qaˆq +
1
2
)
, (A7)
where the resonance frequencies ω(q) at different
wavevectors are approximately given by Eq. (58), and
the bosonic ladder operators satisfy the canonical com-
mutation relations [aˆq′ , aˆ
†
q] = δq,q′ .
The EMP charge density can also be expressed in terms
of these bosonic operators [57]. Neglecting quantum cor-
rections that mix monopole and acoustic modes [47] and
using the RPA solution for the EMP charge density (con-
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FIG. 13. a) Comparison between the exact wavefunctions in
Eq. (A3b) (red lines) and the normalized and shifted gaussian
in Eq. (A5) (blue lines). We used F = 1.4~ωc for the solid
lines and F = 0.6~ωc for the dashed lines. The thick gray
line indicates the physical edge of the QH material. b) Fitting
parameters l′ (blue line) and x0 (red line) in units lB as a
function of the Fermi energy F .
sistent with the analysis in Sec. II B), we obtain
ρ(r) = −e |ψ0(x)|2
∑
q>0
√
q
2piLy
(
eiqyaˆ†q + e
−iqyaˆq
)
,
(A8)
with |ψ0(x)|2 defined in Eq. (A5).
Comparing Eqs. (60a) and (A8), we find that for a
fixed resonator perimeter Ly = 2pinq/q (with nq being
the wavenumber), the two equations coincide if ρ0e
iqy →
−eq (eiqyaˆ†q + e−iqyaˆq) /√nq. Using this result, one can
quickly derive the quantum mechanical operators from
the classical analysis in Sec. II B 1. For example, the
electric field operator of the resonator in the far-field limit
and without electrodes is
E(r) =
e
√
nq
2piSLy
 −xx2+z20
−z
x2+z2
(eiqyaˆ†q + e−iqyaˆq) . (A9)
Note that the characteristic scale of the electric field can
be rewritten in terms of vp as
e
2piSLy
=
hvp
eνLy
, with ν
being the filling factor.
Appendix B: Qubit model
1. Double dot Hamiltonian
We now present the model adopted to describe the
singlet-triplet qubit shown in Fig. 8. Our derivation
follows closely Ref. [64].
We begin by considering the Hamiltonian HD of a col-
lection of Ne electrons with charge −e (with e > 0) and
effective mass m confined in the double-dot potential VC
defined in Eq. (78), and under the effect of a constant
magnetic and electric field (B and E respectively). HD
can be decomposed into a sum of three terms
HD =
Ne∑
i=1
HZ(ri) +HO(ri) +∑
j 6=i
Uint(ri, rj)
 . (B1)
The Zeeman Hamiltonian HZ splits the energy of spin
up and down electrons and it is given by
HZ(ri) = −~µg
2
B · σi, (B2)
where µ is the Bohr magneton and g is the g-factor; σi
is the vector of Pauli matrices acting on the spin of the
ith electron.
The orbital component HO can be written in the fol-
lowing way
HO(ri) =
pi2i
2m
+ φ(ri) + VC(ri). (B3)
Here, pii is the dynamical momentum of the ith electron
pii = pi + eA(ri), and A is the vector potential; φ is
the scalar potential and for constant E field it reduces
to φ(ri) = −eE · ri. Also, we consider E = Eeˆx and
B = Beˆz; E is the total (homogeneous) electric field in
the direction connecting the dots, and so it is the sum of
the resonator field and the externally applied field.
The Coulomb interactions between the electrons are
included in the term Uint(ri, rj), that can be estimated
by
Uint(ri, rj) =
e2
2
G(ri, rj), (B4)
with G(ri, rj) being the electrostatic Green’s function for
the configuration considered, potentially including the
screening effect due to the image charge at the electrodes.
2. Single dot basis
A convenient basis for the problem is provided by the
eigenstates of the single-particle Hamiltonian
h± =
pi2
2m
− eEx+ mΩ
2
2
(
(x± a)2 + y2
)
. (B5)
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The Hamiltonians h± are related to the well-known
Fock-Darwin Hamiltonian
h0 =
pi2
2m
+
mΩ2
2
(
x2 + y2
)
(B6)
by a magnetic translation in the x-direction, i.e.
h± = T xB(±a− b)h0T xB(∓a+ b) + eE(±a− b/2), (B7)
where
T xB(X) = e
iX(y/l2B+pix/~) (B8)
is the magnetic translation operator that shifts only the
scalar potential, leaving the kinetic energy invariant, see
e.g. [71]. Here, lB =
√
~/(eB) is the magnetic length
and we introduce the electric length b = eE/(mΩ2), see
Eq. (90).
We now fix the vector potential and we work in the
symmetric gauge A = (−By/2, Bx/2, 0). The eigen-
states of h0 are easily found by introducing the bosonic
ladder operators
α± = −ilT ±py + ipx
2~
− ±y + ix
2lT
(B9)
and realizing that in terms of these operators h0 is simply
a sum of independent harmonic oscillators
h0 = ~ω+
(
α†+α+ +
1
2
)
+ ~ω−
(
α†−α− +
1
2
)
, (B10)
with frequencies ω± = ΩT (1 ±
√
β). The Fock-Darwin
frequency ΩT , its related oscillator length lT , and the
ratio β are defined by Eqs. (80), (79), and (81), respec-
tively.
The eigenfunctions of h± can then be easily con-
structed from
Ψ±n+n− = T
x
B(±a− b)
(α†+)
n+(α†−)
n−√
n+!n−!
Ψ00, (B11)
where the ground state wavefunction of h0 is the normal-
ized gaussian
Ψ00 =
e−(x
2+y2)/(2l2T )√
pilT
. (B12)
Explicitly, the ground state of h± has energy
±00 = ~ΩT + eE(±a− b/2) (B13)
and its wavefunction is, up to an overall phase,
Ψ±00 =
e±i
√
βay/l2T√
pilT
e−(y
2+(x−b±a)2)/(2l2T ). (B14)
The first excited states are the states with n+ = n− −
1 = 0 and their energy gap with respect to the ground
state is ∆ = ~ΩT (1−
√
β). In strongly confined double
dots, where the confinement potential Ω is the dominant
energy scale and β  1, this energy gap is large, and so
we can project the problem onto the ground state and
neglect mixing to higher orbital states [64].
We use greek letters to indicate the matrix elements in
this shifted Fock-Darwin basis, i.e. Ψα00, with α ∈ (−,+).
The matrix elements of the orbital Hamiltonian in Eq.
(B3) are
HαβO =
(
η− η−+
η−+ η+
)
, (B15)
where we define
η∓ = ~ΩT f(a± b)− eElT
(
b
2
± a
)
, (B16a)
η−+ = e−a
2(1+β)/l2T
(
~ΩT f(b)− eElT
(
a+
b
2
))
,
(B16b)
and the function
f(x) = 1 +
3
8
(1− β)
(
l2T
4a2
− a
2
l2T
− 1
)
+
(1− β) x
lT
(
a
lT
+
3
8
x
lT
(
l2T
a2
+
x2
3a2
− 2
))
. (B17)
Note that in this section, we use an unfortunate nota-
tion because the letter β is used to label the dots and to
parametrize the ratio of harmonic and magnetic confine-
ment strength, defined in Eq. (81); however, the meaning
of β is apparent from the context.
In the Fock-Darwin basis the matrix elements of the
interaction Hamiltonian in Eq. (B4), have some symme-
try, in particular, for any α, β ∈ (−,+), such that α 6= β,
the following relations are true
〈α, α|Uint|α, α〉 ≡ VHu, (B18a)
〈α, α|Uint|β, β〉 ≡ VAd, (B18b)
〈α, β|Uint|β, α〉 ≡ VHa, (B18c)
〈α, β|Uint|α, β〉 ≡ VFo, (B18d)
〈α, α|Uint|α, β〉 = 〈α, α|Uint|β, α〉 ≡ VM. (B18e)
Explicitly, the interaction elements are
VHu
~vp/lT
=
√
2pi3 − pi
d
, (B19a)
VAd
~vp/lT
= e−2a
2(1+β)
(√
2pi3 − pi
d
)
, (B19b)
VHa
~vp/lT
=
√
2pi3e−a
2
I0
(
a2
)− pi
d
, (B19c)
VFo
~vp/lT
=
√
2pi3e−a
2(2+β)I0
(
βa2
)− e−2a2(1+β)pi
d
,
(B19d)
VM
~vp/lT
=
√
2pi3e−a
2(5+3β)/4I0
(
1− β
4
a2
)
− e−a2(1+β)pi
d
.
(B19e)
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Here, the lengths a and d are in units lT , I0 is the
modified Bessel function of the first kind, vp is defined
in Eq. (9) and it has to be evaluated at the filling factor
ν = 1. We include the lowest order correction in lT /d
due to the presence of an ideal metal gate at a distance
d from the double dot; also we consider a, b d so that
the exact position of the gate (i.e. if it is on the side or
at the top of the qubit) does not matter.
3. Orthonormal basis and second quantization
The basis states Ψ±00 are not orthonormal, and thus
the overlap matrix Sαβ = 〈Ψα00|Ψβ00〉 is not the iden-
tity. In general, an orthonormal basis |O〉 can be con-
structed by applying a linear transformation P to the
non-orthonormal states |NO〉, i.e.
|O〉 = |NO〉P. (B20)
Any single-particle operator A transforms from one basis
to another according to
AO = P
−1S−1ANOS−1(P−1)†. (B21)
The transformation P can be found by requiring that
the identity operator in the orthonormal basis transforms
into the overlap matrix in the non-orthonormal basis, and
so we obtain
S = (P−1)†P−1, (B22)
and the transformation rule modifies as
AO = P
†ANOP =
∑
αβ
P †iαA
αβ
NOPβj . (B23)
For two-particle operators B, the transformation
straightforwardly generalizes as
BijklO =
∑
αβγδ
P †iαP
†
jβB
αβγδ
NO PγkPδl. (B24)
In the following, we use roman letters to indicates matrix
elements in the orthonormal basis.
If we also require P to be an Hermitian matrix, i.e.
P = P †, we obtain from Eq. (B22) that P = S−1/2.
Then, in our case, P reduces to the symmetric real matrix
P =
1
2
(
1√
1+s
+ 1√
1−s
1√
1+s
− 1√
1−s
1√
1+s
− 1√
1−s
1√
1+s
+ 1√
1−s
)
, (B25)
with s being the overlap of the ground state wavefunc-
tions of the two dots defined in Eq. (83).
Now that we have an orthonormal basis, we can in-
troduce the associated fermionic operators ciσ, where
i, j, k, l = (−,+) labels the position of the dot x = ∓a
and σ, σ′ = (↑, ↓) labels the spin. We then rewrite the
double dot Hamiltonian in Eq. (B1) in the second quan-
tized form
HD =
∑
i,σσ′
Hσσ
′
Z c
†
iσciσ′ +
∑
ij,σ
HijO c
†
iσcjσ+
1
2
∑
ijlm,σσ′
V ijklint c
†
iσc
†
jσ′ckσ′clσ. (B26)
Here, HZ = −~µg2 Bτz (τi is the ith Pauli matrix acting
on the spin degree of freedom) and the matrix elements
of HO (V
ijkl
int ) are found by applying the transformation
rules in Eq. (B23) (Eq. (B24)) to the non-orthogonal
matrix elements in Eq. (B15) (Eq. (B19)) with P given
in Eq. (B25). In particular, we define, with i 6= j
UHu =
∑
αβγδ
PiαPiβV
αβγδ
int PγiPδi, (B27a)
UAd =
∑
αβγδ
PiαPiβV
αβγδ
int PγjPδj , (B27b)
UHa =
∑
αβγδ
PiαPjβV
αβγδ
int PγjPδi, (B27c)
UFo =
∑
αβγδ
PiαPjβV
αβγδ
int PγiPδj , (B27d)
t =
√
2
∑
αβ
PiαH
αβ
O Pβj +
√
2
∑
αβγδ
PiαPiβV
αβγδ
int PγiPδj ,
(B27e)
I =
1
2
∑
αβ
(
P−αH
αβ
O Pβ− + P+αH
αβ
O Pβ+
)
, (B27f)
∆ =
1
2
∑
αβ
(
P−αH
αβ
O Pβ− − P+αHαβO Pβ+
)
. (B27g)
Each energy contribution has a clear physical mean-
ing. UHu and UAd are respectively the on-site and off-
site Hubbard terms that quantify the on-site and off-site
Coulomb interaction energy due to a double occupation
of the dots. The energies UHa and UFo are respectively
the Hartree and Fock (exchange) contributions of the
Coulomb interactions. Furthermore, t is a tunneling en-
ergy between the two dots and it includes a small renor-
malization due to the Coulomb interactions. ∆ is the
detuning energy and is related to the dipole moment of
the homogeneous electric field in the direction connecting
the dots, which raises the ground state energy of one of
the dots compared to the other.
It is important to remark that an external electric field
E only influences the orbital matrix elements I , t and
∆. The dipole energy ∆ vanishes when no electric field
is applied, and explicitly it has the form
∆ = ∆1eE +O(eE)3, (B28)
while the tunneling energy can be written as
t = t0 + t2(eE)
2 +O(eE)4. (B29)
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The corrections to the lowest order in the electric field
are given by
∆1 =
1√
1− s2
l2T
4a
(
3− 4a
2
l2T
)
, (B30a)
t2 = − 3l
2
T
4~ΩT
√
2(1− β)csch
(
a2
l2T
(1 + β)
)
. (B30b)
4. Singlet-Triplet Hamiltonian
We now restrict the analysis to the two-electron sector.
A convenient basis to write the Hamiltonian is then the
singlet and triplet basis, defined as
|S,∓〉 = c†∓↑c†∓↓|0〉, (B31a)
|T, ↑↓〉 = c†−↑↓c†+↑↓|0〉, (B31b)
|(S, T ), 0〉 = c
†
−↑c
†
+↓ ∓ c†−↓c†+↑√
2
|0〉. (B31c)
The singlet states |S,∓〉 are the states where two elec-
trons with opposite spin occupy the same dot centered at
position x = ∓a, the triplet states |T, ↑↓〉 are the states
where electrons in different dots have their spin aligned
in the direction of the arrow, and the states |S, 0〉 and
|T, 0〉 are the antisymmetric and symmetric combination
of spins in the two dots, respectively. We use the follow-
ing ordering of the states
(|S,−〉, |S,+〉, |S, 0〉, |T, ↑〉, |T, ↓〉, |T, 0〉)T . (B32)
When the effects of spin-orbit coupling and of a mag-
netic field gradient are neglected, the singlet-triplet de-
composition guarantees that the two-electron Hamilto-
nian is block diagonal,
HD = HS ⊕HT . (B33)
Using the Wick theorem and subtracting 2I to all the
diagonal terms, the two blocks are given by
HS =
 UHu + 2∆ UAd tUAd UHu − 2∆ t
t t UHa + UFo
 (B34)
and
HT =
 UHa − UFo + UZ 0 00 UHa − UFo − UZ 0
0 0 UHa − UFo
 .
(B35)
The energy contributions in the singlet sector HS are
given in Eq. (B27). In the triplet sector HS , we also
define the Zeeman energy UZ = −~µgB, which separates
in energy the |T, ↑↓〉 states because of the applied B field.
UFo is particularly important for ST qubits because it
splits the energy of the singlet and triplet states |(S, T ), 0〉
with vanishing angular momentum and it allows to use
these states as a qubit basis.
It is important to remark here that the block Hamilto-
nians (B34) and (B35) are obtained by restricting the to-
tal Hilbert space to the subsector spanned by the ground
state of each dot [64]. We expect this approximation to
hold quantitatively in strongly confined quantum dots,
where the energy splitting between the ground and first
excited state is higher than the on-site Hubbard energy
UHu; even if this condition is not fulfilled, we believe this
model still provides a qualitative understanding of the
system.
The triplet sector is already diagonal in this basis,
while the singlet eigenstates (|S˜,−〉, |S˜,+〉, |S˜, 0〉)T are
obtained by a unitary rotation M†S of the singlet basis
(|S,−〉, |S,+〉, |S, 0〉)T . MS is the matrix of normalized
column eigenvectors of HS .
When no in-plane electric field is applied, i.e. E = 0,
there is no dipole moment between the two dots and ∆ =
0. In this situation, MS has the simple form
MS =
 − 1√2 A(2) A(0)1√
2
A(2) A(0)
0 B(2) B(0)
 , (B36)
where we introduced the functions
A(x) =
2UHa,Fo − x√
4t2 + 2 (2UHa,Fo − x)2
(B37a)
B(x) = −sign(t)
√
1− 2A(x)2. (B37b)
In this case, the eigenenergies i are given by
0 = UHu,Ad + UHa,Fo −
√
2t2 + (UHu,Ad − UHa,Fo)2,
(B38a)
1 = UHu − UAd, (B38b)
2 = UHu,Ad + UHa,Fo +
√
2t2 + (UHu,Ad − UHa,Fo)2,
(B38c)
where we defined the combination of the Coulomb inter-
action energies
UHu,Ad =
UHu + UAd
2
, (B39a)
UHa,Fo =
UHa + UFo
2
. (B39b)
The computational basis is usually defined by the
singlet-triplet states (|S˜, 0〉, |T, 0〉)T ; the energy gap be-
tween these states is
Jex = 2UFo+UHu,Ad−UHa,Fo−
√
2t2 + (UHu,Ad − UHa,Fo)2.
(B40)
This energy gap is often called exchange energy,
because in the limit of weakly coupled dots, where
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t, UHa,Fo  UHu,Ad, it reduces to the Fock interaction
energy Jex ≈ 2UFo.
It is now informative to verify what happens when a
small, homogeneous electric field E is applied in the di-
rection connecting to the two dots. This term has two
effects: it detunes the two dots leading to a finite dipole
moment ∆ between the dots and it modifies the tunnel
energy t → t + δt due to the change in the potential
landscape.
Both effects can be straightforwardly accounted for by
conventional perturbation theory. The lowest non-trivial
correction in δt and ∆ to the exchange energy is given
by
δJex = χtδt+ χ∆∆
2. (B41)
The susceptibilities to tunneling and detuning can be
found explicitly and they are given by
χt = − 2t√
2t2 + (UHu,Ad − UHa,Fo)2
, (B42a)
χ∆ =
2
1 − 0
(
1− UHu,Ad − UHa,Fo√
2t2 + (UHu,Ad − UHa,Fo)2
)
.
(B42b)
These susceptibilities to tunneling and detuning are the
ones used in Eqs. (82) and (87).
Note that the lowest order correction is linear in the
tunnel energy and quadratic in the detuning. In our
model, both these terms lead to a quadratic correction
in the electric field, i.e. δJex ∝ E2, because ∆ ∝ E and
δt ∝ E2, see Eqs. (B28) and (B29).
Appendix C: Solution of the Hartree integral
Here, we derive the results presented in Sec. III B. The
coupling between two charge densities is captured by the
Hartree integral in Eq. (91). We neglect exchange in-
teractions because of the negligible tunnel coupling be-
tween the EMP excess charge density and the double dot.
We consider a resonator of perimeter Ly, with Ly being
much longer than the other lengths in the problem. To
define the charge density operator of the double dot sys-
tem ρD, we first introduce the charge density operator in
the singlet-triplet basis
ρST = ρS ⊕ ρT , (C1)
with
ρS =
 2ρ11 0 √2ρ120 2ρ22 √2ρ∗12√
2ρ∗12
√
2ρ12 ρ11 + ρ22
 , (C2a)
ρT = (ρ11 + ρ22) I3. (C2b)
Here, I3 is the 3×3 identity matrix and ρij is the matrix
element of the charge density operator in the orthonormal
basis
ρ = −eP
( ∣∣Ψ−00∣∣2 (Ψ−00)∗Ψ+00
(Ψ+00)
∗Ψ−00
∣∣Ψ+00∣∣2
)
P. (C3)
Ψ±00 and P are defined in Eqs. (B14) and (B25), respec-
tively.
The charge density ρD of the eigenstates of the Hamil-
tonian (B33) is related to ρST by a rotation M
†
S acting
on the singlet subspace, i.e. ρD = M
†
SρSMS ⊕ ρT. Since
we are mainly interested in the situation where the ho-
mogeneous electric field E0 in the x-direction is small, we
compute the MS to the first order in perturbation theory
and we get
MS = M
0
S
1− 2√2∆1eE0
 0
A(2)
1−2
A(0)
1−0
A(2)
2−1 0 0
A(0)
0−1 0 0

C.
(C4)
Here, M0S is the matrix of normalized column eigenvec-
tors obtained when E0 = 0 and it is given by Eq. (B36).
To linear order in E0, the eigenenergies i in Eq. (B38)
are unchanged because the first correction is ∝ E20 (see
Eqs. (B28), (B29) and (B41)). However, the eigenstates
of the singlet Hamiltonian are modified by the finite de-
tuning ∆1eE0, leading to the corrections to M
0
S shown
in Eq. (C4). The diagonal matrix C = diag(C1, C2, C0)
is required to renormalize the eigenstates.
We consider now the setup in Fig. 8 and we assume
that the QH material has a filling factor ν = 1. In this
case, the interaction Hamiltonian reduces to
Hint =
(
M†SκS(q)MS ⊕ κT (q)
)
⊗ aˆq + h.c., (C5)
where
κT (q) = (κ11(q) + κ22(q)) I3, (C6a)
κS(q) =
 2κ11(q) 0 √2κ12(q)0 2κ22(q) √2κ∗12(−q)√
2κ∗12(−q)
√
2κ12(q) κ11(q) + κ22(q)
 .
(C6b)
We define the 2× 2 matrix κ(q) = κ†(−q)
κ(q)
2pi
=
~vp
Ly
√
nqe
−( qlT2 )2×
P
(
g(τ + b0 + a, q) se
qa
√
βg(τ + b0, q)
seqa
√
βg(τ + b0, q) g(τ + b0 − a, q)
)
P, (C7)
where b0 is the shift of the double dot eigenfunctions due
to the externally applied electric field E0 and is defined
in Eq. (90). The dimensionless function g depends on
the electrostatic configuration of the system; for example
in free space g = g0, and
g0(X, q) =
2√
pi
∫
R
dx
λ
e−
(x−X)2
λ2 K0(|qx|), (C8)
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with λ =
√
l′2 + l2T .
The presence of a top or side gate at distance d from
the EMP center of mass leads to an additive correction
to g0, respectively given by
gt(X, q) = − 2√
pi
∫
R
dx
λ
e−
(x−X)2
λ2 K0
(
|q|
√
x2 + 4d2
)
,
(C9a)
gs(X, q) ≈ −g(X − 2d, q). (C9b)
The estimation of gs is accurate in the limit d− (τ + b+
a) lT and d l′, such that one can safely extend the
domain of integration in x and x′ from [−d,∞) to R.
Note that gi(X, q) introduced here has a similar func-
tional form of the function gi(x, q) defined in Sec. II B 2
as the projection onto the z = 0 plane of the EMP poten-
tial. The two definitions coincide if we substitute l′ → λ
in Eqs. (61) and (66). In particular, we use a small q
expansion as in Eq. (62) to approximate g0, while we
use a far-field approximation, analogous to Eq. (63) to
estimate gt,s. We then obtain
gt(X, q) ≈ −2K0
(
|q|
√
X2 + 4d2
)
, (C10a)
gs(X, q) ≈ −2K0 (|q| |X − 2d|) . (C10b)
Also, at small wavevectors (qa
√
β  1), the matrix
κ is Hermitian and it can be factorized, leading to the
conventional electrostatic interaction term ∝ aˆ†q + aˆq.
At this point, we proceed to compute the effective
qubit-resonator Hamiltonian. To do so, we make the
usual choice of computational basis states, i.e. we take
|S˜, 0〉 and |T, 0〉. As long as the qubit energy splitting Jex
is close to the resonance frequency of the resonator ωR,
the effective coupling Hamiltonian is efficiently computed
by a Schrieffer-Wolff transformation [72]. The lowest or-
der Schrieffer-Wolff Hamiltonian in the long wavelength
and small detuning approximation is
H
(0)
eff =
Jex
2
σz + ~ωRaˆ†aˆ+
~γ
2
σz
(
aˆ† + aˆ
)
, (C11)
with ωR being the frequency of the resonator and with
the coupling strength being
γ
2pi
=
vp
√
n
Ly
(
χ∆∆1eE0√
1− s2 (g(τ + b0 − a)− g(τ + b0 + a)) +√
2χts
1− s2
(
g(τ + b0)− g(τ + b0 + a) + g(τ + b0 − a)
2
))
.
(C12)
For simplicity of notation, we dropped the argument q
from the function g, the wavenumber nq and from the
ladder operators aˆq; b0 is defined in Eq. (90).
Let us consider what happens when E0 = 0 (and so
b0 = 0). In this case, we can easily find that γ1 is given
by Eq. (92). As explained in the text, this result is
in quantitative agreement with the perturbative solution
Eq. (85). This agreement is understood by considering
that the term in parentheses in (92) is the discrete gra-
dient of the electric field. This statement is valid if the
length l′ in the definition of g as the projection in the
z = 0 plane of Eq. (61) is substituted by λ.
We now attempt to quantify γ2 by linearizing Eq.
(C12) in E0. With this procedure, we obtain
γ2
2pi
≈ −vp
√
n
2Ly
2χ∆∆1eE0a√
1− s2
(
g(τ + a)− g(τ − a)
a
)
;
(C13)
we neglected a small additional term of the form
4eE0χtt2vp
√
n
3Ly
(
g′(τ − a) + g′(τ + a)
2
− g′(τ)
)
,
(C14)
where g′(x) = ∂xg(x, q).
Comparing to the approximate solution in Eq. (93),
we find a strong quantitative disagreement even in the
far-field limit. The reason formeglio s this disagreement
can be traced back to the different approximation scheme
used, and, specifically, to the different values of the qubit
susceptibility to an homogeneous electric field E calcu-
lated in the two approaches.
In the perturbative approach of Sec. III A, in fact, the
susceptiblity is found by first projecting the double dot
Hamiltonian HD (B1) onto the subspace of the Hilbert
space that is spanned by the E field dependent ground
state wavefunctions. After this projection, the pertur-
bation theory is formulated in the conventional way by
computing the E dependence of the matrix elements of
the effective Hamiltonian (see Eqs. (B28) and (B29))
and by finding how much the eigenvectors are rotated by
these terms.
In contrast, the Hartree integral approach of Sec. III B
follows a different procedure: the perturbation theory is
formulated starting from the projection of the Hamil-
tonian HD onto the subspace spanned by ground state
wavefunctions that do not depend on E. In other words,
to the linear order in E, the single-particle matrix el-
ements HijO in Eq. (B26) computed from the Hartree
integral do not include the terms
E
∑
αβ
Piα
(
∂
∂E
〈Ψα00(E)|HO(E = 0)|Ψβ00(E)〉
)
Pβj .
(C15)
These additional terms do not affect the dependence
of γ on τ , but they change the susceptibility to E. In
fact, neglecting them, we obtain
δJHaex = −2
χ∆∆1eE0a√
1− s2 eE (C16)
instead of Eq. (87). Eq. (C16) is consistent with the
value of γ2 shown in Eq. (C13) in the same sense dis-
cussed for γ1, i.e. if we interpret E in (C16) as the dis-
crete derivative of the EMP voltage in Eq. (C13).
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This interpretation suggests a possible ad-hoc modi-
fication of Eq. (C13) to include a posteriori the terms
neglected in the Hartree approach. Namely, we use the
susceptibility from Eq. (87) instead of the one in Eq.
(C16). By performing the substitution
χ∆∆1a√
1− s2 → −
(
χtt2 + χ∆∆
2
1
)
, (C17)
in Eq. (C13) and setting n = 1, we obtain Eq. (93).
Note that if we were to consider the rotated configura-
tion, with the two dots aligned to the resonator edge, in
the long wavelength limit, Eq. (C12) is valid if we make
the substitutions a → ia√β and b0 → 0. In this case,
as expected, an homogeneous electric field E0 parallel to
the resonator edge has no effect, since the term linear in
E0 is ∝ Im(g(τ + ia
√
β)) = 0.
Finally, the effective Hamiltonian (C11) captures the
behavior of the system as long as the coupling between
the computational and the non-computational subspaces
of the double dot can be neglected, i.e. when
ζ ≡ max
∣∣∣∣∣∣∣
(
M†SκSMS
)
3,i
0 − i ± ~ωR
∣∣∣∣∣∣∣ 1; (C18)
the value 3 in the index of the matrix product comes from
the chosen ordering of the eigenenergies.
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