In this paper, a multidimensional nonisentropic hydrodynamic model for semiconductors with the nonconstant lattice temperature is studied. The model is self-consistent in the sense that the electric field, which forms a forcing term in the momentum equation, is determined by the coupled Poisson equation. Global existence to the Cauchy problem for the multidimensional nonisentropic hydrodynamic semiconductor model with the small perturbed initial data is established, and the asymptotic behavior of these smooth solutions is investigated, namely, that the solutions converge to the general steady-state solution exponentially fast as t → +∞ is obtained. Moreover, the existence and uniqueness of the stationary solutions are investigated.
Introduction
In this paper, we are interested in the global existence and asymptotic behavior of the solutions to multidimensional nonisentropic hydrodynamic model for semiconductors. After appropriate scaling, our model equations are given by and
Now let us consider the steady-state equation when the velocity u = 0 (total thermodynamic equilibrium state), namely, we can investigate the stationary solution (N, T , E) of the system (1.9) under the assumption of
(1.10)
In Section 2, we shall investigate the existence and uniqueness result for (1.9), (1.10) , that is, we obtain the following theorem. T , E) , which is a solution of (1.9), (1.10).
The main purpose of this paper is to deal with the global existence and asymptotic behavior of the global smooth solution to the Cauchy problem for (1.2), (1.3) . This is done in Section 3. Now we state our main result on the global existence and asymptotic behavior of the solution as follows:
Theorem 1.2. Let (N, T , E)
be the solution of (1.9), (1.10) . Assume that b(x) satisfies (1.5), (1.6), T L (x) satisfies (1.7), (1.8) , and (n 0 − N, u 0 , e 0 − E) ∈ H 3 
(R d ), T 0 − T L (x) ∈ H 4 (R d ).
Then there exists a positive number δ such that if
then the Cauchy problem (1.2), (1.3) admits a unique smooth solution (n, u, T , e) for all t > 0. Moreover, for some positive constant α and C, where e 0 = e(x, 0) can be computed by (1.4) and (n t , u t , e t , T t )(x, 0) is defined through (1.2), (1.3).
+ (n t , u t , e t , T t )
2 H 2 (R d ) C (n 0 − N, u 0 , e 0 − E) 2 H 3 (R d ) + T 0 − T L (x)
Remark 1.3.
In [1, 2] , κ = 0 means that the semiconductor model system is a hyperbolic-elliptic system, which is equivalent to a symmetric hyperbolic system with a nonlocal source term, for the hydrodynamic variables and the electric field, so that we can employ the positive definiteness of some functional of Liapunov type to obtain the crucial a priori estimate. But, when κ = 0, the full hydrodynamic model for semiconductor is a hyperbolic-parabolic-elliptic coupled system, then we need to make more careful energy estimate for the moment conserved equation and the energy equation, respectively, in order that we can cancel certain terms which do not contain the factor with small behavior in L ∞ -norm. Meanwhile, due to the general stationary solutions, there are not only the coupled terms among u, T − T and ϕ like [13] , there are also the coupled terms among n − N, T − T and N, T , we have to overcome these difficulties. At the same time, we should notice the obstacle induced by the multidimensional case.
Remark 1.4.
Due to the general doping profile and the general lattice device temperature, we need to make a severe assumption that ∇b(x) 
. . , f k ) and a normed space X scalar functions with the norm 9 · 9, f ∈ X means that each component of f is in X, we put 9f 9 := 9f 1 9 + 9 f 2 9 + · · · + 9f k 9 and ∂f Moreover, in order to make a more convenient presentation in Sections 2, 3, we also give two useful inequalities which are used repeatedly in this paper.
Young's inequality: Let a, b, ε be positive constants an p 0 , q 0 1, 12) specially, if p 0 + q 0 = 2, we have the Cauchy-Schwartz inequality 13) and Gagliardo-Nirenberg's inequality [25] :
(1.15)
The existence and uniqueness of the stationary solutions
In this section, our goal is to prove Theorem 1.1. The proof is based on the crucial a priori estimates, namely:
is a solution of (1.9), (1.10), then the following estimates hold:
3)
Proof. From (1.9) 1 and (1.9) 3 , we have
, by the maximal principle, we get
We multiply (1.9) 2 by T − T L (x), and integrate the resultant equation over R d , to have
using the Cauchy-Schwartz inequality, we see that
We multiply (2.5) by N − b(x), and integrate the resultant equation over
Next, we take ∇ on the both sides of (1.9) 2 , multiply it by ∇( T − T L (x)), and integrate the resultant equation over R d , to discover
using the Cauchy-Schwartz inequality and (2.6), (2.7), we find
We take ∇ on the both sides of (2.5), multiply it by ∇(N − b(x)), and integrate the resultant equation over
on the other hand, by means of (1.12) and (1.13), we can deduce
Combining (2.9) and (2.10), (2.11), with the help of the smallness behavior of ∇b(x)
Further, we take ∇ 2 on the both sides of (1.9) 2 , multiply it by ∇ 2 ( T − T L (x)), and integrate the resultant equation over R d to have 13) with the aid of (2.10) and
Then, taking ∇ 2 to (2.5), multiplying it by ∇ 2 (N − b(x)) and integrating the resultant equation
similar to (2.9), we can deduce that 15) for the last integral term of (2.15), by means of (1.12)-(1.15), we can deduce
and
Inserting the above five inequalities into (2.15), adding the resultant inequality and (2.12), (2.13), and noticing the sufficient small of ∇b(
, we obtain
Now, it is time to turn to the estimates for the more derivatives of N and T . We take ∇ 3 on the both sides of (1.9) 2 , multiply it by ∇ 3 ( T − T L (x)), and integrate the resultant equation over R d to have
which implies
on the other hand, employing the previous techniques and arguments, we also have
2 dx , and (2.18)
So, we obtain
.
(2.20)
While taking ∇ 3 to (2.5), multiplying it by ∇ 3 (N − b(x)) and integrating the resultant equation
similar to (2.9), we can deduce that
for the last two integral terms in the right-hand side of (2.21), by means of (1.12)-(1.15), we can estimate as follows:
In additional, analogous to (2.10), (2.11), we have
, while directly employing (1.14), we get
Hence, inserting the above seven inequalities into (2.21), we can obtain
(2.22)
Repeated the above arguments and techniques, we may get
(2.24)
From the above estimates, we complete the proofs of (2.3) and (2.4). 2
Proof of Theorem 1.1. Based on Lemma 2.1, the standard iteration technique and fixed point principle can be used to prove the existence of stationary solution of (1.9), (1.10) as in [17] , we can omit the details here. In the following, we are going to show the uniqueness of (N, T , E). Let us assume that both (N 1 , T 1 , E 1 ) and (N 2 , T 2 , E 2 ) are solutions of (1.9), moreover,
Then, on one hand, taking the difference of equations (1.9) 1 by (N 1 , T 1 , E 1 ) and (N 2 , T 2 , E 2 ), and using ln N 1 − ln N 2 as the test function in the weak formulation of the difference equation, integration by parts leads to
On the other hand, from (1.9) 2 , we have
From (2.25) and (2.26), we have
Taking into account the smallness of ∇b(
This completes the proof Theorem 1.1. 2
Global existence and asymptotic behavior of the solutions for the nonisentropic hydrodynamic models
In this section we shall prove Theorem 1.2, namely, we investigate the global existence for the smooth solutions and large time behavior of these solutions. Let (N, T , E) be the solution to (1.9) and (1.10), and introduce
with the corresponding initial data 
It is clear that Theorem 3.1 is equivalent to Theorem 1.2. So we need only to prove Theorem 3.1. Before we prove Theorem 3.1, we first give the local existence of smooth solution for (3.1), (3.2). Noticing
and the nonlocal term
we have, by the L 2 boundedness of the Riesz transform, see [26] ,
for some constant C > 0. Employing this crucial fact, we can obtain the following local existence from the symmetric hyperbolic-parabolic system, see [19, 23] .
Further, from the standard continuation arguments, we only need a priori estimate on (m, u, y, ϕ), namely, we can extend the local solution in Lemma 3.2 to global existence from the a priori estimate which can be given in the following Lemma 3.3. This method is a modification of a method previously introduced in [23] for the compressible Navier-Stokes equations. Due to the friction terms u, the diffusion terms moreover, we can assume that δ 1 is chosen so small that, for some b 0 and some
Now we can rewrite (3.1) 3 as
where
Then, we have, with the help of (3.5), (3.6) and the standard L 2 -theory of the elliptic operators, that
which imply, by Sobolev's inequality, that
On the other hand, by (3.1) 1 , (3.5) and (3.6), it is easy to get
Moreover, taking ∂ j x , j = 1, 2, 3, on the both sides of (3.1) 4 and multiplying the resulting equation by ∂ j x Φ and then integrating it over R d , integration by parts gives
Analogously, we can deduce
Now, we are going to prove Lemma 3.3 by the following Lemmas 3.4-3.6. Proof. We first take ∂ l t (l = 0, 1) on the both sides of (3.1) 2 to give
Lemma 3.4. Under the assumptions of Lemma 3.3, it holds that
we multiply (3.13) by N∂ l t u with l = 0, 1 and integrate the resulting equality over R d , then we see
We will estimate the integrals in (3.14). First, using integration by parts and (1.13), and with the help of (3.5), (3.6) and (3.8), it follows that
Noticing that in (3.15), we apply the formulation of div u, i.e., div u = − m t +∇(N +m)·u N +m to estimate the nonlinear pressure term. Moreover, div u = − m t +div(mu)+∇N ·u N will also be employed to deal with the electric field terms in the sequel. They will be repeatedly used in the subsequent analysis, and their advantages will be reflected in establishing higher order energy estimates. Similarly,
On the other hand, direct computation and (1.13), (3.5), (3.6), (3.8) can lead to 17) and 
and 
While we take ∂ l t (l = 0, 1) on the both sides of (3.1) 3 , multiply the resulting equation by
, and integrate it over R d , to get 
It is easily to verify that
For the last integral on the left-hand side of (3.23), (3.24), using (3.5), (3.6), (3.8) and (1.13), we can estimate as follows:
Ny t T + y dx

= ∇y t · ∇(Ny t )(N + m)( T + y) − Ny t ∇((N + m)( T + y)) (N + m) 2 (y + T ) 2 + Ny t Δym t (N + m) 2 ( T + y)
+
Nm t y t Δ T N(N + m)( T + y) − Nmm t y t Δ T N(N + m) 2 ( T + y) dx N (N + m)( T + y)
|∇y Next, we can reduce the estimate of ∇u to those of div u and curl u . That is, we take div on the both sides of (3.1) 2 and multiply the resulting equation by div u, then integrate it over R d . Integration by parts leads to
Using (3.1) 1 , (1.13), (3.5), (3.6), (3.8) and integration by parts, we have
Similar to (3.17) and (3.20) , we have
Therefore, (3.31)-(3.34) lead to
Meanwhile, we take curl to (3.1) 2 and multiply the resulting equation by curl u in
The direct computations give
Combining (3.30), (3.40), (3.41), (3.9) with i = 0 and (3.11) with k = 0, we obtain 
Hence, (3.42) together with (3.43), (3.44) and (3.10) with j = 1, we obtain (3.12). This complete the proof of Lemma 3.4. 2 Next, we establish the estimates for the second order derivatives for (m, u, y, ϕ) . Similar to (3.22) , (3.29) and (3.41), repeating the above arguments and techniques, through treating
2 ∂ x ∇m dx, respectively, with the help of (3.5), (3.6), (3.8) and (1.13), we obtain
While dealing with (∂ x (3.1) 3
) dx, we have
Summing up (3.45)-(3.48), (3.9) with i = 1, (3.10) with j = 2 and (3.11) with k = 1, we have the following result. Finally, let us turn to the estimates of the third derivatives.
Lemma 3.5. Under all assumptions of Lemma 3.3, it holds that
d dt η 2 ∂ 2 x u 2 + 1 N ∂ 2 x ϕ 2 + T + y (N + m) 2 ∂ 2 x m 2 + 2 N ∂ i N∂ j u∂ 2 x u + · · · + u∂ 2 x N∂ 2 x u + |∂ x u t | 2 + 2 N ∂ x Nu t ∂ x u t + T + y (N + m) 2 |∂ x m t | 2 + 1 N |∂ x ϕ t | 2 + 3 2( T + y) |∂ x y| 2 + |∂ x y t | 2 dx + C ∂ x m t , ∂ 2 x m, ∂ x u t , ∂ 2 x u, ∂ x ϕ t , ∂ 2 x ϕ, ∂ x y, ∂ x y t , ∂ 2 x y, ∂ 2 x y t 2 C (m, u, ϕ) 2 H 1 (R d ) + y 2 + Cδ 1 (m t , u t , ϕ t , y t ) 2 ,(3.
Lemma 3.6. Under all assumptions of Lemma 3.3, it holds that
Remark 3.7. Noticing that in obtaining the estimates on the first and the second derivatives, we have used the smallness of |(m, ∂ x m, u, ∂ x u, ϕ, ∂ x ϕ, y, ∂ x y, ∂ 2 x y)| and |(m t , u t , y t , ϕ t )|, which are guaranteed by (3.5), (3.6), (3.8) and the smallness of δ 1 . However, the above arguments do not work for the third derivatives because we do not know the smallness of
Hence, to devote to the estimates for the third derivative, we must apply some technique inequalities (1.12)-(1.15) and give a detailed analysis.
Proof of Lemma 3.6. Let us differentiate (3.1) 2 with respective to x third and multiply by ∂ 3
x (N u) and integrate the resulting equation over R d , we have
We will handle the integrals in (3.51). First, the direct computation leads to
Here and in the following we use · · · to denote those terms whose structures are similar to the term ahead of them. For the third term of (3.51), by using (3.1) 1 , (3.5), (3.6), (3.8) and some tedious but straightforward calculations, we have
however, 
On the other hand, using (3.5), (3.6), (3.8), (1.12)-(1.15) and (3.4), one have
So (3.51), together with (3.52)-(3.58), implies
In order to get the estimate of ∇ 3 m, we can take ∇ 2 on the both sides of (3.1) 2 and multiply the resultant equation by
as in (3.47), which implies
While we take ∂ 2 x ∂ t on the both sides of (3.2) 2 and multiply the resulting equation by
Let us treat the terms appearing in (3.61). First, we have 
Similar to (3.33) and (3.34), one easily obtain
(3.66) Thus (3.61), together with (3.62)-(3.66) and (3.11) with k = 2, implies Hence, combining (3.59), (3.60), (3.76), (3.9) with i = 2 and (3.10) with j = 3, we accomplish the proof of Lemma 3.6. 2
