Let P be a set of n points in R d . We show that a (k, ε)-kernel of P of size O(k/ε (d−1)/2 ) can be computed in time
Introduction
In many areas such as computational geometry, computer graphics, machine learning, and data mining, considerable work has been done on computing various descriptors of the extent of a set P of n points in R d . These descriptors, called extent measures, either compute certain statistics of P itself such as diameter and width, or compute some (possibly nonconvex) geometric shape enclosing P with respect to a certain optimization criterion, such as computing the smallest radius of a sphere or cylinder, the minimum volume (or surface area) of a box, and the smallest spherical or cylindrical shell that contain P . Motivated by more recent applications, there has also been work on maintaining extent measures of a set of moving points, e.g., using the kinetic data structure framework [4, 9] .
The existing exact algorithms for computing extent measures are generally expensive. For example, the best known algorithm for computing the smallest enclosing cylindrical shell in R 3 requires O(n 5 ) time [3] . Consequently, attention has shifted to developing faster approximation algorithms; see, e.g., [2, 3, 8, 10] . Agarwal et al. [6, 5] proposed a unified framework for computing numerous extent measures approximately in low dimensions. Their approach is to first extract a small subset from the input, known as the coreset, and then return the extent measure of this subset as an approximation to that of the original input. The running time of their algorithm, substantially improving upon many previous results, is typically of the form O(n + 1/ε c ), where n is the input size, c is a constant that may depend on the dimension d, and ε is the approximation error.
Most of the existing work assumes that the input does not contain noisy data. However in the real world, noise may come from different sources during data acquisition, transmission, storage and processing, and is unavoidable in general. Meanwhile, most extent measures are very sensitive to noise; a small number of inaccurate data items (i.e., the so-called outliers) may substantially affect extent measures of the whole input. In order to compute more reliable extent measures on the input, it is thus natural to assume that the outlier points should be excluded from consideration. For example, the smallest enclosing cylinder problem with k outliers is formulated as finding the smallest cylinder that covers all but at most k of the input points.
Following up the work in [6, 17] , we consider the problem of finding robust coresets for various extent measures that are able to handle outliers. Assuming there are at most k outliers in the input, our goal is to compute a coreset of small size, so that the best solution on the coreset with at most k outliers would provide an ε-approximation to the original input with at most k outliers. We are mainly concerned with the case in which the number k of outliers is small compared to the input size n. Otherwise, random-sampling techniques have been effectively used to handle outliers [7] .
1.1 Problem statement. Let P be a set of n points in R d . For a direction u ∈ S d−1 and an integer 0 ≤ k < n, the level of a point a ∈ R d in direction u is the number of points p ∈ P such that u, p > u, a , i.e., the number of points in P that lie in the open halfspace bounded by the hyperplane u, x − a = 0. This notion of level is the dual of the level of a point in an arrangement of hyperplanes [21] .
For parameters k and , the (k, )-directional width of P in direction u, denoted by E k, (u, P ), is defined as
For simplicity, we denote E k,k (u, P ) by E k (u, P ) and E 0 (u, P ) by E(u, P ).
Given a set P of n points in R d , a parameter ε > 0 and an integer 0 ≤ k < n/2, a subset S ⊆ P is called a (k, ε)-kernel of P if for every u ∈ S d−1 and every 0 ≤ a, b ≤ k, we have
Note that (0, ε)-kernel is the same as the notion of ε-kernel defined by Agarwal et al. [6] .
In this paper, we are interested in computing a (k, ε)-kernel of small size for any given point set P ⊂ R d and parameters k and ε. Once we can compute small (k, ε)-kernels efficiently, we will immediately be able to compute robust coresets for various extent measures, using the standard linearization and duality transforms; see [6] for details.
Related results.
The notion of ε-kernels was introduced by Agarwal et al. [6] and efficient algorithms for computing an ε-kernel of a set of n points in R d were given in [6, 12, 22] . Yu et al. [22] also gave an incremental algorithm for fitting various shapes through a given set of points. See [5] for a review of known results on coresets.
Although there has been much work on approximating a level in an arrangement of hyperplanes using the random-sampling and ε-approximation techniques [13, 19] , this line of work has focused on computing a piecewise-linear surface of small complexity that lies within levels (±ε)k for a given integer k ≥ 0. These algorithms do not extend to approximating a level in the sense defined here.
Perhaps the simplest case in which one can easily show the existence of a small (k, ε)-kernel is when all points in P are collinear. One simply returns the first and last k + 1 points along this line as the desired (k, ε)-kernel. In fact, this kernel has exactly the same k-level directional width as P , for all directions. Note that the size of this kernel is 2k + 2, which is independent of the input size. Generalizing this simple example, Har-Peled and Wang [17] showed that for any point set
. Their algorithm is based on a recursive construction, and runs in O(n + k/ε d−1 ) time. Their result led to approximation algorithms for computing various extent measures with k outliers, whose running times are of the form O(n + (k/ε) c ).
Our results.
In Section 2 we prove that there
Our construction is surprisingly simple and intuitive, and it naturally extends the recent results of Agarwal et al. [6] , Chan [12] , and Yu et al. [22] . The running time of our algorithm is bounded by O(n + k 2 /ε d−1 ). Our result immediately implies improved approximation algorithms on a wide range of problems discussed in [17] . To name a few, we can compute an ε-approximation of the diameter with k outliers in O(n + k 2 /ε d−1 ) time; an ε-approximation of the minimum-width spherical shell with k outliers in O(n + k 2d+1 /ε 2d(d+1) ) time; and find a subset of size O(k/ε d ) for a set of linearly moving points in R d so that at any time the diameter (width, smallest-enclosing box, etc.) with k outliers of the subset is an ε-approximation of that of the original moving point set.
Our algorithm is very simple to implement. We tested it on a variety of inputs for d ≤ 8. Our empirical results show that our algorithm works well in low dimensions (d ≤ 4) both in terms of size of the kernel and the running time.
In Section 3 we present an incremental algorithm for shape fitting with k outliers, which is an extension of the incremental algorithm by Yu et al. [22] . The algorithm works by repeatedly "grating" points from the original point set into a working set; the points that violate the current solution for the working set the most are selected by the algorithm. We prove that the number of iterations of the algorithm is
, which is independent of n. We believe that this bound can be improved. Our empirical results show that the algorithm converges fairly quickly in practice. Interestingly, while the algorithm itself does not make explicit use of (k, ε)-kernels at all, its analysis crucially relies on our algorithm for constructing (k, ε)-kernels.
2 Construction of (k, ε)-Kernel In this section, we describe an iterative algorithm for constructing a (k, ε)-kernel for a set P of n points in R d . Without loss of generality, we assume that ε ≤ 1/2.
2.1 Algorithm. Set δ = ε/4. Our algorithm consists of 2k + 1 iterations. In the beginning of the ith iteration, for 0 ≤ i ≤ 2k, we have a set P i ⊆ P ; initially P 0 = P . We compute a δ-kernel T i of P i , using an existing algorithm for computing δ-kernels [6, 12, 22] .
Intuitively, T i approximates the extent of P i . By peeling away T i from P i , important points (in the sense of approximating the extent measures) on the next level of P get "exposed" and can then be subsequently captured in the next iteration. By repeating this peeling process enough times, the union of these point sets approximates the extents of all the first k-levels. Similar peeling ideas have been used for halfspace range searching [1, 14, 15] and computing k-hulls [16] . However, despite the underlying intuition, it is still somewhat surprising that this "peeling" approach really works for computing (k, ε)-kernels, given the fact that only a small number of points are removed in each iteration, while the number of points in P lying at levels at most k could be as large as Ω(n).
Proof of correctness.
In order to prove that S, the subset returned by the algorithm, is a (k, ε)-kernel of P , we fix an arbitrary direction u ∈ S d−1 and argue that
for all 0 ≤ a, b ≤ k. We only discuss the case a = b = k; other cases can be handled by slightly modifying the argument given below. Let
denote the ordered sequence of points realizing the top/bottom k − 1 levels of P in direction u. We call the ith iteration of the algorithm successful (with respect
Lemma 2.1. If the ith iteration is unsuccessful, then
By construction, T i is a δ-kernel of P i , and as such,
The other claims in this lemma can be proved in a similar manner. 
Proof. Suppose the ith iteration of the algorithm is not successful, and there exists ≤ k such that
Let m be the total number of successful iterations of the algorithm. If m ≤ k, then, by the above argument, there are at least 2k + 1 − m ≥ k + 1 points in S that are also in Q. On the other hand, if m > k, then S ∩ P 0...k−1 [u] ≥ m − k, and there are 2k + 1 − m other points in S that are in Q. Hence there are always at least k + 1 points of S that belong to Q, implying that
Putting this together, we get that
2.3 Time complexity. Chan [12] has shown that a δ-kernel of size O(1/δ
Plugging these bounds, we obtain an algorithm for computing (k, ε)-kernels of size
. We can improve the running time to O(n + k 2 /ε d−1 ), using the following observation: for any point set
We first invoke the O(n + k/ε d−1 )-time algorithm of Har-Peled and Wang [17] 
, and then apply the
The resulting set S is the desired (k, ε)-kernel of P , and the total running time is bounded by O(n + k 2 /ε d−1 ). We conclude with the following theorem.
It is easy to verify that for a point set P which is a Ω( √ ε)-net of the unit hypersphere (i.e., the minimum distance in P is Ω( √ ε)), all points of P must be in (0, ε)-kernel of P . By replicating k + 1 times every point of P , the resulting point set P has the property that any
. We also note that the number of iterations in the iterative algorithm for computing (k, ε)-kernels should be at least 2k + 1 in order for the algorithm to work correctly.
Indeed, consider a set of Ω(n) densely distributed points on [−1, 1] on the x-axis, together with the following 2k + 2 points on the y-axis:
. If the number of iterations is 2k, the algorithm may only output the first 2k points on the y-axis together with a set of other points on the x-axis, which is clearly not a (k, ε)-kernel in the y-direction.
Extensions.
Let F be a family of d-variate
where f k (x) is the kth largest value in the set {f (x) | f ∈ F}, and f l (x) is the lth smallest value in the set {f (x) | f ∈ F}. A subset G ⊆ F is a (k, ε)-kernel of F if for any 0 ≤ a, b ≤ k and any x ∈ R d , we have
We say that the dimension of linearization of F is m if there exists a map ϕ : R d → R m so that each function f ∈ F maps to a linear function h f with the property that f (x) = h f (ϕ(x)) for all x ∈ R d . Using Theorem 2.1 together with the standard linearization and duality transforms as described in [6] 
We need the following lemma to compute (k, ε)-kernels of roots of polynomials; the proof has been omitted for brevity.
The above lemma is an improved version of a similar observation made in [17] . Using this lemma, it follows that in order to compute a (k, ε)-kernel of f 
Theorems 2.2 and 2.3 immediately imply improved results for the various problems mentioned in the introduction. We omit further details from this version.
Incremental Algorithm
In this section we present a simple incremental algorithm for shape fitting with k outliers. The algorithm does not make explicit use of (k, ε)-kernels. However, by exploiting the construction of (k, ε)-kernels from the previous section, we show that the number of iterations performed by the algorithm is independent of the input size n. For simplicity, we describe the algorithm for the special case in which we wish to find a minimum-width slab that contains all but at most k points of a point set. As in [22] , the same approach can be extended to a number of other shapes, including cylinders, spherical shells, and cylindrical shells.
A slab σ is the region bounded by two parallel hyperplanes. The width of σ is the distance between the two bounding hyperplanes. The hyperplane passing through the middle of σ is called the center hyperplane of σ. For a given parameter ε > 0, we will use (1 + ε)σ to denote the slab obtained by scaling σ by the factor of (1 + ε) with respect to its center hyperplane. Let N σ ∈ S d−1 denote the direction in the positive hemisphere normal to the hyperplanes bounding σ.
Algorithm.
Let A opt (R, k) be an algorithm that returns a slab of the minimum width that contains all but at most k points of R. The incremental algorithm proceeds as follows. We start with an arbitrary subset R ⊆ P of constant size and compute σ = A opt (R, k). If (1 + ε)σ covers all but at most k points of P , then we stop because we have found an ε-approximation of the minimum-width slab containing all but at most k points of P . Otherwise, we add the points of V k (u, P ) = Note that the algorithm always terminates. If the number of iterations of the algorithm is small, the running time would also be small. Next, we obtain a bound on the number of iterations that is independent of n.
Analysis.
We will show that there exists a family H of O(k 2 /ε d ) great hyperspheres on S d−1 with the following property: the algorithm stops as soon as it computes a slab σ 1 such that, for some slab σ 2 computed in an earlier iteration, N σ1 and N σ2 lie in the same cell of the arrangement A(H) of H. This would immediately imply an O((k 2 /ε d ) d−1 ) bound on the number of iterations. Fix δ = ε/10. Let S be a (k, δ)-kernel of P computed by the algorithm in Section 2.1, and let X = P \ S.
Lemma 3.1. Let u ∈ S d−1 be a direction. We have
Proof. Since the algorithm described in Section 2.1 performs 2k + 1 iterations, at least one of them, say the iteration i, was unsuccessful with respect to direction u.
By Lemma 2.1 and the facts that
Therefore,
(By (3.1) and (3.2)) Proof. For any pair of points p, q ∈ S, let h pq be the great hypersphere in S d−1 , defined by the equation
We let H = {h pq | p, q ∈ S}. Clearly |H| = O(n 2 ). Consider any cell ∆ ∈ A(H). By construction, it is easy to see that the relative ordering of the elements in { u, p | p ∈ S} is the same for all u ∈ ∆. Hence,
We write an affine transform τ : lying in the same cell of A(H) and for any two points p, q ∈ S,
where u = τ (u) and v = τ (v).
Proof. Let B d ⊆ R d be a unit ball centered at the origin. By John's Ellipsoid Theorem [21] , there exists an affine transform τ so that ( [6] proved that there exists a set H of O(1/δ) great hyperspheres in S d−1 , such that for any u, v ∈ S d−1 lying in the same cell of A(H), u − v ≤ δ/d, where u = τ (u) and v = τ (v). Note that E( u, τ (S)) ≥ 2/d, and for any p, q ∈ S, τ (p − q) ≤ 2. Thus,
which is what we set out to prove.
Using Lemma 3.2 and Lemma 3.3, we construct a decomposition Ψ of S d−1 as follows. For each p, q ∈ S, let H pq be a family of O(1/δ) great hyperspheres that satisfy Lemma 3.3 for X ∪ {p, q}, and let τ pq be the corresponding affine transform. Let Γ = {τ pq | p, q ∈ S}. Let G be the set of O(|S| 2 ) great hyperspheres that satisfy Lemma 3.2 for the set S. Set
Lemma 3.4. For any two directions u, v ∈ S d−1 lying in the same cell of Ψ, there exists an affine transform τ ∈ Γ so that
, and let τ ∈ Γ be the corresponding affine transform obtained by applying Lemma 3.3 to Q. Since u, v lie in the same cell of Ψ,
By applying Lemma 3.3 to the right-hand side, we obtain
where the second inequality follows from Lemma 3.1. Therefore,
since δ is sufficiently small.
We now state the main lemma of the analysis.
Lemma 3.5. Let u, v ∈ S d−1 be any two directions lying in the same cell of Ψ. Then, for any 0 ≤ a, b ≤ k, we have
Proof. We prove the claim for the case a, b = k; the argument easily adapts to other cases. We prove that for ≤ k, we have
Observe that V k (u, S) = V k (v, S) (we remind the reader that V is an ordered set, as such equality here means also identical ordering by level). In particular,
Thus, consider the case in which P [u] ∈ X. Let τ ∈ Γ be the affine transform that satisfies Lemma 3.4 for directions u and v. Since
Note that u, v lie in the same cell of Ψ, and
. The proof of Lemma 3.4 implies that τ is an affine transform that satisfies Lemma 3.3 for Q. By applying Lemma 3.3 to the right-hand side of (3.3), we obtain
where the last two inequalities follow from Lemma 3.1 and Lemma 3.4. A simple algebraic calculation shows that (3.4) implies
and using (3.5), we obtain Similarly, we can prove that for any 0 ≤ ≤ k, we have
Theorem 3.1. The number of iterations of the incremental algorithm for fitting the minimum-width slab with k outliers is bounded by
, which is independent of n.
Proof. Let u i ∈ S d−1 be the direction orthogonal to the slab computed in the ith iteration. We say that a cell ∆ ∈ Ψ is visited if u i ∈ ∆. Then during the execution of the algorithm, once a cell is visited for the second time, the algorithm would satisfy the stopping criteria by Lemma 3.5. Thus the number of iterations is bounded by
We have not tried to optimize our bound, but we believe that it can be improved. As shown in Section 4, the number of iterations in practice is usually much smaller than the proved bound here.
Experiments
In this section, we demonstrate the effectiveness of our algorithms by evaluating their performances on various synthetic and real data. All our experiments were conducted on a Dell PowerEdge 650 server equipped with 3GHz Pentium IV processor and 3GB memory, running Linux 2.4.20. (k, ε) -kernels. We implemented a simpler version of our (k, ε)-kernel algorithm, which does not invoke Har-Peled and Wang's algorithm [17] first. We used an implementation of Yu et al. [22] for computing δ-kernels in each iteration. Although the worst-case running time of the algorithm is larger than the one mentioned in Theorem 2.1, it is simple and works well in practice.
Computing
We used three types of synthetic inputs as well as a few large 3D geometric models [18] : For each input data, we ran our (k, ε)-kernel algorithm with k = 5. The algorithm performs 11 iterations and chooses roughly 100 points into T i in each iteration. The output sizes of the algorithm vary between 800 and 1100. To compute the approximation error between the k-level extents of the kernel S and of the input P , we choose a set of 1000 random directions from S d−1 , and compute Table 2 . Performance of the (k, ε)-kernel algorithm on various 3D geometric models with k = 5. Running time is measured in seconds. Tables 1 and 2 summarize the approximation error and running time of the algorithm, for each input data. As can be seen, our algorithm worked well in low dimensions (d ≤ 4) both in terms of the approximation error and the running time. Our algorithm also performs quite well on real data sets such as the 3D geometric models. In high dimensions, we anticipate that the performance of our algorithm will deteriorate because of the curse of dimensionality. We also recorded how the approximation error decreases for each of the first 40 levels, after each iteration of the algorithm. The results are shown in Figure 3 . Observe that the approximation error for every level monotonically decreases during the execution of the algorithm. Moreover, the error decreases rapidly in the first few iterations and then it stabilizes. For example, in our experiments for d = 3, the error reduces to less than 0.1 within 7 iterations even for k = 40 and then it decreases very slowly with each iteration. This phenomenon suggests that in practice it is unnecessary to run the algorithm for full 2k + 1 iterations in order to compute (k, ε)-kernels. The larger the number of iterations is, the larger the kernel size becomes, but the approximation error does not decrease much further.
Incremental algorithm.
We applied the incremental algorithm to computing an ε-approximate minimum-width annulus of a point set with k outliers in R 2 . We first implemented a brute-force O(n 5 ) exact algorithm for this problem. Clearly, this algorithm is slow even on medium-sized input. Here our focus is to study the number of iterations of the incremental algorithm; a faster implementation of the exact algorithm would naturally result in a faster implementation of the incremental algorithm. We used the slow exact algorithm as a subroutine to solve the small subproblems in each iteration of the incremental algorithm. We tested this algorithm on a set of synthetic data, generated by uniformly sampling from annuli with fixed inner radius r = 1.00 and widths w varying from 0.05 to 5.00, and then artificially introducing k = 10 extra outlier points. The experimental results are summarized in Figure 4 . As can be seen, the number of iterations of the incremental algorithm is never more than 5. In other words, the algorithm is able to converge to an approximate solution very quickly. Table 3 . Performance of the incremental algorithm for computing the minimum-width annulus with k = 10 outliers. The numbers of iterations performed by the algorithm are in parentheses. Running time is measured in seconds.
We also applied the incremental algorithm to computing an ε-approximate smallest enclosing circle of a point set with k outliers in R 2 . Again, we implemented a brute-force O(n 4 ) exact algorithm for this problem to solve the small subproblems in each iteration; implementing a faster algorithm (such as an algorithm by Matoušek [20] or by Chan [11] ) would result in a faster incremental algorithm. We tested our algorithm on a set of synthetic data, generated by uniformly sampling from a circle of radius r = 1.00, and then artificially introducing k = 10 extra outlier points. The experimental results are shown in Figure 4 . Similar to the annulus case, the number of iterations of the incremental algorithm is also small.
In the future, we plan to implement incremental algorithms for other problems as well, e.g., smallest enclosing box and minimum-width slab with k outliers. Table 4 . Performance of the incremental algorithm for computing the smallest enclosing circle with k = 10 outliers. The numbers of iterations performed by the algorithm are in parentheses.
Running time is measured in seconds.
Conclusions
In this paper, we presented an iterative algorithm for computing a (k, ε)-kernel of size O(k/ε (d−1)/2 ) for any n-point set P ⊆ R d . We also presented an incremental algorithm for fitting various shapes through a set of points with outliers, and exploited the (k, ε)-kernel algorithm to prove that the number of iterations of the incremental algorithm is independent of n. Both our algorithms are surprisingly simple and work well in practice.
We 
