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Abstract 
The title of this work Optical Information Processing refiects the multi-facets of 
this thesis. 
In the first three chapters, I look at specific aspects of optical data storage. En-
abled by new recording materials, a read-write holographic memory is explored. The 
memory combines a two-dimensional layered architecture and holography. Recording 
dynamics are analyzed and compared with conventional memories. A novel multi-
plexing method, based on the confinement of spherical waves in waveguides, allows 
the implementation of fiat read-only memories with no moving parts. Novel poly-
mer films at low temperatures show extremely selective frequency absorption which 
yields up to hundred thousands of independent frequency channels. This radically 
different multiplexing scheme is combined with Bragg multiplexing to increase the 
storage density. Femtosecond pulses can be stored and retrieved in these materials. 
For further processing, a pulse shaper and an all-optical logic capable of processing 
Terahertz pulse streams are experimentally demonstrated. 
The last two chapters look at three-dimensional surface measurements. A pro-
filometer and a wavefront sensor based on the propagation of light in birefringent 
crystals are investigated. The performance of both sensors is theoretically modeled 
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"The cost for 128 kilobytes 
of hard-disk memory will fall below US$100 
in the near future" 
Creative Computing magazine, 1981 
The information storage sector is a major subsystem of the immense computer 
industry. Today storage requirements are reaching hundreds of gigabytes (Gbyte 
= 109 bytes) to handle a wide range of desktop audio/video applications and tens 
of terabytes (Tbyte=1012 bytes) to handle commercial servers and archival memory 
needs. Extreme pressure exists to reduce the cost of memory. Currently, the cost of 
memory for magnetic-based hard disks is 0.62 cents per megabyte (75 GB for $468, 
IBMTM Deskstar 75 GXP, year 2000). In comparison, the cost of memory in 1981 
was $340 per megabyte (Seagate™ 5 .MB, $1700). For the past 20 years, the price 
per megabyte of memory has fallen at a constant yearly rate of 45% [1]. 
Optical data storage technology shares common attributes with the ubiquitous 
magnetic hard disk. Both technologies rely on mechanical rotation of thE' medium 
and assembly head. Thus, optical storage drives such as CD, DVD and magneto-
optic disc drives benefited from the motorized technology developed for hard disks. 
Each bit of data is recorded on a localized area of thE' medium's surface. Access time 
and transfer rates are limited by the speed of disk rotation (latency) and the linear 
translation of the head assembly (seek). A fundamental difference exists bet\veen hard 
disks and commercial optical data storage devices. The read-head assembly of hard 
disks is flying at nanometers distances above the medium while an optical read-head 
assembly lies millimeters away from the medium. This allows optical media to be 
transferable/portable. To obtain significant improvements in access time and data 
transfer rates, a different approach to the traditional sequential bit recording/reading 
2 
process needs to be developed. Optical technologies based on holography present 
an attractive solution because of the inherent parallelism of recording and reading 
data. Although a lot of research has been devoted to holographic-based storage, it 
has never achieved the business impact that was expected. The recent development 
of new recording materials, spatial light modulators, semi-conductor lasers and array 
detectors has triggered a renewed interest in holographic technology [2]. 
In the core of this thesis (chapters 2, 3 and 4), I will address the use of holography 
for data storage and optical processing. The novelty of this work arises from the 
development of new holographic materials. 
In chapter 2, I present a recording technique called holographic localized recording 
that allows holograms to be recorded in a defined localized area in the volume of the 
novel material. I analyze the inter-play between recording time and diffraction effi-
ciency, and compare them to conventional holographic memories. The holographic 
memory based on the localized recording method is characterized by measuring the 
signal-to-noise ratio of random bit images for a memory size of up to 100 holograms. 
An architecture is presented which enables the storage of more than 1000 localized 
holograms. The major advantages of this memory in comparison to conventional 
holographic memories are that no exposure schedule is necessary, and that any holo-
gram can be selectively erased and rewritten without significantly affecting the other 
stored holograms. In conventional holographic memories, the diffraction efficiency 
is inversely proportional to the square of the number of stored holograms. Using 
localized holographic recording, the diffraction efficiency falls proportionally to l/A! 
rather than 1/1112 , where M is the number of holograms. In addition to holographic 
memories. localized recording is applicable to temporal signal processing. I show that 
temporal filtering of femtosecond pulses can yield large time-bandwidth values using 
localized recording. 
In chapter 3, I introduce a new technique called folded shift multiplexing that 
is an extension of shift multiplexing where light propagates into waveguides. The 
first part of chapter 3 reviews the theory of diffraction from volume gratings which 
leads to shift multiplexing. Although the first part of chapter 3 is not my work, it 
3 
is included here to understand the principles behind folded shift multiplexing. The 
major advantage of this method is that it enables the construction of flat memory 
modules, the size of silicon flash cards. 
In chapter 4, I present a series of new frequency selective polymer materials in 
the near infrared region (800 nm). I benefited from the suggestions of Prof. A. 
Gorokhovsky at CUNY and from Iouri Solomatine at Cal tech who produced these 
polymers. My contribution is to demonstrate that holograms can be recorded and 
retrieved in these materials using absorption gratings at very low temperatures. Spec-
tral Hole Burning (SHB) in these material yields GHz optical frequency selectivity 
at cryogenic temperatures and Terahertz inhomogeneous bandwidth. The optical 
frequency adds a further dimension that increases conventional holographic memory 
capacity. \i\Te show that capacity is further increased by using angle multiplexing of 
absorption holograms in these materials. The large inhomogeneous bandwidth (> 10 
THz) of these polymer materials allows spatio-temporal optical processing and stor-
age of femtosecond pulses. Optical processing of pulses requires that digital logic 
operations be performed. Electronic detectors have response times on the order of 
c:::' 100 ps, too slow to process femto and picosecond pulses. An all-optical method is 
needed to build the logic. I show an implementation of ultra-fast optical gates that 
is compatible with the spectral hole memory developed in this chapter. 
In the subsequent chapters 5 and 6, I investigate two types of optical contactless 
three-dimensional sensors. This work was motivated by a collaboration with Prof. 
P. McDonnell, a pioneer in laser vision correction at the Doheny Eye Institute at the 
University of Southern California. Two types of sensors were developed to accurately 
measure the topography of the human eye during the time of the laser correction 
procedure. The first sensor is based on conoscopic patterns. These patterns are cre-
ated by the interference of the two eigen-modes propagating in a bi-refringent crystal. 
Conoscopic patterns contain information about the three-dimensional wavefront. My 
contribution to this work is shared with Prof. G. Barbastathis. vVe theoretically and 
experimentally demonstrate the lateral and depth resolution of the sensor and its limi-
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tations. This project was awarded a SBIR grant (Small Business Innovative Research) 
from the National Eye Institute. The second sensor utilizes structured lighting and 
triangulation and is based on the work of Prof. P. Perona and J. Y. Bouguet at the 
Cal tech Vision laboratory. Although many sensors based on structured lighting have 
been proposed and demonstrated, ours was the first implemented for monitoring in 
vivo the shape of the human cornea under laser vision surgery. 
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Chapter 2 Holographic recording of 
localized holograms 
In this section, I expand upon the differences between conventional optical storage 
and holographic storage and motivate the use of localized holograms. These elements 
will help to realize the concept of a hybrid memory device based on the advantages 
of holography and localized sequential bit recording. The construction of this hybrid 
memory is enabled by the recent discovery of a new recording material. 
Holographic 
material 
Figure 2.1: Basic holographic recording system. SLM: Spatial Light Modulator. R: 
reference beam. S: Signal beam. 
In conventional optical recording, a data bit is stored by locally changing the 
physical or chemical property of the medium. In magneto-optical (M-O) media, 
the magnetic properties are changed with light, while for recordable CDs (CD-R), 
light changes the reflectivity of an organic dye (cyanine, phthalocyanine dyes). In 
contrast, holographic recording distributes an individual bit throughout the volume 
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of the recording medium. Information is recorded using two coherent beams (instead 
of one light beam for CD-R and M-O drives) which interfere inside the medium. 
One of the beams is the signal beam which is composed of multiple bits forming a 
page. Bits are imprinted by passing a light beam through a spatial light Modulator 
(SLM). Binary SLMs code a digital (0) as a dark spot on the image and a digital 
(1) as a bright spot. The second beam is the reference beam (fig. 2.1). The two 
beams produce a three-dimensional interference pattern of high and low intensities 
which is imprinted in the material by changing the physical or chemical properties of 
the medium. \\Then the perturbation of the medium is illuminated by the reference 
beam, the light is diffracted and recreates the signal beam containing the data. An 
array detector can be placed to capture the diffracted light and hence can detect 
electronically the data bits [3, 4]. 
Multiple pages can be stored in the same volume by changing, for example, the 
angle of the reference beam [5] for each subsequent data page. In two-dimensional 
optical data storage systems, the storage capacity is proportional to X 2 / ,\2, where X 
is the physical size of the recording medium in each of the two dimensions and ,\ is 
the wavelength of light. In holographic memories, the three-dimensional interference 
pattern utilizes the depth of the medium, increasing de-facto the areal storage density. 
The storage capacity is proportional X 3 / ,\3 , where the extra factor L /,\ is equal to 
the number of pages recorded which can be on the order of 103 [24, 26]. 
The delocalization of bits of information in holographic storage unfortunately 
has the disadvantage of producing non-selective erasure: the erasure of a particular 
bit of information cannot be performed without affecting the other bits distributed 
throughout the volume. For multiple read-write memories, this represents a major 
drawback. 
The work presented in this chapter shows that by combining the parallelism 
of holography and conventional two-dimensional localized single-bit-oriented optical 
storage, a practical memory device can be implemented. The resulting optical mem-
ory features multiple read-write capability and selective erasure with a transfer rate 
similar to that of conventional holographic memories (several G B / s) and a storage 
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density equal to that of two-dimensional optical memories (1-2 bit/ J'Lm2). 
The recording medium selected for the realization of the memory is lithium nio-
bate. Iron-doped lithium niobate (LiNb03:Fe) is a photorefractive recording material 
that has been studied extensively. Many optical systems involving iron-doped lithium 
niobate have been developed for large scale storage applications [6, 7, 8, 9, 10, 11]. 
This material has excellent optical properties, stability and the ease of growing large 
homogeneous bouls (4 inches in diameter) at a low cost (a few US dollars for 1 cm3 ). 
However, volatility, which is the decay of the stored information in the material upon 
optical readout, is a major limitation for practical use of iron-doped lithium niobate 
(the same phenomenon applies to all other known photorefractive materials). Volatil-
ity arises because the read-out light has the same optical frequency as the light used 
to record the information, yielding an almost symmetric behavior between the writing 
and reading process. Recently, researchers have shown that upon addition of a second 
dopant, manganese, to LiNb03 , the properties of the resulting material called doubly 
doped LiNb03:Fe:Mn change dramatically [12, 13, 14, 15, 16]. One of the benefits of 
the added dopant is that the information becomes persistent upon optical read-out. 
A second benefit is the gating effect: the medium becomes recordable only when 
illuminated with violet light (365-420nm). In regions not illuminated with violet 
light, recording is not efficient. This effect allows localized sensitizing (gating): by 
focusing a coherent violet beam with a spherical lens, a tube-like region is sensitized 
inside the crystal. Similarly, violet light focused by a cylindrical lens produces a 
thin sensitized sheet. In this chapter, I will address the effect of localization on the 
holographic recording performances. 
2.1 Recording in LiNb03:Fe:Mn crystals 
In this section, we review the optical properties of doubly-doped LiNb03 . 
In LiNb03 , the energy level of the iron centers is located in the gap between the va-
lence band and conduction band. Iron exists in two different valence states: Fe2+ and 
Fe3+. Light excites electrons from Fe2+ into the conduction band (CB) as illustrated 
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Figure 2.2: Band diagram of LiNb03 doped with iron (left) and doubly doped with 
iron and manganese (right). CB: conduction band; VB: valence band. Both elements 
occur in two valence states. Electrons are excited from Fe2+ by visible light and ultra 
violet light and from Mn2+ by ultra violet-light only. Free electrons in the CB can 
recombine with FeH or MnH . 
in Figure 2.2 a). A spatially sinusoidal light pattern excites electrons proportionally 
to the light intensity; therefore, the distribution of the electrons in the conduction 
band is a replica of the light pattern. Electrons migrate in the conduction band due to 
the bulk photovoltaic effect, drift, and diffusion and get trapped by the FeH centers 
elsewhere. The mobility of electrons in LiNb03 and the large recombination coeffi-
cient create a migration on the order of 1 nm each time an electron is photoexcited. 
This distance is much smaller than a period of the light pattern. The process comes 
to a steady state when the sum of all the forces involved in the migration of the elec-
trons cancel each other. The equations describing the photorefractive band transport 
are described by the Kukhtarev equations [17, 18, 19]. Illumination of the grating, 
stored in the Fe centers, with homogenous light of the same \vavelength, reveals the 
hologram and at the same time causes a uniform electron excitation. As a result, 
the charged pattern is redistributed homogeneously and the hologram is eventually 
9 
completely washed away after sufficient read-out time. 
Several approaches have been proposed to enhance the persistence of the charge 
pattern. One approach is to change the read-out wavelength. The absorption cross 
section of LiNb03 away from the center peak at 477 nm, in the longer wavelength 
region, is much weaker and therefore the erasure is considerably reduced [20, 21, 
22, 23, 24]. The problem with that approach is that the Bragg matching condition 
complicates the read-out especially when multiple hologram of images with high spa-
tial frequencies are recorded. Another approach is to copy the space charge pattern 
onto a pattern of immobile ions, a process called thermal fixing [25, 26, 27, 28]. The 
recording occurs at high temperature (180 0 Celsius) and the ions become mobile and 
tend to compensate for the field generated by the electronic pattern. The grating 
imprinted in the ions is a perfect replica of the electronic grating. When the crystal 
cools down, the ions become immobile and the grating becomes fixed and insensitive 
to the read-out. However, for multiple image recording, the process becomes compli-
cated and the high temperature requirement is not practical. Similarly, the electronic 
pattern can be copied onto ferro-electric domains by applying an external electric 
field (" electrical fixing") [29, 30, 31, 32, 33]. 
An all-optical method that yields non-volatile storage uses two-step recording 
[34, 35]: the simultaneous presence of a recording light of low photon energy and a 
gating light of high photon energy excites electrons via virtual or real intermediate 
levels to the conduction band. Upon read-out, the gating light is turned off and the 
low energy read-out light cannot by itself generate free electrons which makes the 
grating stable upon read-out. However, this approach has low sensitivity which is the 
major drawback. 
The method using two dopants in LiNb03 is similar to two-step recording in 
that it requires the simulteneous presence of a recording light of one wavelength and 
gating or sensitizing light of a lower wavelength to generate a stable grating upon 
read-out. There is a fundamental difference in the recording properties between the 
two methods. For two-step recording only intensity matters; the gating light intensity 
required is approximatel:v 1 Vvr / cm 2 . For two-center recording only the intensi t:v ratio 
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between recording and gating matters [15]. The sensitivity of the two-center method 
is several orders of magnitude higher than the two-step method. Thus, two center 
recording is more attractive than the two-step method for applications. The band 
diagram for LiNb03 :Fe:Mn is shown in fig. 2.2 (b). Manganese centers are located 
deeper in the band gap than the iron centers. The oxidation state of the crystal 
is such that, initally, the manganese centers are partially filled with electrons and 
that the iron centers are completely empty, i.e., only Fe3+ is present. The crystal is 
transparent for wavelengths of light equal to or greater than the Fe2+/3+ transition 
level (477 nm). As a result, no charges are available to record a grating. When the 
crystal is illuminated with light at a shorter wavelength, the deep manganese traps 
are ionized. Electrons are sent to the conduction band and then recombine with 
either the Mn3+ or Fe3+ centers, thus populating a portion of the iron centers with 
electrons. The crystal becomes absorptive for a range of visible wavelengths. The 
central idea is to sensitize the crystal with short wavelength light (typically 400 nm), 
while recording with longer wavelength illumination (typically 532 nm, 632 nm). The 
sensitizing light yields a continuous supply of electrons to the iron centers from which 
the recording light generates an electronic pattern in the conduction band. In fig. 2.3, 
the light intensities (1) and concentrations of electrons in the traps (N) are plotted 
against the spatial coordinates x. Initially (Fig.2.3 (a)), the crystal is pre-sensitized 
with short wavelength light, which we call UV light in the remainder of this thesis 
(although we will use 400 nm which is not quite UV). The visible light is turned off 
during this process. This pre-sensitization step populates the iron level with electrons. 
During recording (Fig.2.3 (b)), the UV light is turned on and the visible recording 
interference pattern excites electrons from the Fe2+ centers. The free electrons move 
in the CB due to the bulk photovoltaic effect and are trapped elsewhere by Fe3+ and 
Mn3+. The concentration of electrons in the iron centers (Fe2+) creates a pattern 
that is close to 1800 out of phase with the light intensity pattern. This phase shift 
occurs because the electrons are generated in the bright regions of the interference 
pattern and trapped in the dark regions. The phase difference is not exactly 1800 





Figure 2.3: Recording and non-destructive read-out processes. The plot represent 
light intensities I for visible and ultra violet light and the concentration of electrons N 
trapped in the iron (Fe2+) and manganese (Fe2+) centers against the spatial dimension 
x directed along the grating vector. 
distance before getting trapped. A grating is recorded similarly in the manganese 
centers by trapping part of the electrons excited from the iron level. The electron 
concentration in lVIn2+ hence follows the recording light intensity pattern; therefore, 
the distribution of electron in manganese is approximately 1800 out of phase with 
the electron concentration in iron. The extra transfer of electrons from Fe2+ to 
Mn3+ is due to the visible light: in bright regions of the interference pattern , some 
electrons are excited from the Fe centers and transferred back to the Mn centers via 
the conduction band. In dark regions , the transfer is much weaker due to the small 
12 
visible intensity. Therefore, the modulated Mn2+ grating is synchronized with the 
visible light intensity pattern. After recording, the UV light is switched off. The 
uniform visible reading light uniformly excites the electrons from the iron centers 
until all of them are trapped in manganese. During this process part of the space 
charge field decreases because the electron pattern stored in the iron centers is erased 
and the electrons in the conduction band tend to compensate any space charge field. 
However, after removal of all the electrons from Fe2+ by the visible reading light, the 
remaining portion of the space-charge grating that is stored in the manganese level 
persists against further read-out illumination. It is still possible to erase the hologram 
in manganese by exposing the grating to UV light. 
2.2 Recording speed of localized holograms 
We will use the property of gating in doubly doped Fe, Mn crystals to record localized 
holograms and study their holographic recording speed. In holographic data storage 
[36], pages of information are overlapped in the volume of the recording medium. 
Coherent erasure of a particular page also erases all the other pages stored in the same 
volume, due to the destructive read-out of holograms in photorefractive crystals such 
as LiNb03:Fe [38]. In paragraph 2.1, we have reviewed the principles leading to non-
destructive read-out in doubly-doped LiNb03 [12]. When holograms are multiplexed 
in such crystals [37], the erasure of a single page of information requires the sensitizing 
UV light to be present, causing the erasure of all the other pages of information stored 
in the same volume. One of the properties of localized holograms is that erasure is 
selective. The information stored elsewhere in the volume of the crystal is unaffected. 
As described in the last section, thin holograms can be recorded inside the volume 
by localizing the sensitizing beam. The approach described in this chapter for the 
recording of localized holograms is illustrated in Fig. 2.4. 
The sensitizing beam is focused by a cylindrical lens, defining a thin disk with 
thickness of a few tens of micrometers in the crystal (within the depth of focus of the 






Figure 2.4: Localized recording in doubly doped LiNb03 . 
focused by the same cylindrical lens. The signal beam interferes with the reference 
beam in a 90 degree geometry. Each page (hologram) takes up a slice of the volume. 
Multiple pages are recorded by physically moving the crystal (or the reference, sen-
sitizing beam). This implementation of localized holograms can be considered the 
holographic analog of the three-dimensional optical two-photon memories architec-
ture [41],[42]. In a two-photon memory architecture, a spot (bit) is written in the 
volume of a molded organic polymer only in locations where two beams with sufficient 
photon energies, one carrying the information and the other specifying the location, 
intersect temporally and spatially. The recorded bits are then read by fluorescence 
when excited by single photons absorbed within the written spot volume. The bits 
are arranged by page. Each page can be as thin as 30pm. 
In contrast , the localized method relies on holography to record the information. 
The localized recording method and architectures described in this chapter can be 
applied to any other gated material that produces non-volatile read-out [34]-[40]. 
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The localized recording method implemented in this section follows the idea 
of fig. 2.4 described in section 2.2. We experimentally demonstrate the recording of 
50 localized holograms in doubly-doped LiNb03. We show that the time required 
to record a memory composed of M pages (holograms) is comparable to the total 













Figure 2.5: Recording set-up for the 50 holograms experiment. The camera CCD and 
detector are interchangeable. 
We performed experiments with a congruent 90 degree-cut LiNb03 crystal doped 
with 0.075 wt. % Fe203 and 0.015 wt. % MnO. Figure 2.5 illustrates the experimental 
set-up. We used a frequency doubled femtosecond laser as a sensitizing light source 
(wavelength 405 nm), and a 15 mW ReNe laser for generation of t he coherent red 
light (wavelength 633 nm, ordinary polarization). We recorded a plane wave hologram 
using two red beams interfering in a 90 degree geometry crystal illuminated by the 
sensitizing light. When read-out only with the red reference beam, the hologram is 
erased with a time constant which is only three times the writing time constant. The 
persistence of the hologram reported in [12J with continuous light (cw) sensitizing is 
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on the order of 104 . This effect cannot be explained by the repetition rate of the 
femtosecond laser (76 MHz). Because we use the light of the femtosecond laser for 
sensitizing, the high repetition rate can be considered as continuous for holographic 
recording. We used a continous cw UV source as well and identical persistence were 
observed. This crystal was grown by a different manufacturer than the crystal use for 
the experiments in [12]. Although the concentration of iron and manganese are the 
same for the two crystals, it is unknown what process in the growing caused these 
differences in persistence. Nevertheless, this 90 degree crystal shows photochromism 
and sensitizing was necessary to record holograms. 
An intensity transmission mask is imaged by a 4-f system onto a CCD camera. 
The reference beam is focused by an 8 cm cylindrical focal lens. The UV beam is 
co-propagating with the red reference beam. The lateral extension (1/ e2 value in 
intensity) of both focused beams inside the crystal is 40 /-Lm. The diameter of the 
focused beam is measured with the knife edge method (appendix A). The signal 
diameter is 1.5 mm inside the crystal (fresnel region). The 4 x 4 x 4 mm3 crystal is 
mounted on a computer controlled translation stage. A photo detector measures the 
diffracted power with the signal and UV beams blocked. At each spatial location, the 
crystal is pre-sensitized with the focused UV beam for 10 sec. We used an exposure 
schedule for the recording of 50 holograms because of the non-persistence of holograms 
as explained above. Holograms are recorded with the red beams for 4.5 min on average 
(reference = 720 JLW, signal = 120 /-LW, UV = 100 JLW). Multiple holograms are 
recorded by translating the crystal between exposures. A center to center separation 
of 80/-Lm, which is equal to twice the lateral extension of the red and UV beam is 
used between spatial locations. The experimental result is shown in fig. 2.6(a). Each 
peak in the plot results from the diffraction efficiency of a localized hologram as 
the crystal is translated in the direction perpendicular to the reference beam. In 
fig. 2.6(b), hologram number 25 was selectively erased by continuous illumination of 
UV. The detector is then replaced by a camera and an example of a reconstructed 
image is shown in fig. 2.6(a). The imaging lens captured the totality of the diffracted 
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Figure 2.6 : (a) 50 images recorded in a LiNb03:Fe,Mn crystal. Each peak corresponds 
to the diffraction efficiency of a hologram stored at a different spatial location as the 
crystal is translated in the direction perpendicular to the reference beam. Center to 
center spacing between each hologram is 80p,m (b) Hologram #25 is selectively erased 
by continuous illumination of UV and red reference. 
experiment demonstrates that holograms can be recorded locally in LiNb03:Fe,Mn 
crystal, enabling selective non-coherent erasure. 
The following analysis compares the total recording time of M holograms using 
conventional distributed volume holographic recording in doubly-doped LiNb03 [37] 
and localized recording in the same crystal as described in this section. The analysis 
calculates the recording time required to achieve the same final diffraction efficiency 
for the two methods. The total power for recording is fixed and equal for both 
recording methods in order to make the comparison fair since the results derived in 
this section scale identically with total power for both methods. The power is divided 
equally between the reference and signal beams for distributed recording because it 
optimizes the recording speed. We keep the reference and signal power equal in the 
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case of localized recording for the same reason. 
For distributed volume hologram recording, an exposure schedule is necessary to 
obtain equalized diffraction efficiency for M holograms. The square root of the final 
diffraction efficiency is equal to [43]: 





where M is the number of holograms, ]\;1# = AoTe is the M-number parameter, Ao is 
Tw 
the square root of the saturation diffraction efficiency after red-erasure, T wand Te are 
the writing and erasure time constants respectively, t1 is the recording time of the 
initial hologram and tM = I<c;M-1 is the recording time of the last hologram. This 
t) 
relation differs from the usual equation by a factor C, which is the square root of 
the ratio between the signal and reference beam area in the crystal: C = If.. It 
is more appropriate to express the diffraction efficiency as a power ratio rather than 
an intensity ratio. The optical power is proportional to the number of photons per 
second incident on the sensitive area of the detector: 
p = number of photons h v. 
second 
(2.2) 
where h v is the energy of one photon of frequency v. In the holographic system of 
fig. 2.7 (a), the holograms are reconstructed with an extended reference beam. The 
reconstruction is imaged onto a camera of area A det . In fig. 2.7 (b), holograms are 
reconstructed using a focused reference beam. Similarly to (a), the reconstruction 
is imaged onto a camera of area Adet . Because the detection area is the same for 
both system, the diffracted power can be compared between system (a) and (b). 
The incident power on the holographic system is equal to the laser power in both 
the localized and distributed system; therefore, the relevant diffraction efficiency is 
the ratio between diffracted power and input power. For conventional holographic 
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recording the reference and signal beam are usually the same size. In this case the 













Figure 2.7: Localized and distributed recording system. The relevant diffraction 
efficiency is given by the power ratio: di7:;~~e~::e:er. 
The total recording time for M distributed volume holograms is equal to: 
Ttot = Te l n ( 1 + (1\11 - 1) :: ) . (2.3) 
For t he localized method, the total recording time for M holograms is simply: 
(2.4) 
where t~ is the time to record one hologram. In the following relat ions, the primed 
variables correspond to the localized recording. The square root of the diffraction ef-
ficiency of one localized hologram recorded for time t: is equal to: vIr1 ~ c ..JM A,~ t: 
Tw 
with t: «T~. The extra factor...fM comes from the fact that t he area of t he reference 
beam has been reduced by M (t = L' , see inset of fig. 4.17). Since A~ is proportional 
to the modulation depth m ' = ~ and interaction length L' , and T~ ex: I:.!Is [18], 
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the recording slope S' for the localized recording is equal to: 
S' = CVMA~ 
T' w 
(2.5) 
Since S = C Ao is the recording slope for the distributed volume recording, this 
Tw 
relation shows that, as long as t~ « T~, the ratio between the recording slopes is 
independent of L'. We experimentally verified this result by measuring the recording 
slope of the square root of the diffraction efficiency (computed as a power ratio) for 
different interaction lengths L', keeping the power in the reference and signal beams 
constant. For two orders of magnitude difference in interaction length L (3.5 mm to 
40 11m), we observed a drop of 20 percent in recording slope. We attribute this drop 
to the experimental errors due to the difficulty of overlapping UV and red reference 
beam in the crystal for small lateral extension. We will use the result of eq. 2.5 to 
compare the recording speed of the localized recording and the distributed volume 
recording. The final diffraction efficiency for the two cases are: 






Equations 2.6 show that the total recording time of the localized hologram method 
is shorter than that of the distributed volume method, because tM is the shortest 
recording time of the exposure schedule. This result, however, is valid only if holo-
grams are recorded in the linear region of the recording curve. We have to be careful, 
because the localized recording time constant T~ becomes, using <, = II;++IIs: 
Tw r s 
, Ir + Is 2 Te 
Tw = Tw l'vlIr + Is = Tw l'vl + 1 ""' JvI' (2.7) 
where Ir and Is are the reference and signal intensities respectively. We set Ir = 
Is in eqn. 2.7 because, for distributed volume recording, the recording beams have 
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similar area and equal power. Experimentally, Te is roughly equal to Tw in doubly-
doped LiNb03 as a result of constant sensitizing illumination in the crystal volume 
throughout the recording process of the l'vI holograms [37]. This is different with 
localized recording since the sensitizing light is localized and does not erase previous 
holograms. Thus, from eqn. 2.7, the last recording time of the exposure schedule for 
the distributed volume recording (~ ~1) is of the same order of magnitude as the 
writing time constant of the localized holograms. Therefore. the holograms are being 
recorded in the non-linear region. The total recording time of the localized recording 
has to be computed using the exact form of the recording curve: 
(2.8) 
Substituting eqn. 2.7 in eqn. 2.8 and solving for t~, we can obtain the total recording 
time: 
, ,-21\1 l ( Te 1\1 + 1 ) 
Ttot = 1\1 ts = 1\1 + 1 Tw n 1 - Tw 2 (t + 1\1 _ 1) . 
The total recording time for the distributed volume method is given by eqn. 2.3. We 
note that the ratio of Tfot and Ttot depends on the ratio of time constants IL, the Tw 
number of holograms 1\1 and the initial recording time t] of the exposure schedule. 
A practical value for t] is taken as ;0' The graph of fig. 2.8 plots the ratio of total 
recording time for both method Tfot and Ttot against the number of holograms for two 
values of IL. We see from this graph that, for IL = 1, the total recording time of the 
Tw Ttl' 
localized method can be shorter than the total recording time of volume holograms 
for 1\1 >10 holograms. As the ratio T< increases, this advantage of the localized 
Tw 
recording method quickly vanishes. There exists a ratio IL above which the localized 
Tw 
holograms cannot reach the diffraction efficiency obtained with distributed volume 
holograms independently of the exposure time allotted. For .1\1=1000 and t1 = ;0' 
this threshold ratio is equal to 2.1. 
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Figure 2.8: Ratio of total recording time between the localized and the distributed 
volume methods in function of the number of holograms to record for two different 
values of the ratio -;; and tl = ;0 . 
Another basis to compare the two methods is in terms of storage density. vVe 
consider first the experiment described in this section. Fifty localized holograms 
with equal diffraction efficiency of 2 . 10-5 were recorded. The effective A1fr of the 
localized method is equal to NI J2 . 10-5 = 0.22. If we use the same crystal for 
distributed volume recording (with M=50), we can compute the AI# using a single 
plane wave hologram recording in the same crystal. Assuming equal recording and 
erasing time constants (see discussion above), we found A1,#ol = 0.18. This result 
suggests that 50 holograms for both methods can be recorded in the same volume 
with approximately the same diffraction efficiency. \Ve need to know how this result 
scales with M. The maximum number of localized holograms that can be stored in 
a given crystal thickness is limited by the diffraction of the focused sensitizing and 
reference beam. Let a typical spot size for a high bandwidth signal beam recorded 
in the Fourier plane be '" 3mm. This translates to an optimal focusing of 15j1m 
(1/e 2 value) for the sensitizing beam and thus a center to center spacing of 30j1m. 
Therefore, if we assume a crystal thickness of 1 cm, 330 localized holograms could be 
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recorded with a diffraction efficiency equal to 2 . 10-5 . In comparison, the diffraction 
efficiency of 330 holograms stored with the distributed volume method would be equal 
( 
AI"Ol) 2 
to 17 = 3;0 = 1.9 . 10-6 . The larger final diffraction for the localized recording 
comes at the expense of a longer recording time because in this case, each hologram 
would have to be recorded in the non-linear region. Of course, if we are willing to 
accept a lower diffraction efficiency for M=330, then this could also be obtained with 
localized recording at a shorter recording time as explained earlier. 
2.3 Maximum diffraction efficiency of localized holo-
grams 
vVe reported in the previous section the recording of 50 localized holograms spatially 
multiplexed in a LiNb03 :Fe,Mn crystal using a 90 degree geometry [44]. In this 
section, we demonstrate the recording of strong localized holograms in LiNb03 :Mn,Fe 
that improves the M# by a factor M, where M is the number of holograms. 
The localized holograms are written with a focused reference beam and an ex-
tended signal beam with the same technique described in section 2.2. The recording 
geometry is illustrated in fig. 2.9. The main difference between this set-up and the 
previous set-up shown in fig. 2.5 is the half wave plate positioned before the polariz-
ing beam-splitter. The purpose of the beam splitter is to distribute the laser power 
between the reference and signal beam. According to the relat.ive power distribu-
t.ion bet.ween the reference and signal beam, t.he recording dynamics of the holograms 
varies: t.his is caused by the large difference in t.he area of the beams at the overlapping 
region. We will show that, under a particular power distribution, the final diffraction 
efficiency does not decrease proport.ionally t.o 11M2 but to 11M when recording is 
done in doubly doped LiNb03 . The significance of such a result is important for 
many applications if we consider that for 100 holograms, the diffraction efficiency 
of each of the 100 holograms can be a factor of 100 times larger than conventional 
recording in iron doped only LiNb03 . The holograms in the experiment of section 2.2 
PB 
532 nm: solid state 
laser 
1'-Plate 




LiNb03 :Fe crystal 
Figure 2.9: Recording set-up. The half wave plate positioned before the polarizing 
beam-splitter distributes the power between the reference and signal beam. The 
waveplate is mounted on a rotation stage for continuous power distribution. 
were recorded so as to maximize recording speed and did not reach large diffraction 
efficiency. 
The recording slope S in photorefractives is given by: 
(2.9) 
where Pr and Ps are the power in the reference and signal beam respectively. Eq. 2.9 
is subject to Pr + P s = Ptotal = constant. Thus the recording slope is maximized 
for equalized power Pr = Ps . In this case the recording slope is optimized but the 
saturation diffraction efficiency is low because of the low resulting modulation depth. 
The saturation diffraction efficiency (Ao) is proportional to t he modulation depth 
(m): 
A - v'I:Ts ocxm- I I' r + s 
(2.10) 
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This quantity is maximized for equal intensity Ir = Is independant of the total power. 
The following experiment illustrates this dynamic. We used a 90 degree-cut 
LiNb03 crystal doped with 0.01 wt. % Fe203. We used a Coherent solid state laser, 
wavelength 532 nm, linearly polarized, for the recording beams. A cylindrical lens 
focuses the reference beam (6 mm diameter) in the crystal. The reference beam in-
terferes with a plane wave signal beam (6 mm diameter) as shown in the set-up of 
fig. 4.17. The total power is distributed into the reference and signal beam using a 
half wave-plate and a polarizing beam splitter. In the first experiment, the reference 
and signal beam have equal power. In the second experiment, the intensity between 
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Figure 2.10: Recording curves of a localized hologram. The dashed curve is recorded 
with equal power. The plain curve is recorded with equal intensity in the reference 
and signal beam. The lateral extension of the reference beam is 50 times smaller than 
the signal diameter. 
the reference and signal beam is equalized. The result is shown in fig. 2.10 for the 
case of a reference beam focused to a lateral extension equal to 120l1rn (1/e2 value). 
As predicted, the curve recorded with equal power has a larger recording slope than 
the curve recorded with equal intensity and saturates at a much lower diffraction 
efficiency. \Ve study the trade-off between recording time and saturation diffraction 
efficienc.y and applied the results in the case of recording a large number of holograms 
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in doubly doped LiNb03 [44, 37]. We start by letting 0: be the ratio of the power in 
the reference beam and the total power: 
(2.11) 
\Ve take the area of the unfocused reference beam and signal beam as equal. The 
primed variables correspond to the recording with a focused reference. The square 
root of the diffraction efficiency computed as power ratio is given by [43]: 
Jrii = vM A~ ( 1 - e - T~' ) • (2.12) 
where A~ and T~ are the saturation diffraction efficiency and recording time constants 
of the localized recording respectively. M is the number of holograms which is equal 
to the ratio between the lateral extension of the unfocused reference to the focused 
reference (£" see fig. 4.17). A~ = Ao ~f, where Ao is the saturation diffraction 
efficiency for the unfocused reference beam recording (m = ~). Using eq. 2.11, the 
saturation diffraction efficiency A~) can be calculated according to: 
4,_2Ao JO:(1-0:) 
·0- v'iJ1+0:(1\I-1)" 
The writing time constant can be written as: 
, 
Tw = -1-+-0:-(-:-::A-f------:-1)" 
Replacing eq. 2.13,2.14 in eq. 2.12, we obtain: 





The parameter 0' varies from 0 to 1 corresponding to the total power being concen-
trated in the signal and reference beam respectively. Any value of 0: between 0 and 
1 means that the total power is distributed between the reference and signal beam. 
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a takes the value ~ for equal power in reference and signal beam. For equal intensi-
ties, a = M~l' The ratio of the saturation diffraction efficiency in the cases of equal 
intensity and equal power recording is computed from eq. 2.15 and is given by: 
TJequal intensity 
TJequal power 






We have experimentally measured this ratio by recording holograms with equal 
16 
-- . / =(M+1)2/4M 
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Figure 2.11: Ratio of saturation diffraction efficiency between localized holograms 
recorded with equal intensity and localized holograms recorded with equal power in 
function of the number of holograms 1'.1 = L / L'. 
power and equal intensities for four values of M (10,16,25,50). Fig. 2.11 shows the 
experimental ratio of the diffraction efficiency vs M, in good agreement with eq. 2.16. 
The diffraction efficiency of a single strong localized hologram is computed by plugging 
a = M~l in eq. 2.12 and 2.13 giving vrr = Jh (1 - p- ;~.). Assuming a very 
long erasing time constant (»1'.1 Tw ), the final diffraction efficiency after recording M 
strong holograms is given by TJ' = 'j. If we define an effective M number AI':! f = A~, 
the result can be written as: 
Arff , # 
TJ = flJ' (2.17) 
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Note that !vI;! f -::; 1. 
As we will see, the recording time for each hologram is very long and the stability 
of the set-up becomes an issue. vVe empirically found a recording method that is 
repeatable and robust which we describe here. The power is progessively distributed 
from the reference beam into the signal beam during recording. The intent is to ensure 
that the recording slope is maximum during the recording process. To compute the 
optimal ratio of power during recording, we start from eqn. 2.15 and make the partial 
derivative with respect to 0: equal to o. At each time increment, we have an equation 
in 0: to solve. The resulting equation is solved numerically for each time increment. 
This procedure converges well at each time step tn if the initial guess for 0: is taken 
as the previous value found for 0: at time step tn - 1 • The initial value for 0: is ~ 
at t=O. For M=50, the optimal power routing, described by the parameter 0: vs 
time, is shown in fig. 2.12. The power in the reference beam is quickly depleted to 
the signal beam. The resulting value of o:(t) is used to record a localized hologram. 
The experimental recording curve using this power routing is shown in fig. 2.13. A 


















Figure 2.12: Power distribution during recording between reference and signal beam 
represented by the parameter 0: = Pr / (Pr· + P.s). 
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Figure 2.13: Recording with continuous power distribution between reference and 
signal beam (solid curve) for a number of holograms 111 equal to 50. The dashed 
curves for equal power and equal intensity recording are shown for comparison. 
apply those results to the case of localized holographic recording in doubly doped 
LiNb03 . The advantage of this material compared to iron doped LiNb03 is that 
localized holograms are not erased during the recording of subsequent holograms. 
\Ve showed theoretically and experimentally in section 2.2 ( [44]) that .M localized 
holograms recorded in doubly doped LiNb03 using equal power in the reference and 
signal beam yield a final diffraction efficiency equal to that obtained using distributed 
volume recording and with approximately the same total recording time. \Ve have the 
choice of increasing the final diffraction efficiency of localized holograms by a factor of 
~ (eqn. 2.11) when intensities are equalized yielding a final diffraction efficiency that 
varies as l/.!II instead of 1/ J\12 • The total recording time can be estimated assuming 
that each hologram is recorded for one time constant T~: 
, ,Tw 
~ocalized total = AI T w = !vI 2 ::: 111 Te· (2.18) 
where we assume that the erasing time constant Te of the distributed volume recording 
is roughly equal to the writing time constant Tw. We used eqn. 2.14 to compute T~]" 
Since the total recording time of the distributed volume method is equal to Teln(AI), 
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the total recording time for the localized holograms is increased by a factor :::: lnf~f)' 
2.3.1 Effect of finite recording time 
We have theoretically shown that when each localized hologram is recorded to satura-
tion with equalized recording intensities, we can achieve a final diffraction efficiency, 
for the M spatially stored holograms, that varies as if' In deriving this result, we have 
assumed that the erasing time constant is infinite. To be more accurate, we have to 
take into account the finite erasing time constant of doubly doped LiNb03 . Referring 
to the recording geometry illustrated in sections 2.2 and 2.3, the recorded holograms 
are erased only by the signal beam. An important parameter, which determines the 
final diffraction efficiency, is the ratio between the erasing time constant Te2 of the 
grating stored in Mn and the writing time constant T~: this means a high recording 
speed (large sensitivity 5) and a slow erasure (large erasing time constant Te2)' It 
turns out that these two parameters cannot be maximized independently. The ab-
sorption coefficient of the crystal in the red (633nm, He-Ne laser) is much less than in 
the blue (488nm, Argon). The Argon line at 488nm is more effective for the recording 
from Fe traps. However, blue light has higher energy per photon than red light, which 
increases the probability of sending electrons from the Mg traps to the conduction 
band, thus erasing the hologram. An optimal choice for these two parameters can be 
found by selecting the appropriate recording wavelength. \Ve compare the recording 
for red light at 633nm, easily obtainable from He-Ne lasers or red laser diodes, and 
for green light at 514nm from An Argon laser. The sensitivity 5 is defined by: 
(2.19) 
where IRis the total recording intensity, L the crystal thickness, Ao the saturation 
diffraction efficiency and j3 is the ratio of yIrj after sufficient read-out to yIrj at the 
end of recording (before read-out). In the green (514 nm), S is 20 times larger than 
the sensitivity in the red (633 nm) [15]. Using eqn. 2.19 and the following measured 
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values for ordinary polarization: 
A~14 = 0.44, A~32 = 0.30. (2.20) 
We obtain a ratio of the writing time constant at 633nm and 514nm equal to (assuming 
equal recording intensity in the red and green): 
(2.21) 
The ratio of erasing time constant between red and green light for equal erasing 
intensities were measured in ref. [15]: 
The writing and erasing time constant at 514nm are equal to: 
T~14 = 3.103 s (34mWjcm2) 
T~14 = 2.105 s (17mlVjcm2). 
(2.22) 
(2.23) 
We obtain from eqn. 2.21, 2.22 and 2.23 the following erasing-writing asymmetry 
ratios (considering that the erasing intensity is half the recording intensity): 
( Te ) = 1441 , (Te) = 67. 
Tw 633 Tw 514 
(2.24) 
Red light offers a larger recording-erasing asymmetry than green light. This ad-
vantage is counterbalanced by a lower saturation diffraction efficiency Ao for red light 
compared to green light. To analyze this compromise, we derive a recording expo-
sure schedule. The equalized final diffraction efficiency after the recording schedule is 
compared to the saturation value of a single hologram as a function of the asymmetry 
ratio IL. 
TU' 
We start with the expression of the recording strength over time of localized 
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holograms recorded with equal intensity in the reference and signal beam: 
r,;:; Ao ( +) v 77 = -- 1 - e TW • 
v'M (2.25) 
The mth hologram has recording strength: 
(2.26) 
where T~2 and T~ are the erasing and recording time constants. 
In order to equalize the strength of the hologram, we require that V77m+l = ffm. 
With eqn. 2.26, this last expression is equal to: 
1 - e - Tin e T~2 = 1 - e - -:;:;:;- . ( !=) _ t
m
+l ( tm+l) 
(2.27) 
Since the recording time tm of any hologram is smaller than the erasing time constant 
T~2' we can rewrite eqn. 2.27 as: 
( -E:rp-) ( tm+ 1 ) ( - ¥) 1 - e TW 1 - T~2 = 1 - e TW • (2.28) 
The exposure schedule (tm, m=l...M) is computed by solving numerically eqn. 2.28 
given an initial recording time t 1 . The final diffraction efficiency is then computed for 
various asymmetry ratios ~. In the simulation represented in figure 2.14, the first 
Te2 
hologram is recorded with a time equal to two writing time constants. The plot shows 
the final diffraction efficiency after the exposure schedule versus the asymmetry ratio 
~. Two sets of curves are shown corresponding to a number of recorded holograms 
Te2 
equal to 50 and 1000. The asymmetry ratio for wavelengths 632.8 nm and 514 nm is 
equal to 1441 and 67 respectively. We see from this plot that recording with red light 
achieves a better final diffraction efficiency due to a larger asymmetry ratio than green 
light. Using red recording with a number of holograms equal to 1000, the diffraction 
efficiency after the exposure schedule is equal to 0.6% compared to 0.08% for green 
recording. When the number of holograms is lower (M=50), the diffraction efficiency 
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after the exposure schedule is equal to 1.9% using red recording compared to 1.4% for 
green recording. The difference between red and green recording becomes important 
for large number of holograms. The exposure schedule for 1000 holograms is illus-
trated in fig. 2.15. For applications such as diffractive optical elements and ROM 
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Figure 2.14: Diffraction efficiency 7] in doubly doped LiNb03 :Fe,Mn as a function of 
the ratio Te/Tw. The two sets of curves correspond to a number of recorded holograms 
equal to 50 and 1000. 
(Read Only Memory) memories which require high diffraction efficiency and multiple 
read-out, red recording is preferred. For a multiple read-write memory application, 
green recording is preferred because of a larger recording speed than red. 
vVe experimentally recorded 50 localized holograms with equal writing intensity 
in the reference and signal beam using the geometry illustrated in fig. 2.16. This 
experiment differs from the 50 localized hologram experiments in section 2.2. Here the 
diffraction efficiency is maximized with equal intensity between the recording beams 
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Figure 2.15: Exposure schedule computed from eqn. 4.11 for M=1000 holograms. 
speed. We use a 0.85 mm thick crystal doped with 0.075 wt. % Fe203 and 0.01 wt. % 
MnO in transmission geometry. For localized recording, we use a green recording 
wavelength of 532 nm with a reference beam focused by a cylindrical lens yielding 
a lateral extension of 40{Lm (1/e2 value). The violet sensitizing beam (401 nm) is 
co-propagating with the same the green reference beam. The signal has a diameter of 
3 mm at the crystal. Each hologram is recorded up to saturation for a recording time 
equal to two writing time constants (green intensity=100 m\V/cm2, violet intensity= 
10 m W / cm2, extra-ordinary polarization). Center to center spacing between adjacent 
holograms is 60{Lm. 
The total spatial multiplexing is done over 3mm. Figure 2.17(i) shows the diffraction 
efficiency of each recorded localized hologram immediately after each recording. An 
average diffraction efficiency of 2 x 10-2 is achieved. Some of the holograms are not 
recorded very well due to instabilities during the long recording time of each hologram 
(20 minutes). Fig. 2.17(ii) shows the final diffraction efficiency after the recording of 
all 50 holograms. It shows that the early holograms have been significantly erased 









Figure 2.16: Set-up for the 50 strong holograms recording. LD: laser diode; PBS: 
polarizing beam splitter. 
laser. The average diffraction efficiency is approximately 10-3 . The distributed vol-
ume recording experiment is performed using the same crystal [37]. Figure 2.18 shows 
the diffraction efficiency for 50 angle multiplexed holograms using ordinary polariza-
tion. The measured diffraction efficiency is equal to 5 x 10- 5 for ordinary polarization 
and extrapolating from that experiment, the diffraction efficiency for extra-ordinary 
polarization will be 10 times higher (5 x 10- 4 ) due to the higher value of the electro-
optic coefficient for extra-ordinary polarization. The diffraction efficiency obtained 
with the localized method is twice of that obtained with the distributed recording 
method. Eqn. 2.17 predicts that the diffraction efficiency obtained experimentally 
should be a factor 50 larger. 
We can explain this discrepancy by three factors. The first factor is due to the 
finite erasure time constant of the grating stored in the manganese traps when using 
green recording beams. Due to the long recording time of each localized hologram, 
the total exposure becomes large enough to significantly erase the early holograms. 
According to fig. 2.14, the diffraction efficiency of the first hologram decreases by a 
factor of 4.17 from the saturation diffraction efficiency obtained after initial green 
erasure. The second factor is the erasure of adjacent holograms caused by the sensi-
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Figure 2.17: Diffraction efficiency 'TJ versus spatial location. (i) 'TJ of each localized holo-
gram measured immediately after each recording; (ii) 'TJ measured after the recording 
of 50 holograms. 
caused by the long recording time of each localized hologram. This factor varies with 
the center to center spacing of localized holograms. In this experiment, we found 
that the diffraction efficiency of adjacent holograms is decreased by a factor of 2.5 
w hen the center to center spacing is 1. 5 times the 1/ e2 spot size. The third factor 
is due to the fact that the localized holograms are not adjacent (20f-lm gap between 
two consecutive localized holograms). This gap causes a loss of 2.2 in diffraction 
efficiency. Overall, the saturation diffraction efficiency of each localized hologram is 
decreased by a factor of 22.9 which agrees well with values obtained experimentally. 
All three factors can be reduced or completely eliminated if the recording material 
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Figure 2.18: Diffraction efficiency T] versus angle for 50-angle-multiplexed holograms. 
properties can be improved to reduce erasure at the recording wavelength (this is 
true for red wavelength, but recording is slow in the red) and using coated and well 
polished crystals. 
The main problem to solve in order to obtain larger 111# using localized recording 
is related to the sensitizing light. Since the focused beam has a gaussian shape, the 
localized holograms are spaced by twice the waist of the focused beam in order to avoid 
erasure of adjacent holograms while recording the next hologram. Even though the 
center to center spacing is equal to twice the waist, the erasure of adjacent holograms 
caused by the sensitizing beam shows a strong effect. 
2.4 Physical justification of the 11M dependence 
In section 2.3, we showed by derivation that the diffraction efficiency of localized 
holograms follows a l/M behavior where M is the number of holograms. In this 
section, we give an intuitive argument for this result. A paradox comes from the 
fact that the same number of electrons are available to build up the holograms for 
both methods, localized and distributed: why does the localized method yield a much 
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higher diffraction efficiency? 
\Ne start by noting that the maximum diffraction efficiency obtainable given a 
certain dynamic range follows a I/:tvllaw, where M is the number of holograms. This 
result can be understood with the following arguments. The optical field is specified 
by an amplitude and phase mask. The field in the volume is found by propagating 
the field and is uniquely determined by the boundary conditions on the mask [68]. 
For monochromatic optical systems, the resolution (a pixel) is on the order of one 
wavelength of light).. The number of degrees of freedom (or pixels) available on a 
mask of area .4 is 0(.4/).2). The number of independent degrees of freedom inside 
a volume of crystal \7 is equal to the number of independent gratings that can be 
recorded: oP'/ ).3) [69]. Therefore, a single monochromatic field cannot specify an 
arbitrary hologram. The number of degrees of freedom needs to be raised by a factor 
of \ '/.4),. A practical approach is to record V/.4). exposures with the appropriate field 
distribution at each exposure. It has been shown [67] that the number of exposures 
NI yields a 1/ NI2 dependence on the diffraction efficiency of each equalized hologram. 
However, if the field is coherent polychromatic with M wavelengths, the number 
of degrees of freedom is increased by M. Therefore, a single exposure with a field 
composed of M wavelengths illuminating a mask can specify the same hologram as 
if it is recorded with M exposures of the appropriate monochromatic field at each 
exposure. In the case of a polychromatic single exposure, the diffraction efficiency 
varies as I(M [67]. The advantage of a polychromatic field over a monochromatic 
field is that coherence between different wavelengths can yield greater a modulation 
depth. For the multiple exposures method, there is no coherence effect between each 
exposure. Consider a grating recorded by two plane waves: 
Rl = Ro irl"r+<prl 
S - S ekslor+<PSI 1- () . (2.29) 
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After M exposures, the perturbation modulation is equal to: 
!If 
L fo K - ~ = -R· S e rl,s/'7'+'f'rl,s/ + C c !l1 0 0 •. . (2.30) 
l=1 
where Krl,sl = krl - ksl and ¢rl,sl = ¢rl - ¢sl' 
If each exposure is performed with the same plane wave propagation vectors, then 




Figure 2.19: Vectorial sum of the grating vectors produced by the interference of two 
plane waves, (a) coherent addition; (b) random walk. 
This is. in fact, a single exposure of a grating: the maximum modulation fo is 
achieved by coherent superposition of the product of the fields, \Vhen the multiple 
exposures are not coherent, i.e., when each exposure produces a grating with a differ-
ent grating vector Krl,sl and different phase ¢rl,sl, the perturbation modulation is not 
maximized throughout the volume. In fact, if we consider the sum in eqn. 2.30 as a 
random walk, the standard deviation of the perturbation modulation grows as m 
(fig. 2.19). This argument shows that the localized method uses more effectively the 
available dynamic range than the distributed method. 
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The 1/]1;12 dependence comes from multiple exposures as we have described. The 
diffraction efficiency is proportional to the square of the total index change 6no and 
to the square of the interaction length L. In the case of distributed recording, the 
dynamic range 6.no is divided into M equal parts if we consider M exposures: 
(
6.no )2 
T/dist = .M L (2.32) 
In the case of localized recording, each localized hologram is recorded to saturation 
6.no and the interaction length is given by L/N! such that: 
(2.33) 
It seems that nothing is gained with localized recording. However, by writing 
down these equations, the diffraction efficiency is defined implicitly in terms of ratio 
of optical intensities. It is erroneous to compare both method using intensities (sec-
tion 2.2). The correct diffraction efficiency is given by power ratio as is suggested 
by fig. 2.7. In this case, eqn. 2.33 is mUltiplied by a factor AJ that comes from the 
area of the incident beam divided by M. The diffraction efficiency then follows a l/M 
dependence. 
The localized method can be seen as an implementation of a cascade of thin holo-
grams. If the thickness of the thin holograms can be of the order of one wavelength, 
then an arbitrary hologram can be built by recording many exposure of localized 
holograms. In the implementation that uses a cylindrical lens to generate the planes, 
the thickness of each plane is limited by diffraction. A system composed of two fem-
tosecond pulses (10 fs duration) focused by a spherical lens into the LiNb03 cystal 
could generate the sensitizing light locally by non-colinear second harmonic genera-
tion. Due to phase mismatch, the frequency-doubled light cannot be generated for 
more than 1-2 lim in LiNbO:3 when the incident light is in the NIR (800nm). A 
two-dimensional scanning system would be needed to sensitize a thin page. Such a 
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system has not been built in the frame of this thesis, but could be an implementation 
for the generation of arbitrary diffractive optical elements. 
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2.5 Characterization of an optical memory based 
on localized recording 
In this section, we experimentally demonstrate and characterize a memory mod-
ule that features selective page erasure and read-out persistence using the localized 
recording method in doubly-doped LiNb03 developed in the previous sections. Pages 
of information can be selectively erased without partially erasing the whole memory. 
Data pages can be written over erased pages multiple times without exposure sched-
ule. Information is read millions of times before refreshing is required. We quantify 
the optical quality of the holograms by measuring their signal to noise ratio (SNR) 
for a memory size up to 100 holograms. A compact phase conjugate read-out ar-
chitecture is also presented and experimentally demonstrated. Using the compact 
architecture, one module reaches a capacity of 1.3 Gbit for a density of 1.3 bits/11m2. 
In section 2.2, we demonstrated the feasibility of this scheme by recording multi-
ple localized holograms. In this section, we report the experimental measurement of 
the SNR as a function of the number of localized holograms and their lateral extent 
(thickness of the focused plane). We also investigate the SNR after multiple selective 
refresh-erasure cycles of a localized hologram at the same location. 
A typical recording erasing curve, using the set-up of fig. 2.20, and two recording 
plane waves (532 nm, 2mm diameter, ordinary polarization, 80 m W / cm2 per beam, 
intensity of the violet beam is 20 m W / cm2 , wavelength=401 nm) is shown in fig. 2.21. 
The recording is done with the violet beam on. During read out, the violet beam 
is turned off and a reference beam with twice the intensity reads-out the hologram 
in the Bragg condition. The erasing curve is fitted with a bi-exponential function 
giving two time constants, Tel = 1,083 sec. and Te2 = 30,403 sec., which correspond 
respectively to the fast erasure of the grating in Fe and a slower erasure of the grating 
in Mn (45]. The crystal was oxidized for 6 hours at 900°C in an O2 atmosphere. The 
oxidation state could not be further reduced by longer oxidation. The slow erasure 
time constant Te2 is about 15 times shorter than that obtained in a similar crystal with 













Figure 2.20: Recording set-up for the SNR measurement. 
ratio of erasing time constant to the recording time constant is equal to TC2 = 140. 
Tw 
The spectrums of both crystals are shown in fig. 2.22. In this figure, the spectrum of 
the crystal used in this experiment (#86D) still has remnant electrons in iron (peak 
center at 480nm) which explains the loss of persistence upon read-out. 
T he localized holograms are recorded with equal power in the reference and signal 
beams in order to maximize the recording slope, therefore minimizing the recording 
time of each hologram [46] . We observed that when holograms are not recorded to 
saturation, as is the case for t he recording shown in fig . 2.21, the persistence upon 
read-out of the holograms varies with t he recording time. The persistence parameter 
((32) is defined as the ratio between the diffraction efficiency after sufficient read-
out (flat part of the erasing curve) and the diffraction efficiency immediately after 
recording. We experimentally measured the persistence as a function of recording 
time. Holograms are recorded using the set-up shown in fig. 2.20 . Fig. 2.23 (a) 
shows recording and erasing curves for increasing recording t imes. The persistence 
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Figure 2.21: Recording and read-out curve for a plane wave hologram in a 90 degree-
cut LiNb03 crystal doped with 0.15 wt. % Fe203 and 0.015 wt. % MnO. The recording 
beams are from a solid state green laser (wavelength 532 nm, ordinary polarization, 
1/e2 beam diameter 2.0 mm and intensity 80 mVI//cm2 per beam). The sensitizing 
light is from a laser diode (Nichia, wavelength 401 nm, linearly polarized, intensity 
20 mW/cm2). 
in fig. 2.23 (b). We observe that holograms recorded for short times have very poor 
persistence. This result is independent of the amount of pre-sensitizing time with the 
violet beam. We attribute this result to the dynamics of the recording. Bleaching 
and sensitizing in LiNb03:Fe:Mn are typically slow mechanisms. After the crystal is 
pre-sensitized for some time, the iron traps are filled up with electrons. During the 
early recording period, the grating is mainly built with electrons coming from the 
filled up iron centers. After sufficient recording time, equilibrium is reached between 
the rate of electrons transferred from Mn to Fe and vice versa. The grating is then 
efficiently recorded in the Mn centers and persistence reaches a stable value. For 
recording in the green at 532 nm, the maximum persistence obtained is {32 = 0.34, 
meaning that about a third of the diffraction efficiency remains after initial erasure. 
\\Then the memory is recorded initially using the localized method, it is important to 
record the holograms for an amount of time enough to achieve maximum persistence. 
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Figure 2.22: Spectrum of the 90 degree crystal used in the SNR experiment 
(#86D,0.15 wt. % Fe203 and 0.015 wt. % MnO) and 778-12 (0.075 wt. % Fe203 
and 0.015 wt. % MnO). 
The final diffraction efficiency of the holograms after the memory is written will then 
be maximized. 
2.5.1 SNR of localized holograms 
vVe present the SNR of reconstructed holograms for two experiments. In the first 
experiment, a focused reference beam with a 1/e2 lateral spot size equal to 100{Lm is 
used. In the second experiment, the focused reference beam has a lateral spot size 
equal to 25{Lm. The lateral spot size W(z) in the crystal increases with distance z 
1 
as T1' (z) = ~VO (1 + :0) 2:, where Zo = 1f~!n is the depth of focus, ~;Vo is the waist at 
focus and n is the index of refraction for ordinary polarization. 
The set-up for SNR measurement is the one shown in fig. 2.20. The reference beam 
is focused by a cylindrical lens of focal length 4 cm. The sensitizing beam from a laser 
diode (Nichia, 401nm) is co-propagating with the green (Coherent, 532 nm, ordinary 
polarization) reference beam. A Spatial Light Modulator (SLM) of 640 x 480 pixels is 
used to display random binary patterns. The 4-f imaging system is not pixel matched. 
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Figure 2.23: a) Recording curves with a focused reference green beam (wavelength= 
532 nm, spot size=30/Lm (1/ e2 value)) and erasing with reference beam only. The 
different curves are recorded with increasing exposure. b) Persistence (32 as a function 
of recording time. 
Instead 4 x 4 SLM pixels are used to represent 1 data pixel. The imaging system 
from the SLM to the detector array consists of an achromat lens with F / #= 2.5 
placed in front of the SLM and an objective Nikon lens with F /#=1.4. The imaging 
system's magnification of 0.29 allows us to image the entire SLM surface onto the 
camera. A removable mirror can be placed after the second imaging lens to measure 
the diffracted power while leaving the camera in place. The focal plane of the first 
lens is located 3mm before the crystal's surface; thereforc, the holograms are recorded 
in the Fresnel region. An iris is placed at the focal plane of the first imaging lens to 
filter out the high orders generated by the SLM. The signal beam propagates through 
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the crystal close to one of its edges. This ensures that the violet light sensitizes 
efficiently the entire area to be recorded as shown in the inset of fig. 2.20. The 
holograms are recorded from position 1 (exit crystal facet) to M (entrance crystal 
facet). In this configuration, the signal beam interferes with the reference beam 
before it propagates through the recorded holograms, thus reducing distortion of the 
signal. At the overlap between the focused reference and the signal beam, the signal 
diameter is 1.5mm. The experiments in this chapter are performed with a congruent 
90 degree-cut LiNb03 crystal doped with 0.15 wt. % Fe203 and 0.015 wt. % MnO. The 
crystal dimensions are 1 x 1 x 1 x cm3. The signal, reference and violet beam intensities 
are 30 mW/cm2, 300 m\iV/cm2 and 100 mW/cm2, respectively, for the lOOf-lm spot 
size experiment. For the 25f-lm spot size experiment, the intensities are 60 m W / cm2, 
200m W /cm2 and 600m W /cm2 respectively. A diffraction efficiency of 5 . 10-5 is the 
smallest value that yields a good contrast image on a video camera sampling at 30Hz, 
from which we compute the SNR. The spacing between each localized hologram is 
chosen to be twice the lateral spot size to avoid erasure of the previous hologram 
while sensitizing the next hologram. Each hologram is sensitized for 5 minutes and 
recorded for 3 minutes with a different random binary bit pattern displayed on the 
SLM. No exposure schedule is needed to write the entire memory. 
Figs. 3.10 and 2.25 show the diffraction efficiency versus position for the first and 
second experiment, respectively. Each peak corresponds to the diffraction efficiency 
of a hologram stored at a different spatial location as the crystal is translated in the 
direction perpendicular to the reference beam. Samples of reconstructed holograms 
from both experiments are shown in fig. 2.26 and fig. 2.27. 
To measure the SNR, we use 5 windows of 30 x 30 sllperpixels (1 superpixel is 
composed of 4 x 4 camera pixels) located on the 4 corners and at the center of the 
image. For each superpixel, the edges are left out, so effectively 3 x 3 pixels form a 
sllperpixel. SNR is computed using the formula: 
SNR = f-l1 -ILo 
vCTr + CT5' 
(2.34) 
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Figure 2.24: Recording of 40 localized holograms. The plot shows the diffraction 
efficiency versus the spatial shift of the crystal. 
Where /-Li and CJi, i= (0,1) are the mean and variance, respectively, of the fitted Gaus-
sian distribution of ones and zeros. Histograms corresponding to three holographic 
reconstructions are shown in fig. 2.26 and fig. 2.27. The SNR is computed for holo-
grams located in the front, middle and rear of the crystal. 
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Figure 2.25: Recording of 100 localized holograms. The plot shows the diffraction 
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Figure 2.26: Three sample reconstructions and SNR values from the 40 holograms. 
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Figure 2.27: Three sample reconstructions and SNR values from the 100 holograms 
experiment. 
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The average SNR value is 4.2 for the experiment with a 100/-lm lateral spot size and 
3.7 for the experiment with a 25/-lm lateral spot size. In both experiments, the SNR is 
uniform across the crystal. We attribute the loss in SNR of 0.5, when the lateral spot 
size decreases from 100/-lm to 25/-lm, to the longer exposure of the crystal illuminated 
by the signal beam during the second experiment of 100 holograms. The remnant 
electrons in Fe act as absorption centers for the green (532nm) light and produce 
fanning. The direct imaging of the SLM through the crystal after the storage of 
100 hologram in experiment 2 shows a degradation of the SNR by 1 compared to 
the SNR measured before the full storage. Fig. 2.28 and 2.29 summarize the SNR 
measurements for both experiments. These results show that the SNR of a single 
hologram does not decay when the spot size of the reference beam is reduced, which 
suggests that an even smaller focus could be used; however, fanning of the signal 
beam becomes the limiting factor when long exposures are needed. 
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Figure 2.28: SNR comparison: (a) direct imaging; (b) imaging through crystal; (c) 













Figure 2.29: SNR comparison: (a) direct imaging; (b) imaging through; crystal(c) 
first hologram; (d) after 100 holograms 
2.5.2 Selective erasure cycles 
Localized recording allows selective erasure of a particular page of data without affect-
ing the other pages. In this section. we investigate the effect of multiple erasure-refresh 
cycles on the SNR for the two reference beam spot sizes (100p,m and 25p,m). 
Seven holograms are recorded with a reference beam lateral spot size of 100p,m. 
The center hologram is then erased and refreshed 55 times. The green reference and 
violet beams are used together to erase the hologram. The hologram is refreshed 
for 3 min. and erased for 10 min. The beam intensities were the same as in the 
previous experiments. The experiment lasted 12 hours. Fig. 2.30 shows a plot of the 
diffraction efficiency versus spatial position before and after the 55 erase-refresh cycles. 
The bottom plot is a finer measurement of the diffraction efficiency vs position. It 
illustrates that there is no broadening of the selectivity curve due to the erase-refresh 
cycles. The immediate adjacent holograms are almost totally erased after the process. 
This is due to fanning caused by both the green reference and sensitizing beams. The 
SNR of the recycled holograms before and after the 55 cycles are identical and equal 
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Figure 2.30: Diffraction efficiency vs spatial shift before and after 55 refresh cycles of 
the central hologram - - 100p,m reference focus. 
An identical experiment is performed with a smaller lateral spot size of the ref-
erence beam of 25p,rn. After 55 erase-refresh cycles, fig. 2.32 shows that the small 
focused reference beam does not influence the selectivity of the central hologram. 
We observe an erasure asymmetry of the adjacent holograms caused by ultra-violet 
erasure. The two adjacent holograms located on the same side to the left of the 
central hologram are erased totally whereas the adjacent hologram on the right is 
erased by half its original value. This erasure is due to the preferential fanning di-
rection to one side. vVhen the reference spot size is reduced, the intensity of the 
green recording beam and sensitizing beam increases, enhancing the effect of fanning 
which causes erasure of farther neighbouring holograms. The SNR before and after 
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Figure 2.31: Histogram and reconstruction of the central hologram before and after 
the refresh cycle - 100pm focus. 
These SNR values are similar to that obtained with distributed volume recording. 
It demontrates that localized recording is a promising approach towards a practical 
selective read-write optical memory. A limitation of the experiment shown above is 
the memory capacity. In order to increase the capacity, a longer crystal could be 
used, but practically, the crystal length is limited because the signal beam needs to 
be coupled in the crystal without bouncing off the walls. Addressing the hologram 
location is slow in this experiment since the crystal needs to move. We present the 
following implementation that allows the memory capacity to grow linearly with the 
crystal length. This implementation also has a fast access time because the reference 
beam, instead of the crystal, is moved. 
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Figure 2.32: Diffraction efficiency vs spatial shift before and after 55 refresh cycles of 
the central hologram - 2511m reference focus. 
2.5.3 Phase conjugate implementation 
Fig. 2.34 illustrates the geometry implementing phase conjugation. In this archi-
tecture, the reference beam focus spot size can be very small and the signal beam 
diameter is kept constant throughout the crystal by bouncing off the crystal walls. 
The signal beam picks up information from the 8LM and is focused into the crystal, 
positioned close to the Fourier plane of the lens. The crystal slab acts as a waveguide 
for the signal beam. The signal lateral dimension is then limited by the crystal thick-
ness. Forward reconstruction would yield a distorted image due to the waveguiding 
effect. \\Then the conjugate reference beam illuminates the hologram, the waveguiding 
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Figure 2.33: Histogram and reconstruction of the central hologram before and after 
the refresh cycle - 25f,lm focus 
placed in front of the crystal. Referring to fig. 2.34, the reference and conjugate beam 
are produced by the first beam splitter. The second polarizing beam splitter placed in 
the conjugate reference arm generate the signal beam. The waveplates are placed to 
create a vertical polarization for the conjugate and signal beam. The conjugate and 
reference beams are focused by the cylindrical lenses C12 .(f=20cm) and C13.(f=20cm), 
respectively. Both focused beam spot sizes are equal to 25 f,lm. We use a crystal slab 
of LiNb03 doped with 0.1 wt. %Fe203 with dimensions 1mm x 20mm (along the 
signal beam direction) x 10 mm. The crystal is positioned at the focus of the con-
jugate and reference beams which are counter-propagating. The reference beam is 
incident on the crystal near the middle of the crystal. The signal beam is focused by 
the cylindrical lens Cll.(f=7.5 cm) into the crystal. The SLM is implemented by a 
mask of a random bit pattern of pixel size 80 x 80f,lm2. The spatial selectivity of the 
hologram using the forward and conjugate reconstruction is shown in fig. 2.35. 
The forward reconstruction shows a clean selectivity curve with 20f,lm selectivity. 
We observe a broadening of the selectivity curve for the phase conjugate read-out. 
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Figure 2.34: Experimental set-up of the phase conjugate memory module. WP= half 
wave plate. BSP= polarizing beam splitter. CI= cylindrical lens. 
A compact implementation is presented in fig. 2.36. 
A planar mirror is placed at the focal plane of t he cylindrical lens behind the 
crystal slab. The c axis of t he crystal is oriented in such a way that the recording 
can occur only after the reference beam is reflected off the mirror. The reference 
beam incident on the crystal becomes the phase conjugate read-out. A shutter placed 
between the crystal and t he mirror prevent the reflected beam to read-out the forward 
hologram. The selectivity curve of the phase conjugate read-out is shown in fig. 2.36. 
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Figure 2.35: Spatial selectivity of the forward and conjugate reconstruction. 
out, but to a lesser extent than with the implementation of fig. 2.34. This suggests 
that the broadening comes from aberrations of the cylindrical lens. The SNR of the 
reconstruction is measured as explained above. Results are shown in fig. 2.37. The 
SNR of the conjugate reconstruction is equal to 4 and demonstrate the practicality 
of the reconstruction by phase conjugation using a small focused beam in a crystal 
slab. 
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Figure 2.36: Compact module using a mirror for phase conjugation. Also shown is 
the spatial selectivity of the forward and conjugate reconstruction. 
2.5.4 Memory capacity 
Using the phase conjugate implementation, and the architecture of fig. 2.38, t he mem-
ory capacity can be computed as follows. vVe assume that the crystal has transverse 
dimension H by D. The pixel size is denoted by b. The SLM has NH x ND pixels 
and dimensions H x D. The SLM is placed in front of the beam splitter and the 
detector array is placed below the beam splitter in order to grab the phase conjugate 
reconstruction. The number of data pages .A1 that can be recorded in a crystal of 
length L is equal to: 
L 
NI = 2W(H) (2.35) 
where W(H) is the waist of the focused reference beam after propagating a distance 
H. Given the crystal thickness H , t he optimal waist Wo that minimizes diffraction is 
equal to .j¥!-, where n is the index of refraction of the crystal. W(H) is then equal 
to 2Wo . 
The crystal thickness H is equal to the SLM vertical size NH b, where b is the 
pixel size. Eqn. 2.35 is t hen equal to: 
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Figure 2.37: Reconstructed hologram by phase conjugation. 
(2.36) 
Choosing the pixel size b=2pm, and crystal dimensions H=0.2 mm, D=20 mm and 
L=50 mm yields N H =200 and N D = 5000. The capacity is found by multiplying the 
result of eqn. 2.36 by the number of pixel per page (NHxND=106). The result is a 
capacity of 1.3 Gbit in a volume of V=HxDxL=2 cm3 . In terms of surface density 
(the depth is only 200 micrometers), the same calculation gives 1.3 bits/ pm2 . Volume 











Figure 2.38: Memory capacity of the phase conjugate module. 
square by superimposing holograms in the same volume. Here, the method we present 
is based on spatial multiplexing, i.e. , consists of non overlapping holograms. Such a 
restriction reduces the memory capacity, but offers the nice property of selective 
erasure/refreshing of data pages and parallelism for high data rate. 
In conclusion, we presented the SNR measurements of a novel selective read-write 
memory based on spatial multiplexing. The good SNR measurements obtained ('::::' 4) 
are encouraging for the practical development of holographic memories. We presented 
a compact module using phase conjugate reconstruction that allows greater memory 
capacity. 
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2.6 Pulse shaping 
We have shown that the gating effect in LiNb03:Fe,Mn enables new holographic 
storage systems (chap. 2). We show in this section that the gating effect can be used 
effectively in optical temporal pulse shaping as well. The development of ultra-fast 
laser sources have generated various methods for shaping the temporal optical field. 
Among them, Fourier plane filtering [47, 48] and holographic filtering are popular 
methods. 
The idea of using holography for controlling the temporal optical field is not new 
[67]. The reflection geometry is used because it maximizes the spectral sensitivity 
and the time-bandwidth product of the diffracted pulse. The incident and diffracted 
pulse propagate in opposite direction, as shown in fig. 2.39. An optical memory can be 
constructed in the temporal domain as follows. An incident short pulse is diffracted 
from the hologram and produces a series of pulses representing bits in the temporal 
domain. The hologram is a spatial perturbation of the index of refraction which is 





Figure 2.39: Reflection geometry for temporal pulse shaping. The writing beams are 
plane waves interfering in the medium producing a grating vector in the direction of 
the read beam propagation. 
One recording scheme is to modulate the amplitude of a single grating to create 
strong reflections where the grating is strong. A single pulse can generate a shaped 
pulse containing N temporal bits of information when the spatial amplitude modu-
lation of the hologram is written proportionally to the shape of the N bits stream. 
By varying the spatial intensity of one of the write beams, an amplitude-modulated 




where Kg = 27f /A and A is the grating period. If multiple scattering is neglected 
(small index perturbation), the diffracted pulse is equal to A [(J: + ct) /2J ej(k.x+wt), 
where k and ware the pulse carrier propagation constant and carrier frequency, 
respectively. 
The coding scheme of eqn. 2.37 works for weak gratings. For strong gratings, 
multiple scattering becomes important and degrades the diffracted pulses. In the case 
of strong gratings, the different bits can be recorded with slightly different grating 
periods. The light scattered by each bit is not scattered by the other bits, because 
of Bragg mismatch. This scheme requires as many exposures as the number of bits 
[51J. By using the gating properties of holographic recording in doubly doped lithium 
niobate, the amplitude modulation can be separated from the writing beams. The 
amplitude modulation is encoded onto the sensitizing beam independently. Only 
regions illuminated by the sensitizing beam enable the recording. The recording of 
many gratings in a gated medium like doubly doped Lithium niobate is efficient. 
The recording yields higher diffraction efficiency because subsequent gratings are not 
erased (due to persistence) by subsequent exposures and the recording is limited to 
the spatial localization of the appropriate bits (due to gating). 
In the experiment described in this section, we demonstrate pulse shaping in 
LiNb03 :Fe,Mn by using single grating amplitude modulation (eqn. 2.37). A train of 
10 pulses of duration 4 ps was generated successfully with good uniformity from a 
single femtosecond pulse. 
The experimental set-up is illustrated in fig. 2.40. An amplitude mask consisting 
of a series of dark vertical lines is illuminated by a collimated beam from a blue 
laser diode (Nichia, 401 nm, 1m VV) and placed against a 5.0 mm long LiNb03 :Fe:l\ln 
crystal. The lines are 250 J-lm thick and separated by 250J-lm. In the experiment, the 
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Figure 2.40: Pulse shaping recording set-up. 
Coherent. The hologram is written in the reflection geometry with wavelength of 
730nm, beam diameter of 3mm and power of 50 m W. After recording, the hologram 
is read-out in order to erase the grating stored in the iron centers revealing only the 
non-volatile grating stored in the Mn centers [12]. Upon read-out, the cavity of the 
MIRA laser is changed to femtosecond operation. The pulse duration is measured 
by autocorrelation using a non-linear second order correlator. The pulse duration 
can be extracted from the second order correlation measurement shown in fig. 2.41. 
Assuming a Gaussian pulse, the pulse duration is equal to 350 fs. 
A beam splitter splits the femtosecond beam into a probe reference and a read-out 
pulse. Because the duration of the diffracted pulses are much longer than the probe 
pulse duration, the shape of the diffracted pulse can be measured by first order cross 
correlation with the probe beam ([50)). To perform the first order cross correlation, 
part of the probe beam is split by a beam splitter and passed through a variable-
delay path before recombining with the diffracted beam. The probe and the signal 
recombine with a small angle between them so that an interference pattern can be 
detected by a CCD camera (fig. 2.40). The strength of the interference is measured 
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Figure 2.41: Second order autocorrelation of the probe beam in a BBO crystal. 
as a function of the variable delay. The variable delay is created with a right angle 
mirror mounted on a computer controlled translation stage. At each position of the 
motor, the interference pattern is digitized by an 8 bit frame grabber. A full scan 
is composed of 300 images covering 110 ps. One of the digitized images showing an 
interference pattern is displayed on fig. 2.43 (top). 
The intensities of the probe (IDcd and signal beam (IDC2) are recorded for 
each position of the motor and represent the DC component of the interference pat-
tern. Due to the inhomogeneity of the probe and signal beam, the DC components 
(IDCl,!DC2) are subtracted from the interference pattern as shown in fig. 2.43. A fast 
Fourier transform of the resulting DC-removed-interference pattern is performed sep-
arately across 20 lines of the image, and the strength of the interference is determined 
by summing the spectral component corresponding to the interference fringe spacing. 
The result shown in fig. 2.42 (a) is a pulse diffracted from a grating with no 
modulation. The diffracted pulse broadens to 77 ps as expected (!1T = 2~L = 75.7 
ps using n=2.27, L = 5 mm). The diffraction efficiency for cw light was 1% in the 
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Figure 2.42: Linear cross correlation with the femtosecond source pulse and the dif-
fracted pulse. a) grating with no modulation; b) grating with amplitude modulation. 
modulated grating. The set of 250 Mm thick lines produced by the mask corresponds 
to a train of pulses of duration 3.78 ps, which matches the experimental results of 3.8 
ps. The pulses show very good uniformity. The diffracted pulse in this experiment 
carried 20 bits of data. 
The sensitizing beam simplifies considerably the recording. In non-gated material, 
the desired amplitude modulation is first decomposed into its Fourier components and 
the hologram is constructed by multiple recording of discrete gratings with appropri-
ate phase and carrier frequency. The index modulation !In decreases proportionally 
to the number M of required single gratings (!In = !lno/fov1). In gated materials, 
such as doubly doped LiNb03 , the amplitude modulation is implemented by direct 
illumination of the sensitizing beam. Although many exposures are necessary with 
the doubly doped material as well, the recorded gratings are independent. The index 
modulation can reach its maximum value !lno for each localized grating which results 
in a larger diffraction efficiency. 
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Stronger holograms can be recorded using green light recording beams in doubly 
doped LiNb03 (section 2.3.1). \iVhen the read-out pulse has a longer wavelength, 
the recording can be performed using the set-up of fig. 2.44. In this set-up, the 
expanded plane waves record a grating in the transmission geometry through the 
crystal's face that is orthogonal to the read-out face. By using waveguides instead 
of bulk crystal, the amplitude modulation can be uniform in depth and produces 
features with micrometer size by using projection systems similar to those used in 
photolithography. The quantity of information in a shaped pulse is computed by the 
time-bandwidth product TBP = T~, where T is the round trip delay in the material 
and T is the incident pulse duration. If we assume a 2 cm length crystal and a 15 fs 





Figure 2.43: First order correlation between the probe beam and signal beams. The 
probe beam and signal beam recombine with a small angle in order to produce a 
visible fringe pattern on the CCD camera. The DC components are subtracted from 
the image. 
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Figure 2.44: Pulse shaping recording system in waveguides. A photolithographic 
ultra-violet projection system sensitize the waveguide with sub-micrometer feature 
size. 
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Chapter 3 Folded shift multiplexing 
3.1 Shift mUltiplexing 
In chapter 2, we used a slab waveguide to confine the signal beam to two di-
mensions. This allowed us to efficiently utilize the concept of localized recording by 
minimizing the diffraction effects of the reference beam. In this section, we take the 
opposite approach: instead of confining the signal beam, a spherical reference beam 
is confined to two dimensions by the slab waveguide. This implementation leads us to 
a multiplexing method called folded shift multiplexing that originates from the shift 
multiplexing method with spherical reference waves in a volume crystal. 
\Ve start by reviewing the concept of shift multiplexing [52, 53]. Shift multi-
plexing is a holographic multiplexing method which uses a spherical reference wave. 
Holograms are recorded by interfering a spherical reference wave with a signal beam. 
Multiplexing is achieved by moving the spherical reference beam, or the hologram, 
with respect to the signal beam. Many holograms can be overlapped tightly, re-
sulting in a high surface density of up to 40 bits/ JLm2 ([2],p.400). Many successful 
implementations using shift multiplexing in three-dimensional (3-D) disks have been 
demonstrated in other laboratories [54, 55, 56, 57, 58] and commercially [2]. We 
extend the shift multiplexing principle to a thin crystal slab. The slab, unlike a vol-
ume crystal, acts as a waveguide in one dimension. A spherical wave is coupled to 
a thin slab, and total internal reflection folds the spherical beam which creates an 
effective crystal slab thickness that is much larger than the physical slab thickness. 
As a result, the shift selectivity is that of a volume crystal but with the advantage 
of a thin physical form factor. However, when multiplexing multiple holograms, the 
M# is proportional to the physical slab thickness. We present experimental results 
to verify the theoretical predictions. 
In order to understand the principles of shift multiplexing, we need to describe the 
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diffraction from volume holograms. A volume hologram is a linear mapping of input 
plane waves Hi(kd to a set of diffracted plane waves Hd(kd). The transfer function of 
the system A(ki' k d ) determines the strength of the connection between input plane 




~f(r') is the perturbation to the dielectric susceptibility of the recording medium. 
The derivation assumes the Born approximation which requires that the dielectric 
perturbation be weak, thus only first order terms in f(r') are taken into account. 
Eqn. 3.2 is the three-dimensional Fourier transform of the perturbation (i.e., the 
hologram). A(ki, kd ) represents the amplitude of the diffracted field propagating 
in the direction kd when the hologram is illuminated by a plane wave incident at 
direction k i . In practice, the integral over dki is simplified greatly by assuming an 
infinite medium in two dimensions: the direction of the diffracted beam in these 
two dimensions is then uniquely determined. We illustrate, by an example, how this 
computation is performed. 
A grating is recorded by interfering two plane waves which introduces a per-
turbation of the dielectric permittivity equal tO~f(r') = .6.forect (f) ejKgX' (fig. 3.1), 
where Kg is the inverse of the grating period Kg = ~~. From eqn. 3.2: 
The integral over x' and y' is taken from -00 to +00 and the limit of the integral 





Figure 3.1: Angle multiplexing. 
The two delta functions physically mean that the directions of the diffracted field kdx 
and kdy in the coordinates x' and y' are precisely equal to kix+Kg and kiy , respectively. 
The infinite medium in x' and y' allows no other direction of propagation for the 
diffracted field. However, the medium is limited in the z direction. This creates a 
continuous range of allowed directions of propagation for the diffracted field in the 
z coordinate. The span of allowed directions of propagation is expressed as a sine 
function. Finally, the diffracted field is computed using eqn. 3.1: 
(3.5) 
Angle multiplexing is performed by changing the incident angle of the reference 
beam in the plane defined by the direction of propagation of the signal and reference 
beam. The amount of angle change for which the reconstruction of the hologram 
vanishes defines the angle selectivity. By using the K-sphere diagram illustrated in 
x .. 
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Figure 3.2: K-sphere representation. 
fig. 3.2, the angle selectivity can be computed easily: 
kiz = k cos (() - ,6,()) ':::' k cos () + k sin () ,6,(). 
kdz = k cos (() + ,6,()) ':::' k cos () - k sin () ,6,(). 
kiz - kdz = 2 k sin (),6,(). 
Therefore, the diffracted field depends on the angle of the incident beam as: 
Edx ex: sine [2: sin (}6.(}] 
(3.6) 
(3.7) 
The angle selectivity computed from eqn. 3.7 is shown in fig. 3.3. Up to 5000 holo-
grams have been stored in one location using angle multiplexing [59]. 
For shift multiplexing, the plane wave reference beam is replaced with a spherical 
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Figure 3.3: Numerical computation of the diffraction efficiency as a function of the 
incident beam angle. 
The spherical wave is generated from a point source on the left side of the crystal 
and interferes with a plane wave signal beam coming from the top of the crystal. 
When the reference spherical beam is shifted along the y direction, the reconstruction 
vanishes after some shift distance called the shift selectivity. A simple geometrical 
explanation that yields the correct shift selectivity uses the concept of light rays and 
angle selectivity. A spherical wave reaches the far field condition after a very short 
distance: the condition for far field approximation requires that z > x 2 / lambda, 
where x is the transverse dimension of the field at the input plane. For a tightly 
focused beam x is on the order of a few micrometers; therefore, the far field condition 
is reached after only a few tens of micrometers. The far field of an input distribution 
can be represented as a Fourier integral. This means that a point in space is the 
result of the contribution of one unique infinite plane wave. For a spherical wave, this 
means that the direction of an optical ray emanating from the focus can be thought of 
as an infinite plane wave propagating in the same direction which has a constructive 
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contribution only along the ray. When the spherical reference wave is shifted by 6 
in the y direction, the hologram becomes angle-Bragg-mismatched locally. The angle 
selectivity in the 90-degree geometry is equal to: 
(3.8) 
If Zo is the distance from the spherical wave focus and the hologram location, the 
angle change at the hologram location is: 
Combining eqn. 3.8 and 3.9, the shift selectivity is given by: 




This result assumes that the angle selectivity does not vary across the length L 
of the crystal. A more rigorous approach includes a 3-D analytical integration using 
the paraxial approximation for the spherical wave. The shift selectivity obtained is 
the same as in eqn. 3.10 . The derivation is described in [60]. 
3.2 Folded shift multiplexing 
In this section, we present the derivation of the shift selectivity with a slab waveg-
uide and present experimental results to support the theory. 
The thick crystal of fig. 3.4 (a) is replaced by a thin crystal slab (fig. 3.4 (b)). 
The spherical wave is trapped in the y dimension inside the crystal by total internal 
reflection. A cylindrical lens can be used to confine the beam in the x direction. 
We assume that the thickness D of the slab is much larger than the wavelength of 
light so that the assumption of a continuum of modes is valid. Under this assumption, 
the wave inside the slab is still cylindrical but folded. A point P in the crystal slab 
(fig. 3.5) is at the intersection of many rays, each having a different phase due to their 
a) 
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Figure 3.4: (a) Shift multiplexing in the gO-degree geometry; (b) Shift multiplexing 
by total internal reflection in a crystal slab. 
respective different paths. The multiple rays intersecting at point P due to folding 
is equivalent to an unfolded wave extended beyond the crystal thickness as shown in 
figure 3.4 (b). The reference wave inside the slab can thus be described by: 
R(x, z) = ~ exp (j 27r~) exp (j7r y2) 
J)'z A )'z 
(3.11) 
Another term needs to be added to eqn. 3.11 which takes into account the phase shift 
¢ caused by total internal reflection of the rays in the dielectric material. The phase 
shift ¢ is angle dependent and given by [62, 63]: 





Figure 3.5: Recording geometry and notation. 
where Be is the critical angle equal to asin 1 - (!!..l) 2 with n2 and nl being refractive 
n2 
indices inside and outside the slab, respectively. For small divergence angles B, the 
distance between total internal reflection in the z direction is equal to !j-. After a 
propagation distance z, the total phase accumulated becomes: 
<I> (B) = ~ ¢ (B) 
7i 
(3.13) 
Using eqns. 3.12 and 3.13, the reference wave 3.11 can be written, using the paraxial 
approximation and neglecting third orders in B = ~, as: 
1 ( Z) (y2 [ 2'\'] ) (y ) R(x,z)=j,\.zexp j21f~ exp j1f,\.z 1-1fDsinBc exp j1f D (3.14) 
The wavelength ,\. is much smaller than the thickness D of the slab so that the term 
in the bracket of eqn. 3.14 approaches unity. The effective difference between the 
cylindrical wave propagating in the slab and the cylindrical wave propagating in a 
thick crystal is the phase term (1f y/ D). The latter phase term does not contribute 
to the shift selectivity. 
The unfolded wavefront can be visualized numerically by propagating a cylindrical 
wave inside a crystal slab. The phase shift to be added upon reflection is computed 
using eqn. 3.12. In the simulation, we chose a numerical aperture equal to N.A= 0.5, 
a crystal slab thickness of 1mm and length of 20 mm. The propagating medium is 
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Figure 3.6: Wavefront versus propagation distance in the slab. The dashed curve 
represents a perfect spherical wavefront and the plain curve represent the wavefront 
unfolded from total internal reflection in the slab. The phase change after reflection 
is magnified by 1000 to note the deformation. 
LiNb03 and the wavelength of light is 532 nm. There is no noticeable difference 
between a cylindrical wavefront and the unfolded wavefront propagating in the slab. 
When the phase shift is artificially magnified by 1000, the effects of phase shift upon 
reflection can be seen in fig. 3.6. The phase shift's effects due to total internal reflec-
tion are thus negligible; therefore, the shift selectivity for a cylindrical beam coupled 
in a crystal slab is equal to: 
A 
6 = 2N.A' (3.15) 
where N.A is the numerical aperture of the spherical beam (zo/ L) and A is the 
wavelength of light in vacuum. 
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Figure 3.7: Shift selectivity for different locations Zi (i=1,2,3) along the slab. Numer-
ical aperture (N.A) of the reference wave is 0.18. 
on the location z of the hologram inside the slab or on the slab thickness D. We 
performed experiments in a LiNb03 crystal doped with 0.1% Fe02. The crystal 
dimensions are 1x20x15 mm3 ; it is cut for 90 degree geometry. The reference beam 
is generated by focusing light from a green cw laser (wavelength 532nm, ordinary 
polarization) with a microscope objective onto the crystal's 1 mm facet. The signal 
beam is a plane wave perpendicular to the (y , z) plane with diameter 7.5 mm, as 
illustrated in fig. 3.5. Fig. 3.7 shows the selectivity curves for different locations Zi 
(i=1 ,2,3) of the holograms along the slab. The shift selectivity is independent of 
the location Zi as predicted from eqn. 3.15. With N.A=0.18 outside the crystal and 
A = 0.532j..lm, eqn. 3.15 gives 6 = 1.5j..lm which is close to the experimental value 
of 1.8j..lm. Fig. 3.8 shows the results for a numerical aperture of 0.65. Again, shift 
selectivity is independent of the hologram location and slab thickness. Theoretical 
and experimental values agree very well (0.41j..lm vs. 0.5j..lm, respectively). 
Focusing the reference wave close to the slab's entrance facet allows us to store 
multiple holograms by shifting the reference wave in a direction parallel to the slab 
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Figure 3.8: Shift selectivity for different locations Zi (i=1,2,3) along the slab. Numer-
ical aperture (N.A) of the reference wave is 0.65. 
multiplexed by shifting the spherical wave in the y direction. Fig. 3.9 illustrates the 
experimental set-up. An objective lens with N.A=0.65 generates the spherical wave, 
which is coupled into the slab crystal as shown in fig . 3.5. The SLM is imaged with 
a 4-f system onto the camera. The crystal is placed in the Fresnel region of the first 
imaging lens. The diameter of the signal beam at the crystal was 3mm. The result 
of the 50 holograms experiment is shown in fig. 3.10. Each hologram is recorded by 
shifting the crystal in the y direction by 5J-tm. Fig. 3.10 shows the diffraction efficiency 
versus the crystal shift in the y direction. Figs. 3.11 (a) and 3.11 (b) show the random 
bit patt ern imaged through the crystal slab and a holographic reconstruction of image 
#20, respectively. SNR of 3.5 is measured for the reconstruction. Because the crystal 
slab is not coated, multiple reflections of the signal beam off the crystal facets yield 
a non-uniform image intensity. 
The diffraction efficiency of fig. 3.10 is computed using the ratio between diffracted 
power and incident power. Because the ratio of the reference area to the signal area at 
the overlap is equal to 1/3, the diffraction efficiency computed as a ratio of intensities 





Figure 3.9: Set-up for the shift multiplexed 50 holograms. 
the M# obtained in this experiment with the M# obtained by others in the literature. 
We find that the M# is equal to 0.96 for a thickness of 1 mm, which means that for 
a 1 cm crystal thickness the M# would be equal to ~ 10. These values of M# are 
unusually high for LiNb03 . We attribute this effect to the good uniformity of the 
reference beam trapped inside the slab. The reference beam uniformity produces a 
homogeneous optimal modulation depth which is otherwise hard to achieve with an 
expanded spherical wave in a thick crystal. Memory capacity can be increased by 
introducing wavelength multiplexing [23, 61] and spatial multiplexing by recording 
non-overlapping holograms along the length of the crystal: the latter is a unique 
property of the folded shift multiplexing approach, because the beam remains trapped 
in the slab. We can extrapolate the number of holograms that can be recorded using 
the set-up of fig. 3.9: the number of spatially non-overlapping sites in the crystal is 
approximately equal to 10 in a 30 mm long crystal. Assuming 50 shift multiplexed 
holograms per location multiplied by a factor of 10 using wavelength multiplexing, a 
total number of 5000 holograms can be recorded in a 30 x 5 x 1mm3 slab. If a diffuser 
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Figure 3.10: Read-out of 50 shift multiplexed holograms in the slab crystal. 
is placed in front of the crystal facet, the selectivity in the degenerate x direction 
becomes much smaller than if no diffuser was present. This is due to the speckle 
effect [64, 65, 66]. The shift selectivity in the degenerate direction is equal to the size 
of a speckle grain which is on the order of a few micrometers. 
A read-only memory can be implemented with no moving parts by placing an array 
of VCSELs (Vertical Cavity Surface Emitting Laser) or edge emitting semi-conductor 
lasers close to the crystal surface. A diffuser is placed in front of the recording 
material for two reasons. The first reason is that the light emitted from the VCSEL 
array has low divergence; and thus, the diffuser increases the emission angle. The 
second reason for using a diffuser is to increase the shift selectivity in the degenerate 
direction. Referring to fig. 3.12, the divergence angle inside the material is set to 
a = 47°. This angle corresponds to an external numerical aperture of N.A = 0.6, 
computed with an index of refraction of 1.5 (a polymer for example). The VCSEL 
array contains 1000 lasers laid out on a grid of 50 x 10. The two VCSEL arrays are 
facing each other. The center to center spacing between the lasers is typically 100 
f-lm. The size of the laser array is then Hvc = 5 mm, Dvc =1 mm. The detector arrays 




Figure 3.11: a) Pattern imaged through the crystal slab. b) Sample reconstruction 
of hologram #20. 
assuming a 100% fill factor. The thickness of the recording medium is Ty = 1.5 mm. 
The hologram area in the material has roughly the same area as the detector because 
the detector array is placed against the bottom surface of the medium. The minimum 
distance L b, between the laser array and the first detector array, necessary to obtain 
coverage of the hologram by each laser is equal to: 
Hvc /2 + b/2 
Lb = = 11.5 mm. 
tan 20° 
(3.16) 
The lateral dimension Tx can be on the order of VeSEL array's size Hvc. In this 
case, the light is confined in both dimensions which yields a uniform intensity along 
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Figure 3.12: Implementation of a read-only memory based on folded shift multiplexing 
in thin slabs. 
the medium length L. Five array detectors are placed against the recording medium 
to increase capacity and read-out rate. The total length of the recording material 
L is then equal to 53 mm. Each laser reconstructs only one hologram so that the 
total number of holograms stored in the memory is equal to the number of lasers 
(1000) . Each page contains 106 bits which results in a total capacity of 1 Gbit. The 
read-out rate is computed as follows: we assume that N = 1000 photons are required 
to achieve an acceptable Signal to Noise Ratio (SNR). The diffraction efficiency of 
the hologram is equal to 'r/ = (J../f/#/lvI)2, where J../f is the number of holograms, and 
M /# is the M-number of the medium. In the implementation of fig. 3.12 , the number 
of holograms corresponding to each detector array is equal to 1000/5 = 200. From the 
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measurement of ],,1/# in the experiment described above, we choose AI/#=l/mm. 
Assuming the read-out light is monochromatic of frequency v, the number of photons 
received per pixel Np per unit time is equal to: 




where h is Planck's constant. If we further assume that the detector converts one 
photon to one electron, the integration time tint required to obtain Ne electrons per 
pixel at the detector is: 
(3.18) 
where N is the number of bits per hologram (106 ), and A is the detector size (b2 ). The 
read-out rate Br is equal to the number of pages that can be read-out per second: 
Br = N = AI2/#Iread A 
tint A12 h V 
(3.19) 
The power available from laser in a VeSEL array is in the 1 m \\T range. The ab-
sorption of the material at the read-out wavelength is assumed to be a=0.5/cm. The 
power decays exponentially inside the medium as: 
P P -Q·L L = in e (3.20) 
where PLb is the power after a propagation distance L when the input power is equal 
to Pin- Taking L = 20 mm, the power decreases by a factor of 2.7. The read-out 
intensity is thus equal to PL/Hvc · b = 370,LW/(5mm· 5mm)=1.5 m\V/cm2. The 
read-out rate per detector computed from eqn. 3.19 is equal to 0.5 Gbit/s. With the 
parallelism of five detectors, the total read-out rate of the memory is Br = 2.5 Gbit/s. 
The turn on-off time of a VeSEL is on the order of 1-2 nanoseconds, much smaller 
than the integration time of 2 ms. This memory is a powerful read-only thin flash 
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card that could be used for example in Optical Field Programmable Arrays as a mean 
for optically reconfiguring the processing hardware. 
87 
Chapter 4 Spectral hole-burning in 
naphthalocyanine derivatives in the 
800 nrn region for holographic storage 
applications 
4.1 Introduction 
In conventional holographic memories, many holograms are superimposed in the 
volume of the material using Bragg mismatching effects. Here, we use a radically 
different concept for multiplexing holograms. Spectral Hole Burning (SHB) in spec-
trally sensitive materials is a method that is wavelength selective. Unlike wavelength 
multiplexing which relies on Bragg mismatching effects, SHB is based on frequency 
selective absorption of molecules or ions embedded in an amorphous or solid matrix. 
The attractive feature of SHB is the outstanding frequency selectivity of the hologram 
which is many orders of magnitude smaller than the wavelength-Bragg selectivity. The 
number of frequency channels can be up to 108 and is determined by the properties 
of the material. By combining this very large frequency multiplicity and holography, 
the storage density could achieve ultra high densities up to 100 kbits/ JLm2 . 
To illustrate the extreme wavelength sensitivity in SHB materials, we compare it 
to the conventional wavelength selectivity that is based on Bragg mismatching effects. 
Let us consider a hologram written with two monochromatic beams interfering in a 
material. The amount of wavelength shift necessary to Bragg mismatch the hologram 
is equal to: 
(4.1 ) 
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where ()r and ()s are the angles of the reference and signal beams with respect to the 
normal of the material. L is the thickness of the medium and A is the wavelength 
of light. For a material thickness of L = 0.5 mm, wavelength of 532 nm and angles 
()r = ()s = 20 degrees, the wavelength selectivity computed from eqn. 4.1 is equal to 
~A = 2.28 nm or ~v = 2,416 GHz in frequency. Given that the maximum tuning 
range of commercial tunable laser sources is approximately 20 nm, the number of 
independent wavelength channels is very few. The typical wavelength selectivity of 
spectral hole burning organic materials is on the order of hundreds of MHz, which is 
four orders of magnitude smaller than conventional wavelength-bragg selectivity. 
Spectral hole burning relies on the extremely narrow spectral lines occurring in 
many optical transitions of chromophores embedded in solid matrices and cooled 
down to a few degrees Kelvin. The width of these transitions called zero phonon lines 
are very narrow. For ions in inorganic crystals, the linewidth can be a few kilohertz, 
while for organic chromophores embedded in a polymer host matrix, the linewidth 
is hundreds of MHz. Such optical transitions are extremely sensitive to all types 
of perturbations and a spread of the transition frequencies reflects the fluctuations 
in the local environments of the individual molecules and leads to inhomogeneously 
broadened lines. The homogeneous and inhomogeneous broadening is illustrated in 
fig. 4.1. The number of frequency channels available is determined by the ratio of 
the inhomogeneous and homogeneous linewidths. At low temperatures «4 degrees 
Kelvin) this ratio can be as high as 108 . At higher temperatures (20 degrees Kelvin), 
this ratio decreases to only a few channels because the homogeneous linewidth is 
strongly dependent on temperature. Recently, the recording of 12,000 holograms in 
one spatial location using frequency multiplexing around 634 nm has been demon-
strated in chlorine doped polyvinyl butyral films [71]. To access holograms stored 
in the medium, the laser source is tuned to the corresponding wavelength used to 
record the hologram. The laser frequency tunability has to match the inhomogeneous 
linewidth of the material, which is typically 10 THz (corresponding to 21 nm at a 
wavelength of 800 nm) for polymer-based materials. The accuracy and repeatability 


















Figure 4.1: Wavelength selective absorption by chromophores embedded in a polymer 
host. The optical transition of the chromophores depends on the local surrounding 
environment. 
4.2 K the homogeneous linewidth is less than or approximately 1 GHz. Fast tuning 
between frequency channels is required for fast access time. 
The hologram recording mechanism, in wavelength selective materials, is based on 
absorption differences generated after exposure between bright and dark regions of 
the interference pattern. In bright regions of the interference pattern, chromophores, 
tuned to the light frequency, absorb light and undergo a photochemical or photophys-
ical transformation. The chromophores that result from the transformation do not 
absorb the same light frequency and therefore become transparent. The interference 
pattern between a reference and a signal beam is imprinted as a modulation of the 
absorption coefficient rather than a modulation of the index of refraction. By using 
the formalism of coupled-wave equations, the diffraction efficiency of pure absorption 
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holograms is given by: 
( ( )) 
_ (_ 2 O:o(v) d) (0:1 (v) d) 2 
1] V abs - exp cos () 2 cos () (4.2) 
where d is the thickness of the material, 0:0 is the absorption coefficient and 0:1 is 
the absorption modulation of the hologram. The maximum diffraction efficiency is 
realized when the absorption modulation is maximal 0:1 = 0:0 and when the quantity 
0:0 • d/2 cos ()=O.55. With these values, the maximum diffraction efficiency of a pure 
absorption hologram in the transmission geometry is equal to 3.7%. 
A modulation of the absorption coefficient O:l(V) induces a modulation of the 
refractive index modulation n1(v). The absorption and index modulations are pro-
portional to the real and imaginary parts of the absorption coefficient, respectively. 
The optical field is thus diffracted by both an absorption grating and an index grating 
as shown in fig. 4.2. 
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Figure 4.2: Diffracted field from an absorption grating 0:1 (w) and the corresponding 
index of refraction n1 (w) grating obtained from the Krmaers-Kronig relation. 
An absorption hologram can be transformed into a pure index hologram by uti-
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lizing the properties of diffraction illustrated in fig. 4.2 [83, 84J. By transforming 
an absorption modulation to an index modulation, the diffraction efficiency can be 
increased from the maximum theoretical value of a pure absorption grating (3.7%). A 
diffraction efficiency of 4.8% has been reported for induced refractive index holograms 
[84). 
In section 4.2, we report on an investigation of the spectral and hole burning 
properties of five commercially available free-based metallo-naphthalocyanines in two 
polymer hosts and their application for high fidelity holography. These materials 
exhibit a strong 0-0 absorption band in the 800 nm region. In the infrared region 
(IR), laser sources such as distributed feedback lasers are commercially available. 
These laser diodes are excellent sources for polymers sensitive in the IR, because they 
provide good stability and repeatability (<<1 GHz) and fast tuning speed (5 IlS for 
current tuning). The IR region matches the tuning range of Ti-Sapphire lasers as 
well. 
Metallo-naphthalocyanines demonstrate a non-photochemical hole-burning mech-
anism that is likely related to rotations of small molecular groups attached to a 
relatively rigid molecular ring. Free-base molecules exhibit the regular proton pho-
totautomerisation mechanism of hole burning. Spectral and hole burning parameters 
were determined for eight materials. In particular, the hole burning kinetics were 
analyzed and the quantum efficiencies were determined to be between 0.1% and 1%. 
Holograms (data pages) in the transmission geometry were successfully recorded in 
the materials studied using single frequency laser diodes. 
In section 4.3, we theoretically investigate the multiplexing of many absorption 
holograms at a single frequency and location. We analyze the inter-play between 
absorption and index grating and their influence on the diffraction efficiency of many 
superimposed holograms. The major result is that the 11,1/# is on the order of 0.05 
and that the transformation to an index grating does not increase significantly the 
AJ/#. 
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4.2 Material preparation 
Porphyrin and phthalocyanine derivatives in polymer hosts have been extensively 
studied as potential materials for frequency- and time-domain spectral hole-burning 
optical storage. These materials exhibit So-51 0-0 absorption bands in the red wave-
length region (610 -700 nm), large inhomogeneous broadening and relatively narrow 
holes at low temperatures, and a built-in proton phototransformation mechanism 
between different tautomers in free-base compounds. More complex alternatives to 
porphyrins and phthalocyanines are naphthalocyanines. Due to the increase in size 
of their skeleton and p-electron system, these molecules have 0-0 absorption patterns 
shifted towards the infrared. 
The samples under investigation were five naphthalocyanines derivatives: 2,11,20,29-
tetra-tert-butyl-2,3-naphthalocyanine (H2- TBNP), 1,4,8,11 ,15,18,22,25- octabutoxy-
2,3-naphthalocyanine (H2-OBNP), zinc 2,l1,20,29-tetra-tert-butyl-2,3-naphthalocyanine 
(Zn-TBNP), nickel 2,l1,20,29-tetra-tert-butyl-2,3-naphthalocyanine (Ni-TBNP), and 
silicon 2,3- naphthalocyanine dioctyloxide (Si-NPDO). The chemical structures of 
these chromophores are represented in fig. 4.3 
To prepare the samples we used two types of host matrices: polyvinyl butyral 
(PVB) to produce samples with thicknesses in the range of 100 to 400 11m, and 
polystyrene (PS) to produce samples with thickness larger than 1 mm. The doping 
concentration was between 10-3 molll and 10-5 mol/l. Samples with good optical 
quality where prepared as follows. The dopants where purchased in powder form 
from Sigma-Aldrich [79] and without further purification diluted in acetone. After 
evaporation, the PVB powder was mixed with the diluted dopant in dichloromethane. 
The mixture was left to evaporate for 2 days in a Petri dish. The resulting thin films 
were then pressed against a polished metal plate at 75 degrees Celsius to achieve 
good optical quality. To prepare polystyrene samples, the dopant powder was mixed 
with purified styrene in a Pyrex container. The container was then cooled in liquid 
nitrogen and vacuum pumped to remove the oxygen. The container is then heated in 

















Figure 4.3: Chemical structures of four chromophores. (a) 2,11,20,29-
tetra-tert-butyl-2,3-naphthalocyanine (H2-TBNP). (b) zinc 2,11,20,29-tetra-tert-
butyl-2,3-naphthalocyanine (Zn-TBNP). (c) nickel 2,11,20,29-tetra-tert-butyl-2,3-
naphthalocyanine (Ni-TBNP). (d) silicon 2,3- naphthalocyanine dioctyloxide (Si-
NPDO). 
left at 100 degrees Celsius for two days for polymerization. 
4.2.1 Hole burning properties 
Absorption spectra of the several representative materials at 8 K in the region of the 
Sl-S0 transition are shown in fig. 4.4. All materials studied have the intense 0-0 band 
located around 790 nm. Some impurities, particularly HT TBNP, display strong signs 
of aggregation at concentrations higher than 10-4 molll as can be seen by comparing 
figs. 4.4 (a) and (b). Spectral holes were burned in the 0-0 absorption band and 
detected in transmission by a single frequency tunable Ti: Sapphire laser with a 
linewidth less than 1 MHz at a temperature of 1.5 K. To avoid power saturation, 
low burning intensities between 10 and 200 m W I cm2 were selected. Additionally, for 
hole detection the intensity was reduced by two orders of magnitude. To compare 
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Figure 4.4: Absorption spectra of several naphthalocyanines at 8 K. 
different samples, the burning wavelength was chosen to have an initial optical density 
in all cases of about 0.7. The normalized hole spectra at different exposures for Zn-
TBNP /PVB are shown in fig. 4.5 . 
Hole broadening due to the exposure saturation is clearly seen. The minimal 
holewidth tabulated in Table 4.2 .1 was found by extrapolation of the holewidth de-
pendence on burning intensity and on burning time to the zero-intensity zero-exposure 
limit. The measured kinetics were analyzed according to the approach presented in 
[72] in order to determine the quantum efficiency of PSHB. The following is a brief 
review of the method for determination of this important parameter. We express the 
quantum efficiency, i.e. , the ratio of molecules participating in hole burning to the 
total number of photo excited molecules, in the parameterized form of j = exp( - a). 
Following the reasoning in [73, 74, 75], we assume that the parameter a is subject to 
a Gaussian distribution. Taking into account the dispersion for hole burning kinetics 
due to the difference in absorption at the laser frequency for centers within the in-
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Figure 4.5: Normalized spectral hole profiles for Zn-TBNP at l.5 K at different 
exposure with burning intensity of 192 mW /cm2. 
homogeneous band, the random orientation of the absorbing centers with respect to 
the polarization of the burning light and t he distribution of quantum efficiency and 
t he time dependence H(t) of the sample absorption at the peak of the hole can be 
calculated as: 
( ) 3D J 4ln(2) 100 100 ( H t =B+- exp 
2w 7T 0 0 
1 exp (-a)cxa cos2 e ) 
2 t 
(
l exp( -a) cxaCos28) ( (a -ac)2 ) 10 2 t cos2 8 sin 8d8 exp -4ln(2) w 2 da . 
(4.3) 
where ac and ware the center and width of the distribution of parameter a, 10(x) is a 
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modified Bessel function of zero-order, I is the photon flux of the burning irradiation, 
(J is the peak homogeneous absorption cross section, and 0: is the De bye-\\Taller factor. 
Eqn. 4.3 assumes hole burning through the Lorentzian shaped zero-phonon lines. D 
is the maximum relative hole depth (O<D<I), and B = 1- D represents the fraction 
of non-burnable background. Two material parameters, 0: and (J, required for the 
fitting procedure, were obtained in the following way. The Debye-\\Taller factor G was 
estimated for H2- TBNP /PVB and Zn-TBNP /PVB to be 0.8 and 0.9, respectively. 
For simplicity we set 0: = 1 for the other materials. The (J was calculated using the 
integral absorption cross section (Jint, which was determined from the absorption and 
concentration data as (J = (rinh/rh) sint. The inhomogeneous broadening r inh , was 
determined from the width of the 0-0 electronic transition in the decomposition fit. 
We suggest that the homogeneous linewidth r h is half of the determined minimal 
holewidth since no spectral diffusion was observed in the time range of 10 - 105 sec-
onds. To avoid error due to the hole burning through the phonon sidebands, we fit the 
experimental kinetics at the initial stages of the hole growth using eqn. 4.3 with two 
free parameters, Ge and w. The parameter D was fixed by the independent measure-
ment of the maximal saturated hole depth at the highest experimentally achievable 
exposures. Another way to find D was to record the kinetics at two reduced burning 
intensities. Then, fitting was performed simultaneously for the initial segments of 
these kinetics with fitting parameters Ge , wand D shared for both datasets. Due to 
the additional dataset, a single set of parameters Ge , wand D can be found. 'With 
the distribution parameters Ge and w obtained, we calculated the average quantum 
efficiency < 1; > of PSHB. 
Fig. 4.6 (a) shows the representative PSHB kinetics for H2-TBNP in PVB. The 
experimental kinetics (curve a.l) are satisfactorily described by eqn. 4.3 with a single 
value of quantum efficiency (smooth curve) and do not require the introduction of 
a distribution of 1;. This result is a clear sign that the photochemical reaction is 
most likely caused by proton phototautomerization with a constant (non-distributed) 
value for the quantum efficiency [76]. For illustration purposes, curve a.3 does not fit 
the experimental data well when the polarization of the laser light is not taken into 
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Figure 4.6: Hole burning kinetics for H2-TBNP (a) and Zn-TBNP (b) at 1.5 K. (a.l). 
Experimental kinetics recorded using a laser diode with intensity 0.2 m W / cm2 for the 
sample with concentration 7.10-4 mol/I. (a.2) Experimental kinetics recorded with 
intensity of 192 mW/cm2 . (a.3) All fitting curves used a = 0.9 and s = 2.6.10- 11 
cm2 . Experimental kinetics recorded with intensities (b.l) 192 m W /cm2 and (b.2) 10 
m W / cm2 . The corresponding fitting curves were obtained by fitting simultaneously 
both experimental datasets with the same values of ac , w, and D, and the proper 
burning intensity for each dataset. Both fitting curves used a = 0.9 and s =1.7.10- 11 
cm2 . 
account. The quantum efficiency and maximal relative hole depth were found from 
the fitting procedure to be (8.9±1.2) .10-3 and 0.58±0.05, respectively. The observed 
quantum efficiency for H2- TBNP /PVB is about one order of magnitude higher than 
that found for HTPthalocyanine in polymer matrices [77], and two to three orders of 
magnitude higher than that found for several nonporphyrin photochemical systems 
[78J. The experimental hole burning kinetics in Zn-TBNP measured with two sub-
stantially different intensities are presented in fig. 3b (curves b.l and b.2). Both 
datasets were fitted simultaneously by eqn. 4.3 (smooth curves). Parameters ao w, 
and D were found to be 9.15, 6.0 and 0.72, respectively. The value obtained for D is 
in good agreement with the limit for hole depth of D = 0.74 obtained from long 105 s 
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kinetics. The average quantum efficiency was calculated to be (l.1±0.2)·10-3 . The 
observed distribution of the quantum yields suggests that Zn-TBNP possesses a non-
photochemical mechanism [73] that is likely related to the rotation of side molecular 
groups attached to either a relatively rigid phthalocyanine ring or the host structure. 
A relatively low yield of 7.10-6 was estimated for nonphotochemical PSHB in Zn-
tetraphenylporphine in PMMA [80]. Our result in Zn-TBNP is two orders of mag-
nitude higher and only about ten times less than the yield for photochemical hole 
burning in H2- TBNP. The fairly large size of the naphthalocyanine skeleton and the 
large number of side groups participating in the nonphotochemical PSHB can quali-
tatively explain this effect. It should be noted that an efficiency as high as 0.11 was 
reported for nonphotochemical hole burning for Al-phthalocyanine -tetrasulfonate in 
hyperquenched water [81]. Results for all samples studied are shown in Table 4.2.l. 
Because the detection noise is about 1 % for the observed kinetics, the accuracy of the 
obtained results was mostly determined by the accuracy of the experimental values 
of CJ and was estimated to be ±15%. Hole burning in all but one free-base system can 
be described by a single value of the quantum efficiency. Surprisingly, H2- TBNP at 
higher concentrations shows a distribution of efficiencies, which is likely related to the 
overlapping of single molecule and aggregate absorption bands at the laser frequency. 
Three out of four studied metallo-based systems reveal the broad distribution of the 
hole burning efficiency characteristic of a non photochemical hole burning. Only Ni-
TBNP /PVB displays a single-valued efficiency of about 0.7%. Thus, the mechanism 
is likely to be photochemical and should be a subject of future investigation. Another 
interesting result is the very low non-burnable background observed for Si-NPDO 
which makes this system useful for holographic applications. 
4.2.2 Holographic storage 
Using the prepared samples of Si-NPDO and H2- TBNP 1Il PVB and PS, we 
demonstrated the holographic recording of pages of information at low temperature 
with high fidelity. The recording set-up is shown in fig. 4.7. The light source was 
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Sample Concentration Holewidt.h Inhomog (5h Efficiencv center width B 




3· 10 5 1.50 1.107 8.7· 8.9· 5.88 0 0.42 H.)-
TBNP/PVB 10-11 10-3 
H2- 7·10 4 100 1.5.101 6.2· 1.3· 6.92 3.5 0.58 
TBNP/PVB 10-11 10-3 
H2- 5·10 .5 1150 0.9.10 1 3.2· 3.2· 3.44 0 0.43 
TBNP/PS 10-12 10-2 
3·10 4 200 1.6.101 4.5· 1.1· 4.51 0 0.57 H2-
OBP/PVB 10-12 10-2 
Zn- 2.10-4 380 1.0.10 1 1.7· 1.2· 9.55 6.0 0.28 
TBNP/PVB 10-11 10-3 
Zn- 1.8.10-4 1000 1.2.10 1 4.6· 1.4· 9.16 6.7 0.48 
TBNP/PS 10-12 10-3 
Ni- 6.4-10-4 100 1.5.101 2.1· 6.7· 5.0 0 0.67 
TBNP/PVB 10- 11 10-3 
Si- 2.0.10-4 400 2.0.101 8.7· 8.1· 10.06 4.7 0 
NPDO/PVE 10-11 10-4 
Table 4.1: Spectroscopic and hole burning parameters for naphthalocyanines doped 
polymers at 1.5 K. 
a Hitachi 50 m \\1, Fabry-Perrot temperature controlled laser diode with wavelength 
centered at 785nm (@25 C). The wavelength can be coarsely tuned by temperature 
variation (0.2nm/degree Celsius) and fine tuned by varying the laser diode current 
at a rate of 2.3 GHz/mA. A computer controlled current source from ILX Lightwave 
with 0.1 rnA resolution (0.23 GHz) was used to drive the laser diode. An intensity 
mask consisting of random binary bit patterns with a pixel size of 100 x 100 !lm is 
imaged with a 4f system onto the polymer sample placed inside the cryostat. The 
dimensions of the polymer sample are 1 x 1 cm2 . A 4f imaging system images the 
mask back onto a STAR carn CCD camera. An iris placed at the Fourier plane of 
the imaging lens filters the signal for unwanted reflections from the cryostat windows 
and scattering from the sample. The reference and signal beams make an angle of 20 
degrees outside the sample. The reference beam consists of a plane wave of intensity 
0.2 m \V / cm2 equal to the intensity of the signal beam. At this intensity, we observed 
a homogeneous line broadening of 1 GHz for the samples mentioned above. The 
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Figure 4.7: Experimental set-up for the hologram recording. The mask, composed of 
random binary pixels , is imaged onto the sample inside the cryostat by a 4f system 
and is recorded with a plane wave reference. 
The phase shift 6.¢ of the interference pattern depends on the frequency shift 6.v: 
6.¢ = 27f 6.L 6.v. 
c 
(4.4) 
When the laser frequency is shifted by 1 GHz, the phase shift 6.¢ is equal to 7f. This 
phase shift is used to cancel the absorption grating and reveals only an index grating 
in the center of the burning frequency through the Kramers-Kronig relations [83, 84]. 
Holograms were recorded for 4 sec. The reconstruction of holograms in 400 J-lm thick 
H2-TBNP/PVB at 788 nm, 400 J-lm thick Si-NPDO/PVB at 787nm and 1.5 mm thick 
H2-TBNP I PS at 788 nm are shown in fig. 4.8 (a)-(c) , respectively. 
The reconstruction from the thick sample shows defects due to non-uniformity. 




Figure 4.8: Holograms ofrandom bit patterns 100 x 100 f1m recorded in three polymer 
films at 1.9 K: a) 400 pm TBN in PVB matrix (788 nm). b) 400 pm SiNDO in PVB 
matrix (777 nm). c) 1.5 mm TBN in polystyrene (788nm). 
matrix. The sample optical densities were 2.0, 2.3 , and 7.2, and the absolute diffraction 
efficiencies were 5 . 10-5 , 7 . 10-5 , and 1.8 . 10- 6 , respectively. The low absolute 
diffraction efficiency is due to lower hole depth and higher absorption. Especially in 
the case of H2- TBNP IPVB, the sample with the large concentration of 7 . 10- 4 molll 
showed reduced hole depth, probably due to aggregation. The kinetics obtained with 
the laser diode for that sample are shown in fig. 4.6(a.2). We measured a hole depth 
of 4% with the exposure energy used in the holographic recording. By calculating the 
diffraction efficiency using the coupled wave analysis and the measured value of the 
hole depth, we obtained a diffraction efficiency in agreement with the experimental 
value. If instead, the lower concentration sample from fig. 4.6(a.1) had been used, the 
diffraction efficiency could be as high as 0.8% (computed for a pure absorption grating 
with 50% hole depth and optical density 0.7). This preliminary holographic experi-
ment shows that random bit patterns can be recorded in these materials with good 
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fidelity. The relationship between the intensity line broadening and the hole depth 
at various hole burning frequencies has to be studied further for these materials in 
order to address the recording rate and storage capacity. 
Spectral hole burning properties of several free-based and metallo-naphthalocyanine 
compounds in two polymer hosts were studied for storage applications with diode 
lasers. Metallo-naphthalocyanines displayed a nonphotochemical hole-burning mech-
anism, while free-base molecules exhibited the photochemical proton tautomeriza-
tion mechanism. The minimal holewidth was found to be between 100 MHz and 
1200 MHz at 1.5 K. The inhomogeneous linewidth was found to be approximately 
107 MHz which makes these compounds suitable for storing multiple holograms at 
different frequencies, and for terahertz bandwidth storage and communications appli-
cations. The hole-burning kinetics were analyzed, and the quantum efficiencies of hole 
burning were determined for all materials to be between 0.1% and 1%. High fidelity 
holograms (data pages) in the transmission geometry were successfully recorded and 
reconstructed in the materials studied using single frequency laser diodes. 
4.3 M/# of absorption and index holograms in SHB 
media 
In section 4.2, we presented a set of wavelength selective polymer materials that 
have a large frequency multiplicity (table 4.2.1). The storage capacity can be further 
increased by adding Bragg multiplexing (angle, peristrophic or shift) at each frequency 
channel. A system measure for the hologram diffraction efficiency obtainable by 
superimposing M holograms at a single location and frequency is given by the Ai/# 
[43]. The M/# is usually used for materials exhibiting a refractive index modulation 
and is defined as: 
r = (Ai/#)2 
) JI1 (4.5) 
where 7J is the equalized diffraction efficiency of the !vi holograms. 
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An absorption modulation is created by interfering two beams in a spectral hole 
burning material. An index modulation is also induced from an absorption modula-
tion as explained in section 4.2. In this section, we show that the system measure 
given by the M-number is also applicable to absorption gratings. We derive the 111/# 
of pure absorption gratings as well as of index gratings generated from absorption 
gratings. We compute the 111/# using experimental absorption kinetics from the 
polymer samples described in the previous section. 
4.3.1 Absorption kinetics 
We start by describing the absorption kinetics 0:( t) of a spectrally selective material 
under exposure of coherent monochromatic light. We model the absorption kinetics 
as: 




where I(r, t) is the light intensity pattern and K is a kinetic parameter that depends 
on the material. B is the non-burnable absorption and represents an absorption back-
ground that persists after large bleaching energy (fig. 4.6). 0:0 is the absorption of the 
material before illumination. This model is a simplification of a more rigorous model 
described by eqn. 4.3, which takes into account the distribution of quantum efficiency, 
polarization dependence and the random orientation of absorbing centers. Experi-
mentally, the absorption kinetics do not follow a mono-exponential decay. However, 
a bi-exponential decay accurately models the kinetics. The addition of a second ex-
ponential decay does not change the overall result of the analysis but complicates it 
unnecessarily; therefore, a bi-exponential decay will be used only to obtain quantita-
tive results from experiments. For the remainder of the analysis, we assume that the 
absorption kinetics follow a mono-exponential behavior described by eqn. 4.7. 
The intensity pattern of the ith hologram produced by the interference of the 
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reference and signal beam, Ri and Si is written as: 
l(r, t) = IRil2 + ISil2 + Ri S; exp (-j kir) + R~ Si exp (j kir) (4.8) 
Eqn. 4.8 assumes that the grating is uniform throughout the medium. For low optical 
density, this approximation is valid. For large optical density, one has to consider the 
depletion of the beams inside the medium. The absorption after the recording of the 
11th hologram is computed by substituting eqn. 4.8 into eqn. 4.7: 
(4.9) 
( 4.10) 
where ~i is the modulation depth of the ith hologram (V; = l~i7l~i:iii2). We choose the 
recording time of each hologram ti to be identical and equal to T and the modulation 
depth equal to 1i = 1. We assume also that the recording time of each hologram T « 
J{ 10 , which is a condition satisfied when multiple holograms are written. Eqn. 4.10 
is then equal to: 
B + A exp (- KloJJJT) (1 -K10r t, cos (kir)) 
AI 




From eqn. 4.12, the resulting DC absorption 0;0' obtained after the recording of M 
holograms, is equal to: 
0;0 = B + Aexp (-l{loAfT). ( 4.13) 
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and the grating strength al of each hologram is identical and equal to: 
( 4.14) 
4.3.2 M/# of pure absorption holograms 
Here we assume that recording and read-out occurs at the same optical frequency. 
An absorption and index grating are created (fig. 4.2). However, at the read-out 
frequency, the index grating does not contribute to the diffraction and therefore the 
hologram can be considered a pure absorption hologram. We studied different record-
ing geometries such as transmission, reflection, and 90-degree. Similar results are ob-
tained in each case. In the following, we treat the symmetric transmission geometry 
for simplicity. The diffraction efficiency is obtained using Kogelnick's expression [82]: 
( 
2aod) ( aId ) 2 TJ = exp ---
cos (} 2 cos (} , ( 4.15) 
where d is the thickness of the recording medium, and (} is the angle between the 
reference and signal beam inside the material. The de component of the absorption 
a o and the absorption modulation al after the recording of M holograms are computed 
from eqn. 4.13 and eqn. 4.14. 
The diffraction efficiency TJ versus the normalized recording time t/ K 10 is shown 
in fig. 4.9. The graph consists of four plots that correspond to four values of optical 
densities OD (OD = 2aod). The number of recorded holograms !vI is 10. The 
non-burnable absorption parameter B is set to 0 in this calculation. The diffraction 
efficiency reaches a maximum for a given normalized recording time. The maximal 
diffraction efficiency is obtained from eqns. 4.13, 4.14 and 4.15: 
77max (A:1) 2 (4.16) 
fd# ( 
Bd) Ad exp ---e (} Cmax(Ad/ cos(}) 
cos 2 cos 
( 4.17) 
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Figure 4.9: Diffraction efficiency TJ versus normalized recording time i/ K 10 for M 
multiplexed holograms. The recording time i is constant for all exposures. 
where (3 = K 10M 7. The parameter (3 is proportional to the total exposure time 
10A17. According to eqn. 4.17, the ]0,1/# is independent of the number of recorded 
holograms M. However, the maximum A[/# obtainable is subject to an optimization 
of the recording time. Because diffraction efficiency TJmax is inversely proportional to 
the square of the number of holograms M, the system measure described by !v[ / # 
can be applied. The result of the ]0,1/# calculation is plotted in fig. 4.10. The 
graph shows the AI # vs. optical density (ao • d) of the material. The three curves 
are plotted for three values of the non-burnable absorption B. The quantity B is 
computed as a fraction of the optical density. When B = 50% of the optical density, 
the AI # reaches its maximum value of 0.05 for an optical density aod = 1.8. The 
]0,1# increases when B decreases (the medium becomes more transparent). In the 
limit when B=O, the theory predicts that the !vI # increases logarithmically with the 
optical density. When the optical density becomes too large, these results are not 
valid because the grating strength of each hologram ceases to be uniform throughout 
the thickness, and eqn. 4.15 cannot be used to compute the diffraction efficiency. 
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Figure 4.10: All # for absorption holograms. The wavelength of the writing and 
reading beam is unchanged (.Awrite = .Aread). 
is given by: 
AlII# = exp (_ Ed) 7r.0,.nod. 
cosO .A cos 0 
(4.19) 
This expression is similar to eqn. 4.17. The AI 1# is proportional to the maximum 
index modulation .D.no while in eqn. 4.17, the AI 1# is proportional to the absorption 
modulation A attenuated by a factor Cmax (Adl cosO). 
4.3.3 M/# of pure index holograms 
An interesting property of wavelength selective materials is that light can be 
diffracted by both an absorption modulation and the induced index modulation. The 
advantage of index gratings is that the diffraction efficiency can reach 100% if the 
absorption at the read-out frequency is equal to zero. Here, we analyze the AI 1# when 
absorption modulation is transformed to index modulation. A pure index grating can 
be created by using two holographic exposures at two optical frequencies with a 7r 
phase shift between the two exposures. The hologram generated is the so-called 
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II-hologram. We assume that the absorption modulation 0:1 has a Lorentzian shape: 
(4.20) 
where, is the homogeneous linewidth and Wb the writing (burning) optical frequency. 
The index grating strength /31 induced by the absorption grating is equal to: 
W -W 
/31 = 0:1 P . , (4.21) 
where wp is the read (probe) frequency. A II-hologram is recorded with a first exposure 
at frequency Wb j and a second exposure (same exposure energy) at frequency Wb2' The 
diffracted field Ed of the II-hologram is equal to: 
where cPl and cP2 are the phases of the grating in exposures 1 and 2 respectively. If 
we choose cP2 - cPl = 7r, the diffraction efficiency computed from eqn. 4.22 becomes: 
If h II h 1 . d f Wb j +Wb.) h b' . teo ogram IS rea -out at requency wp = 2 ,t e a sorptlOn gratmg 




4 2 [(.6.w) 2 ,2 ]2 T}=exp --- ,0:] - ----"-,--
cosf) 4cos2 f) 2, (Wb- W )2+,2 
(4.24) 
where .6.w = Wb2 - Wb2' The function in brackets has a maximum for .6.w = 2,. 
vVhen read-out for a long time at frequency Wb) ;Wb2 , the index grating is not erased 
and the remaining absorption is equal to the non burnable absorption parameter B. 
Therefore, in the exponential we replace 0:0 with B. Thus, the diffraction efficiency 
109 
of a II hologram becomes: 
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Figure 4.11: .M# comparison between pure absorption holograms and II-holograms 
when the non-burnable background absorption is equal to zero (B=O). 
The assumption that the index grating is not erased during read-out at frequency 
Wbl ;Wb2 is not an accurate description. The tail of the Lorentzian absorption curve 
affects the absorption holograms recorded at frequencies Wbl and Wb2. A decay of the 
absorption hologram's strength induces a proportional decay of the induced index 
hologram's strength. When the two absorption holograms are recorded many ho-
mogeneous linewidths away, the decay of the index grating is much slower than the 
decay of the remaining absorption at the read-out frequency Wbl +Wb2 /2; therefore, the 
assumption is valid. However, the maximum induced index modulation is achieved 
when ~w = 2 r and the assumption ceases to be valid. Nevertheless, this assumption 
provides an insight for the upper bound of the M/# achievable using II-holograms 
for multiplexing. 
Eqn. 4.25 is similar to the expression found for a pure absorption hologram, except 
for the absorption term in the exponential. \Vhen the non-burnable background B is 
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equal to 0, the medium is transparent at the read-out wavelength and the diffraction 
efficiency is proportional to the optical density. Fig. 4.11 shows a comparison between 
the 111# obtained with IT-holograms and pure absorption holograms. The result 
of fig. 4.11 suggests that IT-holograms yields larger 111/# than for pure absorption 
holograms. When the optical density is larger than approximately 3, the holograms 
become non-uniform inside the medium. In fact, the dynamic range is peeled off 
at the front of the material and the hologram is built up towards the back. These 
non-uniformities decrease the value of the 111/# plotted in fig. 4.11 when a o d > 3. 











_. _. - non-bumable absorption B= 50% a
o 
d 







a 246 8 10 
Optical density: ao d 
Figure 4.12: !vI # versus optical density when multiplexing IT-holograms. The pa-
rameter B is the non-burnable background absorption. 
The M # obtainable in SHB polymer material can be estimated by fitting the 
absorption kinetics with a bi-exponential function and computing the resulting grating 
strength a1 and DC absorption a o . The absorption is measured at 1.9 Kelvin in a 
400fLm thick sample of H2TBN in polyvinyl butyral (PVB) with a bleaching intensity 
of 10 fL~l//cm2 (inset of fig. 4.13) and concentration of 5.10-.5 mol/I. Fig 4.13 illustrates 
the !vI # that can be obtained using the above material as a function of the sample 
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Figure 4.13: 111# versus optical density derived from the experimental absorption 
kinetics shown in the inset of the plot. 
The remaining absorption B is the dominant factor in the M / # equations for 
absorption and index holograms. The computed values for the 111/# of index and ab-
sorption holograms are close. However, it is advantageous to use II-holograms instead 
of pure absorption holograms because the frequency dependence of II-holograms fall 
off as the square of the frequency while absorption holograms fall off proportionally 
to the frequency. We have shown that multiplexing holograms in a wavelength se-
lective material yields an M / # of 0.05 using the polymer materials presented above. 
Potentially, an 111/# of 0.5 can be achieved by recording II-holograms and using a 
material with low non-burnable background. Experimentally, the number of multi-
plexed holograms at a single frequency and location is limited to about 10. With an 
M/# of 0.05 and M=10 holograms, the maximum diffraction efficiency is equal to 
2.5· 10-5 , which is enough to obtain good SNR values. 
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4.4 Ultra fast all-optical logic 
The large inhomogeneous bandwidth (>lOTHz) of the SHB polymer materials 
(section 4.2.1) can be used for spatio-temporal optical processing and storage of fem-
tosecond pulses (a 100 fs pulse has a bandwidth oflO THz) [85, 86J. Optical processing 
of pulses requires that digital logic operations be performed. Electronic detectors have 
response times on the order of ~ 100 ps, too slow to process femto and picosecond 
pulses. An all-optical method is needed to build the logic. \Ve show in this section 
an implementation of ultra-fast all-optical logic that is compatible with the spectral 
hole memory developed in this chapter. 
For optical communication, bitwise logic can be used for address recognition in 
time division multiplexing systems. Time division demultiplexing can be performed 
optically at a much faster rate than what is currently achieved electronically [87J. 
Optical gates using four wave mixing in semiconductors have been proposed, and a 
spectacular AND gate working at 100 Gbit/s has been demonstrated [88J. In this 
paper, we propose and demonstrate a set of optical logic gates (AND, OR, XOR) 
with 140 fs resolution based on SHG (second harmonic generation). Non-resonant 
effects such as the Kerr effect and wave mixing (e.g. second harmonic generation) 
occur at subfemtosecond timescales and are therefore candidates for realization of 
ultra-fast computing machines. 
An experimental demonstration of a set of optical logic gates (OR, XOR, AND) 
is shown using non-linear mixing in a BBO crystal. \Ve use femtosecond laser pulses 
from a modelocked Ti:sapphire laser and non-linear mixing in a BBO crystal to 
demonstrate the gates. The output of the gate has twice the optical frequency of 
the input which makes it difficult to cascade gates. ·We propose a solution to this 
problem and discuss the requirements for femtosecond computing machines. A 2 bit 
full adder is described as an example using the proposed optical gates. 
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4.4.1 Principle 
In this section, we describe the working principle of the logic gate. Input data 
are encoded spatially as streams Xl (t) .. . X2N (t) of femtosecond pulses (encoded from 
a single pulse with the pulse shaper presented in section 2.6). The N input streams 
are incident at different spatial positions on a diffractive optical element (DOE). The 
DOE acts as a position dependent focal length lens as shown in fig. 4.14. All inputs 
are assumed to be produced by the same laser so that they remain coherent with each 
other. Data streams are incident symmetrically with respect to the optical axis of the 
DOE. Inputs at the edge of the DOE (e.g., Xl, X2 ) are brought to a focus Y I that 
is further away than the focus spot Y 2 generated by inputs close to the optical axis 
(e.g., X3 , X4). Each pair of inputs needs to satisfy the non collinear second harmonic 
phase matching condition. For moderate group velocity mismatch (short interaction 
length), the system impulse response function is very narrow and the second harmonic 
field can be considered to be proportional to the product of the two input fields [89]: 
k i= l = 1...2N, 
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( 4.26) 
Figure 4.14: Principle of the all-optical gate by second harmonic generation. 
The logic state values (" 1") and (" 0") are produced by amplitude modulation. 
Whenever a pulse from the stream Xl (t) collides simultaneously with a pulse 
of stream X2 (t) in the non-linear crystal, a photon is created at twice the optical 
114 
___ 1D __ 1 ------I ___ ID~m~t> 
[QJ 
Figure 4.15: Amplitude coding. 
frequency which propagates in the direction of the optical axis (fig. 4.14). The non-
collinear SHG process is an AND gate, since a logic state" I" is produced only when 
two pulses (" 1" and" 1") are present simultaneously (Y 1 = Xl X2 ). Interference occurs 
between the frequency doubled sources generated at the different locations along 
the crystal: Y i , i=1..N. We consider for simplicity that the SHG sources, generated 
at Y i , i=1..N, are point sources. Interference between short pulses of bandwidth 
b.v (typ. 10THz) is similar to interference between two broad light sources of short 
coherence length equal to c/ b.v (typ. 30Ilm). Therefore, for interference to occur, the 
path length difference between the two beams has to be shorter than the coherence 
length or, equivalently, the two pulses need to overlap in time. Constructive or 
destructive interference takes place depending of the phase difference of the pulse 
carrier frequency. The phase difference between the generated point sources can be 
adjusted by time delaying appropriately the inputs. Fig. 4.16 shows the boolean 
representation of the optical gate described in fig. 4.14. The function F(Y1 ... Y N ) 
can perform a set of boolean functions. The function F can be modified by delaying 
the inputs. In other words, this optical gate can be reconfigured to perform another 
function by acting on the time delay of the input. The function F computes the 
coherent sum: 
N 
F(Y1 ... YN ) = L 1iei~1>; ( 4.27) 
i=l 
where b.¢i is the phase difference between each point source }i. If b.¢i is a multiple 
of 27f, constructive interference occurs. In this case, the function F produces an OR 
function and the output of the device is a sum of products (OR of AND's of two 
variables) . 
The principle of operation of this logic device is similar to interfering 2N stream of 
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Figure 4.16: Boolean representation of the system shown in fig. 4.14. 
pulses using mirrors and beam splitters (without frequency doubling light). However, 
the SHG based logic gate does not require beam-splitters, waveplates or mirrors 
allowing therefore a gain in size reduction of the gate, robustness to vibration because 
interference is produced within the short distance of the crystal length. The inputs 
are not destroyed during the process of computation. This effect can be useful in 
decoding the address of a packet of pulses and re-routing it according to its address 
downstream. 
4.4.2 Experimental gates 
Based on the logic device presented in section 4.4.1, an AND, OR and XOR 
gate have been implemented experimentally. The experimental set-up is illustrated 
in fig. 4.17 and a picture of the set-up is shown in fig. 4.18. The pulse source is a 76 
MHz repetition rate modelocked train of pulses from a Ti:sapphire laser (Coherent 
MIRA) centered at 800 nm with 140 fs duration and average power 300 m VV. The 
raw beam of 1.5 mm diameter is used throughout the experiment. The incoming 
beam is split by the non-polarizing beam-splitter BS1 to produce beams A and B. 
Beam B is split again by the non-polarizing beam-splitter BS3, yiedling beams Bl 
and B2. The path length of beams Bl and B2 can be adjusted via the delay lines 
D3 and D4 , respectively. Beams Bl and B2 are separated by 3mm and propagate 
collinearly towards a lens. A similar arrangement for beam A produces two collinear 
beams separated by 3 mm propagating towards the lens. A total of four beams are 
incident onto a singlet lens of focal length f = 9 cm. Each of the four beams can 




300 mWaverage power 
116 
D2 BBO crystal 
~~ 
D Singlet lens 4 
Figure 4.17: Experimental set-up describing the implementation of the optical gates. 
The beam splitters BS1 , ... ,BS3 and delay lines Dl ... D4 are used to generate the set of · 
inputs. The singlet lens is used as a position dependent focal length. The frequency-
doubled light generated by pairs of inputs interfere and serve as the basis for the 
optical gates. 
be delayed with respect to each other by delay lines controlled by micrometer stages. 
The purpose of the singlet lens is to implement the DOE discussed in section 4.4.1. 
Here, spherical aberration of the lens is used to obtain a position dependent focal 
length. The two beams incident on the edge of the lens are brought into a focus that 
is closer than the focus formed by the two beams close to the optical axis. The lens 
focuses the four incident beams onto a non-linear 0.5 mm thick BBO crystal. Type I 
phase matching is used (extraordinary polarization= ordinary + ordinary). We show 
next that gates of two inputs AND, OR or XOR can be constructed from the optical 
device described in fig. 4.14. We first demonstrate the AND gate. 
4.4.3 AND gate 
The AND gate is constructed naturally from the property of non-collinear second 
harmonic generation. When the two inputs are simultaneously incident on the lens 
(corresponding to a logic" 1" and "1"), the SH G process generates frequency doubled 
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Figure 4.18: Picture of the experimental set-up shown in fig . 4.17. 
light. A camera detects the intensity of the pulse at the output . When only one of 
t he beams is present at the input , no frequency doubled light is generated resulting in 
a logic " 0." Fig 4.19 shows the response of the CCD camera. The camera integrates 
2.5 millions pulses from the modelocked laser. The SNR is large for this gate because 
a logic "0" is given by the detector noise and logic" 1" is related to the intensity of 
the second harmonic beam. 
4.4.4 OR gate 
The two inputs Xl and X2 are duplicated by splitting each input into two beams. 
The resulting four beams are incident on the singlet lens as shown below in fig. 4.20 
a) . The relative delay between Xl and X2 is adjusted (see section 4.4.1) such as 
to produce a constructive interference between the two SHG sources. The boolean 
equivalent of this optical gate is shown in fig. 4.20 b). 
Constructive interference increases t he detected intensity as can be seen from the 
result in fig. 4.21 (bottom right pulse in the truth table). The logic" 1" represented 
by the SHG pulse intensity is not constant. Although this is irrelevant for a single 
gate, it becomes important for successive cascaded gates . An optical power limiter 
placed at the output can equalize the intensity of the second harmonic pulses. SNR 
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Figure 4.19: Experimental truth table of the optical AND gate. 
for this gate is the same as for an AND gate. 
Figure 4.20: OR gate. 
4.4.5 XOR gate 
The XOR gate works very similarly to the OR gate. The only difference is that 
the delay is adjusted such as to produce destructive interference. For this gate, the 
logic state" 0" at the output is determined by destructive interference. Any intensity 
variation between the two interfering beams causes the level of the "0" to go up, 
reducing the SNR. Fig. 4.22 shows the results. SNR is measured to be 7.S. This is 
due to non-equal intensity of the interfering beam as can be seen from the result of 
the "1" + "0" and "0" + "1." 
Although, the experiment was done with single pulses, it can be generalized to 
a stream of pulses, because the mechanism underlying these gates (second harmonic 
generation, interference) has subfemtosecond resolution. An invert er gate cannot be 
realized with these gates because of the nature of the logic state chosen (light or no 
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Figure 4.21: Experimental truth table of the optical OR gate. 
light). Interestingly, another type of element needed to cascade gates can produce 
the NOT gate as we will show next. 
4.4.6 Cascading gates 
This section discusses the problem of gate cascading and presents a possible so-
lution. The wavelength of the output from the gate is half t he wavelength of t he 
input signal. For cascading gates, we need to transform the blue wavelength back 
into IR with fidelity. Essentially, we need to perform a wavelength conversion. Fre-
quency down conversion requires 4 wave mixing and looks prohibitively bulky and 
complicated. Anot her approach is to use the non-linear property of polymers. Poly-
acetylene and its substitutes have been studied extensively for their high non-linear 
susceptibility and ultra fast decay t ime [90]. For example, poly[(4-tert-butyl-2,6-
dimethylphenyl) acetylene] (PMBPA) has a fairly broad absorption spectrum in the 
visible range (350-600 nm) and negligible absorption in the infrared (800 nm). When 
illuminated with pulses of blue-green light , photo excitation takes place almost in-
stantaneously (within 10 fs), creating electron-hole (fig. 4.24). Ultra short lifetime 
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Figure 4.22: Experimental truth table of the optical XOR gate. 
(130 fs) photoinduced exciton levels are generated close to the conduction band. As 
a result, photoinduced infrared absorption occurs from the exciton level. In exper-
iments, researchers reported, at room temperature, 15% absorption increase within 
10 fs and an absorption time decay equal to 130 fs [90]. This material is of interest 
for converting signals at a wavelength of 400 nm to 800 nm with fidelity. Assume 
that a long IR pulse is incident on the polymer at the same time as a blue stream 
of pulses (fig. 4.23). The visible pulses modulate the transmission of IR beam with 
ultra fast speed « 600 fs), causing the IR pulse to be amplitude modulated. The 
result is an inverted stream of IR pulses with respect to the visible pulse stream (if 
the extinction is perfect). A NOT gate inverting an IR pulse back in the IR range 
requires a 2 stage process: first the IR is frequency doubled with collinear phase 
matching and then inverted by photoinduced absorption, as described above. An im-
portant parameter of the polymer is the magnitude of the photoinduced absorption. 
High photoinduced absorption is required to produce a NOT gate. Currently, 15% 
photoinduced absorption has been measured on PMBPA samples. The energy needed 
to produce the photoinduced absorption was reported to be 1000 photons/cm2 . With 
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a SHG conversion efficiency of 0.1% and 0.1 mJ/ IR pulse, t he beam area needed to 
produce 15% of photoinduced absorption is equal to 1.4 mm2 . This figure has to be 
improved both energetically and in the magnitude of the photoinduced absorption to 
be of practical use. 
AAAA_. 
IR data pulse 
AVV~ ~ 
"Blue" data pulse 
lR reference 
Figure 4.23: Amplitude modulation by photoinduced absorption. 
3 .. 
~ 2 -e 
Q .. 1 Probe: 800 nm ~ 
0 














0.5 1 . · 1.5 2 2.5 3 
Photon Energy( e V) 
Figure 4.24: Relaxation time of photoinduced excitation in PMBPA polymers. 
4.4.7 Optical computation 
In semiconductors, each elementary gate needs a power supply in the form of a 
voltage source. For t hose optical gates, the reference power supply is a clocked stream 
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of pulses. The reference pulse stream is modulated by the frequency doubled output 
of previous stages through photoinduced absorption (see section 4) and becomes the 
input of the next gate. As an example of computing with this set of optical gates, an 
implementation of a 2 bits adder is presented. 
\Ve denote the two bit numbers to be added (Ao, AI) and (Bo, Bd. The bits are 
encoded spatially; therefore, we need four beams that encode the two numbers. The 
Carry C'C I 
AlAe 
BI Bo + 
Sum I s:s,s; I 
LSB So is just an XOR between Ao and Bo. We use a single optical gate to compute 
the XOR of two inputs (see section 4.4.2) and the first carry CI is an AND between 
the inputs. This block is sketched in fig. 4.25 A). 
The second carry C2 (and the following carries if the number contains more than 
2 bits) can be implemented with one gate as an OR of AND's: C2= Al CI + Al Bl + 
BI C1 . This block is shown in fig. 4.25 B). 
The block illustrated in fig. 4.25 computing XOR of 3 variables is needed to 
compute S1. Two XOR and inverting gates are needed: 
XOR(A1,BI,Cd=XOR(A1,B1)CI +C1 XOR(A1, B1) 





x, -,.. ...... _ ...,.....,.--. 
AND(X"X,) 
8) 




z = X,X, + X,X, + X,X, 
C) COMPUTE THE CARRY OF 3 VARIABLES 
OR(X"X2,X,) 













B, Bo + 
S2 S, So 
X, 
Figure 4.25: Implementation of a 2 bit adder using the optical gates developed in this 
section. 
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Chapter 5 Three-dimensional 
measurement using conoscopic patterns 
5 .1 Introduction 
Many industries are constantly challenged with increasingly demanding require-
ments for the design, production and process control of surfaces and components. 
Measurement and control of the 3-D topography is critical in many applications to 
assure that components perform as intended. Optical metrology instruments are im-
portant in many fields where non-contact, high accuracy and short processing time 
are needed. Depending on the reflectance characteristic of the object to measure 
and/or the a-priori knowledge of its shape, several optical systems have been inves-
tigated. In holography, an interference pattern is formed between an object beam 
and a reference beam using a coherent light source. The interference pattern can 
be stored in the medium for further processing. A system based on matched filter-
ing by a volume hologram acts as a modified confocal microscope without the need 
of a pinhole filter [91]. Instead of using the diffraction properties of holograms, we 
propose to process digitally the interference pattern generated by the propagation of 
light in a bi-refringent crystal. These patterns are the so-called conoscopic patterns 
and contain information about the optical wavefront. 
In this chapter, we start by developing the theory of the formation of conoscopic 
patterns. Two implementations of optical measuring sensors are described. They are 
both based on conoscopic patterns. The first sensor is a high accuracy non-contact 
profilometer. The profilometer measures the depth of a single point on a surface. The 
3-D topography can be extracted by scanning the surface. A second sensor based 
on the same principle measures the wavefront of a field reflected from the surface 
under inspection. By knowing a-priori the surface shape, the 3-D topography can be 
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polarizer 
birefringent crystal J conoscopic pattern 
Figure 5.1: Interference between the ordinary and extraordinary rays in a birefringent 
crystal. The incident light is polarized. After the analyzer is placed at the output, 
the so-called conoscopic pattern is produced. The pattern consists of concentric disks 
of alternating low and high intensities. 
extracted with sub-micrometer accuracy. 
5.2 Theory 
Conoscopic holograms [92, 93, 94, 95] are formed by the interference of the 
ordinary and extraordinary waves propagating in birefrigent crystals. The birefringent 
crystal is illuminated by a linearly-polarized point source. Each ray entering the 
crystal is refracted into two rays, called the ordinary ray (o-ray) and the extraordinary 
ray (e-ray). This phenomenon can be understood by decomposing the incident electric 
field into the eigenmodes 0 and e of the crystal. The velocity of the o-mode is 
constant, determined by the ordinary index of refraction no. The velocity of the e-
mode is dependent on the angle of propagation, because ne (a), the extra-ordinary 
index of refraction, depends on the propagation angle a of the ray. As an example, 
the trajectories of two rays are drawn separately in Fig. 5.1. 
Each one of rays 1 and 2 divide into their 0- and e- modes. If the spatial separation 
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of rays 1 and 2 (measured on the entrance face of the calcite) is correct, the o-mode 
coming from ray 1 combines with the e-mode from ray 2. The two modes are mixed 
using an analyzer, and an interference pattern forms. The conoscopic figure of a 
point source looks like a Fresnel zone plate with a superimposed cross (bright or 
dark, depending on the analyzer orientation) parallel to the eigenaxes. The cross is 
eliminated using circularly polarized light. 
Let G (x) be the path difference between the interfering beams and x be the radial 
distance from the optical axis. The intensity after the polarizer is given by: 
(5.1) 
To calculate the interference pattern, one needs to calculate G (x), which is determined 
by the geometry. The calculation for normal incidence geometry is given in [92] and 
will not be repeated here. 
Of particular interest for applications is the slope of G (x), because it determines 
the fringe size. The slope depends on the parameters f and Elf (among others). 
If all other parameters are fixed, the defocus Elf can be determined by counting 
the number of fringes that fit in a fixed aperture. One way to increase the depth 
resolution is to tilt the crystal, because this increases the pathlength difference inside 
the birefringent material. In the following section, we derive G (x) in the general tilted 
crystal geometry. 
5.2.1 Path difference in the tilted crystal geometry 
In the modified configuration shown in fig. 5.2, a lens is placed between the point 
source and a tilted crystal at an angle 'ljJ. When the point source is located one focal 
length f behind the lens, the beam is collimated and the path difference G (x) is 
constant everywhere, so the interference pattern I (x) contains just one big fringe. A 
defocus Elf of the point source decollimates the beam and causes the path difference 
to vary with the location of the observation point x in the detection plane. Because 




Figure 5.2: Geometry illustrating the use of a lens and a tilted crystal to increase the 
conoscopic resolution. 
To characterize the depth-resolving capability of the conoscopic method, we need 
to determine the number of fringes N that occur in the interference pattern as a 
function of the defocus iJ.f. We start with the calculation of the path difference 
G (x). For this we need the following relations: 
(i) The refractive index dependence on the angle of propagation 0:, given by the index 
ellipsoid 
(ii) Snell's law for the ordinary and extraordinary waves 




where cPo and cPe are the angles of propagation of the ordinary and extraordinary rays, 
respectively, inside the calcite crystal and (j is the angle of incidence of the input ray. 
(iii) In a birefringent crystal, the electric field E is not parallel to the displacement 
vector D (D= '1E, where 7 is the dielectric tensor). From Maxwell's equations, it 
follows that the wavevector k is orthogonal to D. On the other hand, the direction of 
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energy propagation (defined by the Poynting vector) is perpendicular to the electric 
field E. Because of the tensorial nature of 7, the fields D and E for the e-mode are 
not parallel, and hence energy and phase are not collinear. Snell's law determines the 
direction ¢e of phase propagation, but the direction of energy propagation ¢E needs 
a correction according to the law: 
(5.5) 
(iv) The wave illuminating the crystal after going through the collimating lens is 
described by a quadratic phase: 
{ 
X2 + y2 (1 1 ) } E(x,y,z)=eoexp{ikz}exp ik 2 ;--7 . (5.6) 
The path difference is calculated as follows: First, a point x is chosen on the 
output face of the calcite. Then, the incident angles of propagation, Oe and 0o , of the 
two rays converging at x are calculated by numerically solving the equations: 
(5.7) 
(5.8) 
The parameter a denotes the distance between the lens and the front face of the 
crystal (fig. 5.2). Let x~ and x~ denote the input points of the two rays (from the 
geometry it follows that x~ > x~). The spherical wavefront passing through x~ (point 
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Figure 5.3: Experimental measurement set-up of the path difference G(x) described 
by eqn. 5.10. 
B) determines the surface of equal phase. The path difference G(x) (fig. 5.2) is the 
difference between the length of segment (BD) and the sum of segments (CD) and 
(AC)=.6.l. Expressed in optical path units, this is 
(5.9) 
The final result for the path difference is 
(5.10) 
The theoretical path difference expressed by eqn. 5.10 is tested with the following 
experiments. The point source is generated by focusing a parallel beam of light using 
lens L1 as shown in fig. 5.3. The lens L2 collimates the point source. A CCD camera 
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Figure 5.4: Conoscopic pattern produced by the set-up of fig. 5.3. A cross section of 
the conoscopic pattern is shown to fit with theory. 
with 760 x 494 pixels (8.4 x 9.8 11m pixel size) is placed after a calcite crystal oflength 
3.7 cm sandwiched between two crossed-polarizers. The defocus .6..f is produced by 
translating the first lens L1 using a micrometer stage. The c-axis of the crystal is 
perpendicular to the facets (i.e., along the z-axis). In this experiment , the following 
parameters are used: 
a) wavelength= 532 nm, collimating lens L2 of focal length f=10cm, crystal tilt angle 
'Ij; = 25°, defocus .6..f = 6.02 mm. 
b)A = 532 nm, f = 10 cm, 'lj; = 13°, .6...f = 4.0 mm. 
The image is digitized by a frame grabber and produces a sinusoidal pattern. A 
one-dimensional sinusoidal pattern is generated by averaging 50 rows in the image as 
shown in figs. 5.4 and 5.5. The experimental data agrees very well with theory. 
5.2.2 Analytical expression of the path difference 
In this section, we linearize eqn. 5.10 describing the path difference. The simplified 
expression for the path difference allows us to determine analytically the influence of 
several parameters on the depth resolution. Under the approximation 8 0 , 8 e < < \[I 
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Figure 5.5: A cross section of the conoscopic pattern is shown to fit with theory. 
and j « 1, the first-order development of eqn. 5.7 and 5.8 yields: 
eo ~ !:1Jcos\IJ (x _ Lsin\IJ ). 
j2 Jn~ - sin2 \IJ 
(5.11) 
(5.12) 
The path difference G(x) takes on a particularly simple form: 
!:1JL 
G(l:) = xj2 C(\IJ) (5.13) 
where C(\IJ) = sin'II cos
2
'I1 (nevn;~Sin2>It - vn~~Sin2>It) 
The path difference approximation computed from eqn. 5.13 and the exact solu-
tion computed from eqn. 5.10 are plotted in figs. 5.6 and 5.7. Theory shows very 
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Figure 5.6: Plots of the path difference using the approximation (eqn. 5.13 ) and the 
exact expression (eqn. 5.10) for a crystal tilt angle of 25 degrees. 
5.3 Profilometer 
The results of section 5.2 suggest that depth information can be inferred from 
the conoscopic pattern. An optical non-contact profilometer is an instrument that 
extracts the 3-D shape of an object, point by point, by scanning a spot of light on 
the object [97, 98]. The simple system illustrated in fig. 5.3 serves as an absolute 
non-contact profilometer. In this section, we determine analytically and verify ex-
perimentally the performance of a profilometer. From eqn. 5.13, the amount of path 
difference G (x) is proportional to the amount of defocus 1:::,.1. Thus by counting the 
number of fringes in the conoscopic pattern, the amount of defocus ~f, i.e., the 
depth, can be inferred. This method gives an absolute distance measurement. 
\Ve are interested in determining the depth accuracy of the profilometer. At the 
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Figure 5.7: Plots of the path difference using the approximation (eqn. 5.13) and the 
exact expression (eqn. 5.10) for a crystal tilt angle of 35 degrees. 
by setting the path difference G(x) equal to A: 
6x = 6f LC(\IJ)" (5.14) 
The total number of fringes N, in the conoscopic pattern grabbed by the camera, 
is equal to N = ;x' where q is the aperture of the conoscopic pattern. q can be 
computed using eqns. 5.11 and 5.12: 
(5.15) 
where f# is the f-number of the collimating lens. The aperture q is greater than zero, 
which gives a condition to the parameters L, f, F #' 1/): 
(5.16) 
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Figure 5.8: Depth resolution of the scanning conoscopic system as a function of the 
crystal tilt angle and the focal length of the collimated lens. 
in the conoscopic pattern to increase by 1: 
(5.17) 
For example, a system with f = 5 cm, f#= 2.0, L = 3.7 cm, A = 532 nm and tilt 
angle \.II = 25° yields a depth resolution 5z=25.7 Mm. 
From eqn. 5.17, we can derive the optimum parameters to obtain maximum depth 
resolution. The optimum crystal length is obtained by fixing the crystal tilt angle 
and focal length and taking the derivative of 5.17 with respect to L: 
(5.18) 
Eqn. 5.18 satisfies condition 5.16. In a similar calculation, the optimal focal length 
f and tilt angle 7jJ yield the same expression as eqn. 5.18. The function D(V;) = c~;rJ,) 
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Figure 5.9: Depth resolution of the scanning conoscopic system as a function of the 
crystal tilt angle and the crystal thickness. 
A = 632.8 nm). The parameters f, L, F # and 'ljJ yielding maximum depth resolution 
are related to each other by expression 5.18. The optimal depth resolution is found 
by substituting eqn. 5.18 into eqn. 5.17 giving: 
A 2 
ClZoptimal = 4" F #. (5.19) 
The optimal depth resolution varies as the square of the lens F #. However, for 
eqn. 5.19 to be valid, the other parameters must satisfy eqn. 5.18. For example, 
choosing F #=1 and f = 2 cm would require a crystal thickness of 10 cm. With a 
smaller focal length such as f = 2 mm, the crystal thickness is reduced to 1 cm. The 
maximum depth range is limited by the camera pixel size b. We set the minimum 
fringe size to be twice the pixel size: Clx ~ 2b. Clx is given by eqn. 5.14. The 
maximum depth range Zmax is given by: 
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Figure 5.10: Function D( 1jJ)= c~;tJ) versus crystal tilt angle 1jJ . 
The space bandwidth product defined by SBP=zmax is equal to: 
Zmtn 
SEP = .f 
4b cos( 1jJ)F # 
(5.21) 
where the parameters are related by eqn. 5.18. 
5.3.1 Fringe interpolation 
Higher resolution can be obtained by interpolating the fringes of the conoscopic 
pattern. We present an interpolation method that is robust to noise in the interfer-
ogram. A reference interferogram such as the one displayed in fig. 5.5 is grabbed by 
the CCD camera and normalized between 0 and 1. The interferogram obtained after 
a defocus 5(.0...f) is also normalized between 0 and 1 and then subtracted from the 
reference interferogram. The resulting difference-interferogram is shown in fig. 5.11. 
Theory (solid lines) and experimental values (black circles) agree very well. The shape 
of the subtracted interferogram is explained as follows: The path difference G(x) is 
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Figure 5.11: Fringe interpolation by subtraction of two translated interferograms. 
system. Therefore, along the optical axis of the system (x=O), there is no variation 
upon defocus and for all other points on the x axis, the path difference increases 
linearly resulting in a modulated interferogram. 
The modulation amplitude of the subtracted interferogram increases as the de-
focus increases as shown in fig. 5.12. We measure the amplitude modulation by the 
slope computed by linear regression of the first 3 maximas of the subtracted interfer-
ograms (black circles in fig. 5.12). For this measurement, a resolution better than 10 
micrometers could be obtained with a large focal length and F#(10 cm, F#=5). 
5.3.2 Application: corneal curvature change 
The profilometer described in this chapter can be applied to measure the spherical 
curvature of reflective objects. A particularly interesting application is the measure-
ment of the corneal curvature change during eye surgery (see chapter 6 for detailed 
explanation). Fig. 5.13 illustrates the set-up for curvature measurement. The mea-
surement procedure effectively determines the overall spherical curvature of the object 
in the direction of the crystal tilt. 
In this experiment, a plastic (PMMA) replica of a human cornea is taken as the 
object. Its radius of curvature is 7.8 mm. The focal length of the collimating lens is 

















1= 10 cm, '" =25 degrees 









Camera horizontal x axis [mm] 
Figure 5.12: Subtracted interferograms with increasing defocus. 
under an eye surgery laser. The crystal tilt is 25 degrees. The F# of the lens is 2.5. 
To simulate a change in curvature (obtained by cornea ablation in the procedure), 
the plastic cornea is placed on a micrometer controllable stage (0.1 /-Lm resolution) 
which translates the object in the direction of the optical axis of the system. A shift 
t5 z of the plastic cornea effectively produces a defocus change t5 (t:.J): 
t5(t:.J) = ( 1 2 + 1) t5z. 
(f - zo)2 (~- J~zJ 
(5.22) 
where t5(t:.J) is the defocus change due to a shift Oz of a spherical surface placed 
at a distance Zo from the lens of focal length f. Similarly, a change of curvature t:.R 
of a spherical surface of radius R illuminated by a beam of diameter D introduces a 
defocus change equal to: 
1 o (t:.J) = 2 t:.R. 






Figure 5.13: Curvature measurement set-up. 
Ophtalmologists prefer to use units of diopters change 6.D instead of radius of cur-
vature change 6.R. The relation between these two quantities is 6.R = ~~ R2 , where 
6.n is the change of refractive index. The working distance between a measuring sys-
tem and a human eye in vivo is typically several centimeters. This constraint limits 
the focal length of the lens to a minimum of 5 cm. The radius of curvature of the 
human cornea is approximately 7.8 mm. The relation between the depth change 5z 
and the defocus change 5(6.f) is computed by eqn. 5.22. The numerical result gives 
0(6.f) = 1.58 5z . The distance is coded as the slope of the modulated envelope as 
described in section 5.3.1. Fig. 5.14 shows the results of the measurements with error 
bars obtained from 10 separate measurements. The experimental results show that a 
shift oz of 2 Mm can be detected which means that this system can resolve a defocus 
change 5(6.f) of 3.1 Mm. From eqn. 5.23, this resolution results in a detectable diopter 
change equal to 0.015 diopters. Measurement accuracy of 0.2 diopter is considered 
enough by ophthalmologist to yield 20/20 vision. The method described is capable 
of detecting the overall variation of radius of curvature with enough accuracy. How-
ever, this method gives no information about the topography. In the next section, a 
wavefront sensor is developed that overcomes this limitation. 
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Figure 5.14: Experimental measurement of curvature change by translating a plastic 
cornea. 
5.4 3-D measurements using shear conoscopy 
5.4.1 Introduction 
Optical devices capable of measuring an entire optical wavefront at once are 
used for fast testing of optical components. Several interferometer systems based on 
Sagnac, Fizeau and Michelson design are routinely used by manufacturers of optical 
components because of their very high accuracy. We concentrate here on an oph-
thalmologic application which could not be solved by the standard optical testing 
systems mentioned above. The challenge is to measure the topography of a human 
cornea in vivo while its surface is ablated during a laser correction procedure. The 
environmental conditions during the procedure are such that standard interferometers 
are not robust enough to vibrations and air fluctuation. Several systems have been 
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investigated for that purpose, reaching only a moderate level of success. 
A simple lateral-shearing interferometer has been developed. The shearing mech-
anism is based on the double refraction at the interface of a birefringent crystal. 
The shear interferometer is little affected by mechanical vibrations and air turbu-
lence because the beam splitting and recombining take place within a birefringent 
crystal. A phase-reconstruction method for wavefront analysis in lateral shearing 
interferometry is presented. Hermite polynomial functions describe the differential 
wavefronts and are related to Hermite polynomial functions of the original wavefront. 
This method is recursive and does not require a matrix inversion as it is required for 
other polynomial decompositions [99]. Hermite polynomial decomposition is therefore 
computationally very efficient. A plastic aspherical surface modeled after a human 
cornea is measured with the shear interferometer. The aspherical surface was also 
measured by a Twyman-Green interferometer to compare the error with that mea-
sured by the lateral-shearing interferometer. The experimental results agreed well 
with those measured by the lateral-shearing interferometer. 
5.4.2 Phase extraction from a shear interferogram 
A wavefront is generated using the set-up of fig. 5.13. The spherical or aspherical 
surface is placed in the field of view of a collimating lens. The distance between the 
surface under inspection and the collimating lens is adjusted such that the reflected 
wavefront is captured by the lens and collimated towards the birefringent crystal. By 
measuring the wavefront distortion, the topography of the surface can be inferred. 
The wavefront incident on the crystal, tilted around the y-axis, is split into the e-
mode and the a-mode, producing two copies of the wavefront shifted by a distance h 
as shown in fig. 5.15. After the analyzer, the two wavefronts <fJ(x, y) and <fJ(x + h, y) 
corresponding to the e-made and a-mode, respectively, interfere and generate a shear 
interferogram written as: 
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h (1 + ,cos {w(x, y) + const.}) 
¢(x + h, y) - ¢(x, y). 
(5.24) 
(5.25) 
where h is the mean light intensity and, is the modulation depth. h is the constant 
lateral shear produced by double refraction. Eqn. 5.25 is valid provided that the 
lateral shear h does not vary appreciably along the wavefront. The lateral shift h 
depends on the incident angles 8 0 and 8 e and the crystal tilt angle as: 
(5.26) 
We derived this equation by assuming that the c-axis is oriented along the direction 
orthogonal to the optical axis of the system. The mathematical relations developed 
earlier in this chapter are still valid. Only the indices of refraction need to be changed 
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Phase extraction is more complicated than a simple inversion of the cosine in 
eqn. 5.25, because of possible non-uniformities in h(x, y) and unknown f. \Ve use a 
conventional phase-shifting method to extract the phase [?]. This method requires 
five intensity measurements of the same interference pattern: 
(5.27) 
These five patterns are generated by successively tilting the crystal by an angle: 
between measurements, where 1/J is the initial tilt angle, A is the wavelength of the 
monochromatic light and L is the length of the crystal in the direction of the optical 
axis of the system. The phase difference w (x, y) is obtained from: 
() t 
( 
2 (I7r /2 (x, y) - h7r /2 ( x, y) ) ) 
w x, y = arc an . 
Io(x, y) + 127r (x, y) - 217r (x, y) 
(5.28) 
Figs. 5.16 shows the five phase shifted interferograms. The result of the extracted 
phase difference w(x, y) computed from eqn. 5.28 is shown in fig. 5.17. 
The original wavefront ¢( x, y) is extracted from the measured wavefront difference 
w(x, y) by decomposing w(x, y) into Hermite polynomial expansion. For simplicity, 
the method is described for a one-dimensional wavefront ¢(x). The generalization for 
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Figure 5.16: Five phase shifted conoscopic interferograms. 
two dimensions follows trivially. The decomposition is as follows: 
J 
¢(x) ~ bjHj(x) 
j=l 
J 
w(x) ~ bj [Hj(x + h) - Hj(x )] 
j=O 
J - 1 
~ cjHj(x) . 
j=O 
The order of the polynomial should be taken from some a priori knowledge of the 
surface. The coefficients Cj (j = 0, ... , J - 1) are determined directly by projecting 
w(x) onto the basis of Hermite polynomials. The coefficients bj(j = 1, ... , J) are 
computed from the coefficients Cj using a property of the Hermite polynomials: 
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Figure 5.17: Phase difference w(x, y) computed with the phase shifting method. 
The bj's are then obtained using the recursive formula: 
b.l 




[ J ( k ) 1 bj k +1 (5.30) 2jh Cj-1 - L . (2h) -] bk 
k=j+1 J - 1 
Note that bo, representing uniform translation along the optical axis , remains 
undetermined, because the DC information is lost during the shear process. 
The surface under inspection is an asphere modeled after a human cornea made 
out of PMMA (plastic). The experiment is performed with the set-up of fig. 5.13. 
The measured area on the test surface is 4mm2 . This area can be increased if a big-
ger aperture lens is used. The wavefront difference shown in fig. 5.17 is decomposed 
into two-dimensional hermite polynomials up to degree six. Higher degree polynomi-
als did not improve the results . The components of the original wavefront are then 
computed recursively using eqn. 5.30. The result of the original wavefront reconstruc-
tion is shown in fig. 5.18. The same wavefront is measured with a Twyman-Green 



























Figure 5.18: 3-D extraction of an aspherical surface using the shear lateral inter-
ferometer and the hermite polynomial expansion. The plot shows the wavefront 
reconstruction. 
terferometer. The result is shown in fig. 5.19. We observe deviations of ±O.1 pm 
between the two measurements. 
Experiments were performed on a pig's eye in vitro. The surface of the eyes were 
rough because the epithelial layer is destroyed when it is not constantly humidified. 
The light from a He-Ne laser produced speckles by reflection off the eye's surface. 
The poor quality of the interferogram did not allow further processing. In the next 
chapter, a method based on feature projection yielded better results for the particular 
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Figure 5.19: Measured wavefront difference between the lateral shear interferometer 
and the Twyman-Green interferometer. 
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Chapter 6 Feasibility study of 
Intraoperative Corneal Topography 
Monitoring During Photorefractive 
keratectomy 
6.1 Introduction 
We propose a feasibility study of a new corneal topography technology with the 
aim of monitoring intraoperative corneal topography during Excimer laser keratec-
tomy (PRK). PRK is a laser-based vision correction procedure. An interesting topog-
rapher for PRK [101, 102] is the PAR system, which uses a single grid projection and 
triangulation [103, 104]. Unfortunately, this topographer requires fluorescent fluid to 
be deposited on the corneal surface for shape extraction. We propose and demon-
strate a corneal topographer based on feature projection as well but that does not 
require additional fluid. We use a binary liquid crystal spatial light modulator (SLM) 
to display multiple fringe patterns onto the cornea. The topography is retrieved by 
digitally processing the fringes with an algorithm based on triangulation. The depth 
accuracy of the topographer is measured using a white reflected test sphere mounted 
on a micrometer translation stage. The performance of the topographer is tested on 
de-epithelialized swine eyes in vitro ablated by a PRK laser. The depth accuracy on 
the test sphere is 0.5 /-Lm and standard deviation is 0.75 /-Lm over an area of 17.6 mm2 . 
On swine de-epithelialized cornea, ablation at the apex of the cornea treated with 
an excimer laser can be measured without addition of fluorescein. The topographer 
achieves an adequate level of accuracy on a test sphere. We demonstrate that it 
is feasible to measure de-epithelialized cornea without addition of fluorescent fluid. 
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The blurring effect of images reflected by corneas produces noise in the measurement. 
This effect hinders the topographer from improving the reliability of the Excimer laser 
surgery. 
6.2 Material and methods 
We propose to further improve the reliability of PRK surgery by monitoring the 
shape of the cornea while it is ablated, thus removing uncertainty due to the variable 
ablation rate of corneas and laser power fluctuations. Non-contact optical corneal 
topography methods can be classified in three different groups corresponding to the 
degree of light coherence: 
- Coherent light measuring methods use interference between a reference wave and 
a wave reflected from the surface under inspection to extract the topography. An 
example of a robust interferometer for eye topography is presented in chapter 5. 
While giving sub-micrometer depth accuracy, coherent light gives speckles (grainy 
images) which are produced by surfaces with roughness on the order of a wavelength 
of light. A de-epithelialized eye has a roughness on the order of a wavelength of light 
yielding noisy interferograms [105]. 
- Partially coherent light has properties lying in-between those of purely coherent 
(laser) and incoherent light (ordinary incandescent lamps). Speckles are reduced 
with partially coherent light while still maintaining some phase coherence for inter-
ferometry [106]. 
- Incoherent light has the advantage of producing speckle free images. It is therefore 
a potential solution to the problem encountered with partially and purely coherent 
light. The topographer system presented in this chapter belongs to that category. 
An approach which yields moderate success for PRK monitoring is the method 
taken by the PAR system. PAR uses a grid projection and triangulation. Unfortu-
nately, the system requires the addition of fluorescein on top of the corneal surface 
for measurements. The PAR system was tested with an erbium:YAG laser at a wave-
length of 2.94 ILm. Fluorescein reportedly had no effect on the ablative nature. It 
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has not been investigated on other photoablative lasers like the excimer laser used 
in these experiments. Beyond the scope of this paper, our vision is that the corneal 
shape is computed between every two successive pulses and an automatic feedback 
based on the extracted corneal shape is sent to the Excimer laser to stop it when 
the optimal desired corneal shape is reached. The repetition rate of Excimer lasers 
is a few hertz (5 Hz for the VISX laser used in the experiments). Every 200 ms, a 
pulse ablates on average 0.25 /-Lm of corneal tissue. This repetition rate constrains 
the shape extraction to be computed within 200 ms time scale. Here we propose and 
demonstrate a novel topographer technology based on structured incoherent visible 
light projection and triangulation that do not require addition of fluorescent fluid. 
The surface of the cornea is featureless; therefore, landmarks must be projected 
onto its surface in order to establish correspondence between identical points in subse-
quent frames taken by the camera. If two cameras were to see the same feature-point 
from two different viewpoints, depth extraction could be recovered from triangula-
tion. A feature projector can replace one of the cameras. The projector replaces the 
second camera and at the same time projects landmarks. The experimental design is 
shown in fig. 6.1. 
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Figure 6.1: Topographer principle. Projection and triangulation are used to measure 
the three-dimensional shape of the object. 
The charge coupled device camera has 786 x 652 pixels with video NTSC output 
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(GBC camera, ChelseaIndustries International, Inc., U8A). Each pixel is 9.1 x 8.2 pm. 
The frame grabber is the model dt3155 (Data Translation, Marlboro, ]VIA, U8A). It 
produces a sampled image of 640 x 480 x 8 bits array. The projector is a liquid 
crystal spatial light modulator (Kopin Corporation, Tauton, MA); it features 320 by 
240 binary pixels, 15 x 15 pm pixel size. The 8LM can be driven at 30 frames/second 
by the VGA output of a computer. The computer used in the series of experiments 
described in this paper is an Intel pentium-pro 200 MHz. The size of the spatial 
light modulator (8LM) is 4.8 x 3.6 mm2 . The imaging optics consist of one achromat 
doublet lens (Melles Griot, Irvine, CA). A magnification factor of 1.2 yields an image 
size onto the cornea of 5.9 x 4.4 mm2 . The technique is not limited in size: larger 
8LMs or a higher magnification can give a larger image size onto the cornea. The 
imaging optics is the same as for the projecting optics. Depth of focus is 2 mm. 
Fringe pattern 1 
Fringe pattern 2 
Fringe pattern 3 
Figure 6.2: Binary fringe patterns of increasing spatial frequency projected by the 
8LM. 
A halogen lamp illuminates the binary 8LM. The light power incident at an angle 
(see fig. 6.1) onto the cornea is 50 pW. At that power level, the eye is not irritated. 
This light power level is limited by the 8LM, which does not function well when 
more light power is applied (reduced contrast). Seven binary fringe patterns of in-
creasing spatial frequency are successively projected onto the cornea (the first three 
projected fringe patterns are shown in fig. 6.3). These seven patterns generate a to-
tal of 27 = 128 edges given by the transition from a black fringe to a white fringe 
and vice versa. The next step consists of precisely extracting the location of these 
edges with image processing. The transition from black to white or white to black 
can be determined with a threshold. The threshold value depends strongly on the 
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illumination intensity. We can get rid of the intensity dependence by using a method 
involving the projection of the video inverse of each projected binary image [107, 108J. 
The images of this dual projection are shown in fig. 6.3. In order to extract the edge 
boundaries between black and white regions, the original and video inverse images 
are subtracted pixel-wise. The mean intensity is reduced to zero using this method. 
The resulting signal oscillates symmetrically between positive and negative values. 
This powerful method is light intensity insensitive and provides subpixel accuracy, 
because the zero-crossings (location of edges) are found by linear interpolation be-
tween two pixels located across the x-axis. When boundary points are extracted as 
described above , triangulation is performed using parameters such as the relative po-
sition of the camera with respect to the projector, optics distortion and focal length. 
Lens aberration effects from projection and imaging optics are taken into account 
by a modeled ray-tracing program. These parameters are calibrated at every new 
measurement before surgery, because relative position between camera and projector 
may vary. The full calibration procedure and shape computation is not described 
here; we refer the reader to [108] for details on shape extraction and calibration. The 
result of triangulation gives a three-dimensional representation of the object in space. 
Figure 6.3: Example of a fringe pattern and its video inverse. Subtraction yields zero 
mean signal. 
In order to have a ground measure of our topographer accuracy, we positioned a 
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white reflected sphere that approximates the human corneal curvature on a vertical 
micrometer translation stage (fig. 6.1). The sphere can be translated vertically with 
0.1 /-lm precision. For our application, only depth change is important. The vertical 
translation of the sphere implements the effect of ablation (depth change). The 
sphere is translated vertically by 2 /-lm. The three-dimensional shape of the sphere 
is computed, before and after translation, by the algorithm described above. Depth 
change is computed from the three-dimensional data. 
Figure 6.4: Modification of the system to reduce the effect of scattering on images of 
projected fringes. 
The topographer was tested on swine eyes in vitro. The eyes are secured on the 
topographer, which is mounted under the excimer laser. The topographer does not 
interfere with the pathway of the photoablating beam. Fig. 6.5 shows the prototype 
topographer under the excimer laser at the Doheny Eye Institute. 
The laser pulses ablate the cornea at a repetition rate of 5 Hz with fluence 
160 mJjcm2 . The corneal surface was not covered by fluorescent liquid. The tri-
angulation geometry is modified as shown in fig. 6.4 to obtain better accuracy (see 
discussion section). The camera is positioned at an angle of ten degrees with respect 
to the direction of illumination. We noticed that beyond ten degrees, the edges of 
a projected fringe pattern become very blurry. This severely hampers shape extrac-
tion. \iVe used five swine eyes in vitro for this experiment. The first seventy pulses of 
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Figure 6.5: Prototype of the topographer under the VISX excimer laser at the Doheny 
Eye Institute facility. 
the excimer laser were used to remove the epithelial layer. Then, after every twenty 
pulses, the laser is stopped to obtain the topographic data (the images are stored on 
hard disks before they are processed). 120 pulses are shot at the eyes, providing a 
total correction of ::: 3 diopters. This process was repeated for each of the 5 swine 
eyes. For each eye, a series of six topographic maps (0, 20, 40, 60, 80, 100 pulses) 
are computed using feature points located in the apex of the cornea on a surface of 
0.5 x 0.5 mm2 . From these topographic maps , a depth change is computed between 
the topographic maps computed every 20 pulses and the topographic map computed 
before the series of pulses. 
Swine eyes were used to test the topographer. These were obtained from a local 
ablatoir (Farmer John, Vernon, CA) . The laser keratectomy procedures were per-
formed using a commercially available excimer laser (VISX, Santa Clara, CA) at the 
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laser facility of the Doheny Eye Institute at the University of Southern California 
School of Medicine. 
6.3 Results 
6.3.1 Performance of the topographer 
The depth accuracy of the topographer was successfully measured on a test reflect-
ing sphere. The experimental depth accuracy is 0.5 Mm and standard deviation (SD) 
is 0.75 Mm. The topographer was integrated into a commercial Excimer laser system 
(VISX, Santa Clara, CA). The central ablation depth of swine eyes in vitro could be 
measured with a depth accuracy of 27 p,m and a standard deviation of 45 p,m. 












Shift in pixels 
Figure 6.6: Histogram showing the shift between extracted feature points before and 
after translating the sphere by 2 micrometers. 
The histogram in fig. 6.6 shows the distribution of the depth change in terms of 
camera pixels. A gaussian function is fitted to the experimental values. The mean 
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shift value is centered at 0.3 pixels. SD is equal to 0.2 pixels. The result is expressed 
in pixels rather than in micrometers to demonstrate that subpixel accuracy can be 
achieved with the method of dual projection. 0.3 pixels corresponds to 1.5 p,m. The 
repeatability of the measurement is tested by taking successive measurements of the 
sphere at a fixed position. The mean value is close to zero pixels as expected, and 














o 1 2 3 4 5 Depth [mm] 
Camera X-axis [mm] 
Figure 6.7: Elevation map of the test sphere. 
Fig. 6.7 shows an elevation map of the sphere. The computed depth change of 
1.5 p,m and SD of 0.75 p,m is in good experimental agreement with the 2 p,m sphere 
translation. A full accuracy study would require a number of spheres covering a range 
of curvature. The purpose of this measurement is to obtain an approximate value for 
the relative ground accuracy of the topographer. The ground relative depth accuracy 
of the topographer is ±0.5 p,m with a standard deviation of 0.75 p,m. 
With the SLM used in the experiment, the fringe patterns are projected every 
30 ms. The entire set of 12 images require a total projection time of 360 ms. This 
projection time is equal to twice the time allocated for projection and shape extrac-
tion. A low cost solution to this problem is to use ferro-electric SLM's which can 
display binary images every I-ms and use a standard camera and frame grabber that 
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can work at 60Hz. A much higher cost solution is to use high frame rate cameras that 
can acquire 1000 frames /second. In this study, we did not address the problem of eye 
movement during the projection time. It is certainly a major factor that determines 
the maximum total projection time. The number of features points produced on the 
cornea by the fringe projection system is equal to 30, 720 (64 edges/ rows produced 
by 12 projected images multiplied by 480 rows, which is the number of rows of the 
camera). The computational cost of extracting 30, 720 points is very low because the 
algorithm is reduced to finding zero crossings [108J. 
Figure 6.8: Spurious scattering by fibrils within the cornea and by the anterior surface 
of the cornea. 
6.3.3 Topographer accuracy on de-epithelialized swine eyes 
in vitro 
Blurred boundaries in images reflected by the cornea are due to scattering by the 
stroma containing very small collagen fibrils and intercellular substances [109, 110] . 
Reflections from the internal surface of the cornea contribute as well to the blurring. 
An illustration of the formation of blurred edges is sketched in fig . 6.8. Due to the 
exterior surface roughness of the cornea, light rays are scattered. We noticed that 
the major fraction of light is scattered specularly causing an intensity saturation of 
the camera in the specular direction. A polarizer with axis orientated at 90° from the 
incident polarization cuts off a major part of the specular reflected light. In practice, 
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we could always find an orientation of the cornea such that the remaining specular 
reflection comes out of the region of interest. The refracted portion of the rays inside 
the cornea is scattered uniformly by fibrils. It is known that scattering within the 
cornea is increased with corneal hydration [111] . We injected water in the vitreous 
cavity with a syringe in order to obtain a ripple free corneal surface. Hydration 
is therefore changed by additional pressure compressing the fibrils , producing larger 
scattering than for eyes in vivo. The various scattering mechanisms within the cornea 
contribute to the blurring of image edges captured by the camera. All 20 swine corneas 
showed blur in the images. The effect of scattering from the interior cornea and by 
the fibrils can be reduced with the topographer configuration shown in fig. 6.4. 
Figure 6.9: Stripes generated on the cornea using the set-up of fig. 6.8. 
The illumination and the camera make an angle of approximately 10°. Indeed, images 
of a projected fringe pattern show sharper edges with t his geometry (fig. 6.9). Fig. 6.10 
(left) shows a vertical cross section of fig. 6.9 . Extracting boundaries from the graph 
of fig. 6.10 (left) is difficult because the threshold is position dependent and the 
amplit udes are low. The process of taking the difference (pixel-wise) of a fringe 
pattern and its video inverse allows a subsequent noise reduction because it discounts 
the non-uniform average illumination reflected by the cornea. This is illustrated in 
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Figure 6.10: Vertical cross section of fig. 6.9. Subtraction of a fringe pattern and its 
corresponding video inverse (left) produces clean zero-crossings (right). 
fig. 6.10 (right). 
This triangulation geometry plus the dual fringe pattern projection and the large 
number of feature points that can be extracted represent new contributions to the 
PAR system that allow measurement of de-epithelialized cornea without addition of 
fluorescein. 
Fig. 6.11 shows an histogram of the ablation depth after 80 pulses. A gaussian fit 
yields a mean equal to 27 /Jm and a standard deviation of 45 /Jm. Fig. 6.12 shows 
a graph correlating the number of Excimer laser pulses and the computed ablation. 
The error bars are equal to the standard deviation of the ablation depth. The slope of 
the curve in fig. 6.12 is calculated by linear regression and is equal to 0.35 /Jm/pulse. 
The tabulated ablation rate of pigs' corneas is 0.25 /Lm/pulse. The depth of surgical 
ablation needed for a refractive change of 0.25 diopter is 3/Lm. To achieve an accuracy 
of 0.25 diopters, adequate to give 20/20 vision to most patients, the central cornea 
needs to be measured with an accuracy of 3 /Lm. At the present state of study, this 
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Figure 6.11: Histogram of the difference between the three-dimensional reconstruction 
of the cornea surface before and after 80 pulses ablation over an area of 1.25 mm2 at 
the apex of t he cornea. 
seems that , potentially, this new technology can become practical for interoperative 
PRK monitoring if the blurring effect of fringes caused by corneas can be solved. 
We suggest that potential improvement can be achieved by changing the wave-
length of illumination. Since scattering is due to fibrils within the cornea, we expect 
to decrease its influence by choosing a wavelength in the range where the cornea 
absorbs light, yielding only a response from the outer cornea's surface. The cornea 
absorbs light in the range 1.3-1.4 /-lm and in the deep ultra-violet range near 200 nm. 
Experiments performed with infrared light at 1.4 /-lm did not give better contrast 
because the cornea behaves like a reflecting surface at that wavelength reflecting 
light only specularly. We believe that illumination in far ultra-violet can increase 
the contrast , because scattering by the top surface is increased due to the shorter 
illumination wavelength. Moreover, unwanted scattering by fibrils within the ante-
rior cornea chamber can be avoided due to the fact that far ultraviolet light only 
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Figure 6.12: Central ablation depth versus the number of Excimer pulses incident on 
the cornea. 
162 
Chapter 7 Conclusion 
In this thesis, I have addressed the use of localized holograms for optical data 
storage. I have shown that it is possible to record up to one hundred holograms in 
a layered architecture and retrieve them with high fidelity [115]. The time necessary 
to record the whole memory is similar to that of conventional holographic memories 
[44]. The method of localized recording in LiNb03:Fe,Mn enables multiple erasure 
and writing cycles without the need to rewrite the entire memory. Any hologram can 
be written independently without an exposure schedule. The flexibility and simplicity 
of the layered memory is a step towards a real application. The memory capacity is 
limited by diffraction of a focused reference beam. By using phase conjugation, I have 
shown that the capacity could be further increased by a factor of 10. Although the 
localized method can yield diffraction efficiencies for Jvl holograms that vary inversely 
proportional to M, the experimental results showed that scattering by the gating light 
erases the hologram in the adjacent layers [46]. If scattering effects could be reduced, 
the method outlined could record arbitrary diffractive optical element with maximal 
efficiency. 
A hologram recorded with a spatial amplitude modulation can be transferred into 
a temporal modulation of a diffracted ultra-fast pulse. I show that the gating light 
can spatially modulate the recordable areas in doubly doped lithium niobate. The 
hologram is therefore amplitude modulated and a single femtosecond pulse diffracted 
off the hologram could produce a stream of ten pulses with very good homogeneity 
and signal to noise ratio. 
I have presented a new multiplexing method based on the confinement of a spheri-
cal beam in a slab waveguide. Although the spherical beam is localized in two dimen-
sions, the shift selectivity is that of conventional shift selectivity in volume crystals. 
The advantage of that method is that confinement enables thin memory designs. I 
show a read-only memory design that is 1 mm thin and contains no moving parts. 
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The memory holds 1 Gbits with a read-out rate up to 2.5 Gb/s [116J. 
New wavelength selective materials have been fabricated and tested for spectral 
hole burning. These materials are sensitive around 800 nm. The ratio between the 
inhomogeneous linewidth and the homogeneous linewidth determines the number of 
holograms that can be recorded by tuning the wavelength. Ratios up to 105 have been 
measured in these polymer films. I show that additional holograms can be recorded 
using Bragg multiplexing at each frequency channel. The M /# of the material is 
very low (0.05) because holograms are recorded by absorption modulation rather than 
index modulation. The low M/# limits the number of bragg-multiplexed holograms 
to approximately 10 [117J. 
All-optical ultra-fast gates have been investigated as a tool for controlling ultra-
fast pulses. A stream of pulses can be generated by the pulse shaper and stored in the 
spectral hole burning memory developed in the frame of this thesis. I experimentally 
realized an AND, OR and XOR gate by non-linear mixing in BBO crystals. The 
energy per gate is estimated at 0.1 nJ/pulse. vVith a clock of 1 THz, the power 
consumption per gate is 100 W. 
A wavefront sensor was investigated based on conoscopic patterns. When the 
wavefront is quasi-planar, the conoscopic pattern is formed by the lateral shear of the 
wavefront. We show that the phase of the wavefront can be recovered by decompo-
sition into Hermite polynomials. The wavefront reconstruction error was less than 
100 nm. A second sensor based on structured lighting was developed for an applica-
tion in ophthalmology. The absolute accuracy of the topographer was ±1 /Lm. Tests 
on swine eyes showed that the depth accuracy was mainly limited by the multiple 
reflections occurring inside the cornea [118]. 
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Appendix A moving-edge method 
To determine the width of the focused beam, a sharp edge is moved through the 
beam, perpendicular to its direction of propagation. At several positions along the 




Figure A.l: Principle of measuring the beam width with the moving-edge method. 
of a focused Gaussian is described by: 
x 2 -2:::::1" I(x, y , z) = Io(z , y) . e w~. (A. 1) 
where We is the beam waist (for x = We, the power has decreased to l/e2 (13.5%)). 
The measurement of the transmitted power as a function of the position of the edge 
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where d is the transverse expansion of the beam in the y direction, <P the Gaussian 
errorfunction and Po the total power 
-2:S- 1f 100 2 ~Po = -00 10 d . e We dx = 2wJo d. (A.3) 
At the position x~ = - ~e of the edge, the errorfunction delivers a transmitted power 
of PT = Po ·0.16. At the position x; = ~e the power is PT = Po ·0.84. 
By measuring the two positions of the edge, where 16 % and 84 % of the beam 
power are transmitted, the Gaussian beam width at the position of the edge can be 
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Figure A.2: Measurement of the transmitted power as a function of the edge position 
x', and determination of the beam width We. 
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