ABSTRACT Alcoholism is an adverse situation that changes the functioning of important part of nervous system which is neuron. This changes the functional behavior of alcoholic person. The diagnosis of this state is done with the help of EEG signals which gets modified with the electrical activity of the brain. The EEG data sets used in this paper are taken from the University of California at Irvine, Irvine, knowledge discovery and databases. A review on how the EEG signals get affected by the consumption of alcohol and the extraction of features from these signals help to differentiate alcoholic and uninfluenced people with the help of graphical user interface (GUI) is presented in this paper. GUI is an interface that showcases the features extracted from the raw EEG data and classifies the two different classes. This is achieved with the help of sample entropy, approximate entropy, mean, and standard deviation of raw EEG data collected from the electrodes frontal polar, frontal, and central. This GUI system is economical and efficient which is used as a proper clinical decision support system by clinicians and also helps rehabilitation centres in getting to know about the subject. Quadratic SVM gives a highest accuracy of 95% for the detection of alcoholic EEG signal.
I. INTRODUCTION
Alcoholism is a condition which disturbs the functioning of central nervous system on consumption of alcohol over a long period of time. The symptoms are difficulty walking, slurred speech and unfocussed vision. Acharya et al. [1] proposed a Computer Based Diagnostic technique which serves to classify between people effected with ictal, inter-ictal and that of normal [1] . A subject with continuous COA may have its effects on brain even after it achieves clear headedness [2] . The after effects of COA show frequent distractions in attention, processing of visual perception and spatial relationship processing and disrupted white matter integrity [3] . This in turn has adverse effects on memory of the subject ultimately leading to permanent and exhaustive conditions which require support systems for lifetime which is also the same case with moderate COA. Excessive COA may have extreme effects on neurons in brain which affects the Central Nervous System (consisting of brain and spinal cord).
Neurons in brain produce fluctuating ionic currents which results in voltage fluctuations (in µV) which are measured with the help of Electroencephalography. EEG is recording of brain's spontaneous electrical activity over a period of time as recorded with the help of multi-electrode setup which is placed on the scalp of subject. The common analysis of the EEG signals shows different frequency bands. These bands are Alpha (8-12 Hz), Beta (12-40 Hz), Theta (4-8 Hz), and Gamma (40-60 Hz), Delta (0-4 Hz) [4] - [6] . The frequency band mentioned here may be processed to identify the differences pertaining to effect of alcoholism. The decision systems analyses these affected bands to determine the impairment.
After analysis, it is observed that there is an increase in 'Theta' and 'Gamma' frequency bands of subjects after excess COA. Excess COA can lead to fatal brain disorders. While low COA leads to increase in power of Alpha frequency band. This shows mediocre effects on subject. Therefore a new method for early diagnosis is made inevitable Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
A clinical EEG recordings usually lasts for twenty to thirty minutes and involves readings from scalp electrodes. Generally electrode locations and names are specified by the 'International 10-20 system' (I10-20S) standards. The 10-20S system is a standard EEG lead system in North America. According to this system, a minimum of 21 electrodes are placed on the scalp [7] . The position of electrodes on certain segments of scalp pertaining to brain lead to efficient identification of effects of alcoholism. The segments of brain are Frontal, Pre-Frontal cortex and Cerebellum. These areas of brain show significant changes on excessive COA. Figure (1) illustrates the 10 -20 system. 
II. MATERIALS AND METHODS

A. DATASET
The EEG datasets used in this paper are taken from University of California, Irvine, Knowledge discovery and databases (UCAKDD) [8] . It contains readings from 64 electrodes placed on subject's scalp. By convention left sided electrodes are odd numbered where as those on right are even numbered. The measurements were sampled at 256Hz (3.9ms epoch) for 1sec. Dataset consists of two groups of subjects one is alcoholic and the second one is controlled. Every subject was exposed to either a single stimulus (S1) or two stimuli (S1 and S2) which were pictures of objects chosen. When two stimuli were projected, they were presented in either matched condition (where S1 is identical to S2) or a non-matched condition (where S1 is different from S2).When single object is shown (S1 obj), object2 shown are in a matching condition (S2 match), and object2 shown in a no matched condition figure (3) and figure (4) . 
C. FEATURE EXTRACTION
Mean and standard deviation of the signal obtained from the electrodes FP1, FP2, FC1, serves as features in addition to entropy feature. Figure (5) and (6) depicts the plot for normal and alcoholic subjects for the chosen 3 electrodes.
1) APPROXIMATE ENTROPY (AE)
Pincus [9] , Pincus and Keefe [10] , states that the meagre values of AE shows that the time-series data is less random. However, higher randomness in time-series data implies greater AE values. Suppose a time-series data, A(n), n = 1, 2, 3 . . . . N and patterns of lengths, 'b' (patterns do not overlap with each other) are derived from A(n). AE is formulated as:
Here n im (r) is number of patterns chosen in p m similar to p m (i) 'r' is taken as 0.2 times the standard deviation of this timeseries and b as 1.
2) SAMPLE ENTROPY (SE)
Pincus and Keefe [10] , made alterations to AE to bring SE into place. SE is the negative (-ve) logarithm of conditional probability estimate. It states that the epochs of length, m that coincides point wise within a tolerance 'r' also matches with the subsequent point.
Here, k = 0, 1, 2. . . ..b-1 and B(0) = N, which the length of input time series.
III. CLASSIFICATION A. SUPPORT VECTOR MACHINES (SVM)
Support Vector machine classifier is explored in the present work. There are six types of SVM available. SVMs are based on the concept of decision planes (DP) that define boundaries for the decisions. A DP is the one that separates set of objects having different features. There are two modes in this classifier. One is supervised and the other Unsupervised. In unsupervised mode, classification is known as support vector clustering. By using Kernel technique, SVM can also be used as non-linear classifier. This is used in the case where the data set is linearly separable in high dimensional feature space [11] , [12] .
B. K-NEAREST NEIGHBOUR CLASSIFIER (KNN)
KNN is a non-parametric method used for classification. The input is taken from K closest training examples in VOLUME 6, 2018 the feature space. A new object is classified with the help of majority votes of its neighbours, with the object being assigned to the class most common among its K nearest neighbours (K is typically a small, positive integer). If K = 1, then the object is assigned to its neighbour available. KNN is also referred to as 'Lazy Learning' [11] , [13] - [15] , [16] . 
IV. RESULTS AND DISCUSSION
V. CONCLUSION
EEG signals being non-stationary and non-linear and nonGaussian, hence the transforms like Fourier, Wavelet miserably failed to perform well in the analysis. The proposed extracts two statistical features namely mean and standard deviation, and two entropy features. Out of all the electrodes only three electrode output chosen (FP1, FP2 and FC7). These features exhibit high interclass difference. Then Quadratic SVM classifier yields highest accuracy of 95%. The proposed scheme uses a simple and computationally efficient method of feature extraction and the obtained accuracy rate of classification exceeds the state of art method in literature.
