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On the local integrability condition for generalised
translation-invariant systems
Jordy Timo van Velthoven
Abstract
This paper considers the local integrability condition for generalised translation-invariant sys-
tems and its relation to the Calderón integrability condition, the temperateness condition and the
uniform counting estimate. It is shown that sufficient and necessary conditions for satisfying the
local integrability condition are closely related to lower and upper bounds on the number of lattice
points that intersect with the translates of a compact set. The results are complemented by ex-
amples that illustrate the crucial interplay between the translation subgroups and the generating
functions of the system.
1 Introduction
Generalised shift-invariant systems form a large class of structured function systems. In the setting of
a locally compact Abelian group G, given a countable collection {gj}j∈J of functions gj ∈ L2(G) and
a collection (Γj)j∈J of discrete, co-compact subgroups Γj ⊆ G, a generalised shift-invariant system in
L2(G) is a system of the form ⋃
j∈J
{
gj(· − γ) : γ ∈ Γj
}
.
A generalised shift-invariant system ∪j∈J{gj(·−γ)}γ∈Γj in L
2(G) is called a generalised shift-invariant
frame, or simply a frame, for L2(G) if there exist constants A,B > 0 such that
A‖f‖22 ≤
∑
j∈J
∑
γ∈Γj
|〈f, gj(· − γ)〉|
2 ≤ B‖f‖22
for all f ∈ L2(G). Given a frame ∪j∈J{gj(· − γ)}γ∈Γj for L
2(G), any function f ∈ L2(G) can be
represented by an unconditionally, norm convergent series of the form f =
∑
j∈J
∑
γ∈Γj
cj,γgj(· − γ)
for some coefficients (cj,γ)j∈J,γ∈Γj .
The frame properties of arbitrary generalised shift-invariant systems in L2(Rd) have first been
investigated by Hernández, Labate & Weiss [18] and Ron & Shen [33]. Afterwards, generalised shift-
invariant frames have been the topic of numerous papers including [11, 12, 16, 22, 24, 31]. In studying
the frame properties of a generalised shift-invariant system, it is usually assumed that the system
∪j∈J{gj(· − γ)}γ∈Γj satisfies, for any compact set K in the Fourier domain Ĝ,
∑
j∈J
1
vol(G/Γj)
∑
α∈Γ⊥
j
∫
K∩α−1K
|gˆj(ω)|
2 dµĜ(ω) <∞. (1.1)
The condition (1.1) is known as the local integrability condition (LIC). In essence, the local integrability
condition constraints the interaction between the translation subgroups and the generating functions
of the system. The reason for imposing the local integrability condition is twofold. On the one hand,
the local integrability condition guarantees the almost periodicity of an auxiliary function that is useful
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in studying frame properties of a generalised shift-invariant system, see [1,28,29] for approaches based
on similar techniques. Here, it should be noted that there are weaker conditions than the LIC that still
guarantee this almost periodicity, namely the so-called∞-unconditional convergence property [16] and
the α-local integrability condition [22]. Another reason for imposing the local integrability condition, or
a similar condition, is that without such a condition structural results that substantiate intuition might
fail. For example, a characterisation of generalised shift-invariant Parseval frames [8] and necessary
conditions involving the Calderón sum or the system bandwidth [16] fail without assuming the local
integrability condition or a similar condition.
Verifying the local integrability condition is usually a non-trivial task and might even be an ob-
stacle. However, in special cases simple sufficient conditions for the local integrability condition are
known. For example, a simple characterisation of the local integrability condition for arbitrary gen-
eralised shift-invariant systems on the real line and on locally compact Abelian groups possessing a
compact connected component were given in [12] and [24], respectively. For special cases of gener-
alised translation-invariant systems such as wavelet systems and wave packet systems simple sufficient
conditions or characterisations are contained in [5, 23] and [25], respectively.
In this paper the local integrability condition is considered for arbitrary generalised shift-invariant
systems on locally compact Abelian groups. The considered systems will be more general than the ones
mentioned above. Following [21, 22], the index sets for the generating functions are namely allowed
to be uncountable. Moreover, the translation subgroups of the system are allowed to be non-discrete
as in [3, 7, 22]. To stress that the involved subgroups need not be discrete the term translation-
invariant, rather than shift-invariant, is adopted. The results focus on the subtle interplay between
the local integrability condition and three related conditions involving the generating functions and
the translation subgroups, namely the Calderón integrability condition, the temperateness condition
and the uniform counting estimate; see Section 2.2 below for precise definitions. These conditions have
appeared implicitly or explicitly in the literature before, but their interrelation and their relation to the
local integrability condition has not been systematically addressed. The results in this paper include
simple sufficient and necessary conditions for the local integrability condition that involve the Calderón
integrability condition, the temperateness condition and the uniform counting estimate. Indeed, as
special cases, the aforementioned characterisations of the local integrability condition obtained in the
papers [12,24] are recovered. To be more precise, the characterisation of the local integrability condition
on locally compact Abelian groups with a compact connected component given in [24] is extended
to generalised translation-invariant systems for which the translation subgroups are not necessarily
discrete. A higher-dimensional analogue of the characterisation of the local integrability condition on
the real line [12] is also obtained. Aside these results, the paper includes several examples illustrating
the subtle interplay between the translation subgroups and the generating functions. Noteworthy is
here especially Example 3.4, which demonstrates that the temperateness condition is in general not
necessary for the local integrability condition to be satisfied. This contrasts sharply with the situation
on some specific groups or for large classes of generalised translation-invariant systems.
The paper is organised as follows. Generalised translation-invariant systems and associated tech-
nical conditions are introduced in Section 2. The subtle interplay between these conditions forms the
topic of Section 3. In this section sufficient and necessary conditions for the local integrability condition
are given. Section 4 considers the local integrability condition for the cases in which the underlying
group possesses a compact open subgroup or is a Euclidean space.
2 Generalised translation-invariant systems and associated conditions
In this section the key notions of the paper are introduced. The first subsection sets up the general
notation. Generalised translation-invariant systems and frames are introduced in Section 2.2. Several
technical conditions associated with generalised translation-invariant systems are considered in Section
2.3.
2.1 Notation and normalisations
Let G denote a locally compact Abelian group. It will be assumed that G is Hausdorff and satisfies
the second axiom of countability, which is equivalent to G being metrisable and σ-compact. The
Pontryagin dual of G will be denoted by Ĝ and forms a second countable locally compact Abelian group
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itself. The group operations in G and Ĝ are written additively + and multiplicatively ·, respectively.
Correspondingly, the elements 0 and 1 denote the identity elements in G respectively Ĝ. For two
locally compact Abelian groups G1 and G2 that are isomorphic as topological groups, the notation
G1 ∼= G2 is used.
The Haar measure on G is always assumed to be given and is denoted by µG. For a closed subgroup
H ⊆ G, the corresponding quotient G/H is a locally compact Abelian group as well. The groups G, H
and G/H carry Haar measures µG, µH and µG/H , respectively. If two out of the three Haar measures
µG, µH and µG/H are given, then the third one can be normalised such that, for all f ∈ L
1(G),∫
G
f(x) dµG(x) =
∫
G/H
∫
H
f(x+ h) dµH(h)dµG/H(x˙), (2.1)
where x˙ = x +H with x ∈ G. The formula (2.1) is known as Weil’s integral formula and it is always
assumed that the measures µG, µH and µG/H are normalised such that (2.1) holds. The measures are
then said to be canonically related.
The Haar measure on the dual group Ĝ is taken to be the Plancherel measure relative to the
given measure µG on G. The annihilator H
⊥ of a closed subgroup H ⊆ G is the closed subgroup
H⊥ := {ω ∈ Ĝ | ω(x) = 1, ∀x ∈ H} of Ĝ. The Haar measures on Ĥ ∼= Ĝ/H⊥ and Ĝ/H ∼= H⊥ are
assumed to be the Plancherel measures relative to the measures µH and µG/H , respectively. The Haar
measures µĜ, µH⊥ and µĜ/H⊥ chosen in this manner are canonically related. For other standard facts
on locally compact Abelian groups, the reader is referred to [19, 34].
2.2 Generalised translation-invariant systems
Definition 2.1. Let J be a countable index set. For each j ∈ J , let Γj ⊆ G be a closed, co-compact
subgroup and let Pj be an arbitrary index set. Let ∪j∈J{gj,p}p∈Pj be a family in L
2(G). The system
of translates ⋃
j∈J
{
Tγgj,p : γ ∈ Γj, p ∈ Pj
}
=
⋃
j∈J
{
gj,p(· − γ) : γ ∈ Γj , p ∈ Pj
}
is called a generalised translation-invariant (GTI) system in L2(G).
For each translation subgroup Γj , it is assumed that the Haar measure µΓj is given. In this case
there exists a unique quotient measure µG/Γj provided by Weil’s integral formula. Using this quotient
measure, the covolume of Γj ⊆ G is defined as
d(Γj) = µG/Γj (G/Γj).
The covolume d(Γj) is finite precisely when Γj ⊆ G is co-compact. In the special case of a uniform
lattice Γj ⊆ G, e.g., a discrete, co-compact subgroup, the covolume coincides with the measure of a
Borel transversal Xj ⊆ G of Γj in G provided that Γj is equipped with the counting measure. Unless
otherwise specified, throughout this paper, any uniform lattice is assumed to be equipped with the
counting measure.
The generating functions of a generalised translation-invariant system are assumed to satisfy the
following mild conditions, which will be referred to as the standing hypotheses in accordance with [22].
Here, the symbol BX denotes the Borel σ-algebra on a topological space X .
Standing hypotheses. For each j ∈ J ,
(I) The triple (Pj ,ΣPj , µPj ) forms a σ-finite measure space;
(II) The mapping (Pj ,ΣPj )→ (L
2(G),BL2(G)), p 7→ gj,p is ΣPj -measurable;
(III) The mapping (Pj ×G,ΣPj ⊗ BG)→ (C,BC), (p, x) 7→ gj,p(x) is (ΣPj ⊗ BG)-measurable.
Remark 2.2. The standing hypotheses on the generating functions are automatically satisfied whenever
the index sets Pj , j ∈ J , are locally compact Hausdorff spaces equipped with a Borel σ-algebra and a
Radon measure and each map p 7→ gj,p is continuous. Hence, in particular, the standing hypotheses
are satisfied whenever each Pj , j ∈ J , is countable and equipped with the discrete σ-algebra and a
(weighted) counting measure.
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By the standing hypotheses, the integrals in the next definition are well-defined.
Definition 2.3. A generalised translation-invariant system ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj is called a gener-
alised translation-invariant frame for L2(G) if there exist constants A,B > 0, called frame bounds,
such that
A‖f‖22 ≤
∑
j∈J
∫
Pj
∫
Γj
|〈f, Tγgj,p〉|
2 dµΓj (γ)dµPj (p) ≤ B‖f‖
2
2
for all f ∈ L2(G). A system ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj satisfying the upper bound is called a Bessel family.
For a generalised translation-invariant system ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj forming a frame, there always
exists a family ∪j∈J{g˜j,p,γ}γ∈Γj,p∈Pj in L
2(G) giving rise to reproducing formulae, given weakly by
f =
∑
j∈J
∫
Pj
∫
Γj
〈f, g˜j,p,γ〉Tγgj,p dµΓj (γ)dµPj (p) =
∑
j∈J
∫
Pj
∫
Γj
〈f, Tγgj,p〉g˜j,p,γ dµΓj (γ)dµPj (p)
for all f ∈ L2(G). In particular, if the frame bounds of a frame can be chosen to be one, then the
family ∪j∈J{g˜j,p,γ}γ∈Γj,p∈Pj can be chosen to be ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj .
For more on frame theory, the reader is referred to Christensen’s book [10].
2.3 Integrability conditions and the uniform counting estimate
Let E denote the collection of all closed Borel sets E ⊆ Ĝ with Haar measure zero. For an E ∈ E ,
define the subspace DE(G) of L2(G) as
DE(G) =
{
f ∈ L2(G)
∣∣∣∣ fˆ ∈ L∞c (Ĝ), supp fˆ ⊆ Ĝ \ E
}
,
where fˆ denotes the Fourier-Plancherel transform of f ∈ L2(G). The space DE(G) is translation-
invariant and norm dense in L2(G).
Phrased in terms of DE(G), the local integrability condition is defined as follows.
Definition 2.4. A generalised translation-invariant system ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj is said to satisfy
the local integrability condition (LIC), with respect to E ∈ E , if
∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∫
supp fˆ
|fˆ(ωα)gˆj,p(ω)|
2 dµĜ(ω)dµPj (p) <∞ (2.2)
for all f ∈ DE(G).
Equivalently, a system ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj satisfies the local integrability condition with respect
to E ∈ E if ∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∫
K∩α−1K
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p) <∞
for all compact sets K ⊆ Ĝ \ E.
The local integrability condition depends on the set E ∈ E , which is sometimes called the blind
spot of the system [15]. Intuitively, the blind spot E can be chosen to consist of points in the Fourier
domain which the associated system fails to resolve. In Euclidian space G = Rd, the blind spot is
often chosen to be E = ∅ or E = {0}. Clearly, if the local integrability condition (2.2) is satisfied with
respect to E = ∅, then it is satisfied with respect to any E ∈ E .
Definition 2.5. A generalised translation-invariant system ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj is said to satisfy
the Calderón integrability condition, with respect to E ∈ E , if
∑
j∈J
1
d(Γj)
∫
Pj
|gˆj,p(·)|
2 dµPj (p) ∈ L
1
loc(Ĝ \ E). (2.3)
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It is customary to call the term
∑
j∈J d(Γj)
−1
∫
Pj
|gˆj,p(·)|
2 dµPj (p) the Calderón sum or the
Calderón integral in accordance with wavelet theory [13, 14]. For example, see (4.9) below for the
commonly known Calderón sum of a discrete wavelet system.
In contrast to the local integrability condition (2.2) and the Calderón integrability condition (2.3),
the next condition involves solely the generating functions of the system.
Definition 2.6. Let ∪j∈J{gj,p}p∈Pj be a family of functions gj,p ∈ L
2(G) satisfying the standing
hypotheses. The family ∪j∈J{gj,p}p∈Pj is said to be strictly temperate, with respect to E ∈ E , if
∑
j∈J
∫
Pj
|gˆj,p(·)|
2 dµPj (p) ∈ L
1
loc(Ĝ \ E). (2.4)
By Lemma 4.16 below, the strictly temperateness condition is automatically satisfied for regular
wavelet systems and for this reason it occurs only implicitly in wavelet theory. The condition is,
however, non-trivial for arbitrary generalised translation-invariant systems and occurs in [12,33]. More
precisely, the condition (2.4) is a special case of the tempered condition [33, Definition 4.1] whose
terminology is adopted here.
The last condition that will be introduced is the uniform counting estimate. As a motivation, it
is instructive to relate it to the notion of relatively separateness. Recall that a discrete set Λ ⊆ Ĝ
is called relatively separated if, for all relatively compact neighbourhoods of the identity V with non-
empty interior,
Rel(Λ) := sup
ω∈Ĝ
#(Λ ∩ ωV ) <∞ (2.5)
The quantity Rel(Λ) is called the spreadness of Λ ⊆ Ĝ. It suffices to check (2.5) for a single neigh-
bourhood, cf. the proof of Lemma 2.9 below.
The uniform counting estimate provides an upper bound on the spreadness of each annihilator Γ⊥j
involving the covolume of Γj ⊆ G.
Definition 2.7. Let (Γj)j∈J be a family of closed, co-compact subgroups Γj ⊆ G. The family (Γj)j∈J
is said to satisfy the uniform counting estimate if, for every compact set K ⊆ Ĝ, there exists a constant
C = C(K) > 0 such that
sup
ω∈Ĝ
∑
α∈Γ⊥
j
1K(ωα) ≤ C
(
1 + d(Γj)
)
(2.6)
for all j ∈ J .
Counting estimates for lattice points are contained, mainly implicitly, in numerous papers on
wavelet theory including [9, 13, 18]. For lattices systems (Γj)j∈Z in Rd whose elements arise as im-
ages of a full-rank lattice under integer powers of a non-singular matrix, the uniform counting estimate
coincides with the so-called lattice counting estimate used in wavelet theory [5, 6, 13, 17, 18]. See also
Section 4.2 below.
Remark 2.8. In [33], a family (Γj)j∈J of full-rank lattices in Γj ⊆ Rd is called round if there exists a
constant C > 0 such that, for every r > 0 and j ∈ J ,
‖
∑
α∈Γ⊥
j
1Br(0)(·+ α)‖∞ ≤ 1 + C d(Γj)µR̂d(Br(0)), (2.7)
where Br(0) denotes the Euclidean ball. The roundedness condition (2.7) differs from the uniform
counting estimate (2.6) by the position of the constant C > 0. Examples in [17] demonstrate that the
uniform counting estimate (2.6) might be satisfied, while (2.7) fails.
In verifying the uniform counting estimate, it suffices to do so on a single compact neighbourhood
of the identity with non-empty interior.
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Lemma 2.9. Suppose a family (Γj)j∈J of closed, co-compact subgroups Γj ⊆ G satisfies (2.6) for a
relatively compact neighbourhood of the identity with non-empty interior. Then (Γj)j∈J satisfies the
uniform counting estimate.
Proof. Let V be a relatively compact neighbourhood of 1 ∈ Ĝ with interior V ◦ 6= ∅. Suppose that
there exists a constant CV > 0 such that
sup
ω∈Ĝ
∑
α∈Γ⊥
j
1V (ωα) ≤ CV
(
1 + d(Γj)
)
for all j ∈ J . Let K ⊆ Ĝ be an arbitrary compact set. The collection {ωV ◦ | ω ∈ Ĝ} forms an open
covering for K ⊆ Ĝ. Hence there exists a finite set (ωi)
n
i=1 ⊆ Ĝ such that {ωiV
◦}ni=1 forms a covering
of K. Therefore, for all j ∈ J ,
sup
ω∈Ĝ
∑
α∈Γ⊥
j
1K(ωα) ≤ sup
ω∈Ĝ
∑
α∈Γ⊥
j
1
⋃
n
i=1 wiV
(ωα) ≤
n∑
i=1
sup
ω∈Ĝ
∑
α∈Γ⊥
j
1V (ωα)
≤
n∑
i=1
CV
(
1 + d(Γj)
)
,
which gives the desired result.
3 The local integrability condition
This section considers the relation and the interplay between the local integrability condition, the
Calderón integrability condition, the strictly temperateness condition and the uniform counting esti-
mate defined in the previous section.
The first result provides a simple sufficient condition for the local integrability condition to be
satisfied.
Proposition 3.1. Suppose a generalised translation-invariant system ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj satisfies
the Calderón integrability condition (2.3), the temperateness condition (2.4) and the uniform counting
estimate (2.6). Then ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj satisfies the local integrability condition (2.2).
Proof. Let f ∈ DE(G) and set K := supp fˆ ⊆ Ĝ \ E. Then applications of Beppo-Levi’s theorem and
Tonelli-Fubini’s theorem yield
∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥j
∫
supp fˆ
|fˆ(ωα)gˆj,p(ω)|
2 dµĜ(ω)dµPj (p)
≤ ‖fˆ‖2∞
∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∫
supp fˆ
|1K(ωα)gˆj,p(ω)|
2 dµĜ(ω)dµPj (p)
= ‖fˆ‖2∞
∑
j∈J
1
d(Γj)
∫
supp fˆ
∑
α∈Γ⊥
j
|1K(ωα)|
∫
Pj
|gˆj,p(ω)|
2 dµPj (p)dµĜ(ω).
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Using the uniform counting estimate (2.6), the calculation can be continued as∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∫
supp fˆ
|fˆ(ωα)gˆj,p(ω)|
2 dµĜ(ω)dµPj (p)
≤ ‖fˆ‖2∞
∑
j∈J
1
d(Γj)
∫
supp fˆ
C
(
1 + d(Γj)
)∫
Pj
|gˆj,p(ω)|
2 dµPj (p)dµĜ(ω)
= C‖fˆ‖2∞
(∫
supp fˆ
∑
j∈J
1
d(Γj)
∫
Pj
|gˆj,p(ω)|
2 dµPj (p)dµĜ(ω)
+
∫
supp fˆ
∑
j∈J
∫
Pj
|gˆj,p(ω)|
2 dµPj (p)dµĜ(ω)
)
<∞,
where the strict inequality follows by the local integrability assumptions (2.3) and (2.4).
In general, none of the hypotheses in Proposition 3.1 can be omitted. See Proposition 4.1, Propo-
sition 4.2 and Remark 4.15 below.
Lemma 3.2. Suppose the generalised translation-invariant system ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj satisfies the
local integrability condition (2.2) with respect to E ∈ E. Then ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj satisfies the
Calderón integrability condition (2.3) with respect to E.
Proof. Let K ⊆ Ĝ \E be compact. Applications of Beppo Levi’s theorem and Tonelli’s theorem yield∫
K
∑
j∈J
1
d(Γj)
∫
Pj
|gˆj,p(ω)|
2 dµPj (p)dµĜ(ω)
=
∑
j∈J
1
d(Γj)
∫
Pj
∫
K
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p)
≤
∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∫
K∩α−1K
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p) <∞,
as required.
The Calderón integrability condition is automatically satisfied for any generalised translation-
invariant system ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj forming a Bessel system for L
2(G) or satisfying the so-called
CC-condition [31]. The Calderón sum of such systems is namely uniformly bounded by the upper
frame bound, cf. [22, Proposition 3.3]. The frame property is, however, not related to the local in-
tegrability condition. For example, a generalised shift-invariant system that forms an orthonormal
basis for L2(R), but that fails the local integrability condition is contained in [8, Example 3.2]. See
also [24, Proposition 4.6] for a similar example in ℓ2(Z).
The following simple observation is an adaption of [12, Proposition 3.2].
Lemma 3.3. Suppose ∪j∈J{Tγgj,p}p∈Pj ,γ∈Γj satisfies the Calderón integrability condition (2.3) with
respect to E ∈ E. Then the generating functions ∪j∈J{gj,p}p∈Pj satisfy the temperateness condition
(2.4), with respect to E, if there exists a constant N > 0 such that∑
{j∈J | d(Γj)>N}
∫
Pj
|gˆj,p(·)|
2 dµPj (p) ∈ L
1
loc(Ĝ \ E). (3.1)
Proof. Suppose the Calderón integrability condition (2.3) is satisfied for some E ∈ E and that (3.1)
holds for an N > 0. Then∑
j∈J
∫
Pj
|gˆj,p(ω)|
2 dµPj (p) ≤ N
∑
{j∈J | d(Γj)≤N}
1
d(Γj)
∫
Pj
|gˆj,p(ω)|
2 dµPj (p)
+
∑
{j∈J | d(Γj)>N}
∫
Pj
|gˆj,p(ω)|
2 dµPj (p)
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for all ω ∈ Ĝ \ E. Integration over a compact set K ⊆ Ĝ \ E therefore gives the desired result.
Contrary to the Calderón integrability condition (2.3), the temperateness condition (2.4) is not a
necessary condition for the local integrability condition (2.2) as shown by the next example.
Example 3.4. Let G = R2, let J = N and fix some 0 < a < 110 . For each j ∈ N, let
Cj :=
(
a j
−a j
)
∈ GL(2,R),
and define the full-rank lattices Γj = CjZ2.
For n ∈ N, let
In := [−1 + 2
−n,−1 + 2−(n−1))2
and
I0 := [−1, 1]
2 \
⋃
n∈N
In.
Observe that [−1, 1]2 =
⋃
n∈N0
In with the union being disjoint.
It is claimed that the following counting estimate holds
sup
ω∈In
∑
k∈Z2
1[−1,1]2(ω + (C
T
j )
−1k) ≤ 4j2−(n−1) + 1 (3.2)
for all j ∈ N and n ∈ N0. In order to see this, let j ∈ N be fixed. Consider the cases n = 0 and n ∈ N.
For n = 0, clearly [−1, 1]2 − ω ⊆ [−2, 2]2 for any w ∈ I0. Therefore
#
(
Γ⊥j ∩ ([−1, 1]
2 − ω)
)
≤ #
(
Γ⊥j ∩ [−2, 2]
2
)
for all ω ∈ I0. Note that any α ∈ Γ⊥j = (C
T
j )
−1Z2 is of the form
α =
(m1
2a +
m2
2j
m1
2a −
m2
2j
)
∈ R2
for some (m1,m2) ∈ Z2. Hence α ∈ [−2, 2]2 if, and only if,
m1
2a
+
m2
2j
∈ [−2, 2] and
m1
2a
−
m2
2j
∈ [−2, 2]. (3.3)
Since a < 110 by assumption, it follows that necessarily m1 = 0 whenever α ∈ [−2, 2]
2. Thus condition
(3.3) becomes m1 = 0 and m2 ∈ [−4j, 4j]. But the number of points m2 ∈ Z that are contained in
[−4j, 4j] does not exceed 8j + 1, whence (3.2) follows for n = 0. To show (3.2) for the case n ∈ N,
fix an arbitrary n ∈ N. Observe that [−1, 1]2 − ω ⊆ [−2−(n−1), 2 − 2−n]2 for any ω ∈ In. Since
α ∈ [−2−(n−1), 2− 2−n]2 is equivalent to
m1
2a
+
m2
2j
∈ [−2−(n−1), 2− 2−n] and
m1
2a
−
m2
2j
∈ [−2−(n−1), 2− 2−n], (3.4)
again necessarily m1 = 0 provided that α ∈ [−2−(n−1), 2 − 2−n]2. Therefore, condition (3.4) reads
m1 = 0 and
n2
2j
∈ [−2−(n−1), 2− 2−n] ∩ [−2 + 2−n, 2−(n−1)] = [−2−(n−1), 2−(n−1)].
Since the number of points m2 ∈ Z satisfying |m2| ≤ 2j2−(n−1) is at most 4j2−(n−1) + 1, the claim
(3.2) follows.
Define η : [−1, 1]2 → R by η(ω) = µ
R̂2
(In)
−1 for ω ∈ In. Since (In)n∈N0 forms a partition of
[−1, 1]2, the function η is well-defined. Using η, define next the Borel sets
Ωj := {j − 1 ≤ η < j} = {ω ∈ [−1, 1]
2 | j − 1 ≤ η(ω) < j}
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for j ∈ N. Then [−1, 1]2 =
⋃
j∈J Ωj , where the union is disjoint. For each j ∈ N, define gj : R
2 → C
in the Fourier domain as gˆj = η
1/2 · 1Ωj . Then gj ∈ L
2(R2) since∫
R̂2
|gˆj(ω)|
2 dµ
R̂2
(ω) =
∫
Ωj
|η(ω)| dµ
R̂2
(ω) ≤ j · dµ
R̂2
(Ωj) <∞,
where it is used that Ωj ⊆ [−1, 1]
2 for each j ∈ N.
In order to show that ∪j∈J{Tγgj}γ∈Γj satisfies the local integrability condition, it suffices to take
f ∈ D∅(R
2) with supp fˆ ⊆ [−1, 1]2 since supp gˆj ⊆ [−1, 1]2 for any j ∈ N by construction. Using the
estimate (3.2), it follows that∑
j∈J
1
d(Γj)
∫
supp fˆ
∑
α∈Γ⊥
j
|fˆ(ω + α)gˆj(ω)|
2 dµ
R̂2
(ω)
≤ ‖fˆ‖2∞
∑
j∈N
1
2aj
∫
[−1,1]2
∑
α∈Γ⊥
j
1[−1,1]2(ω + α)|gˆj(ω)|
2 dµ
R̂2
(ω)
= ‖fˆ‖2∞
∑
j∈N
1
2aj
∑
n∈N0
∫
In
∑
α∈Γ⊥j
1[−1,1]2(ω + α)|gˆj(ω)|
2 dµ
R̂2
(ω)
≤ ‖fˆ‖2∞
∑
j∈N
1
2aj
∑
n∈N0
(∫
In
4j2−(n−1)|gˆj(ω)|
2 dµ
R̂2
+
∫
In
|gˆj(ω)|
2 dµ
R̂2
(ω)
)
= ‖fˆ‖2∞
∑
n∈N0
(
22−n
a
∫
In
∑
j∈N
|gˆj(ω)|
2 dµ
R̂2
(ω) +
∫
In
∑
j∈N
1
2aj
|gˆj(ω)|
2 dµ
R̂2
(ω)
)
.
It remains therefore to show that the two summands in the last equality above are finite. For the first
summand, observe that η(ω) =
∑
j∈N |gˆj(ω)|
2 by construction. Therefore
∑
n∈N0
22−n
a
∫
In
∑
j∈N
|gˆj(ω)|
2 dµ
R̂2
(ω) =
∑
n∈N0
22−n
a
∫
In
µ
R̂2
(In)
−1 dµ
R̂2
(ω) =
∑
n∈N0
22−n
a
=
8
a
.
For the second summand, a direct calculation gives∫
[−1,1]2
∑
j∈N
1
2aj
|gˆj(ω)|
2 dµ
R̂2
(ω) =
∑
j∈N
1
2aj
∫
Ωj
η(ω) dµ
R̂2
(ω) ≤
1
2a
∑
j∈N
∫
Ωj
dµ
R̂2
(ω)
= (2a)−1µ
R̂2
([−1, 1]2).
Thus the local integrability condition (2.2) is satisfied. On the other hand,∫
[−1,1]2
∑
j∈N
|gˆj(ω)|
2 dµ
R̂2
(ω) =
∑
n∈N0
∫
In
η(ω) dµ
R̂2
(ω) =
∑
n∈N0
1 =∞,
showing that (2.4) is not satisfied. 
The next result asserts that under an additional assumption on the translation subgroups (Γj)j∈J ,
the temperateness condition (3.1) is necessary for the local integrability condition (2.2) to be satisfied.
Lemma 3.5. Let (Γj)j∈J be a family of closed, co-compact subgroups Γj ⊆ G and let E ∈ E. Suppose
that for any compact set K ⊆ Ĝ \ E there exists a compact superset Q ⊆ Ĝ \ E and a constant
C = C(K) > 0 such that
ess inf
ω∈Q
∑
α∈Γ⊥
j
1Q(ωα) ≥ C d(Γj) (3.5)
for all j ∈ J . Moreover, suppose that ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj satisfies the local integrability condition
(2.2) with respect to E. Then the generating functions ∪j∈J{gj,p}p∈Pj are temperate (2.4) with respect
to E.
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Proof. Fix a compact set K ⊆ Ĝ \ E and let Q ⊆ Ĝ \ E be any compact set satisfying K ⊆ Q and
(3.5). Then
∞ >
∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∫
Q∩α−1Q
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p)
=
∑
j∈J
1
d(Γj)
∫
Pj
∫
Q
∑
α∈Γ⊥
j
1α−1Q(ω)|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p)
≥ C
∑
j∈J
∫
Pj
∫
Q
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p) ≥ C
∑
j∈J
∫
Pj
∫
K
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p),
which shows the result.
Remark 3.6. Condition (3.5) provides a lower bound on the number of lattice points that intersect
the translates of a compact set. For the case G = Rd, a lower bound on the number of lattice points
that intersect a fixed 0-symmetric convex body is provided by Minkowski’s convex body theorem,
e.g., cf. [35, Theorem 3.28]. See also the volume packing lemma [35, Lemma 3.24]. A version for
non-symmetric convex bodies can be found as [26, Theorem 2.5].
The section will be concluded with an example of a system satisfying the local integrability condition
(2.2), but failing the uniform counting estimate (2.6).
Example 3.7. Let G = R2 and let J = N. For each j ∈ N, define
Cj :=
(
j−1 0
0 j
)
∈ GL(2,R).
Set Γj := CjZ2. Then d(Γj) = | detCj | = 1 for all j ∈ N. To show that the uniform counting estimate
(2.6) fails for (Γj)j∈J , take K := [0, 1]
2. Then, for fixed j ∈ N,
sup
ω∈R2
∑
α∈Γ⊥
j
1K(ω + α) ≥
∑
α∈Γ⊥
j
1K(α) =
∑
m∈Z
∑
n∈Z
1K(jm, j
−1n).
Now, since
#
{
(m,n) ∈ Z2
∣∣∣∣ (jm, j−1n) ∈ [0, 1]2
}
≥ #
{
n ∈ Z
∣∣∣∣ j−1n ∈ [0, 1]
}
= j + 1,
it follows that
sup
ω∈R2
∑
α∈Γ⊥
j
1K(ω + α) ≥ j + 1,
which shows that the uniform counting estimate (2.6) fails.
Consider next the index sets Pj = Z2 for all j ∈ J , and let N ∈ R be such that N > 1. Define
gj,p ∈ L2(R2) by gˆj,p = N−jTp1[0,1]2 for each j ∈ J and p ∈ Pj . Then∑
j∈N
∑
p∈P
|gˆj,p(ω)|
2 =
∑
j∈N
N−j
∑
p∈Z2
Tp1[0,1]2(ω) =
∑
j∈N
N−j1R2(ω) =
1
N − 1
for all ω ∈ R2, whence conditions (2.3) and (2.4) are satisfied. In order to show that ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj
also satisfies the LIC, let f ∈ D∅(R
2) be arbitrary and choose r > 0 such that supp fˆ ⊆ [−r, r]2. Then∑
j∈N
∑
p∈Z2
∑
α∈Γ⊥
j
∫
supp fˆ
|fˆ(ω + α)gˆj,p(ω)|
2 dµ
R̂2
(ω)
≤ ‖fˆ‖2∞
∑
j∈N
∑
p∈Z2
∑
α∈Γ⊥
j
∫
[−r,r]2
|1[−r,r]2(ω + α)||gˆj,p(ω)|
2 dµ
R̂2
(ω)
= ‖fˆ‖2∞
∑
j∈N
∑
p∈Z2
∫
[−r,r]2
∑
k∈Z2
|1[−r,r]2(ω + (C
T
j )
−1k)||gˆj,p(ω)|
2 dµ
R̂2
(ω) (3.6)
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where interchanging the sum and integral is justified by Beppo-Levi’s theorem. Next, for any fixed
ω ∈ [−r, r]2, the innermost series in (3.6) can be estimated as
∑
k∈Z2
1[−r,r]2(ω + C
−1
j k) = #
{
(m,n) ∈ Z2
∣∣∣∣ ω + (jm, j−1n) ∈ [−r, r]2
}
≤ #
{
(m,n) ∈ Z2
∣∣∣∣ (jm, j−1n) ∈ [−2r, 2r]2
}
= #
{
m ∈ Z
∣∣∣∣ jm ∈ [−2r, 2r]
}
·#
{
n ∈ Z
∣∣∣∣ j−1n ∈ [−2r, 2r]
}
≤ (4j−1r + 1)(4rj + 1).
Using this uniform bound and the estimate (3.6), it follows directly that
∑
j∈N
∑
p∈Z2
∑
α∈Γ⊥
j
∫
supp fˆ
|fˆ(ω + α)gˆj,p(ω)|
2 dµ
R̂2
(ω)
≤ ‖fˆ‖2∞
∑
j∈N
(4j−1r + 1)(4rj + 1)
∫
[−r,r]2
∑
p∈Z2
|gˆj,p(ω)|
2 dµ
R̂2
(ω)
≤ ‖fˆ‖2∞µR2([−r, r]
2)
∑
j∈N
(4j−1r + 1)(4rj + 1)
N j
<∞.
Since f ∈ D∅(R
2) was taken arbitrary, this shows (2.2). 
4 The local integrability condition on special groups
This section considers the hypotheses of Proposition 3.1 on some specific groups. The first structure
theorem for locally compact Abelian groups asserts that G ∼= G0 × Rd for some d ∈ N0 and a locally
compact Abelian groupG0 containing a compact open subgroup. The next two subsections are devoted
to the local integrability condition on locally compact Abelian groups possessing a compact open
subgroup and the Euclidian space, respectively.
4.1 Locally compact Abelian groups containing a compact open subgroup
In this subsection the local integrability condition is considered for the case in which the underlying
locally compact Abelian group G possesses a compact open subgroup. Examples of such groups include
all discrete groups, compact groups and totally disconnected groups. For a wavelet theory on locally
compact Abelian groups containing a compact open subgroup, the interested reader is referred to [4].
Let H ⊆ G be a compact open subgroup of G. The subgroup H being open is equivalent to
the quotient G/H being discrete. Hence H⊥ ∼= Ĝ/H is a compact subgroup of Ĝ. Moreover, since
Ĝ/H⊥ ∼= Ĥ is discrete, it follows that H⊥ is also open. Thus H⊥ is compact and open.
The Haar measures in this section will be chosen as follows. For the normalisation, take an arbitrary,
but fixed, compact open subgroup H ⊆ G. If G is compact or discrete, the subgroup will simply be
taken to be H = G or H = {0}, respectively. Relative to this fixed subgroup H ⊆ G, the Haar measure
µG on G will be normalised such that µG(H) = 1. The Plancherel measure µĜ on Ĝ is then the unique
Haar measure µĜ with µĜ(H
⊥) = 1. The Haar measures on H and H⊥ will be taken to be the (Haar)
measures that are induced by the given measures µG and µĜ, respectively. The quotients G/H and
Ĝ/H⊥ will both be equipped with the counting measure. With these conventions, the chosen Haar
measures are canonically related and satisfy Plancherel’s theorem, cf. [20, Section 31.1].
By Lemma 2.9, it suffices to verify the uniform counting estimate on a compact neighbourhood
of the identity. Hence, the uniform counting estimate (2.6) is satisfied whenever it is satisfied for the
compact open subgroup H⊥ ⊆ Ĝ. This gives rise to the following two results.
Proposition 4.1. Let G be a compact Abelian group and let (Γj)j∈J be a family of closed subgroups
Γj ⊆ G. Then (Γj)j∈J satisfies the uniform counting estimate (2.6). Moreover, the local integrability
condition (2.2) is equivalent to Calderón integrability condition (2.3).
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Proof. Let G be a compact Abelian group. Then its Pontryagin dual Ĝ is discrete, and K := {1} is
a compact open subgroup in Ĝ. For any ω ∈ Ĝ, it follows that #(Γ⊥j ∩ (K − ω)) ≤ 1 and thus the
uniform counting estimate is satisfied.
In case Γj ⊆ G forms a uniform lattice, it is by assumption equipped with the counting measure. It
follows that d(Γj) ≤ 1 = µG(G). If Γj ⊆ G is non-discrete, the Haar measure on Γj is by assumption to
be the probability measure, which directly gives d(Γj) = 1. Thus d(Γj) ≤ 1 for any j ∈ J . Therefore,
in both cases, condition (2.3) is stronger than condition (2.4). By Proposition 3.1 and Lemma 3.2, it
follows that the local integrability condition (2.2) is equivalent to the Calderón integrability condition
(2.3).
Proposition 4.2. Let G be a discrete Abelian group and let (Γj)j∈J be a family of closed, co-compact
subgroups Γj ⊆ G. Then (Γj)j∈J satisfies the uniform counting estimate (2.6). Moreover, the local
integrability condition (2.2) is equivalent to the temperateness condition (2.4).
Proof. Since the group G is assumed to be discrete, its dual group Ĝ is compact. Set K = Ĝ.
Then #(Γ⊥j ∩ (K − ω)) = #Γ
⊥
j = d(Γj) for any ω ∈ Ĝ and j ∈ J , which shows that the uniform
counting estimate is satisfied. Using that d(Γj) = #Γ
⊥
j ≥ 1 for all j ∈ J , it follows that the Calderón
integrability condition (2.3) is weaker than (2.4). Combining Proposition 3.1 and Lemma 3.2 therefore
yields that the local integrability condition (2.2) coincides with the temperateness condition (2.4).
For a general locally compact Abelian group possessing a compact open subgroup, the uniform
counting estimate is a non-trivial condition:
Example 4.3. Let G = Z× T and consider the open compact subgroup H = {0} × T ⊆ G. For each
j ∈ N, define Γj = jZ × Tj , where Tj := {e
2πik/j | k = {0, ..., j − 1}}. Then H⊥ = T × {0} and
Γ⊥j = Tj × jZ. Then ∑
α∈Γ⊥
j
1H⊥(α) =
∑
z∈Tj
1T(z) = j,
while d(Γj) = 1 for all j ∈ N. 
For the special case in which all translation subgroups (Γj)j∈J of the system ∪j∈J{Tγgj}γ∈Γj are
discrete, a complete characterisation of the local integrability condition, with respect to E = ∅, on
groups possessing a compact connected component was given by Kutyniok & Labate [24]. Theorem
4.4 below extends this result to systems with possibly non-discrete translation subgroups (Γj)j∈J in a
locally compact Abelian group containing a compact open subgroup. This extension is of interest since
the only uniform lattice in a locally compact Abelian group might be the trivial group or the group
might not contain any uniform lattice at all. For example, in a torsion-free compact Abelian group
the only finite subgroup is the trivial subgroup {0} and hence it is the only uniform lattice in such a
group. On the other hand, for a prime p ∈ N, the direct product G = Qp × Zp of the p-adic numbers
Qp and the p-adic integers Zp does not contain any uniform lattice, but it contains a countably infinite
number of distinct closed, co-compact subgroups.
Theorem 4.4. Let G be a locally compact Abelian group containing a compact open subgroup H ⊆ G.
Let ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj be a generalised translation-invariant system in L
2(G). Then the following
assertions are equivalent:
(i) The system ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj satisfies the local integrability condition (2.2) with respect to
E = ∅.
(ii) The following integrability condition holds:
∑
j∈J
1
dH(Γj)
∫
Pj
|gˆj,p(·)|
2 dµPj (p) ∈ L
1
loc(Ĝ), (4.1)
where dH(Γj) := µHΓj/Γj (HΓj/Γj).
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An essential part of the proof in [24] relies crucially on the assumption that the translation subgroups
are discrete. Therefore, a proof of Theorem 4.4 will be supplied below. The proof will make use of the
following two lemmata.
Lemma 4.5. Let G be a locally compact group and let Γ ⊆ G and Λ ⊆ G be closed subgroups satisfying
Γ ⊆ Λ ⊆ G. Suppose that Γ ⊆ G is co-compact. Then Λ is co-compact, and
d(Γ) = µΛ/Γ(Λ/Γ) d(Λ).
Proof. Let Γ ⊆ Λ ⊆ G be closed subgroups with given Haar measure µΓ and µΛ, respectively. Take a
Bruhat function ϕ ∈ Cc(G) for Γ, i.e., a function ϕ ∈ Cc(G) satisfying∫
Γ
ϕ(x + γ) dµΓ(γ) = 1
for all x ∈ G. The existence of such a function is provided by [32, Theorem 8.1.20]. Define ϕΓ :
G/Γ → C by ϕΓ(x˙) :=
∫
Γ
ϕ(x + γ) dµΓ(γ), where x˙ := x + Γ for x ∈ G. Then ϕΓ ∈ L1(G/Γ) since
ϕ ∈ Cc(G) ⊆ L1(G). Applications of Weil’s integral formula yield
d(Γ) =
∫
G/Γ
1 dµG/Γ(x˙) =
∫
G/Γ
∫
Γ
ϕ(x + γ) dµΓ(γ)dµG/Γ(x˙) =
∫
G
ϕ(x) dµG(x)
=
∫
G/Λ
∫
Λ
ϕ(x+ λ) dµΛ(λ)dµG/Λ(x˙) =
∫
G/Λ
∫
Λ/Γ
∫
Γ
ϕ(x + η + γ) dµΓ(γ)dµΛ/Γ(η)dµG/Λ(x˙)
=
∫
G/Λ
∫
Λ/Γ
ϕΓ(x+ η) dµΛ/Γ(η)dµG/Λ(x˙) =
∫
G/Λ
∫
Λ/Γ
1 dµΛ/Γ(η)dµG/Λ(x˙)
= µΛ/Γ(Λ/Γ)µG/Λ(G/Λ).
Since Γ ⊆ G is assumed to be co-compact, it follows directly that also d(Λ) <∞, which shows that Λ
is co-compact.
Lemma 4.6. Let G be a locally compact Abelian group possessing a compact open subgroup H ⊆ G.
Suppose that Γ ⊆ G is a closed, co-compact subgroup. Then
d(Γ) = #(H⊥ ∩ Γ⊥)µHΓ/Γ(HΓ/Γ). (4.2)
Proof. Since H is compact and Γ is closed, the subgroup HΓ ⊆ G is closed in G. Clearly, the subgroup
Γ is contained in HΓ, and hence an application of Lemma 4.5 yields that HΓ is co-compact in G.
Moreover, Lemma 4.5 yields that d(Γ) = µHΓ/Γ(HΓ/Γ)µG/HΓ(G/HΓ). Consider the quotient group
G/HΓ. Since H is assumed to be open, the group ΓH =
⋃
γ∈Γ γH is open as a union of open
sets. Thus G/HΓ is compact and discrete, whence finite. Any finite group is self-dual and thus
G/HΓ ∼= Ĝ/HΓ ∼= (HΓ)⊥ ∼= (H⊥ ∩ Γ⊥). Equipping G/HΓ with the counting measure, it follows that
d(Γ) = #(H⊥ ∩ Γ⊥)µHΓ/Γ(HΓ/Γ), which completes the proof.
The previous result provides a relation between the number of points in the annihilator of a trans-
lation subgroup intersecting a compact neighbourhood and its covolume. This relation is the essential
part in the proof of Theorem 4.4.
Proof of Theorem 4.4. Let K ⊆ Ĝ be a compact set. Then there exists a finite sequence (ωi)ni=1 ⊆ Ĝ
such that K ⊆
⋃n
i=1 ωiH
⊥. Thus K can be written as K =
⋃n
i=1 ωiDi , where Di := H
⊥ ∩ ω−1i K for
i = 1, ..., n. Throughout the proof, it will be assumed that K is written in this form.
Suppose that ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj satisfies the local integrability condition (2.2) with respect to
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E = ∅. Since
⋃n
i=1 ωiH
⊥ is compact, it follows that
∞ >
∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∫
⋃
n
i=1 ωiH
⊥∩α−1
⋃
n
i=1 ωiH
⊥
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p)
≥
∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∩H⊥
∫
⋃
n
i=1
ωiH⊥∩α−1
⋃
n
i=1
ωiH⊥
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p)
=
∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∩H⊥
∫
⋃
n
i=1
ωiH⊥
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p)
≥
∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∩H⊥
∫
K
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p)
=
∫
K
∑
j∈J
1
dH(Γj)
∫
Pj
|gˆj,p(ω)|
2 dµPj (p)dµĜ(ω),
where the last equality follows by the identity (4.2).
Conversely, suppose that (ii) holds. Then (4.2) yields that
∞ >
∑
j∈J
1
dH(Γj)
∫
Pj
∫
K
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p)
=
∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∩H⊥
∫
K
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p)
≥
∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∩H⊥
∫
K∩α−1K
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p) (4.3)
Fix j ∈ J and consider {α ∈ Γ⊥j | K ∩ α
−1K 6= ∅}, which has Γ⊥j ∩ K
−1K as a superset. For the
cardinality of this latter set, observe first that K−1K ⊆
⋃n
i=1
⋃n
ℓ=1 ω
−1
i ωℓH
⊥ and that
#
(
Γ⊥j ∩
n⋃
i=1
n⋃
ℓ=1
ω−1i ωℓH
⊥
)
≤
n∑
i=1
n∑
ℓ=1
#
(
Γ⊥j ∩ ω
−1
i ωℓH
⊥
)
. (4.4)
For the summands in the right-hand side expression above, consider, for fixed i, ℓ ∈ {1, ..., d}, the cases
Γ⊥j ∩ ω
−1
i ωℓH
⊥ = ∅ and Γ⊥j ∩ ω
−1
i ωℓH
⊥ 6= ∅. For the first case, trivially #(Γ⊥j ∩ ω
−1
i ωℓH
⊥) = 0.
In the latter case, let zi,ℓ ∈ Γ⊥j ∩ ω
−1
i ωℓH
⊥. Then zi,ℓΓ
⊥
j = Γ
⊥
j and zi,ℓH
⊥ = ω−1i ωℓH
⊥, and thus
Γ⊥j ∩ ω
−1
i ωℓH
⊥ = zi,j(Γ
⊥
j ∩H
⊥). Consequently, #(Γ⊥j ∩ ω
−1
i ωℓH
⊥) = #(Γ⊥j ∩ H
⊥). Using this, the
estimate (4.4) can be bounded as
#
(
Γ⊥j ∩
n⋃
i=1
n⋃
ℓ=1
ω−1i ωℓH
⊥
)
≤ n2 ·#
(
Γ⊥j ∩H
⊥
)
,
which implies, in particular, that n−2 · #{α ∈ Γ⊥j | K ∩ α
−1K 6= ∅} ≤ #(Γ⊥j ∩H
⊥). This, together
with the estimate (4.3), yields that
∞ >
∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∩H⊥
∫
K∩α−1K
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p)
≥ n−2
∑
j∈J
1
d(Γj)
∫
Pj
∑
α∈Γ⊥
j
∫
K∩α−1K
|gˆj,p(ω)|
2 dµĜ(ω)dµPj (p),
which shows (i).
Remark 4.7. The integrability condition (4.1) in Theorem 4.4 is stronger than the Calderón integrability
condition (2.3). This follows from Lemma 4.6, which gives dH(Γj) ≤ d(Γj) for all j ∈ J . Only if the
underlying group is compact do both conditions coincide.
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4.2 Euclidean space
This subsection is concerned with the hypotheses of Proposition 3.1 for the case G = Rd. In this
setting, any closed, co-compact subgroup Γ ⊆ Rd has the form
Γ = C(Zn × Rd−n)
for some C ∈ GL(d,R) and an n ∈ {0, 1, ..., d}. In particular, a uniform lattice is a full-rank lattice
Γ ⊆ Rd, that is, Γ = CZd for some C ∈ GL(d,R).
The Haar measure on Rd is always assumed to be the Lebesgue measure. Using the notation
C♯ = (CT )−1, the annihilator of a closed, co-compact subgroup Γ = C(Zn × Rd−n) in Rd reads
Γ⊥ = C♯(Zn × {0}d−n). In the sequel, the annihilator will be equipped with the weighted counting
measure | detC|−1#. This convention gives d(Γ) = | detC|.
The next two results provide a class of translation subgroups that automatically satisfy the uni-
form counting estimate (2.6). In particular, the uniform counting estimate turns out to be trivial in
dimension one.
Lemma 4.8. Any family (aj(Zn ×Rd−n))j∈J with aj ∈ R+ and n ∈ {0, 1, ..., d}, satisfies the uniform
counting estimate (2.6).
Proof. Let K := Br(0) be the closed Euclidean ball. First, consider the case n = d. The series in
(2.6) reads
∑
m∈Zd 1K(ω + a
−1
j m) for ω ∈ R
d. For fixed j ∈ J and ω ∈ Rd, let m0 ∈ Zd be such that
1K(ω+a
−1
j m0) 6= 0. If 1K(ω+a
−1
j m) 6= 0 for some m ∈ Z
d, then 2r ≥ ‖(ω−a−1j m)− (ω−a
−1
j m0)‖ =
a−1j ‖m0−m‖, and hence m ∈ Baj2r(m0). But since Baj2r(m0) ⊆ [m0− aj2r,m0+ aj2r]
d, the number
of points m ∈ Zd for which 1K(ω + a
−1
j m) 6= 0 does not exceed
Zj := #
{
m ∈ Zd
∣∣∣∣ m ∈ [m0 − aj2r, m0 + aj2r]d
}
≤ (⌊aj4r⌋+ 1)
d.
Assume now that r = 1/4. Then Zj ≤ 1 if aj < 1 and Zj ≤ 2dadj if aj ≥ 1. Thus (ajZ
d)j∈J satisfies
the uniform counting estimate (2.6) by Lemma 2.9.
For the case n < d, the index set of the series in (2.6) is a−1j (Z
n × {0}d−n). Since the inclusion
a−1j (Z
n × {0}d−n) ⊆ a−1j Z
d is proper, the result follows.
Proposition 4.9. Let (Cj)j∈J be a family of matrices Cj ∈ GL(d,R) such that, for all j ∈ J ,
the quotient of the maximal singular value of Cj divided by the minimal singular value is bounded
by a constant. Then (Cj(Zn × Rn−d))j∈J satisfies the uniform counting estimate (2.6) for any n ∈
{0, 1, ..., d}.
Proof. For each j ∈ J , let σmin(C
♯
j ) and σmax(C
♯
j ) denote the minimal respectively the maximal singular
value of C♯j . By assumption, there exists a K > 0 such that
sup
j∈J
σmax(C
♯
j )
σmin(C
♯
j)
≤ K. (4.5)
Write C♯j = LjbjI, where bj := σmin(C
♯
j) and Lj := b
−1
j C
♯
j . Then σmax(Lj) ≤ K and σmin(Lj) = 1 for
all j ∈ J . In order to verify the uniform counting estimate (2.6), fix an r > 0 and let Br(ω) denote
the Euclidean ball with centre ω ∈ R̂d. Then
LTj (Br(ω)) ⊆ BKr(L
T
j ω)
for any j ∈ J and ω ∈ R̂d. According to Lemma 4.8, the family (b−1j (Z
n × Rd−n))j∈J satisfies the
uniform counting estimate (2.6). Hence, there exists a constant C > 0 such that
sup
ω∈Rd
#
(
bj(Z
n × {0}d−n) ∩ BKr(L
T
j ω)
)
≤ C
(
1 + b−dj
)
. (4.6)
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for all j ∈ J . By use of the assumption (4.5), it follows that
b−dj = σmax(Cj)
d ≤ Kdσmin(Cj)
d ≤ Kd| detCj |.
This, together with the estimate (4.6), yields that
sup
ω∈Rd
#
(
C♯j(Z
n × {0}d−n) ∩ Br(ω)
)
≤ sup
ω∈Rd
#
(
bj(Z
n × {0}d−n) ∩ BKr(L
T
j ω)
)
≤ CKd
(
1 + | detCj |
)
for all j ∈ J . An application of Lemma 2.9 therefore completes the proof.
For a family (Cj)j∈J ⊆ GL(d,R) that does not satisfy the hypotheses of Proposition 4.9, the lattice
system (CjZd)j∈J might fail the uniform counting estimate as demonstrated by Example 3.7. An
existence result for generalised shift-invariant frames with lattice systems satisfying the hypotheses in
Proposition 4.9 is contained in [16].
The next result identifies a class of lattice systems for which the associated system satisfies the
temperateness condition (2.4) provided that the system satisfies the local integrability condition.
Proposition 4.10. For j ∈ J , let Cj := diag(a
(j)
1 , ..., a
(j)
d ) ∈ GL(d,R) for a
(j)
i ∈ R
+, and let Γj :=
CjZd. Suppose the generalised translation-invariant system ∪j∈J{Tγgj,p}γ∈Γj,p∈Pj satisfies the local
integrability condition (2.2) with respect to E ∈ E. Then the generating functions ∪j∈J{gj,p}p∈Pj are
strictly temperate (2.4) with respect to E.
Proof. By use of Lemma 3.5, it suffices to show the estimate (3.5). In order to do so, fix an E ∈ E and
let K ⊆ R̂d \ E be a compact set. Choose r > 2 such that K ⊆ [−r, r]d \ E and let Q := [−r, r]d \ E.
For fixed j ∈ J , consider the series∑
α∈Γ⊥
j
1Q(ω + α) =
∑
k∈Zd
1Q(ω + C
−1
j k) =
∑
k∈Zd
1Cj(Q)(Cjω + k),
for ω ∈ Q. Observe that Cj(Q) =
∏d
i=1[−a
(j)
i r, a
(j)
i r] for each j ∈ J . Therefore
∑
α∈Γ⊥
j
1Q(ω + α) =
d∏
i=1
#
{
m ∈ Z
∣∣∣∣ m ∈ [−a(j)i r − a(j)i ωi, a(j)i r + a(j)i ωi]
}
for ω = (ω1, ..., ωd) ∈ Q. Since r > 2, for any fixed i = 1, ..., d and j ∈ J , there exists a constant
Ki > 0 such that
#
{
m ∈ Z
∣∣∣∣ m ∈ [−a(j)i (r − ωi), a(j)i (r + ωi)]
}
≥ Kia
(j)
i .
Therefore, it follows that, for all j ∈ J ,
inf
ω∈Q
∑
α∈Γ⊥
j
1Q(ω + α) ≥
d∏
i=1
Ki| detCj |,
which shows that condition (3.5) is satisfied.
Corollary 4.11. Let (Cj)j∈J be a family of diagonal matrices Cj ∈ GL(d,R) such that, for all j ∈ J ,
the quotient of the maximal singular value of Cj divided by the minimal singular value is bounded by
a constant. Then the following assertions are equivalent:
(i) The system ∪j∈J{Tγgj,p}γ∈CjZd,p∈Pj satisfies the local integrability condition (2.2).
(ii) The system ∪j∈J{Tγgj,p}γ∈CjZd,p∈Pj satisfies the Calderón integrability condition (2.3) and the
temperateness condition (2.4).
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Proof. That (i) implies (ii) follows directly by combining Lemma 3.2 and Proposition 4.10. The
converse implication is a consequence of Proposition 3.1 and Proposition 4.9.
For G = R, the previous results recovers [12, Proposition 3.3]. Both implications might fail for
lattice systems that do not satisfy the hypotheses, cf. Example 3.4 and Remark 4.15.
The remainder of this section is devoted to lattice systems (Γj)j∈Z whose elements form the image
of a closed, co-compact subgroup under an integer power of a non-singular matrix, that is, Γj := A
jΓ
for some closed, co-compact subgroup Γ ⊆ Rd and an A ∈ GL(d,R). Counting estimates for lattice
systems of this form have appeared in numerous papers, including [5, 9, 13, 17, 18]. In particular, a
detailed study of the counting estimate was given by Bownik & Lemvig [6]. In all these papers, the
notion of an expanding matrix or, more generally, a matrix expanding on a subspace plays a prominent
role.
Definition 4.12. A matrix A ∈ GL(d,R) is said to be expanding on a subspace if
(a) All eigenvalues λ ∈ σ(A) satisfy |λ| ≥ 1.
(b) There exists an eigenvalue λ ∈ σ(A) satisfying |λ| > 1.
(c) All eigenvalues λ ∈ σ(A) satisfying |λ| = 1 have Jordan blocks of order one.
A matrix A ∈ GL(d,R) whose eigenvalues λ ∈ σ(A) satisfy |λ| > 1 is called expanding.
The next result is [6, Theorem 2.4]. For the first part of the theorem, see also the corresponding
results in [5, 17, 18].
Theorem 4.13 ( [6]). Let A ∈ GL(d,R) be such that | detA| > 1.
(i) Suppose that A is expanding on a subspace. Then, for every full-rank lattice Γ ⊆ Rd, the pair
(A,Γ) satisfies the lattice counting estimate, i.e., there exists a constant C > 0 such that
#
(
Γ ∩ AjBr(0)
)
≤ Cmax{1, | detA|j} (4.7)
for all j ∈ Z.
(ii) Suppose the pair (A,Γ) satisfies the lattice counting estimate (4.7) for all full-rank lattices Γ ⊆ Rd.
Then A is expanding on a subspace.
The statements in the previous result hold for all full-rank lattices Γ ⊆ Rd. In case an arbitrary
matrix A ∈ GL(d,R) with | detA| > 1 is fixed, there might still exist a full-rank lattice Γ ⊆ Rd such
that (AjΓ)j∈Z satisfies the lattice counting estimate (4.7). For example, the system (A
jZ3)j∈Z in R3,
where
A =

a 0 00 1 1
0 0 1

 (4.8)
for a ∈ R with |a| > 1, satisfies the lattice counting estimate [17, Example 4], but A is not expansive
on a subspace. This example should be considered in the light of [6, Corollary 4.7], which asserts that
given any A ∈ GL(d,R) with | detA| > 1, then the pair (A,Γ) satisfies the lattice counting estimate
(4.7) for almost all unimodular lattices Γ ⊆ Rd. Moreover, given any full-rank lattice Γ ⊆ Rd, then the
pair (A,Γ) satisfies the lattice counting estimate (4.7) for almost all A ∈ GL(d,R) with | detA| > 1,
cf. [6].
The following result is a simple consequence of Theorem 4.13.
Corollary 4.14. Let Γ ⊆ Rd be a closed, co-compact subgroup and let A ∈ GL(d,R) be such that
| detA| > 1 and that A is expanding on a subspace. Then the family (Γj)j∈Z with Γj = A
jΓ satisfies
the uniform counting estimate (2.6).
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Proof. Write Γ = C(Zn × Rd−n) for some n ∈ {0, 1, ..., d} and C ∈ GL(d,R). Define the full-rank
lattice Λ = CZd. Take A ∈ GL(d,R) such that it is expanding on a subspace. Then AT is also
expanding on a subspace. Define Γj = A
jΓ and Λj = A
jΛ for j ∈ Z. Since Λ ⊆ Γ, it follows that
Λj ⊆ Γj for all j ∈ Z, which in turn implies that Γ⊥j ⊆ Λ
⊥
j for all j ∈ Z. Using Theorem 4.13(i) for
the pair (AT ,Λ⊥), there exists a constant C > 0 such that
#
(
Λ⊥j ∩Br(0)
)
= #
(
(AT )−jΛ⊥ ∩Br(0)
)
= #
(
Λ⊥ ∩ (AT )jBr(0)
)
≤ C
(
1 + | detA|j
)
for all j ∈ Z. Hence, fixing a compact set K ⊆ Rd and choosing r > 0 such that K ⊆ Br(0), it follows
#
(
Γ⊥j ∩K
)
≤ #
(
Λ⊥j ∩Br(0)
)
≤ C(1 + d(Γj)),
as required.
A counting estimate for possibly non-discrete, but closed, co-compact subgroups is also contained
in [2], where it is called Property X. In fact, the results in [2] hold for expansive automorphisms on
general locally compact Abelian groups. See [2, Appendix A] for the relation between Property X and
the lattice counting estimate for expansive matrices as considered here.
Remark 4.15. Let a ∈ ]0, 1[ be such that a
2
a−1 ∈ R \Q. Define
B =

2 0 00 1 + a 1
0 −a2 1− a

 ∈ GL(3,R)
and set A := BT . By [17, Lemma 5.4], the pair (B,Z) fails the lattice counting estimate (4.7). Based
on the pair (B,Z), one can construct a function ψ ∈ L2(R3) such that {TγDAjψ}j∈Z,γ∈A−jZ, where
DAjψ := | detA|
j/2ψ(Aj ·), fails the local integrability condition, but satisfies∑
j∈Z
1
| detA|j
|D̂Ajψ(ω)|
2 =
∑
j∈Z
|ψ(B−jω)|2 = |ψ(ω)|2 ≤ 1 (4.9)
for µ
R̂3
-a.e. ω ∈ R̂3 by [17, Theorem 5.1]. Thus {TγDAjψ}j∈Z,γ∈A−jZ satisfies the Calderón integra-
bility condition (2.3) and the strictly temperateness condition (2.4).
The construction of this example works in fact for any pair (B,Γ), where B ∈ GL(d,R) with
| detB| > 1 and Γ ⊆ Rd is a full-rank lattice, that fails the lattice counting estimate (4.7). See the
proof of [6, Theorem 3.8].
The following fact is used implicitly in wavelet theory.
Lemma 4.16. Let A ∈ GL(d,R) be expanding on a subspace and let P be a finite set. Then, for any
family {gp}p∈P in L2(Rd), the dilations {| detA|j/2gp(Aj ·)}j∈Z,p∈P satisfy the temperateness condition
(2.4).
Proof. Confer the proof of [18, Proposition 5.12].
The next result provides a complete characterisation of the local integrability condition (2.2) for
regular wavelet systems whose dilation matrix is expanding on a subspace. The result recovers [6,
Theorem 3.8]. Here, the assumption that | detA| > 1 is not a real restriction since for the case
| detA| = 1 wavelet frames do not exist [27, 30].
Proposition 4.17. Let A ∈ GL(d,R) be expanding on a subspace with | detA| > 1. Let Γ ⊆ Rd be a
closed, co-compact subgroup and let P be a finite set. Then the following assertions are equivalent:
(i) The system ∪j∈Z{TγDAjgp}γ∈A−jΓ,p∈P satisfies the local integrability condition (2.2).
(ii) The system ∪j∈Z{TγDAjgp}γ∈A−jΓ,p∈P satisfies the Calderón integrability condition (2.3).
Proof. The fact that (i) implies (ii) is simply Lemma 3.2. The reverse implication follows by combining
Proposition 3.1, Corollary 4.14 and Lemma 4.16.
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