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Abstract Using non-linear connection of Finsler manifold M , the existence of local
coordinates which is normalized at a point x is proved, and the Laplace operator △ on
1-form of M is defined by non-linear connection and its curvature tensor. After proving the
maximum principle theorem of Hopf-Bochner on M , the Bochner type vanishing theorem
of Killing vectors and harmonic 1-form are obtained.
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Bochner, S. set up in [1-2] a method which is known as “Bochner technique”, this method
using Laplace operator and Hopf, E. generalized maximum principle to deal with the relation
between vectors or tensor fields and the Ricci curvature of the manifold,so as to get the global
properties of the manifolds. Bochner technique in differential geometry as well as a series of
results in Riemannian and Kählerian manifolds had been discussed in detail in [3-4]. In recent
years, under the initiation of Chern,S.S. the global differential geometry of real and complex
Finsler manifolds has gained a great developement ([5-8]), Abate,M. and Patrizio,G. has set up
a Cartan-Finsler connection in real Finsler manifolds and a Chern-Finsler connection in com-
plex Finsler manifolds, and successfully use Chern-Finsler connection to study the geometrical
function theory in several complex variables. In this paper we use the non-linear connection
associated to Cartan-Finsler connection to study the Bochner technique of the real Finsler man-
ifolds, obtain some results about the relations between the vectors and the Ricci curvature of
the real Finsler manifolds, and then some Bochner type vanishing theorems are obtained.
1 Normal Coordinates and the Normalization of Coordinates and
Frames
Definition 1 A Finsler metric on a manifold M is a function F : TM → R+ satisfying
the following properties:
(a) G = F 2 is smooth on M̃ = TM\0(M);
(b) F (u) > 0 for all u ∈ M̃ ;
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(c) F (λ(u)) = |λ|F (u) for all u ∈ TM and λ ∈ R;
(d) for any p ∈ M the indicatrix IF (p) = {u ∈ TpM | F (u) < 1} is strongly convex,which
is equivalent to for every u ∈ M̃ the Hessian (with respect to the vector variables) of F 2 is
positive definite. That is
∀ u ∈ M̃ (Gab(u)) > 0,
where G = F 2 and subscripts denote derivatives. We shall use a semi-colon to distinguish
between derivatives with respect to the point variables and derivatives with respect to the
vector variables; for example,
G;i =
∂G
∂xi
, Ga =
∂G
∂ua
, Ga;i =
∂2G
∂ua∂xi
,
and so on.
A manifold M endowed with a Finsler metric will be called a Finsler manifold.
The condition (d) allows us to introduce a Riemannian structure on the vertical bundle V
of M , by setting
∀ V,W ∈ Vu 〈V |W 〉u =
1
2
Gab(u)V
aW b. (1)
Then there is a unique Cartan connection D : X (V) → X (T ∗M̃ ⊗ V) associated to the
Riemannian structure induced by F [8]. And the non-linear connection D̃ : X (TM) →
X (T ∗M ⊗ TM) associated to the Cartan connection is:
Take ξ ∈ X (TM), p ∈M and set u = ξ(p), then
D̃ξ =
( ∂ξk
∂xh
+ Γkh ◦ ξ
)
dxh ⊗
∂
∂xk
, (2)
where Γkh are the Christoffel symbols of the non-linear connection D̃. In local coordinates they
can be expressed as
Γhj = Γ
h
i;ju
i = ∂̇j(G
h). (3)
Since the connection coefficients of the horizontal part of the Cartan connection are sym-
metric in lower indexes,that is
Γhi;j = Γ
h
j;i, (4)
thus the horizontal part of Cartan torsion vanishes. In the following, we assume that the torsion
of the non-linear connection D̃ is also zero. For example, if a Finsler manifold is a Berwald
manifold, one can easy to verify that the torsion of the non-linear connection is zero.
Sometimes we denote
D̃ξ = ξk|hdx
h ⊗
∂
∂xk
, ξ = ξk
∂
∂xk
,
where
D̃ ∂
∂xh
:= ξk|h =
∂ξk
∂xh
+ Γkh ◦ ξ,
which is the absolute derivative of the contravariant vector ξk with respect to xh in classical
sense, and call it as covariant derivative associated to the non-linear connection D̃.
If a Finsler metric F : TM → R+ comes from a Riemannian metric on M , then the non-
linear connection associated to the Cartan connection coincides with the Levi-Civita connection
induced by the Riemannian metric.
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If X,Y are any two smooth tangent vector fields of the Finsler manifold M , then the
curvature operator R̃(X,Y ) of D̃ is
R̃(X,Y ) = D̃Y D̃X − D̃XD̃Y + D̃[X,Y ]. (5)
When it operates on all order differential forms it is like derivation, and the torsion tensor
T̃ (X,Y ) of D̃ is
T̃ (X,Y ) = D̃XY − D̃YX − [X,Y ]. (6)
Since the non-linear connection D̃ is torsion free, so we have
[X,Y ] = D̃XY − D̃YX. (7)
If σ : σi = σi(t) (1 ≤ i ≤ n) is a geodesic, then it satisfies quasi-linear ODE[8]:
d2σi
dt2
+ Γij(σ̇)
dσj
dt
= 0, (8)
that is
d2σi
dt2
+ Γij;k
dσj
dt
dσk
dt
= 0. (9)
In the following we consider a special coordinate system in a neighbourhood of a point in
M , such that any geodesic starting from this point, the parameter equation of its coordinates
are linear functions of the arc length parameter[9].
Assume that the equation of a geodesic under the coordinates system (U ;σi) is (9). By
the theory of ordinary differential equations, for an arbitrary point x0 ∈ U , there exists a
neighbourhood W ⊂ U and positive numbers r, δ such that for arbitrary initial value x ∈ W
and a ∈ Rn satisfying ‖a‖ =
√
n
∑
i=1
(ai)2 < r the system of equations (9) have a unique solution
in U :
σi = f i(t, xk, ak), |t| < δ, (10)
which satisfies the initial conditions
σi(0) = f i(0, xk, ak) = xi, (11)
dσi
dt
(0) =
∂f i(t, xk, ak)
∂t
∣
∣
∣
t=0
= ai. (12)
Furthermore the functions f i depend smoothly on the independent variable t and the initial
values xk, ak.
If we take a non-zero constant c, then the functions f i(ct, xk, ak)(x ∈ W, ‖a‖ < r and t <
δ/|c|) still satisfy (9), and
f i(ct, xk, ak)
∣
∣
∣
t=0
= xi, (13)
∂f i(ct, xk, ak)
∂t
∣
∣
∣
t=0
= cai. (14)
By the uniqueness property of the solution of (9), when ‖a‖, ‖ca‖ < r and |t|, |ct| < δ, we have
f i(ct, xk, ak) = f i(t, xk, cak). (15)
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But the left hand side of the above equation is always well defined when x ∈ W, ‖a‖ < r, |t| <
δ/|c|. So one can use it to define the right hand side. Then the function f i(t, xk, ak) is always
defined for x ∈ W, |t| < δ/|c|, and ‖a‖ < |c|r. Especially, we can choose |c| < δ, so that
f i(t, xk, ak) is defined for x ∈ W, |t| ≤ 1, and ‖a‖ < |c|r.
Let
σi = f i(1, xk, ak), (16)
then
f i(1, xk, 0) = f i(0, xk, ak) = xi. (17)
So for a fixed x ∈ W , (16) gives a smooth map from the tangent space Tx(M) = R
n at a
neighbourhood of the origin to the manifold M at a neighbourhood of point x. Since
∂f i(1, xk, tak)
∂t
∣
∣
∣
t=0
=
∂f i(1, xk, ak)
∂aj
∣
∣
∣
t=0
aj ,
and, on the other hand
∂f i(1, xk, tak)
∂t
∣
∣
∣
t=0
=
∂f i(t, xk, ak)
∂t
∣
∣
∣
t=0
= ai,
we have
(∂σi
∂aj
)
a=0
= δij , (18)
that is the map (16) is regular at the origin a = 0. Hence we may take ai as local coordinates
system of M at x, we call it as the geodesic normal coordinates at point x, or simply normal
coordinates. Since a tangent space is a linear space, and any two coordinate systems on it
only differ by a nondegenerate linear transformation, therefore a normal coordinate system of
a point in M is completely determined only by a nondegenerate transformation.
Fix ak = ak0 , when t changes, ta
k
0 describes a straight line in Tx(M) starting from the
origin and draws a geodesic curve on the manifold starting from x and tangent to the tangent
vector (ak0). Therefore, under the normal coordinate system a
i, the equation for this geodesic
is
ak = tak0 , (19)
where ak0 is a constant.
Theorem 1 If M is a real Finsler manifold, then with respect to a normal coordinate
system ai at the point x, the connection coefficients Γab;i is zero at x.
Proof Since under normal coordinate system ai, the geodesic curve ai = tak0 satisfies (9),
we have, for arbitrary ak0 ,
Γij;k(0)a
j
0a
k
0 = 0. (20)
Since Γij;k is symmetric in the lower indices for torsion free connection, we have
Γij;k(0) = 0, 1 ≤ i, j, k ≤ n. (21)
The theorem is proved.
Remark If we choose the arc length s as parameter, then under normal coordinate
system ai, the geodesic is ai = sai0. Since the Finsler metric
F (p, u) = [G(p, u)]
1
2 =
[
1
2
Gab(p, u)u
aub
]
1
2
,
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we have, under normal coordinate system ai,
1
2
Gab(0) = δab, a, b = 1, 2, · · · , n. (22)
If we denote 〈|〉 the Riemannian structure on the vertical bundle V of a real Finsler manifold
M , that is
∀ V,W ∈ Vu, 〈V |W 〉u =
1
2
Gab(u)V
aW b, (23)
then this Riemannian structure induces a Riemannian structure on the horizontal bundle H of
M , that is if Xi =
∂
∂xi
, then for all i, j = 1, 2, · · · , n, we have
〈Xi|Xj〉(0) = δij . (24)
In the calculation of Finsler geometry much more complexity calculations come from the
appearance of the Christofffel symbols Γij;k. If we can select a coordinate system or frame such
that all Γij;k are zero at p, it will be very convienent. Such a coordinate system or local frame
in general called to be normalized at p([4]).
Definition 2 Given a real Finsler manifold M , if at a point p ∈ M , we can select a
coordinate system {x1, · · · , xn} in a neighbourhood with the properties: If Xi =
∂
∂xi
, D̃ is the
non-linear connection, 〈|〉 denote the Riemannian structure on V , then for all i, j = 1, 2, · · · , n,
we have
〈Xi|Xj〉(p) = δij , (25)
(D̃XiXj)(p) = 0. (26)
Then the coordinate system {xi} is called to be normalized at p.
It follows from Theorem 1 and the remark that there always exists such a coordinate
system {xi} that is normalized at a point p ∈M.
Definition 3 Assume {V1, · · · , Vn} is a local frame in a neighbourhood of p ∈M , that is
V1, · · · , Vn are vector fields defined in a neighbourhood of p, for all i, j satisfying 〈Vi, Vj〉 = δij ,
then the local frame {Vi} is called normalized at p, if and only if for all i, j
(D̃ViVj)(p) = 0. (27)
Lemma 1 Given p ∈ M and a normal orthogonal bases {v1, · · · , vn} of Mp, then there
exists a normalized local frame {V1, · · · , Vn} at p, such that Vi(p) = vi, i = 1, 2, · · · , n.
Proof It is easy to select a local frame {W1, · · · ,Wn} in a neighbourhood of p ∈M , such
that Wi(p) = vi. In order to change {Wi} such that it satisfies the normalization condition at
p, assume that alj(j, l = 1, 2, · · · , n) be the functions defined in a neighbourhood of p, for all
i, j, l satisfying
aji (p) = δ
j
i ,
∑
aija
l
j = δ
il, (28)
and define a new local frame {Vi}
Vi =
∑
l
aliWl. (29)
Since every {ali} is a orthogonal matrix (at every point), {Vi} certainly is a local frame in a
neighbourhood of p, and for every i we have Vi(p) = vi. In order to select {a
l
i} such that (27)
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holds, suppose {Γki;j} is defined by
D̃WiWj =
∑
k
Γki;jWk, (30)
by calculation, it follows that
D̃ViVj =
∑
k
{
∑
l
ali(Wla
k
j ) +
∑
l,m
alia
m
j Γ
k
l;m}Wk,
then, in order that (27) holds, it is necessary and sufficient that the right hand side is equal to
zero. It follows from (28) that it is necessary and sufficient for all k, j = 1, 2, · · · , n
∑
l
(Wla
k
j + Γ
k
l;j)(p) = 0. (31)
By the normal orthogonality of {Wi} and (30), it follows that Γ
k
i;j is anti-symmetric in indices
k, j, that is
0 = Wl〈Wj |Wk〉 = 〈D̃WlWj |Wk〉 + 〈Wj |D̃WlWk〉 = Γ
k
l;j + Γ
j
l;k,
then the constant matrix Bi defined by
Bi ≡ {Γ
k
i;j(p)}, i = 1, 2, · · · , n
is anti-symmetric. If {xi} is a local coordinates of p, satisfying
xi(p) = 0,
∂
∂xi
(p) = Wi(p), i = 1, 2, · · · , n,
then by direct calculation it follows that the matrix A ≡ {akj } defined by exponetial series
A ≡ exp
{
−
n
∑
i=1
Bix
i
}
is an orthogonal matrix, and satisfies (31) and (28).
Remark 1 For local frame {Vi} which normalized at p, since
[Vi, Vj ](p) = (D̃ViVj − D̃VjVi)(p) = 0,
therefore, for all i, j
[Vi, Vj ](p) = 0. (32)
Remark 2 Assume {ωi} be a coframe dual to {Vi}, that is every ω
i is 1-form defined in
a neighbourhood of p, and for all i, j, ωi(Vj) = δ
i
j , and {Vi} normalized at p, then for all i, j we
also have
(D̃Viω
j)(p) = 0. (33)
In fact, since when we operate D̃Vi to the tensor algebra it is like derivation, and it commutes
with the contraction of tensors, so from
D̃Vi(ω
j ⊗ Vk) = (D̃Viω
j) ⊗ Vk + ω
j ⊗ D̃ViVk
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we have
0 = D̃Vi(δ
j
k) = (D̃Viω
j)Vk + ω
j(D̃ViVk).
It follows that if
D̃ViVj =
∑
k
Γki;jVk,
then
D̃Viω
j = −
∑
k
Γji;kω
k.
Thus from the property that {Vi} is normalized at point p, we have (33) immediately. Note
that in the above equation there appears “−”. In other words, now under our agreement, the
identity (D̃Viω
j)(Vk) = ω
j(D̃ViV
j) does not holds.
2 Weitzenböck Formula
De Rham[10] developed a suit of conventional symbols and an effecient method in treating
the Laplace operator calculus on manifolds[4]. Now we give a sketch about this method for the
case of Finsler manifolds. Let M be a n dimensional orientable compact Finsler manifold,by
the idea of mean-value Laplacian Centore[11] using the osculating Riemannian metric
Kij = (n+ 2)
∫
I
uiujdu
∫
I
du
, u ∈ TpM (34)
to define the pointwise inner product and global inner product on Finsler manifold as follows:
Let the elements of ∧p(M) in local coordinates are
ϕ(x) =
1
p!
ϕi1···ipdx
i1 ∧ · · · ∧ dxip ,
ψ(x) =
1
p!
ψj1···jpdx
j1 ∧ · · · ∧ dxjp .
Define the pointwise inner product of ϕ(x) and ψ(x) by
〈ϕ, ψ〉(x) =
1
p!
ϕi1···ipψj1···jpK
i1j1 · · ·Kipjp =
1
p!
ϕi1···ipψ
i1···ip , (35)
where
ψi1···ip = ψj1···jpK
i1j1 · · ·Kipjp .
The global inner product (·, ·) in ∧p(M) is defined by
(ϕ, ψ) =
∫
M
〈ϕ, ψ〉(x)dV =
∫
M
1
p!
ϕi1···ipψ
i1···ipdV, (36)
where dV = κn/
∫
I
du, κn = volume of the unit sphere in R
+. Note that there are other
method to define the pointwise and global inner product on Finsler manifold[12].
Now define the Laplace operator for ∧p(M), first define a co-differential δ : ∧p(M) →
∧p−1(M) by requiring (for any ϕ ∈ ∧p(M) and ψ ∈ ∧p−1(M))
(ϕ, dψ) = (δϕ, ψ). (37)
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As usual define δf = 0 for any function f . Now simply define, for any p-form ϕ
∆ϕ = dδϕ+ δdϕ. (38)
Which is the mean-value Laplacian on p-forms defined by Centore[11].
One of the core of De Rham’s effecient is to define a ∗-operator as following
Definition 4 Linear operator ∗ : ∧p(M) → ∧n−p(M), satisfying for any ϕ, ψ ∈ ∧p(M),
there is
〈ϕ, ψ〉dM = ϕ ∧ ∗ψ. (39)
By definition we can easily find that the co-differential δ : ∧p(M) → ∧p−1(M) can be
expressed by operator ∗ by
δ = (−1)np+n+1 ∗ d ∗ . (40)
If {ω1, · · · , ωn} is co-frame which consistent with the orientation of M , then ∗(ω1 ∧ · · · ∧
ωp) = ωp+1 ∧ · · · ∧ ωn.
Let D̃ be a non-linear connection similiar to the case of Riemannian manifold we can use
D̃ to express the operator d and δ, and that ∆ can be expressed by D̃ and its curvature tensor
directly[4], we have
Proposition 1 Let {V1, · · · , Vn} be a local frame of M , {ω
1, · · · , ωn} its dual co-frame,
then
d =
∑
i
ωi ∧ D̃Vi , (41)
δ = −
∑
i
i(Vj)D̃Vj , (42)
where i(X) is a linear operator i(X) : ∧0(M) → ∧1(M), that is if η is a 1-form, then i(X)η is
a 0-form, that is a function,defined by {i(X)η}(Y1) = η(X), i(X) is called as interior product
or anti-derivative.
Formula WFI On a n-dimensional orientable Finsler manifold M , if {Vi} is a local frame,
and {ωi} is its dual coframe, then
△ = −
∑
i
D̃2ViVi +
∑
i,j
ωi ∧ i(Vj)R̃ViVj , (43)
where D̃2XY = D̃XD̃Y − D̃D̃XY denotes the covariant derivative of order 2, R̃XY ≡ −D̃XD̃Y +
D̃Y D̃X + D̃[X,Y ] denotes curvature tensor.
Proof Since the right hand side of the expression of △ is independent of the selection
of {Vi}, it is enough to verify this formula at a point x by selecting a local frame {Vi} which
is normalized at x. Notice that at x the following simplification is hold for all i and j (cf.
(27),(32))
D̃2ViVj = D̃ViD̃Vj , (44)
R̃ViVj = −D̃ViD̃Vj + D̃Vj D̃Vi . (45)
Now we calculate δd at the point x, we have
δd = −
∑
j
i(Vj)D̃Vj{
∑
i
ωi ∧ D̃Vi}
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= −
∑
i,j
i(Vj)(ω
i ∧ D̃Vj D̃Vi)
= −
∑
i
{D̃ViD̃Vi −
∑
j
ωi ∧ i(Vj)D̃Vj D̃Vi}
= −
∑
i
D̃2ViVi +
∑
i,j
ωi ∧ i(Vj)D̃Vj D̃Vi ,
where we have used (44) and the operation of i(Vj). In order to calculate dδ, firstly we notice
that at x the identity
i(Vj)D̃Vk = D̃Vki(Vj) (46)
holds for all j, k. By (33) it is easy to see that this identity also holds for p-form fωp(p = 0, 1).
Therefore, by (46) we have
dδ = −
∑
i
ωiD̃Vi{
∑
j
i(Vj)D̃Vj} = −
∑
i,j
ωi ∧ i(Vj)D̃ViD̃Vj .
Hence, by (45) we have
△ = dδ + δd = −
∑
i
D̃2ViVi +
∑
i,j
ωi ∧ i(Vj)(−D̃ViD̃Vj + D̃Vj D̃Vi)
= −
∑
i
D̃2ViVi +
∑
i,j
ωi ∧ i(Vj)R̃ViVj .
By the properties of curvature tensor R̃ViVj we have the following
Corrollary For functions , we have △ = −
∑
i
D̃2ViVi . In particular,if {x
i} is a normalized
coordinate system, then
∆ = −
∑
i
∂2
∂xi
2 . (47)
As an application we find an expression of △|ϕ|2 for p-form (p = 0, 1).
Lemma 2 If {Vi} is a local frame, then for a p-form ϕ(p = 0, 1) we have
−△ |ϕ|2 = 2
∑
i
|D̃Viϕ|
2 + 2〈ϕ,
∑
i
D̃2ViViϕ〉, (48)
where |ϕ|2 ≡ 〈ϕ,ϕ〉.
Proof As usually, in the first, verify that the right hand side is in dependent of the
selection of {Vi}, then at a fixed point x ∈ M select a local frame {Vi} normalized at x and
verify (48), finally utilizing the above corrollary we obtain (48).
If ϕ satisfies △ϕ = 0, then ϕ is called as a harmonic form. Combining formula WFI and
(48) we obtain a fundamental identity for harmonic forms.
Formula WFII Under the same assumption as in formula WFI, for a harmonic form
ϕ(p = 0, 1), we have
−△ |ϕ|2 = 2
∑
i
|D̃Viϕ|
2 + 2〈ϕ,
∑
i,j
ωi ∧ i(Vj)R̃ViVjϕ〉.
For an arbitrary p-form ϕ(p = 0, 1) we define a quadratic form
F (ϕ) ≡ 〈ϕ,
∑
i,j
ωi ∧ i(Vj)R̃ViVjϕ〉. (49)
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If under a suitable condition we can prove that for an arbitrary harmonic form ϕ, F (ϕ) ≥ 0,
then by Formula WFII we can deduce that −△ |ϕ|2 ≥ 0. This conclusion can induce a series
of results[1-4].
Now we consider a special case. Denote the Ricci tensor by Ric, that is for any local frame
{Vi}
Ric(X,Y ) =
∑
i
〈R̃XViY, Vi〉, (50)
then, for any unit vector e, Ric(e, e) gives out the Ricci curvature along the direction e. As in
the proof of [4], we have
Lemma 3 If ϕ is a 1-form, ϕ# is a vector field dual to ϕ, then
F (ϕ) = Ric(ϕ#, ϕ#). (51)
Thus, if Ric≥ 0, then for all 1-form ϕ, F (ϕ) ≥ 0.
3 Maximum Principle and Hopf-Bochner Theorem
As in the case of Riemannian manifold, in a Finsler manifold if the function f satisfies
− △ f ≥ 0, where △ is the Laplace operator on Finsler manifold, then f is called to be
subharmonic. We have the following theorem of maximum principle.
Theorem 2(Hopf-Bochner) In a Finsler manifold, a nonconstant subharmonic function
does not have interior maximum value. In a compact Finsler manifold every subharmonic
function is a constant.
This theorem is a consequence of the following two important lemmas.
In a n−dimensional coordinate neighbourhood U of a Finsler manifold, we consider a linear
partial differential expression of the second order of elliptic type
L(Φ) = Grs
∂2Φ
∂xr∂xs
+ hl
∂Φ
∂xl
,
where Grs(p, u) are the inverse elements of the Hessian matrix (Gab), Gab are the fundamental
tensor of the Finsler metric F (p, u) = [12G
ab(p, u)uaub]
1
2 , Grs(p, u) are continuous functions at
point p(x) in U , and the quadratic form Grsvrvs is positive definite everywhere in U ; further-
more hl(x) are also continuous function at point p(x) in U . We have an important lemma due
to E. Hopf:
Lemma 4 In a coordinate neighbourhood U of a Finsler manifold M , if a function Φ(p)
of class C2 satisfies the inquality L(Φ) ≥ 0, and if there exists a fixed point p0 in U such that
Φ(p) ≤ Φ(p0) everywhere in U , then we must have Φ(p) = Φ(p0) everywhere in U . If L(Φ) ≤ 0
and Φ(p) ≥ Φ(p0) everywhere in U , then we must have Φ(p) = Φ(p0) everywhere in U.
The proof is similiar to Theorem 2.1 of Hopf in [3].
Now we consider a compact Finsler manifold M , suppose that a function Φ(x) of class C2
satisfies
L(Φ) = Grs
∂2Φ
∂xr∂xs
+ hl
∂Φ
∂xl
≥ 0
everywhere in M. Since the manifold is compact and the function Φ(x) is continuous in this
compact manifold, there exists a point p0 at which the function Φ attains the maximum, that
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is
Φ(p) ≤ Φ(p0)
everywhere in M . Therefore by Lemma 4 we have
Φ(p) ≤ Φ(p0)
in a certain neighbourhood of p0. But the points where Φ(p) reaches its maximum form a closed
set, and thus we have
Lemma 5 In a compact Finsler manifold M , if a function Φ(x) satisfies
L(Φ) = Grs
∂2Φ
∂xr∂xs
+ hl
∂Φ
∂xl
≥ 0
everywhere in M , where Grs are coefficient of a positive definite quadratic form at any point
of M , then we have Φ = const everywhere in M .
Moreover, since in a compact Finsler manifold M with positive definite matrix F (p, u) =
[G(p, u)]
1
2 = [12Gab(p, u)u
aub]
1
2 , we have
△Φ = GrsΦ|rs = G
rs ∂
2Φ
∂xr∂xs
−GrsΓls
∂Φ
∂xl
,
where the covariant derivatives are associated to the non-linear connection D̃, and thus by
Lemma 5 the Theorem 2 follows.
4 Killing Vector Field and Harmonic Tensor Field in Compact Finsler
Manifolds
In the first we introduce some terminologies which will be used later. Functions (corre-
spondly, symmetric covariant tensors of order two etc.) will be said as pseudo positive, if and
only if they are everywhere non-negative (correspondly, semi-positive definite etc.) and are
positive (correspondly, positve definite etc.) at a point. It is well known that this definition
naturally can be extended to other case which has obvious meaning. For example, pseudo pos-
itive sectional curvature means sectional curvature≥ 0, and all plane sectional curvature at a
point are positive. Similary we can define pseudo negative.
Theorem 3(Bochner [1]) In a compact Finsler manifold with non-positive Ricci curva-
ture, every Killing vector field is parallel. If Ricci curvature is pseudo negative, then every
Killing vector field is zero.
Proof Let X be a Killing vector field. By definition we have LXF = 0, where F is
Finsler metric, LX denotes the Lie derivative with respect to X . For arbitrary vector fields
Y,W , we have
LX(F ⊗ Y ⊗W ) = LXF ⊗ Y ⊗W + F ⊗ [X,Y ] ⊗W + F ⊗ Y ⊗ [X,W ].
Since LX commutes with contraction, it follows that for all Y,W :
X〈Y,W 〉 = 〈[X,Y ],W 〉 + 〈Y, [X,W ]〉, (52)
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here we simply use 〈 , 〉 instead of symbol F ( , ). As we know the torsion of the nonlinear
connection D̃ is zero, that is
[Y,W ] = D̃YW − D̃WY, (53)
utilizing this condition, from (44) we have immediately that for all vector fields Y,W :
〈D̃WX,Y 〉 + 〈W, D̃YX〉 = 0. (54)
Now we prove the proposition:
If {Vi} is any local frame, then we have
〈
∑
i
D̃2ViViX,X〉 = −Ric(X,X). (55)
We need only verify (55) at a point x ∈ M . Since both sides of (55) are independent of the
selection of local frame {Vi}, we may assume that {Vi} is normalized at x, then at x, for
arbitrary i we have:
〈D̃2ViViX,X〉 = 〈D̃ViD̃ViX,X〉
= 〈D̃ViD̃XVi, X〉 + 〈D̃Vi [Vi, X ], X〉
= 〈D̃ViD̃XVi, X〉 + Vi〈[Vi, X ], X〉 − 〈[Vi, X ], D̃ViX〉.
By (52), the second term of the last row equals to −ViX〈Vi, X〉 and by (54) the third term
equals to 〈D̃[Vi,X]X,Vi〉, thus at point x we have
〈D̃2ViViX,X〉 = 〈D̃ViD̃XVi, X〉 − ViX〈X,Vi〉 + [Vi, X ]〈X,Vi〉 − 〈X, D̃[Vi,X]Vi〉
= 〈D̃ViD̃XVi, X〉 −XVi〈X,Vi〉 − 〈D̃[Vi,X]Vi, X〉.
The middle term in the last row equals to
−X〈D̃ViX,Vi〉 −X〈X, D̃ViVi〉 = 0 − {〈D̃XX, D̃ViVi〉 + 〈X, D̃XD̃ViVi〉}
= −〈X, D̃XD̃ViVi〉,
thus at point x we have
〈D̃2ViViX,X〉 = 〈D̃ViD̃XVi, X〉 − 〈D̃XD̃ViVi, X〉 − 〈D̃[Vi,X]Vi, X〉 = −〈R̃ViXVi, X〉,
this implies (55).
Similiar to the proof of (48) we have
−△ |X |2 = 2
∑
i
|D̃ViX |
2 + 2〈
∑
i
D̃2ViViX,X〉, (56)
by (55), we have
−△ |X |2 = 2
∑
i
|D̃ViX |
2 − 2Ric(X,X). (57)
If Ric ≤ 0, then − △ |X |2 ≥ 0, so |X |2 is harmonic. By Hopf-Bochner theorem and the
compactum of M , |X |2 must be a constant. By (49),
∑
i
|D̃ViX |
2 − Ric(X,X) = 0. Thus
∑
i
|D̃ViX |
2 = 0 = Ric(X,X),
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since every term under the summation symbol is non-negative. The first equality is equvalent
to the parallelism of X . If Ric is pseudo negative, that is at a point x, Ric is negative definite,
then Ric(X,X)(x) = 0 implies X(x) = 0, but X is parallel, therefore X ≡ 0.
Theorem 4(Bochner [1]) In a compact orientable Finsler manifold with non-negative
Ricci curvature, every harmonic 1-form is parallel. If the Ricci curvature is pseudo positive,
then every harmonic 1-form is zero.
Proof Let ϕ be a harmonic 1-form on M , ϕ# its dual vector field, if {Vi} is an arbitrary
local frame, then by formula WFII and (51) we have
−△ |ϕ|2 = 2
∑
i
|D̃Viϕ|
2 + 2Ric(ϕ#, ϕ#).
By argument as in Theorem 3 the conclusion of Theorem 4 follows.
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