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Discretization schemes for parabolic SPDEs driven by the space–time white noise
have been considered by several authors. Gyo¨ngy and Nualart [9,10] have studied
implicit time discretization schemes for the heat equation in dimension 1. Printems
[15] has studied several time discretization schemes (implicit and explicit Euler
schemes as well as the Crank–Nicholson one) for Hilbert-valued parabolic SPDEs,
such as the Burgers equation on ½0; 1; introduced several notions of order of
convergence in order to deal with coefﬁcients with polynomial growth and proved
convergence in the Hilbert space norm. This work has been completed by
Hausenblas [11], who studied several schemes for quasi-linear equations driven by
a nuclear noise, and taking values in a Hilbert or a Banach space X. Several
approximation procedures (such as the Galerkin approximation, ﬁnite difference
methods or wavelets approximations) were considered, but the coefﬁcients of the
SPDE were supposed to depend on the whole function uðt; :Þ in X, and not only on
ðt; xÞ: Notice that, unlike [11], the coefﬁcients considered in this paper do not depend
on the whole function uðs; :Þ:
Gyo¨ngy [7] has studied the strong speed of convergence in the norm of uniform
convergence over the space variable for a space ﬁnite-difference scheme un with mesh
1=n for the parabolic SPDE with homogeneous Dirichlet’s boundary conditions. He
has also studied the speed of convergence of an implicit (resp. explicit) ﬁnite-
difference discretization scheme un;m (resp. unm) with time mesh T=m and space mesh
1=n for the solution u to the following parabolic SPDE in dimension 1 driven by the
space–time white noise W:
qu
qt
ðt; xÞ ¼ q
2u
qx2
ðt; xÞ þ sðt; x; uðt; xÞÞ q
2W
qtqx
þ bðt; x; uðt; xÞÞ;
uðt; 0Þ ¼ uðt; 1Þ ¼ 0;
8<
: (1.1)
with the initial condition u0: He has proved that, if the coefﬁcients sðt; x; :Þ and
bðt; x; :Þ satisfy the usual Lipschitz property uniformly in ðt; xÞ and if the functions
sðt; x; yÞ and bðt; x; yÞ are 1=4-Ho¨lder continuous in t and 1=2-Ho¨lder continuous in x











Furthermore, if u0 2 C3ð½0; 1Þ; then (1.2) holds on ½0; T  with b ¼ 14 ; g ¼ 12 and with a







Debussche and Printems [5] have implemented simulations of a discretization
scheme for the KDV equation, and Cardon-Weber [1] has studied explicit and
implicit discretization schemes for the function-valued solution to the stochastic
Cahn–Hilliard equation in dimension dp3 when the driving noise is the space–time
white noise. The polynomial growth of the drift term made her require the diffusion
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in Lp with a given rate of a localized version) of the scheme.
In the present paper, we deal with a d-dimensional version of (1.1). As it is well-
known, we can no longer use the space–time white noise for the perturbation; indeed,
in dimension dX2; the Green function associated with q=qt 
 D with the
homogeneous Dirichlet boundary conditions on ½0; 1d is not square integrable.
Thus, we replace W by some Gaussian process F which is white in time and has a
space correlation given by a Riesz potential f ðrÞ ¼ r
a; i.e., such that if A and B are








some a 20; 2 ^ d½: See e.g. [3,4,12,14] for more general results concerning necessary
and sufﬁcient conditions on the covariance of the Gaussian noise F ensuring the
existence of a function-valued solution to (1.1) with F instead of W.
The aim of this paper is threefold. We at ﬁrst study the speed of convergence of
space and space–time ﬁnite discretization implicit (resp. explicit) schemes in
dimension dX1; i.e., on the grid ðiT=m; ðjk
n
; 1pkpdÞÞ; 0pipm; 0pjkpn and
extended to ½0; T   ½0; 1d by linear interpolation. As in [7,8], the processes un and
un;m (resp. unm) have an evolution formulation written in terms of approximations
ðGd Þn; ðGd Þn;m and ðGd Þnm of the Green function Gd ; while u is solution of an evolution
equation deﬁned in terms of Gd : These evolution equations involve stochastic
integrals with respect to the worthy martingale-measure deﬁned by F (see e.g. [4,18]).
As usual, the speed of convergence is given by the norm of the differences of
stochastic integrals; more precisely, the optimal speed of convergence for the implicit
scheme is the norm of the difference Gdð:; x; :Þ 
 ðGdÞn;mð:; x; :Þ in L2ð½0; T ;Hd Þ;
where Hd is the Reproducing Kernel Hilbert Space deﬁned by the covariance








We denote by Hd the completion of this pre-Hilbert space; note that there
are Hd elements which are not functions and that a function j belongs to Hd











sinðjpxÞ; jX1 and jjðknðxÞÞ; 1pjpn; where knðyÞ ¼ ½nyn
1
are not an orthonormal family of H1: Thus, even in dimension d ¼ 1; the
use of the Parseval identity has to be replaced by more technical computations
based on Abel’s summation method. Similar results could be obtained for
a more general space covariance, provided that it is absolutely continuous
and that its density f satisﬁes some integrability property at the origin (see e.g.
[4,14]). However, the speed of convergence would depend on integrals includ-
ing f, which would make the results less transparent than that stated in
the case of Riesz potentials. The key technical lemmas, giving upper estimates of
kGdð:; x; :Þ 
 ðGd Þnð:; x; :ÞkL2ð½0;1½;Hd Þ and kðGdÞnð:; x; :Þ 
 ðGdÞn;mð:; x; :ÞkL2ð½0;T ;Hd Þ
(resp. kðGd Þnð:; x; :Þ 
 ðGdÞnmð:; x; :ÞkL2ð½0;T ;Hd Þ), are proved in Section 4.
We describe the discretization schemes in any dimension dX1 and introduce some
notations in Section 2. In Section 3, an argument similar to that in [7] shows that for
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If d ¼ 1; as a% 1 the space density becomes more and more degenerate and the speed
of convergence approaches that obtained by Gyo¨ngy for the space–time white noise.
In dimension dX2; the proof depends on the product form of the Green function
and its approximations, as well as of upper estimates of jx 
 yj
a in terms ofQd
i¼1 jxi 
 yij
ai for some well-chosen ai: Thus, estimates of the Hd-norm of the
differences Gdðs; x; :Þ 
 ðGd Þnðs; x; :Þ; ðGdÞnðs; x; :Þ 
 ðGdÞn;mðs; x; :Þ and ðGd Þnðs; x; :Þ 

ðGd Þnmðs; x; :Þ in dimension dX2 depend on bounds of the H1-norm of similar
differences as well as of Hr-norms of Gðs; x; :Þ; Gnðs; x; :Þ and Gn;mðs; x; :Þ for rod:
Section 5 contains some numerical results. For T ¼ 1; we have implemented in C
the (more stable) implicit discretization scheme for afﬁne coefﬁcients sðt; y; uÞ ¼
s1u þ s2 and bðt; x; uÞ ¼ b1u þ b2 and for sðt; y; uÞ ¼ bðt; y; uÞ ¼ a þ b cosðuÞ: We
have studied the ‘‘experimental’’ speed of convergence with respect to one mesh,
when the other one is ﬁxed and gives a ‘‘much smaller’’ theoretical error. The second
moments are computed by Monte-Carlo approximations. These implementations
have been done in dimension d ¼ 1 for the space–time white noise W and the colored
noise F. As expected, the observed speeds are better than the theoretical ones, and
decrease with a: For example, choosing N and M ‘‘large’’ with MXN2 and
considering ‘‘small’’ divisors n of N, we have computed the observed linear
regression coefﬁcient and drawn the curves of supx2½0;1 lnðEðjun;M ð1; xÞ 

uN ;Mð1; xÞj2ÞÞ as a function of lnðnÞ for various values of a:
Note that all the results of this paper remain true if in (1.1) we replace the
homogeneous Dirichlet boundary conditions uðt; xÞ ¼ 0 for x 2 qQ by the
homogeneous Neumann ones qu=qxðt; xÞ ¼ 0 for x 2 qQ: In this last case, the
eigenfunctions of q=qt 
 D in dimension one are j0ðxÞ ¼ 1 and for jX1; jjðxÞ ¼ﬃﬃﬃ
2
p
cosðjpxÞ: Since the upper estimates of the partial sums PKj¼1 jjðxÞ used in the
Abel transforms still hold in the case of Neumann’s conditions, the crucial result is
proved in a similar way in this case, and the speed of convergence is preserved.2. Formulation of the problem
Let ðO;F; PÞ be a probability space, Q ¼ ½0; 1d for some integer dX1 and let
F ¼ ðF ðjÞ;j 2 DðRþ  QÞÞ be an L2ðPÞ-valued centered Gaussian process, which is
white in time but has a space correlation deﬁned as follows: given j and c in
DðRþ  QÞ; the covariance functional of F ðjÞ and F ðcÞ is







jðt; yÞf ðy 
 zÞcðt; zÞdydz, (2.1)
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 QÞ ¼ fy 
 z : y; z 2 Q; yazg and f : ðQ 
 QÞ ! ½0;þ1½ is a contin-
uous function. The bilinear form J deﬁned by (2.1) is non-negative deﬁnite if and
only if f is the Fourier transform of a non-negative tempered distribution m on Q.
Then F deﬁnes a martingale-measure (still denoted by F), which allows to use
stochastic integrals (see [18]). In the sequel, we suppose that for z 2 Rd ; za0; f ðzÞ ¼
jzj
a; where jzj denotes the Euclidean norm of the vector z. Since x2 þ y2X2xy; if
aj ¼ a2
j for 1pjod and ad ¼ a2
dþ1; there exists a positive constant C such that




f aj ðzjÞ, (2.2)
where f aðzÞ ¼ jzj
a for any z 2 R; za0: To lighten the notations, for this choice of f









For any tX0; we denote by Ft the sigma-algebra generated by fF ð½0; s  AÞ :
0pspt; A  Qg: Let s : ½0;þ1½Q  R! R and b : ½0;þ1½Q  R! R: Sup-
pose that there exists a positive constant C such that for s; t 2 ½0;1½; x; y 2 Q; r; v 2
R; the linear growth condition (2.4) and either Lipschitz condition (2.5), (2.6) or
(2.7) hold
jsðt; x; rÞj þ jbðt; x; rÞjpCð1þ jrjÞ (2.4)
and for Dðs; t; x; y; r; vÞ ¼ jsðs; x; rÞ 
 sðt; y; vÞj þ jbðs; x; rÞ 
 bðt; y; vÞj
Dðt; t; x; x; r; vÞpCjr 
 vj, (2.5)
Dðt; t; x; y; r; vÞpCðjx 
 yj1
a=2 þ jr 
 vjÞ, (2.6)
Dðs; t; x; y; r; vÞpCðjt 
 sj1=2
a=4 þ jx 
 yj1
a=2 þ jr 
 vjÞ. (2.7)
For any function u0 which vanishes on the boundary of Q, let uðt; xÞ denote the
solution to the parabolic SPDE, which is similar to (1.1)
qu
qt
ðt; xÞ ¼ Duðt; xÞ þ sðt; x; uðt; xÞÞ q
2F
qtqx
þ bðt; x; uðt; xÞÞ;
uðt; xÞ ¼ 0 for x 2 qQ;
8<
: (2.8)
with initial condition uð0; xÞ ¼ u0ðxÞ: Let N denote the set of strictly positive




sinðjpxÞ and for k ¼
ðk1; . . . ; kdÞ 2 Nd ; set
j k j ¼
Xd
j¼1
kj ; jkðxÞ ¼
Yd
j¼1
jkj ðxkj Þ for x ¼ ðx1; . . . ; xdÞ 2 Rd .
Let Gdðt; x; yÞ denote the Green function associated with q=qt 
 D on Q and
homogeneous Dirichlet boundary conditions; then for t40; x; y 2 Q; Gdðt; x; yÞ ¼
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k2Nd expð









When d ¼ 1; set G1 ¼ G: These upper estimates are classical when the domain Q has
a smooth boundary under either homogeneous Neumann’s or Dirichlet’s boundary
conditions (see e.g. [6,13]). A simple argument shows that they can be extended for
these homogeneous conditions on the set Q ¼ ½0; 1d ; see e.g. [2] for the similar case
of the parabolic operator q=qt þ D2 on ½0;pd : Eq. (2.8) makes sense in the following










 s; x; yÞ
½sðs; y; uðs; yÞÞF ðds; dyÞ þ bðs; y; uðs; yÞÞdsdy. ð2:10Þ
We also consider the parabolic SPDE with the homogeneous boundary conditions





cosðjpxÞ for x 2 R and jX1: All the other formulations remain true
with k 2 Nd instead on Nd :2.1. Space discretization scheme
As in [7], we at ﬁrst consider a ﬁnite space discretization scheme, replacing the





; . . . ; kd
n
Þ; where kj 2 f0; . . . ; ng;
1pjpd: In dimension 1, we proceed as in [7], and consider the ðn 
 1Þ  ðn 
 1Þ-
matrix Dn associated with the homogeneous Dirichlet boundary conditions and
deﬁned by Dnði; iÞ ¼ 
2; Dnði; jÞ ¼ 1 if ji 
 jj ¼ 1 and Dnði; jÞ ¼ 0 for ji 
 jjX2; then
q2uðt; xÞ=qx2 is replaced by n2Dn~unðt; :Þ; where ~unðtÞ denotes the ðn 
 1Þ-dimensional
vector of an approximate solution deﬁned on the grid j=n; 1pjpn: In arbitrary
dimension, we proceed as in [1] and deﬁne DðdÞn by induction. Let D
ð1Þ
n ¼ Dn and
suppose that Dðd
1Þn has been deﬁned as a ðn 
 1Þd
1  ðn 
 1Þd
1 matrix. Let Idk
denotes the k  k identity matrix and given a ðn 
 1Þd
1  ðn 
 1Þd
1 matrix A, let
diagðAÞ denote the ðn 
 1Þd  ðn 
 1Þd matrix with d 
 1 diagonal blocs equal to A;
let DðdÞn denote the ðn 
 1Þd  ðn 




































Let ~unðtÞ denote the ðn 
 1Þd dimensional vector deﬁned by ~unðtÞk ¼ unðt; xkÞ; with
xk ¼ ðxk1 ; . . . ; xkd Þ; where kj is the unique integer such that xkj ¼ ðkj 
 1Þ=n and
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 1g is such that k ¼ ðkd 
 1Þðn 
 1Þd
1 þ    þ ðk2 
 1Þðn 
 1Þ þ k1:
LetL ¼ fxk : k 2 f1; . . . ; ðn 
 1Þdgg;&xkbe the lattice parallepiped of diagonal xk ¼




Given a function h : ½0;þ1½Q  R! R; and ~u 2 Rr; let hðt; x;~uÞ ¼
ðhðt; x; u1Þ; . . . ; hðt; x; urÞÞ: Then ~unðtÞ is solution to the following equation:
d~unðtÞ ¼ n2DðdÞn ~unðtÞdt þ nsðt; x;~unðtÞÞdF ðt; :Þ;þbðt; x;~unðtÞÞ, (2.11)
~unð0Þ ¼ ðu0ðj=nÞ; j 2 f1; . . . ; n 
 1gdÞ: We then complete unðt; :Þ from the lattice L to
Q as follows. If d ¼ 1; set unðt; 0Þ ¼ unðt; 1Þ ¼ 0; unðt; j=nÞ ¼ ~unðtÞj ; knðyÞ ¼ ½ny=n;
jnj ði=nÞ ¼ jjði=nÞ for 0pipn; and for x 2i=n; ði þ 1Þ=n½; 0pion; 1pjpn 
 1; let
jnj ðxÞ ¼ jjði=nÞ þ ðnx 
 iÞ½jjði þ 1=nÞ 




















denote the eigenvalues of n2Dn ¼ n2Dð1Þn ; then for t40; x; y 2 ½0; 1;




expðlnj tÞjnj ðxÞjjðknðyÞÞ. (2.12)
In dimension dX2; we also complete the solution unðt; xÞ from x 2L; deﬁned as
unðt;xkÞ ¼ ~unðtÞ to x 2 Q by linear interpolation, interpolating inductively on the
points ðx; yÞ for x 2 Ri and y ¼ ðkiþ1=n; . . . ; kd=nÞ: The eigenvalues and eigenvectors







; and jnkðk1p=n; . . . ; kdp=nÞ: For t40; x and y 2 Q if
knðyÞ ¼ ðknðy1Þ; . . . ;knðydÞÞ; let





When d ¼ 1; simply set G1 ¼ G and ðG1Þn ¼ Gn: Then the linear interpolation of










 s; x; yÞ
½sðs;knðyÞ; unðs;knðyÞÞF ðds; dyÞ þ bðs; knðyÞ; unðs;knðyÞÞdsdy.
ð2:14Þ
The n  n matrix Dn ¼ Dð1Þn associated with the homogeneous Neumann boundary
conditions is deﬁned by Dnð1; 1Þ ¼ Dnðn; nÞ ¼ 
1; Dnð1; 2Þ ¼ Dnðn; n 
 1Þ ¼ 1 and for
2pipn 
 1 and 1pjpn; Dnði; iÞ ¼ 
2; Dnði; jÞ ¼ 1 if jj 
 ij ¼ 1 and Dnði; jÞ ¼ 0 for
jj 
 ijX2: The inductive procedure used to construct DðdÞn is similar to the previous






j2p2 ~cjn with ~cjn 2 ½2=p2; 1: The corresponding normed eigenvectors ðej ; 0pjpn 
 1Þ
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 1 and 1pkpn: The eigenvalues lnk and the eigenfunctions jnk of n2DðdÞn are
deﬁned in a way similar to the Dirichlet case, taking sums over k 2 f1; . . . ; ndg:
Formulas similar to (2.12) and (2.13) still hold and (2.14) is unchanged.2.2. Implicit space– time discretization scheme
We now introduce a space–time discretization scheme. Given T40; n; mX1 we use
the space mesh 1=n and the time mesh T=m; set ti ¼ iTm
1 for 0pipm and replace
the time derivative by a backward difference. Thus for d ¼ 1; in the case of
Dirichlet’s homogeneous boundary conditions, set ~u0 ¼ ðu0ðj=nÞ; 1pjpn 
 1Þ and
for ipm; set ~ui ¼ ðun;mðiTm
1; jn
1Þ; 1pjpn 
 1Þ; and for g ¼ s and g ¼ b let
gðti; :;~uiÞ ¼ gððti; jn
1; ðun;mðti; jn
1ÞÞ; 1pjpn 
 1Þ: Let&n;mF ðti; :Þ denote the ðn 
 1Þ-
dimensional Gaussian vector of space–time increments of F on the space–time grid,
i.e., for 1pjpn 
 1; set
&n;mF ðti; jÞ ¼ nmT
1½F ðtiþ1; ðj þ 1Þn
1Þ 
 F ðti; ðj þ 1Þn
1Þ

 F ðtiþ1; jn
1Þ þ F ðti; jn
1Þ,
then for every 0piom

























½sðtk; :;~ukÞ&n;mF ðtk; :Þ þ bðtk; :;~ukÞ. ð2:16Þ






dF ðt; xÞ; and for homogeneous
Dirichlet’s (resp. Neumann’s) boundary conditions, deﬁne similarly ~uiþ1 as the
ðn 
 1Þd-dimensional (resp. nd-dimensional) vector such that (2.16) holds with DðdÞn
instead of Dn: We only describe the scheme in the case of Dirichlet’s conditions; the
case of Neumann’s conditions is easily dealt with by obvious changes. The process
un;m is deﬁned on the space–time lattice LT ¼ fðti;xkÞ : 0pipm; k 2 f1; . . . ; ðn 

1Þdgg as ðun;mðti;xkÞ; 0pipm;k 2 f1; . . . ; ðn 
 1ÞdgÞ ¼ ~ui; it is then extended to the
time lattice ðti; xÞ; 0pipm; x 2 Q as in the previous subsection, and then extended to





and jkðxkÞ are the
eigenvalues and eigenvectors of DðdÞn ; if
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½sðLmðsÞ; knðyÞ; un;mðLmðsÞ;knðyÞÞÞF ðds; dyÞ
þ bðLmðsÞ;knðyÞ; un;mðLmðsÞ;knðyÞÞÞdyds. ð2:18Þ
Again for d ¼ 1; let Gn;m ¼ ðG1Þn;m:2.3. Explicit schemes
For T40; a space mesh n
1 and a time mesh Tm
1; we now replace the time
derivative by a forward difference. Thus if unm denotes the approximating process
deﬁned for t ¼ ti ¼ iTm
1 and xkj 2 f1; . . . ; n 
 1g; setting ~ui ¼ unmðti; :Þ; we have
~uiþ1 ¼ ~ui þ n2Tm
1DðdÞn ~ui þ Tm
1½sðti; :;~uiÞ&n;mF ðti; :Þ þ bðti; :;~uiÞ. (2.19)
In the case of homogeneous Dirichlet boundary conditions, let ðGd Þnmðt; x; yÞ denote
the corresponding approximation of the Green function Gd deﬁned by








Again for d ¼ 1; let Gnm ¼ ðG1Þnm: Then for t ¼ ti ¼ iTm
1; when completing the











 s þ T=m; x; yÞ
½sðLmðsÞ;knðyÞ; unmðLmðsÞ;knðyÞÞÞF ðds; dyÞ
þ bðLmðsÞ; knðyÞ; unmðLmðsÞ;knðyÞÞÞdyds. ð2:21Þ
We then complete the process unmð:; xÞ by time linear interpolation and obvious
changes yield the explicit scheme for homogeneous Neumann boundary conditions.3. Convergence results for the discretization schemes
In this section, we study the speed of convergence for the d-dimensional space
scheme and then of the d-dimensional implicit and explicit space–time schemes. For
the sake of simplicity, we only write the proofs in the case of homogeneous Dirichlet
boundary conditions. The following result states that the solutions u, un; un;m and unm
exist and have bounded moments uniformly in n; m: The proofs for u can be found in
[14]; see also [4,3]. The arguments for the approximations are similar using (A.9),
(A.10), (A.13) and (A.14) and the version of Gronwall’s lemma in stated in [8]
Lemma 3.4.
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boundary conditions, and suppose that the coefficients s and b satisfy the conditions
(2.4) and (2.5); then Eq. (2.10) (resp. (2.14), (2.18) and (2.21)) has a unique solution u







Eðjuðt; xÞj2p þ junðt; xÞj2p þ jun;mðt; xÞj2pÞ þ junmðt; xÞj2pÞo1.
(3.1)
We now prove Ho¨lder regularity properties of the trajectories of u and un: Note that
for u, a similar result has been proved in [17] for the heat equation with free
boundary with a perturbation driven by a Gaussian process with a more general
space covariance; see also [3] for a related result in the case of a more general even
order differential operator.
Proposition 3.2. Suppose that the coefficients b and s satisfy the Lipschitz property
(2.5), that the initial condition u0 satisfies the homogeneous Dirichlet or Neumann
boundary condition.(i) Suppose furthermore that u0 2 C1
a2ðQÞ and fix T40: Then, for every p 2 ½1;þ1½;










 uðt; xÞj2pÞpCjt0 
 tjpð1
a=2Þ. (3.3)(ii) Suppose furthermore that u0 2 C2ðQÞ; then for every p 2 ½1;þ1½; there exists a














 unðt; xÞj2pÞpCjx0 
 xjpð2
aÞ. (3.5)Proof. The proofs of (3.2) and (3.3) can be adapted from Sanz-Sole´ and Sarra` [17]
(see also [3]), and are therefore omitted. For the sake of completeness, we sketch the
proof of (3.4). For every t40; let vnðt; xÞ ¼ R
Q
ðGdÞnðt; x; yÞu0ðknðyÞÞdy and wnðt; xÞ ¼
unðt; xÞ 
 vnðt; xÞ; where ðGdÞn is the fundamental solution of q=qt 
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ðGd Þnðs; x; yÞDnu0ðyÞdyds. (3.7)







 vnðt0; xÞjpCjt0 
 tj1
l. (3.8)
Computations similar to those used in [17], using Burkholder’s and Ho¨lder’s
inequalities with respect to suitable measures, (A.22)–(A.23) and (3.1), show the






 wnðt0; xÞj2pÞpCpjt0 
 tjpð1
a=2Þ. (3.9)
The inequalities (3.8) and (3.9) conclude the proof of (3.4). &
The ﬁrst convergence result of this section is that of un to u.
Theorem 3.3. Let s and b satisfy the conditions (2.4) and (2.6), u and un be the
solutions to (2.10) and (2.14) respectively, where the Green functions Gd and ðGdÞn are
defined with the homogeneous Neumann or Dirichlet boundary conditions on Q.(i) If the initial condition u0 belongs to C
3ðQÞ; then for every T40 and p 2 ½1þ1½;






aÞp. (3.10)(ii) If the initial condition u0 belongs to C
1
a2ðQÞ; then there exists n40 such that given







aÞp. (3.11)(iii) Finally, if u0 belongs to C0ðQÞ; then for all p 2 ½1;þ1½; as n !þ1;
supðt;xÞ2½0;T Q Eðjuðt; xÞ 
 unðt; xÞj2pj converges to 0, and the sequence unðt; xÞ
converges a.s. to uðt; xÞ uniformly on ½0; T   Q:Proof. As in [7], set vðt; xÞ ¼ R
Q
Gdðt; x; yÞu0ðyÞdy; vnðt; xÞ ¼
R
Q
ðGd Þnðt; x; yÞ 




2ðQÞ (and hence is bounded), using (4.1) and (A.9), we deduce that for any
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½jGd ðt; x; yÞ 
 ðGdÞnðt; x; yÞj ju0ðyÞj







If u0 2 C3ðQÞ; then since Gd (resp. ðGd Þn) is the fundamental solution of q=qt 
 D ¼ 0
(resp. q=qt 
 Dn ¼ 0), where Dn is deﬁned by (3.6), integrating by parts we deduce









ðGdÞnðs; x; yÞDnu0ðyÞdy: Hence jvðt; xÞ 
 vnðt; xÞjp
P3
i¼1 Aiðt; xÞ; where







½Gdðs; x; yÞ 












Since Du0 is bounded and ku0ð:Þ 
 u0ðknð:ÞÞk1 þ kDu0ð:Þ 
 Dnu0ðknð:ÞÞk1pCn
1; the




















































 s; x; yÞ 
 ðGd Þnðt 
 s; x; yÞÞ

 
















































 s; x; yÞ 
 ðGdÞnðt 








Burkholder’s inequality, (A.1), Ho¨lder’s inequality with respect to kGdðt 








 s; x; :Þjðn
ð2
aÞ=2 þ juðs; :Þ 








































The deterministic integrals are easier to deal with. Using Ho¨lder’s inequality with
respect to the measure jGðt 

















 s; x; yÞj
ðn
ð2





















The inequalities (3.15)–(3.20) imply that for any T40 and p 2 ½1;þ1½; there exists a















































This inequality together with (3.13) yield (3.10). If u 2 C1
a2ðQÞ; using again


























This inequality and (3.12) imply (3.11). Finally, let u0 2 C0ðQÞ and for any 40; let
u0; denote a function in C
3ðQÞ such that ku0 
 u0;k1p: Let u ¼ v þ w and un ¼
vn þ wn denote the previous decompositions of the solution u and its space
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 vn ðt; xÞj. ð3:22Þ



















Gronwall’s lemma concludes the proof of the theorem. &
We now prove the convergence of un;m and of unm to u
n as m !þ1:











a=2Þ. (3.23)(ii) If u0 2 CðQÞ; then supnX1 supt2½0;T  supx2Q junðt; xÞ 
 un;mðt; xÞj converges to 0 as









a=2Þ.(iii) The results of (i) and (ii) hold with unm instead of u
n;m if one requires that
n2T=mpqo 1
2
:Proof. We at ﬁrst study the term involving the initial condition. Let vnðt; xÞ ¼R
Q
ðGdÞnðt; x; yÞu0ðknðyÞÞdy; vn;mðt; xÞ ¼
R
Q
ðGdÞn;mðt; x; yÞu0ðknðyÞÞdy: Suppose at
ﬁrst that u0 2 C2ðQÞ and as in the proof of (3.23) in [8], for d ¼ 1 set
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 vnðt; xÞjp
P3



























The inequalities (3.27) and (3.28) in [8] imply that I2 þ I3pC m
12: Furthermore,































1; ½mt=T  ¼ 0 and the right-hand side of the previous inequality is 0. If
tXTm














































Hence for d ¼ 1; supnX1 supt2½0;T  supx2Q jvnðt; xÞ 
 vn;mðt; xÞjpC m

1
2; and an easy
argument shows that this inequality can be extended to any dX1: Furthermore, for




where ~B1ðtÞ and ~B4ðtÞare similar to B1ðtÞ and B4ðtÞ in the proof of (3.14) respectively,
replacing jðs; y; uðs; ðyÞÞÞ 
 jðs; knðyÞ; uðs;knðyÞÞÞ by jðs; knðyÞ; unðs;knðyÞÞÞ 

jðLmðsÞ;knðyÞ; unðs; knðyÞÞÞ; ~B2ðtÞ and ~B5ðtÞ are similar to B2ðtÞ and B5ðtÞ respectively,
replacing jðs; knðyÞ; uðs;knðyÞÞÞ 
 jðs; knðyÞ; unðs;knðyÞÞÞ by jðLmðsÞ;knðyÞ;
unðLmðsÞ;knðyÞÞÞ 
 jðLmðsÞ;knðyÞ; un;mðLmðsÞ;knðyÞÞÞ with j ¼ s or b, respectively,
and ﬁnally ~B3ðtÞ and ~B6ðtÞ are similar to B3ðtÞ and B6ðtÞ respectively, replacing
Gd 
 ðGdÞn by ðGdÞn 
 ðGd Þn;m: The argument is then similar to that used in the
proof of Theorem 3.3. The inequalities (2.7), (A.13), (3.1) and (3.4) provide an
upper estimate of ~B1; (4.37) and (3.1) give an upper estimate of ~B3 so that
~B1ðtÞ þ ~B3ðtÞpC m
ð1
a=2Þp: On the other hand, (A.14) and (2.7) show that for
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~B6ðtÞpCm












Thus, Gronwall’s lemma concludes the proof of (3.23). The rest of the proof of the
theorem, which is similar to that of Theorem 3.3 is omitted. &4. Reﬁned estimates of differences of Green functions
This section is devoted to prove some crucial evaluations for the norms of the
difference between Gd and its space discretizations ðGd Þn; ðGdÞn;m or ðGdÞnm; indeed, as
shown in the previous section, they provide the speed of convergence of the scheme.
We suppose again that these kernels are deﬁned in terms of the homogeneous
Dirichlet boundary conditions. Simple modiﬁcations of the proof yield similar
estimates for the homogeneous Neumann ones.
The main ingredient in the proofs will be the so-called Abel’s summation method,
which is a discrete ‘‘integration-by-parts’’ formula and is classically used in analysis
to evaluate non absolutely convergent series. More precisely:
Let ðanÞn2N; ðbnÞn2N be sequences of real numbers, A
1 ¼ 0 and An ¼
Pn
k¼0 ak if
















In particular, this technique will be employed repeatedly throughout the proofs with
x 20; 2½ and ak ¼ cosðkpxÞ; for which the corresponding sequence Ak satisﬁes the
property jAkjpC=j sinðpx2 Þj; or ak ¼ sinðkpxÞ; for which Ak satisﬁes a similar
inequality, and various monotonous sequences ðbkÞ; see [16] pp. 17–18 for a more
detailed account on the subject.
Lemma 4.1. There exists positive constants c, C, m such that for t40; nX2:
sup
x2Q
kGdðt; x; :Þ 










jGd ðt; x; yÞ 






kGdðt; x; Þ 
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kGdðt; x; :Þ 







kGdðt; x; :Þ 





2 supxkGdðt; x; :Þ 
 ðGdÞnðt; x; :Þkdt; where kk denotes either the kk1
or kkðaÞ norm, we ﬁrst deal with the case d ¼ 1 and ao1:
Case d ¼ 1 and ao1: As in Gyo¨ngy [7], write jGðt; x; yÞ 
 Gnðt; x; yÞjpP4
i¼1 Tiðt; x; yÞ; where





































To study the kkðaÞ norm of a non-negative function Rðt; x; :Þ; for x 2 ½0; 1 and i 2
f1; 2; 3g; let
AinðxÞ ¼ fy 2 ½0; 1 : jy 
 xjpin






1 and for x 2 ½0; 1; y; z 2 AinðxÞ; jy 
 zjp2in
1; furthermore,
kRðt; x; :Þk2ðaÞp2½kRðt; x; :Þ1A2nðxÞð:Þk
2
ðaÞ þ kRðt; x; :Þ1A2nðxÞc ð:Þk
2
ðaÞ.
SetAð1Þn ðxÞ ¼ fðy; zÞ 2 Q2 : jy 
 xj _ jz 
 xjp2n
1g;Að2Þn ðxÞ ¼ fðy; zÞ 2 Q2 : jy 
 xj _
ðx þ zÞp2n
1g; and Að3Þn ðxÞ ¼ fðy; zÞ 2 Q2 : jy 
 xj _ ð2
 x 
 zÞp2n
1g and for i ¼






Rðt; x; yÞjy 
 zj
aRðt; x; zÞdydz. (4.8)





iðt; xÞ: Let Bð1Þn ðxÞ ¼ fðy; zÞ 2 Q2 : 2n
1pjy 

xj ^ jz 
 xj; jy 
 zjp2n
1g and Bð2Þn ðxÞ ¼ fðy; zÞ 2 Q2 : 2n
1pjy 
 zj ^ jy 
 xj ^ jz 
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Rðt; x; yÞjy 
 zj
aRðt; x; zÞdydz. (4.9)





ðiÞðt; xÞ: These notations will be used repeatedly
throughout the proof for various functions R.






























































In order to bound the kkðaÞ norm of T2ðt; x; :Þ for tXgn
2; let N1ðnÞ ¼ ½
ﬃﬃﬃ
n
p ; N2ðnÞ ¼
½n=2 and N3ðnÞ ¼ n 
 1: Then T2ðt; x; yÞp
P3
i¼1 T2;iðt; x; yÞ; where T2;1ðt; x; yÞ ¼P½ ﬃﬃnp 





j ðtÞjjðxÞjjðyÞj: The inequal-










ct: Furthermore, supfT2;1ðt; x; yÞ;







For l 2a; 1½ and m 20; 1
 l½; using (4.12) and (4.11) with A ¼ 0; we have for
tXgn






ðlþmÞ: Similar computations for integrals over the sets AðiÞn ðxÞ












cn2tna: For ðy; zÞ 2 Bð2Þn ðxÞ; let
Iðy; zÞpMðy; xÞpSðy; zÞ denote the ordered values of jx 
 yj; jy 























We now estimate T2;2: Let C040 be a ‘‘large’’ constant to be chosen later on,
suppose that tXC0n
2: For ﬁxed n, t and j 2 ½½
ﬃﬃﬃ
n
p  þ 1; ½n=2; set fðjÞ:¼Dnj ðtÞ: Then
f0ðjÞ ¼ 2jp2t exp½
j2p2tð1
 cðjp=2nÞÞ; where for p=ð2 ﬃﬃﬃnp Þpupp=4 one sets
cðuÞ:¼ sinð2uÞ=ð2uÞ exp½4n2tðu2 
 sin2 uÞ: Hence, to apply Abel’s summation method,
we have to compare cðuÞ and 1.
Using Taylor’s expansion of the functions sine and exponential, we deduce that
there exists a positive constant C1 such that if ~C1 ¼ ð2C1=pÞ2; for C0 large enough,
the map j 7!fðjÞ decreases on ½½ ﬃﬃﬃnp ; ½n=2 for tX ~C1=n: Let t 2 ½C0=n2; ~C1=n: Then







and decreases on ½½2C1=ðp
ﬃﬃ
t
p Þ þ 1; ½n=2: For t 2 ½C0=n2; ~C1=n T2;2ðt; x; yÞpP2
i¼1 T2;2;iðt; x; yÞ; where one set Bi ¼ 2Ci=p and
T2;2;1ðt; x; yÞ ¼
X½B2= ﬃtp 





























For tX ~C1=n; let T2;2;1ðt; x; yÞ ¼ T2;2ðt; x; yÞ:Using (4.12) we deduce that for tXC0=n2
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for any A 2











































The inequalities (4.17) applied with b ¼ 1
2
and b ¼ 1; respectively and (4.16) imply
that for l 20; a½ and m 20; 1











Similar computations for the integrals over the sets AðiÞn ðxÞ; i ¼ 2; 3 imply that the
same upper estimates hold for T
ðiÞ





































For t 2 ½C0=n2; ~C1=n (4.18) and (4.12) yield that for A 2 ½0; 1; l 20; a½; m 20; 1½ and








2Þn: Proceeding as for the
estimates of T¯
ðiÞ






















2;2;2ðt; xÞ and (4.20) imply that for g large






























Thus (4.14), (4.15) and (4.21) yield for l 21; 3
2
½; n 2a; 1½ and tXgn





























Furthermore, set AðlÞ:¼½0; 1 \ ð½ðl 
 1Þ=n; ðl þ 2Þ=n [ ½0; ð2
 lÞþ=n [ ½ð2
 ðl þ
2Þ=nÞ ^ 1; 1Þ: Then dxðAðlÞÞpCn
1: The study of the monotonicity of the function
H deﬁned by HðzÞ ¼ z exp½
4n2t sin2ðzp=ð2nÞÞ and Abel’s summation method yield
for large enough g; tXgn





















1 þ jy þ ð2l þ 1Þ=ð2nÞj
1 þ j2n 
 y 
 ð2l þ 1Þ=ð2nÞj
1: Then, using the par-










2 and l 20; 1½ there exists a constant C40 such that for every
l 2 f0; . . . ; n 






2l: Furthermore, when tXgn
2 separate estimates in the cases
y; zeAðlÞ and either jy 
 zjpn
1 or jy 
 zjXn
1 yield that given n 20; a=2½; there
exists a constant C40 such that for every l 2 f0; . . . ; n 
 1g and x 2 ½l=n; ðl þ 1Þ=n;






2 Þ: These inequalities imply that
for tXgn









Estimates of T4: We suppose that x ¼ l=n; 1plpn 
 1: The general case is easily
deduced by linear interpolation. For k=npypðk þ 1Þ=n; 0pkpn 
 1; one has
knðyÞ ¼ k=n and using (A.7), we deduce T4ðt; x; yÞpCn
1½t
1 þ 1e
ct: Let BðlÞ:¼fu 2
½0; 1; jl=n 
 ujp1=n or l=n 
 up1=n or 2
 l=n 
 up1=ng; as usual, dxðBðlÞÞpcn
1:
Let then C1ðlÞ:¼fy 2 ½0; 1; 9u 2 BðlÞ \ ½knðyÞ; yg and for i ¼ 1; 2; let ~CiðlÞ:¼fz 2
½0; 1; 9y 2 C1ðlÞ; jy 
 zjpi=ng: Then dxð ~CiðlÞÞpCn
1 and for ye ~C1ðlÞ; one has jy 

xj ^ ðy þ xÞ ^ ð2
 x 
 yÞXn
1: Computations similar to that made to estimate T3
yield for l 20; 1½ the existence of a constant C40 such that for every l 2 f0; . . . ; ng;
and y 2 ~C2ðlÞ;T4ðt; l=n; yÞpCn
lð1þ t
1þl2 Þe










1: An argument similar
to that proving (4.23) and (4.24) implies that for l 20; 1½ and n 20; a=4½; there exists



























On the other hand, since j ! e
j2p2t decreases, Abel’s summation method yields
T1ðt; x; yÞpCe
cn2t½1=j sin p x
y2
& 'j þ 1=j sin p xþy
2









Given l 2a; 1½; m 20; 1½ and tXgn
2; computations similar to the previous ones







The inequalities (4.28), (4.13) with A ¼ 2; l ¼ 1
2




ct imply the existence of c; C40; l 20; 1½ such that for t40;
sup
x2½0;1
kGðt; x; :Þ 







which implies (4.1) for d ¼ 1 with m ¼ 1: The inequalities (4.28), (4.13) with A ¼ 2
and l ¼ 1
2
; (4.23) and (4.25) with l¯ ¼ 1
2
imply that for some m 20; 1
2
½ there exists a
constant C40 such that for every tXgn
2 with g40 large enough, one has
sup
x2½0;1
kGðt; x; :Þ 







On the other hand, the inequalities (4.29), (4.22), (4.24) and (4.26) imply that for
n 20; a=4½; l 21; 3
2
½; m 2a; 1½; there exist positive constants C and ~C1 such that for
tXgn
2 with g40 large enough, one has
sup
x2½0;1
kGðt; x; :Þ 





























which proves (4.1)–(4.3) for d ¼ 1:
The general case. We extend the inequalities (4.30), (4.31) and (4.32) to any
dimension d. We use the fact that for any dX2; we have jGd ðt; x; yÞ 








jGðt; xj ; yjÞj
 !
jGðt; xi; yiÞ 
 Gnðt; xi; yiÞj
Yd
j¼iþ1
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kGdðt; x; :Þ 








Using (4.4) and integrating (4.34) with respect to t on ½g n
2;þ1½ we obtain (4.2).
Finally, for 1pkpd 
 1 set ak ¼ a2
k and set ad ¼ ad
1; then using (4.33), (2.2),
(A.1), (A.11) and (4.32), we deduce that for a 20; 2½; C140; l 2a; 1½; m 21; 32 ½; n 2
0; ad=4½ and for tXgn
2 for g40 large enough
sup
x2Q
kGd ðt; x; :









j¼1 ajkGðt; xi; :Þ 






















Integrating on ½g=n2;þ1½ and using (4.5), we deduce (4.3). &
We now estimate the norm of the difference ðGdÞn and ðGdÞn;m:







½jðGdÞnðt; x; yÞ 
 ðGd Þn;mðt þ Tm
1; x; yÞj
þ jðGdÞnðt; x; yÞ 







½kðGdÞnðt; x; Þ 
 ðGdÞn;mðt þ Tm
1; x; Þk2ðaÞ
þ kðGdÞnðt; x; :Þ 
 ðGdÞnmðt; x; :Þk2ðaÞdtpCm
1þa=2. ð4:37Þ
Proof. We only prove these inequalities for Gn 
 Gn;m and we at ﬁrst suppose that
d ¼ 1: Let G¯n;m ¼ Gn 
 ~Gn;m and G¯n;m ¼ Gn;m 











j tjnj ðxÞjjðknðyÞÞ. (4.38)
Then (A.20) and (A.21) provide upper estimates of the norms of G¯
n;m
: Similar
computations prove that the same upper estimates hold for the norms of G¯
n;m
; i.e.,
for l 20; 1
2
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1 we estimate separately
the norms of ~G
n;mðt; x; :Þ and ~Gn;mðt; x; :Þ: The inequalities (A.16) and (A.17) provide








for c40; and j ~Gn;mðt; x; yÞjpCðn ^ ﬃﬃﬃﬃmp Þ: Hence the
arguments used in the proof of Lemma A.5 yield that for any ~c40 there exists a
constant C40 such that for t 20; ~cT=m;
sup
x2½0;1
k ~Gn;mðt; x; :Þ 




k ~Gn;mðt; x; :Þ 




Furthermore, if t 2 ½ ~cTm
1; T ; j ~Gn;mðt; x; yÞ 
 ~Gn;mðt; x; yÞjp ~Tðt; x; yÞ ¼ ~T1ðt; x; yÞ þ





n;mðtÞjnj ðxÞjjðknðyÞÞj; where A1n;mðtÞ ¼
½expðð½mt
T






þ1Þ and A2n;mðt; xÞ ¼ ½expðlnj tÞ 
 expðð½mtT  þ
1Þlnj T=mÞ: Using Abel’s summation method, we have for i ¼ 1; 2; tX ~cm for ~c large
enough, x ¼ l=n and knðyÞ ¼ k=n; j ~Tiðt; x; yÞjpC Tmt ½1=jx 
 knðyÞj þ 1=ðx þ knðyÞÞ þ
1=ð2
 x 
 knðyÞÞ: Furthermore, j ~Tðt; x; yÞjpCðn ^
ﬃﬃﬃﬃ
m
p Þ: These inequalities yield
that for tX~cT=m for large enough ~c and l 20; 1½;
k ~Tðt; x; :Þk1pCt
1þlm
1þ3l=2. (4.42)
For m 2a; 1½; n 20; 1
 m½ and b ¼ mþ n 2a; 1½; using the setsAðiÞ
n^ ﬃﬃﬃmp ðxÞ for ip3 and
B
ðjÞ
n^ ﬃﬃﬃmp ðxÞ for j ¼ 1; 2 and the fact that 1=np1=ðn ^ ﬃﬃﬃﬃmp Þ; we deduce that given ~c
large enough, there exists constants c; C40 such that for every t 2 ½~cT=m; T :








For d ¼ 1; the inequalities (A.20), (4.39), (4.40) and (4.42) imply the existence of
l 20; 1
2









while the inequalities (A.21), (4.39), (4.41) and (4.43) yield the existence of b 2













Let ak ¼ a2k for 1pkpd 
 1 and ad ¼ ad
1: The inequalities (4.44) for d ¼ 1; (A.9)
and (A.13) yield (4.44) for any d, while (4.45) for d ¼ 1; (A.11) and (A.14) yield
(4.45) for any d. Integrating with respect to t we deduce the inequalities (4.36) and
(4.37). &
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In order to study the inﬂuence of the correlation coefﬁcient a of the Gaussian
noise on the speed of convergence, we have implemented in C the implicit
discretization scheme un;m in the case of homogeneous boundary conditions in
dimension d ¼ 1 for Eq. (2.16).
To check the inﬂuence of the time mesh, we have ﬁxed the space mesh n
1 with
n ¼ 500 and taken the smallest time mesh m
10 with m0 ¼ 20 736: Using one
trajectory of the noise F, we have approximated by the Monte-Carlo method eðmiÞ ¼
Eðjun;m0ð1; 0:5Þ 
 un;mi ð1; 0:5Þj2Þ and e^ðmiÞ ¼ supx2½0;1 Eðjun;m0 ð1; xÞ 
 un;mi ð1; xÞj2Þ for
13 divisors mi of m0; ranging from m1 ¼ 854 to m13 ¼ 144: These simulations have
been done for various values of a; including the case of the space–time white noise.












i for this choice of n and mi: Thus, we have
computed the linear regression coefﬁcients cðtÞ and dðtÞ (resp. c^ðtÞ and d^ðtÞ) of
lnðeðmiÞÞ (resp. of lnðe^ðmiÞÞ), i.e., of the approximation of lnðeðmiÞÞ by cðtÞ lnðmiÞ þ
dðtÞ as well as the corresponding standard deviation SD (resp. ^SD) for K ¼ 3200
Monte-Carlo iterations in the case sðxÞ ¼ 0:2x þ 1 and bðxÞ ¼ x þ 2:
The study of the inﬂuence of the space mesh is done in a similar way; we ﬁx the
time mesh m
1 with m ¼ 32 000 and let the smallest space mesh n0 ¼ 432: Again
for various divisors of n0; using one trajectory of the noise F we have approximated
ðniÞ ¼ Eðjun0;mð1; 0:5Þ 
 uni ;mð1; 0:5Þj2Þ and ~ðniÞ ¼ Eðjun0;mð1; 0:5Þ 
 uni ;mð1; 0:5Þj2Þ
for the 7 divisors ni of n0 ranging from 72 to 12. Assuming that u
n0;m is close









aÞi for this choice of ni and m. Thus, we have computed the
linear regression coefﬁcients gðxÞ and dðxÞ (resp. g^ðtÞ and d^ðtÞ) of lnððniÞÞ
(resp. of lnð^ðniÞÞ), i.e., of the approximation of lnððniÞÞ by gðxÞ lnðniÞ þ dðxÞ
as well as the corresponding standard deviation SD (resp. ^SD) for K ¼ 3200
iterations in the case sðxÞ ¼ 1 and bðxÞ ¼ 2x þ 3: Both sets of results are summarized
as follows:a Theoretical cðtÞ SD c^ðtÞ ^SD







xWhite noise 0.5 0.6665 0.0063 0.6330 0.0108
0.9 0.55 0.6954 0.0121 0.6853 0.0130
0.8 0.6 0.7548 0.0098 0.7203 0.0134
0.7 0.65 0.7512 0.0089 0.7508 0.0186
0.6 0.7 0.8158 0.0143 0.8007 0.0090
0.5 0.75 0.8826 0.0144 0.8512 0.0089
0.4 0.8 0.8987 0.0100 0.9112 0.0113
0.3 0.85 0.9592 0.0117 0.9135 0.0117
0.2 0.9 0.9891 0.0116 0.9563 0.0147
0.1 0.95 1.1797 0.0114 1.0219 0.0120




xWhite noise 1.0 1.2513 0.0346 1.2504 0.0268
0.9 1.1 1.3467 0.0340 1.3361 0.0201
0.8 1.2 1.4347 0.0336 1.4251 0.0211
0.7 1.3 1.5460 0.0305 1.5050 0.0298
0.6 1.4 1.5869 0.0210 1.5859 0.0274
0.5 1.5 1.6714 0.0280 1.6671 0.0272
0.4 1.6 1.7704 0.0283 1.7259 0.0259
0.3 1.7 1.8381 0.0280 1.7911 0.0232
0.2 1.8 1.8978 0.0274 1.8503 0.0208
0.1 1.9 1.9236 0.0208 1.9054 0.0229Finally, since our method applies in the case of non-linear coefﬁcients, we have
performed similar computations for eðmiÞ; e^ðmiÞ; ðnjÞ and ^ðnjÞ for 1pip13 and
1pjp7 with K ¼ 3000 iterations in the case sðxÞ ¼ bðxÞ ¼ 1þ 0:2 cosðxÞ: The
corresponding results are summarized as follows:a Theoretical cðtÞ SD c^ðtÞ ^SD







xWhite noise 0.5 0.4915 0.0602 0.5200 0.0431
0.8 0.6 0.5550 0.0449 0.6070 0.0496
0.5 0.75 0.7244 0.0176 0.7947 0.0431
0.2 0.9 0.8607 0.0225 0.8571 0.0429a Theoretical gðxÞ SD g^ðxÞ ^SD







xWhite noise 1.0 1.0278 0.0790 0.8263 0.1056
0.8 1.2 1.3628 0.0830 1.1276 0.0684
0.5 1.5 1.5626 0.0710 1.5507 0.0686
0.2 1.8 1.7351 0.0708 1.4875 0.0768In this semi-linear case, the speed of convergence is worse and the precision is less
than in the previous linear case.
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We start this section with some results concerning the Green kernel Gd in arbitrary
dimension dX1: As in the previous sections, we will suppose that Gd and its
discretized versions are deﬁned with the homogeneous Dirichlet conditions on dQ;
all the results stated remain true for the Neumann ones.
Lemma A.1. Let dX1 and a 20; 2 ^ d½: There exists some constant C40 depending







kGdðt; x; Þ 








 s; x; Þ 
 Gdðt 








 s; x; Þk2ðaÞ dspCjt0 
 tj1
a=2. (A.4)







1Þ if jx 
 yjXjy 





a if jx 
 yjpjy 




















We now prove (A.2) and set x0 ¼ x þ v: Then, for 0otpjvj2; we have
kGdðt; x; Þ 
 Gdðt; x0; Þk2ðaÞp2½kGdðt; x; Þk2a þ kGd ðt; x0; Þk2a.
The change of variables deﬁned by x 
 y ¼ jvjZ; x 
 z ¼ jvjx and t ¼ jvj2s in the ﬁrst
integral (and a similar one with x0 instead of x in the second one), combined with
(A.1), yieldsZ jvj2
0
kGd ðt; x; Þ 































On the other hand, if tXjvj2; for every j 2 f1; . . . ; dg; we use the following well-






jGd ðt; x; yÞ 





j¼1jGðt; xj ; yjÞjÞjGðt; xi; yiÞ 
 Gðt; x0i; yiÞj 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such that via0; the change of variables xj 
 yj ¼ viZj ; xj 
 zj ¼ vixj for jpi; x0j 

yj ¼ viZj ; x0j 
 zj ¼ vixj for jXi þ 1; and t ¼ v2i s yieldZ þ1
jvj2
kGd ðt; x; Þ 

































Splitting again the integrals between fjxj 
 ZjjpjZjjg and fjxj 
 ZjjXjZjjg for jai and
fjxi 
 ZijpjZi þ ljg and fjxi 
 ZijXjZi þ ljg yieldsZ þ1
jvj2
kGdðt; x; Þ 







This completes the proof of (A.2). On the other hand, (A.3) is obtained using similar
arguments and the change of variables deﬁned by t 











x (where h ¼ t0 
 t40), Taylor’s formula and the estimate








We recall the following well-known set of estimates. The proofs can be found in
[18] for d ¼ 1 and are easily deduced for any dX2: By convention set Gdðt; x; yÞ ¼ 0
if tp0:




jGdðt; x; yÞ 







 s; x; yÞ 
 Gd ðt0 
 s; x; yÞjdydspCjt0 
 tjm. (A.6)
The following technical results are needed to obtain reﬁned estimates for the
discretized kernels Gn and Gn;m: The proofs, based on simple comparison between
series and integrals for piecewise monotone functions, are omitted.
Lemma A.3. For any cX0 there exists a constant C40 such that, for KX0; b 2 ½0; 1½;












































The following lemma bounds the kk1 and kka norms of ðGd Þnðt; x; :Þ:






















Proof. It sufﬁces to check these inequalities for x ¼ l=n; 0plpn: We at ﬁrst prove
them for d ¼ 1: Using Abel’s summation method, we have, since j 7
!lnj ¼

4n2sin2ðjp=2nÞ is decreasing, for k ¼ knðyÞ;
















and t40; (A.9) and (A.7) with b ¼ 0; J0 ¼ 1 yield (A.9) for d ¼ 1: Let
AinðxÞ be the sets deﬁned by (4.7) and for 0plpn; set DðiÞn ðlÞ ¼ Ainðl=nÞ: Then
dxðDðiÞn ðlÞÞpC=n and, if yeDð3Þn ðlÞ; one has jx 
 knðyÞjX 23 jx 
 yj; jx þ knðyÞjX 23 jx þ
yj and similarly, if yeDð2Þn ðlÞ; jx 
 knðyÞjX 12 jx 
 yj; jx þ knðyÞjX 12 jx þ yj: Thus, for
every nX1 and 0plpn; kGnðt; l=n; :Þk2ðaÞpCðT1 þ T2 þ T3Þ; where Ti; 1pip3 is the
integral ofjGnðt; l=n; yÞj jy 
 zj
ajGðt; l=n; zÞj respectively on the set A1 ¼ fðy; zÞ : y 2
Dð2Þn ðlÞ; z 2 Dð2Þn ðlÞg; A2 ¼ fðy; zÞ : y 2 Dð2Þn ðlÞc; z 2 Dð2Þn ðlÞc; jy 
 zjpn
1g and A3 ¼
fðy; zÞ : y 2 Dð2Þn ðlÞc; z 2 Dð2Þn ðlÞc; jy 
 zjXn
1g: Thus, using (A.7) and (A.12), we
deduce upper estimates of Ti for 1pip3 which imply (A.10) when d ¼ 1:
Again, to prove (A.11), it sufﬁces to show that sup0plpnkGnðt; l=n; :Þk2ðaÞpCe
ctna:
Using the sets Ai; 1pip3; the inequality (A.12), the crude estimate
jGnðt; x; yÞjpCne





1 and jy 
 zj
a2 the largest norm by the smallest one, a similar






Since ðGdÞnðt; x; yÞ ¼
Qd
i¼1 G
nðt; xi; yiÞ; (A.9) for d ¼ 1 immediately yields (A.9) for
any d. For dX2; and 1pipd 
 1; set ai ¼ a2
i and set ad ¼ ad
1: Then using (2.2),
the inequality (A.10) (resp. (A.11)) for d ¼ 1; we deduce (A.10) (resp. (A.11)) for
every d. &
We now prove a similar result for the norms of ðGd Þn;mðt; x; :Þ:
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2
½ and b 2a; d ^ 2½; there exist positive constants c and C
















Proof. For mX1; set ðG¯dÞn;mðt; x; yÞ :¼ðGd Þn;mðt; x; yÞ 
 ð ~GdÞn;mðt; x; yÞ; where

















j ~Gn;mðt þ Tm
1; x; yÞjpCðn ^ ﬃﬃﬃﬃmp Þe
ct and Abel’s summation method yields that for
x ¼ l=n and knðyÞ ¼ k=n: j ~Gm;nðt þ Tm
1; x; yÞjpCe
ct½1=jx 
 knðyÞj þ 1=ðx þ
knðyÞÞ þ 1=ð2
 x 




; lnð1þ ðT=mÞ4n2 sinðjp=2nÞÞX
Cj2Tm
1: Using (A.7) we deduce j ~Gn;mðt þ Tm





12Þ: Thus, repeating the arguments used to prove (A.9)–(A.11) we deduce
that for l40; 0oaobod ^ 2;
sup
x2Q





k ~Gn;mðt; x; :Þk2ðaÞpCe
ct½ð1þ t




We ﬁnally give an upper estimate of the norms of ðG¯d Þn;mðt; x; :Þ and suppose thatﬃﬃﬃﬃ
m
p on: Using (A.8) we deduce the existence of positive constants c; C such that for






ð½mtT þ1Þ dy: Hence for
tp2Tm
1; since ½mt=T  ¼ 1 or 2, for x; y 2 Q; jG¯n;mðt; x; yÞjp ﬃﬃﬃﬃmp pt
12 while for
tX2Tm











jG¯n;mðt; x; yÞjpCð1þ t
1=2Þ. (A.18)





 decreases and ð1
 Tln ﬃﬃﬃmp =mÞ
ð½mtT þ1ÞpCe
cTm:
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2
½; there exists
C40 such that for t 20; T ½;
sup
x2Q
kG¯n;mðt; x; :Þk1pCð1þ t
lÞ. (A.20)





; or x þ zpi ﬃﬃﬃﬃmp ; or 2
 x 

zpi ﬃﬃﬃﬃmp g: Then since nX ﬃﬃﬃﬃmp ; for yeD¯3mðlÞ we deduce that jx 
 knðyÞX 12 jx 
 yj; jx þ
knðyÞX 12 jx 
 yj and j2
 x 
 knðyÞX 12 jx 
 yj: Hence, the arguments used to prove





















Hence (A.21) and (A.17) imply that (A.14) holds for d ¼ 1: Finally, as in the proof of
Lemma A.4, (A.13) and (A.14) hold for any dX1: &
We ﬁnally prove upper estimates for the norms of time increments of ðGd Þn and set
by convention ðGd Þnðt; x; :Þ ¼ 0 if tp0:










 s; x; :Þ 
 ðGdÞnðt þ h 











 s; x; :Þ 
 ðGdÞnðt þ h 
 s; x; :Þk2ðaÞ dspCh1
a=2.
(A.23)






 s; x; yÞj dydspC R h0 s
l dspCh1










2 and that d ¼ 1: Then by (A.7), jGnðs; x; yÞjpCð1þ s
12Þ: Then
using (A.12) and proceeding as in the proof of (A.11), replacing the sets AinðxÞ
















g; since we have assumed that n





ct: Let ak ¼ a2
k for 1pkpd 
 1 and ad ¼ ad
1; using the
inequality (2.2), we deduce that for sXn





this inequality and (A.24) imply
R tþh
t
kðGdÞnðt þ h 









a2; which yields (A.23). To complete the proof of (A.22) and
(A.23), set t0 ¼ t þ h and consider the integrals on the interval ½0; t½: Then for d ¼ 1
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2hsin2ðjp2nÞjjðxÞjjðknðyÞj: Thus (A.7) implies the existence of C40 such that for
any nX1 and x ¼ ln
1; R t0 RQ jGnðt 
 s; x; yÞ 
 Gnðt0 
 s; x; yÞjdy dspCPn
1j¼1 j
2








ðkGnðs; x; :Þk2ðaÞ þ jGnðs þ h; x; :Þk2ðaÞÞdspCh1
a=2. (A.25)








4n2t0sin2ðjp=2nÞÞ: Then the arguments used to estimate F2ðxÞ and then
jT2ðt; x; yÞj in the proof of Lemma 4.2 show that there exists C40 such that for any
s 2 ½~ch; T ; x ¼ ln










 knðyÞj þ 1=ðx þ knðyÞÞ þ 1=ð2
 x 












sÞ: Using again the sets







~ch kGnðs; x; :Þ 




This inequality and (A.25) yield (A.23) for d ¼ 1: We extend the lemma in any
dimension dX1as in the proof of Lemma A.4. &References
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