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TRACE FORMULAE OF POTENTIALS FOR DEGENERATE
PARABOLIC EQUATIONS
MUKHTAR KARAZYM AND DURVUDKHAN SURAGAN
Abstract. In this paper, we analyze main properties of the volume and layer po-
tentials as well as the Poisson integral for a multi-dimensional degenerate parabolic
equation. As consequences, we obtain trace formulae of the heat volume poten-
tial and the Poisson integral which solve Kac’s problem for degenerate parabolic
equations in cylindrical domains.
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1. Introduction
The layer potential method (or potential theory) for parabolic equations has a long
history (see, e.g. [1]) and it has been intensively applied to solve initial and initial-
boundary value problems of parabolic partial differential equations throughout the
last decades. To construct the method, elements of the potential theory, namely, the
(heat) volume potential/Poisson integral , the single layer potential and the double
layer potential play a key role. Although many of the basic ideas of the potential
theory already exist and are intensively being studied, still specific (nonclassical)
partial differential equations are required for their development and new approaches.
In [9], the author studied the following one-dimensional degenerate-type parabolic
equation in the semi-infinite domain
∂u(x, t)
∂t
− a(t)∂
2u(x, t)
∂x2
= f(x, t), x > 0, t > 0, (1.1)
where f(x, t) is bounded in the strip R× [0, T ], 0 < T <∞.
Here the coefficient a(t) satisfies one of the following two assumptions:
i. a(t) is nonnegative and becomes zero only at isolated points;
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ii. A function a1(t) defined by
a1(t) :=
t∫
0
a(z) dz
is positive for all t > 0, allowing a(t) to be negative in an interval.
In particular, the author obtained solutions of the initial boundary value problems
for equation (1.1) by using the potential theory.
The goal of the present paper is to construct the potential theory for the multi-
dimensional version of the degenerate parabolic equation (1.1) and to analyse its
consequences. To achieve this aim, first by using the Fourier transform we find the
fundamental solution of the multi-dimensional degenerate parabolic equation in an
explicit form. Then we develop “degenerate” potential theory, which is based on a
use of the explicit representation of the fundamental solution for analysing, in this
setting, a complete parallel of the classical heat potential and regularity theory. Note
that our ideas are also closely related to the recent development on the potential
theory of hypoelliptic differential equations (see [10, Chapter 11]).
Thus, in this paper, we present “degenerate” versions of the volume (heat) poten-
tial, the Poisson integral, the double and single layer potentials. In addition, their
main properties will be discussed in details. As consequences, we consider Cauchy
problems and initial-boundary value problems in cylindrical domains.
Moreover, we are also interested in the question that what boundary condition can
be put on the “degenerate” volume potential (and Poisson integral) on the lateral
boundary of the cylindrical domain so that the degenerate parabolic equation with
this boundary condition would have a unique solution in the cylindrical domain, which
is still given by the same formula of the “degenerate” volume potential (and Poisson
integral, correspondingly). In turn, it allows finding the trace of the “degenerate”
volume potential (and Poisson integral) to the lateral boundary of the cylindrical
domain. So, in the present paper, boundary conditions for the “degenerate” volume
potential and Poisson integral are established. The obtained boundary conditions are
nonlocal in the space variables. In the one-dimensional case, this problem was studied
in [11]. The multi-dimensional version gives a new insight, that is, the constructed
new (nonlocal) initial-boundary value problem can serve as an example of an explicitly
solvable initial-boundary value problem in any cylindirical domain (with a smooth
lateral surface) for the degenerate parabolic equation.
Note that the origin of the question goes back to M. Kac’s lecture [3] (cf. [5] and
[6]). Therefore, the analogical questions for the elliptic and hypoelliptic cases are
called Kac’s problems. For discussions in this direction, we refer [10, Chapter 11] as
well as references therein.
The brief outline of the paper is as follows: in Section 2, we discuss Cauchy prob-
lems for the multi-dimensional degenerate parabolic equation and find its fundamental
solution explicitly. We prove the existence and uniqueness theorems for the Cauchy
problems. In Section 3, we analyse layer potentials, in particular, we obtain conti-
nuity results and jump relations. Finally, in Section 4, we present trace formulae for
the volume potential and Poisson integral.
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2. Fundamental solution and Cauchy problems
We consider the degenerate parabolic equation
♦au(x, t) :=
∂u(x, t)
∂t
− a(t)∆xu(x, t) = f(x, t), (2.1)
posed in a cylindrical domain (x, t) ∈ Ω × (0, T ), 0 < T < ∞, where the domain
Ω is bounded in Rn, n ≥ 2, with Lyapunov boundary ∂Ω ∈ C1+λ, 0 < λ < 1, f is
any given function. Here and throughout this paper the coefficient a(t) ∈ L1[0, T ] is
defined in [0, T ] and satisfies one of the following two assumptions:
(a) a(t) is nonnegative and becomes zero only at isolated points;
(b) A function a1(t) defined by
a1(t) :=
t∫
0
a(z)dz
is positive for all t > 0, allowing a(t) to be negative in an interval.
In our computations, we also use a function b(t, τ) defined by the formula
b(t, τ) :=
t∫
τ
a(z)dz = a1(t)− a1(τ), (b(t, 0) = a1(t)).
Note that if a(t) satisfies the assumption (a), then b(t, τ) is positive for all t > τ > 0.
First of all, we present the fundamental solution of equation (2.1) by using the
Fourier transform in an explicit form.
Lemma 2.1. Under the assumption (b) the fundamental solution of equation (2.1)
can be represented as
εn,b(x, t) := εn
(
x, a1(t)
)
=
θ(t)e
−
|x|2
4a1(t)(
4pia1(t)
)n
2
, (x, t) ∈ Rn × R, (2.2)
where εn is the fundamental solution of the standard heat operator, θ is the Heaviside
function and |x| =
√
x21 + ... + x
2
n is the usual Euclidean norm.
Proof of Lemma 2.1. Consider the equation
∂ε(x, t)
∂t
− a(t)∆xε(x, t) = δ(x)δ(t), (x, t) ∈ Rn × R, (2.3)
where δ is the Dirac distribution. Under the assumption (b) the fundamental solution
of equation (2.1) can be explicitly found by using the Fourier transform. So, applying
the Fourier transform Fx to equation (2.3), we obtain that
∂ε˜(ξ, t)
∂t
+ a(t)|ξ|2ε˜(ξ, t) = 1(ξ)δ(t), (ξ, t) ∈ Rn × R, (2.4)
where
ε˜(ξ, t) = Fx[ε](ξ, t) =
∫
Rn
ε(x, t)ei〈ξ,x〉dx, (i2 = −1),
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1(ξ) is the identity function in Rn and the inner product in Rn is denoted by 〈·, ·〉.
The solution of equation (2.4) is
ε˜(ξ, t) = θ(t)e−|ξ|
2a1(t), (ξ, t) ∈ Rn × R.
Applying the inverse Fourier transform and its properties to the solution of equation
(2.4), we obtain (2.2). This completes the proof. 
Note that the assumption (a) is the special case of the assumption (b).
With substitution of the variables ξi =
xi
2
√
a1(t)
, i = 1, ..., n, we have∫
Rn
εn,b(x, t)dx =
1(
4pia1(t)
)n
2
∫
Rn
e
−
|x|2
4a1(t)dx
=
n∏
i=1
1
pi
n
2
∫ ∞
−∞
e−ξ
2
i dξi = 1, t > 0.
(2.5)
Moreover, the fundamental solution εn,b(x, t) has the property
εn,b(x, t)→ δ(x) with t→ 0+, (2.6)
for all x ∈ Rn.
Let us show (2.6). Let ψ be an infinitely many times differentiable function in Rn
with compact support. Then by using the polarization formula∫
Rn
f˜(|x|)dx = ωn
∫ ∞
0
f˜(r)rn−1dr,
where f˜ is any integrable function in Rn, ωn =
2pi
n
2
Γ
(
n
2
) and by using the mean value
theorem, we obtain∣∣∣∣
∫
Rn
εn,b(x, t)
(
ψ(x)− ψ(0))dx∣∣∣∣ ≤ A(
4pia1(t)
)n
2
∫
Rn
e
−
|x|2
4a1(t) |x|dx
=
Aωn(
4pia1(t)
)n
2
∫ ∞
0
e
− r
2
4a1(t) rndr =
2Aωn
√
a1(t)
pi
n
2
∫ ∞
0
e−u
2
undu
= 2A
√
a1(t),
where A is a positive constant. Since the function a1(t) is continuous and nonnegative
in [0, T ], by virtue of (2.5) , we obtain (2.6), that is,(
εn,b(x, t), ψ(x)
)
:=
∫
Rn
εn,b(x, t)ψ(x)dx = ψ(0)
∫
Rn
εn,b(x, t)dx
+
∫
Rn
εn,b(x, t)
(
ψ(x)− ψ(0))dx→ (δ(x), ψ(x)) := ψ(0), as t→ 0 + .
Let εn,a(x− ξ, b(t, τ)) := εn(x− ξ, a1(t)− a1(τ)).
Since under the assumption (a) we have b(t, τ) > 0 for all t > τ > 0, it is easy to
check that ∫
Rn
εn,a(x− ξ, b(t, τ))dξ = 1, t > τ > 0, x ∈ Rn. (2.7)
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The degenerate parabolic potential defined by
(V f)(x, t) :=
∫ t
0
∫
Ω
εn,a(x− ξ, b(t, τ))f(ξ, τ)dξdτ, x ∈ Ω, 0 < t < T, (2.8)
is called the volume potential, where f is bounded in Ω× [0, T ] with supp f(·, t) ⊂ Ω
for all t ∈ [0, T ].
Theorem 2.2. Let a(t) satisfy the assumption (a) and f be a bounded function in
the strip Ω× [0, T ] with supp f(·, t) ⊂ Ω for all t ∈ [0, T ]. Then the volume potential
with the density f (2.8) admits the estimate
|(V f)(x, t)| ≤ t sup
(ξ,τ)∈Ω×[0,t]
|f(ξ, τ)|, x ∈ Ω, 0 < t < T, (2.9)
and solves equation (2.1) with the zero initial condition
u(·, t)→ 0 as t→ 0+, in Ω. (2.10)
Proof of Theorem 2.2. Since supp f(·, t) ⊂ Ω for all 0 ≤ t ≤ T , it is obvious that
(V f)(x, t) =
∫ t
0
∫
Ω
εn,a(x− ξ, b(t, τ))f(ξ, τ)dξdτ
=
∫ t
0
∫
Rn
εn,a(x− ξ, b(t, τ))f(ξ, τ)dξdτ, x ∈ Ω, t ∈ (0, T ).
Thus, by virtue of (2.7), we obtain (2.9)
|(V f)(x, t)| ≤ sup
(ξ,τ)∈Rn×[0,t]
|f(ξ, τ)|
∫ t
0
∫
Rn
εn,a(x− ξ, b(t, τ))dξdτ
= t sup
(ξ,τ)∈Ω×[0,t]
|f(ξ, τ)|, (x, t) ∈ Ω× (0, T ).
A direct calculation gives that the volume potential V f satisfies equation (2.1). Also,
we observe that estimate (2.9) ensures convergence of (2.10). 
The degenerate parabolic potential defined by
(Pϕ)(x, t) :=
∫
Ω
εn,b(x− ξ, t)ϕ(ξ)dξ, x ∈ Ω, 0 < t < T, (2.11)
is called the Poisson potential (see, e.g. [[12], p. 153]), where ϕ is a bounded function
in Rn with suppϕ ⊂ Ω and εn,b(x− ξ, t) = εn(x− ξ, a1(t)).
Theorem 2.3. Let a(t) satisfy the assumption (b). Let ϕ be a bounded function in
R
n with suppϕ ⊂ Ω. Then the Poisson integral (2.11) admits the estimate
|(Pϕ)(x, t)| ≤ sup
ξ∈Ω
|ϕ(ξ)|, x ∈ Ω, 0 < t < T, (2.12)
and solves the equation
♦au = 0, in Ω× (0, T ). (2.13)
Moreover, if ϕ is a continuous bounded function in Rn with suppϕ ⊂ Ω, then the
Poisson integral Pϕ belongs to the class C∞ and satisfies the initial condition
u(·, 0) = ϕ, in Ω, (2.14)
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providing its continuous extension to Ω× [0, T ).
Proof of Theorem 2.3. Since suppϕ ⊂ Ω, it is obvious that
(Pϕ)(x, t) =
∫
Ω
ϕ(ξ)εn,b(x− ξ, t)dξ
=
∫
Rn
ϕ(ξ)εn,b(x− ξ, t)dξ, (x, t) ∈ Ω× (0, T ).
For x ∈ Ω and 0 < t < T , we have the estimate
|(Pϕ)(x, t)| ≤ sup
ξ∈Rn
|ϕ(ξ)|
∫
Rn
εn,b(x− ξ, t)dξ = sup
ξ∈Ω
|ϕ(ξ)|.
Since for all x ∈ Ω and t ∈ (0, T ) differentiation and integration can be interchanged
in (2.11), it is straightforward to check that Pϕ satisfies (2.13).
Let ϕ be a continuous bounded function in Rn with suppϕ ⊂ Ω. Taking into
account (2.6), we see that Pϕ satisfies initial condition (2.14). Now we substitute
ξ = x+ 2
√
a1(t)z to obtain
P (ϕ)(x, t) =
1
pi
n
2
∫
Rn
ϕ(x+ 2
√
a1(t)z)e
−|z|2dz.
The assumption for ϕ provides its boundedness and uniformly continuity. LetMϕ > 0
be an upper bound for ϕ. Since ϕ is a uniformly continuous function, for any ε > 0,
there exists δ > 0 such that |ϕ(x)−ϕ(ξ)| < ε
2
for all x, ξ ∈ Rn with |x− ξ| < δ. Then
for any ε > 0 we can choose r > 0 such that
1
pi
n
2
∫
|z|≥r
e−|z|
2
dz ≤ ε
4Mϕ
.
Since a1(t) is a continuous function in [0, T ], for any η > 0 there exists δη > 0 such
that |a1(t)| < η for all t ∈ [0, T ] with t < δη. Setting η = δ24r2 and using the fact that
for |z| ≤ r and t < δη we have 2
√
a1(t)z < 2
√
ηr = δ, we deduce that∣∣∣∣∣ 1(4pia1(t))n2
∫
Rn
e
− |x−ξ|
2
4a1(t) ϕ(ξ)dξ − ϕ(x)
∣∣∣∣∣
=
∣∣∣∣∣ 1pi n2
∫
Rn
(
ϕ
(
x+ 2
√
a1(t)z
) − ϕ(x))e−|z|2dz
∣∣∣∣∣
<
ε
2pi
n
2
∫
|z|≤r
e−|z|
2
dz +
2Mϕ
pi
n
2
∫
|z|≥r
e−|z|
2
dz < ε,
for all x ∈ Rn and t < δη. This implies continuity of the potential P (ϕ) at t = 0 and
P (ϕ)(·, 0) = ϕ in Ω. 
3. Layer potentials
Let a(t) satisfy the assumption (a) and ϕ ∈ C(∂Ω × [0, T ]). Then the single layer
potential for the degenerate parabolic equation (2.1) can be defined by
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(Sϕ)(x, t) :=
∫ t
0
∫
∂Ω
εn,a(x− ξ, b(t, τ))ϕ(ξ, τ)a(τ)dSξdτ, (3.1)
and the double layer potential can be defined by
(Dϕ)(x, t) :=
∫ t
0
∫
∂Ω
∂εn,a(x− ξ, b(t, τ))
∂ν(ξ)
ϕ(ξ, τ)a(τ)dSξdτ, (3.2)
where ν(ξ) is the outward unit normal at the boundary point ξ ∈ ∂Ω. If x ∈ ∂Ω,
then these integrals are improper and defined as lim
h→0
∫ t−h
0
∫
∂Ω
.
Theorem 3.1. The single layer potential with bounded measurable density ϕ is con-
tinuous in Rn × R+. In particular, it is continuous across the boundary ∂Ω.
Proof of Theorem 3.1. If we prove that εn,a(x − ξ, b(t, τ))a(τ) is locally integrable,
the proof follows from [2, p. 7, Lemma 1]. So, let us show εn,a(x − ξ, b(t, τ))a(τ) is
locally integrable.
We have
sβe−s ≤ ββe−β , (3.3)
for all 0 < s, β <∞. Using (3.3) for the case s = |x−ξ|2
4b(t,τ)
, β = n
2
− γ, we have
∣∣εn,a(x− ξ, b(t, τ))a(τ)∣∣ ≤ C|a(τ)||x− ξ|n−2γ(b(t, τ))γ ,
where 0 < γ < n
2
. Hence, choosing 1
2
< γ < 1, we observe that εn,a(x− ξ, b(t, τ))a(τ)
is locally integrable. This completes the proof. 
A direct calculation gives that the double layer potential and single layer potential
are infinitely many times differentiable solutions of (2.13) in Ω × (0, T ). Both layer
potentials can be continuously extended to Ω× [0, T ) by setting (Dϕ)(x, 0) = 0 and
(Sϕ)(x, 0) = 0 for all x ∈ Ω.
We pay special attention to the boundary behaviour of the gradient of the single
layer potential (Sϕ)(x, t) when Ω ∋ x→ x0 ∈ ∂Ω along nontangential directions. For
any x0 ∈ ∂Ω, we denote by K = K(x0) a finite closed cone in Rn with vertex x0 such
that K(x0) ⊂ Ω ∪ {x0}. As in [2] and [7], we prove the following theorem.
Theorem 3.2. Let ∂Ω ∈ C1+λ, 0 < λ < 1. Let ϕ be a continuous function on
∂Ω × [0, T ]. Then, for any x0 ∈ ∂Ω and t ∈ (0, T ], the single layer potential (3.1)
satisfies the jump relation
lim
x→x0
x∈K
〈∇x(Sϕ)(x, t), ν(x0)〉 = 1
2
ϕ(x0, t)
+
∫ t
0
∫
∂Ω
∂εn,a(x0 − ξ, b(t, τ))
∂ν(x0)
ϕ(ξ, τ)a(τ)dSξdτ,
(3.4)
where the limit is taken along the outward normal ν(x0) and ∇x is the usual gradient.
Proof of Theorem 3.2. For convenience of a reader, let us rewrite the formula of the
single layer potential
(Sϕ)(x, t) =
∫ t
0
∫
∂Ω
εn,a(x− ξ, b(t, τ))ϕ(ξ, τ)a(τ)dSξdτ.
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Let T (x0) denote the tangent hyperplane to the boundary ∂Ω at the point x0 and
∂Ωr := B(x0, r) ∩ ∂Ω, where B(x0, r) is the open ball of radius r > 0 centred at
the point x0 in R
n. Since ∂Ω ∈ C1+λ, 0 < λ < 1, if r > 0 is small enough, the
orthogonal projection Φ : ∂Ωr → T (x0) is one-to-one map. We denote its image by
∂Ω
′
r := Φ(∂Ωr). For convenience we split the inner product in (3.4) into two parts〈∇x(Sϕ)(x, t), ν(x0)〉 = Ir(x, t) + Jr(x, t),
with 〈∇xεn,a(x− ξ, b(t, τ)), ν(x0)〉 = − 〈x− ξ, ν(x0)〉
2n+1
[
b(t, τ)
] n
2
+1
pi
n
2
e
−
|x−ξ|2
4b(t,τ) ,
and Ir(x, t) is defined by
Ir(x, t) :=
∫ t
0
∫
∂Ωr
〈∇xεn,a(x− ξ, b(t, τ)), ν(x0)〉ϕ(ξ, τ)a(τ)dSξdτ, (3.5)
and the complementary part Jr(x, t) is defined by
Jr(x, t) :=
∫ t
0
∫
∂Ω\∂Ωr
〈∇xεn,a(x− ξ, b(t, τ)), ν(x0)〉ϕ(ξ, τ)a(τ)dSξdτ. (3.6)
Also, we denote
I
′
r(x, t) :=
∫ t
0
∫
∂Ω′r
〈∇xεn,a(x− ξ ′, b(t, τ)), ν(x0)〉ϕ(x0, τ)a(τ)dSξ′dτ, (3.7)
where dSξ′ is the surface element (at ξ
′
) on T (x0). To prove (3.4), we show that
lim
x→x0
I
′
r(x, t) =
1
2
ϕ(x0, t), (3.8)
lim
x→x0
Jr(x, t) = Jr(x0, t), (3.9)
and
lim
x→x0
(
Ir(x, t)− I ′r(x, t)
)
= Ir(x0, t). (3.10)
Proof of (3.8). Let us introduce a new variable τ ↔ ρ = |x−ξ
′
|2
4b(t,τ)
in (3.7). The sub-
stitution gives an implicit function τ = τ(ρ) with |x−ξ
′
|2
4a1(t)
≤ ρ <∞. Then integrating
with respect to τ , we obtain
I
′
r(x, t) =
∫
∂Ω′r
〈
x− ξ ′, ν(x0)
〉
|x− ξ ′|n ψ(x, ξ
′
, t)dSξ′ ,
where
ψ(x, ξ
′
, t) := −1
2
pi−
n
2
∫ ∞
|x−ξ
′
|2
4a1(t)
ρ
n
2
−1e−ρϕ
(
x0, τ(ρ)
)
dρ.
So ψ(x, ξ
′
, t) is a continuous function of (x, ξ
′
) for all x = x0 − lν(x0) with l > 0
sufficienty small and for all ξ
′ ∈ ∂Ω′r. In particular, we have
lim
x→x0
ξ
′→x0
ψ(x, ξ
′
, t) = −1
2
pi−
n
2ϕ(x0, t)
∫ ∞
0
ρ
n
2
−1e−ρdρ.
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Since the integral is a value of the Gamma function and is equal to Γ
(
n
2
)
= 2pi
n
2
ωn
,
where ωn is the area of the unit hypersphere in R
n, we obtain
ψ(x0, x0, t) = −ϕ(x0, t)
ωn
.
We divide ∂Ω
′
r = ∂Ω
′
1r ∪ Rr into two parts such that the boundary ∂Ω′1r contains
x0 in its interior exactly as in [2, Theorem 1, Section 5.2]. On ∂Ω
′
1r we change
the variables ξ
′′
= ξ
′
−x
|ξ
′
−x|
and denote the domain of variation of ξ
′′
by ∂Ω
′′
1r and the
corresponding area element by dSξ′′ . Since 〈x−ξ
′
, ν(x0)〉 = −|x−ξ ′| cos(ξ ′−x, ν(x0))
and cos(ξ
′ − x, ν(x0))dSξ′ = |x− ξ
′|n−1dSξ′′ , we have
I
′
r(x, t) =
ϕ(x0, t)
ωn
∫
∂Ω
′′
1r
dSξ′′
−
∫
∂Ω
′′
1r
(
ψ(x, ξ
′
, t)− ψ(x0, x0, t)
)
dSξ′′ +Rr(x, t),
(3.11)
where the rest part of I
′
r(x, t) denoted by Rr(x, t), that is, the ξ
′
integration in Rr(x, t)
is taken over the set Rr. Since ψ(x, ξ
′
, t) is a continuous function of (x, ξ
′
), the second
integral on the right-hand side of (3.11) can be arbitrarily small. In Rr(x, t), it should
be noted that 〈x − ξ ′, ν(x0)〉 → 0 as x → x0 and that if ξ′ ∈ Rr, then |x − ξ′| is
bounded away from zero, which implies that the term Rr(x, t) tends to zero. For the
first term on the right-hand side of (3.11), we see that the boundary ∂Ω
′′
1r tends to
a unit hemisphere, thus, the first term in (3.11) tends to ϕ(x0,t)
2
. That is, we have
proved (3.8).
Proof of (3.9). For the variable ξ in (3.6) the inequality |x− ξ| ≥ r
2
> 0 holds for
|x− x0| < r
2
. Hence, the integral is a continuous function, which implies (3.9).
Proof of (3.10). To prove (3.10), we take r1 > 0 such that r1 < r and write
Ir(x, t) = Ir1(x, t) + Ir1(x, t),
Ir(x0, t) = Ir1(x0, t) + Ir1(x0, t),
I
′
r(x, t) = I
′
r1
(x, t) + I
′
r1
(x, t),
(3.12)
where Ir1(x, t)
(
I
′
r1
(x, t)
)
is the complementary part to Ir1(x, t)
(
I
′
r1
(x, t)
)
, that is,
the ξ (ξ
′
)-integration is taken over ∂Ωr \ ∂Ωr1
(
∂Ω
′
r \ ∂Ω′r1
)
. Note that I
′
r(x0, t) = 0,
since ν(x0) ⊥ (x0 − ξ ′).
Equality (3.10) will be proved by showing that for any ε > 0 there exists r1 > 0
such that
|Ir1(x, t)− I
′
r1
(x, t)| < ε, (3.13)
|Ir1(x, t)− Ir1(x0, t)| < ε,
|I ′r1(x, t)| < ε,
(3.14)
and
|Ir1(x0, t)| < ε. (3.15)
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Proof of (3.13). Note that
|ξ − ξ ′| ≤ C|x0 − ξ|1+λ, (3.16)
0 < C1 ≤ |x− ξ||x− ξ′| ≤ C2, (3.17)
where C, C1, and C2 are constants. For the proofs of (3.16) and (3.17) we refer [2,
p. 135]. Now by using (3.16) and (3.17), we obtain∣∣〈x− ξ, ν(x0)〉− 〈x− ξ ′, ν(x0)〉∣∣ = |ξ − ξ ′| ≤ C|x0 − ξ|1+λ
≤ C|x− ξ|1+λ. (3.18)
By the mean value theorem and (3.17), we get∣∣∣∣e− |x−ξ|24b(t,τ) − e− |x−ξ
′
|2
4b(t,τ)
∣∣∣∣ ≤ e−K|x−ξ|24b(t,τ)
∣∣|x− ξ|2 − |x− ξ ′|2∣∣
4b(t, τ)
≤ Ce−K|x−ξ|
2
4b(t,τ)
|x− ξ|2
b(t, τ)
,
(3.19)
where K and C are positive constants. Combining (3.18), (3.19) we obtain∣∣∣∣
〈
x− ξ, ν(x0)
〉
a(τ)[
b(t, τ)
]1+n
2
e
− |x−ξ|
2
4b(t,τ) −
〈
x− ξ ′, ν(x0)
〉
a(τ)[
b(t, τ)
]1+n
2
e
− |x−ξ
′
|2
4b(t,τ)
∣∣∣∣
≤ a(τ)[
b(t, τ)
]1+n
2
e
−
|x−ξ|2
4b(t,τ)
∣∣〈x− ξ, ν(x0)〉 − 〈x− ξ ′, ν(x0)〉∣∣
+
|x− ξ ′|∣∣ cos(ν(x0), ξ ′ − x)∣∣a(τ)[
b(t, τ)
]1+n
2
∣∣∣∣e− |x−ξ|24b(t,τ) − e− |x−ξ
′
|2
4b(t,τ)
∣∣∣∣
≤ C1|x− ξ|1+λ a(τ)[
b(t, τ)
]1+n
2
e
− |x−ξ|
2
4b(t,τ)
+ C2
|x− ξ|2
b(t, τ)
∣∣x− ξ|a(τ)[
b(t, τ)
]1+n
2
e
−
K|x−ξ|2
4b(t,τ) .
(3.20)
Using (3.3) for the case s = |x−ξ|
2
4b(t,τ)
β = 1+ n
2
−γ1 to the first term of the last estimate
of (3.20) and using (3.3) for the case s = K|x−ξ|
2
4b(t,τ)
, β = 2 + n
2
− γ2 to the second term
of the last estimate of (3.20), we see that the last estimate of (3.20) is bounded by
C˜1a(τ)[
b(t, τ)
]γ1 |x− ξ|n+1−2γ1−λ + C˜2a(τ)[b(t, τ)]γ2 |x− ξ|n+1−2γ2 , (3.21)
for 0 < γ1 < 1 +
n
2
and 0 < γ2 < 2 +
n
2
, where C˜1 and C˜2 are positive constants. For
1− λ
2
< γ < 1 we can choose γ1 and γ2 such that γ1 = γ and γ2 = γ +
λ
2
, thus term
(3.21) is bounded by
C˜a(τ)[
b(t, τ)
]γ|x− ξ|n+1−2γ−λ , (3.22)
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where C˜ = max {C˜1, C˜2}. Hence, we have
|Ir1(x, t)− I
′
r1
(x, t)| ≤ C˜
∫ t
0
∫
∂Ωr1
a(τ)[
b(t, τ)
]γ |x− ξ|n+1−2γ−λdSξdτ
+ sup
∣∣∣∣ ϕ(ξ, τ)cos(ν(x0), ν(ξ)) − ϕ(x0, τ)
∣∣∣∣
×
∣∣∣∣∣
∫ t
0
∫
∂Ω′r1
∂εn,a(x− ξ ′, b(t, τ))
∂ν(x0)
dSξ′dτ
∣∣∣∣∣,
(3.23)
for some 1− λ
2
< γ < 1 and 0 < λ < 1.
The integrand of the first term on the right-hand side of (3.23) is integrable, thus
we can choose r1 small enough to make the corresponding integral arbitrarily small.
Since the second integral in (3.23) coincides with I
′
r when r = r1 and ϕ(x0, τ) ≡ 1, it is
bounded independently of r1. Since ϕ is a continuous function and cos
(
ν(x0), ν(ξ)
)→
1, the expression sup | · | → 0 as r1 → 0. This completes the proof of (3.13).
Proof of (3.14). Since |x−ξ|, |x0−ξ| and |x−ξ′| in Ir1(x, t), Ir1(x0, t) and I
′
r1
(x, t)
are bounded away from zero, correspondingly, and cos(ν(x0), ξ
′ − x)→ 0 as x→ x0,
for any fixed r1, we have (3.14), if x is close enough to x0.
Proof of (3.15). Estimates in (3.20)-(3.21) imply
|Ir1(x0, t)| ≤
∫ t
0
∫
∂Ωr1
a(τ)dSξdτ[
b(t, τ)
]γ|x0 − ξ|n+1−2γ−λ ,
for some 1− λ
2
< γ < 1. So, we have (3.15), if r1 is sufficiently small.
As we have proved (3.10), combining together all the proofs, we arrive at
lim
x→x0
x∈K
〈∇x(Sϕ)(x, t), ν(x0)〉 = 1
2
ϕ(x0, t)
+
∫ t
0
∫
∂Ω
∂εn,a(x0 − ξ, b(t, τ))
∂ν(x0)
ϕ(ξ, τ)a(τ)dSξdτ.

Note that for any x0 ∈ ∂Ω and t ∈ (0, T ], the single layer potential satisfies the
jump relation
lim
x→x0
x∈K ′
〈∇x(Sϕ)(x, t), n(x0)〉 = −1
2
ϕ(x0, t)
+
∫ t
0
∫
∂Ω
∂εn,a(x0 − ξ, b(t, τ))
∂n(x0)
ϕ(ξ, τ)a(τ)dSξdτ,
(3.24)
where the limit is taken along the inward normal n(x0) and K
′
:= K
′
(x0) ⊂ Ωc∪{x0}.
The proof of relation (3.24) is simlilar to the one of Theorem 3.2. Now we show the
jump relation for the double layer potential for the degenerate parabolic equation
(2.1).
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Theorem 3.3. The double layer potential (3.2) with the density ϕ ∈ C(∂Ω× [0, T ])
can be continuously extended from Ω× (0, T ] to Ω× (0, T ] with the limiting values
lim
x→x0
(Dϕ)(x, t) = −1
2
ϕ(x0, t) +
∫ t
0
∫
∂Ω
∂εn,a(x0 − ξ, b(t, τ))
∂ν(ξ)
ϕ(ξ, τ)a(τ)dSξdτ,
for x0 ∈ ∂Ω and 0 < t ≤ T , where the time integral exists as an improper integral
and ν(ξ) is the outward normal.
Proof of Theorem 3.3. For the proof we use the same technique in Theorem 3.2. 
Consider the operator D : C
(
∂Ω × [0, T ])→ C(∂Ω× [0, T ]) defined by
(Dϕ)(x, t) :=
∫ t
0
∫
∂Ω
∂εn,a(x− ξ, b(t, τ))
∂ν(ξ)
ϕ(ξ, τ)a(τ)dSξdτ,
for x ∈ ∂Ω and 0 < t < T with the improper time integral over (0, T ). Here a(t)
satisfies the assumption (a). Now we introduce a new variable z given by
z := b(t, τ).
This substitution gives an implicit function τ = τ(z) and εn,a(x − ξ, b(t, τ)) =
εn(x− ξ, z). Then the operator D can be written in the form
(Dϕ)(x, t) =
∫ a1(t)
0
∫
∂Ω
∂εn(x− ξ, z)
∂ν(ξ)
ϕ(ξ, τ(z))dSξdz. (3.25)
By the equality ∣∣〈x− ξ, ν(ξ)〉∣∣ ≤ |x− ξ|1+λ, x, ξ ∈ ∂Ω ∈ C1+λ,
and estimates in (3.20)-(3.21) we obtain the estimate∣∣∣∣∂εn(x− ξ, z)∂ν(ξ)
∣∣∣∣ ≤ Mzγ |x− ξ|n+1−2γ−λ , z > 0, x 6= ξ, (3.26)
for all 0 < γ < 1 + n
2
and some constant M > 0 which depends on L and γ. From
here if we choose γ such that 1 − λ
2
< γ < 1, we see that the kernel of D is weakly
singular with respect to the integrals over Ω and over time.
From (3.26) we see that (Dϕ)(·, 0) = 0 in Ω. Thus, Dϕ is continuous in Ω× (0, T )
only if ϕ(·, 0) = 0 on ∂Ω. Moreover, the density ϕ can be continuously extended to
∂Ω × (−∞, T ] by setting ϕ(·, t) = 0 for t < 0 in Ω. Then, from Theorem 3.3 we see
that the double layer potential is a solution of the homogeneous equation
♦au = 0, in Ω× (0, T ), (3.27)
with the initial condition
u(·, 0) = 0, in Ω, (3.28)
and the boundary condition
u = g, on ∂Ω × (0, T ), (3.29)
provided the continuous density ϕ solves the following boundary integral equation(
− 1
2
I +D
)
(ϕ) = g, (3.30)
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where I is the identity operator and g satisfies the compatibility condition
g(·, 0) = 0, on ∂Ω. (3.31)
Here we assumed that g satisfies condition (3.31) to have solvability of problem (3.27)-
(3.29). The following theorems and corollary are valid.
Theorem 3.4. The double layer operator D : C
(
∂Ω × [0, T ]) → C(∂Ω × [0, T ]) is
compact.
Proof of Theorem 3.4. Since the kernel of D is weakly singular, we apply [[8], Theo-
rem 2.29 and Theorem 2.30] to complete the proof. 
Corollary 3.5. The double layer potential (3.2) is continuous in Ω× (0, T ) provided
that the continuous density ϕ satisfies the condition ϕ(·, 0) = 0 on ∂Ω.
Theorem 3.6. The double layer potential (3.2) is a solution of the initial boundary
value problem (3.27)-(3.29) provided ϕ ∈ C(∂Ω× [0, T ]) solves the boundary integral
equation (3.30) for all x ∈ ∂Ω and t ∈ (0, T ).
Proof of Theorem 3.6. This follows from Theorem 3.3 and Corollary 3.5. The com-
patibility condition for g (3.31) ensures the identity ϕ(·, 0) = 0 on ∂Ω for solutions
to (3.30). 
Since the integral operator D is compact, equation (3.30) is solvable for each g ∈
C
(
∂Ω × [0, T ]) by the Riesz theory [8, Corollary 3.5], if the homogeneous equation(− 1
2
I+D
)
(ϕ) = 0 has only the solution ϕ = 0 on ∂Ω× [0, T ]. We note that estimate
(3.26) is equivalent to∣∣∣∣∂εn,a(x− ξ, b(t, τ))∂ν(ξ) a(τ)
∣∣∣∣ ≤ Ma(τ)[b(t, τ)]γ |x− ξ|n+1−2γ−λ . (3.32)
From (3.32) we have the estimate
‖(Dϕ)(·, t)‖L∞(∂Ω) ≤ C
∫ t
0
a(τ)[
b(t, τ)
]γ ‖ϕ(·, τ)‖L∞(∂Ω)dτ. (3.33)
for all t ∈ (0, T ] and some constant C > 0 which depends on ∂Ω and γ.
Repeating this argument (by induction), we obtain
‖(Dkϕ)(·, t)‖L∞(∂Ω) ≤ CkBk−1
∫ t
0
a(τ)[
b(t, τ)
]k(γ−1)+1‖ϕ(·, τ)‖L∞(∂Ω)dτ,
for all k ∈ N and t ∈ (0, T ], where
B :=
∫ 1
0
ds
[s(1− s)]γ .
Hence, there exists an integer k0 such that
‖(Dk0ϕ)(·, t)‖L∞(∂Ω) ≤ Q
∫ t
0
‖ϕ(·, τ)‖L∞(∂Ω)dτ, (3.34)
for all t ∈ [0, T ] and some constant Q > 0.
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Let ϕ be a solution of the equation
(− 1
2
I +D
)
(ϕ) = 0. Then, by iteration, we see
that ϕ solves (
−1
2
I +Dk0
)
(ϕ) = 0.
So, (3.34) implies the following estimate
‖ϕ(·, τ)‖L∞(∂Ω) ≤ ‖ϕ‖L∞Q
ntn
n!
, t ∈ [0, T ],
for all n ∈ N. Hence, ϕ = 0 on ∂Ω × [0, T ]. Thus, we have proved the existence and
uniqueness theorem.
Theorem 3.7. The initial boundary problem (3.27)-(3.29) with boundary datum in
C
(
∂Ω×[0, T ]) satisfying the condition (3.31) has a unique solution u ∈ C(Ω× (0, T ))
and the solution can be given as the double layer potential with the density ϕ, where
ϕ satisfies integral equation (3.30).
Corollary 3.8. The initial boundary problem (3.27)-(3.29) with the homogeneous
boundary condition has only the trivial solution.
4. Trace formulae
Theorem 4.1. Let a(t) satisfy the assumption (a). Then for any f(x, t) ∈ C(Ω× (0, T )),
supp f(·, t) ⊂ Ω, t ∈ [0, T ], the volume potential with the density f (2.8) satisfies the
boundary condition
−u(x, t)
2
+
∫ t
0
∫
∂Ω
∂εn,a(x− ξ, b(t, τ))
∂ν(ξ)
a(τ)u(ξ, τ)dSξdτ
−
∫ t
0
∫
∂Ω
εn,a(x− ξ, b(t, τ))a(τ)∂u(ξ, τ)
∂ν(ξ)
dSξdτ = 0,
(4.1)
for all (x, t) ∈ ∂Ω × (0, T ).
Conversely, if u(x, t) ∈ C2,1x,t (Ω × (0, T )) ∩ C(Ω × [0, T )) ∩ C1,0x,t (Ω × (0, T )) is a
solution of the equation
♦au = f in Ω× (0, T ), (4.2)
satisfying the initial condition
u(·, 0) = 0 in Ω, (4.3)
and the lateral boundary condition (4.1) for all x ∈ ∂Ω, t ∈ (0, T ), then it has a
unique solution u, which coincides with the volume potential.
Note that the one-dimensional version of this theorem was stated in [11].
Proof of Theorem 4.1. Since f(x, t) ∈ C(Ω× (0, T )) with supp f(·, t) ⊂ Ω for all t ∈
[0, T ], the volume potential (V f)(x, t) solves Cauchy problem (4.2)-(4.3) by Theorem
2.2. Consider the volume potential
(V f)(x, t) =
∫ t
0
∫
Ω
εn,a(x− ξ, b(t, τ))f(ξ, τ)dξdτ
=
∫ t
0
∫
Ω
εn,a(x− ξ, b(t, τ))
(
∂
∂τ
− a(τ)∆ξ
)
(V f)(ξ, τ)dξdτ.
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This integral is improper and defined as
lim
δ→0
(Vδf)(x, t) = lim
δ→0
∫ t−δ
0
∫
Ω
εn,a(x− ξ, b(t, τ))f(ξ, τ)dξdτ,
where 0 < δ < t.
We use εn
(
x− ξ, b(t, τ)) in the sequel instead of εn,a(x− ξ, b(t, τ)) for convenience.
A direct calculation shows that
(V f)(x, t) = lim
δ→0
Vδ(f)(x, t)
= lim
δ→0
∫ t−δ
0
∫
Ω
εn,a(x− ξ, b(t, τ))
(
∂
∂τ
− a(τ)∆ξ
)
(V f)(ξ, τ)dξdτ
= lim
δ→0
∫
Ω
εn
(
x− ξ, b(t, t− δ))(V f)(ξ, t− δ)dξ
− lim
δ→0
∫
Ω
εn
(
x− ξ, b(t, 0))(V f)(ξ, 0)dξ
+ lim
δ→0
∫ t−δ
0
∫
∂Ω
∂εn
(
x− ξ, b(t, τ))
∂ν(ξ)
a(τ)(V f)(ξ, τ)dSξdτ
− lim
δ→0
∫ t−δ
0
∫
∂Ω
εn
(
x− ξ, b(t, τ))a(τ)∂(V f)(ξ, τ)
∂ν(ξ)
dSξdτ
+ lim
δ→0
∫ t−δ
0
∫
Ω
(V f)(ξ, τ)
(
− ∂
∂τ
− a(τ)∆ξ
)
εn
(
x− ξ, b(t, τ))dξdτ
=: I1 − I2 + I3 − I4 + I5,
(4.4)
with the trivial definitions of Ii, i = 1, ..., 5. Using the property of the fundamental
solution of the heat operator such that εn(x − ξ, t) → δ(x − ξ) with t → 0+, we
have
I1 := lim
δ→0
∫
Ω
εn
(
x− ξ, b(t, t− δ))(V f)(ξ, t− δ)dξ
=
∫
Ω
δ(x− ξ)(V f)(ξ, t)dξ = (V f)(x, t).
Taking into account that (V f)(·, 0) = 0 in Ω , we get
I2 := lim
δ→0
∫
Ω
εn
(
x− ξ, b(t, 0))(V f)(ξ, 0)dξ = 0.
The integrals I3, I4 have limits as δ → 0
I3 := lim
δ→0
∫ t−δ
0
∫
∂Ω
∂εn
(
x− ξ, b(t, τ))
∂ν(ξ)
a(τ)(V f)(ξ, τ)dSξdτ
=
∫ t
0
∫
∂Ω
∂εn
(
x− ξ, b(t, τ))
∂ν(ξ)
a(τ)(V f)(ξ, τ)dSξdτ,
I4 := lim
δ→0
∫ t−δ
0
∫
∂Ω
εn
(
x− ξ, b(t, τ))a(τ)∂(V f)(ξ, τ)
∂ν(ξ)
dSξdτ
=
∫ t
0
∫
∂Ω
εn
(
x− ξ, b(t, τ))a(τ)∂(V f)(ξ, τ)
∂ν(ξ)
dSξdτ.
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Obviously, we have
I5 := lim
δ→0
∫ t−δ
0
∫
Ω
(V f)(ξ, τ)
(
− ∂
∂τ
− a(τ)∆ξ
)
εn
(
x− ξ, b(t, τ))dξdτ = 0.
Taking into account (4.4), for all (x, t) ∈ Ω× (0, T ), we obtain
IV f (x, t) := I3 − I4 =
∫ t
0
∫
∂Ω
(
∂εn
(
x− ξ, b(t, τ))
∂ν(ξ)
a(τ)(V f)(ξ, τ)
− εn
(
x− ξ, b(t, τ))a(τ)∂(V f)(ξ, τ)
∂ν(ξ)
)
dSξdτ = 0.
(4.5)
Using the jump relation of the double layer potential to (4.5) with x→ ∂Ω, we arrive
at
IV f(x, t)|(x,t)∈∂Ω×(0,T ) = −(V f)(x, t)
2
+
∫ t
0
∫
∂Ω
(
∂εn
(
x− ξ, b(t, τ))
∂ν(ξ)
a(τ)(V f)(ξ, τ)
− εn
(
x− ξ, b(t, τ))a(τ)∂(V f)(ξ, τ)
∂ν(ξ)
)
dSξdτ = 0.
Now we show that if u1 ∈ C2,1x,t (Ω × (0, T )) ∩ C(Ω × [0, T )) ∩ C1,0x,t (Ω × (0, T )) is a
solution of problem (4.2), (4.3), (4.1), then u1 is represented by the volume potential
with the density f . If not, then we assume that V f and u1 are solutions of problem
(4.2), (4.3), (4.1). Then their difference ω = V f − u1 must satisfy
♦aω = 0 in Ω× (0, T ),
ω(·, 0) = 0 in Ω, (4.6)
and the boundary condition
− ω(x, t)
2
+
∫ t
0
∫
∂Ω
∂εn,a(x− ξ, b(t, τ))
∂ν(ξ)
a(τ)ω(ξ, τ)dSξdτ
−
∫ t
0
∫
∂Ω
εn,a(x− ξ, b(t, τ))a(τ)∂ω(ξ, τ)
∂ν(ξ)
dSξdτ = 0,
(4.7)
for all (x, t) ∈ ∂Ω× (0, T ). Since f = 0 in Ω× (0, T ), the representation formula (4.4)
has the form
− ω(x, t) =
∫ t
0
∫
∂Ω
(
∂εn
(
x− ξ, b(t, τ))
∂ν(ξ)
a(τ)ω(ξ, τ)
− εn
(
x− ξ, b(t, τ))a(τ)∂ω(ξ, τ)
∂ν(ξ)
)
dSξdτ,
(4.8)
for all (x, t) ∈ ∂Ω × (0, T ). Using the jump relation of the double layer potential to
(4.8) with x→ ∂Ω, we obtain
− ω(x, t) = −ω(x, t)
2
+
∫ t
0
∫
∂Ω
(
∂εn
(
x− ξ, b(t, τ))
∂ν(ξ)
a(τ)ω(ξ, τ)
− εn
(
x− ξ, b(t, τ))a(τ)∂ω(ξ, τ)
∂ν(ξ)
)
dSξdτ,
(4.9)
where (x, t) ∈ ∂Ω× (0, T ).
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Comparing (4.9) with (4.7), we conclude that
ω = 0 on ∂Ω × (0, T ). (4.10)
Corollary 3.8 provides the existence of the unique trivial solution of the initial bound-
ary value problem (4.6), (4.10). We have proved its uniqueness. 
As in [4] we state the following theorem for the Poisson integral.
Theorem 4.2. Let a(t) satisfy the assumption (a) and ϕ ∈ C(Ω) with supp(ϕ) ⊂ Ω.
Then the Poisson integral with the density ϕ (2.11) satisfies the lateral boundary
condition
−u(x, t)
2
+
∫ t
0
∫
∂Ω
∂εn,a(x− ξ, b(t, τ))
∂ν(ξ)
a(τ)u(ξ, τ)dSξdτ
−
∫ t
0
∫
∂Ω
εn,a(x− ξ, b(t, τ))a(τ)∂u(ξ, τ)
∂ν(ξ)
dSξdτ = 0,
(4.11)
for all x ∈ ∂Ω, t ∈ (0, T ).
Conversely, if u(x, t) ∈ C2,1x,t (Ω × (0, T )) ∩ C(Ω × [0, T )) ∩ C1,0x,t (Ω × (0, T )) is a
solution of
♦au = 0 in Ω× (0, T ), (4.12)
satisfying the initial condition
u(·, 0) = ϕ in Ω, (4.13)
and the lateral boundary condition (4.11) for all x ∈ ∂Ω, t ∈ (0, T ), then u coincides
with the Poisson integral.
Proof of Theorem 4.2. We use εn
(
x − ξ, b(t, τ)) instead of εn,a(x − ξ, t− τ) for con-
venience. For x ∈ Ω and 0 < δ < t, it is easy to check that
0 = lim
δ→0
∫ t−δ
0
∫
Ω
εn,a(x− ξ, t− τ)
(
∂
∂τ
− a(τ)∆ξ
)
(Pϕ)(ξ, τ)dξdτ
= lim
δ→0
∫
Ω
εn
(
x− ξ, b(t, t− δ))(Pϕ)(ξ, t− δ)dξ
− lim
δ→0
∫
Ω
εn
(
x− ξ, b(t, 0))(Pϕ)(ξ, 0)dξ
+ lim
δ→0
∫ t−δ
0
∫
∂Ω
∂εn
(
x− ξ, b(t, τ))
∂ν(ξ)
a(τ)(Pϕ)(ξ, τ)dSξdτ
− lim
δ→0
∫ t−δ
0
∫
∂Ω
εn
(
x− ξ, b(t, τ))a(τ)∂(Pϕ)(ξ, τ)
∂ν(ξ)
dSξdτ
+ lim
δ→0
∫ t−δ
0
∫
Ω
(Pϕ)(ξ, τ)
(
− ∂
∂τ
− a(τ)∆ξ
)
εn
(
x− ξ, b(t, τ))dξdτ
=: J1 − J2 + J3 − J4 + J5,
(4.14)
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with the definitions of Ji, i = 1, ..., 5. Using the property of the fundamental solution
of the heat operator such that εn(x− ξ, t)→ δ(x− ξ) with t→ 0+, we have
J1 := lim
δ→0
∫
Ω
εn
(
x− ξ, b(t, t− δ))(Pϕ)(ξ, t− δ)dξ
=
∫
Ω
δ(x− ξ)(Pϕ)(ξ, t)dξ = (Pϕ)(x, t).
Since (Pϕ)(·, 0) = ϕ , we have
J2 := lim
δ→0
∫
Ω
εn
(
x− ξ, b(t, 0))(Pϕ)(ξ, 0)dξ = (Pϕ)(x, t).
The integrals J3, J4 have limits as δ → 0
J3 := lim
δ→0
∫ t−δ
0
∫
∂Ω
∂εn
(
x− ξ, b(t, τ))
∂ν(ξ)
a(τ)(Pϕ)(ξ, τ)dSξdτ
=
∫ t
0
∫
∂Ω
∂εn
(
x− ξ, b(t, τ))
∂ν(ξ)
a(τ)(Pϕ)(ξ, τ)dSξdτ,
J4 := lim
δ→0
∫ t−δ
0
∫
∂Ω
εn
(
x− ξ, b(t, τ))a(τ)∂(Pϕ)(ξ, τ)
∂ν(ξ)
dSξdτ
=
∫ t
0
∫
∂Ω
εn
(
x− ξ, b(t, τ))a(τ)∂(Pϕ)(ξ, τ)
∂ν(ξ)
dSξdτ.
Clearly,
J5 := lim
δ→0
∫ t−δ
0
∫
Ω
(Pϕ)(ξ, τ)
(
− ∂
∂τ
− a(τ)∆ξ
)
εn
(
x− ξ, b(t, τ))dξdτ = 0.
From (4.14) we get
IPϕ(x, t) := J3 − J4 =
∫ t
0
∫
∂Ω
(
∂εn
(
x− ξ, b(t, τ))
∂ν(ξ)
a(τ)(Pϕ)(ξ, τ)
− εn
(
x− ξ, b(t, τ))a(τ)∂(Pϕ)(ξ, τ)
∂ν(ξ)
)
dSξdτ = 0.
When x→ ∂Ω applying Theorem 3.3, we derive
IPϕ(x, t)|(x,t)∈∂Ω×(0,T ) = −(Pϕ)(x, t)
2
+
∫ t
0
∫
∂Ω
(
∂εn
(
x− ξ, b(t, τ))
∂ν(ξ)
a(τ)(Pϕ)(ξ, τ)
− εn
(
x− ξ, b(t, τ))a(τ)∂(Pϕ)(ξ, τ)
∂ν(ξ)
)
dSξdτ.
The rest of the proof is the same as in the case of the volume potential. 
References
[1] E. B. Fabes and N. M. Rivire. Dirichlet and Neumann problems for the heat equation
in C1 cylinder. Proc. Sympos. Pure Math., 35:179–196, 1979.
[2] A. Friedman. Partial Differential Equations of Parabolic Type. Prentice-Hall, Engle-
wood Cliffs, N.J., 1964.
TRACE FORMULAE FOR DEGENERATE PARABOLIC EQUATIONS 19
[3] M. Kac. Integration in function spaces and some of its applications. Accademia
Nazionale dei Lincei, Pisa, 1980. Lezioni Fermiane. [Fermi Lectures].
[4] T. Sh. Kal’menov, G. D. Arepova. On a heat and mass transfer model for the locally
inhomogeneous initial data. Bulletin SUSU MMCS, 9:124–129, 2016.
[5] T. Sh. Kal’menov and D. Suragan. On spectral problems for the volume potential.
Doklady Mathematics, 80(2):646–649, 2009.
[6] T. Sh. Kal’menov and D. Suragan. Boundary conditions for the volume potential for
the polyharmonic equation. Differ. Equ., 48(4):604–608, 2012.
[7] J. Kemppainen. Properties of the single layer potential for the time fractional diffusion
equation. J. Integral Equa. Appl., 23, 3:437–456, 2011.
[8] R. Kress. Linear Integral Equations. Volume 82 of Applied Mathematical Sciences.
SpringerVerlag, Berlin, 2014.
[9] I. Malyshev. On the parabolic potentials in degenerate-type heat equations. J. Appl.
Math. Stoch. Anal., 2(4):147–160, 1991.
[10] M. Ruzhansky, D. Suragan. Hardy inequalities on homogeneous groups. Progress in
Math. Vol. 327, Birkha¨user, 588 pp, 2019.
[11] M. Sadybekov, G. Oralsyn. On trace formulae of the generalised heat potential oper-
ator. J. Pseudo-Differ. Oper. Appl., 9(1):143–150, 2018.
[12] E. M. Landis. The second order equations of elliptic and parabolic type (in Russian)
Nauka, Moscow, 1971. Engl. transl. Transl. of Mathematical Monographs 171, AMS
publications, 1998. MR 98k:35034.
Mukhtar Karazym:
Department of Mathematics
Nazarbayev University, Kazakhstan
E-mail address mukhtar.karazym@nu.edu.kz
Durvudkhan Suragan:
Department of Mathematics
Nazarbayev University, Kazakhstan
E-mail address durvudkhan.suragan@nu.edu.kz
