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Let Rn(s) be the recurrence time of the initial n-word of an infinite sequence s.We have that
s is periodic if and only if there existsM such that Rn(s) ≤ n for all n > M . For non-periodic
sequences, therefore, Rn(s) ≤ n + 1 is the possible lowest upper bound for Rn. We show
that if Rn(s) ≤ n+ 1 for all n, then s is Sturmian. The opposite does not hold in general and
we completely classify such Sturmian sequences.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
LetA be a finite set called an alphabet. A word is a finite sequence of elements ofA. Let s = s1s2s3 . . . sn . . . ∈ AN be a
sequence of elements ofA or an infinite word. In this article, we considerA = {a, b}.
Define Ps(n) by the subword complexity function that counts the number of different words of length n occurring in
s = (si)i∈N, i.e.,
Ps(n) = #{sksk+1 · · · sk+n−1 : k ∈ N}.
Morse and Hedlund ([6], see also [1]) showed that an infinite word s is eventually periodic if and only if Ps(n) ≤ n for some
n. Thus, the smallest possible subword complexity for a non-periodic sequence s is Ps(n) = n + 1, and such a sequence is
called Sturmian.
It is well known (e.g., [5]) that a Sturmian sequence s = (si)i≥1 is represented by
si =

a, if ⌊(i+ 1)α + ρ⌋ − ⌊iα + ρ⌋ = 1,
b, if ⌊(i+ 1)α + ρ⌋ − ⌊iα + ρ⌋ = 0, (1)
for an irrational slope α ∈ (0, 1) and a real intercept ρ ∈ [0, 1). A Sturmian sequence s is called standardwhen the intercept
ρ = 0.
Let Rn be the first return time to the initial n-word, i.e.,
Rn(s) = min{j ≥ 1 : sj+1 · · · sj+n = s1 · · · sn}.
Then, Ornstein and Weiss [7] showed that for almost every s,
lim
n→∞
log Rn(s)
n
= measure theoretic entropy.
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Note that if we choose s as a typical point of S ⊂ AN, in the sense that the orbit of s under the left shift is dense in S, then
we have
lim
n→∞
log Ps(n)
n
= topological entropy.
The relation between the first return time Rn and the measure theoretic entropy suggests that Rn can also be used as a
complexity function for infinite words. The following theorem is a result analogous to that of Morse and Hedlund’s theorem
for Ps(n) to the first return time Rn(s).
Theorem 1.1. Let s be an infinite word. The following are equivalent:
(i) s is periodic,
(ii) Rn(s) is a bounded function of n,
(iii) there exists M such that Rn(s) ≤ n for all n ≥ M.
Therefore, the possible smallest upper bound of Rn for a non-periodic sequence is n+1. For example, let s be the Fibonacci
word defined by the substitution a → ab, b → a, i.e.,
f = abaababaabaababaababaabaababaabaab . . .
Then, we can easily verify that R1(f) = 2, R2(f) = R3(f) = 3, R4(f) . . . R6(f) = 5, R7(f) . . . R11(f) = 8, R12(f) . . . R19(f) = 13,
and so on. In general, if Rn(s) ≤ n+ 1 for all n, then s is Sturmian. However, the inverse is not true because we can see that
R1(f′) = 3, R3(f′) = 5, R6(f′) = 8, . . . for f′ = baababaabaababaababa . . ., which is a one-step-left shift of the Fibonacci
word f. Note that f′ is also Sturmian. The following theorem classifies the case that a sequence s satisfies Rn(s) ≤ n+ 1:
Theorem 1.2. A non-periodic infinite word s satisfies Rn(s) ≤ n+ 1 for all n if and only if s is standard Sturmian.
Theorem 1.2 is shown in Section 4 using the representation of Sturmian words by irrational rotations. We prove
Theorem 1.1 in Section 2 and present some properties of infinite words swith Rn(s) ≤ n+ 1 in Section 3.
2. Combinatorial lemmas
For a finite word u = u1 . . . un, ui ∈ A, denote u[i,j] = ui . . . uj for i ≤ j and u[i,i−1] = ε, the empty word for notational
simplicity. For a finite word u = u1 . . . un, define u− as the prefix of u of length |u| − 1, i.e., u− = u1 . . . un−1. A finite word
u is called periodic if u = wm = ww . . . w  
m
for some nonempty wordw and integerm > 1.
It is well known (e.g., [4]) that for nonempty finite words u and v, uv = vu if and only if there exists a finite wordw such
that u and v are both powers ofw. We need a slightly stronger form of this theorem:
Lemma 2.1. Let u and v be nonempty finite words. If (uv)− = (vu)−, then u = wi and v = wj for some finite word w and
integers i, j ≥ 1. Thus, uv = vu and uv = wi+j is periodic.
Proof. Let c and d be the last letters of u and v, respectively. Then, u = u−c , v = v−d, and uv− = u−cv−, vu− = v−du−. If
c ≠ d, then the number of c in uv− is less than that of vu−, implying uv− ≠ vu−. Thus, if uv− = vu−, then c = d; therefore,
we have uv = uv−c = vu−c = vu. Now, we use the argument that uv = vu if and only if u and v are both powers ofw. 
Lemma 2.2. If Rn(s) < Rn+1(s), then we always have Rn+1(s) > n+ 1.
Proof. Since Rn is a monotone increasing function of n, we only consider the case of Rn(s) ≤ n. Let r = Rn(s) ≤ n. Then,
si = si+r for 1 ≤ i ≤ n and we have
s[1,r+n] = s[1,r]s[1,r] . . . s[1,r]s[1,r ′], (2)
where n = mr + r ′,m ∈ N, and 0 ≤ r ′ < r .
Suppose that r < Rn+1(s) ≤ n+ 1. We claim that r > 1. Indeed, if r = 1, then s[1,r+n] = cn+1 for a letter c. In this case,
the hypothesis Rn+1(s) ≤ n+ 1 implies that sn+2 = c; thus Rn+1(s) = 1 = r . Let r¯ = Rn+1(s). Then, by (2) and since r > 1,
we have
s[r¯+1,r¯+n+1] = s[1,n+1] = s[1,r] . . . s[1,r]s[1,r ′+1]. (3)
If r | r¯ , then because r¯ ≤ n+ 1 = mr + r ′ + 1 ≤ (m+ 1)r , we have r + n+ 1 = (m+ 1)r + r ′ + 1 = r¯ + jr + r ′ + 1
for some 0 ≤ j ≤ m. By (3), we have sr+n+1 = sr¯+jr+r ′+1 = sr ′+1; therefore, combined with (2), we have s[1,r+n+1] =
s[1,r]s[1,r] . . . s[1,r]s[1,r ′+1] and Rn+1(s) ≤ r , a contradiction.
If r - r¯ , let r¯ = m¯r + r ′′, m¯ ∈ N, and 0 < r ′′ < r . Since r¯ ≤ n+ 1, using (2), we have
s[r¯+1,r¯+r−1] = s[r ′′+1,r]s[1,r ′′−1].
Therefore, by (3), we have
(s[r ′′+1,r]s[1,r ′′])− = s[r¯+1,r¯+r−1] = (s[r¯+1,r¯+n+1])[1,r−1] = s[1,r−1] = (s[1,r ′′]s[r ′′+1,r])−.
By Lemma 2.1, we conclude that s[1,r] = s[1,r ′′]s[r ′′+1,r] is periodic; by (2), this gives Rn(s) < r , a contradiction to the
assumption. 
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Proof of Theorem 1.1. (i) ⇒ (ii): If s = (si)i≥1 is periodic with period p, then for all n, we have s[1,n] = s[p+1,p+n] and
Rn(s) ≤ p.
(ii)⇒ (iii): This is evident.
(iii)⇒ (i): If Rn(s) ≤ n for all n ≥ M , then by Lemma 2.2, we have Rn(s) = RM(s) for all n ≥ M . Let R = RM(s). Then
s[1,n] = s[R+1,R+n] for all n ≥ M , implying that s is periodic and R is a multiple of the period of s. 
3. Sequences of minimal return time complexity
In this section, we assume that s = (si)i∈N is a non-periodic infinite word that satisfies Rn(s) ≤ n + 1 for all n. Without
loss of generality, we assume that s starts with a, i.e., s1 = a. Because we assume that s is not periodic, by Theorem 1.1, Rn(s)
is not bounded and there exist infinitely many r ’s such that Rr−1(s) = r . Let R0(s) = 1 for the sake of convenience. Define
rk =

1, k = 1,
min{r > rk−1 : Rr−1(s) = r}, k ≥ 2.
By the assumption of Rn(s) ≤ n + 1, we have R1(s) = 1 or 2. If R1(s) = 2, then r2 = 2 and s = ab . . . . If R1(s) = 1, then
r2 > 2 and we have s = aa . . . ab . . . . Moreover, for any integer k ≥ 1, by Lemma 2.2, we have
Rn(s) = rk for rk − 1 ≤ n < rk+1 − 1. (4)
Definewk by the prefix of s of length rk, i.e.,wk = s[1,rk] for each integer k ≥ 1. Note thatw1 = a.
For an example of a Fibonacci word,
f = abaababaabaababaababaabaababaabaab . . . ,
we have r1 = 1, r2 = 2, r3 = 3, r4 = 5, r5 = 8, r6 = 13, and so on. In this case, we have wk+1 = wkwk−1 for all k ≥ 1. Note
that f is generated by the irrational slope of the golden mean α =
√
5−1
2 with intercept ρ = 0 in (1).
Let u−− = (u−)− = u1 . . . un−2 for u = u1 . . . un.
Lemma 3.1. Let s = (si)i∈N be a non-periodic infinite word with Rn(s) ≤ n+ 1 for all n. For each k > 1,wkwk−1 is a prefix of s
and
(wkwk−1)− ≠ (wk−1wk)−, (wkwk−1)−− = (wk−1wk)−−.
Proof. Since Rrk−1(s) = rk for all k ≥ 1, we have Rrk(s) = rk or rk + 1. If Rrk(s) = rk, then
s[1,2rk] = s[1,rk]s[1,rk] = wkwk−1s[rk−1+1,rk]. (5)
If Rrk(s) = rk + 1, then by Rrk−1(s) = rk, we have
s[1,rk−1] = s[rk+1,2rk−1], srk ≠ s2rk , s[1,rk] = s[rk+2,2rk+1]. (6)
Thus, s[rk+1,2rk−1] = s[1,rk−1] = s[rk+2,2rk]; this gives srk+1 = srk+2, srk+2 = srk+3, . . . , s2rk−1 = s2rk , i.e.,
srk+1 = srk+2 = srk+3 = · · · = s2rk−1 = s2rk .
By (6), we have
s1 = s2 = · · · = srk−1 = srk+1 = srk+2 = · · · = s2rk = a ≠ srk = s2rk+1;
therefore, s[1,2rk+1] = ark−1barkb, implyingwk = w2 = ark−1b andwk−1 = w1 = a. Thus, we have
s[1,rk+rk−1] = ark−1ba = wkwk−1. (7)
By (4), we have
Rrk−2(s) = rk−1 and Rrk−1(s) = rk > rk−1.
This implies that
s[rk−1+1,rk−1+rk−2] = s[1,rk−2] and s[rk−1+1,rk−1+rk−1] ≠ s[1,rk−1].
By (5) and (7),wkwk−1 is a prefix of s, s[1,rk+rk−1] = wkwk−1. Therefore,
(wkwk−1)−− = s[1,rk−1]s[rk−1+1,rk−1+rk−2] = s[1,rk−1]s[1,rk−2] = (wk−1wk)−−,
(wkwk−1)− = s[1,rk−1]s[rk−1+1,rk−1+rk−1] ≠ s[1,rk−1]s[1,rk−1] = (wk−1wk)−. 
3416 D.H. Kim / Theoretical Computer Science 412 (2011) 3413–3417
Lemma 3.2. Assume that s = (si)i∈N is a non-periodic infinite word with Rn(s) ≤ n+ 1 for all n. Let u, v, and uv be prefixes of
s = (si)i≥1 with |u| > |v| ≥ 1 satisfying
(uv)− ≠ (vu)− and (uv)−− = (vu)−−.
Then, u = wk+1 and v = wk for some k ≥ 1.
Proof. If s[1,|u|+|v|−2] = (uv)−− = (vu)−−, then u−− is a prefix of s[1,|u|+|v|−2] and a suffix of s[1,|u|+|v|−2], implying that
R|u|−2(s) ≤ |v|.
If s[1,|u|+|v|−1] = (uv)− ≠ (vu)− = vu−, then u− is not a suffix of s[1,|u|+|v|−1]; therefore, R|u|−1(s) ≠ |v|. Suppose
r := R|u|−1(s) < |v|; then, by Lemma 2.2, R|v|(s) = R|u|−1(s) = r . Therefore, we have that s[1,r]v = vs[1,r] and
s[1,r]u− = u(s[1,r])− are prefixes of s because s[1,r] is a prefix of u−− and (s[1,r])− is a prefix of v−−. Note that s[1,r] is
not periodic because Rr(s) = r . Therefore, by Lemma 2.1, u = (s[1,r])i, v = (s[1,r])j, and vu = s[1,r] . . . s[1,r] = uv; this
contradicts (uv)− ≠ (vu)−.
Hence, choose k ≥ 1 such that rk ≤ |v| < rk+1. Then, the conditions
(uv)−− = (vu)−−, (uv)− ≠ (vu)−
imply that R|u|−2(s) ≤ |v| < rk+1 and R|u|−1(s) > |v| ≥ rk. By (4), we have R|u|−2(s) = rk and R|u|−1(s) = rk+1; thus,
|u| = rk+1 and u = wk+1.
If |v| = 1, then k = 1 and v = w1; this completes the proof.
Assume that |v| ≥ 2. Then, (uv)−− = (vu)−− implies that u = v . . . vv′, where v′ is a prefix of v and |v′| < |v|. Note
that vv′ is also a prefix of u and s. Now, we have
(v . . . vv′v)−− = (vv . . . vv′)−−, (v . . . vv′v)− ≠ (vv . . . vv′)−,
and
(v′v)−− = (vv′)−−, (v′v)− ≠ (vv′)−.
By the same argument before, we have R|v|−2(s) ≤ |v′| and R|v|−1(s) > |v′|. The assumption of rk ≤ |v| < rk+1 implies that
|v| = rk and v = wk. 
4. Standard Sturmian sequences
A well-known combinatorial property of standard Sturmian sequences is known as follows.
Fact 4.1 ([8]). A standard Sturmian word s = (si)i≥1 is given by
si =

a, if ⌊(i+ 1)α⌋ − ⌊iα⌋ = 1,
b, if ⌊(i+ 1)α⌋ − ⌊iα⌋ = 0,
for an irrational slope α with partial quotients ai if and only if s = limk→∞ w¯k, where w¯0 = b, w¯1 = ba1−1a, and
w¯k = (w¯k−1)akw¯k−2 for k ≥ 2.
Using Fact 4.1, we have the proof of Theorem 1.2 as a corollary of the following proposition:
Proposition 4.2. A non-periodic infinite sequence s = (si)i≥1 satisfies Rn(s) ≤ n + 1 for all n if and only if s = limk→∞wk,
wherewk is a sequence of finite words satisfyingwk = wk−1 . . . wk−1wk−2, k ≥ 2,w0 = b,w1 = a.
Proof. By Lemma 3.1, if Rn(s) ≤ n+ 1 for all n ≥ 1, then for k ≥ 1,
(wk+1wk)−− = (wkwk+1)−− and (wk+1wk)− ≠ (wkwk+1)−,
implying that if |wk| = rk ≥ 2, then
wk+1 = wk . . . wkw′,
wherew′ is a prefix ofwk with |w′| < |wk| = rk. Therefore, for rk ≥ 2, we have
(wkwk . . . wkw
′)−− = (wk . . . wkw′wk)−−,
(wkwk . . . wkw
′)− ≠ (wk . . . wkw′wk)−;
therefore,
(wkw
′)−− = (w′wk)−−, (wkw′)− ≠ (w′wk)−.
Thus,w′ cannot be an emptyword and by Lemma3.2,we havew′ = wk−1. Hence, for rk ≥ 2,wehavewk+1 = wk . . . wkwk−1.
For rk = 1, k = 1 and we havew2 = a . . . ab = w1 . . . w1w0 if we putw0 = b.
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For the opposite direction, assume thatwk+1 = wk . . . wkwk−1, k ≥ 1. If (wk−1wk)−− = (wkwk−1)−−, then
(wk+1wk)−− = (wk . . . wkwk−1wk)−− = wk . . . wk(wk−1wk)−−
= wk . . . wk(wkwk−1)−− = (wk . . . wkwkwk−1)−− = (wkwk+1)−−.
Therefore, sincew1 = a andw2 = a . . . ab, (w1w2)−− = (w2w1)−−, the induction rule implies that for k ≥ 1,
(wk+1wk)−− = (wkwk+1)−−,
implying that Rrk+1−2(s) ≤ rk for all k ≥ 1. Since Rn is an increasing function of n, we have
Rn(s) ≤ rk for rk − 1 ≤ n ≤ rk+1 − 2;
this gives Rn(s) ≤ n+ 1 for all n. The non-periodicity of s is obtained by Fact 4.1. 
Remark 1. Let s = (si)i∈N be a standard Sturmian word starting with a, s1 = a. Then, s is characterized by the irrational
slope α > 12 (a1 = 1) in Fact 4.1. Let s¯ = (s¯i)i≥1, where a¯ = b and b¯ = a. Then, s¯, which starts with b, is given by the
irrational slope 1− α because
1− α = 1
a2 + 1+ 1a3+···
if α = 1
1+ 1
a2+ 1a3+···
.
Remark 2. Letα be a given irrational slopewith Diophantine type ηwhich is defined by η = sup{t > 0 : limn→∞ nt‖nα‖ =
0}. Note that η ≥ 1 for all irrational α. In [2], it is known that for almost every intercept ρ, we have
lim inf
n→∞
log Rn(s)
log n
= 1
η
, lim sup
n→∞
log Rn(s)
log n
= 1.
However, for some specific ρ, the first return time Rn could bemuch greater than n. For any 1 ≤ α, β ≤ ∞, we can construct
a Sturmian sequence satisfying
lim inf
n→∞
log Rn(s)
log n
= 1
α
, lim sup
n→∞
log Rn(s)
log n
= β.
See [3] for details.
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