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Front propagation versus bulk relaxation in the annealing dynamics of a kinetically
constrained model of ultrastable glasses
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(Dated: June 6, 2016)
Glasses prepared by physical vapour deposition have been shown to be remarkably more stable
than those prepared by standard cooling protocols, with properties that appear to be similar to
systems aged for extremely long times. When subjected to a rapid rise in temperature, ultrastable
glasses anneal towards the liquid in a qualitatively different manner than ordinary glasses, with the
seeming competition of different time and length scales. We numerically reproduce the phenomenol-
ogy of ultrastable glass annealing with a kinetically constrained model, a three dimensional East
model with soft constraints, in a setting where the bulk is in an ultrastable configuration and a
free surface is permanently excited. Annealing towards the liquid state is given by the competition
between the ballistic propagation of a front from the free surface and a much slower nucleation-
like relaxation in the bulk. The crossover between these mechanisms also explains the change in
behaviour with film thickness seen experimentally.
I. INTRODUCTION
Glasses are out-of-equilibrium systems, and as such
their properties are history dependent [1–4]. The stan-
dard preparation method for a large class of glass formers
consists in cooling down an equilibrated liquid below the
melting point in such a way that the metastable super-
cooled liquid does not crystallise, decreasing its temper-
ature further until the relaxation time exceeds the ex-
perimental time scales at the (protocol-dependent) glass
transition temperature Tg. In recent years, however, an
alternative preparation technique [5–9] has been shown
to have interesting applications in materials science and
has provided the physics of the glass transition with a
new set of intriguing experimental facts whose theoret-
ical elucidation may help increase our understanding of
the glass transition more generally.
This technique is physical vapour deposition, which
consists in the addition of layers of molecules onto a sub-
strate at a low temperature Tdep. Vapour deposition pro-
duces systems characterised by unusual thermodynamic
and kinetic stability properties when Tdep is moderately
smaller than Tg, especially around the apparently opti-
mal temperature Tdep ≈ 0.85Tg, which have earned these
systems the name of ultrastable glasses [5]. Stable glasses
show, when compared to ordinary glasses resulting from
cooling a liquid, lower enthalpies and higher onset tem-
peratures [5], higher densities and lower fictive temper-
atures [8]. According to these studies, the kinetic and
thermodynamic properties of stable glasses are similar
to those one would expect from ordinary glasses after a
very prolonged period of aging. These systems are thus
believed to lie in very deep regions of the potential energy
landscape that can only be reached by ordinary means
after a good deal of rearrangement of local configurations
(which is of necessity extremely sluggish at such low tem-
peratures).
The stability of ultrastable glasses can be tested by
studying how they revert back to the liquid state when
annealed above the experimental glass transition tem-
perature. A key experimental observation is that stable
glasses do not transform to the liquid in the same man-
ner as ordinary glasses: at least in thin enough vapour-
deposited films, melting takes place first in the vicinity of
the free surface, and then propagates at constant speed
to the rest of the system [7, 10, 11]. This is further con-
firmed by the fact that the inclusion of additional planes
of mobility generates new propagation fronts starting
from each of them [9]. The propagation speed of the
front and its dependence on the structural relaxation
time at the annealing temperature and on the deposi-
tion temperature has been characterised in a number of
recent publications [11–13]. Furthermore, a recently ex-
perimental study has analysed the enhanced dynamics of
ultra-thin vapour-deposited glass films, revealing a strong
correlation between the dynamics of the free surface and
the bulk over considerably long scales [14]. A second
key observation is that the time scale associated with
transforming an ultrastable film into the liquid displays
a crossover with film thickness, from a linear dependence
on thickness for thin films to becoming independent of
thickness at some threshold size [6, 15]. This suggests
a competition between relaxation dynamics initiated at
the free surface (and, if they exist, other planes of higher
mobility - including possibly the glass-substrate interface
[7, 9]) and transformation processes initiated in the bulk
of the system [6, 10, 15].
In this paper we consider the problem of melting of
ultrastable glasses from the dynamical facilitation point
of view [16]. Specifically, we study numerically the an-
nealing of ultrastable glass films modelled by means of
a three-dimensional East facilitated spin model [17–22]
(also known as North-or-East-or-Front model) with soft
constraints [23], a model known to display many features
associated with glassy dynamics such as super-Arrhenius
relaxation and dynamic heterogeneity. Several properties
of ultrastable glasses have already been considered using
kinetically constrained [17] or associated plaquette mod-
els [24] (for studies of stable glasses with other approaches
see e.g. [25–28]). This includes ultrastable glass prepa-
2ration and aspects of their relaxation when modelled
by a three-spin-facilitated Fredrickson-Andersen model
[29, 30], or nucleation and growth dynamics in their
bulk relaxation and the relation to overlap transitions
in coupled plaquette models [31] . Here we specifically
study the competition between surface and bulk relax-
ation mechanisms, which to our knowledge has only been
observed experimentally to date [6, 15]. This is a crucial
aspect of the transformation dynamics of stable glasses,
as the difference in the way stable glasses and ordinary
glasses transform into the liquid can be attributed to the
presence of these mechanisms and to a crossover between
them. As we show below, our model qualitatively repli-
cates the phenomenology observed experimentally [15],
indicating that the dynamics of stable glasses can be ra-
tionalised with dynamic facilitation ideas.
II. MODEL
In order to model ultrastable glasses in the simplest
possible way we will consider a three-dimensional version
of the East model (or North-or-East-or-Front model) [17–
22]. The East model and its generalisations are known
to display many of the dynamical characteristics both
of supercooled liquids, including super-Arrhenius relax-
ation times in equilibrium [20, 32] (with a “parabolic”
law that works well phenomenologically [33]), dynami-
cal heterogeneity [34], transport decoupling [35, 36], and
of glasses, such as anomalous thermodynamic responses
when driven out of equilibrium [37]. Furthermore, the
East model and its generalisations, while highly non-
trivial, are simple enough to allow for systematic studies,
and many properties of their dynamics are known rigor-
ously [20, 21, 38–40].
The model of a liquid or glass film that we study con-
sists of a system of Ising spins on a cubic lattice of size
N = L×L×h, where L corresponds to the plane dimen-
sions and h to the vertical size of the film. Like other
facilitated spin models, the energy function of the system
is non-interacting, E =
∑N
i ni, where ni = 0, 1 indicates
the state of spin at site i. The dynamics is kinetically
constrained in a way that we now explain. In the 3D
East model the (hard) kinetic constraint on spin i at po-
sition (xi, yi, zi) is given by the binary variable ci, which
is dependent on the local configuration: ci = 1 (i.e., spin
i can flip) if at least one of the spins at (xi + 1, yi, zi),
(xi, yi + 1, zi) and (xi, yi, zi + 1) is excited, and ci = 0
(i.e., spin i cannot flip) otherwise. [Periodic boundary
conditions are considered along the x and y directions,
but not along the z direction, so that (xi, yi, zi+1) is only
inspected if zi < h.] For reasons that are explained in
detail below, in our modelling we will consider a “soft”
constraint. For a given inverse temperature β = 1/T
(in units such that kB = 1), an excitation process at a
generic site i, ni = 0→ 1, occurs with an associated rate
[ci + exp (−βU)] exp (−β), and a de-excitation process,
ni = 1 → 0, occurs with a rate ci + exp (−βU). The
configuration-independent rate exp (−βU) thus softens
the constraint by allowing for the spontaneous occurrence
of spin flips in the absence of neighbouring excitations
with an associated energy cost U [23]. This dynamics
satisfies detailed balance with respect to the canonical
distribution exp(−βE[{ni}])/Z for the non-interacting
Hamiltonian E above. Due to the kinetic constraints, the
dynamics is much richer than the underlying thermody-
namics [17], which is the central aspect of the dynamic
facilitation approach [16].
Our setup for the annealing dynamics is sketched in
Fig. 1(a): The top layer (z = h) of the simulation box is
permanently excited, as it represents the highly mobile
free surface of the vapour-deposited system, while the
bulk is initially without excitations, cf. Ref. [29]. The ini-
tial configuration sketched on the left panel corresponds
to the bulk of an ultrastable glass of low fictive tem-
perature. As such the bulk concentration of excitations
is much smaller that the one at equilibrium at the an-
nealing temperature T , ceq = (1 + expβ)
−1. As time
proceeds, the free surface gives rise to neighbouring ex-
citations in the layers immediately underneath. This re-
sults in a relaxation front that proceeds inwards from the
free surface. We expect the front to advance ballistically
on average, leaving behind it an equilibrium concentra-
tion of excitations (i.e. the equilibrated “liquid”). This
ballistic propagation with equilibrium behind was indeed
proven for the one-dimensional East model [39]. A sec-
ond relaxation mechanism originates in the bulk, where
facilitated dynamics is initially not possible, while the
spontaneous creation of excitations is suppressed but not
completely absent. An excitation can indeed be sponta-
neously created with a rate exp (−βU) (due to the soft-
ness of the constraint), which can then facilitate further
excitations in their vicinity. This is therefore a nucle-
ation and growth process. The relative time scales over
which theses two processes - front propagation from the
free surface and bulk excitation - occur may give rise to
different annealing dynamics.
Indeed, the language of nucleation theory is relevant in
this context, and we will see below that the Kolmorogov-
Johnson-Mehl-Avrami theory of nucleation and growth
[41–45] applies to bulk relaxation in our setup. This con-
nection already appeared in some experimental papers
[6], and has been used recently in the theoretical study
of bulk relaxation of ultrastable glasses with plaquette
models [31]. In this sense, the softness of the constraint
can be thought of as a simplified version of the nucleation
mechanism described in Ref. [31] in the context of pla-
quette models (which as effective facilitated models also
have soft constraints). We will elaborate on this point
later in the paper. The time scales over which front prop-
agation and spontaneous excitation occur will depend on
both the annealing temperature T and the soft constraint
barrier height U . The latter is the effective parameter in
our model that controls the stability of the stable glass.
In experiments this is related to the deposition tempera-
ture of the stable glass Tdep (i.e. the closer Tdep is to the
3FIG. 1. Illustration of the transformation dynamics,
including a front propagating from the free surface
and a nucleation and growth process in the bulk. (a)
Sketch of the system. Initially, there is a top layer of excita-
tions, which are fixed throughout time to reflect the enhanced
mobility of the free surface in experimental systems, and an
empty bulk. As time proceeds, an excitation front propagates
from the top layer and new isolated excitations are sponate-
nously created (nucleate) and grow in the bulk; cf. Ref. [6].
Red crosses indicate the free surface excitations and the spon-
taneously created excitations in the bulk, while the grey areas
adjacent to them correspond to the regions that become ex-
cited through local facilitation. (b) Transformation dynamics
of a 64 × 64 × 64 lattice at T = 0.45 as given by the frac-
tion of spins that have flipped since the initial time 1 − p(t)
in three different situations: (F) front propagation, (B) bulk
nucleation and growth, (F+B) both mechanisms combined.
(The parameter choices used in each case are given in the
text.) Each curve results from averaging 20 independent re-
alisations.
optimal deposition temperature, the larger the effective
barrier height U).
III. ANNEALING DYNAMICS: FRONT
PROPAGATION VS. BULK RELAXATION
With our simplified model, we aim to elucidate the an-
nealing process whereby an ultrastable glass turns into a
liquid. This transformation reveals potentially interest-
ing properties of stable glasses, and the structural aspects
in which they differ from ordinary glasses, and has been
carefully studied in experiments [6, 15]. The transforma-
tion into the liquid state in those studies is inferred from
changes in the specific heat [6] or in the dielectric loss
response [15].
In our case, a simple observable that can give an esti-
mate of the amount of material that has transformed into
liquid is given by the fraction of spins that have flipped at
least once from their initial state, i.e. 1−p(t), where p(t)
is the persistence function, see e.g. [18]. By exploring
the behaviour of 1 − p(t) for different values of T (an-
nealing temperature), U (which acts as a proxy for the
fictive temperature or the glass), and h (film thickness)
we expect to shed light on the mechanisms underlying
the melting of stable glasses.
An illustration of the competition at the heart of the
annealing dynamics is given in Fig. 1(b). It shows the
relaxation of a system of N = 64× 64× 64 sites at T =
0.45, in three different situations: the curve denoted (F)
corresponds the case where the melting dynamics is solely
due to the propagation of the front from the free surface
(U →∞); (B) corresponds to pure bulk relaxation (U =
6, no free surface, and periodic boundary conditions in
the z direction); and (F+B) to a situation when both
mechanisms are at play, so that there is an initial front
propagation before bulk relaxation takes over (U = 6
with a free surface). In this way (F) and (F+B) represent
stable glasses of extreme or finite stability, respectively,
while (B) shows the relaxation of the bulk in the absence
of a free surface of excitations [30]. We see from Fig.
1(b) that the shape of the (F+B) curve can be explained
by a combination of the (F) and (B) processes [it cannot
be just the sum, as a spin that has already been flipped
by bulk relaxation or front propagation is already liquid-
like, and will not increase its contribution to 1 − p(t)
at the time the other process makes it flip]. With this
illustration in mind, we now turn our attention to a study
of the front dynamics, then of the bulk dynamics, and
finally, in the next section, to the combination of both
with special attention to the time scales involved.
The propagation of the front originating from the free
surface seems to occur at a constant speed throughout
the annealing process, except for the very initial and very
late stages. Ballistic spreading from the free surface has
been proven to occur in the one-dimensional East model
[39], and we expect it also to hold in higher dimensions
(and was seen to occur as well in the three-spin facili-
tated Fredrickson-Andersen model in [29]). A key aspect
is that as the front propagates it leaves behind equili-
brated configurations [20, 39], so that the front passing
through is enough to transform the glass into the liquid.
Our detailed results are given in Fig. 2(a), where we show
the annealing dynamics of a system of N = 64× 64× 16
for T = 0.30, 0.35, 0.40, 0.45, 0.50, 0.60, 0.70 and U →∞.
Blue lines correspond to low temperatures and red lines
to high temperatures, with the temperature growing in
the direction of the black arrow. The fact that we have
taken a system of only h = 16 spins in the z direction in-
stead of h = 64 for computational reasons makes it more
evident than in Fig. 1(b) that there is an initial stage of
nonlinear behaviour, but later on the annealing dynamics
4FIG. 2. Front propagation and bulk relaxation. (a)
Annealing dynamics of a system of size 64 × 64 × 16 for
T = 0.30, 0.35, 0.40, 0.45, 0.50, 0.60, 0.70 and U → ∞. Blue
corresponds to low temperatures and red to high tempera-
tures, and the temperature grows in the direction of the black
arrow. Lower inset: front propagation speed v as a function
of 1/T . The line is just a visual aid to highlight the super-
Arrhenius behaviour. Upper inset: v as a function of τα,
where τα is the structural relaxation time of an equilibrated
system in the absence of a free surface. (b) Transformation
dynamics of a 64 × 64 × 64 system without free surface for
T = 0.30, 0.35, 0.40 and 0.50 (see colour coding in the leg-
end), for U = 1 (left, crosses) and U = 6 (right, circles). Fits
based on the Avrami equation 1− p(t) = 1 − exp(−k tn) are
also included (see black lines). Inset: Avrami exponents n
resulting from these fits as functions of U for different T . In
all panels, each curve is an average of 20 independent realisa-
tions.
follows extremely closely a straight line until the system
is almost fully transformed. In the lower inset of Fig. 2(a)
we show the front propagation speed v as a function of
1/T . The fact that v(1/T ) deviates from a straight line
in semilog scale for larger 1/T means that the propaga-
tion time v−1 grows faster than exp(∆E/T ), for a certain
barrier ∆E, as the temperature is decreased, indicating
super-Arrhenius behaviour in the front propagation.This
is in agreement with recent experimental results [12].
In the upper inset of Fig. 2(a), we plot v as a function of
the structural relaxation time τα for different T in loglog
scale. The relaxation time τα is extracted from the decay
of the persistence to e−1 in an equilibrated system in the
absence of a free surface (with periodic boundary condi-
tions). As we are considering U →∞, this corresponds to
the relaxation time of the North-or-East-or-Front model
with hard constraints, which is known to grow as the
temperature is decreased in a super-Arrhenius fashion as
well [18, 19]. If the structural relaxation controlled the
front propagation we would expect v ∼ τ−γα for γ = 1
[13]. However, we find an exponent of γ = 0.95, which
lies close but is still visibly distinct from the γ = 1 case,
to give the best fit to our data (see the black continuous
line; the red dashed line corresponds to γ = 1 and has
been included for comparison). Indeed, the relation be-
tween v and τα has been explored experimentally using
different glass formers, and in all cases the results seem
to be compatible with a power law relation with γ < 1
[11, 13]. Recently, the dependence of this relation on the
deposition temperature has been investigated, with re-
sults that indicate that the exponent γ is independent
of the preparation, while the prefactor becomes smaller
as the stability of the sample increases [12]. This form
of decoupling has not only been observed in experimen-
tal systems, but also in the kinetically constrained model
of Ref. [29], where a front propagation phenomenology
qualitatively similar to the one we report in this work
was first studied. While those works show an exponent γ
that ranges between 0.7 and 0.9, our value seems compat-
ible with a milder form of decoupling. Further research
is required to elucidate whether this is simply due to the
relatively weak kinetic constraint or other peculiarities
of the three-dimensional East model, and its possible re-
lation to the essentially compatible with γ = 1 results
found in the melting of ultrastable glasses arising from
random pinning [46].
We next study the bulk dynamics. In this case, there is
no free surface of excitations, and we are not only inter-
ested in the dependence of our results on T , but also on
U , which is now finite. In Fig. 2(b) we show the transfor-
mation dynamics of a N = 64× 64× 64 system without
free surface for T = 0.30, 0.35, 0.40 and 0.50 (see colour
coding in the legend), for U = 1 (left, crosses) and U = 6
(right, circles). As in the experimental data reported in
[6], the bulk evolution can be fit to an Avrami form [43],
1 − p(t) = 1 − exp(−k tn), which as shown in the figure
(see the black lines) fits the data fairly well. The Avrami
exponents n resulting from these fits are shown in the in-
set. For small U the growth of the nuclei is irrelevant in
the sense that it is slower than the nucleation of new ex-
citations, and this is reflected in the fact that n ≈ 1 [47].
For larger values of U , the exponent grows and gets closer
to the value n = 4 proposed in the Kolmorogov-Johnson-
Mehl-Avrami theory of phase transformations when the
growth is isotropic and linear in time [41–45, 47]. While
for values such as U = 1, 2 or 3, the Avrami equation
closely matches the experimental data, for larger values
of U the fit becomes worse (as seen when the results are
plotted in linear time scale, or by the mean squared error
of the least-squares fit procedure, not shown here). In-
deed, the exponent n > 4 that we obtain for T = 0.35 and
U = 6 probably originates from an insufficiently good fit
5FIG. 3. Annealing dynamics and transformation times for different values of T and U . (a) Transformation into the
liquid of a 64× 64× 64 lattice at T = 0.4 for different values of U . The fraction of spins that have flipped since the initial time
1− p(t) is shown for U = 3, 4, 5, 6, 7, 10. (b) Transformation into the liquid for T = 0.4 and U = 5, in a system of 64× 64× h
spins, for different values of h. The continuous lines correspond to U = 5, whereas the dashed lines correspond to U → ∞
(pure front propagation). (c) Transformation time ttr for different h with parameters as in (b). We define ttr as the time at
which 99% of the sample has transformed into the liquid. Results for U = 5 with (black circles) and without a free surface
(blue diamonds), and U → ∞ with a free surface (red squares) are included in the plot. Colour coding as in Fig. 1 (b). All
results are based on averages of 20 independent realisations.
of the Avrami equation to the data, and the exponent
for T = 0.30 and U = 6 is not even included in the inset
as the fit looks particularly bad in that case. The origin
of this discrepancy, which becomes conspicuous for small
T and large U values (i.e. for systems with very small
nucleation rates), is most probably a finite-size effect,
arising when the typical distance between newly created
excitations is of the order of the linear size of the system.
This hypothesis is vindicated by the fact that perform-
ing the same analysis on substantially smaller systems
for a given temperature leads to poorer Avrami fits for
small values of U that are not problematic at all in these
relatively larger systems.
IV. ANNEALING DYNAMICS: CONNECTION
TO EXPERIMENTAL RESULTS
Having considered separately the front and bulk dy-
namics and their dependence on T and U , we next turn
to the dynamics of the full system, i.e. one with both
a free surface and a finite U , where both mechanisms
are at play, cf. (F+B) in Fig. 1(b). The combination of
the two relaxation routes in the model does indeed re-
flect the melting phenomenology of experimental stable
glasses, as both a constant speed propagation [6, 15, 29],
and a bulk relaxation that follows closely an Avrami form
[6, 31] have been observed in those systems. In order to
to replicate the full phenomenology reported in [6, 15] we
need to consider the two mechanisms taking into account
the relevant time scales.
Before we establish a comparison between our numer-
ical results and previous experimental findings, it is im-
portant to reiterate that the annealing process in vapour-
deposited stable glasses is strongly dependent on the de-
position temperature Tdep, as this temperature controls
the stability of the glass [5]. In our model the role of Tdep
is played by U , as a more densely packed highly stable
configuration is expected to need to overcome a higher
barrier to activate a nucleus in the bulk and give rise to
an excitation capable of growth by the constrained dy-
namics. Highly stable glasses produced at the optimal
Tdep ≈ 0.85 with very slow deposition rates would corre-
spond to a very high U in our model, whereas less stable
films would correspond to smaller U values.
In Fig. 3(a) we show the transformation dynamics for
different values of U , in a system of N = 64×64×64 and
T = 0.4. These results are analogous to those presented
in Fig. 2 of Ref. [15], which is a detailed experimental
study on the annealing dynamics of stable glasses. While
the annealing is slowed down when the excitation barrier
U is increased, for sufficiently high barriers, U ≥ 7, it
becomes independent of the precise value of U . As the
probability of creating a bulk excitation in a given finite
time window in a finite-size system must vanish for suffi-
ciently high U , this can only mean that above U ≈ 7 (for
this annealing temperature) the transformation is gov-
erned by the ballistic propagation of the excitation front
originating in the free surface. For smaller values of U
the dynamics has a contribution due to the nucleation
and growth of excitations in the bulk, which is small for
U = 6, but large enough to obliterate any trace of a lin-
ear transformation for the smaller values of U considered.
The annealing dynamics in such cases becomes homoge-
neous, as in ordinary glasses.
An intriguing experimental observation [15] relates to
the dependence of the total annealing time on the film
height h, in particular the crossover from a linear depen-
dence on h for thinner films, to h-independent values for
thicker films; see e.g. Fig. 3 of Ref. [15]. Furthermore,
this crossover occurs at film heights of the order of a µm,
an almost macroscopic length way beyond any expected
dynamical correlation length scales of supercooled liquids
at conditions near Tg. By considering the height depen-
dence in our model we argue that this micron sized length
is not indicative of correlations. It is the size at which
6the two relaxation mechanisms crossover.
Figure 3(b) (continuous lines) shows the “liquid frac-
tion” as a function of time for various h. We use the same
parameters as before, except that now U = 5 is fixed and
h varies. To explicitly distinguish front from bulk relax-
ation we have included results for U →∞ (dashed lines),
which show a relaxation purely based on a ballistic front
propagation. When the system is thin (h < 32), there is
not enough time for the nucleation of excitations in the
bulk, and the front dominates. For thicker samples, how-
ever, the front takes too long to reach the whole system,
leaving enough time for the nucleation of bulk excitations
to occur. At fixed annealing temperature T , the compe-
tition between both mechanisms is controlled by U (in
experiments, Tdep and the deposition rate, as well as the
microscopic properties of the glass former) and h: for
highly stable glasses with large activation barriers, the
bulk dominated transformation will only be seen in very
thick samples, as it happens in the experimental results
reported in Ref. [15].
The competition between front propagation and bulk
relaxation becomes evident in the manner in which the
overall transformation time changes with height h. Here,
the transformation time ttr is defined as the time at which
the liquid fraction 1 − p(t) reaches 0.99. This is shown
in Fig. 3(c) (black circles) for the same parameter val-
ues used in panel (b). We can see that for small h the
transformation time is linear in h, crossing over to a con-
stant value at large h. For comparison we also show (blue
diamonds) the transformation time from a pure bulk sys-
tem (no free surface and p.b.c. in all directions, includ-
ing z), and that due solely to a free surface (red squares,
U →∞); cf. Fig. 1 (b), which contains the data used in
the computation of the h = 64 point in this panel. For the
conditions of Fig. 3(c) the crossover occurs at hcross ≈ 50,
and in general this crossover length depends on U (the
stability of the glass) and T (the annealing temperature).
In the inset to Fig. 3(c) we show the transformation times
in loglog scale, which can be compared to the analogous
experimental figures in Refs. [6, 15].
V. CONCLUSIONS
This work sheds light on the melting of stable glasses
using dynamic facilitation ideas. To this end, we have
modelled ultrastable films using a three-dimensional East
model with a free surface which is permanently excited,
cf. [29]. We have shown that the competition between the
relaxation initiated at the free surface, which propagates
as a ballistic front that leaves behind equilibrated mate-
rial, and bulk relaxation is responsible for the crossover
behaviour seen in experiments. A consequence of this
competition is the emergence of a characteristic film
thickness at which a front dominated melting regime
crosses over to a bulk dominated melting regime, see Fig.
3(c). This is the central result of this work.
An interesting aspect of the melting dynamics of stable
glasses that we have not addressed is the manner in which
this crossover length lc depends on the annealing temper-
ature T and on the stability of the sample. In practice
the deviation from the linear growth illustrated in the
(F+B) curve in Fig. 1 (b) only becomes visible when the
fraction of glass that thas melted by bulk mechanisms
is not negligibly small compared to the amount that has
already equilibrated by the ballistic propagation of the
front. The need for an unambiguous definition, however,
requires the crossover length to be the length traversed by
the front by the time the spontaneous creation of bulk ex-
citations begins. As the average nucleation time is given
by exp(U/T ), the crossover length is therefore such that
lc ∼ v exp(U/T ). While in our work v depends only on T ,
in experimental systems the front propagation is seen to
become slower for more stable systems [12]. As a larger
stability also implies larger U , in principle lc may depend
in a non-trivial way on the stability. A similar reasoning
leads to the same conclusion in regard to the dependence
on T . It seems that new experimental results that can
be incorporated in the modelling of stable glasses may be
needed to make progress in this direction.
In order to account for bulk relaxation having a super-
exponential, or Avrami, time dependence we had to make
the kinetic constraint soft. In this way the bulk of an ul-
trastable glass is modelled as devoid of excitations. The
absence of excitations prevents facilitated dynamics, but
the softness of the constraint allows for rare spontaneous
creation of excitations. These assumptions are compat-
ible with dynamic facilitation ideas about glasses: it is
expected that in actual supercooled liquids effective ki-
netic constraints would be soft, with a small but non-
vanishing probability of them being violated [23, 48–50];
and non-equilibrium glassy states will be those where ex-
citations would be very scarce [51]. In our highly simpli-
fied approach the stability of the stable glass (i.e. its fic-
tive temperature), which in experiments is a consequence
of preparation (substrate temperature, deposition rate,
etc.) is encoded in the energy barrier U for violation of
the constraint. This makes the bulk relaxation a nucle-
ation and growth process that follows Avrami like scaling:
excitations have to be created spontaneously in the bulk
and they subsequently relax their neighbourhood in a fa-
cilitated manner (this latter process has been analysed
in detail in d > 1 East models [20]).
We additionally tried to replicate the same phe-
nomenology by using a hard-constrained three-
dimensional East model with a number of excitations
in the bulk corresponding to a given fictive tempera-
ture much lower than the annealing temperature [51].
However, the bulk relaxation of such a system, while
qualitatively sigmoidal for very low fictive temperatures,
does not follow the Avrami functional form. The
discrepancy is especially conspicuous at the initial
stages, where the growth is much faster than that
predicted by the Avrami fit, and leads to a crossover
considerably less well defined that that shown in Fig. 1
(b) or in the experimental results reported in Ref.
7[15]. Results arising from our efforts in this connection
indicate, though, that reducing the fictive temperature
drastically, and making larger and larger systems so as
to accommodate at least one or a very small number of
initial bulk excitation might make the relaxation closer
to an Avrami form, but the realisation that this requires
experimentally unrealistically small fictive temperatures,
combined with the computational difficulties involved,
made us abandon this possibility. Further work may
be helpful to properly elucidate whether the softness is
really required to replicate the phenomenology displayed
by experimental systems.
While our simplified modelling does capture the com-
petition between front and bulk dynamics as seen ex-
perimentally, an implication is that the glass stability is
encoded in a parameter rather than in the configuration
reached after preparation. This limitation is a conse-
quence of the fact that a facilitated model is “too coarse-
grained” with all structural features being removed from
the description. As such there is no concept of excitation
confinement, which may play a significant role in highly
inactive configurations (some aspects of this confinement
can be seen in the difference in excitation distributions
between equilibrium and inactive/non-equilibrium con-
figurations, which can be studied in detail with large-
deviation methods [51]). A more complete approach for
the bulk relaxation seems to be that of the recent Ref.
[31], that considers plaquette models (which as glass
models are slightly less coarse-grained than facilitated
models as they retain non-trivial structural features). In
terms of their excitation or defect variables their dynam-
ics is effectively kinetically constrained, also with a soft
constraint, as for the soft East model we consider. The
configuration space of plaquette models, however, also
allows for states where defects are confined, which is re-
lated to the existence of phase transitions of such systems
in the presence of external fields or when two copies are
coupled [52–54]. The approach of [31] thus allows to en-
code the glass stability in the system configuration, pre-
sumably one that would be reached after preparation.
Given the similarities between certain plaquette models
and East models [24] we expect that an analysis like the
the one presented here of a system with a permanently
excited free surface and a stable bulk will lead to an anal-
ogous crossover between front and bulk mechanisms for
ultrastable glass melting.
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