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Abstract
Discovering the causal structure among a set
of variables is a fundamental problem in many
areas of science. In this paper, we propose Ker-
nel Conditional Deviance for Causal Inference
(KCDC) a fully nonparametric causal discov-
ery method based on purely observational data.
From a novel interpretation of the notion of
asymmetry between cause and effect, we de-
rive a corresponding asymmetry measure using
the framework of reproducing kernel Hilbert
spaces. Based on this, we propose three de-
cision rules for causal discovery. We demon-
strate the wide applicability of our method
across a range of diverse synthetic datasets.
Furthermore, we test our method on real-world
time series data and the real-world benchmark
dataset Tu¨bingen Cause-Effect Pairs where we
outperform existing state-of-the-art methods.
1 INTRODUCTION
In many areas of science, we strive to answer ques-
tions that are fundamentally causal in nature. For ex-
ample, in medicine one is often interested in the genetic
drivers of diseases, while in commerce one might want
to identify the motives behind customers’ purchasing be-
haviour. Furthermore, it is of the utmost importance to
thoroughly understand the underlying causal structure of
the data-generating process if we are to predict, with rea-
sonable accuracy, the consequences of interventions or
answer counterfactual questions about what would have
happened had we acted differently. While most ma-
chine learning methods excel at prediction tasks by suc-
cessfully inferring statistical dependencies, there are still
many open questions when it comes to uncovering the
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causal dependencies between the variables driving the
underlying data-generating process. Given the growing
interest in using data to guide decisions in areas where in-
terventional and counterfactual questions abound, causal
discovery methods have attracted considerable research
interest [Hoyer et al., 2009, Zhang and Hyva¨rinen, 2009,
Lopez-Paz et al., 2015, Mooij et al., 2016].
While causal inference is preferably performed on data
coming from randomized control experiments, often this
kind of data is not available due to a combination of
ethical, technical and financial considerations. These
real-world limitations have motivated research into infer-
ring causal relationships from purely observational data.
One group of methods [Spirtes et al., 2000, Sun et al.,
2007b] attempts to recover the causal structure by ana-
lyzing conditional independencies present in the data, but
does not provide a definitive answer for the underlying
causal structure and is not robust to the choice of condi-
tional independence testing methodology. Another group
of methods [Hoyer et al., 2009, Zhang and Hyva¨rinen,
2009, Mooij et al., 2009] postulates that there is some
inherent asymmetry between cause and effect and pro-
poses different asymmetry measures that form the ba-
sis for causal discovery. While these methods provide
a definitive answer to the question of causal structure,
they typically assume a particular functional form for the
interaction between the variables and a particular noise
structure which limits their applicability. We aim our
contribution to be a step towards a method that can deal
with highly complex data-generating processes, provides
a definitive answer for the causal structure relying only
observational data and whose inference can easily be ex-
tended without the need to develop novel, specifically
tailored algorithms for each new model class.
In this work, we develop a fully nonparametric causal
inference method to automatically discover causal rela-
tionships from purely observational data. In particular,
our proposed method does not require any a priori as-
sumptions on the functional form of the interaction be-
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tween the variables or the noise structure. Furthermore,
we propose a novel interpretation of the notion of asym-
metry between cause and effect [Daniusis et al., 2012].
Before we introduce our proposed interpretation, we mo-
tivate it with the following example. Let y = x3 + x+ 
with  ∼ N (0, 1) where we consider the correct causal
direction to be x→ y. Figure 1 visualizes the conditional
distributions p(y|x) and p(x|y) for different values of x
and y, respectively.
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Figure 1: Causal And Anticausal Direction, Respec-
tively.
Note that the conditional distributions in the anticausal
direction exhibit a larger structural variability across dif-
ferent values of the conditioning variable than the con-
ditional distributions in the causal direction. It is im-
portant to note here that structural variability does not
only refer to variability in the scale and location param-
eters, but should be understood more broadly as vari-
ability in the “parametric” form, e.g. differences in the
number of modes and in higher order moments. If one
thinks of conditional distributions as programs generat-
ing y from x and vice versa, we see that in the causal di-
rection the structure of the program remains unchanged
although different input arguments are provided. In the
anticausal direction, we see that the program requires
structural modification across different values of the in-
put in order to account for the differing behaviour of the
conditional densities.
Motivated by the above observation, we popose a novel
interpretation of the notion of asymmetry between cause
and effect in terms of the shortest description length, i.e.
Kolmogorov complexity [Gru¨nwald and Vita´nyi, 2008],
of the data-generating process. Whereas previous work
[Lemeire and Dirkx, 2006, Janzing and Scholkopf, 2010,
Daniusis et al., 2012, Budhathoki and Vreeken, 2017]
quantifies the asymmetry in terms of the Kolmogorov
complexity of the factorization of the joint distribution,
we propose to interpret the asymmetry based on the
Kolmogorov complexity of the conditional distribution.
Specifically, we propose that this asymmetry is realized
by the Kolmogorov complexity of the mechanism in the
causal direction being independent of the input value of
the cause. On the other hand, in the anticausal direction,
there will be a dependence between the shortest descrip-
tion length of the mechanism and the particular input
value of the effect. This (in)dependence can be measured
by looking at the variability of Kolmogorov complexi-
ties of the mechanism for particular of the input. Un-
fortunately, as computing the Kolmogorov complexity is
an intractable problem, we resort to conditional distribu-
tions as approximations of the corresponding programs.
Thus, we can infer the causal direction by comparing the
description length variability of conditional distributions
across different values of the conditioning variable with
the causal direction being the less variable. For mea-
suring this variability, we use the framework of repro-
ducing kernel Hilbert spaces (RKHS). This allows us to
represent conditional distributions in a compact, yet ex-
pressive way and efficiently capture their many nuanced
aspects thus enabling more accurate causal inference. In
particular, by way of the kernel trick, we can efficiently
compute the variability of infinite-dimensional objects
using finite-dimensional quantities that can be easily es-
timated from data. Using the RKHS framework makes
our method readily applicable also in situations when try-
ing to infer the causal direction between pairs of random
variables taking values in structured or non-Euclidean
domains on which a kernel can be defined. Next, we
propose three decision rules for causal inference based
on the description length variability of sets of conditional
distributions.
The main contributions of this paper are:
• an interpretation of the notion of asymmetry be-
tween cause and effect in terms of the independence
of the description length of the mechanism on the
value of the cause,
• an approximation to the intractable description
length in terms of conditional distributions,
• a flexible asymmetry measure based on RKHS em-
beddings of conditional distributions,
• a fully nonparametric method for causal inference
that does not impose a priori any assumptions on
the functional relationship between the variables or
the noise structure.
The rest of the paper is organized as follows. In Section
2, we review related work, while in Section 3 we intro-
duce and discuss our causal inference methodology. In
Section 4, we present experimental results on synthetic
and real-world datasets. We discuss extensions to the
case of more than two variables in Section 5. In Section
6, we discuss future research directions and conclude.
2 RELATED WORK
Most approaches to causal inference from purely obser-
vational data can be grouped into three categories. The
first category of approaches, so-called constraint-based
methods, assume that the true causal structure can be rep-
resented with a directed acyclic graph (DAG) and then
try to infer the true causal DAG G by analyzing condi-
tional independencies present in the observational data
distribution P . Under some technical assumptions on
the relationship between G and P [Pearl, 2000], these
methods can determine G up to its Markov equivalence
class1 which usually contains DAGs that can be struc-
turally very diverse and still have many unoriented edges
thus not allowing for a definitive answer to the question
of causal structure. An example of this approach is the
PC algorithm [Spirtes et al., 2000] which builds a graph
skeleton by successively removing unnecesary connec-
tions between the variables and then orienting the re-
maining edges if possible. Other examples of this ap-
proach rely on kernel-based conditional independence
criteria, e.g. [Sun et al., 2007b, Zhang et al., 2011].
Although mathematically well-founded, the performance
of these methods is highly dependent on the utilized con-
ditional independence methodology, whose performance
usually depends on the amount of available data. Fur-
thermore, these methods are not robust as small errors
in building the graph skeleton (e.g. a missing indepen-
dence relation) can lead to significant errors in the in-
ferred Markov equivalence class. As conditional inde-
pendence tests require at least three variables, they are
not applicable in the two variable case.
A second class of models, so-called score-based meth-
ods, searches the space of all DAGs of a certain size
by scoring their fit to the observed data using a pre-
defined score function. An example of this approach
is Greedy Equivalent Search [Chickering, 2002] which
combines greedy search with the Bayesian information
criterion. As the search space grows super-exponentially
with the number of variables, these methods quickly be-
come computationally intractable. An answer to this
shortcoming are hybrid methods which use constraint-
based approaches to decrease the search space that can
then be effectively explored with score-based methods,
e.g. [Tsamardinos et al., 2006]. DAGs have also been
represented using generative neural networks and scored
according to how well the generated data matches the
observed data, e.g. [Goudet et al., 2017]. A major short-
coming of this hybrid methodology is that there exists
no principled way of choosing problem-specific combi-
nations of scoring functions and search strategies which
1All DAGs that encode the same set of conditional indepen-
dence relations constitute a Markov equivalence class.
is a significant problem as different search strategies in
combination with different scoring rules can potentially
lead to very different results.
The third category of methods assumes that there ex-
ists some inherent asymmetry between cause and ef-
fect. One line of research, often refered to as functional
causal models or structural equation models, assumes
a particular functional form for the causal interactions
between the variables and a particular noise structure.
In these models, each variable is a deterministic func-
tion of its causes and some independent noise, with all
noise variables assumed to be jointly independent. Ex-
amples of this methodology assume linearity and addi-
tive non-Gaussian noise [Shimizu et al., 2006], nonlin-
ear additive noise [Hoyer et al., 2009, Mooij et al., 2009]
and invertible interactions between the covariates and the
noise [Zhang and Hyva¨rinen, 2009]. In order to per-
form causal discovery in these models, the special struc-
tural assumptions placed on the interaction between the
covariates and on the noise are of crucial importance,
thus limiting their applicability. A second strand of re-
search interprets the asymmetry between cause and ef-
fect through an information-theoretic lens by examining
the complexity of the factorization of the joint distribu-
tion [Lemeire and Dirkx, 2006]. [Janzing and Scholkopf,
2010] argue that if X causes Y , then the factorization
in the causal direction, i.e. p(X,Y ) = p(Y |X)p(X),
should have a shorter description in terms of the Kol-
mogorov complexity than the factorization in the anti-
causal direction, i.e. p(X,Y ) = p(X|Y )p(Y ). In [Da-
niusis et al., 2012], instead of computing the intractable
Kolmogorov complexity, the correlation between the in-
put and the conditional distribution is measured, whereas
[Budhathoki and Vreeken, 2017] use the minimum de-
scription length principle. The approach of [Sun et al.,
2007a] measures the complexity of conditional distribu-
tions by RKHS seminorms computed on the logarithms
of their densities.
Lastly, causal discovery has also been framed as a learn-
ing problem. Examples of this approach are [Lopez-Paz
et al., 2015, Fonollosa, 2016]. RCC [Lopez-Paz et al.,
2015] constructs feature representations of the data based
on RKHS embeddings of the joint and marginal distri-
butions and uses these within a random forest classifier.
In [Fonollosa, 2016], the feature representation of the
data includes quantities describing the joint, marginal
and conditional distributions. In particular, the condi-
tional distributions are represented with conditional en-
tropy, mutual information and a quantification of their
variability in terms of the spread of the entropy, vari-
ance and skewness for different values of the condition-
ing variable.
On the other hand, we propose a causal inference
methodology based on a novel interpretation of the
asymmetry between cause and effect and derive three de-
cision rules with one of these decision rules based on
classifying feature representation of the data. In partic-
ular, we consider feature representations based only on
conditional distributions which we argue to be more dis-
criminative for inferring the causal direction.
3 KERNEL CONDITIONAL DEVIANCE
FOR CAUSAL INFERENCE
We first briefly review some basics of RKHS theory that
constitute the building blocks of our approach. For a de-
tailed discussion, see [Scholkopf and Smola, 2001].
3.1 BACKGROUND
Let (X ,BX ) and (Y,BY) be measurable spaces with
BX and BY the associated Borel σ-algebras. Denote by
(HX , k) and (HY , l) the RKHSs of functions defined on
X and Y , respectively, and their corresponding kernels.
Given a probability distribution p onX , the mean embed-
ding µp2 [Scholkopf and Smola, 2001] is a representation
of p inHX given by
µp = Ep[k(·, X)]
with X ∼ p. This can be unbiasedly estimated by
µˆp =
1
n
n∑
i=1
k(·, xi)
with {xi}ni=1 iid∼ p. Furthermore, if k is a characteris-
tic kernel [Scholkopf and Smola, 2001], then this rep-
resentation yields a metric on probability measures, i.e.
‖µp − µq‖Hk = 0 ⇔ p = q. The radial basis function
(RBF) kernel with bandwidth σ given by
k(x, x′) = exp
(
−‖x− x
′‖2
2σ2
)
is an example of a characteristic kernel. A conditional
distribution p(X|Y = y) can be encoded using the
conditional mean embedding µX|Y=y [Scholkopf and
Smola, 2001] which is an element ofHX that satisfies
E[h(X)|Y = y] = 〈h, µX|Y=y〉HX ∀h ∈ HX .
Using the equivalence between conditional mean embed-
dings and vector-valued regressors [Lever et al., 2012],
2µp and µX will be used interchangeably if it does not lead
to confusion.
we can estimate µX|Y=y from a sample {(xi, yi)}ni=1 iid∼
p(x, y) as
µˆX|Y=y =
n∑
i=1
αi(y)k(·, xi)
with α(y) = (L+ nλI)−1ly,
(1)
with L = [l(yi, yj)]ni,j=1, ly = [l(y1, y), . . . , l(yn, y)]
T ,
α(·) = [α1(·), . . . , αn(·)]T , regularization parameter λ
and identity matrix I.
3.2 METHOD
For simplicity, we restrict our attention to the two vari-
able problem of causal discovery, i.e. distinguishing be-
tween cause and effect. Possible extensions to the multi-
variable setting are discussed in Section 5. Following the
usual approach in the literature, we derive our method
under the assumption of causal sufficiency of the data.
In particular, we ignore the potential existence of con-
founders, i.e. all causal conclusions should be under-
stood with respect to the set of observed variables. Nev-
ertheless, in Section 4, we see that our method performs
well also in settings where the noise has positive mean
which can be interpreted as accounting for potential con-
founders.
Given observations {(xi, yi)}ni=1 of a pair of random
variables (X,Y ), our goal is to infer the causal direc-
tion, i.e. decide whether X causes Y (i.e. X → Y ) or
Y causes X (i.e. Y → X). To this end, we develop
a fully nonparametric causal discovery method that re-
lies only on observational data. In particular, our method
does not a priori postulate a particular functional model
for the interactions between the variables or a particular
noise structure. Our approach, Kernel Conditional De-
viance for Causal Inference (KCDC), is based on the as-
sumption that there exists an asymmetry between cause
and effect that is inherent in the data-generating pro-
cess. While there are many interpretations of how this
asymmetry might be realized, two of the more promi-
nent ideas phrase it in terms of the independence of cause
and mechanism [Daniusis et al., 2012] and in terms of
the complexity of the factorization of the joint distribu-
tion [Lemeire and Dirkx, 2006, Janzing and Scholkopf,
2010].
Motivated by these two ideas, we propose a novel in-
terpretation of the notion of asymmetry between cause
and effect. First, we take an information-theoretic ap-
proach to reasoning about the complexity of distribu-
tions similar to [Lemeire and Dirkx, 2006, Janzing and
Scholkopf, 2010]. In particular, we reason about it in
terms of algorithmic complexity, i.e. Kolmogorov com-
plexity [Gru¨nwald and Vita´nyi, 2008] which is the de-
scription length of the shortest program that implements
the sampling process of the distribution. For a distribu-
tion p(Y ), the Kolmogorov complexity is
K(p(Y )) = min
s
{|s| : |U(s, y, q)− p(y)| ≤ q ∀y}
with q a precision parameter, U(·) extracting the output
of applying program s onto a realization of the random
variable Y denoted by y. Analogously, for a conditional
distribution p(Y |X), the Kolmogorov complexity is
K(p(Y |X)) =
min
s
{|s| : |U(s, y, x, q)− p(y|x)| ≤ q ∀x, y}.
Assuming X → Y , the asymmetry notion specified in
terms of factorization complexity can be expressed as
K(p(X)) +K(p(Y |X)) ≤ K(p(Y )) +K(p(X|Y ))
which holds up to an additive constant [Stegle et al.,
2010]. Further, the independence of cause and mech-
anism can be interpreted as algorithmic independence
[Janzing and Scholkopf, 2010], i.e. knowing the distri-
bution of the cause p(X) does not enable a shorter de-
scription of the mechanism p(Y |X).
Based on this, we argue that not only knowing the distri-
bution of the cause does not enable a shorter description
of the mechanism, but also knowing any particular value
of the cause does not provide any information that can be
used to construct a shorter description of the mechanism.
To formalize this, we introduce the notation
K(p(Y |X = x)) =
min
s
{|s| : |U(s,y, x, q)− p(y|X = x)| ≤ q ∀y}
to be the Kolmogorov complexity of the conditional dis-
tribution p(Y |X) when the conditioning variable takes
on the value X = x. From our argument above, we see
that in the causal direction the Kolmogorov complexity
of p(Y |X = x) is independent of the particular value x
of the cause X , i.e.
K(p(Y |X = xi)) = K(p(Y |X = xj)) ∀i, j.
On the other hand, this will not hold in the anticausal
direction as the input and mechanism are not algorithmi-
cally independent in that direction, i.e.
K(p(X|Y = yi)) 6= K(p(X|Y = yj)) ∀i 6= j.
This motivates our interpretation of the notion of asym-
metry between cause and effect which is summarized as
follows.
Postulate. (Minimal description length independence)
If X → Y , the minimal description length of the mech-
anism mapping X to Y is independent of the value of
X , whereas the minimal description length of the mech-
anism mapping Y to X is dependent on the value of Y .
Building on this, we can infer the causal direction by
comparing how much the description length of the mini-
mal description length program implementing the mech-
anism varies across different values of its input argu-
ments. In particular, in the causal direction, we expect
to see less variability than in the anticausal direction. As
computing the Kolmogorov complexity is an intractable
problem, we use th norm of RKHS embeddings of the
corresponding conditional distributions as a proxy for it.
Thus, we recast causal inference in terms of comparing
the variability in RKHS norm of embeddings of sets of
conditional distributions indexed by values of the condi-
tioning variable. In order to perform causal inference, we
use the framework of reproducing kernel Hilbert spaces.
This allows us to construct highly expressive, yet com-
pact approximations of the potentially highly-complex
programs and circumvent the challenges of density es-
timation when trying to represent conditional distribu-
tions. Furthermore, using the RKHS framework allows
us to efficiently capture the many nuanced aspects of
distributions thus enabling more accurate causal infer-
ence. For example, using non-linear kernels allows us
to capture more comprehensive distributional properties
including higher order moments. Furthermore, using the
RKHS framework makes our method readily applicable
also in situations when trying to infer the causal direction
between two random vectors (treated as single variables)
or pairs of other types of random variables taking val-
ues in structured or non-Euclidean domains on which a
kernel can be defined. Examples of such types of data
include discrete data, genetic data, phylogenetic trees,
strings, graphs and other structured data [Ga¨rtner et al.,
2002].
We represent conditional distributions in the RKHS
using conditional mean embeddings [Scholkopf and
Smola, 2001]. In particular, given observations
{(xi, yi)}ni=1 of a pair of random variables (X,Y ),
we construct the embeddings of the two sets of condi-
tional distributions, {p(X|Y = yi)}ni=1 and {p(Y |X =
xi)}ni=1 using (1). Furthermore, if we choose a charac-
teristic kernel [Scholkopf and Smola, 2001], the condi-
tional mean embeddings of two distinct distributions will
not overlap. For example, we can choose the RBF ker-
nel which is characteristic and embeds the distributions
into the Hilbert space of infinitely differentiable func-
tions. Next, we compute the variability in RKHS norm
of a set of conditional mean embeddings as the deviance
of the RKHS norms of that set. Thus, using the KCDC
measure SX→Y with
SX→Y =
1
n
n∑
i=1
(∥∥µY |X=xi∥∥HY
− 1
n
n∑
j=1
∥∥µY |X=xj∥∥HY
)2
,
(2)
we compute the deviance in RKHS norm of the set
{p(Y |X = xi)}ni=1 . Analogously, for {p(X|Y =
yi)}ni=1, the KCDC measure can be calculated as
SY→X =
1
n
n∑
i=1
(∥∥µX|Y=yi∥∥HX
− 1
n
n∑
j=1
∥∥µX|Y=yj∥∥HX
)2 (3)
Based on our proposed interpretation of the notion of
asymmetry between cause and effect, we can determine
the causal direction between X and Y . For this purpose,
we propose three different decision rules. First, we can
determine the causal direction by directly comparing the
KCDC measures for the two directions, i.e.
D1(X,Y )=
{
X→Y, if SX→Y<SY→X
Y→X, if SX→Y>SY→X
but leave the causal direction undetermined if
|SX→Y −SY→X |
min(SX→Y ,SY→X)
< δ with δ some fixed decision
threshold. The case of undetermined direction accounts
for situations where the KCDC measures are too close
in value to determine the causal direction. This sit-
uation might come about due to numerical errors or
non-identifiability. Furthermore, we can also derive
a confidence measure T KCDC for the inferred causal
direction as
T KCDC = |SX→Y − SY→X |
min(SX→Y , SY→X)
Second, we can determine the causal direction based on
majority voting of an ensemble constructed using differ-
ent model hyperparameters, i.e.
D2(X,Y ) = Majority({DHj1 (X,Y )}j)
where the dependence on the model hyperparametersHj
has been made explicit. Third, the KCDC measures can
also be used for constructing feature representations of
the data which can then be used within a classification
method. In particular, we can infer the causal relation-
ship between X and Y using
D3(X,Y ) = Classifier({SHjX→Y , SHjY→X}j)
where Classifier is a classification algorithm that
classifies X → Y against Y → X . For training the
classifier, we generate synthetic data, e.g. as in [Lopez-
Paz et al., 2015]. The following algorithms summarize
our causal inference methodology.
Algorithm 1 KCDC Algorithm
Input: Realizations {(xi, yi)}ni=1 of (X,Y )
Output: Causal direction (X → Y vs. Y → X)
Determine causal direction using one of the following
(A) Compute SX→Y and SY→X using Algorithm 2
Perform direct comparison with decision rule D1
(B) Compute SX→Y and SY→X using Algorithm 2
for different model hyperparameters {Hj}j
Perform majority voting with decision rule D2
(C) Compute SX→Y and SY→X using Algorithm 2
for different model hyperparameters {Hj}j
Build data representation with {SHjX→Y , SHjY→X}j
Train Classifier using synthetic data
Use decision rule D3
Algorithm 2 Compute KCDC Measures
Input: Realizations {(xi, yi)}ni=1 of (X,Y ),
kernel hyperparameters Hj
Output: KCDC measures SX→Y and SY→X
for i = 1, . . . , n do
Embed {p(Y |X = xi)}ni=1 and {p(X|Y = yi)}ni=1
with (1) using kernel hyperparameters Hj
end for
Compute SX→Y and SY→X using (2) and (3)
Identifiability. For methods that assume a functional
model and determine the causal direction based on the
independence between covariates and noise, [Zhang and
Hyva¨rinen, 2009] show that the assumed functional class
needs to be constrained in order to ensure the identifia-
bility of the model. Although KCDC is not based on
this approach, it still fulfills the above requirement as the
kernel hyperparameters used for computing the KCDC
measures are the same in both directions. Given our ap-
proach to causal inference, the causal direction will not
be identifiable in situations where the description length
of conditional distributions in both the causal and anti-
causal direction does not vary with the value of the cause
and effect, respectively. This happens when in both di-
rections the functional form of the mechanism can be de-
scribed by one family of distributions for all its input ar-
guments. One example of this is linear Gaussian depen-
dence which is non-identifiable for most other causal dis-
covery methods too. Another example is the case of inde-
pendent variables which is usually not considered in the
literature, but can be easily mitigated with an indepen-
dence test. Note that using characteristic kernels elimi-
nates any potential non-identifiability that might arise as
a consequence of the non-injectivity of the embedding
process.
4 EXPERIMENTAL RESULTS
4.1 SYNTHETIC DATA
In order to showcase the wide applicability of our pro-
posed approach, we test it extensively on several syn-
thetic datasets spanning a wide range of functional de-
pendencies between cause and effect and different inter-
action patterns with different kinds of noise. We compare
our approach to LiNGAM [Shimizu et al., 2006], IGCI
[Daniusis et al., 2012], ANM [Mooij et al., 2016] with
Gaussian Process regression and HSIC test [Scholkopf
and Smola, 2001] on the residual and the post-nonlinear
model (PNL) [Zhang and Hyva¨rinen, 2009] with HSIC
test. In all of the below experiments, we sample 100
datasets of 100 observations each with x ∼ N (0, 1)
and test three different noise regimes showcasing the ro-
bustness of our method with respect to different types
of noise across different functional dependencies. In
particular, the noise  is either drawn from a standard
normal N (0, 1), a uniform U(0, 1) or an exponential
Exp(1) distribution. Note that the exponential noise has
positive mean which can be interpreted as accounting
for confounders. In all experiments, we apply the de-
cision rule based on direct comparison for KCDC. We
tested across different combinations of characteristic ker-
nels (RBF, log and rational quadratic kernels) which
yielded fairly consistent performance. In the following
tables, we report the results when using the log kernel
l(x, x′) = − log(‖x− x′‖2 + 1) on the input and the ra-
tional quadratic kernel k(x, x′) = 1− ‖x−x
′‖2
‖x−x′‖2+1 on the
response.
Additive Noise. As a first proof of concept, we examine
the performance of our method on additive noise models
as such models are the basis of many causal inference
methods, e.g. [Hoyer et al., 2009]. We test our approach
on (A) y = x3 + x+ , (B) y = log(x+ 10) + x6 + ,
(C) y = sin(10x) + exp(3x) + . From the table below,
we see that LiNGAM performs does not perform well
which is to be expected given its assumption of linear de-
pendence. ANM performs very well across all functional
and noise settings due to its assumption of additive noise.
PNL does not perform well in any settting which is prob-
ably due to overfitting. IGCI peforms well for (C) and
under exponential noise, while KCDC correctly classi-
fies every dataset in every setting.
Table 1: Additive Noise: Classification Accuracies Over
100 Datasets.
(A) Gaussian Uniform Exponential
LiNGAM 26% 87% 28%
ANM 100% 100% 100%
PNL 53% 14% 47%
IGCI 52% 52% 94%
KCDC 100% 100% 100%
(B) Gaussian Uniform Exponential
LiNGAM 4% 40% 4%
ANM 94% 97% 79%
PNL 54% 33% 46%
IGCI 54% 68% 96%
KCDC 100% 100% 100%
(C) Gaussian Uniform Exponential
LiNGAM 25% 32% 18%
ANM 98% 100% 97%
PNL 39% 27% 36%
IGCI 98% 100% 99%
KCDC 100% 100% 100%
Multiplicative Noise. Next, we look at datasets where
the noise interacts multiplicatively with the covariates.
To test our method in this setting, we generate data ac-
cording to the following functional dependencies
(A) y = (x3 + x) exp(),
(B) y = (sin(10x) + exp(3x)) exp(),
(C) y = (log(x+ 10) + x6) exp().
In the table below, we see that ANM and LiNGAM do
not perform well which is to be expected given their as-
sumption of additive noise. PNL has somewhat better
performance, but does not surpass chance level in half
the settings. On the other hand, IGCI peforms very well
across all settings, while KCDC correctly classifies every
dataset in every setting.
More complex noise. Further, we examine exponential
and periodic interactions of the covariates with the noise.
In particular, we generate synthetic data according to
(A) y = (log(x+10)+x2), (B) y = log(x+10)+x2||
(C) y = log(x7 + 5) + x5 − sin(x2||). As can be seen
from Table (3), LiNGAM and ANM do not perform very
well which is to be expected as they rely on the assump-
tion of additive noise. PNL, which assumes a invertible
interaction between the covariates and noise, performs at
or above chance level in almost all cases with very good
performance under periodic noise. The non-parametric
Table 2: Multiplicative Noise: Classification Accuracies
Over 100 Datasets.
(A) Gaussian Uniform Exponential
LiNGAM 20% 30% 5%
ANM 0% 0% 1%
PNL 52% 24% 30%
IGCI 100% 89% 100%
KCDC 100% 100% 100%
(B) Gaussian Uniform Exponential
LiNGAM 10% 22% 4%
ANM 8% 30% 12%
PNL 49% 58% 32%
IGCI 100% 89% 100%
KCDC 100% 100% 100%
(C) Gaussian Uniform Exponential
LiNGAM 0% 3% 0%
ANM 5% 1% 0%
PNL 55% 41% 30%
IGCI 100% 99% 100%
KCDC 100% 100% 100%
approach of IGCI has very good performance across all
the functional and noise settings, while KCDC achieves
perfect performance in all cases except under Gaussian
and uniform noise for (A).
Table 3: Complex Noise: Classification Accuracies Over
100 Datasets.
(A) Gaussian Uniform Exponential
LiNGAM 0% 2% 0%
ANM 28% 26% 24%
PNL 55% 50% 48%
IGCI 100% 85% 100%
KCDC 98% 92% 100%
(B) Gaussian Uniform Exponential
LiNGAM 31% 32% 23%
ANM 16% 54% 6%
PNL 56% 50% 72%
IGCI 88% 72% 97%
KCDC 100% 100% 100%
(C) Gaussian Uniform Exponential
LiNGAM 0% 0% 1%
ANM 31% 19% 37%
PNL 95% 92% 92%
IGCI 97% 98% 98%
KCDC 100% 100% 100%
4.2 TU¨BINGEN CAUSE-EFFECT PAIRS
Next, we discuss the performance of our method on real-
world data. For this purpose, we test KCDC on the
only widely used benchmark dataset Tu¨bingen Cause-
Effect Pairs (TCEP) [Mooij et al., 2015]. This dataset
is comprised of real-world cause-effect samples that are
collected across very diverse subject areas with the true
causal direction provided by human experts. Due to
the heterogenous origins of the data pairs, many diverse
functional dependencies are expected to be present in
TCEP.
In order to show the flexibility and capacity of KCDC
when dealing with many diverse functional dependencies
simultaneously, we test it using both the direct compar-
ison decision rule and the majority decision rule. We
use TCEP version 1.0 which consists of 100 cause-effect
pairs. Each pair is assigned a weight in order to account
for potential sources of bias given that different pairs are
sometimes selected from the same multivariable dataset.
Following the wide-spread approach present in the litera-
ture of testing only on scalar-valued pairs, we remove the
multivariate pairs 52, 53, 54, 55 and 71 from TCEP in or-
der to ensure a fair comparison to previous work. Note
that contrary to some methods in literature, this is not
necessary for our approach. For the majority approach,
we choose the best settings of the kernel hyperparameters
as inferred from the synthetic experiments. The direct
approach represents the single best performing hyperpa-
rameter configuration on TCEP.
From the summary of classification accuracies of KCDC
and related methods in Table 4, we see that KCDC is
competitive to the state-of-the-art methods even when
only one setting of kernel hyperparameters is used, i.e.
when the direct comparison decision rule is used. When
we combine multiple kernel hyperparameters under the
majority vote approach, we see that our method outper-
forms other methods by a significant margin. Note that
the review [Mooij et al., 2016] discusses additive noise
models [Hoyer et al., 2009] and information-geometric
causal inference [Daniusis et al., 2012]. In particular,
an extensive experimental evaluation of these methods
across a wide range of hyperparameter settings is per-
formed. In the fourth row of Table 4, we report the
most favourable outcome across both types of methods of
their large-scale experimental analysis. For testing RCC
on TCEP v1.0, we use the code provided in [Lopez-Paz
et al., 2015].
4.3 INFERRING THE ARROW OF TIME
In addition to the many real-world pairs above, we also
test our method at inferring the direction of time on
Table 4: Classification Accuracy On TCEP
Method TCEP
ANM 59.5%
PNL 66.2%
RCC 64.67%
Best from [Mooij et al., 2016] ≈ 74%
CGNN [Goudet et al., 2017] 74.4%
KCDC (direct) 72.87%
KCDC (majority) 78.71%
causal time series. Given a time series {Xi}Ni=1, the task
is to infer if Xi → Xi+1 or Xi ← Xi+1.
We use a dataset containing quarterly growth rates of the
real gross domestic product (GDP) of the UK, Canada
and USA from 1980 to 2011 as in [Bauer et al., 2016].
The resulting multivariate time series has length 124 and
dimension three. According to the above selection of hy-
perparameters on the synthetic datasets, we chose a wide
range of hyperparameters to test KCDC on. In particular,
both on the response and input we used either a log kernel
k(x, x′) = − log(‖x− x′‖q + 1) with q in [2, 3, 4] or an
RBF kernel with bandwidth [1, 1.5, 2] times the median
heuristic. Across all of these hyperparameters, KCDC
correctly identifies the causal direction with the confi-
dence measure T KCDC measuring the absolute relative
difference between the KCDC measures varying between
2.45 and 44565.6. We compare our approach to methods
readily applicable to causal infenrence on multivariable
time series. In particular, LiNGAM does not identify the
correct direction. On the other hand, the method devel-
oped in [Bauer et al., 2016] that models the data as an
autoregressive moving average model with non-Gaussian
noise correctly identifies the causal direction.
5 EXTENSIONS TO THE
MULTIVARIABLE CASE
While we present and discuss our method for the case
of pairs of variables, it can be extended to the setting
of more than two variables. Assuming we have d vari-
ables with d ≥ 2, i.e. X = {X1, . . . , Xd}, we can apply
KCDC to every pair of variables {Xi, Xj} ⊆ X with
i 6= j while conditioning on all of the remaining vari-
ables in X \ {Xi, Xj}. This corresponds to inferring the
causal relationship betweenXi andXj while accounting
for the confounding effect of all the remaining variables.
Another way of dealing with the multivariable setting is
to use KCDC in conjunction with, for example, the PC
algorithm [Spirtes et al., 2000]. In particular, one would
first apply the PC algorithm to the data. The resulting
DAG skeleton containing potentially many unoriented
edges can then be processed with KCDC. In particular,
our method can be applied sequentially to every pair of
variables that is connected with an unoriented edge while
conditioning on the remaining variables in the DAG.
Yet another approach to the multivariable case is to use
KCDC measures as features in a multiclass classification
problem for d-dimensional distributions. However, as
noted in [Lopez-Paz et al., 2015], this approach quickly
becomes rather cumbersome as the number of labels
grows super-exponentially in the number of variables due
to the rapid increase of the number of DAGs that can be
constructed from d variables.
6 DISCUSSION
In this paper, we proposed a fully nonparametric causal
inference method that uses purely observational data and
does not postulate a priori assumptions on the functional
relationship between the variables or the noise structure.
As part of this, we developed a novel interpretation of
the notion of asymmetry between cause and effect us-
ing information-theoretic considerations. In particular,
we proposed to reason about this asymmetry in terms
of the variability, across different values of the input,
of the minimal description length of programs imple-
menting the data-generating process of conditional dis-
tributions. As computing the Kolmogorov complexity
is not tractable, we used the RKHS framework to con-
struct highly expressive approximations in terms of the
norm of conditional distribution embeddings. In order to
quantify the description length variability, we proposed
a flexible measure in terms of the within-set deviance
of the RKHS norms of conditional mean embeddings.
Based on this measure, we presented three decision rules
for causal inference based on direct comparison, ensem-
bling and classification, respectively. We extensively
tested our proposed method across a wide range of di-
verse synthetic datasets showcasing its wide applicabil-
ity. Furthermore, we tested our method on real-world
time series data and the real-world benchmark dataset
Tu¨bingen Cause-Effect Pairs where we outperformed ex-
isting state-of-the-art methods by a significant margin.
Although we focused on conditional mean embeddings,
there exist other representations of conditional distribu-
tions in the RKHS, e.g. conditional embedding opera-
tors. The study of these representations and their com-
parison to KCDC is left for future work. As KCDC was
developed under the assumption of causal sufficiency,
extending it to explicitely model confounding is another
possible avenue for future research.
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