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Abstract This paper presents an introduction to the existence and stability of
stationary fronts in wave equations with nite length spatial inhomogeneities.
The main focus will be on wave equations with one or two inhomogeneities. It
will be shown that the fronts come in families. The front solutions provide a pa-
rameterisation of the length of the inhomogeneities in terms of the local energy
of the potential in the inhomogeneity. The stability of the fronts is determined
by analysing (constrained) critical points of those length functions. Amongst
others, it will shown that inhomogeneities can stabilise non-monotonic fronts.
Furthermore it is demonstrated that bi-stability can occur in such systems.
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1 Introduction
Nonlinear wave equations of the form
utt = uxx + V
0(u); t > 0; x 2 R; (1)
appear in a wide variety of applications. For example, the sine-Gordon equation
with V (u) = D(1   cosu) is used to model various physical and biological
systems such as superconductors, molecular systems, dislocation of crystals,
and DNA processes [3,4,8,38,39]. Other well-studied potentials can be found
in the so-called 4 equation with V (u) = 12u
2   14u4, higher order Klein-
Gordon potentials and the double sine-Gordon equation, see for example [3,
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7] and references in there. Note that we have chosen the convention with the
plus sign in front of the potential in (1). We use this sign convention as it ts
well with the spatial Hamiltonian systems that will be considered later.
A travelling wave solution is a solution of the form
u(x; t) = bu(x  ct); with lim
!1
bu0() = 0;
where bu is a smooth wave shape. A stationary solution can be seen as a trav-
elling wave with c = 0. Substituting the travelling wave expression into (1)
gives that the wave shape bu has to satisfy the ODE
0 = (1  c2)bu + V 0(bu);  2 R; and lim
!1
bu0() = 0:
For jcj 6= 1, the coordinate transformation  = =pj1  c2j gives the c-
independent Hamiltonian ODE for the wave shape bu()
0 = bu + V 0(bu);  2 R; and lim
!1 bu0() = 0:
The existence and stability of travelling fronts or solitary waves in homo-
geneous wave equations { the potential V does not depend explicitly on the
spatial variable x or the temporal variable t { has been well studied, see for
example [7,12,29,38] and references therein. The existence of a travelling wave
shape can be proved with dynamical systems techniques: a wave shape is a
homoclinic or heteroclinic connection to xed point(s) of the ODE for bu. The
smoothness of bu will depend on the smoothness of V (u). If we have found
one wave shape bu, we get immediately a family of travelling wave solutions
u(x; t) = bu x ctpj1 c2j

with either jcj < 1 or jcj > 1. The fact that travel-
ling waves come in families is typical of Hamiltonian systems with invariance
(the dierential operator is Lorentz invariant) and can be related to Noether's
theorem [26].
If a wave shape bu exists, we nd the linear stability of the associated
(travelling) waves by analysing the operator obtained by linearising about
the wave shape. To nd this operator, write u(x; t) = bu() + etv(; t), with
 = x  ct, and linearise about v = 0. This give the eigenvalue problem
Lfv = v; with Lf = (1  c2)D + V 00(bu()) and  = 2:
The natural domain for Lf is H2(R) as Lf is derived from the wave equa-
tion (1). We call  an eigenvalue of Lf if there is a function v 2 H2(R), which
satises Lf v = v. This operator is self-adjoint, hence all eigenvalues  will
be real. Furthermore, it is a Sturm-Liouville operator, thus the Sobolev Em-
bedding Theorem gives that the eigenfunctions are continuously dierentiable
functions in H2(R). Sturm's Theorem [34] can be applied, leading to the fact
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that the eigenvalues are simple and bounded from above. Furthermore, if v1
is an eigenfunction of Lf with eigenvalue 1 and v2 is an eigenfunction of Lf
with eigenvalue 2 with 1 > 2, then there is at least one zero of v2 between
any pair of zeros of v1 (including the zeros at 1). Hence, the eigenfunction
v1 has a xed sign (no zeros) if and only if 1 is the largest eigenvalue of Lf .
Assuming that bu 2 H3(R), by dierentiating the ODE for bu with respect to
, we see that bu is an eigenfunction of Lf with the eigenvalue zero. Using the
Sturm-Liouville argument above: if a front/solitary wave bu exists, it is stable
when it is monotonic and unstable otherwise. Nonlinear stability follows via
an energy-type argument, see for example [12].
So the existence and stability of (travelling) fronts and solitary waves in
homogeneous wave equations are well characterised. On the contrary, less is
known about the existence and stability of fronts or solitary waves in inho-
mogeneous wave equations. We will focus on inhomogeneous wave equations
where the potential depends on the spatial variable x, but not on the temporal
variable t:
utt = uxx +
@
@u
V (u;x); t > 0; x 2 R:
One type of inhomogeneity that has received quite some attention are \point-
wise inhomogeneities" in the form of delta functions. For example, long Joseph-
son junctions are two superconductors sandwiching a thin insulator [2] and
they are are modelled by the sine-Gordon-like potential V (u) = u +D (1  
cosu), where  is the induced current and D represents the Josephson tun-
nelling critical current. In an ideal uniform Josephson junction, D is constant,
but if there are magnetic variations, then D will vary. There is a body of
work, which considers the case where D consists of a constant plus a sum of
delta functions, see for example [9,10,20,21,27]. However, in various experi-
ments, the inhomogeneities have nite length [1,30,31,32,35,36,37]. Analyt-
ically, there has been some work: in [19], the time-dependent dynamics of a
travelling front, so-called (Josephson) uxon, in the presence of a nite size
defect is considered within the framework of perturbation theory (D is near
1); while the scattering of a uxon on a nite length inhomogeneity is studied
in [28].
An inhomogeneity breaks the translation invariance and travelling fronts
can interact with the inhomogeneity in various ways. If a travelling front starts
very far away from the inhomogeneity and travels towards the inhomogene-
ity, it will travel seemingly unperturbed for a while until it approaches the
inhomogeneity. Various phenomena can be observed when it approaches the
inhomogeneity (see Figure 1):
{ the wave can travel through the inhomogeneity while deforming for a short
while, but getting its shape back afterwards;
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{ the wave can bounce back and start travelling the other way around;
{ the wave can get trapped in the inhomogeneity (slightly deformed) or
bounce backwards and forwards in the inhomogeneity.
Fig. 1 A travelling wave interacting with an inhomogeneity: getting stuck (left), bouncing
back (middle), and travelling through (right).
Looking at those interactions, it is clear that a stationary front solution
plays a role in all three interactions. In this paper, we will present an intro-
ductory overview of the systematic analysis of the existence and stability of
stationary waves in inhomogeneous wave equations with nite length spatial
inhomogeneities. The overview is based mainly on the work in [22,23] and
will highlight the main steps and key ideas in the analysis. It aims to put
the reader in a good position to use the ideas and techniques in various ap-
plications. This overview presents just one approach to wave equations with
spatial inhomogeneities. There are many other approaches, a few examples are
indicated below as a starting point for the interested reader. These examples
are by no means exhaustive, many other interesting approaches can be found
in the literature.
The interaction of travelling waves with inhomogeneities is studied in the
context of the trapping of fronts or solitons by inhomogeneities for the nonlin-
ear Schrodinger / Gross-Pitaevskii equation in [33]. Here the inhomogeneities
are such that they support exactly two eigenstates ("linear defect modes").
Similar ideas are used in the analysis of Nonlinear Coupled Mode equations
with defects which trap gap solitons via resonant energy transfer from incom-
ing soliton to pinned nonlinear defect mode, see [11].
Another approach can be found in the analysis of the stability of a bright
soliton in an inhomogeneous nonlinear Schrodinger equations in [17,18]. In the
rst paper, a general theory for a shooting argument in the space of Lagrangian
planes is developed for a large class of inhomogeneous Schrodinger equations
and it is applied to a specic example in the second paper. The topological
ideas were further developed for dark solitons in inhomogeneous NLS equations
in [16,24,25]. Further references to the stability analysis of dark solitons with
small inhomogeneities, can be found in these papers.
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A nal example in a non-Hamiltonian context is a stability analysis of
fronts in reaction-diusion type equations with inhomogeneities using singular
perturbation techniques in [13,14,40].
Returning to the focus of this paper, here we consider the case in which
the potential V is spatially inhomogeneous in the following way. The spatial
real line is split in N + 2 disjoint open intervals (N  1):
R = I` \ Im1 \ : : : \ ImN \ Ir:
Here I` is the most left interval and of the form ( 1; L`), Ir is the most
right interval and of the form (Lr;1), and Im1 : : : ImN are the bounded
middle intervals. The potential V consists of N + 2 smooth (C3) homoge-
neous functions V`(u); Vm1(u); : : : ; VmN (u); Vr(u) such that V (u; x) = Vi(u)
for x 2 Ii. For example, if N = 2, i.e., there are four intervals, i.e., R =
( 1; L`) [ (L`; Lm) [ (Lm; Lr);[(Lr;1), and the potential is given by
V (u; x; I`; Im1 ; Im2 ; Ir) =
8>><>>:
V`(u); x 2 I` = ( 1; L`);
Vm1(u); x 2 Im1 = (L`; Lm);
Vm2(u); x 2 Im2 = (Lm; Lr);
Vr(u); x 2 Ir = (Lr;1):
(2)
Note that without loss of generality, we can use the translation invariance of
the dierential operators and take Lm = 0, L` =  L1 < 0 and Lr = L2 > 0.
We will focus on the existence and stability of stationary fronts or solitary
waves of the associated damped inhomogeneous wave equation
utt = uxx +
@
@u
V (u; x; I`; Im1 ; : : : ; ImN ; Ir)  ut; (3)
where   0 is a constant damping coecient. To simplify notation, we will
use the term \front" to refer both to a front and a solitary wave. In the
following sections, we will rst show how to use phase portraits to \construct"
solutions and get a characterisation of those solutions in terms of the value
of the Hamiltonians in the N middle intervals. This includes the introduction
of length functions Li(h1; : : : ; hN ), where Li is the length of the ith middle
interval and h1; : : : hN are the values of Hamiltonians on those intervals. This
construction shows that usually there exists a plethora of solutions. With so
many solutions around, the next question is: \Which ones are stable?". This
is considered in the section 3. First we show that away from bifurcation points
(these will be dened), the operator Lf has an eigenvalue zero if and only if
the determinant of the Jacobian @(L1;:::;LN )@(h1;:::;hN ) vanishes. Next we discuss how this
can be used to determine whether or not a change of stability occurs. At the
end of this paper, we will consider some open problems and possible extensions
to other systems.
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2 Existence
Stationary fronts are solutions of the ODE
0 = uxx +
@
@u
V (u; x; I`; Im1 ; : : : ; Imn ; Ir): (4)
Due to the discontinuity of V as function of x, solutions of (4) can only be
expected to be C1-smooth, even if the potentials Vi(u) are very smooth. The
continuously dierentiable solutions of (4) can be constructed by using a phase
plane analysis of the various Hamiltonian ODEs
uxx + V
0
i (u) = 0; x 2 Ii; i = `;m1; : : : ;mN ; r; (5)
plus boundary conditions to \match" the solutions and their derivatives at the
end points of the intervals and get decay properties for jxj ! 1. To get the
asymptotic behaviour of a front, the outer left potential V` must have a xed
point with an unstable manifold and the right outer potential Vr must have
a xed point with a stable manifold. As the system is Hamiltonian, the xed
points are either saddles or centres. If the potential has a local maximum,
then the xed point is a saddle and if the potential has a local minimum,
then the xed point is a centre. Thus for the existence of a stationary front it
is necessary that the outer potentials V` and Vr have a local maximum (just
as for the homogeneous case), let's denote them by u1. The front in the
unbounded outer left interval I` is part of the unstable manifold of the xed
point u 1 in V`, while in the unbounded outer right interval Ir, it is part of
the stable manifold of the xed point u1 in Vr.
To nd all possible fronts in such systems, we don't x the length of the
bounded middle intervals, we just assume that there will beN middle intervals.
The only conditions on the orbits in the middle intervals Im1 : : : ; ImN are that
they have to connect with their neighbours. So for Im1 , any orbit of the Vm1
dynamics that connects to the unstable manifold in the outer left interval could
be used for a connection to orbits in the dynamics of Vm2 , and so on through
all middle intervals. Finally, the orbit in the dynamics on the last middle
interval must connect to the stable manifold in the outer right interval. In
each middle interval, the Hamiltonian Hmi(u) = u
2
x + Vmi(u) is constant. So
every orbit is characterised by the value of this Hamiltonian; this value will
be denoted by hi. And the distance between the two connection points on an
orbit in the interval Imi can be parametrised by the values of the value of the
Hamiltonians hi 1, hi, and hi+1. Thus the length functions can be denoted as
functions Li(h1; : : : ; hn).
To illustrate these ideas, we will give details for the case N = 2, which
contains all features of the general case. This section is based on [22], in which
full details can be found. Multiplying (5) through by ux, writing p = ux, and
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integrating with respect to x gives the following Hamiltonian description for
the stationary fronts (recall that R = I` [ Im1 [ Im2 [ Ir):
h1 =
1
2p
2 + Vm1(u); x 2 Im1 ; V  := V`(u 1) = 12p2 + V`(u); x 2 I`;
h2 =
1
2p
2 + Vm2(u); x 2 Im2 ; V+ := Vr(u+1) = 12p2 + Vr(u); x 2 Ir:
(6)
Here h1 and h2 are used for the (constant) values of the Hamiltonian in the in-
tervals Im1 respectively Im2 . Furthermore, the orbits have to match. We dene
(u1; p1) to be the matching point between I` and Im1 ; (u2; p2) the matching
point between Im1 and Im2 ; and (u3; p3) the matching point between Im2 and
Ir. The Hamiltonian formulation (6) gives that these points can be expressed
as functions of the Hamiltonian parameters hi:
1
2
p21 = h1   Vm1(u1) = V    V`(u1);
1
2
p22 = h1   Vm1(u2) = h2   Vm2(u2); (7)
1
2
p23 = h2   Vm2(u3) = V+   Vr(u3):
So (u1; p1) will be functions of h1 only, (u3; p3) will be functions of h2 only,
and (u2; p2) will be functions of both h1 and h2. In the rst line of (7), the
second equality denes a function h1(u1). However, the inverse function u1(h1)
is relevant for our analysis. If, at some point eu, V 0` (eu) = V 0m1(eu) and the
non-degeneracy condition V 00` (eu) 6= V 00m1(eu) holds, then h1(u1) has a turning
point at u1 = eu. This implies that there will be a bound on the h1-values
for which a solution exists. In terms of the orbits in the phase portrait, if
V 0` (u1) = V
0
m1(u1), then the unstable manifold touches the orbit in the rst
middle interval at the point (u1; p1). Thus is natural to expect that this gives
a bound on the h1 values.
These arguments show that the curve u1(h1) is likely to have a singu-
larity or bifurcation at any point with V 0` (u^) = V
0
m1(u^). Similarly, bifurca-
tions/singularities can be expected for the curve p1(h1) at p1 = 0 too, as p1
is dened in terms of p21. The other matching points will have similar bifurca-
tion/singularity points. So for each matching point, we dene the bifurcation
functions Bi, i = 0; 1; 2:
B0(h1) = p1(h1)[V
0
m1(u1(h1))  V 0` (u1(h1))];
B1(h1; h2) = p2(h1; h2)[V
0
m2(u2(h1; h2))  V 0m1(u2(h1; h2))]; (8)
B2(h2) = p3(h2)[V
0
r (u3(h2))  V 0m2(u3(h2))]:
If eh1 and/or eh2 are such that Bi(eh1;eh2) = 0, then there is the possibility
of a singularity or bifurcation. In the lemmas below, the continuation of the
matching points as function of h1 and/or h2 is discussed. More background
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and proofs of those lemmas can be found in [22]. To avoid too many technical
details, we will assume that the following non-degeneracy condition holds on
the potential functions.
Assumption 1 The potentials Vi, i = l;m1; : : : ;mN ; r are such that if at
some point eu it holds that V 0i (eu) = V 0j (eu) then V 00i (eu) 6= V 00j (eu).
First we consider the connection between the unbounded left interval and
the rst middle interval and the continuation of this matching point.
Lemma 1 ([22, section 2]) Assume that there is a point (fu1; ep1) such that
the rst set of matching equations in (7) are satised at h1 = eh1.
{ If B0(eh1) 6= 0 then there exist a neighbourhood of eh1 for which there is
a unique smooth curve of left matching points (u1(h1); p1(h1)) which sat-
isfy (7) and (u1(eh1); p1(eh1)) = (fu1; ep1).
{ If B0(eh1) = 0 and (fu1; ep1) 6= (u 1; 0) (i.e., (fu1; ep1) is not the left end-
point), then bh1 is an edge point for the existence interval for left matching
points (u1; p1). At one side of eh1 two solutions curves of left matching
points emerge from (fu1; ep1) and there are none at the other side. The two
solutions curves form one smooth curve in the (u; ux)-plane.
{ If B0(eh1) = 0 and (fu1; ep1) = (u 1; 0) (i.e., the left matching point), then
there are two smooth solutions curves of potential left matching points in the
(u; ux)-plane, both containing the point (fu1; ep1). If V 0m1(fu1) 6= V 0` (fu1), then
these curves can be smoothly parametrised by h1. If V
0
m1(fu1) = V 0` (fu1), theneh1 is an edge of the existence interval for the left matching points (u1; p1).
If (fu1; ep1) = (u 1; 0) is the left matching point, then the bifurcation will
lead to two potential matching points. However, one will be on the unstable
manifold, the other on the stable manifold. If the stable and unstable manifold
coincide, then both these points are left matching points. If not, the point on
the stable manifold cannot be a left matching point.
An analogue result holds for the connection between the unbounded right
interval and the last middle interval and the continuation of the matching point
(u3; p3). The connection between two middle intervals is slightly dierent.
Lemma 2 ([22, section 2]) Assume that there is a point (fu2; ep2) such that
the middle set of equations of matching equations (7) are satised for some
h1 = eh1 and h2 = eh2.
{ If B1(eh1;eh2) 6= 0, then there exist a neighbourhood of (eh1;eh2) in which
unique smooth functions of middle matching points (u2(h1; h2); p2(h1; h2))
can be dened which satisfy (7) and (u2(eh1;eh2); p2(eh1;eh2)) = (fu2; ep2).
{ If B1(eh1;eh2) = 0 and (fu2; ep2) is not a xed point of the Vm1-dynamics nor
of the Vm2-dynamics (i.e., if ep2 = 0, then V 0m1(fu2) 6= 0 and V 0m2(fu2) 6= 0),
then nearby eh1, then there exist unique smooth curves eu2m(h1), ep2m(h1), and
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eh2(h1) such that the matching equations (7) are satised, B1(h1;eh2(h1)) =
0, and eu2m(eh1) = eu, ep2m(eh1) = ep, and eh2(eh1) = eh2. Furthermore, the curveeh2(h1) is bijective, hence near eh there also exist unique smooth curveseu1m(h2), ep1m(h2), and eh1(h2) satisfying the criteria above and eh1(eh2(h1)) =
h1, eu1m(eh2(h1)) = eu2m(h1), etc.
Finally, the curve eh2(h1) (or equivalently eh1(h2)) forms an edge of the
existence region for middle matching points (u2; p2). For each xed h1: if
h2 is at one side of eh2(h1), then two solutions curves of left matching points
emerge from (fu2; ep2) and there are none at the other side. As before, these
two solutions curves form one smooth curve in the (u; ux)-plane.
The case that B1(eh1;eh2) = 0 and (fu2; ep2) is a xed point of the Vm1 -dynamics
or the Vm2-dynamics is highly degenerate and will not be considered here. For
more details, see [22]. The condition that (u2; p2) is not a xed point of the
Vmi -dynamics, i = 1; 2, can be rephrased as the condition that the derivative
of the front ux(x; g; h) does not have a non-simple zero in the middle intervals.
Now that the matching points are fully characterised, the length functions
can be dened in terms of h1 and h2. We will assume that there exists a
connected set in the (h1; h2) parameter space such that the matching point
functions (ui(h1; h2); pi(h1; h2)), for i = 1; 2; 3, are well-dened for all (h1; h2)-
values in this set. The lemmas above give that one (or more) of the bifurcation
functions Bi vanishes at the (h1; h2)-values on the boundary of this set. In the
(u; ux) phase space, the front solutions follow the h1- and h2-orbits (in the Vm1 -
resp. Vm2-dynamics) and connect at the matching points (ui; pi), i = 1; 2; 3.
The length functions L1 and L2 are determined by the \time of ight" along
these orbits. To nd expressions for L1 and L2, we dene functions p1(u; h1)
and p2(u; h2) to satisfy
[p1(u; h1)]
2=2 [h1   Vm1(u)] ; for u 2 fu(x;h1; h2) : x 2 Im1g;
[p2(h1; h2)]
2=2 [h2   Vm2(u)] ; for u 2 fu(x;h1; h2) : x 2 Im2g:
This implies that p1(u(x;h1; h2); h1) = ux(x;h1; h2), for any x 2 Im1 , and
p2(u(x;h1; h2); h2) = ux(x;h1; h2), for any x 2 Im2 . Finally, the sign of pi is
determined by the position of u(x) on the orbit: if u is increasing then pi is
dened to be positive and if u is decreasing pi is dened to be negative. Thus
the turning points of u are the points at which the sign in the denition of pi
changes.
The expressions for the lengths Li depend on how many turning points the
function u(x;h1; h2) has on the middle intervals Imi . If there are no turning
points in any middle interval, then the expressions are straightforward and
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given by
L1(h1; h2) =
Z L1
0
dx =
Z u2(h1;h2)
u1(h1)
du
p1(u; h1)
;
L2(h1; h2) =
Z u3(h2)
u2(h1;h2)
du
p2(u; h2)
:
However, if the function u(x;h1; h2) has turning points in one or both middle
intervals, the integrals have to be split at the turning points. Denoting the
turning points of u(x;h1; h2) in the interval Im1 by x
1
1 < : : : < x
1
n1 and those
in the interval Im2 by x
2
1 < : : : < x
2
n2 , the length functions L1(h1; h2) and
L2(h1; h2) are given by
L1 :=
Z u(x11;h1)
u1(h1)
du
p1(u; h1)
+
n1X
i=2
Z u(x1i ;h1)
u(x1i 1;h1)
du
p1(u; h1)
+
Z u2(h1;h2)
u(xn1 ;h1)
du
p1(u; h1)
;
L2 :=
Z u(x21;h2)
u2(h1;h2)
du
p2(u; h2)
+
n2X
i=2
Z u(x2i ;h2)
u(x2i 1;h2)
du
p2(u; h2)
+
Z u3(h2)
u(xn2 ;h2)
du
p2(u; h2)
:
By dierentiating these expressions for the length functions and the match-
ing equations (7), it can be seen that the middle bifurcation function and the
length functions are related:
@L1
@h2
(h1; h2) =
1
B1(h1; h2)
=
@L2
@h1
(h1; h2): (9)
Extending the results and expressions for the length functions to the case
that there are N middle intervals is straightforward. And if there is only one
middle interval (N = 1) then setting Vm := Vm1 = Vm2 , L := L1 = L2, and
h := h1 = h2 gives the relevant relations for the matching points, bifurcation
functions, and length functions.
To illustrate the ideas above, we will show the existence of families of front
solutions and nd the length function curves for an example with N = 1.
More examples with N = 1 and N = 2 can be found in [6,22]. This example is
similar to the example in [23] and can be related to long Josephson junctions
with defects. Consider the following potential with one middle interval
V (u; x;L1) =

cos(u) + u; jxj > L1;
1
4 (u  c)2; jxj < L1:
(10)
We will focus on  = 0:1 and c = 4 and the fronts connecting (u 1; 0) with
(u1; 0), where u 1 = arcsin  and u 1 = 2 + arcsin . Following (6), the
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relations for the left and right matching points (u1; p1) and (u2; p2) are
1
2
p2i +
1
4
(ui   c)2 = h; i = 1; 2;
cos(u1) + u1 +
1
2
p21 =
p
1  2 +  arcsin();
cos(u2) + u2 +
1
2
p22 =
p
1  2 +  arcsin() + 2:
From the left phase portrait in Figure 2, it can be seen that there is a minimal
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Fig. 2 Two plots of phase portraits with orbits relevant to the construction of the fronts
for the example in (10) with c = 4 and  = 0:1. In both plots, the unstable manifold of
(u 1; 0) is indicated by the red dashed-dotted line; the stable manifold of (u1; 0) is the
magenta dashed line; the orbits of the potential in the middle are solid blue lines.
In the left plot, the orbits for the h values associated with bifurcation points are plotted.
The innermost orbit is for h = hmin, the smallest possible h value for which a front exists.
The next orbit is for the h = h1, i.e. the orbit which contains the stationary point in the
right interval ((u1; 0)). The third orbit is for the h = h2, i.e., the stationary point in the
left interval ((u 1; 0)) is on this orbit. And the nal and outermost orbit is for h = hmax,
the largest possible value for which connections exist that use the closed part of the stable
manifold.
In the right plot, an orbit for an h value with the maximal number of matching points be-
tween the intervals is plotted. The possible connections between the left and middle interval
are denoted by a and b. The possible connections between the right and middle interval are
denoted by 1, 2, and 3.
value of h, denoted by hmin, for which this system has at least one solution.
This minimal value is associated with the solid blue orbit which touches the
magenta dashed stable manifold of (u1; 0); this is the innermost blue solid
orbit in Figure 2. An analysis conrms the existence of this minimal value
and numerically it follows that hmin  0:94. On the orbit associated with the
minimal value hmin, there are two possible values for the left matching point.
These are the points on the crossing of the red dash-dotted curve (unstable
manifold of (u 1; 0)) and the solid blue orbit associated with hmin. They
are analogues of the points denoted by a and b in the right plot of Figure 2.
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The orbit associated with hmin touches the stable manifold of (u1; 0) (dashed
magenta curve), so there is exactly one right matching point. This point is
the analogue of the points 1 and 3 in the right plot, at hmin these two points
coincide. So we can conclude that there are two values for the length function
L at h = hmin, see Figure 3.
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Fig. 3 The length curve for the example in (10) with c = 4 and  = 0:1. The blue solid
curve are connections involving the left matching point denoted by a in Figure 2. The red
dash-dotted curve are connections of the left matching pointed denoted by b with the right
matching points 1 and 3. The green dashed curve are connection between b and 2.
For h just above hmin, there are two candidates for the right matching
point, comparable to the the points 1 and 3 in the right plot and there are still
two left matching points. Hence there are four values for the length function
L at those h values as is also evident from Figure 3.
If h increases further, its associated orbit will cross the right asymptotic
point (u1; 0). We denote this h value by h1  1:4. For h values just above h1,
there is a further option for the right matching point, denoted by \2" in the
right plot of Figure 2. In the limit for h # h1, the front associated with the right
matching point \2" splits in the front at h1 and the homoclinic connection to
(u1; 0). So the fronts on these branches of the length function is completely
disjoint from the fronts on the branches just before h1. In Figure 3, these two
new branches are the bifurcating solid blue curve and the dashed green curve.
Note that for h > h1, the p value of the point associated with \3" will have
become negative.
Continuing further in h, the next \bifurcation" point is the h value for
which the associated orbit crossed the left asymptotic point (u 1; 0). This h
value is denoted by h2  3:8. At this point, the left matching points a and b
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merge into one and for h > h2, only the matching point associated to a, which
now will have p < 0, will survive. Again, for h " h2, the fronts associated with
the left matching point \b" split in the front at h2 and homoclinic connection
to (u 1; 0).
The nal bifurcation point is when the orbit of the middle dynamics touches
the most right point of the closed part of the stable manifold. We denote this
h value by hmax  14. At hmax, the points denoted by 2 and 3 collide and for
h > hmax these points do not exist anymore. For h > hmax, there is exactly
one left matching point (\a") and one right matching point "1") , both are to
the left of the left asymptotic point (u 1; 0).
3 Stability
In the previous section, it is established that there is a large family of solutions,
parametrised by the values of the Hamiltonians in the middle intervals. So a
natural next question is: Which of those solutions are stable? We focus on
linear stability as nonlinear stability can be deduced from this as indicated in
the Introduction.
Let bu(x;h1; : : : ; hN ) be one of the stationary front solutions in the family.
We write a solution of the wave equation (3) as u(x; t) = bu(x)+ etv(x; t) and
linearise about v = 0. This gives the eigenvalue problem
Lfv = v; with Lf(h1; : : : ; hN ) = Dxx + V 00(bu()) and  = (+ ): (11)
We note that Lf is a symmetric operator, thus all eigenvalues  are real. Since
 > 0, the stability problem has a pair of solutions  with + > 0 and   < 0,
if  > 0. In other words, the stationary front is linearly unstable if  > 0. On
the other hand, the stability problem has a pair of solutions which are both
strictly negative or form a complex conjugate pair with strictly negative real
part if  < 0. Therefore, the front is linearly stable if  < 0. Finally, if  = 0,
then  = 0 or  =   and a change of stability will happen if  is the largest
eigenvalue of Lf and changes sign.
Thus the eigenvalue  vanishing is a necessary condition for a change of
stability, but it is not sucient as the change of stability happens only when
the largest eigenvalue goes through zero. We will come back to this later.
Focusing on the question when  = 0 is an eigenvalue, we note that  = 0
is an eigenvalue if and only if there is a function 	 2 H2(R) such that
Lf	 = 	xx + F (x)	 = 0; where F (x) = V 00i (bu(x)); x 2 Ii; (12)
and i = `;m1; : : : ;mN ; r. One has to be careful with the interpretation of
V 00(bu(x)) at the end points of the middle intervals. In general there will be
discontinuities and one can only consider left and right limits for F (x) when
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x gets to an end point of one of the middle intervals. Although dierentiating
the ODE for bu gives Lfbux = 0, this equality can not be evaluated if x is an
endpoint of one of the middle intervals. Moreover, usually buxx is discontinuous
at those endpoints, hence bux is not in H2(R). Thus bux is not an eigenfunction
with the eigenvalue zero, in contrast with the case when V is homogeneous.
Although bux is not an eigenfunction, it is still a solution of the linear
ODE associated with (12) on each of the open intervals I`, Ir and Ii, i =
m1; : : : ;mN . The theory of linear ODEs gives that on each interval there will
be two linearly independent functions that span the solutions space of the ODE
on this interval [15]. Using the method of variation of parameters, another
linearly independent solution of the ODE can be found:
x 7! bux(x)Z dbu2x() : (13)
This function is well-dened on each of the middle intervals Ii, except at points
where bux vanishes. The wave shape bu satises a Hamiltonian ODE on each
interval. Thus bux has only simple zeros or bu is associated with a xed point of
the ODE and bu is constant on the full interval. More details can be found in
[22, Appendix A]. In this overview, we focus on fronts bu that are not associated
with xed points in the middle intervals and hence bux has simple zeros only
at turning points of bu. If bu has turning points in some middle interval, we
split this interval in sub-intervals, such that the turning points are at the end
points of an interval. This means that we will end up with a partition of the
real line in N+  N+2 intervals. We denote the endpoints of these intervals by
x0 < x1 < : : : < xN+ , where x0 is the right end point of the left interval I` and
xN+ the left end point of the right interval Ir. Dene the mid point between
xi and xi 1 as Mi = 12 (xi + xi 1). Now any solution 	 of the ODE (12) that
decays at 1 can be written as
	(x) =
8>>><>>>:
bux(x); x < x0;
Aibux(x) +Bibux(x)Z x
Mi
dbu2x() ; xi 1 < x < xi; for i = 1; :::; N+;
k^bux(x); x > xN+ :
(14)
For 	 to be an eigenfunction with the eigenvalue zero, the parameters Ai, Bi,
i = 1; : : : ; N+ and k^ have to be such that 	 2 H2, hence also in C1. The
condition of continuous dierentiability at all points xi, i = 0; : : : ; N+ leads to
2(N++1) conditions on the 2N++1 constants Ai, Bi and k^. Thus we will get
one compatibility condition for the existence of the eigenvalue zero. In [22], it
is shown that this compatibility condition can be related to derivatives of the
length functions Li(h1; : : : ; hN ) and the following theorem is derived.
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Theorem 1 ([22, section 6]) If the solution bu(x;h1; : : : ; hN ) is such thatbux 6 0 on any middle interval, then the associated linear operator Lf(h1; : : : ; hN )
has an eigenvalue zero if and only if
det

@(L1; : : : ; LN )
@(h1; : : : ; hN )
 NY
i=0
Bi = 0; (15)
where the bifurcation functions Bi are given by
Bi(hi 1; hi; hi+1) = [V 0i+1(bu(i))  V 0i (bui(i))] bux(i); i = i; : : : ; N   1
B0(h1) = [V 01(bum(0))  V 0` (bum(0))] bux(0);
BN (hN ) = [V 0r (bu(N ))  V 0N (bu(N ))] bux(N )
with i denoting the endpoints of the middle intervals, i.e, Imi = (i 1; i),
i = 1; : : : ; N .
A length function Li only depends on the h values of its own and its adjoint
intervals. Recalling that B 1i =
@Li+1
@hi
= @Li@hi+1 (see (9)), this implies that the
Jacobian is the following tri-band matrix:
@(L1; : : : ; LN )
@(h1; : : : ; hN )
=
0BBBBB@
@L1
@h1
B 11 0    0
B 11
@L2
@h2
B 12
. . . 0
0 B 12
. . .
. . .
...
. . . B 1N 1
0 0 : : : B 1N 1
@LN
@hN
1CCCCCA :
Furthermore, when one of the bifurcation functions vanishes, this usually in-
dicates that the boundary of the existence region has been reached and the
determinant of the Jacobian goes to innity if one approaches the boundary.
However, the product of the vanishing bifurcation function and the determi-
nant of the Jacobian, as considered in (15), is well-dened.
To further clarify criterion (15), we focus on the case when there are one or
two middle intervals (N = 1 or N = 2). First the case of one middle interval,
i.e, there is just one parameter which we denote by h. Theorem 1 states that
Lf(h) has an eigenvalues zero if and only if
B0(h)B1(h)L
0(h) = 0:
It can be shown that if exactly one of the two bifurcation functions vanishes,
then the limiting value of the product of the vanishing bifurcation function and
the derivative L0(h) does not vanish. Altogether, Theorem 1 can be rephrased
as
Theorem 2 ([22, section 4]) If N = 1 and the solution bu(x;h) is such thatbux 6 0 on the middle interval, then the associated linear operator L(h) has an
eigenvalue zero in H2(R) if and only if L0(h) = 0 or B0(h) = 0 = B1(h).
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If B0(h) = 0 = B1(h), then the eigenfunction is a multiple of bux (possibly
with dierent multiplication factors in each interval). And the front bu(h) is
linearly stable if and only if it is strictly monotonic.
Note that the last part of this theorem recovers the results for homogeneous
wave equations. In the case of a homogeneous wave equation, V` = Vm = Vr,
and we get immediately that B0 = 0 = B1.
Next we consider the case with two middle intervals, i.e., N = 2. Now B0
and B2 are associated with the points connecting the left respectively right
intervals to the middle intervals. And B1 is associated with the connection of
the two middle intervals. This is the bifurcation function that appears in the
Jacobian. By analysing the special cases when one or more of the bifurcation
functions vanishes, we get the following theorem.
Theorem 3 ([22, section 5]) If bu(x;h1; h2) is a front solution such that all
zeroes of ux(x; g; h) are simple, then the associated linear operator Lf(h1; h2)
has a zero eigenvalue if and only if
B0(h1)B1(h1; h2)B2(h2) det
 
@L1
@h1
(h1; h2) B1(h1; h2) 1
B1(h1; h2) 1 @L2@h (h1; h2)
!
= 0: (16)
If one or more of the bifurcation functions vanish, this expression should be
read as a limit. Thus we get
{ if none of the bifurcation functions vanishes, then the condition can be
written as det

@(L1;L2)
@(h1;h2)

= 0;
{ ifB0(h1) = 0,B2(h2) 6= 0 andB1(h1; h2) 6= 0 , then the condition becomes
@L2
@h2
(h1; h2) = 0;
{ ifB2(h2) = 0,B0(h1) 6= 0 andB1(h1; h2) 6= 0 , then the condition becomes
@L1
@h1
(h1; h2) = 0;
{ if B1(h1; h2) = 0, B0(h1) 6= 0 and B2(h2) 6= 0 , there exists a smooth
bijective curve ~h2(h1) such that B1(h1; ~h2(h1)) = 0 in a neighbourhood of
this point. The curve ~h2(h1) is bijective and a curve ~h1(h2) can be dened
such that ~h1(~h2(h1)) = h1 and ~h2(~h1(h2)) = h2. Condition (16) becomes
0 = B0(h1)B2(h2)

dL1
dh2
( ~h1(h2); h2) +
dL2
dh1
(h1; ~h2(h1))

;
{ if exactly two bifurcation functions vanish, then there is no zero eigenvalue;
{ if all bifurcation functions vanish, then Lf(h1; h2) has an zero eigenvalue
with the eigenfunction a multiple of bux (possibly with dierent multiplica-
tion factors in each interval).
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We observe that the determinant in Theorem 3 is the determinant of the
Jacobian of the vector function (L1; L2)(h1; h2), which is the two dimen-
sional equivalent of L0(h), the expression in Theorem 2. Now let's consider
the case of two middle intervals, but with L1 xed at a value bL for which
rL1 does not vanish. Thus, in the existence region of the fronts, there ex-
ists a curve bh2(h1) or bh1(h2) along which L1(h1; h2) = bL. Let's focus on the
case that there is a curve bh1(h2) (the argument for the other case is simi-
lar). Assuming that none of the bifurcation functions disappears at the fronts
on this curve, we see that Theorem 3 implies that operator associated with
the linearisation about a front on this curve has an eigenvalue zero if and
only if the Jacobian has determinant zero. Since L1(h(h2)) = bL for any h2,
we have @L1@h1 (h(h2))
bh01(h2) + @L1@h2 (h(h2)) = 0, where we used the notation
h(h2) = (bh1(h2); h2). Thus the Jacobian can be written as
@(L1; L2)
@(h1; h2)
(h(h2)) =
@L1
@h1
(h(h2))

@L2
@h2
(h(h2))
@L2
@h1
(h(h2))bh01(h2)
=
@L1
@h1
(h(h2))
d
dh2
L2(h(h2)):
Since rL1 does not vanish, this implies that the determinant vanishes if and
only of ddh2L2(h(h2)) vanishes. So this gives us the criterion of Theorem 2
applied to the case of one middle interval being the second middle interval with
the rst middle interval xed at the length bL. In other words, the theorem for
one middle interval can be recovered as a special case of the theorem of two
middle intervals.
The theorems so far have established sucient and necessary criteria for
the existence of a zero eigenvalue. However, this does not necessarily imply
a change of stability. First of all, the stability can change only if the largest
eigenvalue vanishes. Since the operator Lf is a Sturm-Liouville operator, the
eigenfunction associated with the largest eigenvalue will have no zeros. An
expression for the eigenfunction is given in (14), so this gives a method to
check that the zero eigenvalue is the largest eigenvalue.
Secondly, it has to be veried that the largest eigenvalue moves through
zero if the parameters are varied. Generically this will be the case, but it
is also possible that the eigenvalue stays positive or negative. First we look
into this issue when there is one middle interval (N = 1). We assume that the
bifurcation functions do not vanish, i.e., we are not at the edge of the existence
region. Hence L0(h) = 0 is the criterion for the existence of an eigenvalue zero.
Assuming that the eigenvalue (h) is smooth (which is the case if the potentials
in the middle and outer intervals are suciently smooth in u), we have the
following characterisation for the local behaviour of (h): If (k)(h0) = 0 for
k = 0; : : : ;m  1 and (m)(h0) 6= 0 for some m 2 N, then the eigenvalue goes
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through zero if m is odd and keeps the same sign if m is even. By analysing
the local behaviour of (h) and L(h), it can be shown that the order of a zero
of (h) is equal to the order of a zero of L0(h). This leads to the following
necessary and sucient criterion for a change in stability.
Theorem 4 ([23]) The stability changes at the front bu(bh) if and only if
(i) L0(bh) = 0 and bh is an odd zero of L0(h);
(ii) the eigenfunction 	(bh) has no zeros.
Returning to our example in the previous section, we can use this theo-
rem to determine the stability of the various branches by going through the
following steps. First we consider the eigenfunctions at the turning points of
the length curve L(h). If there is an eigenfunction with no zeros, we simulate
the wave equation starting nearby a front solution just away from the turning
point to determine the stability of this branch. Finally we verify that the two
bifurcation functions do not vanish simultaneously. These steps lead to the
stability diagram as plotted in Figure 4. The stable branches are indicated by
bold curves. In this example, the stable stationary fronts with h values larger
than h2 are non-monotonic. Furthermore, for all length values associated with
those larger h values, there are two stable fronts. Hence bi-stability is present
in wave equations with a middle interval of such length.
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Fig. 4 The length curves for the example in (10) with c = 4. The stationary fronts associated
with the bold curves are stable, all other stationary fronts are unstable.
Theorem 4 can also be used to get a stability criterion in case there are
N middle intervals. Indeed, consider the case of N middle intervals. As-
sume that there is some (bh1; : : : ;bhN ) in the interior of the existence region
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for which operator associated the linearisation about the front bu(bh1; : : : ;bhN )
has an eigenvalue zero. Thus the Jacobian of the length function vanishes.
It can be shown that the vanishing Jacobian implies that there are curveseh12(h1); : : : ;eh1N (h1), nearby (h1; : : : ; hN ) = (bh1; : : : ;bhN ), at which the length
functions satisfy Lj(h1;eh12(h1); : : : ;eh1N (h1)) = Lj(bh1; : : : ;bhN ), j = 2; : : : ; N .
And similarly there are also curves ehN1 (hN ); : : : ;ehNN 1(hN ) nearby hn = bhN
with Lj(ehN1 (hN ); : : : ;ehNN 1(hN ); hN ) = Lj(bh1; : : : ;bhN ), j = 1; : : : ; N 1. Thus
the front bu(bh1; : : : ;bhN ) can be described in two dierent ways as a solution
to a wave equation with the potential having one middle interval. One way is
that the potential has Im1 as its middle interval with variable length L1 and
the other intervals are xed at length Lj(bh1; : : : ;bhN ), j = 2; : : : ; N . The other
way is that the potential has ImN as its middle interval with variable length
LN and the other intervals are xed at length Lj(bh1; : : : ;bhN ), j = 1; : : : ; N 1.
Applying Theorem 4 to the potentials associated with those descriptions, we
get
Theorem 5 ([23]) The stability changes at the front bu(bh1; : : : ;bhN ) when
varying h1 or hN if and only if
1. the determinant of the Jacobian det

@(L1;:::;LN )
@(h1;:::;h)
(bh1; : : : ;bhN ) = 0;
2. the order of the zero ch1 of ddh1 L1(h1;eh12(h1); : : : ;eh1N (h1)) is odd or the
order of the zero bhN of ddhN LN (ehN1 (hN ); : : : ;ehNN 1(hN ); hN ) is odd;
3. the eigenfunction 	(bh1; : : : ;bhN ) has no zeroes.
4 Conclusions and further work
As indicated in the Introduction, there is quite a body of work on localised
inhomogeneities represented by delta functions. The delta functions are used as
an approximation for very short inhomogeneities. Another approximation for
this physical reality are inhomogeneities of a tiny length Li and potentials of
the form Vi(u) = u=Li. In [6], it is shown that the stationary fronts associated
with localised homogeneities as described in McLaughlin & Scott [27] can
be embedded in the family of stationary waves of nite length inhomogeneities.
The stability properties follow from the theory presented in this paper and
they regain the criterion derived in [27] (as well as the stability of nite length
inhomogeneities).
The bi-stability observed in the example and illustrated in Figure 4 raises
many interesting questions. First of all, it is likely that the bi-stability will give
rise to more complicated interactions between the stationary and travelling
fronts. This would be an interesting avenue for further research. Secondly, if
the parameter c in the example is decreased, the rst maximum and the rst
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minimum in the length curve will collide. Similarly for increasing c, the rst
maximum and the second minimum will collide. This is illustrated in Figure 5
for increasing c. The bi-stability disappears when the extrema collide, become
a point of inection (as depicted in the right plot) and the two intervals of
stability merge into one.
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Fig. 5 The length curves for the example in (10) with c = 4 on the left and c = 5:8 on the
right. Comparing two graphs, the rst maximum and the second minimum of the graph for
c = 4 have just collided into a point of inection at c = 5:8 and formed an inection point.
Another avenue for further research are coupled wave equations of the form
utt = uxx +
@
@u
V (u; v;x; Ij);
vtt = vxx +
@
@v
V (u; v;x; Ij):
To prove the existence of a stationary front for one wave equation, we looked at
intersections of the unstable manifold of the left endpoint with energy level sets
of the middle intervals and nally matched with the stable manifold of the right
endpoint. This idea is still valid, but the manifolds are higher dimensional.
This makes following the intersecting manifolds more challenging. Once the
existence of stationary fronts has been established, it is an open question
whether the link between the stability and the vanishing determinant of the
Jacobian will survive or have to be modied.
An example of the analysis of existence and stability of fronts in coupled
wave equations can be found in the context of modelling the interaction be-
tween DNA and RNAP in DNA transcription [5]. Most of the stability analysis
in this paper is by numerics, and it would be interesting to get analytical re-
sults. A starting point could be to use that the manifold (u; 0) is invariant.
Thus within this manifold we can use the existence theory of a single wave
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equation as described in the previous sections. However, the second wave equa-
tion comes into play when considering the stability of the fronts. Now stability
under perturbations in the v-direction should be considered too.
Another direction is the existence and stability of stationary fronts just
outside the invariant manifold, i.e, fronts with a tiny v component. Initial
results suggest that progress can be made with singular perturbation theory.
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