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Abstract
Sparse estimation methods capable of tolerating outliers have been broadly investi-
gated in the last decade. We contribute to this research considering high-dimensional
regression problems contaminated by multiple mean-shift outliers which affect both
the response and the design matrix. We develop a general framework for this class of
problems and propose the use of mixed-integer programming to simultaneously per-
form feature selection and outlier detection with provably optimal guarantees. We
characterize the theoretical properties of our approach, i.e. a necessary and sufficient
condition for the robustly strong oracle property, which allows the number of features
to exponentially increase with the sample size; the optimal estimation of the param-
eters; and the breakdown point of the resulting estimates. Moreover, we provide
computationally efficient procedures to tune integer constraints and to warm-start
the algorithm. We show the superior performance of our proposal compared to exist-
ing heuristic methods through numerical simulations and an application investigating
the relationships between the human microbiome and childhood obesity.
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regression; Breakdown point.
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1 Introduction
High-dimensional regression problems have become ubiquitous in most application domains.
In these problems the number of features recorded on each observation (or case) is very large
– possibly larger than the sample size, and often growing with the sample size itself. The
availability of ever larger numbers of potential predictors increases both the chances that
some substantial portion of them are irrelevant, and the chances of contamination in the
data (i.e. some cases following a different model). Thus, it is critical to employ estimation
approaches that address both sparsity and statistical robustness. The Mean-Shift Outlier
Model (MSOM) is a common paradigm leading to the exclusion of outliers from the fit
(Beckman and Cook 1983). In the high-dimensional setting, traditional approaches focused
on robustifying information criteria or resampling methods (Müller and Welsh 2005). In the
last decade several robust penalization methods have been introduced in the literature. They
generally rely on a robustification of soft-selection procedures (Alfons et al. 2013), adopting
a case-wise robust counterpart ofMaximum Likelihood Estimation (MLE). The MSOM can
be equivalently parametrized with the inclusion of binary variables (Cook and Weisberg
1982), transforming outlier detection into a feature selection problem (Morgenthaler et al.
2004) and motivating the development of methods for simultaneous feature selection and
outlier detection (SFSOD).
In contrast to existing methodologies which extensively rely on heuristics, we propose
a discrete and provably optimal approach to perform SFSOD, highlighting its connections
with other approaches. The L0 constraint has been used separately in the context of
feature selection (Bertsimas et al. 2016; Bertsimas and Van Parys 2020) and robust esti-
mation (Zioutas et al. 2009; Bertsimas and Mazumder 2014) – both of which can be for-
mulated as a Mixed-Integer Program (MIP) and solved with optimality guarantees. We
combine these two approaches into a novel formulation and take advantage of existing
heuristics to provide effective big-M bounds and warm-starts to reduce the computational
burden of MIP. We provide theoretical guarantees for our approach, including its high
breakdown point, a necessary and sufficient condition to achieve the robustly strong oracle
property – which holds also in the ultra-high dimensional case with the number of fea-
tures exponentially increasing with the sample size – and optimal parameter estimation.
In contrast to existing methods, our approach requires weaker assumptions and allows both
the feature sparsity level and the amount of contamination to depend on the number of
predictors and the sample size, respectively. Moreover, we propose criteria to tune, in a
computationally efficient and data-driven way, both the sparsity of the solution and the
estimated amount of contamination.
The article is organized as follows: Section 2 discusses the relevant background for
outlier detection and feature selection. Section 3 details our proposal – including a gen-
eral framework for SFSOD, the MIP formulation and its theoretical properties. Section 4
presents a simulation study comparing our proposal with state-of-the-art methods and
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Section 5 presents our real data application investigating the relationships between child
obesity and the human microbiome. Final remarks are included in Section 6 and additional
details are provided in the Supplementary Material.
2 Background
Consider a regression model of the form y =Xβ+ε, where y ∈ Rn is the response vector,
ε ∈ Rn the error vector with a N(0, σ2In) distribution (In is the identity matrix of size
n), X ∈ Rn×p the design matrix, and β ∈ Rp the vector of regression coefficients. In the
following, we describe the relevant background for our proposal. In particular, we briefly
review methods for outlier detection, and present the equivalent formulation as a feature
selection problem. We then discuss approaches for model selection, focusing on the use of
an L0 constraint for best subset selection.
We consider a case-wise contamination mechanism, where each outlying unit might
be contaminated in some (or even all) of its dimensions. In particular, we assume that
outliers are generated by an MSOM, where the set of outliers M = {i ∈ {1, . . . , n} : εi ∼
N(λεi, σ
2), λεi 6= 0} has cardinality |M | = n0. For a given dimension p < n − n0, it is
well-known that MLE leads to the removal of outliers from the fit (Cook and Weisberg
1982). Moreover, as is customary, we assume that the MSOM can also affect the design
matrix X with mean shifts λxi (Maronna et al. 2006).
If a regression comprises a single outlier, its position corresponds to the unit with largest
absolute Studentized residual, which is a monotone transformation of the deletion resid-
ual ti = (yi − xTi βˆ(i))/(σˆ(i)(1 + xTi (XT(i)X(i))−1xi)1/2, where the subscript (i) indicates the
removal of the i-th unit (Atkinson 1985). Under the null model, ti is distributed as a Stu-
dent’s t with n− p− 1 degrees of freedom, which can be computed from an MLE fit based
on all units and used as a test for outlying-ness of single data points (Cook and Weisberg
1982). The same idea can be easily generalized to regressions with multiple outliers. Op-
erationally though, this was considered ineffective – due to the high likelihood of masking
(undetected outlying cases) and swamping (non-outlying cases flagged as outliers) effects
(Huber and Ronchetti 2009) – and computationally intractable (Bernholt 2006). This mo-
tivated the development of high-breakdown point estimators such as the Least Trimmed
Squares (LTS), S, and MM (Maronna et al. 2006, see Section 3.3 for more details); outlier
detection and high-breakdown point estimation are historically distinct but closely related
areas of statistical research (Huber and Ronchetti 2009).
Assuming without loss of generality that outliers occupy the first n0 positions in the
data, the MSOM can be equivalently parametrized as y = Xβ +Dn0φ + ε, where the
original design matrix X is augmented with a binary matrix Dn0 = [In0, 0]
T of size n× n0
indexing the n0 outliers (Morgenthaler et al. 2004). If p < n − n0, the MLE for φ ∈ Rn0
provides prediction residuals for the n0 units excluded from the fit; i.e. their residuals
under a model which excludes them from the estimation process. This is given by φˆ =
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[In0 −HMM ]−1(yM −XTM βˆ(M)), where HMM = XM(XTX)−1XTM , and the associated t-
statistics tM provide (multiple) deletion residuals. However, masking and swamping effects
can again arise if Dn0 does not index all possible outliers.
Outlier detection in low-dimensional problems can be performed substituting the iden-
tity matrix In in place of Dn0 and applying feature selection methods to φ ∈ Rn to
identify outlying cases. The literature contains examples of both convex (McCann 2006;
Taylan et al. 2014; Liu and Jiang 2019) and non-convex (She and Owen 2011; Liu et al.
2017; Gómez 2019; Barratt et al. 2020) penalization methods applied to this problem; no-
tably, the latter are necessary to achieve high-breakdown point estimates.
Penalization methods are also the hallmark of feature selection in high dimensional
problems, where they seek to induce sparsity estimating p0 < p non-zero coefficients in β
– whose dimension p can exceed n. Soft penalization methods such as Lasso (Tibshirani
1996), SCAD (Fan and Li 2001), adaptive Lasso (Zou 2006) and MCP (Zhang 2010) rely
on non-differentiable continuous penalties, which can be convex or non-convex. They can
be formulated as βˆ = argminβ ‖y −Xβ‖22 + Rω(β), where the penalty function Rω(β)
depends on a tuning parameter ω.
Best subset selection, a traditional hard penalization method, solves feature selection
combinatorially, comparing all possible models of size p0 (Miller 2002). This can be for-
mulated as a MIP through an L0 constraint on β, where the L0 pseudo-norm is defined as
‖β‖0 = ∑j I(βj 6= 0) (I(·) is the indicator function). The MIP formulation of best subset
selection is computationally intractable (Natarajan 1995) and was previously considered
impossible to solve with optimality guarantees for regression problems with p larger than a
few tens (Hastie et al. 2015). Nevertheless, improvements in optimization solvers and hard-
ware components, which experienced a 450 billion factor speed-up between 1991 and 2015
alone, now allow one to efficiently solve problems of realistic size with provable optimality
(Bertsimas et al. 2016). Modern MIP solvers are based on implicit enumeration methods
along with constraints such as cutting planes that tighten the relaxed problem (Branch
& Bound and Branch & Cut, Schrijver 1986). Optimality is certified monitoring the gap
between the best feasible solution and the relaxation of the problem. Importantly, MIP
methods can recover the subset of true active features (i.e. they satisfy oracle properties,
see Section 3.3) under weaker assumptions compared to soft penalization methods.
3 Proposed methodology
We focus on a regression comprising both outliers and inactive features, where one has to
tackle at the same time an unlabeled MSOM problem (i.e. one where the identity, number
and strength of outliers are unknown, Beckman and Cook 1983) and the sparse estimation
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of β. SFSOD can be framed as an optimization problem; namely:
[
βˆ, φˆ
]
= argmin
β,φ
n∑
i=1
ρ(yi, f(xi;β) + φi) (1)
s.t. Rω(β) ≤ cβ
Rγ(φ) ≤ cφ,
where ρ(·) is a loss function, f(·) defines the relation between predictors and response
vector, and Rω(β) and Rγ(φ) are penalties subject to sparsity-inducing constraints, which
may depend on tuning constants ω and γ. Non-zero coefficients in βˆ and φˆ identify
active features and outlying units, respectively. Although in this article we focus on linear
regression the framework in (1) is very general; it comprises Generalized Linear Models,
several classification techniques and non-parametric methods.
Many approaches have been recently developed to solve (1) using Ordinary Least Squares
(OLS) as the loss function ρ(·). Both penalties Rω(β) and Rγ(φ) are generally convex
(Morgenthaler et al. 2004; Menjoge and Welsch 2010; Lee et al. 2012; Kong et al. 2018) al-
though some non-convex procedures have been considered (She and Owen 2011). Similar
ideas have been explored from a Bayesian perspective (Hoeting et al. 1996) and for the
estimation of units’ weights (Li 2012; Xiong and Joseph 2013). Robust soft penalization
methods also can be cast into (1), abandoning the explicit use of φ and adopting a robust
loss ρ(·) in place of the OLS. These include MM-estimators for ridge regression (Maronna
2011), sparse-LTS (Alfons et al. 2013), bridge MM-estimators (Smucler and Yohai 2017),
enet-LTS (Kurnaz et al. 2017), penalized elastic net S-estimators (Freue et al. 2019), and
penalized M-estimators (Loh 2017; Chang et al. 2018; Amato et al. 2020), as well as their
re-weighted counterparts. Indeed, through specific penalties, M-estimators can be equiva-
lently formulated as feature selection problems (She and Owen 2011). Related approaches
include the robust LARS (Khan et al. 2007), robust adaptive Lasso (Machkour et al. 2017),
and penalized exponential squared loss (Wang et al. 2013).
While (1) highlights an important parallel between SFSOD and robust soft penalization,
existing heuristic methods suffer several drawbacks. Some rely on restrictive assumptions
or their finite-sample and asymptotic performance in terms of feature selection and outlier
detection is not well-established. Others rely heavily on an initial subset of cases identi-
fied as non-outlying. Yet others provide a down-weighting of all units, which complicates
interpretation and the objective identification of outliers, or have an asymptotic break-
down point of 0%, so they in fact do not tolerate outliers in the first place. Finally, some
methods require tuning of several parameters in addition to ω and γ, which can severely
increase computational burden. Our proposal solves (1) with optimality guarantees, from
both optimization and theoretical perspectives. This preserves the intrinsic discreteness of
the problem, facilitating implementation, interpretation, and generalizations.
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3.1 MIP formulation
We impose two separate integer constraints on β and φ in (1), combining in a single frame-
work the use of L0 constraints for feature selection (Bertsimas et al. 2016; Kenney et al.
2018; Bertsimas and Van Parys 2020) and outlier detection (Bertsimas and Mazumder 2014;
Zioutas et al. 2009). In particular, we consider the following MIP formulation:
[
βˆ, φˆ
]
= argmin
β,zβ ,φ,zφ
1
n
ρ(y −Xβ − φ) (2)
s.t. −Mβj zβj ≤ βj ≤Mβj zβj (2a)
−Mφi zφi ≤ φi ≤Mφi zφi (2b)
p∑
j=1
β2j ≤ λ (2c)
p∑
j=1
zβj ≤ kp (2d)
n∑
i=1
zφi ≤ kn (2e)
βj ∈ R, zβj ∈ {0, 1}, j = 1, . . . , p (2f)
φi ∈ R, zφi ∈ {0, 1}, i = 1, . . . , n, (2g)
where Mβ and Mφ in constraints (2a) and (2b) are the so-called big-M bounds (Schrijver
1986). In our proposal these are vectors of lengths p and n, respectively, which can be
tailored for each βj and φi. In the L0-norm constraints (2d) and (2e), kp and kn are positive
integers modulating sparsity for feature selection and outlier detection, respectively – for
the latter, we can think of sparsity as a level of trimming (i.e. outlier removal). In the
L2-norm ridge-like constraint (2c), λ is a positive scalar that can be used to counteract
strong collinearities among the features (Hoerl and Kennard 1970). Here it also modulates
a trade-off between continuity and unbiasedness in the estimation of β, and allows one to
calibrate the intrinsic discreteness of the problem – making its solutions more stable with
respect to small data perturbations (Breiman 1995) and weak signal-to-noise ratio regimes
(Hastie et al. 2017).
Although solving (2) plainly with state-of-the-art software may be computationally
intractable for large dimensions, with the appropriate implementation it can be used to
tackle many real-world applications optimally and efficiently. Another important advantage
of our framework from an application standpoint is that it allows one to easily incorporate
additional constraints to leverage structure in the data – such as groups (Zou and Hastie
2005), ranked features (Tibshirani et al. 2005), hierarchical interactions (Bien et al. 2013)
and compositional information (Lin et al. 2014). Moreover, the L0-penalty (also called
entropy penalty) is not equivalent to the L0 constrained formulation used in MIP due to
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non-convexity (Shen et al. 2013).
3.2 Some implementation details
As customary in feature selection problems, we do not penalize the intercept and we stan-
dardize features at the outset. Because the regressions we focus on comprise outliers, we use
a robust standardization; both y andX are centered to have zero medians, and each Xj is
also scaled to have unit median absolute deviation (MAD); results in the output are given
in the original scale. Although binary features are often standardized (Tibshirani 1997),
since the constraints on β and φ are separate, we do not standardize the binary variables
used in the outlier detection component of the problem. Note that the interpretation of
the entries in φ as prediction residuals indicates that they are already on the same scale
under the null model.
Setting the big-M bounds for (2) is made even more complicated due to the “double”
nature of SFSOD. A robust estimator of the regression coefficients, say β˜, can be used
to set Mβ = β˜c and Mφ = (y −Xβ˜)c = e˜c, where c ≥ 1 is a suitable multiplicative
constant. We generalize this approach using an ensemble β˜t (for t = 1, . . . , T ) of prelim-
inary estimators and setting Mβj = maxt(|β˜tj |)c and Mφi = maxt(|e˜tj |)c. The ensemble
guarantees that, if at least one of the β˜t’s is reasonably close to the optimal solution, the
MIP will easily recover such solution. Importantly, having also non-robust or non-sparse
estimators in the ensemble does not negatively affect solution quality but only convergence
speed.
The MIP formulation in (2) critically depends on the big-M bounds; they should be
large enough to retain the optimal solution, yet small enough to avoid unnecessary compu-
tations and numerical instability. If identifying suitable bounds is not possible, we use an
alternative strategy based on Specially Ordered Sets of Type 1 (SOS-1) (Bertsimas et al.
2016). These allow only one variable in the set to be non-zero, e.g., (1− zβj , βj) = 0 ⇐⇒
(1− zβj , βj) : SOS-1. Hence, constraints (2a) and (2b) can be equivalently formulated as:
(1− zβj , βj) : SOS-1, j = 1, . . . , p (3a)
(1− zφi , φi) : SOS-1, i = 1, . . . , n, (3b)
which can be solved via modern MIP solvers such as Gurobi or CPLEX. SOS-1 constraints
in (2) guarantee that the global optimum can be reached, and generally outperform big-M
bounds when these are difficult to reasonably set.
The formulation in (2) also, and critically, requires the tuning of kp, kn and, if a ridge-like
constraint is included in the model, λ. Performing this simultaneously along an extensive
grid of values can be computationally unviable for MIP. We therefore proceed as follows:
(i) fix λ (possibly, in turn, to a few values in a meaningful range); (ii) fix kn to a starting
value larger than a reasonable expectation on the amount of contamination in the problem
(n0); (iii) holding fixed the kn starting value from (ii), tune kp through cross-validation or
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an information criterion; (iv) holding fixed the kp value selected in (iii), refine downward
the value of kn.
For cross-validation in (iii) we use the computationally efficient integrated scheme in-
troduced in Kenney et al. (2018), robustifying the performance measure (the mean squared
prediction error) with an upper trimmed sum. Choosing the trimming level is again not
trivial, because cross-validation folds might contain different proportions of outliers. In
order to be conservative, we fix the trimming proportion to 3kn/n on the test fold and to
2kn/n on the training folds. For information criteria in (iii) the situation is more straightfor-
ward, as one can compute robust values for them using only cases identified as non-outlying
in any given MIP run. Refining kn downward in (iv) improves efficiency in estimating β,
which can be low if the starting kn in (ii) is substantially larger than the true n0, excluding
non-outlying cases from the fit. Assuming that the selected model of size kp in (iii) is
close to the true p0 active features, iteratively reducing kn provides an effective strategy
to pinpoint when outliers start to be included in the fit. Similarly to the Forward Search
algorithm (Atkinson and Riani 2000), this can be done monitoring an appropriate statistic
(e.g., the minimum absolute deletion residuals) along iterations.
3.3 Theoretical results
In this Section, we characterize the theoretical properties of our proposal through two
groups of results. The first comprises properties established under the general framework
introduced in (2). The second comprises key properties established under an L2-norm loss
function (ρ(·) = ‖·‖22); namely, the robustly strong oracle property and optimal parameter
estimation for SFSOD. All proofs are provided in the Supplementary Material.
Without much loss of generality, we assume that (2) has a unique global minimum, and
that the loss function is such that ρ(x) ≥ 0 with ρ(0) = 0 (this is the case for OLS and
many other instances, such as estimation in quantile regression and robust estimators). Our
first result connects our proposal to a large class of penalized methods based on trimming.
Proposition 1 (Sparse trimming). For any λ, n, p, kn and kp, the βˆ estimator produced
solving (2) is the same as the one produced solving
argmin
β
1
n
n−kn∑
i=1
(ρ(yi − xTi β))i:n =
1
n
n−kn∑
i=1
(ρ(ei))i:n (4)
s.t. (2a), (2c), (2d), (2f)
where ei (for i = 1, . . . , n) are the residuals, and (ρ(e1))1:n ≤ . . . ≤ (ρ(en))n:n the order
statistics of their ρ(·) transformation.
Proposition 1 demonstrates the equivalence of our formulation to a trimmed loss problem,
where the level of trimming is directly controlled by the L0 constraint on φ. This extends
a well-known result for unpenalized OLS and motivates the formulation in (1) as a general
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framework for SFSOD. In particular, (4) includes as special cases the LTS and the Trimmed
Likelihood Estimator (Rousseeuw and Yohai 1984; Hadi and Luceño 1997). Thus, our MIP
approach for SFSOD inherits the desirable properties of these robust estimators.
The largest proportion of outliers that an estimator can tolerate before becoming ar-
bitrarily biased is referred to as the breakdown point. In symbols, consider a sample
Z = (z1, . . . , zn) with zi = (yi,x
T
i ). The maximum bias for an estimator, say τ , is
b∗(n0; τ ,Z) = supZ˜‖τ (Z˜) − τ (Z)‖2, where Z˜ represents Z after the replacement of n0
points by arbitrary values. The finite-sample replacement breakdown point (BdP hence-
forth), defined as ǫ∗(τ ,Z) = minn0[n0/n : b
∗(n0; τ ,Z) → ∞], represents the maximum
proportion of observations that, when arbitrarily replaced, still provide bounded estimates
(Donoho and Huber 1983). Our second result shows that our MIP approach for SFSOD
achieves arbitrarily large BdP.
Proposition 2 (Breakdown point). For any λ, n, p, kn and kp, the the BdP of the βˆ estimator
produced solving (2) is ǫ∗ = (kn + 1)/n.
Thus, kn ≥ n0 is the only requirement to achieve the largest possible BdP. Similar results
were obtained for the low-dimensional Least Quantile Estimator (Bertsimas and Mazumder
2014), the LTS estimator with a Lasso penalty (Alfons et al. 2013), and MM-estimators
with a ridge or elastic net penalty (Maronna 2011; Kurnaz et al. 2017). However, there are
two caveats: the BdP can be misleading for non-equivariant estimators (Smucler and Yohai
2017), and it only guarantees against the worst-case scenario – infinite maximum bias –
as it does not account for the presence of large but finite biases in βˆ. This motivates the
development of the robustly strong oracle property as well as optimal parameter estimation
under the L2-norm to provide additional theoretical guarantees.
Next, we exclude the ridge-like penalty and take ρ(·) = ‖·‖22, making (2) a Mixed-
Integer Quadratic Program (MIQP). In this setting, we prove that under certain condi-
tions our approach satisfies the robustly strong oracle property (see Definition 1, based
on Fan et al. 2014). In the following, we use the L0 sparsity assumption on β and φ
as in Zhang and Zhang (2012). Recall that MSOM leads to outlier removal (see Sec-
tion 2), and we showed in Proposition 1 that the L0 constraint on φ controls the level
of trimming from the fit, thus this sparsity assumption on φ is equivalent to the pres-
ence of MSOM outliers. In our SFSOD problem, as customary in feature selection lit-
erature, let θ0 = (β
T
0 ,φ
T
0 )
T ∈ Rp+n be the true parameter vector, and decompose it as
θ0 = (θ
T
S , θ
T
Sc)
T = [(βTSβ ,φ
T
Sφ
), (βTSc
β
,φTSc
φ
)]T where θS contains only the true non-zero re-
gression coefficients. Let θˆ0 be the robust oracle estimator θˆ0 = (A
T
SAS)
−1ATSy, where
AS = [XSβ , ISφ] is the n × (p0 + n0) matrix restricted to the active features belonging to
Sβ and the outlying cases belonging to Sφ. θˆ0 behaves as if the sets of active features and
outliers are both known in advance.
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Definition 1 (Robustly strong oracle property). An estimator βˆ with support Sˆβ satisfies
the robustly strong oracle property if (asymptotically) there exists tuning parameters which
guarantee P (Sˆβ = Sβ) ≥ P (βˆ = βˆ0)→ 1 in presence of MSOM outliers.
Such robust version of the oracle property is stronger and more general than the oracle
property in the sense of Fan and Li (2001), as it implies both SFSOD consistency and
sign consistency (see also Bradic et al. 2011). Thus, SFSOD consistency depends on the
achievability of the robust oracle estimator which we investigate by extending the theoret-
ical framework developed by Shen et al. (2013) for feature selection. This requires weaker
assumptions compared to other penalization methods (Zhang and Zhang 2012), and we
generalize it to the presence of MSOM outliers. Intuitively, if the robust oracle estimator
is achievable (i.e. if it has the lowest in-sample mean squared error for models of the same
size), it is also the solution of our MIQP when the integer constraints are set to kp = p0
and kn = n0. Achievability depends on the difficulty of the problem, as measured by the
minimal degree of separation between the true model and a least favorable model – indexed
by the supports S and S˜, respectively. This is defined as
∆θ(A) = min
θ
S˜
:S˜ 6=S,|S˜β|≤p0,|S˜φ|≤n0
‖ASθS −AS˜θS˜‖22
nmax(|S\S˜|, 1) ,
which relates to the signal-to-noise-ratio and can be bounded as ∆θ ≤ ∆β +∆φ (with ∆β
and ∆φ defined similarly to ∆θ using X and In, respectively). We control this level of
difficulty in Proposition 3, which provides a necessary condition for SFSOD consistency
over B(u, l) = {θ : ‖θ‖0 ≤ u,∆θ ≥ l}, the L0-band with upper and lower radii u and l,
respectively (a subset of the L0-ball B(u, 0) excluding a neighborhood of the origin).
Proposition 3 (Necessary condition for SFSOD consistency). For any support estimate Sˆ
and u > l > 0, supθ0∈B(u,l) P (Sˆ = S)→ 1 implies that
∆θ ≥ l = σ
2
n
max{dβ log(p), dφ log(n)}, (5)
where dβ > 0 (which may depend on X) and dφ > 0 are constants independent of n and p.
This lower bound on ∆θ indicates one can focus on solving the most difficult task between
outlier detection and feature selection; if this is achievable, a fortiori, the other will be
as well. Next, we provide a sufficient condition for SFSOD consistency based on a finite-
sample result bounding the probability that our proposal differs from the robust oracle
estimator. Note that for our formulation SˆL0 = S ⇐⇒ θˆL0 = θˆ0.
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Proposition 4 (Oracle reconstruction for MIQP). For any n, p, n0 and p0, the θˆL0 estimator
produced solving (2) with kp = p0 and kn = n0 is such that
P
(
θˆL0 6= θˆ0
)
≤5e− 1
e− 1 max
{
exp
(
− n
18σ2
[
∆β0 − 36σ2
log(p)
n
])
,
exp
(
− n
18σ2
[
∆φ0 − 36σ2
log(n)
n
])}
. (6)
Based on these results, one can easily prove the robustly strong oracle property as follows.
Proposition 5 (MIQP robustly strong oracle property). Assume that uθ = uφ + uβ, where
uφ < n − kp and uβ < min(n − kn, p), and that there exists a constant dθ > 36 such that
lθ = dθσ
2/nmax{log(p), log(n)}. Then, under (5) and for (n, p) → ∞, the estimator θˆL0
produced solving (2) with kp = p0 and kn = n0 satisfies
1. Robustly strong oracle property: supθ0∈B(uθ ,lθ) P (SˆL0 = S) ≥ supθ0∈B(uθ ,lθ) P (θˆL0 =
θˆ0)→ 1 uniformly over B(uθ, lθ) = {θ : ‖θ‖0 = (p0 + n0) ≤ uθ,∆θ ≥ lθ}.
2. Asymptotic normality:
√
n(θˆL0 − θ0)→d N(0,Σ−1θ ), where Σθ = σ2(ATSAS/n)−1.
Proposition 5(1) provides a sufficient condition for SFSOD consistency and the robust
oracle reconstruction up to a constant term dθ. Note that the number of features is allowed
to exponentially increase with the sample size – so these properties hold also in ultra-high
dimensional settings where p = O(enα) with α = ∆θ
dθσ2
> 0. Proposition 5(2) guarantees
asymptotic efficiency of MIQP estimates, which achieve the Cramér–Rao lower bound as
if the true sets of features and outliers are known a priori, and allows one to perform
statistical inference. Importantly, existing penalized M-estimators provide weaker results
under stronger assumptions (Loh 2017; Smucler and Yohai 2017; Amato et al. 2020). We
conclude with a result showing that our proposal attains optimal parameter estimation
with respect to the L2-norm in the presence of MSOM outliers.
Proposition 6 (Optimal parameter estimation). Under the same conditions of Proposition 5,
the estimator θˆL0 produced solving (2) with kp = p0 and kn = n0 provides
1. Optimal L2-norm prediction error: n
−1E‖A(θˆL0 − θ0)‖22 = σ2(p0 + n0)/n.
2. Risk-minimax optimality for parameter estimation: supθ0∈B(uθ ,lθ) n
−1E‖A(θˆL0−θ0)‖22 =
infτn supθ0∈B(uθ ,lθ) n
−1E‖A(τn − θ0)‖22 = σ2uθ/n.
Finally, we note that the theoretical guarantees developed in this Section can be extended
in a similar fashion to other penalization methods, albeit under stronger assumptions.
For instance, one might consider the regularized L0-penalty or the trimmed L1-penalty.
Importantly, our results do hold also when p0 depends on p and/or n0 depends on n which
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has yet to be established for other methods in the literature (Shen et al. 2013). We stress
the fact that all results for the proposed formulation rely on the identification of the true
kp and kn tuning parameters. While this is a standard requirement to establish oracle
properties (see Fan and Li 2001), it highlights the importance of proper tuning for these
bounds (see Section 3).
4 Simulation study
We use simulations to investigate the performance of our proposal and compare it with
state-of-the-art heuristic methods. The simulated data is generated as follows. The first
column of the n × p design matrix X comprises all 1’s (for the model intercept) and we
draw the remaining entries of each row independently from a (p − 1)-variate Gaussian
N(0,ΣX), we fix the values of the p-dimensional coefficient vector β as to comprise p0 non-
zero entries (including the intercept), and we draw each entry of the n-dimensional error
vector ε independently from a univariate Gaussian N(0, σ2SNR). Here the positive scalar
σ2SNR is used to modulate the signal-to-noise-ratio SNR = var(Xβ)/σ
2
SNR characterizing
each experiment. Next, without loss of generality, we contaminate the first n0 cases with
an MSOM, adding the scalar mean shifts λε and λX , respectively, to the errors and each
of the p0 − 1 active predictors.
Specific simulation scenarios are defined through the values of the parameters listed
above. Here, we present results for ΣX = Ip−1 (uncorrelated features), p0 = 5 active
features with βj = 2 (without loss of generality these correspond to j = 1, . . . , 5), SNR = 5,
fraction of contamination n0/n = 0.1, mean shifts λε = −10 and λX = 10, increasing
sample sizes n = 50, 100, 150, and a “low”- and a “high”-dimensional setting with p =
50, 200. Results for additional simulation scenarios are provided in the Supplementary
Material.
Replicating each scenario a certain number of (independent) times, say q, and creat-
ing (independent) test data, say (y∗,X∗), from the same generating scheme but without
contamination, we compare methods with a variety of criteria, namely: (i) out-of-sample
prediction performance, measured by the root mean squared prediction error RMSPE =√
n−1
∑n
i=1
(
y∗i − x∗i βˆ
)2
; (ii) estimation accuracy for β, measured by the average mean
squared errorMSE(βˆ) = p−1
∑p
j=1MSE(βˆj), where for each βˆj we formMSE(βˆj) = q
−1∑q
i=1
(βˆji − βj)2 = (β¯j − βj)2 + q−1∑qi=1(βˆji − β¯j)2, decomposed in squared bias and variance
(here β¯j = q
−1∑q
i=1 βˆji); (iii) feature selection accuracy, measured by the false positive rate
FPR(βˆ) = |{j ∈ {1, . . . , p} : βˆj 6= 0 ∧ βj = 0}|/|{j ∈ {1, . . . , p} : βj = 0}| and the false
negative rate FNR(βˆ) = |{j ∈ {1, . . . , p} : βˆj = 0∧βj 6= 0}|/|{j ∈ {1, . . . , p} : βj 6= 0}|; (iv)
outlier detection accuracy, which is similarly measured by FPR(φˆ) and FNR(φˆ); (v) com-
putational burden, measured as CPU time in seconds (this is used as a rough evaluation,
since software implementations of different methods are not entirely comparable).
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Using the robust oracle estimator as a benchmark, we compare the following estima-
tors: (a) sparse-LTS (Alfons et al. 2013), (b) enet-LTS (Kurnaz et al. 2017), and (c) our
proposal described in Section 3 (denoted MIP in result tables). All methods trim the true
number of outliers (kn = n0) and only their feature sparsity level kp is tuned. Additional
implementation details can be found in the Supplementary Material.
Table 1 provides means and standard deviations (SD) of simulation results over q = 100
replications. Our proposal substantially outperforms competing methods in most criteria.
In particular, for the low-dimensional setting (p = 50), its RMSPE converges faster to
the oracle solution and the variance of its βˆ decreases faster as n increases (the bias is
essentially non-existent for all methods). Notably, the FPR(βˆ) of sparse-LTS and enet-
LTS increases with the sample size, while our approach avoids these type II errors. Even
with these sparser solutions, we retain comparable (and at times lower) FNR(βˆ). Our
method struggles most when n = 50, suggesting that additional work for tuning MIP
may be beneficial in under-sampled problems. All methods perform very well in terms of
FPR(φˆ) and FNR(φˆ), though enet-LTS is slightly worse for n = 50. As expected, the
computational burden of our procedure is substantially higher than that of the competing
heuristic methods – though we note that averages here are not representative, as there
is a marked right skew in the distribution of computing times across replications. For
comparison we provide medians and MAD in Table B.3 of the Supplementary Material
and find that results are even stronger. For example, the average computing time with
n = 150 and p = 200 is 946.07 minutes compared to a median of 599 minutes. Our
experience suggests that the growth in computational burden is mainly due to increases in
the absolute number of outliers as the sample size increases.
Similar conclusions hold under the high-dimensional scenario with n < p = 200. Our
proposal outperforms other methods in most criteria and converges faster to the oracle
solution as n increases. The increased problem complexity causes right skews in the distri-
butions across replications (see again Table B.3 of the Supplementary Material for results
in terms of medians and MADs), and increases the computational burden of all meth-
ods. Also notably, FPR(φˆ) and FNR(φˆ) for outlier detection are higher compared to the
low-dimensional setting.
In the Supplementary Material we report results for additional simulation scenarios,
e.g., with weaker SNR and collinear features. Our method outperformed others in most of
these settings as well (see Supplementary Material for details and further discussion).
5 Application
In this Section we investigate the relation between childhood obesity and the human micro-
biome using our approach. We use data from Craig et al. (2018) – who linked child weight
gain to oral and gut microbiota compositions as part of the Intervention Nurses Start In-
fants Growing on Healthy Trajectories (INSIGHT) study (Paul et al. 2014). We note that
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Table 1: Mean (SD in parenthesis) of RMSPE, variance and squared bias for βˆ, FPR and FNR for
feature selection and outlier detection, and computing time, based on 100 simulation replications.
n p Method RMSPE var(βˆ) bias(βˆ)2 FPR(βˆ) FNR(βˆ) FPR(φˆ) FNR(φˆ) Time
50 50 Oracle 1.91(0.29) 0.01(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.56(0.97) 0.05(0.00) 0.03(0.00) 0.20(0.23) 0.03(0.12) 0.01(0.02) 0.04(0.17) 14.72(0.68)
SparseLTS 2.52(0.44) 0.06(0.00) 0.00(0.00) 0.53(0.07) 0.00(0.00) 0.00(0.01) 0.00(0.00) 1.53(0.21)
MIP 2.22(0.80) 0.04(0.00) 0.00(0.00) 0.00(0.00) 0.08(0.16) 0.00(0.00) 0.00(0.00) 11.21(9.86)
100 50 Oracle 1.86(0.16) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.01(0.21) 0.01(0.00) 0.00(0.00) 0.27(0.22) 0.00(0.00) 0.00(0.01) 0.00(0.00) 12.26(0.22)
SparseLTS 2.15(0.20) 0.03(0.00) 0.00(0.00) 0.66(0.08) 0.00(0.00) 0.00(0.01) 0.00(0.00) 2.23(0.34)
MIP 1.91(0.32) 0.01(0.00) 0.00(0.00) 0.00(0.00) 0.01(0.06) 0.00(0.00) 0.00(0.00) 40.62(30.78)
150 50 Oracle 1.81(0.16) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 1.92(0.19) 0.01(0.00) 0.00(0.00) 0.39(0.27) 0.00(0.00) 0.00(0.00) 0.00(0.00) 12.67(0.22)
SparseLTS 1.99(0.19) 0.02(0.00) 0.00(0.00) 0.68(0.08) 0.00(0.00) 0.00(0.00) 0.00(0.00) 4.32(0.84)
MIP 1.82(0.20) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.03) 0.00(0.00) 0.00(0.00) 433.42(246.43)
50 200 Oracle 1.89(0.25) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 3.28(1.19) 0.03(0.00) 0.02(0.00) 0.17(0.10) 0.19(0.32) 0.02(0.03) 0.16(0.30) 44.50(2.84)
SparseLTS 2.95(1.04) 0.02(0.00) 0.01(0.00) 0.16(0.01) 0.08(0.21) 0.01(0.03) 0.09(0.25) 3.44(0.54)
MIP 2.44(1.30) 0.02(0.00) 0.00(0.00) 0.00(0.01) 0.11(0.25) 0.01(0.03) 0.07(0.23) 23.32(33.84)
100 200 Oracle 1.81(0.20) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.74(1.20) 0.02(0.00) 0.01(0.00) 0.25(0.16) 0.09(0.21) 0.02(0.03) 0.14(0.31) 55.36(5.37)
SparseLTS 2.31(0.26) 0.01(0.00) 0.00(0.00) 0.31(0.02) 0.00(0.00) 0.00(0.01) 0.00(0.00) 11.29(2.25)
MIP 1.88(0.36) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.02(0.07) 0.00(0.00) 0.00(0.00) 421.32(826.02)
150 200 Oracle 1.81(0.15) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.59(1.29) 0.02(0.00) 0.01(0.00) 0.25(0.14) 0.07(0.16) 0.02(0.03) 0.12(0.28) 75.70(180.69)
SparseLTS 2.25(0.20) 0.01(0.00) 0.00(0.00) 0.41(0.04) 0.00(0.00) 0.00(0.00) 0.00(0.00) 18.91(2.74)
MIP 1.84(0.23) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.01(0.03) 0.00(0.00) 0.00(0.00) 946.07(987.32)
all data are publicly available; raw microbiota reads were deposited in SRA under BioPro-
ject number PRJNA420339 (see www.ncbi.nlm.nih.gov/bioproject/PRJNA420339) and
phenotype information was deposited under dbGaP study number phs001498.v1.p1 (see
www.ncbi.nlm.nih.gov/projects/gap/cgi-bin/study.cgi?study_id=phs001498.v1.p1).
While previous work (Goodson et al. 2009; Haffajee and Socransky 2009; Zeigler et al. 2012)
focused on the relationship between adult and/or adolescent obesity and microbiome com-
positions, Craig et al. (2018) connected infant weight gain (which is known to be predictive
of obesity later in life, Taveras et al. 2009) to oral and gut microbiota of the child, as well as
oral microbiome of the mother. The goal of our analysis is to further study these relation-
ships – selecting relevant bacterial types (features) while accounting for potential outliers
in the data.
Based on the pre-processing in Craig et al. (2018), we retained 215 child oral, 189 child
gut, and 215 maternal oral samples. Correspondingly, we considered the abundances of 77,
74 and 78 bacterial “types”, respectively – which the original authors obtained aggregating
phylogenetically very sparse and correlated abundance data (we further filtered based on
those with a MAD of zero). We also focused on one among the phenotypes studied in
Craig et al. (2018); namely, Conditional Weight Gain Score (CWG) – a continuous measure
computed from weight gain between birth and six months, which is commonly used in
pediatric research (Griffiths et al. 2009; Savage et al. 2016) (a positive CWG indicates an
accelerated weight gain).
We thus applied our approach along with enet-LTS, sparse-LTS and classical Lasso to
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three main models; the regressions of CWG on bacterial types abundances in child oral,
child gut, and maternal oral samples. The problem sizes were thus 215 × 78, 189 × 75,
and 215 × 79 with the addition of an intercept term. For each regression we split the
data at random into a training (ntr ≈ 0.8n) and a test (nte ≈ 0.2n) set, and followed the
approach in Mishra (2019) to produce a (robustly) scaled prediction error estimate (SPE;
see Supplementary Material for more details). We fixed the trimming proportion to 10%
for robust procedures, and we repeated the analysis on five different training and test splits
for all methods. Table 2 provides, for each of the three regressions, means and SD of results
over the five splits – including SPE, number of features selected on the training set (pˆtr0 ),
and number of non-outlying cases identified in the test set (nte − nˆte0 ); medians and MADs
are in Table C.1 of the Supplementary Material. The last column contains the total number
of features selected on the full data (pˆfull0 ).
Table 2: Mean (SD in parenthesis) of SPE, number of features selected on the training set, and number
of non-outlying points identified in the test set, based on five train-test splits. Last column: number of
features selected on the full data. Robust methods use 10% trimming.
Data ntr nte p Method SPE pˆtr
0
nte − nˆte
0
pˆfull
0
Child oral 172 43 78 EnetLTS 0.27(0.11) 58.8(0.86) 34.0(1.79) 60
SparseLTS 0.34(0.08) 57.4(6.2) 33.8(1.50) 55
MIP 0.30(0.04) 2.8(0.8) 34.4(1.33) 2
Lasso 0.52(0.05) 3.6(2.14) 34.4(1.60) 10
Child gut 152 38 75 EnetLTS 0.43(0.13) 57.6(0.24) 28.6(1.17) 54
SparseLTS 0.33(0.02) 57.4(4.69) 30.0(1.30) 74
MIP 0.29(0.04) 4.0(1.26) 30.8(0.97) 2
Lasso 0.60(0.13) 3.2(1.05) 31.4(1.54) 1
Maternal oral 172 43 79 EnetLTS 0.42(0.03) 63.6(1.63) 34.2(1.07) 65
SparseLTS 0.42(0.14) 56.6(5.32) 34.2(1.02) 60
MIP 0.35(0.09) 4.0(1.05) 36.8(0.80) 6
Lasso 0.75(0.09) 1.0(0.00) 37.2(0.97) 1
Our proposal outperforms competing methods for the child gut and maternal oral regres-
sions (with SPEs lower by 14-52% and 15-53%, respectively). For the child oral regression,
it has SPE 13% higher than enet-LTS but still produces lower SPE than sparse-LTS and
Lasso by 10% and 42% – while selecting substantially sparser solutions (we also note that
based on the median SPE in Table C.1 our method is actually 22% better than enet-LTS).
Unsurprisingly, the non-robust Lasso results in the weakest solutions in terms of prediction
error. Outliers within the training data of each split may pull it towards very sparse but
poorly predictive solutions. In comparison, our solutions are equally sparse (we select on
average 1-3 features in addition to the intercept) but with much better prediction power.
When applied to the full datasets, enet-LTS and sparse-LTS select a very large number
of bacterial type abundances, hindering interpretation. In contrast, our procedure produces
very sparse solutions. In the child oral and gut microbiota, it selects only one bacterial
type – in both cases belonging to the Firmicutes phylum and having a positive effect on
CWG (Craig et al. 2018 identified different bacteria types, but always from the Firmicutes
and with positive effects). In the mother oral microbiome, our method selects five bacterial
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types – one from the Bacteroidetes (positive effect), two from the Firmicutes (both positive),
one from the Fusobacteria (negative), and one from the Proteobacteria (negative). These
too do not coincide with the bacterial types selected in Craig et al. (2018) – except for the
Fusobacteria type. However, other Bacteriodetes and Proteobacteria types were selected
by Craig et al. (2018) and the signs of the effects are all consistent with ours.
The Lasso also produces sparse solutions, though for the child gut and mother oral
microbiota it only selects the intercept. In the child oral microbiome, Lasso selects 9
bacterial types – one from Actinobacteria (positive effect), two from Bacteriodetes (both
negative), four from Firmicutes (three negative, one positive), and two from Proteobacteria
(one positive, one negative) groups. Of those, two of the Firmicutes types were also selected
in Craig et al. (2018), and one other was selected by our approach. The effects of these types
do not appear consistent with those found in Craig et al. (2018) – even at the broad level of
phyla. For instance, Bacteriodetes types were found to have positive effects in previous work
(and in our results), but the effect is negative in the Lasso solution. Similarly, Firmicutes
types were found to have positive effects, but in the Lasso solution three of the four selected
ones have negative effects. Overall, these results demonstrate not only that our proposal
is very competitive in terms of predictive power (compared to other robust and non-robust
methods), but also that it provides parsimonious, interpretable and informative solutions
consistent with findings in existing literature.
6 Final remarks
Our proposal provides a general framework to simultaneously perform sparse estimation
and outlier detection that can be used for Linear Models, as well as Generalized Linear
Models and several classification and non-parametric methods. In our main results, we
focus specifically on Linear Models (as do existing heuristic approaches) – but we directly
tackle the original problem and preserve its discrete nature; this facilitates implementa-
tion, interpretation, and generalizations. Importantly, we provide optimal guarantees from
both optimization and theoretical perspectives, and verify that these hold in numerical
experiments.
Specifically, our approach relies on L0 constraints – extending prior work where they
were used separately for feature selection our outlier detection. Our simultaneous MIP
formulation can handle problems of considerable size, and produces solutions that improve
upon existing heuristic methods. Although our formulation provides provably optimal
solutions from the optimization perspective, it is crucial to tune its integer constraints.
Thus, we also provide computationally efficient, data-driven approaches to induce sparsity
in the coefficients and the estimated amount of contamination.
Theoretical properties characterizing our proposal include its high breakdown point,
the robustly strong oracle property – which holds in ultra-high dimensional settings where
the number of predictors grows exponentially with the sample size – and optimality in
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parameter estimation with respect to the L2-norm (i.e. optimal prediction error and risk-
minimaxity). Notably, our proposal requires weaker assumptions than prior methods in
the literature and, unlike such methods, it allows the sparsity level and/or the amount of
contamination to grow with the number of predictors and/or the sample size.
In addition to performing numerical experiments, we presented a real-world application
investigating the relationship between childhood obesity and the human microbiome. Our
proposal outperformed existing heuristic methods in terms of predictive power, robustness
and solution sparsity, and produced results consistent with prior childhood obesity studies.
The work presented here can be expanded in several directions. Even with modern
solvers, larger problems and optimal tuning can make utilizing MIPs computationally chal-
lenging. We are pursuing ways to reduce the computational burden – e.g., efficiently and
effectively exploring the graph built by Branch & Bound algorithms (Gatu et al. 2007), ex-
tending the perspective formulation (Frangioni and Gentile 2006) to the presence of MSOM
outliers, and generating high-quality initial solutions for warm-starts and big-M bounds
through continuous methods (Bertsimas and Mazumder 2014). To improve solution qual-
ity, we are further exploring the addition of a ridge-like term, which would naturally benefit
from the extension of the perspective formulation, as well as robust versions of whitening
methods for feature de-correlation (Kenney et al. 2018). Finally, we are particularly in-
terested in the class of Generalized Linear Models and Gaussian graphical models, where
the use of L0 constraints for sparse estimation has already been investigated from a the-
oretical perspective (Shen et al. 2012). However, an effective implementation in modern
MIP solvers is not trivial and the possible presence of adversarial contamination has not
received much attention in the literature.
SUPPLEMENTARY MATERIAL
Appendix A: Theoretical results
Proof of Proposition 1. For the considered loss function ρ(·), with an additional ridge
penalty and L0 constraints on β and φ, any feasible solution behaves similarly to the
unpenalized OLS case – whose proof is usually based on the Sherman–Morrison formula
(Atkinson 1985; Chatterjee and Hadi 1988). Indeed, the additional kn degrees of freedom
in (2) are used to zero-out the largest transformed residuals as in (4). We can write (2) as
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follows
min
‖β‖0≤kp
‖β‖2
2
≤λ
‖φ‖0≤kn
1
n
n∑
i=1
ρ(yi − xTi β − φi) = min
||β||0≤kp
||β||2
2
≤λ
min
||φ||0≤kn
1
n
n∑
i=1
ρ(yi − xTi β − φi)
= min
||β||0≤kp
||β||2
2
≤λ
min
||φ||0≤kn
1
n
n∑
i=1
ρ(ei − φi)
= min
||β||0≤kp
||β||2
2
≤λ
T (β).
Then for fixed and feasible β, we evaluate T (β) before performing the outer minimization.
Since ρ(x) ≥ 0 and ρ(x) = 0 at x = 0, each ρ(ei − φi) in T (β) is minimized at φi = ei.
However, only at most kn of the ρ(ei − φi) with ρ(ei) 6= 0 can achieve this minimum as
n − kn or more of φi must be set to 0. Hence, it follows that T (β) = n−1[∑n−kni=1 (ρ(ei −
0))i:n +
∑n
i=n−kn+1(ρ(ei − ei))i:n] = n−1
∑n−kn
i=1 (ρ(ei))i:n. 
Proof of Proposition 2. Our approach is similar to Bertsimas and Mazumder (2014) and
Alfons et al. (2013) and is not affected by the presence of an L0 constraint on β. For
the first part of the proof, consider the presence of n0 ≤ kn = n − h outliers, so that
n − n0 ≥ h units are non-outlying. Let Z˜ = [y˜, X˜] be the contaminated sample and
My = max1,...,n |yi|. If βˆ = 0 (possibly excluding the intercept term), the corresponding
loss Q(βˆ) in (2) satisfies Q(0) =
∑h
i=1[ρ(y˜)]1:n ≤
∑h
i=1[ρ(y)]1:n ≤ hρ(My), where the first
inequality follows from the fact that the contamination is arbitrary but not necessarily
adversarial, as well as the result in Proposition 1. Take any other estimate βˆ such that
‖βˆ‖22 ≥ l1, where l1 = (hρ(My) + 1)/λ∗ is independent from the contamination structure.
It follows that Q(βˆ) ≥ λ∗‖β‖22 ≥ hρ(My) + 1 > Q(0), leading to a contradiction since
Q(0) ≥ Q(βˆ) (i.e. the objective is non-decreasing in the number of active features). Thus,
‖βˆ(Z˜)‖22 ≤ l1 shows that the MIP estimator in (2) does not breakdown for n0 ≤ kn
(i.e. ǫ∗ ≥ (kn + 1)/n).
For the second part of the proof, we need to show that ǫ∗ ≤ (kn + 1)/n. We assume
that the estimator does not breakdown, so that ‖βˆ(Z˜)‖22 ≤ u1. Let n0 > kn and denote
the corresponding contaminated sample as Z˜ = (y˜, X˜) = Z + (∆y,∆X). It follows that
Q(βˆ) =
n−n0∑
i=1
[
ρ(y˜ − X˜βˆ)
]
i=1:n
+
n−kn∑
j=n−n0+1
[
ρ(y˜ − X˜βˆ)
]
j=1:n
+ λ∗‖βˆ‖22
≥
[
ρ
(
(yi − xTi βˆ) + (∆yi −∆Txiβˆ)
)]
i=n−n0+1
+ λ∗‖βˆ‖22 (A.1)
since at least one outlier is included in the fit; namely, the unit corresponding to the (n−
n0+1)-th position of the ordered transformed residuals. Thus, the possible unboundedness
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of (A.1), as both terms ∆yi and ∆xi may take arbitrarily large values, contradicts the
assumption that ‖βˆ(Z˜)‖22 ≤ u1. 
Proof of Proposition 3. The following proof provides a necessary condition for any method
to achieve SFSOD consistency. This has been proved for feature selection with an L0
constraint (Shen et al. 2012, 2013), and also extended to the presence of group constraints
(Xiang et al. 2015). Here we extend this further to account for the presence of, and identify,
MSOM outliers. The main difference being that variable selection in (2) is performed on
two disjoint sets of coefficients β and φ. Similarly to Theorem 1 in Shen et al. (2013), we
consider a least favorable scenario where Fano’s inequality can be applied. Let Cβ = {βj}pj=0
be a collection of parameters with components equal to γβ or 0 (e.g., one can think of β0
as being the true model). Similarly, define Cφ = {φi}ni=0 as a collection of parameters with
components equal to γφ or 0. Assume also that ‖βj−βj′‖22 ≤ 4γ2β for any j, j′ ∈ 0, 1, . . . , p,
and ‖φi − φi′‖22 ≤ 4γ2φ for any i, i′ ∈ 0, 1, . . . , n. Let ∆∗β = minβ0:|β0|≥1,β0∈Sβ ,|Sβ |≤p0 ∆β
and ∆∗φ = minφ0:|φ0|≥1,φ0∈Sφ,|Sφ|≤n0 ∆φ such that rβ = max1≤j≤p‖Xj‖22[n∆∗β]−1 and rφ =
[n∆∗φ]
−1. For any βj,βj′ ∈ Cβ with densities q(βj) and q(βj′), respectively, the corre-
sponding Kullback-Leibler information is equal to D[q(βj), q(βj′)] = ‖X(βj − βj′)‖22 ≤
2max1≤k≤p‖Xk‖22γ2β/(nσ2) ≤ 2rβ∆β/σ2. Here the first bound is obtained using sub-
additivity and the triangle inequality, and the second one is based on Lemma 1 in Shen et al.
(2013). Similarly, D[q(φi), q(φi′)] = ‖φi − φi′‖22 ≤ 2γ2φ/(nσ2) ≤ 2rφ∆φ/σ2. Thus, for any
estimates Tβ and Tφ, it follows from Fano’s inequality that: Fβ = (p + 1)
−1∑
j∈Cβ P (Tβ =
j) ≤ (2nrβ∆β + σ2 log 2)/(σ2 log(p)) and Fφ = (n + 1)−1∑i∈Cφ P (Tφ = i) ≤ (2nrφ∆φ +
σ2 log 2)/(σ2 log(n)). Using the fact that P (Sˆ 6= S) = P [(Sˆβ 6= Sβ) ∪ (Sˆφ 6= Sφ)] =
1− P [(Sˆβ = Sβ) ∩ (Sˆφ = Sφ)] ≥ 1−min{P (Sˆβ = Sβ), P (Sˆφ = Sφ)} leads to the following
lower bound:
sup
{(θ,A):∆θ≤R∗}
P (Sˆ 6= S) ≥ 1−min(Fβ, Fφ), (A.2)
where R∗ = max{(1 − c∗β)σ2 log(p)/(2nrβ), (1 − c∗φ)σ2 log(n)/(2nrφ)} and c∗β, c∗φ > 0. For
supθ0∈B0(u,l)(Sˆ 6= S)→ 0 as in Proposition 3, it follows from (A.2) that the L0-band B(u, l)
cannot interact with the L0-ball B(R
∗, 0). Thus, a necessary condition for any estimator to
achieve SFSOD consistency is that l ≥ σ2/nmax{log(p)/(4rβ), log(n)/4rφ}; this provides
a tighter bound compared to a naïve substitution of p + n in place of p in Theorem 1 of
Shen et al. (2013). 
Proof of Proposition 4. The following result bounds the reconstruction error P (θˆL0 6= θˆ0) ≥
P (SˆL0 6= S) and extends Theorem 2 in Shen et al. (2013) to the presence of MSOM out-
liers. Let S¯ ⊂ {1, . . . , (p+ n)} be any feasible estimate of the active set such that S¯β 6= Sβ
and S¯φ 6= Sφ, with |S¯β| ≤ p0 and |S¯φ| ≤ n0. Note that if kp = p0 and kn = n0, it fol-
lows that |SˆL0 | = |SˆL0β | + |SˆL0φ | ≤ p0 + n0. To simplify the notation, take L(θ,Sβ ,Sφ) =
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1
2
‖y −XSββSβ − InSφφSφ‖22. Partitioning S¯ as (S¯β\Sβ) ∪ (S¯β ∩ Sβ) ∪ (S¯φ\Sφ) ∪ (S¯φ ∩ Sφ),
it follows that:
P
(
θˆL0 6= θˆ0
)
≤P
(
βˆL0 6= βˆ0
)
+ P
(
φˆL0 6= φˆ0
)
≤ ∑
Sˆ
L0
β
∈S¯β
P
(
L(β, SˆL0β )− L(β0,Sβ) ≤ 0
)
+
∑
Sˆ
L0
φ
∈S¯φ
P
(
L(φ, SˆL0φ )− L(φ0,Sφ) ≤ 0
)
≤
p0−1∑
ip=0
p0−ip∑
jp=0
(
p− p0
jp
)(
p0
ip
)
P
(
L(β, SˆL0β = S¯β(ip, jp))− L(β0,Sβ) ≤ 0
)
+
n0−1∑
in=0
n0−in∑
jn=0
(
n− n0
jn
)(
n0
in
)
P
(
L(φ, SˆL0φ = S¯φ(in, jn))− L(φ0,Sφ) ≤ 0
)
,
where the first inequality follows from the union bound, the second inequality uses the
probability of each feasible solution, and the third upper bound is based on the total
number of possible solutions for a given size of correct (ip and in) and incorrect (jp and jn)
selections for SFSOD. Following the argument in Shen et al. (2013) separately on the two
terms P (βˆL0 6= βˆ0) and P (φˆL0 6= φˆ0) leads to the following result:
P
(
θˆL0 6= θˆ0
)
≤2
p0∑
ip=1
ip∑
jp=0
(p− p0)jppip0 exp
(
− ip
18σ2
n∆β +
2
3
jp
)
+ 2
n0∑
in=1
in∑
jn=0
(n− n0)jnnin0 exp
(
− in
18σ2
n∆φ +
2
3
jn
)
≤ 2e
e− 1
{
R
(
exp
[
− n
18σ2
(
∆β − 36log p
n
σ2
)])
+R
(
exp
[
− n
18σ2
(
∆φ − 36logn
n
σ2
)])}
≤ 4e
e− 1 max
{
R
(
exp
[
− n
18σ2
(
∆β − 36log p
n
σ2
)])
,
R
(
exp
[
− n
18σ2
(
∆φ − 36logn
n
σ2
)])}
,
where R(x) = x/(1− x). Using the fact that P (θˆL0 6= θˆ0) ≤ 1 establishes the result in (6);
this is a tighter bound compared to the naïve extension of Theorem 2 in Shen et al. (2013)
using p+ n in place of p. 
Proof of Proposition 5. The result in Proposition 5(1) immediately follows from Propo-
sition 4 through a pointwise bound of (6) to θ0 ∈ B(uθ, lθ). For Proposition 5(2) our
20
approach is similar to Liu and Yu (2013) and Zhu et al. (2020). Proposition 5(1) guaran-
tees that P (θˆL0 = θˆ0)→ 1 as (n, p)→∞. Therefore, with a probability tending to one, it
follows that:
θˆL0 =(A
T
SˆL0
ASˆL0 )
−1ASˆL0y
(AT
SˆL0
ASˆL0 )
−1ASˆL0 (ASθ0 + ε)
θ0 + (A
T
SAS)
−1ASε.
Using the moment generating function with the fact that εi ∼ N(0, σ2) for i /∈ Sφ leads to
(ATSAS)
−1ASε ∼ N(0, σ2(ATSAS)−1). Consequently,
√
n(θˆL0 − θ0)→d N(0,Σ−1θ ). 
Proof of Proposition 6. Both results immediately follow from Theorem 2(B) in Shen et al.
(2013) considering our SFSOD formulation based on the two disjoint sets Sβ and Sφ. 
Appendix B: Simulation study
Our simulations were performed through the high-performance computing infrastructure of
the Institute for Computational and Data Sciences Advanced CyberInfrastructure (ICDS-
ACI) at Penn State University. We used basic memory option on the ACI-B cluster with
an Intel Xeon 24 core processor at 2.2 GHz and 128 GB of RAM. The multi-thread option
in R and Gurobi was limited to a maximum of 24 threads.
We compared the following estimators:
a. The sparse-LTS estimator combines an L1-penalty with the LTS estimator (Alfons et al.
2013). Similarly to other methods, we do not perform a final re-weighting step. The
algorithm starts with 1000 initial subsamples, where 20 subsamples with the lowest
value of the objective function are used to compute additional concentration-steps
until convergence. The sparsity level is tuned according to the BIC-type criterion
proposed by the authors. Our implementation is based on the parallelized sparseLTS
function of the robustHD package (Alfons 2019) in R (we use the R version 3.6.1).
b. The enet-LTS estimator combines an elastic-net penalty with the LTS loss function
(Kurnaz et al. 2017). Also here we use a Lasso penalty and the algorithm starts with
1000 initial subsamples, where 20 subsamples with the lowest value of the objective
function are used to compute additional concentration-steps until convergence. The
sparsity level is tuned through a robust 10-folds cross-validation as advocated by the
authors. It is implemented using the enetLTS function (without parallelization) of
the homonymous R package (Kurnaz et al. 2018).
c. OurMIP procedure solves (2) based on the L2-loss and excludes the ridge-like penalty.
The sparsity level k∗p ranges from 1 (only the intercept term) to 2p0 and is tuned
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through a BIC-type criterion (see also Section 3.2). This is computed as: BIC(k∗p) =
k∗p log(h) + h log(L), where h = n − n0 and L = h−1‖y −AθˆL0‖22. Instead of taking
the minimum BIC, we aim at finding an elbow across the considered k∗p values. As a
simple approach, our final solution is the one with the largest absolute decrease along
consecutive model sizes, i.e. kp = mink∗p{BIC(k∗p)− BIC(k∗p − 1)}. For each k∗p value,
the corresponding MIQP is warm-started using the result from the previous model
of size k∗p − 1. Big-M bounds are computed using the ensemble method described in
Section 3.2, including all estimators used in our comparison (apart from the oracle).
Our implementation is based on the Julia programming language (version 0.6.0) in
connection with the MIP commercial solver Gurobi (version 8.1.1) through the JuMP
package. Our code can run in parallel and is provided in Appendix D. Each job runs
with a scheduled time limit of 300 seconds.
Table B.1 shows our results in terms of medians and MADs for the simulation setting
discussed in Section 4. A comparison with Table 1 highlights the skewness of most metrics,
with all methods performing better, especially our proposal (denoted MIP).
Table B.1: Median (MAD in parenthesis) of RMSPE, variance and squared bias for βˆ, FPR and FNR for
βˆ and outlier detection, and computing time, based on 100 simulation replications for the simulation
setting in Section 4.
n p Method RMSPE var(βˆ) bias(βˆ)2 FPR(βˆ) FNR(βˆ) FPR(φˆ) FNR(φˆ) Time
50 50 Oracle 1.90(0.23) 0.01(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.35(0.42) 0.05(0.00) 0.03(0.00) 0.11(0.07) 0.00(0.00) 0.00(0.00) 0.00(0.00) 14.74(0.73)
SparseLTS 2.45(0.48) 0.06(0.00) 0.00(0.00) 0.53(0.07) 0.00(0.00) 0.00(0.00) 0.00(0.00) 1.55(0.23)
MIP 1.95(0.40) 0.04(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 8.82(3.85)
100 50 Oracle 1.86(0.15) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.00(0.18) 0.01(0.00) 0.00(0.00) 0.22(0.20) 0.00(0.00) 0.00(0.00) 0.00(0.00) 12.21(0.20)
SparseLTS 2.14(0.20) 0.03(0.00) 0.00(0.00) 0.67(0.08) 0.00(0.00) 0.00(0.00) 0.00(0.00) 2.20(0.38)
MIP 1.86(0.16) 0.01(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 33.02(10.98)
150 50 Oracle 1.80(0.13) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 1.88(0.14) 0.01(0.00) 0.00(0.00) 0.30(0.21) 0.00(0.00) 0.00(0.00) 0.00(0.00) 12.65(0.24)
SparseLTS 1.96(0.17) 0.02(0.00) 0.00(0.00) 0.67(0.07) 0.00(0.00) 0.00(0.00) 0.00(0.00) 4.51(0.92)
MIP 1.80(0.14) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 415.14(331.70)
50 200 Oracle 1.88(0.22) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.86(0.74) 0.03(0.00) 0.02(0.00) 0.17(0.04) 0.00(0.00) 0.00(0.00) 0.00(0.00) 43.99(2.48)
SparseLTS 2.66(0.51) 0.02(0.00) 0.01(0.00) 0.16(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00) 3.37(0.57)
MIP 1.92(0.31) 0.02(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 6.91(4.22)
100 200 Oracle 1.80(0.20) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.28(0.45) 0.02(0.00) 0.01(0.00) 0.24(0.09) 0.00(0.00) 0.00(0.00) 0.00(0.00) 53.96(3.34)
SparseLTS 2.29(0.25) 0.01(0.00) 0.00(0.00) 0.31(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00) 11.40(2.48)
MIP 1.80(0.20) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 65.80(27.63)
150 200 Oracle 1.82(0.16) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.07(0.24) 0.02(0.00) 0.01(0.00) 0.21(0.14) 0.00(0.00) 0.01(0.01) 0.00(0.00) 56.98(3.41)
SparseLTS 2.25(0.21) 0.01(0.00) 0.00(0.00) 0.42(0.04) 0.00(0.00) 0.00(0.00) 0.00(0.00) 19.09(3.37)
MIP 1.82(0.16) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 599.00(360.73)
We also explored weak SNR scenarios. The following simulation setting is the same
as in Section 4, with the only difference being that the signal-to-noise-ratio is reduced to
SNR = 3. Table B.2 shows simulation results in term of medians and MADs. A comparison
with Table 1 shows that similar conclusions hold, although all methods experience an overall
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decrease in performance. Our approach generally outperforms other methods and converges
faster to the oracle solution. However, for scenarios with small sample sizes, the FNR in
βˆ for our method is worse. Moreover, while computing time for heuristic methods remains
similar to the stronger SNR scenario, our proposal shows a marked increase.
Table B.2: Median (MAD in parenthesis) of RMSPE, variance and squared bias for βˆ, FPR and FNR for
βˆ and outlier detection, and computing time, based on 100 simulation replications for a simulation
setting similarly to Section 4 with SNR = 3.
n p Method RMSPE var(βˆ) bias(βˆ)2 FPR(βˆ) FNR(βˆ) FPR(φˆ) FNR(φˆ) Time
50 50 Oracle 2.49(0.34) 0.02(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 3.09(0.73) 0.14(0.00) 0.06(0.00) 0.18(0.13) 0.00(0.00) 0.00(0.00) 0.00(0.00) 14.76(0.81)
SparseLTS 3.30(0.57) 0.15(0.00) 0.01(0.00) 0.58(0.07) 0.00(0.00) 0.00(0.00) 0.00(0.00) 2.56(0.72)
MIP 2.93(0.99) 0.10(0.00) 0.02(0.00) 0.00(0.00) 0.20(0.30) 0.00(0.00) 0.00(0.00) 16.17(9.01)
100 50 Oracle 2.42(0.20) 0.01(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.58(0.26) 0.02(0.00) 0.00(0.00) 0.30(0.16) 0.00(0.00) 0.00(0.00) 0.00(0.00) 12.30(0.21)
SparseLTS 2.82(0.27) 0.05(0.00) 0.00(0.00) 0.71(0.10) 0.00(0.00) 0.00(0.00) 0.00(0.00) 2.40(0.26)
MIP 2.48(0.30) 0.02(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 60.97(38.33)
150 50 Oracle 2.29(0.16) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.48(0.23) 0.02(0.00) 0.00(0.00) 0.50(0.25) 0.00(0.00) 0.00(0.00) 0.00(0.00) 12.82(0.18)
SparseLTS 2.57(0.21) 0.03(0.00) 0.00(0.00) 0.76(0.07) 0.00(0.00) 0.00(0.00) 0.00(0.00) 4.05(1.26)
MIP 2.31(0.21) 0.01(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 751.73(302.70)
50 200 Oracle 2.44(0.31) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 3.93(1.28) 0.04(0.00) 0.03(0.00) 0.18(0.05) 0.00(0.00) 0.01(0.02) 0.00(0.00) 45.94(2.43)
SparseLTS 3.67(1.06) 0.04(0.00) 0.03(0.00) 0.17(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00) 4.22(1.19)
MIP 3.30(1.51) 0.05(0.00) 0.01(0.00) 0.00(0.00) 0.20(0.30) 0.00(0.00) 0.00(0.00) 18.76(17.94)
100 200 Oracle 2.40(0.27) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 3.18(0.65) 0.03(0.00) 0.01(0.00) 0.30(0.10) 0.00(0.00) 0.01(0.02) 0.00(0.00) 55.32(3.40)
SparseLTS 3.09(0.30) 0.02(0.00) 0.00(0.00) 0.33(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00) 13.58(4.58)
MIP 2.46(0.41) 0.01(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 107.57(74.31)
150 200 Oracle 2.37(0.21) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.76(0.31) 0.02(0.00) 0.01(0.00) 0.28(0.14) 0.00(0.00) 0.00(0.00) 0.00(0.00) 56.74(3.69)
SparseLTS 2.98(0.34) 0.02(0.00) 0.00(0.00) 0.45(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00) 12.60(0.89)
MIP 2.39(0.22) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 840.34(519.30)
We also explored simulation settings with multicollinearity structures. Table B.3 presents
our results for a simulation scenario which mimics that of Section 4 (reporting medians and
MADs), with the only difference being that ΣX has an autoregressive correlation structure
ΣX,ij = 0.3
|i−j|. Though this could be considered a “mild” level of correlation, we note that
the addition of contamination increases the amount of multicollinearity present. Here our
approach is often outperformed by other methods for small sample sizes, however as the
latter increase we can again notice that our proposal converges faster to the oracle solution
and results like those in Table 1 hold.
Smaller SNR regimes and stronger correlation structures were also explored; results are
not reported as all methods performed quite poorly. In these settings, as advocated in
Hastie et al. (2017), a ridge-like penalty may be beneficial.
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Table B.3: Median (MAD in parenthesis) of RMSPE, variance and squared bias for βˆ, FPR and FNR for
βˆ and outlier detection, and computing time, based on 100 simulation replications for a simulation
setting similarly to Section 4 in presence of multicollinearity.
n p Method RMSPE var(βˆ) bias(βˆ)2 FPR(βˆ) FNR(βˆ) FPR(φˆ) FNR(φˆ) Time
50 50 Oracle 2.34(0.26) 0.02(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.75(0.36) 0.05(0.00) 0.02(0.00) 0.07(0.07) 0.00(0.00) 0.00(0.00) 0.00(0.00) 14.71(0.55)
SparseLTS 2.92(0.49) 0.08(0.00) 0.00(0.00) 0.51(0.07) 0.00(0.00) 0.00(0.00) 0.00(0.00) 1.39(0.22)
MIP 3.00(0.59) 0.09(0.00) 0.00(0.00) 0.11(0.03) 0.00(0.00) 0.00(0.00) 0.00(0.00) 9.05(2.67)
100 50 Oracle 2.30(0.21) 0.01(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.43(0.23) 0.01(0.00) 0.01(0.00) 0.09(0.10) 0.00(0.00) 0.00(0.00) 0.00(0.00) 12.63(0.18)
SparseLTS 2.57(0.25) 0.03(0.00) 0.00(0.00) 0.56(0.10) 0.00(0.00) 0.00(0.00) 0.00(0.00) 1.77(0.20)
MIP 2.46(0.26) 0.02(0.00) 0.00(0.00) 0.04(0.03) 0.00(0.00) 0.00(0.00) 0.00(0.00) 26.37(8.51)
150 50 Oracle 2.21(0.17) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.36(0.17) 0.01(0.00) 0.00(0.00) 0.18(0.20) 0.00(0.00) 0.00(0.00) 0.00(0.00) 13.13(0.16)
SparseLTS 2.38(0.19) 0.02(0.00) 0.00(0.00) 0.54(0.05) 0.00(0.00) 0.00(0.00) 0.00(0.00) 3.23(0.82)
MIP 2.31(0.20) 0.01(0.00) 0.00(0.00) 0.02(0.03) 0.00(0.00) 0.00(0.00) 0.00(0.00) 340.60(175.80)
50 200 Oracle 2.33(0.33) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 3.19(0.96) 0.04(0.00) 0.01(0.00) 0.16(0.05) 0.00(0.00) 0.00(0.00) 0.00(0.00) 44.68(2.70)
SparseLTS 3.01(0.55) 0.02(0.00) 0.00(0.00) 0.16(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00) 3.48(0.82)
MIP 3.01(0.74) 0.03(0.00) 0.00(0.00) 0.02(0.01) 0.00(0.00) 0.00(0.00) 0.00(0.00) 8.30(5.25)
100 200 Oracle 2.27(0.23) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.63(0.32) 0.02(0.00) 0.00(0.00) 0.18(0.12) 0.00(0.00) 0.00(0.00) 0.00(0.00) 54.46(2.21)
SparseLTS 2.76(0.32) 0.01(0.00) 0.00(0.00) 0.29(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00) 8.74(1.75)
MIP 2.75(0.29) 0.01(0.00) 0.00(0.00) 0.03(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 66.16(20.62)
150 200 Oracle 2.24(0.20) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
EnetLTS 2.46(0.24) 0.01(0.00) 0.00(0.00) 0.16(0.10) 0.00(0.00) 0.00(0.00) 0.00(0.00) 59.83(2.19)
SparseLTS 2.67(0.23) 0.01(0.00) 0.00(0.00) 0.35(0.05) 0.00(0.00) 0.00(0.01) 0.00(0.00) 14.67(2.96)
MIP 2.55(0.21) 0.01(0.00) 0.00(0.00) 0.03(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 375.21(247.13)
Appendix C: Application study
Our analysis of the real datasets was performed through the same high-performance com-
puting infrastructure as our simulations. We used an Intel Xeon 24 core processor at 2.2
GHz and 128 GB of RAM. The multi-thread option in R and Gurobi was limited to a
maximum of 24 threads.
Since the test set may contain any number of outliers, we utilized a (robustly) scaled
estimation procedure as proposed in Mishra (2019) for our comparisons in Table 2. After
tuning kp, we compute the training and test residuals (ǫtr and ǫte), training and test scaling
parameter (str and ste), and scaled test error (rte) as follows:
ǫtr = ytr −Xtrβˆ − φˆ
str =
√
||ǫtr||22/ntr
ǫte = yte −Xteβˆ
ste = MAD(rte)
rte = ǫte/str.
Outliers from rte are identified and removed based on the threshold rule |rte| > 1.345ste
(as specified in Mishra 2019) and the average SPE is taken over the estimated non-outlying
24
points.
Lastly, we provide the median results across replications in Table C.1 corresponding to
the same instances provided in Table 2 of the main text. We compare SPE values across
robust approaches, enet-LTS, sparse-LTS and our MIP proposal (described in Appendix B)
as well as a classic Lasso. More specifically, we use a Lasso penalty and tune via 10-fold
cross-validation across a grid of at most 100 tuning parameters. It is implemented using
the cv.glmnet function within the glmnet R package (Friedman et al. 2010).
Table C.1: Median (MAD in parenthesis) of SPE, estimated nonzero coefficients on training data, and
estimated number of non-outlying points on test data, based on 5 replications, and estimated nonzero
coefficients on the full data, for the human microbiome analysis using 10% trimming for robust methods.
Data ntr nte p Method SPE pˆtr
0
nte − nˆte
0
pˆfull
0
Child oral 172 43 78 EnetLTS 0.41(0.11) 58(0.86) 35(1.79) 60
SparseLTS 0.43(0.08) 56(6.2) 33(1.50) 55
MIP 0.32(0.04) 2(0.8) 34(1.33) 2
Lasso 0.51(0.05) 1(2.14) 33(1.60) 10
Child gut 152 38 75 EnetLTS 0.33(0.13) 58(0.24) 29(1.17) 54
SparseLTS 0.34(0.02) 54(4.69) 30(1.30) 74
MIP 0.31(0.04) 2(1.26) 30(0.97) 2
Lasso 0.68(0.13) 1(1.05) 33(1.54) 1
Maternal oral 172 43 79 EnetLTS 0.45(0.03) 64(1.63) 34(1.07) 65
SparseLTS 0.36(0.14) 58(5.32) 34(1.02) 60
MIP 0.38(0.09) 3(1.05) 37(0.80) 6
Lasso 0.78(0.09) 1(0.00) 36(0.97) 1
Appendix D: Code
Our code is available upon request.
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