Contribution à l'implantation optimisée de l'estimateur de mouvement de la norme H.264 sur plates-formes multi composants par extension de la méthode AAA by Feki, Oussama
Contribution a` l’implantation optimise´e de l’estimateur
de mouvement de la norme H.264 sur plates-formes
multi composants par extension de la me´thode AAA
Oussama Feki
To cite this version:
Oussama Feki. Contribution a` l’implantation optimise´e de l’estimateur de mouvement de la
norme H.264 sur plates-formes multi composants par extension de la me´thode AAA. Infor-
matique et langage [cs.CL]. Universite´ Paris-Est, 2015. Franc¸ais. <NNT : 2015PEST1009>.
<tel-01271884>
HAL Id: tel-01271884
https://pastel.archives-ouvertes.fr/tel-01271884
Submitted on 9 Feb 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
 Université Paris-Est Marne la Vallée 
Ecole Doctorale Mathématiques et STIC 
 Université de Sfax 
École Doctorale Sciences et Technologies 
THESE 
Pour obtenir le grade de 
Docteur en Informatique 
Présentée et soutenue par 
Oussama Feki 
Contribution A L’implantation Optimisée D'estimateurs De 
Mouvements De La Norme H.264 Sur Plates-Formes Multi 
Composants Par Extension De La Méthodologie AAA 
Soutenue publiquement le 13 Mai 2015 devant le jury composé de : 
 
Président : Mounir Samet Professeur Université de Sfax 
(Tunisie) 
Rapporteurs : Mohamed Hédi BEDOUI Professeur Université de Monastir 
(Tunisie) 
  El-Bay Bourennane Professeur Université de Bourgogne 
(France) 
Examinateurs : Serge WEBER Professeur Université de Lorraine  
 (France) 
Directeurs :  Mohamed Akil Professeur Université Paris-Est 
(France) 
 Nouri Masmoudi Professeur Université de Sfax 
(Tunisie) 
Encadreur : Thierry Grandpierre Maître de 
conférences 
Université Paris-Est 
 (France) 
 
   
 
Remeriement
J'aimerais avant tout exprimer ma gratitude et mes remeriements à mes direteurs de
thèse, Mr. Nouri Masmoudi, Professeur de l'université de Sfax et Mr.Mohamed Akil,
Professeur de l'université Paris-Est Marne-la-Vallée. Ce sont deux hommes d'une grande
patiene, très à l'éoute et très ompréhensifs, et qui sont diretement responsable du bon
déroulement de mes travaux. Je les remerie haleureusement pour leurs attentions et les
nombreuses disussions professionnelles et personnelles que nous avons eues.
J'adresse également à mon enadrant sientique de thèse, Mr. Thierry Grand-
pierre, maître de onférenes de l'université Paris-Est Marne-la-Vallée, mes plus sinères
remeriements. J'ai énormément appris à ses tés. Il a su me pousser à toujours faire
mieux, et m'a souvent aidé à surmonter les diultés de e heminement qu'est le doto-
rat. Enore plus que ses grandes qualités sientiques, j'ai beauoup appréié ses qualités
humaines, en partiulier l'éoute, le partage et la ompréhension.
Je remerie vivement Mr. Yves Sorel, Direteur de reherhe à l'INRIA, pour ses
préieux onseils et le partage de ses nombreuses onnaissanes lors de nos réunions. Sa
ontribution a permis d'apporter plus de rigueur sientique à mes travaux de thèse.
J'exprime ma gratitude à Mr. Mohamed Hédi Bedoui, Professeur à la Faulté de
Médeine de Monastir ainsi qu'à Mr. El-Bay Bourannane, Professeur de l'université
de Bourgogne pour avoir aepté de juger es travaux en tant que rapporteurs. Je tiens
à exprimer ma reonnaissane à Mr. Mounir Samet, Professeur de l'université de Sfax,
pour avoir aepté de présider e jury. Meri à Mr. Serge Weber, professeur de l'université
de lorraine, qui a aepté de faire partie de e jury.
Une thèse est un travail assez personnel qui s'insrit toutefois dans une équipe. Je re-
merie don tous mes ollègues dotorants, tous les membres temporaires ou permanents
que j'ai roisé au ours de ette expériene au Laboratoire d'Eletronique et des Tehno-
logies de l'Information (LETI ) à Sfax et à l'ESIEE-Paris. Ils m'ont beauoup apporté
pendant es dernières années tant au niveau professionnel qu'au niveau personnel.
Comme il y a aussi une vie en dehors du travail. j'ai eu la hane de renontrer hors
du labo des personnes qui sont aujourd'hui des amis : Aymen, Houda, Rostom, Asma et
tant d'autres ! Auxquels je dois aussi de bons moments de sinérité et de ompliité.
Enn j'exprime toute ma gratitude à ma famille : mes parents, mes frères et ma s÷ur,
mes onles et tantes et mes ousins et ousines, qui ont supporté ave moi les bons et les
mauvais moments et qui m'ont donné la fore d'aller au bout de ette aventure.
1
A m e
s 	p ar ent
s.
A m e
s fr èr e
s  et m a 	s ÷ur.
A  e
s 	p er	s onÆn e
s  qu' on  aiÆm e taÆnt  et  qui n ou	s  ont  quitté
s 	pr ém atur ém ent.
2
Table des matières
Table des gures 6
Liste des tableaux 9
1 Introdution générale 10
2 Etat de l'art des systèmes embarqués 13
2.1 Introdution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Arhitetures matérielles de traitement . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Arhitetures programmables . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Arhitetures reongurables . . . . . . . . . . . . . . . . . . . . . . 19
2.2.3 Arhitetures mixtes : programmables et reongurables . . . . . . 22
2.2.4 Synthèse des systèmes temps réel embarqués . . . . . . . . . . . . . 25
2.3 Outils et méthodes de développement . . . . . . . . . . . . . . . . . . . . . 27
2.3.1 SYLVA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.2 MATLAB/Simulink . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.3 PtolemyII . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.4 CoFluent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.5 DOL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.6 Catapult C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.7 Vivado HLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4 Conlusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3 La méthodologie AAA 35
3.1 Introdution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Présentation générale de AAA . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 AAA pour les iruits programmables : SynDEx . . . . . . . . . . . . . . . 36
3.3.1 Modèle d'algorithme . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.2 Modèle d'arhiteture . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.3 Modèle d'implantation . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.4 Génération automatique des exéutifs . . . . . . . . . . . . . . . . . 43
3.3.5 Optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.6 Outil logiiel : SynDEx . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 AAA pour les iruits reongurables : SynDEx-IC . . . . . . . . . . . . . 48
3.4.1 Modèle d'algorithme . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4.2 Modèle d'arhiteture . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.3 Modèle d'implantation : graphe de voisinage . . . . . . . . . . . . . 54
3.4.4 Optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4.5 Outil logiiel : SynDEx-IC . . . . . . . . . . . . . . . . . . . . . . . 58
3
3.5 Conlusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4 Extension des modèles AAA pour les omposants reongurables et les
arhitetures mixtes 61
4.1 Introdution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Présentation des omposants reongurables . . . . . . . . . . . . . . . . . 63
4.2.1 Ressoures logiques reongurables . . . . . . . . . . . . . . . . . . 63
4.2.2 Arhiteture du réseau d'interonnexions . . . . . . . . . . . . . . . 64
4.2.3 Modélisation des omposants reongurables . . . . . . . . . . . . . 66
4.2.4 Opération de onguration . . . . . . . . . . . . . . . . . . . . . . . 67
4.2.5 Modélisation de la onguration . . . . . . . . . . . . . . . . . . . . 67
4.3 Modélisation des ommuniations intra omposant reongurable . . . . . 70
4.4 Modélisation des ommuniations ave les omposants reongurables . . . 71
4.5 Modélisation du FPGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.6 Extention du modèle d'implémentation . . . . . . . . . . . . . . . . . . . . 72
4.7 Etat de l'art des algorithmes de partitionnement pour le o-design . . . . . 76
4.7.1 Le projet ECOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.7.2 Méthode de Eles et al. . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.7.3 Méthode de Zaho et al. . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.7.4 Méthode de Han et al. . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.7.5 Méthode de Srinivasan et al. . . . . . . . . . . . . . . . . . . . . . . 78
4.7.6 Synthèse de l'état de l'art des algorithmes de partitionnement pour
le odesign . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.8 Algorithme d'optimisation proposé . . . . . . . . . . . . . . . . . . . . . . 79
4.8.1 Heuristique de Distribution-Ordonnanement . . . . . . . . . . . . . 81
4.8.2 Optimisation FPGA . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.9 Evaluation des performanes . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.10 Conlusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5 Génération automatique des exéutifs 92
5.1 Introdution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2 Rappel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2.1 Génération des exéutifs par SynDEx . . . . . . . . . . . . . . . . . 92
5.2.2 Génération des exéutifs par SynDEx-IC . . . . . . . . . . . . . . . 93
5.3 Tehniques de ommuniation entre omposants reongurables et ompo-
sants programmables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.1 Communiation par mémoire partagée . . . . . . . . . . . . . . . . 94
5.3.2 Communiation par passage de message . . . . . . . . . . . . . . . 95
5.4 IP de ommuniation proposée . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.4.1 Protoole de ommuniation . . . . . . . . . . . . . . . . . . . . . . 96
5.4.2 Arhiteture proposée . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.4.3 Transformation de maro-exéutables en séquene de ommuniations107
5.5 Générations d'exéutifs pour les arhitetures mixtes . . . . . . . . . . . . 108
5.6 Conlusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6 Implantation et appliation 111
6.1 Introdution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.2 Implantation du ouplage . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.2.1 Creation_liste_operation . . . . . . . . . . . . . . . . . . . . . . . 113
4
6.2.2 Transformation_de_graphe . . . . . . . . . . . . . . . . . . . . . . 113
6.2.3 Distribution/Ordonnenement . . . . . . . . . . . . . . . . . . . . . 114
6.2.4 Creation_graphe_implantation . . . . . . . . . . . . . . . . . . . . 114
6.2.5 Test_optimisation_temporelle . . . . . . . . . . . . . . . . . . . . . 115
6.2.6 Creation_liste_sous_graphes . . . . . . . . . . . . . . . . . . . . . 115
6.2.7 Creation_hier_sdx_i . . . . . . . . . . . . . . . . . . . . . . . . 116
6.2.8 Optimisation temporelle . . . . . . . . . . . . . . . . . . . . . . . . 116
6.2.9 Graphe_update . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.2.10 Creation_sdx_ontraint . . . . . . . . . . . . . . . . . . . . . . . . 117
6.2.11 Calul des dates au plus tt . . . . . . . . . . . . . . . . . . . . . . 117
6.2.12 Date_update . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.2.13 Fihier_sdx_i_update . . . . . . . . . . . . . . . . . . . . . . . . 118
6.2.14 Optimisation de surfae et génération du ode VHDL . . . . . . . . 118
6.2.15 Generation_ip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.3 Norme d'enodage vidéo H.264/AVC . . . . . . . . . . . . . . . . . . . . . 119
6.3.1 Prédition intra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.3.2 Prédition inter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.3.3 Transformées . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.3.4 Quantiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.3.5 Codage entropique . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.3.6 Filtrage anti-blos . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.4 Estimation de mouvement . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.4.1 Centre de la fenêtre de reherhe . . . . . . . . . . . . . . . . . . . 123
6.4.2 Taille de la fenêtre de reherhe . . . . . . . . . . . . . . . . . . . . 124
6.4.3 Algorithmes d'estimation de mouvement . . . . . . . . . . . . . . . 124
6.5 Implémentation de l'estimation de mouvement . . . . . . . . . . . . . . . . 127
6.5.1 Graphe d'algorithme . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.5.2 Graphe d'arhiteture . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.5.3 Résultats obtenus . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.5.4 Conlusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
7 Conlusion générale 141
Bibliographie 144
A Code VHDL de l'IP de ommuniation 149
5
Table des gures
2.1 Arhiteture du miroproesseur power 7 de IBM [Kalla et al., 2010℄ . . . . 15
2.2 Diagramme fontionnel du TMS320C6670 de TI [Instruments, 2012℄ . . . . 16
2.3 Diagramme fontionnel du ÷ur C66x de TI [Instruments, 2012℄ . . . . . . 16
2.4 Arhiteture de la plateforme Kepler-GK110 et du proesseur SMX de Nvi-
dia [NVIDIA, 2012℄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5 Prinipe des PLA [Katz, 1994℄ . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 Shéma blo du module logique adaptatif [Altera, 2006℄ . . . . . . . . . . . 20
2.7 Arhiteture du blo logique du Virtex5 de Xilinx [Xilinx, 2007℄ . . . . . . 20
2.8 Représentation du FPGA Stratix d'Altera. . . . . . . . . . . . . . . . . . . 21
2.9 Flot de oneption des omposants reongurables . . . . . . . . . . . . . . 23
2.10 Représentation d'un système de ommuniation par bus . . . . . . . . . . . 24
2.11 Représentation d'un système de ommuniation par mémoire partagée . . . 25
2.12 Représentation d'un réseau sur pue en grille . . . . . . . . . . . . . . . . . 26
2.13 Capture éran de la bibliothèque Simulink . . . . . . . . . . . . . . . . . . 28
2.14 Capture éran de l'interfae Simulink . . . . . . . . . . . . . . . . . . . . . 29
2.15 Capture éran de l'interfae Ptolemy II . . . . . . . . . . . . . . . . . . . . 30
2.16 Interfae de Catapult C . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.17 Interfae de Vivado HLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1 Flot de oneption de la méthodologie AAA . . . . . . . . . . . . . . . . . 36
3.2 Déomposition et fatorisation d'un produit matrie veteur . . . . . . . . 37
3.3 Déomposition et fatorisation d'un produit salaire . . . . . . . . . . . . . 38
3.4 Modèle d'une arhiteture mono-proesseur à deux mémoires . . . . . . . . 40
3.5 Modèle d'une arhiteture mono-proesseur omportant un DMA . . . . . 41
3.6 Modèle d'une arhiteture biproesseur . . . . . . . . . . . . . . . . . . . . 41
3.7 Modèle d'arhiteture à quatre proesseurs en anneau . . . . . . . . . . . . 41
3.8 Modèle d'arhiteture à quatre proesseurs onnetés à travers une mémoire
partagée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.9 Exemple de graphe d'implantation . . . . . . . . . . . . . . . . . . . . . . 42
3.10 Représentation du hemin ritique . . . . . . . . . . . . . . . . . . . . . . . 45
3.11 Représentation de la exibilité d'une opération . . . . . . . . . . . . . . . . 46
3.12 Interfae de l'outil SynDEx-7.0.6 . . . . . . . . . . . . . . . . . . . . . . . 48
3.13 Exemple de diagramme temporel . . . . . . . . . . . . . . . . . . . . . . . 48
3.14 Espae d'implantation matérielle . . . . . . . . . . . . . . . . . . . . . . . 49
3.15 Sommet opération additionneur du graphe d'algorithme et l'opérateur or-
respondant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.16 Sommet implode du graphe d'algorithme et l'opérateur orrespondant . . . 51
3.17 Sommet explode du graphe d'algorithme et l'opérateur orrespondant . . . 51
6
3.18 Sommet Delay du graphe d'algorithme et l'opérateur orrespondant . . . . 52
3.19 Sommet iterate du graphe d'algorithme et l'opérateur orrespondant . . . . 52
3.20 Sommet Diusion du graphe d'algorithme et l'opérateur orrespondant . . 52
3.21 Sommet Fork innie du graphe d'algorithme et l'opérateur orrespondant . 53
3.22 Sommet Join innie du graphe d'algorithme et l'opérateur orrespondant . 53
3.23 Sommet selet et l'opérateur orrespondant . . . . . . . . . . . . . . . . . . 54
3.24 Unité de ontrle de frontière synhronisée . . . . . . . . . . . . . . . . . . 55
3.25 Exemple de graphe d'algorithme . . . . . . . . . . . . . . . . . . . . . . . . 56
3.26 Implantation omplètement séquentielle . . . . . . . . . . . . . . . . . . . . 56
3.27 Implantation partiellement fatorisée . . . . . . . . . . . . . . . . . . . . . 56
3.28 Implantation omplètement parallèle . . . . . . . . . . . . . . . . . . . . . 57
3.29 Interfae de l'outil SynDEx-IC . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.30 Exemple de graphe de voisinage . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1 Objetif de l'extension de la méthodologie AAA . . . . . . . . . . . . . . . 62
4.2 Elément logique de base . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 Blo logique reongurable onstitué par 4 ELB . . . . . . . . . . . . . . . 64
4.4 Arhiteture îlots de alul [Bossuet, 2004℄ . . . . . . . . . . . . . . . . . . 65
4.5 Distribution des longueurs des lignes de routage . . . . . . . . . . . . . . . 65
4.6 Arhiteture hiérarhique des iruits ACTEL [Atel, ℄ . . . . . . . . . . . 66
4.7 Représentation simpliée de la onguration du FPGA . . . . . . . . . . . 69
4.8 Représentation de l'algorithme à implémenter . . . . . . . . . . . . . . . . 69
4.9 Représentation simpliée du FPGA après onguration . . . . . . . . . . . 69
4.10 Représentation du FPGA : (a) avant onguration, (b) après onguration 70
4.11 Représentation fontionelle du FPGA avant onguration . . . . . . . . . . 71
4.12 Exemple de représentation fontionelle du FPGA onguré . . . . . . . . . 72
4.13 Exemple de graphe d'algorithme . . . . . . . . . . . . . . . . . . . . . . . . 73
4.14 Graphe d'arhiteture sans extension de AAA . . . . . . . . . . . . . . . . 74
4.15 Graphe d'implantation en utilisant le modèle d'implantation initial . . . . 74
4.16 Graphe d'arhiteture en tenant ompte de l'extension de AAA pour les
arhitetures mixtes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.17 Graphe d'implantation obtenu après extension du modèle . . . . . . . . . . 75
4.18 algorithme de ouplage des outils SynDEx/SynDEx-IC . . . . . . . . . . . 80
4.19 graphe d'algorithme de prise de déision de l'intra 16x16 . . . . . . . . . . 83
4.20 graphe d'arhiteture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.21 Graphe d'arhiteture modié . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.1 Communiation par mémoire double port . . . . . . . . . . . . . . . . . . . 94
5.2 Communiation par mémoire simple port partagée . . . . . . . . . . . . . . 95
5.3 Communiation par passage de messages parallèle . . . . . . . . . . . . . . 96
5.4 Communiation par passage de messages série . . . . . . . . . . . . . . . . 96
5.5 Détails d'utilisation du bus de ommuniation . . . . . . . . . . . . . . . . 97
5.6 Diagramme du protoole de ommuniation . . . . . . . . . . . . . . . . . 97
5.7 Le omposant ompteur . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.8 Le omposant omparateur . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.9 Le omposant ROM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.10 Arhiteture de la mahine à états nis . . . . . . . . . . . . . . . . . . . . 99
5.11 Conditions de passage d'états de la mahine à états nis . . . . . . . . . . 100
5.12 Arhiteture du mux_in_out . . . . . . . . . . . . . . . . . . . . . . . . . 101
7
5.13 Arhiteture du oprd_synh . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.14 Arhiteture du démultiplexeur . . . . . . . . . . . . . . . . . . . . . . . . 102
5.15 Arhiteture du registre . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.16 Arhiteture de l'IP de ommuniation . . . . . . . . . . . . . . . . . . . . 103
5.17 Arhiteture du omposant synh . . . . . . . . . . . . . . . . . . . . . . . 104
5.18 Exemple de liste de maros de ommuniation . . . . . . . . . . . . . . . . 109
6.1 Flot de ouplage des outils SynDEx et SynDEx-IC . . . . . . . . . . . . . . 112
6.2 Shéma blo du enodeur H.264/AVC . . . . . . . . . . . . . . . . . . . . . 120
6.3 Modes de prédition intra 16x16 [Rihardson, 2003℄ . . . . . . . . . . . . . 121
6.4 Modes de prédition intra 4x4 [Rihardson, 2003℄ . . . . . . . . . . . . . . 121
6.5 Eet du ltre anti-blos : (a) image non ltrée, (b) image ltrée . . . . . . 123
6.6 Blos pour trouver le entre de reherhe selon [Gallant and Kossentini, 1998℄123
6.7 Blos pour trouver le entre de reherhe selon [Werda et al., 2007℄ . . . . 124
6.8 Etapes de l'algorithme Three Step Searh . . . . . . . . . . . . . . . . . . . 125
6.9 Etapes de l'algorithme Diamond Searh . . . . . . . . . . . . . . . . . . . . 126
6.10 Etapes de l'algorithme Hexagone-Based Searh . . . . . . . . . . . . . . . . 126
6.11 Etapes de l'algorithme Horizontal Diamond Searh . . . . . . . . . . . . . 127
6.12 Etapes de l'algorithme Line Diamond Parellel Searh . . . . . . . . . . . . 128
6.13 Graphe d'algorithme du Line Diamond Parellel Searh . . . . . . . . . . . 130
6.14 Taille de la fenêtre de reherhe . . . . . . . . . . . . . . . . . . . . . . . . 131
6.15 Shéma blo du proesseur NIOS II . . . . . . . . . . . . . . . . . . . . . . 134
6.16 Interfae graphique de l'outil SOPC Builder . . . . . . . . . . . . . . . . . 135
6.17 Interfae graphique de l'outil NIOS II IDE . . . . . . . . . . . . . . . . . . 136
6.18 Graphe d'arhiteture spéié . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.19 Résultats du prolage de l'estimateur de mouvement . . . . . . . . . . . . 136
6.20 Graphe d'arhiteture transformé . . . . . . . . . . . . . . . . . . . . . . . 138
6.21 Imprime éran du hier de partitionnement . . . . . . . . . . . . . . . . . 140
8
Liste des tableaux
2.1 Classiation des arhitetures de miroproesseurs . . . . . . . . . . . . . 14
2.2 Comparaison des systèmes embarqués . . . . . . . . . . . . . . . . . . . . . 26
4.1 Caratéristiques de quelques familles de FPGA . . . . . . . . . . . . . . . . 64
4.2 Composants du FPGA utilisés . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3 Durées d'exéution des opérations sur les diérents opérateurs . . . . . . . 84
4.4 Résultats de distribution ordonnanement avant transformation de graphe. 84
4.5 Résultats de distribution ordonnanement après transformation de graphe. 86
4.6 Résultats de distribution ordonnanement après optimisation temporelle. . 88
4.7 Résultats nals de distribution ordonnanement. . . . . . . . . . . . . . . . 89
4.8 Tableau omparatif des méthodes de partitionnement . . . . . . . . . . . . 90
5.1 Valeurs des ports de sorties pour haque état . . . . . . . . . . . . . . . . . 100
5.2 Détails des données transférées pour le premier exemple . . . . . . . . . . . 107
6.1 Spéiations temporelles des opérations de l'estimateur de mouvement sur
les diérents opérateurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.2 Résultats du partitionnement . . . . . . . . . . . . . . . . . . . . . . . . . 139
9
Chapitre 1
Introdution générale
Contexte
Les systèmes embarqués font partie de notre quotidien. En eet, on les utilise dans tous
les domaines sans mêmes nous en rendre ompte. Ces systèmes embarqués sont soumis à
des ontraintes de temps réel, de taille, de onsommation et souvent de oût, de plus en
plus sévères. L'utilisation d'arhitetures mixtes, omportant des omposants program-
mables et d'autres reongurables, est une des solutions envisageables pour satisfaire es
ontraintes. Mais l'implantation et l'optimisation d'une appliation temps réel sur e type
d'arhiteture est une tâhe omplexe qui néessite un long temps de oneption. Ainsi,
l'utilisation d'une méthodologie rigoureuse de oneption et d'optimisation d'implantation
des appliations sur e type d'arhitetures est néessaire.
La méthodologie Adéquation Algorithme Arhiteture (AAA) est une des méthodo-
logies de prototypage rapide permettant l'aide à la oneption des systèmes embarqués
temps réel. Elle vise l'optimisation de l'implantation des appliations sur les arhite-
tures multi-omposants programmables. Cette méthodologie ouvre toutes les étapes
d'implantation. En eet, elle permet la spéiation de l'algorithme et de l'arhiteture
puis le partitionnement et l'ordonnanement automatique des tâhes de l'appliation sur
les diérents opérateurs et enn la génération automatique des odes orrespondants.
Cette méthodologie a été étendue pour pouvoir optimiser l'implantation des appliations
sur les arhitetures mono-FPGA et générer automatiquement le ode VHDL orres-
pondant. Malheureusement, ette méthodologie ne ouvre pas enore les arhitetures
mixtes onstituées de omposants programmables et d'autres reongurables.
Objetifs de la thèse
Nous nous intéressons aux arhitetures mixtes à base de omposants programmables
(proesseurs d'usage général, DSP) et de omposants reongurables (FPGA) pour l'im-
plantation des appliations temps réel. Etant donnée l'ampleur du travail d'implantation
et d'optimisation d'une telle appliation temps réel sur e type d'arhiteture, il est impor-
tant de suivre une méthodologie rigoureuse. Nous nous basons don sur la méthodologie
de prototypage rapide Adéquation Algorithme Arhiteture (AAA) qui vise à l'implan-
tation optimisée d'algorithmes temps réel sur les arhitetures multi-omposants. Cette
méthodologie est basée sur un formalisme rigoureux de transformation de graphe et est
implantée dans deux outils logiiels SynDEx et SynDEx-IC. SynDEx ouvre les arhi-
tetures programmables et SynDEX-IC les arhitetures mono-FPGA. Etant donné que
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nous voulons ouvrir les arhitetures mixtes, il s'agit de proposer une extension de ette
méthodologie et des outils assoiés. Cette extension omporte quatre volets :
1. L'extension du modèle d'arhiteture pour pouvoir modéliser l'ensemble des om-
posants programmables et des omposants reongurables en tenant ompte des
spéiités de haque type.
2. L'extension du modèle d'implantation de l'algorithme sur l'arhiteture pour l'adap-
ter au parallélisme massif oert par l'utilisation des omposants reongurables.
3. La réation d'un nouvel outil utilisant partiellement SynDEx et SynDEx-IC pour
pouvoir optimiser l'implantation des appliations sur les arhitetures mixtes.
4. La génération automatique des ommuniations entre les omposants program-
mables et les omposants reongurables et des odes orrespondants à l'implé-
mentation optimisée de l'appliation sur l'arhiteture mixte.
En guise d'exemple de validation, nous hoisirons la vidéo numérique qui envahie notre
quotidien. Cette vidéo doit être ompressée pour failiter son stokage et son transfert.
Nous nous intéressons essentiellement à l'estimation de mouvement qui est une opération
lé pour la ompression vidéo, mais qui implique une omplexité de alul onséquente.
Sur un enodeur vidéo, jusqu'à 60% de la harge de alul est dédiée à ette opération.
Le ontexte de la haute dénition et l'évolution des standards de ompression vidéo (ex.
MPEG-4 H.264/AVC) ontribuent à aroître les ontraintes pour une exéution temps-
réel. L'implantation optimisée d'estimateurs de mouvement sur une arhiteture mixte
doit alors être étudiée dans e nouveau ontexte.
Struture de la thèse
Cette thèse est omposée de sept hapitres, le premier hapitre présente le ontexte
générale, les objetifs et la struture de la thèse.
Le seond hapitre étale l'état de l'art des systèmes embarqués et des diérents types
de omposants de traitement qu'ils peuvent ontenir. Ces systèmes peuvent ontenir des
omposants de traitement programmables, des omposants de traitement reongurables
ou ombiner es deux types de omposants de traitement. Ce premier hapitre présente
aussi les prinipaux outils permettant d'aider à la oneption des systèmes embarqués.
La plupart de es outils iblent un seul type d'arhiteture mais il existe aussi des outils
d'aide à la oneption qui ne font pas de restritions sur le type d'arhiteture. De plus,
es outils dièrent par les étapes du ot de oneption qu'ils traitent (la modélisation, la
simulation, l'exploration de l'espae des solutions et la génération automatique de odes).
En eet, haque outil peut ouvrir une ou plusieurs étapes de e ot de oneption.
Le troisième hapitre présente la méthodologie de prototypage rapide Adéquation Al-
gorithme Arhiteture (AAA). Cette méthodologie repose sur un graphe d'algorithme et
un graphe d'arhiteture spéiés par l'utilisateur, elle donne des règles de transforma-
tion permettant de onstruire un graphe d'implémentation optimisé. La méthodologie
Adéquation Algorithme Arhiteture existe sous deux variantes : AAA pour les om-
posants programmables et AAA pour les omposants reongurables. La méthodologie
AAA pour les omposants programmables vise l'optimisation du temps d'exéution des
algorithmes sur les arhitetures multi-omposants programmables. Elle permet le parti-
tionnement/ordonnanement automatique des opérations de l'algorithme sur les diérents
opérateurs de l'arhiteture en tenant ompte des ommuniations. De plus, ette métho-
dologie permet de générer le ode orrespondant à e partitionnement optimisé pour
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haque opérateur. La deuxième variante de la méthodologie AAA est apparue à la suite
d'une extension de ette méthodologie pour optimiser l'implémentation des algorithmes
sur des arhitetures reongurables (mono-FPGA). L'optimisation s'eetue alors par
une tehnique similaire au déroulage de boules. Elle permet de générer un ode VHDL
optimisé. Ces deux variantes de la méthodologie AAA sont implémentées dans deux ou-
tils de oneption assistée par ordinateur : SynDEx et SynDEx-IC qui seront également
présentés.
Le quatrième hapitre présente notre extension du modèle d'arhiteture AAA pour
pouvoir modéliser les arhitetures mixtes : ontenant des omposants programmables et
d'autres reongurables. En eet le modèle d'arhiteture initial de la méthodologie ne
permettait pas de tenir ompte du parallélisme massif oert par l'utilisation des om-
posants reongurables. Ce hapitre fait aussi un état de l'art des algorithmes de parti-
tionnement pour le o-design. Nous y présentons aussi notre algorithme de ouplage des
outils SynDEx et SynDEx-IC pour l'optimisation du partitionnement et de l'implémen-
tation des algorithmes sur les arhitetures mixtes. Cet algorithme permet un passage
automatique du graphe d'algorithme du modèle AAA initial à notre modèle étendu. En-
suite, il utilise SynDEx d'une part pour eetuer le partitionnement/ordonnanement des
opérations sur les diérents omposants du graphe d'arhiteture et SynDEx-IC d'autre
part pour l'optimisation de l'implémentation des parties distribuées sur les omposants
reongurables.
Le inquième hapitre présente la méthode de génération automatique des odes utili-
sés dans la méthodologie AAA. Il présente aussi les tehniques pouvant être utilisées pour
établir la ommuniation entre les omposants programmables et les omposants reon-
gurables. Comme la méthodologie AAA pour les omposants reongurables (SynDEx-IC)
vise des arhitetures mono-FPGA, elle ne génère pas des omposants pour gérer les om-
muniations du FPGA ave d'autres omposants. C'est pourquoi nous proposons une IP
de ommuniation dont l'arhiteture est présentée dans e hapitre. Cette IP de ommu-
niations est générée automatiquement pour exéuter une liste d'opérations de ommuni-
ation préétablie à partir des maros générées par SynDEx. Cette IP permet l'envoie et
la réeption des données mais aussi de synhroniser les opérations de ommuniation et
de traitement.
Le sixième hapitre présente l'implantation de notre algorithme de ouplage des outils
SynDEx et SynDEx-IC. Le langage utilisé pour programmer et algorithme de ouplage
est Python. Il est hoisi ar 'est un langage de sript orienté objet qui dispose de stru-
tures de données évoluées et de plusieurs outils de manipulation de hiers et de haines
de aratères. La deuxième partie du sixième hapitre présente brièvement la norme de
odage vidéo H.264 puis en détails l'estimation de mouvement qui est utilisée omme
appliation pour valider nos travaux. Nous présentons les résultats de partitionnement et
d'optimisation d'implémentation donnés par notre outil de o-design pour l'implémenta-
tion de l'estimateur de mouvement de la norme H.264 sur une arhiteture omposée d'un
proesseur NIOS II et un FPGA stratix III.
Nous présentons à la n de e doument nos onlusions et des perspetives de travaux
futurs.
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Etat de l'art des systèmes embarqués
2.1 Introdution
Un système embarqué est un système életronique qui réalise une ou plusieurs tâhes
spéiques sous ontraintes de temps, taille, onsommation et souvent de oût. Il fait partie
d'un autre système souvent réagissant ave le monde extérieur à travers des apteurs et
des ationneurs.
Les systèmes embarqués sont utilisés dans presque tous les domaines de la vie quoti-
dienne ave des ontraintes plus ou moins sévères. Par exemple les systèmes embarqués
d'une montre digitale ou de ontrle d'appareils ménagers ne néessitent pas de grands
moyens de alul, alors que les traitements multimédia omme la ompression vidéo et
la tradution automatique de la parole néessitent une énorme apaité de alul. De
la même façon, les autres ontraintes auxquelles sont soumis es systèmes varient d'une
appliation à une autre. Le onepteur est onfronté au dilemme de satisfaire toutes es
ontraintes, qui sont la plus part du temps ontraditoires, tout en minimisant le oût et
en garantissant la séurité de fontionnement.
Ces systèmes embarqués sont onstitués de omposants de alul, de omposants de
mémorisation et de omposants de ommuniation.
Les omposants de alul eetuent le traitement des données. L'algorithme qu'ils exé-
utent peut être gé par le fabriquant (ASIC) ou spéié par l'utilisateur (miro proesseur
ou FPGA).
Les omposants de mémorisation ou mémoires sont des ressoures matérielles permet-
tant de stoker pour des durées et des usages variables, les données à traiter, les résul-
tats temporaires, ainsi que des informations de onguration telles que instrutions pour
les proesseurs. Elles peuvent être lassiées selon l'ordre d'aès aux données qu'elles
ontiennent en mémoires à aès séquentiel et mémoires à aès aléatoire. L'adressage des
mémoires à aès séquentiel est impliite : l'aès aux données dépend de l'ordre dans
lequel elles ont été enregistrées. En eet, e type de mémoires est réalisé par un registre
à déalage et l'utilisateur peut aéder soit au premier étage, soit au dernier. Ce type de
mémoires est utilisé pour l'implémentation des piles et des les. Les mémoires à aès
aléatoire sont équipées de bus adresse pour pointer un des registres qui la onstitue. De
ette façon la leture et l'ériture des données sont indépendantes. Ce genre de mémoire
est utilisé pour la sauvegarde des données à traiter, des résultats et des instrutions.
Les omposants de ommuniation relient les diérents omposants du système entre
eux. Ils implémentent les fontions de transport et de routage des données et la fontion
d'arbitrage des priorités d'aès aux ressoures matérielles.
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Nous allons nous intéresser essentiellement dans la prohaine setion aux omposants
de alul dont l'algorithme exéuté est spéié par l'utilisateur. Ils peuvent être program-
mables (miro proesseur) ou reongurable (FPGA).
2.2 Arhitetures matérielles de traitement
2.2.1 Arhitetures programmables
Malgré le jeune âge de l'industrie des systèmes informatiques, les miroproesseurs
ont onnu une grande évolution. En eet, la soiété Intel, pionnière dans la oneption
et la fabriation des miroproesseurs, a donné naissane en 1971 au premier miropro-
esseur, le 4004, suivie en 1972 du 8008 eetuant des aluls sur 4 bits et 8 bits respe-
tivement. Peu de temps après, Motorola a proposé la famille de miroproesseurs 6800
[Betker et al., 1997℄. Ensuite l'évolution des performanes des miro proesseurs a suivi la
loi de moore [Moore, 1965℄, qui observe le doublement des apaités d'intégration tous les
deux ans, en doublant les fréquenes de fontionnement jusqu'en 2004. Puis à ause de la
forte onsommation énergétique et la diulté de dissipation thermique, il a été néessaire
de s'orienter vers la parallélisation pour améliorer les performanes des miroproesseurs.
Ainsi les miroproesseurs multi-÷urs, qui ont vu le jour au début des années 2000, se
sont développés pour améliorer les performanes des systèmes embarqués.
Le tableau 2.1 présente une lassiation des miroproesseurs se basant sur leur ar-
hiteture.
Tableau 2.1  Classiation des arhitetures de miroproesseurs
Arhiteture
Caratérisation Exemples
CISC
Grand nombre d'instrutions et Intel Core i7, Intel Xeon,
Multi-CISC
de modes d'adressage AMD Opteron
RISC
Nombre d'instrutions réduit
mais durée d'exéution des
SUN Spar, ARM Cortex,
Multi-RISC
instrutions optimisée IBM PowerPC, MIPS
DSP
Jeu d'instrutions développés en
vue d'optimiser les appliations
TI TMS320C6000, Analog
Devie SHARC,
Multi-DSP
de traitement de signal, par
exemple multipliation et au-
mulation. . .
NXP TriMedia
Graphique
(GPU)
Jeu d'instrutions onçu pour le
graphisme des jeux vidéo puis
étendu pour le alul massif pa-
rallèle
Nvidia Fermi GF100, ATI
Radeon
Les arhitetures CISC (Complex Instrution Set Computer) ont un jeu d'instrutions
étendu en terme de nombre d'instrutions, de leurs omplexités et de modes d'adressage
possible.
Les arhitetures RISC (Redued Instrution Set Computer) minimisent le nombre
de yles néessaires pour exéuter une instrution. Le jeu d'instrutions que peuvent
exéuter es arhitetures est onstitué d'instrutions simples à taille xe.
La gure 2.1 montre l'arhiteture du miroproesseur Power 7 de IBM. Il se base sur
l'arhiteture RISC et omporte 8 ÷urs ave pour haun 12 unités de traitement.
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Figure 2.1  Arhiteture du miroproesseur power 7 de IBM [Kalla et al., 2010℄
Les arhitetures spéialisées pour le traitement de signal DSP (Digital Signal Proes-
sor) sont onçues pour répondre aux besoins des appliations de traitement de signaux.
En eet, es arhitetures sont optimisées pour exéuter les sommes de produits. Elles
disposent pour ela d'instrutions spéiques (Multiply and Aumulate MAC) reposant
pour la plupart sur des multiplieurs âblés. Ces arhitetures permettent ainsi l'exéution
d'opérations multiples par yle. Elles sont dotées de mémoires loales aux proesseurs et
de module DMA (Diret Memory Aess) permettant d'optimiser le temps d'aès aux
mémoires externes et aux périphériques d'aquisition. La gure 2.2 représente l'arhite-
ture fontionnelle du DSP TMSC6670 de Texas Instruments.
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Figure 2.2  Diagramme fontionnel du TMS320C6670 de TI [Instruments, 2012℄
Ce DSP omporte 4 ÷urs C66x (gure 2.3) dont haun ontient 8 unités de traite-
ment réparties sur deux hemins de données identiques. Les unités de haque hemin de
données sont .D, .S, .L et .M. Toutes es unités peuvent fontionner en parallèle. Ainsi
haque ÷ur C66x peut exéuter jusqu'à 8 instrutions par yle et on peut atteindre un
degré élevé de parallélisme.
Figure 2.3  Diagramme fontionnel du ÷ur C66x de TI [Instruments, 2012℄
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Les proesseurs graphiques GPU (Graphi Proessing Unit) sont dédiés aux aluls
de rendu 3D : transformation géométrique, plaage de texture [Mlanahan, 2010℄. Les
premiers proesseurs graphiques étaient équipés d'un pipeline matériel qui ne pouvait pas
être programmé. Ils manquaient don de exibilité, bien qu'ils ont aéléré onsidérable-
ment les rendus graphiques. Au début du 21ème sièle, les premiers GPU omplètement
programmables sont apparus an d'orir de nouveaux eets 3D. Les GPU sont devenus
plus populaires ave l'augmentation de la demande pour les appliations graphiques sur-
tout dans le domaine des jeux vidéo pour lesquels ils ont été onçu. Mais peu à peu, ette
exibilité de programmation s'aroissant, ils sont sortis du seteur de la 3D pour être
utilisés dans des appliations plus généralistes ; d'où le nom de General Purpose GPU.
La puissane des GPU repose sur le parallélisme massif de traitement en multipliant le
nombre de ÷urs de alul. Ils permettent l'exéution en parallèle du même ode sur des
données diérentes par plusieurs entaines de ÷urs. L'eaité des GPU est aussi rendue
possible grâe aux systèmes mémoires à bande passante énorme dont ils disposent. Ce-
pendant, pour que l'implantation des algorithmes soit eae sur e type d'arhiteture,
ils doivent être très réguliers et renferment un grand parallélisme de données.
La gure 2.4 représente l'arhiteture de la plateforme kepler-GK110 de Nvidia. Cette
arhiteture omporte six ontrleurs mémoire de 64-bits et peut ontenir jusqu'à 15
multiproesseurs (SMX). Chaque multiproesseur SMX ontient 192 ÷urs CUDA, 64
unités de alul double préision, 32 unités de fontion spéiales et 32 unités de harge-
ment/enregistrement.
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Figure 2.4  Arhiteture de la plateforme Kepler-GK110 et du proesseur SMX de
Nvidia [NVIDIA, 2012℄
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2.2.2 Arhitetures reongurables
Les omposants de alul des systèmes embarqués peuvent être des iruits intégrés
onçus spéiquement pour une appliation donnée (ASIC). Leur spéiité à une ap-
pliation leur permet d'atteindre de hautes performanes pour une faible onsommation
d'énergie si l'on ompare aux omposants programmables qui sont généralistes.
Cependant, développer un ASIC est extrêmement oûteux et long. L'utilisation d'ASIC
ne peut être amortie que par la fabriation de omposants en très grande série.
Les omposants reongurables orent un ompromis entre la exibilité des miro-
proesseurs et les performanes des ASIC. Les premiers omposants reongurables à
apparaitre sont les PLA (Programmable Logi Arrays). Le prinipe de es iruits est
présenté par la gure 2.5. Ces omposants sont formés de deux plans : le plan ET et le
plan OU. Le plan ET est omposé de ls roisés sans ontat avant onguration : les
ls onnetés aux entrées (et leurs omplémentaires) et les ls onnetés aux entrées des
ports ET. De la même façon, le plan OU est formé de ls qui se roisent (sans ontat
avant onguration) : des ls onnetés aux sorties des ports ET et des ls onnetés aux
entrées des ports OU. L'opération de onguration vise à réer des ontats entre les ls
pour obtenir la fontion voulue.
Figure 2.5  Prinipe des PLA [Katz, 1994℄
Les PLD ont évolué pour donner naissane aux iruits logiques programmables om-
plexes (CPLD). Ces CPLD sont formés par des PLA inter-onnetées entre elles par un
réseau ongurable. Ils omportent aussi des basules sur les entrées/sorties du iruit.
Les FPGA (Field Programmable Gate Arrays ou "réseaux logiques programmables")
sont des omposants reongurables plus avanés que les CPLD. Un FPGA est plus exible
qu'un CPLD, il permet la mises en ÷uvre de iruits exéutant des fontionnalités plus
omplexes, et peut être utilisé pour la mise en ÷uvre de iruits numériques qui utilisent
l'équivalent de plusieurs millions de portes logiques. En eet, ils sont onstitués d'une ma-
trie de blos logiques programmables, permettant de réaliser des fontions ombinatoires
et des fontions séquentielles, entourées de blos d'entrée/sortie.
A l'éhelle internationale, il existe plusieurs rmes de fabriants de iruits logiques
reongurables à savoir : la soiété Xilinx, la soiété Altera, la soiété Atel . . ..
Les premiers FPGA modernes ont été proposés par Xilinx en 1984 [Kuon et al., 2008℄.
Ensuite, en n des années 90 les familles Virtex et Spartan ont été lanées. Puis les
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familles Spartan-II en 2000, Virtex-II de 2001 à 2003, Spartan-3 en 2003, Virtex-4 en
2004, Virtex-5 de 2006 à 2008, Virtex-6 et Spartan-6 en 2009 et Virtex-7 en 2010.
L'autre grand fabriquant des FPGA, Altera, a attendu 2002 pour produire les familles
Stratix et Cylone, puis Stratix II et Cylone II en 2004, Stratix III en 2006, Cylone III
et Arria en 2007, Stratix iV en 2008, Arria II et Cylone IV en 2009, Stratix V en 2010
et Cylone V et Arria V en 2011.
En guise d'exemple, la gure 2.6 représente le shéma blo du module logique adap-
tatif (ALM) utilisé pour implémenter les fontions logiques dans les FPGA Stratix II
d'Altera. Ces ALM sont onstitués par une "Look Up Table" (LUT) à 8 entrées qui peut
implémenter une ou deux fontions, deux additionneurs et deux registres.
Figure 2.6  Shéma blo du module logique adaptatif [Altera, 2006℄
Le blo logique du FPGA Virtex-5 de Xilinx est présenté dans la gure 2.7. Il omporte
essentiellement une LUT à 6 entrées, des multiplexeurs et une basule. La famille Vitex-5
peut ontenir jusqu'à 330000 blos logiques [Xilinx, 2009a℄.
Figure 2.7  Arhiteture du blo logique du Virtex5 de Xilinx [Xilinx, 2007℄
L'ensemble est relié par un réseau d'interonnexions qu'on peut reongurer pour
supprimer ou ajouter des onnexions entre les diérents blos logiques. On peut aussi
y trouver des blos mémoires et des opérateurs optimisés pour eetuer des opérations
spéiques. La gure 2.8 représente la struture simpliée d'un FPGA Stratix d'altera.
Sur ette gure on distingue les blos logiques (LABs), les blos d'entrée/sortie (IOBs),
les blos DSP pour eetuer des multipliations aumulations et des blos mémoires.
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Figure 2.8  Représentation du FPGA Stratix d'Altera.
Assurément, protant du parallélisme matériel, les FPGA dépassent la puissane de
alul des proesseurs en assant le paradigme de l'exéution séquentielle. De plus, ontr-
ler les entrées/sorties au niveau du matériel fournit des temps de réponse plus rapides et
des fontionnalités spéialisées pour orrespondre étroitement aux exigenes de l'appli-
ation. Les frais d'ingénierie de la oneption ASIC dépasse de loin eux des solutions
matérielles basées sur FPGA. L'investissement initial important dans la oneption des
ASIC est faile à justier pour des prévisions de vente de milliers de pues par an, mais
de nombreux utilisateurs ont besoin des fontionnalités matérielles personnalisées pour
les dizaines à des entaines de systèmes en développement. La nature même de siliium
programmable signie que vous n'avez pas de frais de fabriation ou de longs délais pour
l'assemblage. Pare que les exigenes du système hangent souvent au l du temps, le oût
des modiations des implémentations sur FPGA est négligeable par rapport à la grande
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harge néessaire pour un ASIC.
De plus les FPGA ont la même adaptabilité de logiiels s'exéutant sur un système
à base de proesseur, ave l'avantage qu'on n'est pas limité par le nombre de noyaux de
traitement disponibles. En eet, ontrairement aux proesseurs, les FPGA sont vraiment
parallèles par nature, de sorte que les diérentes opérations de traitement n'ont pas à
onourir pour les mêmes ressoures. Chaque tâhe indépendante de traitement est ae-
tée à une setion spéique du FPGA, et peut fontionner de manière autonome, sans
interférer ave les autres blos logiques.
La tehnologie FPGA ore aussi une exibilité et des apaités de prototypage rapide
dans une perspetive de rédution de temps de mise sur le marhé. Elle permet de tester
une idée ou un onept d'implémentation matérielle sans passer par le long proessus de
la fabriation des ASIC. On peut ensuite mettre en ÷uvre des hangements progressifs
et itérer sur une oneption FPGA en quelques heures au lieu de semaines. La disponi-
bilité roissante d'outils logiiels de haut niveau diminue la ourbe d'apprentissage ave
des niveaux d'abstration plus élevés et ore souvent des ÷urs IP préieux (fontions
prédénies) pour le ontrle avané et traitement du signal.
Comme mentionné préédemment, les iruits FPGA sont sur le terrain évolutif et
ne néessitent pas le temps et les dépenses néessaires à la refonte ASIC. Les protooles
de ommuniation numérique, par exemple, ont des spéiations qui peuvent hanger
au l du temps, et des interfaes basées sur les ASIC peuvent auser des problèmes de
maintenane et de ompatibilité. Etant reongurables, les iruits FPGA peuvent suivre
les futures modiations qui pourraient être néessaires.
Le ot de oneption des omposants reongurables est présenté dans la gure 2.9.
Il ommene par la spéiation du iruit logique en utilisant un langage de desription
matérielle ou un outil de spéiation graphique. Puis une simulation fontionnelle est
eetuée pour vérier l'exatitude des résultats fournis par le omposant spéié. Cette
première simulation ne tient pas ompte des aspets temporels du iruit. Si les résultats
de la simulation fontionnelle sont faux, on doit refaire la spéiation du iruit. Sinon
on passe à la simulation temporelle qui vérie que le iruit spéié donne le résultat
voulu à l'instant voulu. Puis on passe à la onguration du FPGA.
Les outils permettant l'exéution de e ot de oneption sont : ISE, VIVADO de
Xilinx, Quartus II d'Altera, Libero d'Atel . . ..
2.2.3 Arhitetures mixtes : programmables et reongurables
L'implémentation des appliations de traitement de signal sur des arhitetures pro-
grammables peut mener à un système de faible oût mais qui ne satisfait pas toujours
les exigenes en performanes de es appliations. Par ontre l'implémentation matérielle
ou sur une arhiteture reongurable de es appliations permet une meilleur exploita-
tion du parallélisme de l'appliation mais ave en ontrepartie une forte augmentation du
oût de développement et du oût nanier. Un ompromis entre performanes et oût
peut être obtenu en mixant les arhitetures programmables et les arhitetures reon-
gurables : de telles arhitetures seront appelées arhitetures mixtes dans la suite
de e doument. Il existe deux possibilités pour réaliser la partie programmable de es
arhitetures mixtes : elle peut être onstituée par un ou plusieurs miroproesseurs ou
peut être onstituée par un ou plusieurs proesseurs ontenus dans les omposants reon-
gurables omme expliqué i-dessous. Les diérentes familles de miroproesseurs ayant
été présentées dans la setion 2.2.1, nous allons maintenant présenter les diérents types
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Figure 2.9  Flot de oneption des omposants reongurables
de proesseurs que peuvent ontenir les omposants reongurables.
Ces proesseurs peuvent être âblés dans le FPGA, on parle alors de proesseur hard-
ore, ou ils peuvent exister sous forme de desription matérielle en langage VHDL ou
Verilog, on parle ainsi de proesseur softore.
Les proesseurs hardores sont ontenus dans les FPGA en plus des éléments standards
qu'ils ontiennent (blos logiques, blos de mémoires,. . .). Les proesseurs hardores les
plus utilisés, aujourd'hui, sont le proesseur PowerPC utilisé par exemple dans les FPGA
Virtex-4 [Xilinx, 2008℄ et Virtex-5 [Xilinx, 2009b℄ de Xilinx et le proesseur ARM dans le
FPGA Cylone V [Altera, 2014b℄ d'Altera ou la plate-forme Zynq de Xilinx [Xilinx, 2013b℄
par exemple. Les points positifs de l'utilisation de proesseurs hardores sont que les
ressoures du FPGA restent disponibles pour les aélérateurs matériels et la fréquene
de fontionnement du proesseur est relativement élevée.
Les proesseurs softores sont dérits en langage de desription matériel (VHDL/Verilog)
utilisé d'abord pour dérire le iruit que ontiendra le FPGA après onguration. Il
existe des proesseurs softores libres qui peuvent être implantés dans n'importe quel
iruit FPGA (LEON3, MIPs, . . .). D'autres sont propriétaires et ne peuvent être im-
plémentés que dans le iruit FPGA pour lequel il est onçu (Nios II d'Altera et Miro-
Blaze/PioBlaze de Xilinx). Leur point fort réside dans leur grande exibilité. En eet,
les proesseurs softores sont exibles et peuvent être personnalisés pour une applia-
tion spéique ave une failité relative. On peut ainsi modier de nombreux paramètres
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omme la taille des mémoires ahes, le nombre et les fontions des unités (présene ou
non d'unités DSP ou de alul ottant . . .). Par exemple, le proesseur Nios II peut avoir
jusqu'à 256 instrutions personnalisées [Tong et al., 2006℄.
Les proesseurs hardore orent de bonnes performanes au détriment de la exibilité.
Les proesseurs softores fontionnent à une fréquenes faibles par rapport à la fréquene
de fontionnement des proesseurs hardores. De plus, es proesseurs onsomment une
partie plus ou moins grande (selon la onguration hoisie et le nombre d'instrutions
personnalisées) des omposants reongurables.
Les leaders du marhé des iruits reongurables proposent des iruits mixtes basés
sur leur FPGA respetifs et le proesseur ARM [Corporation, 2009℄. Ainsi Altera propose
aujourd'hui les plateformes Altera So [Altera, 2013a℄ et Xilinx propose les plateformes
Zynq [Xilinx, 2013b℄.
Comme tous systèmes multiomposants, les arhitetures mixtes néessitent l'établis-
sement de ommuniations entre leurs omposants [Staunstrup and Wolf, 1997℄.
1. Le système de ommuniation le plus simple à mettre en plae est la liaison point
à point. Il permet de onneter deux omposants et ne néessite pas de système
d'adressage ou de routage. La ommuniation à travers une liaison point à point
est séquentielle et implique que l'ordre de réeption et d'envoi des données soit le
même. Ces liaisons peuvent ontenir des mémoires FIFO, on les appelle SAM :
Sequential Aes Memory [Grandpierre, 2000℄[Grandpierre and Sorel, 2003℄.
2. L'utilisation de bus pour les ommuniations permet de onneter plusieurs ompo-
sants entre eux. Le bus permet d'établir à haque instant une liaison point à point
entre un ouple de omposants, un maitre qui gère la ommuniation et un eslave,
qui lui sont onnetés. Il permet aussi la diusion matérielle des données, 'est à
dire envoyer une donnée à plusieurs réepteurs en même temps. La ommuniation
par bus néessite l'utilisation d'un système d'arbitrage pour gérer l'utilisation du
bus et dénir les priorités entre les diérents omposants du système. Les perfor-
manes d'un tel système de ommuniation déroissent exponentiellement ave le
nombre de maitres qui peuvent gérer les ommuniations. La gure 2.10 montre une
représentation simpliée d'un système basé sur un bus. Le bus permet de onneter
les diérentes unités de traitement (proesseurs ou iruits âblés) entre elles mais
aussi aux mémoires et périphériques du système.
Figure 2.10  Représentation d'un système de ommuniation par bus
3. La ommuniation par mémoire partagée ne dénie pas un nouveau anal physique
de ommuniation mais se base sur une liaison point à point ou à travers un bus. En
eet, e méanisme de ommuniation néessite une liaison entre l'émetteur et une
mémoire et entre ette mémoire et le réepteur. Ce type de ommuniation peut
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utiliser des RAM double, triple ou quadruple ports (les bus d'adresse, de ontrle
et de données sont multipliés). Mais elles sont alors de petite taille. Sinon il faut
un arbitre pour gérer l'aès à la RAM [Grandpierre, 2000℄. La ommuniation
s'eetue en deux étapes : l'émetteur érit la donnée à transférer dans la mémoire
partagée puis le réepteur aède à ette mémoire pour lire ette donnée. L'utili-
sation d'une mémoire partagée augmente relativement le temps de ommuniation
ar les aès mémoire sont multiples et lents. La ommuniation par mémoire par-
tagée est simple à mettre en plae ar elle implique de simples opérations d'ériture
et de leture dans une mémoire et ne néessite pas toujours une synhronisation. La
gure 2.11 montre un système de ommuniation basé sur une mémoire partagée.
Les anaux 1 et 2 peuvent être des liaisons point à point ou un ou plusieurs bus.
Figure 2.11  Représentation d'un système de ommuniation par mémoire partagée
4. Les liaisons point à point sont la brique de base des réseaux sur pues (NOC)
[Bjerregaard and Mahadevan, 2006℄. En eet, un réseau sur pue est onstitué par
des routeurs onnetés entre eux à travers des liaisons point à point. Ces routeurs
peuvent être intégrés dans les omposants de traitement ou bien former des ompo-
sants à part onnetés aux omposants de traitement par des liaisons point à point.
Les performanes (bande passante) de es réseaux sur pues sont étroitement liées
à la topologie du réseau mais sont généralement meilleures que les autres moyens
de ommuniation (omme la ommuniation par mémoire partagée i dessus) sur-
tout pour les systèmes ontenant un grand nombre de omposants. Cependant, les
systèmes de routage de es réseaux peuvent être omplexes et néessiter un oût et
un temps de développement assez important. La gure 2.12 représente un réseau
sur pue en maille. Ce système omporte 6 routeurs onnetés haun à une unité
de traitement (PU) qui peut être un proesseur et sa mémoire ou un iruit âblé
pour eetuer un traitement quelonque.
Si le anal de ommuniation ne omporte pas de système de mémorisation (buer ou
mémoire), l'émetteur et le réepteur doivent être atifs en même temps et partiiper à la
ommuniation. Don une synhronisation est néessaire.
2.2.4 Synthèse des systèmes temps réel embarqués
Le hoix du système utilisé pour l'implémentation des appliations temps réel embar-
quées dépend des ontraintes auxquelles sont soumises es appliations : performanes,
mais aussi exibilité, oûts matériel et de développement. Le tableau suivant présente une
omparaison entre es diérents types d'arhitetures.
On peut onstater que les arhitetures programmables ont un oût matériel xe. En
eet, leurs performanes sont proportionnelles à leurs fréquenes de fontionnement. Mais
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Figure 2.12  Représentation d'un réseau sur pue en grille
Tableau 2.2  Comparaison des systèmes embarqués
Type d'arhi-
teture
Flexibilité Coût matériel Coût de dé-
veloppement
Performanes
Arhitetures
program-
mables
Arhitetures
pas exibles
oût xe oût faible Performanes dé-
pendant de la
fréquene de fon-
tionnement et du
nombre de ompo-
sants fontionnant
en parallèle
Arhitetures
reonfugu-
rables
exibilité
d'arhi-
teture
maximale
oût dépendant
de la surfae uti-
lisée
oût élevé Fréquenes de fon-
tionnement relati-
vement faibles mais
grande possibilité
de parallélisation
Arhitetures
mixtes
Arhiteture
partiel-
lement
exible
oût variable
selon la surfae
de la partie
reonfugurable
utilisée
oût très
élevé
bonnes perfor-
manes
l'augmentation de es fréquenes de fontionnement induit une augmentation exponen-
tielle de la onsommation d'énergie. Don, les onepteurs des miroproesseurs optent
de plus en plus vers l'utilisation de plusieurs omposants programmables fontionnant
en parallèles à des fréquenes moins élevées. Ainsi, ils obtiennent une amélioration des
performanes tout en gardant la onsommation d'énergie et l'éhauement à un niveau
aeptable. Nous sommes ainsi passés à l'ère des miroproesseurs multi-÷urs.
Le point fort des arhitetures reongurables est leur exibilité. En eet un omposant
reongurable peut être onguré pour eetuer n'importe quelle fontion numérique.
Et malgré leurs fréquenes de fontionnement relativement faibles par rapport à elles
des omposants programmables, les arhitetures reongurables peuvent satisfaire les
ontraintes temps-réel de plusieurs appliations grâe au parallélisme qu'elles orent.
Les arhitetures mixtes représentent un ompromis entre les arhitetures program-
mables et les arhitetures reongurables. Elles héritent des points forts de es deux
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types d'arhitetures. Par ontre leur mise en plae est plus omplexe et néessite don
une longue durée de oneption.
2.3 Outils et méthodes de développement
Plusieurs outils de oneption assistée par ordinateur des systèmes embarqués existent
de nos jours. Ces outils traitent une ou plusieurs étapes de la oneption : la modélisation,
la simulation, l'exploration de l'espae des solutions et la génération automatique de
odes. Ils peuvent ibler un seul type d'arhiteture ou ne pas faire de restritions sur
l'arhiteture ible. Dans e paragraphe, nous allons présenter et étudier les prinipaux
outils existant aujourd'hui dans le domaine du o-design (oneption onjointe).
2.3.1 SYLVA
SYLVA [Li et al., 2013℄ est un environnement de synthèse au niveau système pour
l'implémentation matérielle des systèmes de traitement du signal. Il est développé par
le département  Eletroni systems  du  Royal Institute of Tehnology  à Kista en
Suède. Il eetue une exploration de l'espae des implémentations possibles et permet de
générer automatiquement une implémentation matérielle sur ASIC ou FPGA.
L'appliation est dérite sous forme de graphe ot de données dont les sommets sont
des fontions typiques de traitement de signal (FFT, FIR, viterbi, . . .). A haune de
es fontions orrespondent plusieurs implémentations possibles pré-onçues, vériées et
aratérisées. Ces implémentations, appelées FIMPs (Funtion IMPlimentations), sont
regroupées dans des bibliothèques. Elles diérent par leurs latenes, l'énergie qu'elles
onsomment et la surfae qu'elles oupent.
SYLVA eetue l'exploration de l'espae des implémentations possibles en utilisant ses
bibliothèques selon 3 dimensions : le hoix du FIMP, le nombre des FIMPs et le niveau
de pipeline entre les diérentes fontions. L'implémentation optimisée hoisie minimise la
fontion oût K1.A+K2.E où A représente la surfae oupée par l'implémentation,
E représente une estimation de l'énergie onsommée et K1 et K2 sont des onstantes
arbitraires spéiées par l'utilisateur. Elle satisfait aussi deux ontraintes : une latene
totale inférieure à la latene totale maximale TMAX et auun des omposants utilisés
(FIMPs) n'a une latene supérieure à l'intervalle d'éhantillonnage maximal RMAX .
Enn, SYLVA génère automatiquement la partie ontrle (des mahines à états nis)
et les multiplexeurs pour gérer le fontionnement et onneter les diérents FIMPs. Cette
partie ontrle est générée, dans un premier temps, dans une représentation abstraite
intermédiaire. Ensuite, ette représentation abstraite intermédiaire est transformée en
implémentation spéique à la tehnologie ible (ASIC ou FPGA) en utilisant des outils
tiers.
SYLVA ne prend ompte que des arhitetures matérielles âblées ou reongurables,
il ne prend pas ompte des arhitetures programmables.
2.3.2 MATLAB/Simulink
Simulink [MathWorks, 2012℄ est un environnement shématique pour la simulation
et la oneption par modélisation. Il prend en harge la oneption au niveau système,
la simulation, la génération automatique de ode, et le test des systèmes embarqués.
Simulink est un logiiel ommerial développé par  MathWorks . Il fournit un éditeur
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graphique et une bibliothèques de blos personnalisables. Son intégration ave MATLAB,
permet d'intégrer des algorithmes MATLAB dans les modèles et d'exporter les résultats
de simulation à MATLAB pour une analyse ultérieure.
La bibliothèque de blos prédénis, représenté par la gure 2.13, ontient les blos
ouramment utilisés pour modéliser un système et peut être étendue en y inorporant
des blos personnalisés dont le fontionnement est dérit en langage MATLAB, C, For-
tran ou Ada. La modélisation hiérarhique et la personnalisation des blos permettent de
représenter des systèmes omplexes de façon onise et préise.
Figure 2.13  Capture éran de la bibliothèque Simulink
Simulink permet de simuler le omportement dynamique du système et aher les ré-
sultats. Il permet aussi de onneter le modèle Simulink au matériel pour le prototypage
rapide, la simulation matérielle en boule (HIL), et le déploiement sur système embar-
qué. En eet, grâe à un système de toolbox (extensions logiielles), Simulink fournit un
support intégré pour le prototypage, le test et l'exéution de modèles sur plusieurs types
de plateformes matérielles dont des DSP de Texas Instruments, des FPGA et les réentes
plateformes Zynq de Xilinx. En eet, une extension logiielle spéique permet de simuler
l'exéution de l'appliation sur la plateforme Zynq, la génération automatique des odes
s'exéutant sur le proesseur et le FPGA ontenus dans ette plateforme ainsi que les
ommuniations entre es deux parties. La gure 2.14 représente une apture d'éran de
l'interfae de Simulink. On y distingue le menu permettant d'exéuter l'appliation du
modèle spéié sur la plateforme ible.
Grâe à ses extensions logiielles, les Modèles Simulink peuvent être ongurés et
préparés pour la génération du ode. Ainsi, on peut en générer un ode C, C++ ou
VHDL en utilisant Simulink ave les extensions logiielles de génération de ode.
Si MATLAB/Simulink permet de programmer un proesseur embarqué ou un FPGA
à partir d'une spéiation textuelle (MATLAB) ou graphique (Simulink), il ne permet
pas en revanhe de générer du ode pour les multiproesseurs embarqués, les multi-FPGA
ou des odes pour les arhitetures mixtes autre que les plateformes Zynq.
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Figure 2.14  Capture éran de l'interfae Simulink
2.3.3 PtolemyII
Ptolemy II [Editor, 2014℄ est un environnement de modélisation et de simulation open
soure destiné à l'expérimentation de tehniques de oneption des systèmes, en partiulier
eux qui impliquent des ombinaisons de diérents types de modèles. Il est développé par
le  Department of Eletrial Engineering and Computer Sienes  de l'université de
California.
Une interfae graphique (gure 2.15) est utilisée pour spéier le modèle de l'applia-
tion. Le modèle utilisé par Ptolemy II [Brooks et al., 2007℄ est basé sur des omposants
logiiels onurrents appelés ators". Ils peuvent être atomiques (représentent le niveau
le plus bas de la hiérarhie) ou omposites (renfermant d'autres ators"). Ces diérents
ators" peuvent ommuniquer à travers les onnexions entre leurs ports. Tous les ators"
(atomiques ou omposites) s'exéutent en 3 étapes : mise en plae (setup), répétition (ite-
rate) et onlusion (wrapup). Durant la phase de de mise en plae, les paramètres de
l'ator sont initialisés, l'état loal de l'ator est mis à zéro et les données initiales sont
produites. Durant la phase de répétition, l'ator lit les données dans ses ports d'entrées,
eetue le traitement et produit les résultats dans ses ports de sorties. Enn, durant la
phase de onlusion, l'ator libère les ressoures qui lui ont été allouées durant l'exéution.
Le modèle de alul assoié à haque ator omposite est appelé domain. Il dénit
la sémantique de ommuniation et l'ordre d'exéution des ators. Il se ompose de 2
lasses : diretor et reeiver. Les reeivers implémentent les ommuniations. Un reeiver
est utilisé pour haque anal de ommuniation et est ontenu dans le port d'entrée. Le
diretor spéie l'ordre d'exéution des ators.
Le langage de programmation utilisé pour la mise en plae de Ptolemy II est JAVA. Ce
même langage est utilisé pour spéier le ode soure des omposants formant le modèle.
Pour améliorer les performanes, le ode soure des ators est transformé en réduisant
les appels aux méthodes. En eet, faire appel à la méthode add() pour additionner deux
entiers est plus lent qu'additionner diretement es deux entiers. Ce ode transformé peut-
être onverti en langage C pour une meilleure portabilité sur les systèmes embarqués
[Tsay, 2000℄. Ptolemy II permet aussi de générer un ode Verilog dérivant le omposant
prinipal de la spéiation de l'appliation [Asthana, 2010℄.
Ptolemy II est un outil permettant la modélisation et la simulation des appliations.
Malgré qu'il permet aussi la génération de ode C ou Verilog, Ptolemy II ne permet
pas de modéliser l'arhiteture ible. Don il ne permet d'optimiser l'implémentation des
appliations sur les arhitetures mixtes.
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Figure 2.15  Capture éran de l'interfae Ptolemy II
2.3.4 CoFluent
CoFluent Studio
TM
[Corporation, 2012℄ est un outils de modélisation et simulation
de systèmes embarqués omposés par des proesseurs. Il est développé par atlanpolitaine
puis raheté par Intel. Les modèles sont saisis sous forme de diagrammes, à travers une
interfae graphique, en utilisant le langage optimisé spéique à un domaine (domain-
spei language DSL) de CoFluent ou en desription UML standard. Pour dérire les
types de données et les algorithmes, les langages ANSI C ou C++ peuvent être utilisés.
Les exigenes non-fontionnelles du système ou des données de alibration des modèles
telles que la durée d'exéution, la puissane sont ajoutées pour la aratérisation du
modèle. Les modèles sont traduits en SystemC qui est instrumenté et génère des traes
pouvant être suivis ave diérents outils d'analyse. Ainsi une simulation rapide permet
d'extraire les performanes (omme les latenes, les débits, les niveaux de tampons, les
harges des ressoures, la onsommation d'énergie) de l'exéution du modèle établi sur
des plates-formes multiproesseurs/multi-÷urs.
CoFluent permet deux types de simulations :
- Comportementale (également appelée statistique ou à base de jetons) : les types de
données et les algorithmes peuvent être laissés vides an que les ommuniations
de données et les aluls se résument à leurs durées d'exéution. Cei est utile
pour valider les exéutions en parallèle de proessus, les ommuniations et la
synhronisation inter-proessus.
- Fontionnelle : les types de données et les algorithmes orrespondent aux don-
nées réelles et au traitement eetué par le système. Ils peuvent être dénis dans
la norme ANSI C ou C++ ou dérits ave MATLAB ou Simulink. Ce type de
simulation est utile pour valider les aluls eetués par le système.
Un ranement supplémentaire du modèle est néessaire lors de la modélisation des
appliations fontionnant sur des plates-formes multiproesseur/multi÷ur ave des res-
soures partagées. Le onepteur du système ommene par réer un modèle statique de la
plate-forme ible. Ensuite, il alloue les diérents proessus aux ÷urs, stoke les données
dans les mémoires et route les ommuniations inter-proesseurs sur les liens physiques.
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Cette opération est nommée alloation et est réalisée par un simple glisser-déposer. Ainsi
un modèle alloué, qui peut être traduit en SystemC, est obtenu.
CoFluent ne vise don pas diretement les arhitetures mixtes qui nous intéressent, il
s'intéresse à la modélisation de systèmes omplets omme par exemple la haine omplète
d'aquisition, ompression, transmission, déompression et ahage de vidéo.
2.3.5 DOL
Distributed Operation Layer (DOL) [Thiele et al., 2007℄ est un outil permettant l'ex-
ploration de l'espae des solutions pour l'implémentation des algorithmes sur les arhite-
tures multiproesseurs. C'est un logiiel libre développé par  l'institut fédéral de tehno-
logie de Zurih  en Suisse.
L'appliation est dérite, à travers une interfae graphique, par deux types de spéi-
ations : une struturelle et une fontionnelle. La spéiation struturelle est un graphe
dont les n÷uds représentent les proessus et les ars représentent les anaux de ommuni-
ation entre es proessus. Ce graphe ontient des informations spéiques à l'appliation
omme la taille minimale des anaux, la durée d'exéution des proessus . . .. Il est dérit
en langage XML. La spéiation fontionnelle de l'appliation est spéiée en langage
C/C++. Chaque proessus se ompose de deux proédures : init et re. La proédure init
est appelée une seule fois pour l'initialisation du proessus et l'appel de la proédure re
est répétitif.
La plateforme ible est dérite en langage XML. Elle dérit les ressoures disponibles :
les proesseurs, les mémoires, les anaux de ommuniations . . .. Ces éléments sont annotés
haun par ses données de performanes omme le débit des bus, le délai des voies de
ommuniation, les fréquenes de fontionnement des proesseurs et des bus, les tailles
des mémoires, . . ..
L'optimisation d'implémentation de DOL est un proessus itératif permettant l'explo-
ration automatique de l'espae d'implémentations possibles. Elle part d'une implémen-
tation spéiée par l'utilisateur et utilise un algorithme évolutionnaire pour réduire le
nombre d'implémentations à explorer.
Si DOL permet une prise en ompte plus ne des proesseurs de l'arhiteture, ontrai-
rement à Ptolemy II ou CoFluent, il ne peut pas prendre en ompte les omposants
reongurables.
2.3.6 Catapult C
Catapult C est un outil ommerial de génération automatique de ode HDL, déve-
loppé par Mentor Graphis.
L'élaboration d'un système matériel, pour répondre aux besoins omplexes de nos
jours, néessite un long temps de développement. L'outil de synthèse haut nivaux Catapult
permet non seulement de réduire e temps de développement, mais aussi de réduire le
risque d'erreurs. Cette rédution du temps de développement permet aux onepteurs
d'essayer plusieurs solutions pour en hoisir la meilleure.
L'utilisateur spéie l'appliation à travers une interfae textuelle en utilisant le lan-
gage C/C++ ou SystemC (gure 2.16). Catapult C permet de simuler le fontionnement
de ette spéiation. L'utilisateur peut ainsi se rendre ompte des erreurs de la spéi-
ation dès les premières étapes de la oneption du système. Une fois ette étape passée,
Catapult C peut être utilisé pour générer automatiquement le ode HDL orrespondant.
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Figure 2.16  Interfae de Catapult C
Le ode HDL est généré selon les ontraintes d'utilisateur qui préisent notamment
la période d'horloge, la limitation des ressoures, le protoole d'entrée/sortie utilisé et le
niveau de onurrene souhaité. Il est omposé d'un hemin de données (les opérateurs de
traitement), de omposants de ontrle et des diérentes onnexions entre es éléments.
Catapulte C supporte plusieurs types de bus omplexes pour onneter les diérents
omposants du système. Le ode généré est optimisé pour onsommer une faible énergie
lors de l'exéution et pour utiliser le minimum possible de mémoire.
Catapult C est don un bon outil pour ouvrir la programmation de haque omposant
des arhitetures mixtes mais il ne permet pas la modélisation du système omplet. Il ne
prend pas en ompte les ommuniations et le partitionnement. C'est plutt un outil
"aval" qui peut être vu au même niveau que le ompilateur.
2.3.7 Vivado HLS
Vivado
R© HLS [Xilinx, 2013a℄ est un outil ommerial de génération automatique de
ode HDL, développé par Xilinx.
L'utilisateur spéie l'appliation en langage C ou Système C en utilisant une inter-
fae textuelle (gure 2.17). Vivaldo HLS permet de simuler le fontionnement de ette
appliation puis de générer un ode VHDL, Verilog ou Système C.
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Figure 2.17  Interfae de Vivado HLS
Le ompilateur Vivado HLS fournit un environnement de programmation similaire à
eux disponibles pour le développement d'appliations sur les proesseurs standards et
spéialisés. La prinipale diérene réside dans la ible de l'exéution de l'appliation.
Vivado HLS analyse tous les programmes en termes de :
- Opérations : les opérations référent à la fois aux opérations arithmétiques et lo-
giques d'une appliation qui sont impliquées dans le alul des résultats. Ave un
ompilateur de proesseur, l'arhiteture de traitement est xe. Don l'utilisateur
ne peut aeter les performanes de fontionnement qu'en manipulant la mise en
mémoire des données an d'optimiser les performanes de la mémoire ahe. En
revanhe, Vivado HLS n'est pas limité par une plateforme xe mais onstruit une
plateforme spéique de l'algorithme. Il eetue alors une analyse des dépendanes
de données entre les opérations et parallélise les opérations qui peuvent l'être.
- Conditionnement : Vivado HLS rée les iruits néessaires pour l'exéution de
haque branhe de onditionnement. Par onséquent, l'exéution d'un ondition-
nement revient à un hoix de iruit plutt qu'un hangement de ontexte.
- Boules : pour réduire la latene des boules, la première optimisation automatique
appliquée par HLS est la parallélisation des opérations du orps de la boule.
La seonde optimisation est la mise en pipeline des diérentes itérations. Cette
optimisation néessite une intervention de l'utilisateur, ar elle dépend des débits
des données d'entrées.
- Fontions : les fontions sont une hiérarhie de programmation qui peut ontenir
des opérateurs, des boules et d'autres fontions. Le ompilateur de Vivado HLS
rée un module matériel indépendant pour haque fontion d'un niveau hiérar-
hique donné. Ainsi les traitements des diérentes fontions indépendantes d'un
même niveau hiérarhique peuvent s'exéuter en parallèle.
Vivado HLS est un outil de génération de ode HDL à partir d'un ode C ou Système
C. Le ode généré est optimisé selon des paramètres spéiés par l'utilisateur. Mais l'uti-
lisation de Vivado HLS peut mener à un sur-dimensionnement des bus utilisés si la taille
de données ne oïnide pas ave elle utilisée par le langage C. En eet, si par exemple
le système traite des données odées sur 20 bits, es données sont délarées dans le ode
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C de type entier (32 bits). Le ode HDL généré par Vivado HLS utilise des bus de taille
32 bits alors que 20 bits susent. Ce qui induit une oupation plus grande de surfae.
De plus Vivado HLS ne ible que les omposants reongurables, don ne prend pas en
ompte les parties programmables des arhitetures mixtes.
2.4 Conlusion
Nous nous sommes intéressés dans e hapitre aux diérentes arhitetures de systèmes
embarqués lassiées selon les types des omposants de alul qu'ils ontiennent. Ainsi les
omposants de alul des systèmes embarqués peuvent avoir une arhiteture program-
mable, une arhiteture reongurable mais aussi une arhiteture mixte ontenant des
omposants programmables et d'autres reongurables.
Nous avons présenté aussi les prinipaux outils utilisés pour l'aide à la oneption
de es systèmes embarqués. Ces outils traitent une ou plusieurs étapes de la haîne de
oneption et permettent de failiter la oneption et de réduire le temps de mise sur le
marhé (time-to-market) de es systèmes.
Nous avons vu l'intérêt des arhitetures mixtes puisqu'elles répondent à un grand
nombre de ontraintes qui nous intéressent, mais nous avons aussi vu que des outils dédiés
étaient néessaires pour développer des appliations sur e type d'arhiteture. Comme
l'état de l'art des outils l'a montré, il n'existe pas enore de tels outils, 'est pourquoi
nous proposons une nouvelle méthodologie et un nouvel outil dans ette thèse. Il sera
basé sur la méthodologie de prototypage rapide Adéquation Algorithme Arhiteture que
nous allons étendre. Cette méthodologie est implémentée dans deux outils de oneption
assistée par ordinateur : SynDEx et SynDEx-IC que nous allons oupler.
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3.1 Introdution
Les onepteurs de systèmes embarqués doivent tenir ompte de plusieurs ontraintes
dont les oûts mais aussi le délais de mise sur le marhé (time to market) qui deviennent
stratégiques de nos jours. La rédution de e délais permet d'avoir un produit ni avant la
onurrene et peut se faire en réduisant le temps de oneption et validation en utilisant
le prototypage rapide.
Le prototypage rapide a pour objetif de passer de la spéiation haut niveau de l'ap-
pliation à une implémentation temps réel sur l'arhiteture ible en faisant intervenir le
moins possible le onepteur. Cette automatisation sert non seulement à réduire la durée
de oneption des systèmes omplexes mais doit aussi prévenir les erreurs de oneption.
Nous nous intéressons dans e hapitre à la méthodologie de prototypage rapide Adéqua-
tion Algorithme Arhiteture (AAA)[Sorel, 1994℄. Cette méthodologie est hoisie ar
elle utilise, omme nous allons voir, un modèle d'arhiteture permettant de modéliser
la plus part des arhitetures matérielles, elle ore aussi la séurité de oneption. Elle
utilise aussi une heuristique permettant de trouver une implémentation optimisée en un
temps relativement ourt. Cette méthodologie existe sous deux variantes : AAA pour les
iruits programmables et AAA pour les iruits reongurables.
Dans le prohain hapitre, nous étendrons ette méthodologie et ses outils pour ouvrir
les arhitetures mixtes qui, omme on va le voir maintenant, ne sont pas enore supportés
en tant que tel.
Nous allons dans e hapitre présenter ette méthodologie dans es deux variantes
ainsi que les outils (SynDEx pour les arhitetures multi-omposants programmables et
SynDEx-IC pour les iruits reongurables) se basant sur ette méthodologie.
3.2 Présentation générale de AAA
L'Adéquation Algorithme Arhiteture [Sorel, 1996℄ onsiste à trouver l'implantation
d'un algorithme sur une arhiteture en réduisant le temps d'exéution tout en utilisant
le minimum de ressoures matérielles possibles. Cette méthodologie est développée dans
le adre du projet OSTRE de l'INRIA et a pour but d'aider au prototypage rapide d'ap-
pliations temps réel sur des arhitetures distribuées hétérogènes. Elle a été étendue
[Kaouane, 2004℄ pour optimiser l'implémentation des algorithmes sur les arhitetures
reongurables.
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La méthodologie AAA [Grandpierre and Sorel, 2003℄, omme le montre la gure 3.1,
utilise trois types de graphes : un graphe ot de données onditionné fatorisé mettant
en évidene le parallélisme potentiel de l'algorithme, un graphe d'arhiteture mettant
en évidene le parallélisme disponible et un graphe d'implantation de l'algorithme sur
l'arhiteture. Ce graphe d'implantation est le résultat de l'adéquation, il est obtenu par
des transformations de graphes rigoureuses énonées dans [Grandpierre, 2000℄. Cette mé-
thodologie permet ensuite la génération automatique d'exéutifs distribués temps réel.
Figure 3.1  Flot de oneption de la méthodologie AAA
3.3 AAA pour les iruits programmables : SynDEx
3.3.1 Modèle d'algorithme
Le modèle d'algorithme onstitue une des entrées fournies à la méthodologie AAA
(retangle 1 de la gure 3.1) pour pouvoir trouver une adéquation de l'algorithme sur
l'arhiteture. L'algorithme est modélisé par un graphe fatorisé onditionné de dépen-
dane de données (O,D) où O est l'ensemble des sommets et D est l'ensemble des ars les
reliant. Chaque sommet de O représente une opération de l'algorithme. Cette opération
peut être onditionnée, 'est à dire ne s'exéute que si une ondition d'exéution est vé-
riée, ou bien non onditionnée et s'exéute sans onditions. Chaque ar de D représente
une dépendane de données ou de onditionnement entre une opération produtrie et
une ou plusieurs opérations onsommatries. Les sommets peuvent être de inq types :
* Constant : un sommet onstant est une abstration d'une valeur. C'est un sommet
qui n'a pas d'entrées et produit à haque fois qu'il est exéuté ette même valeur.
Ce sommet ne onsomme pas de temps de alul.
* Sensor : un sensor est un sommet représentant un apteur qui produit à l'algorithme
ses données d'entrées. C'est un sommet ne possédant que des sorties. Un sommet
sensor est aratérisé par une durée d'exéution qui dépend de l'opérateur qui
l'exéute.
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* Atuator : un atuator représente un ationneur qui onsomme les données pro-
duites par l'algorithme. Il ne possède que des entrées. L'atuator est aratérisé
par sa durée d'exéution qui dépend de l'opérateur qui l'exéute.
* Delay : un sommet delay, ou retard, modélise une mémorisation de données. Il doit
avoir au moins une entrée et une sortie de même type. C'est l'unique façon de
propager des données produites par une opération à une exéution ultérieure de
l'algorithme.
* Funtion : les sommets funtions modélisent les opérations de alul de l'algo-
rithme. A haque exéution, ils onsomment une donnée à haune de leurs entrées,
les transforment pour produire une donnée à haque sortie. Chaque sommet fun-
tion se aratérise par sa durée d'exéution qui dépend de l'opérateur qui l'exéute.
Les algorithmes de traitement de signal itèrent des traitements identiques sur des données
diérentes. Pour simplier leurs présentations, on utilise la notion de fatorisation.
La fatorisation est la représentation d'un ensemble de traitements itératifs par un seul
exemplaire (itération), appelé motif de répétition, en indiquant le nombre d'itérations,
appelé aussi fateur de répétition. Un motif de répétition est délimité par une frontière
de fatorisation.
De plus, les systèmes dérits par le modèle AAA sont des systèmes temps réel réatifs
qui réagissent ave leur environnement de manière disrète sous forme d'une répétition
innie d'une séquene aquisition-alul-ation. Pour modéliser et interation entre le
système et son environnement, on dénit par, analogie à la frontière de fatorisation nie,
la frontière de fatorisation innie. C'est une frontière de fatorisation ave un fateur
de fatorisation innie, et qui englobe la totalité de l'algorithme (la séquene aquisition-
alul-ation) [Grandpierre, 2000℄.
Pour mieux expliquer la notion de fatorisation, voii l'exemple du produit d'une
matrie par un veteur. Le produit M d'une matrie  de dimension 3x3 par un veteur
e de dimension 3 (gure 3.2(a)) peut se déomposer en trois produits salaires. La gure
3.2(b) représente la déomposition de e produit matrie-veteur ainsi que sa fatorisation
(gure 3.2()). La frontière de fatorisation est représentée par le adre en pointillé.
Figure 3.2  Déomposition et fatorisation d'un produit matrie veteur
37
La méthodologie AAA
Cette gure 3.2() fait apparaitre trois nouveaux types de sommets partiuliers assoiés
à la frontière de fatorisation : D pour diusion, F pour fork et J pour Join. La gure 3.3
représente la déomposition et la fatorisation du produit salaire, 'est à dire le sommet
v" de la gure 3.2(). La gure 3.3() fait apparaitre un nouveau type de sommet de
frontière : le sommet I pour Iterate [Kaouane, 2004℄. Pour traverser une frontière de
fatorisation, haque donnée doit passer par un sommet partiulier. Ces sommets servent
à délimiter la frontière et à spéier la façon dont es données sont transmises entre
l'intérieur et l'extérieur de la frontière ainsi que d'une itération à une autre.
Figure 3.3  Déomposition et fatorisation d'un produit salaire
Ces sommets peuvent être de quatre types :
* Sommet Fork : noté F, 'est un sommet d'entrée de la frontière. Pour une frontière
qui se répéte n fois, il permet de diviser les données de taille d à son entrée en n
sous-ensembles de taille d/n. On interdit le as où d n'est pas divisible par n.
* Sommet Diuse : noté D, 'est un sommet d'entrée de la frontière. Il reproduit à
haque itération la même donnée reçue à son entrée.
* Sommet Join noté J, 'est un sommet de sortie de la frontière. Il permet de faire
l'opération inverse de elle eetuée par le Fork. En eet, un sommet Join permet
de regrouper n données de dimension d/n haune en une donnée de dimension d.
* Sommet Iterate : noté I, 'est un sommet d'entrée-sortie. Il permet de modéliser
les dépendanes inter-itérations.
3.3.2 Modèle d'arhiteture
Nous avons vu que le modèle d'algorithme AAA qui est dérit par un graphe. Nous
allons maintenant voir que l'arhiteture est aussi dérite par un graphe. Le modèle d'ar-
hiteture AAA (retangle 2 de la gure 3.1) permet de dérire un grand nombre de
mahines. En eet e modèle utilise un niveau d'abstration qui n'est pas trop élevé de
façon à ne pas négliger des détails importants de l'arhiteture, mais aussi, qui n'est pas
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trop faible rendant le temps que prend le proessus d'optimisation très long ('est un
niveau maro-RTL). Ce modèle se base sur un graphe (S, A) où S est l'ensemble des
sommets et A l'ensemble des ars bidiretionnels les reliant. Chaque élément de S repré-
sente une mahine à états nis qui peut appartenir à un seul de es quatre ensembles
[Grandpierre, 2000℄ :
* SOPR : l'ensemble des opérateurs,
* SM : l'ensemble des mémoires,
* SBus : l'ensemble des Bus/Mux/Demux ave ou sans arbitre,
* SCom : l'ensemble des ommuniateurs.
Les opérateurs
Chaque opérateur représente une ou plusieurs unitées de traitement, le séqueneur qui
les ommandes et éventuellement les unités d'entrées-sorties onnetées aux apteurs et
ationneurs. Si une opération regroupe un ensemble d'instrutions, les opérateurs peuvent
être assimilés aux séqueneurs d'instrutions des mahines SIMD et MIMD. Chaque opéra-
teur exéute séquentiellement un sous-ensemble des opérations du graphe d'algorithme sur
des données stokées dans les registres qui lui sont onnetés. Les opérations peuvent être
de alul ou d'entrée-sortie. Une opération de alul onsomme, à haque itération, des
données dans un ou plusieurs registres onnetés à l'opérateur. Elle modies es don-
nées pour produire de nouvelles données qu'elle érit dans un ou plusieurs registres. Les
opérations d'entrée produisent des données à partir d'informations physiques grâe aux
apteurs inlus dans l'opérateur, alors que les opérations de sorties transforment les don-
nées en grandeurs physiques grâe aux ationneurs.
Un opérateur est aratérisé par :
- La liste d'opérations qu'il est apable d'exéuter et pour haune de es opérations
sa durée d'exéution qui est notée δ(O,P )
- Le nombre maximal d'ars pouvant y être onnetés et pour haun de es ars sa
bande passante maximale.
Les mémoires
Un registre permet de sauvegarder une donnée par le méanisme d'ériture et d'y
aéder par le méanisme de leture eetué par un opérateur (ou un ommuniateur) qui
lui est onneté.Une mémoire est onstituée de plusieurs registres identiques ainsi que de
bus, multiplexeur, démultiplexeur permettant l'aès à es registres.
Les mémoires peuvent être de deux types : "Random Aes Memory" (RAM) ou
"Sequeniel Aes Memory" (SAM). L'aès aux registres qui forment une RAM est aléa-
toire, 'est-à-dire qu'il n'impose pas d'ordre entre leture et ériture. Chaque mémoire
RAM est aratérisée par sa taille et sa bande passante BPmax qui est égale à la bande
passante des registres qui la onstituent. La diérene des bandes passantes permet de
modéliser la hiérarhie mémoire onnetée à un opérateur. Une mémoire RAM peut être
utilisée pour enregistrer les instrutions du programme, on l'appelle alors RAMP (mé-
moire programme). Une mémoire RAM peut ne ontenir que les données à traiter, elle est
appelée alors RAMD (mémoire données). Les mémoires utilisées pour enregistrer à la fois
les instrutions et les données sont appelées RAMDP . Une mémoire RAM peut être soit
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onnetée à un seul opérateur soit partagée entre plusieurs opérateurs et ommuniateurs.
Dans e dernier as, elle peut être utilisée pour la ommuniation.
Les mémoires SAM, à l'inverse des RAM, imposent que les messages qu'elles ontiennent
soient lus dans le même ordre de leurs éritures. Les mémoires SAM sont essentiellement
utilisées pour le passage de messages de ommuniation entre les diérents séqueneurs
(proesseurs et ommuniateurs). Une SAM peut modéliser un buer FIFO (First In First
Out, premier entré premier sorti en français) point à point ou multipoint.
Les mémoires sont aratérisés par :
- Leurs tailles.
- Leurs bandes passantes maximales BPmax.
Les bus
Un sommet bus modélise un bus, un multiplexeur et un démultiplexeur, un déodeur
d'adresse et éventuellement un arbitre pour gérer l'aès aux ressoures partagées. Il
permet de modéliser l'aès d'un opérateur à un parmi n registres qui lui sont onnetés
par le même ar ou aux registres partagés entre et opérateur et un autre.
Les ommuniateurs
Un ommuniateur exéute séquentiellement des opérations de ommuniation. Une
opération de ommuniation est un ensemble d'instrutions de transfert de données entre
deux mémoires qui sont onnetées au ommuniateur qui l'exéute. Pour pouvoir exéuter
es transferts, un ommuniateur doit être paramétré par un opérateur. Il peut être utilisé
pour modéliser un anal de DMA [Dou et al., 2008℄.
Chaque ommuniateur est aratérisé par :
- La durée de son paramétrage.
- La durée de transfert pour haque type de données.
Exemples de graphes d'arhiteture
L'arhiteture la plus simple est l'arhiteture mono-proesseur. Cette arhiteture
omporte un séqueneur d'instrutions et son unité arithmétique et logique (UAL) onne-
tée à une ou plusieurs mémoires. La gure 3.4 représente le modèle d'une arhiteture
mono-proesseur omportant un opérateur (Opr"), modélisant l'unité arithmétique et
logique, onneté à deux mémoires : une mémoire externe (RAM E") et une autre in-
terne (RAM I"). Le adre en pointillé sur la gure 3.4 représente la limite de la pue
ontenant le proesseur. Pour diérenier les mémoires externes des mémoires internes,
on assoie aux mémoires internes des bandes passantes plus élevées que elles attribuées
aux mémoires externes [Grandpierre, 2000℄, ei est eetué en assoiant à l'ar reliant
l'opérateur à la mémoire interne une bande passante plus élevée omme expliqué plus
haut.
Figure 3.4  Modèle d'une arhiteture mono-proesseur à deux mémoires
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Il est de plus en plus fréquent que les proesseurs soient munis d'un DMA pour ef-
fetuer le transfert de données entre les mémoires externes et internes [Dou et al., 2008℄.
On peut modéliser les arhitetures mono-proesseurs munis d'un DMA par le modèle
représenté par la gure 3.5. Ce modèle omporte, en plus de l'opérateur et les mémoires,
un ommuniateur ("Com"). Le ommuniateur onneté aux deux mémoires modélise le
anal de DMA eetuant le transfert de données entre es deux mémoires : "RAM E"
(externe) et "RAM I" (interne).
Figure 3.5  Modèle d'une arhiteture mono-proesseur omportant un DMA
La gure 3.6 représente le modèle d'une arhiteture bi-proesseur. Chaque proesseur
omporte une UAL, une mémoire RAM ("R1" et "R2") et un DMA ("Com 1" et "Com
2"). Le transfert de données inter-proesseur se fait par les DMA à travers une mémoire
FIFO. La mémoire FIFO est modélisée par une mémoire SAM ("S").
Figure 3.6  Modèle d'une arhiteture biproesseur
La gure 3.7 représente un modèle d'arhiteture omportant quatre proesseurs onne-
tés en anneau. Ces proesseurs sont onnetés entre eux à travers des FIFOs modélisés
par des mémoires SAM ("S1", "S2", "S3" et "S4").
Figure 3.7  Modèle d'arhiteture à quatre proesseurs en anneau
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La gure 3.8 représente une arhiteture à quatre proesseurs onnetés entre eux à
travers une mémoire partagée. Chaque proesseur dispose d'un ommuniateur (Com) qui
permet d'aéder à la mémoire RAM partagée (SR).
Figure 3.8  Modèle d'arhiteture à quatre proesseurs onnetés à travers une mémoire
partagée
3.3.3 Modèle d'implantation
L'implantation est modélisée par un graphe d'implantation obtenu en transformant le
graphe d'algorithme en tenant ompte du graphe d'arhiteture. Un exemple de graphe
d'implantation d'un algorithme ontenant quatre opérations sur une arhiteture bipro-
esseur est donné par la gure 3.9. Pour obtenir le graphe d'implantation, les opérations
du graphe d'algorithme sont distribuées puis ordonnanées sur les opérateurs du graphe
d'arhiteture. Nous verrons en setion 3.3.5 qu'une heuristique est utilisée pour réaliser
ette distribution ordonnanement.
Figure 3.9  Exemple de graphe d'implantation
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Distribution
Lors de la distribution, une alloation spatiale du graphe d'algorithme sur le graphe
d'arhiteture est eetuée. Cette opération se produit en trois étapes : le routage, le
partitionnement et la ommuniation.
* Routage : le routage onsiste à onstruire le plus ourt hemin entre haque ouple
d'opérateurs et de ommuniateurs du graphe d'arhiteture.
* Partitionnement : il onsiste à déouper le graphe d'algorithme en plusieurs élé-
ments de partition. Chaque sous-graphe sera exéuté par l'opérateur du graphe
d'arhiteture sur lequel il a été alloué.
* Communiation : après partitionnement, on dit qu'il y a une dépendane de don-
nées inter-proesseurs lorsque l'opération produtrie et l'opération onsommatrie
d'une donnée sont distribuées sur des opérateurs diérents. Ces dépendanes de
données inter-proesseur néessitent un transfert de données de l'opérateur exé-
utant l'opération produtrie à l'opérateur exéutant l'opération onsommatrie
en passant par un hemin (trouvé lors du routage) reliant es deux opérateurs.
La ommuniation, onsiste à ajouter un nouveau sommet alloation sur haque
mémoire ou bus d'un hemin du graphe d'arhiteture reliant les deux opérateurs
produteur et onsommateur de la donnée à transférer.
Ordonnanement
Vu le aratère séquentiel des opérateurs de alul et de ommuniation, il faut dénir
pour haun de es opérateurs un ordre total d'exéution des opérations qu'il exéute.
Cet ordre doit respeter l'ordre partiel imposé par les dépendanes de données du graphe
d'algorithme ainsi que la disponibilité de ressoures matérielles des opérateurs et des
ommuniateurs.
3.3.4 Génération automatique des exéutifs
La méthodologie AAA vise une implémentation optimisée de l'algorithme sur l'arhi-
teture ible, mais aussi, la génération automatique d'un hier d'exéutifs pour haque
opérateur de ette arhiteture (retangle 4 de la gure 3.1).
Dans un premier temps, le graphe d'implémentation est traduit en un maro-odes
génériques, 'est à dire indépendant du langage de programmation de l'opérateur ible.
Chaun de es maros est formé d'une partie d'alloation de mémoire, une partie de
séquenes de ommuniations et une autre partie de séquene d'opérations de alul.
Ensuite, une bibliothèque spéique à haque langage de programmation est utilisée pour
traduire e maro ode dans le langage du proesseur ible.
Ce proessus de génération d'exéutifs sindé en deux étapes, une indépendante de l'ar-
hiteture ible et l'autre dépendante, peut ainsi s'adapter à diérents types de langages
de programmation, don à plusieurs types d'arhitetures. Plus de détails onernant la
génération automatique des exéutifs seront donnés dans la setion 5.2.
3.3.5 Optimisation
La méthodologie AAA vise à réduire la latene d'exéution de l'algorithme. Pour
pouvoir estimer la latene, il faut aluler les dates de début et de n assoiées aux
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graphes d'algorithme et d'implantation. Ces dates seront utilisées pour le alul de la
fontion oût de l'heuristique d'optimisation.
Calul des dates de début et de n d'exéution des opérations
Comme vu en 3.3.1, haque opération est aratérisée par sa durée d'exéution sur
haque opérateur apable de l'exéuter. Avant distribution, on ne onnait pas l'opérateur
qui va exéuter l'opération Oi du graphe d'algorithme. Don on ne peut pas onnaitre sa
durée d'exéution. Cette durée est approximée par la moyenne ∆app des durées d'exéution
de l'opération Oi sur tous les opérateurs pouvant l'exéuter :
∆app(Oi) =
1
n
n∑
j=1
δ(Oi, Pj) (3.1)
où n est le nombre d'opérateurs apables d'exéuter l'opération Oi
La date de début au plus tt depuis le début S(Oi) est dénie par :
S(Oi) =
{
0 si Γ−1(Oi) = ∅
max∀Oj∈Γ−1(Oi)E(Oj) sinon
(3.2)
Ave Γ−1(Oi) l'ensemble des prédéesseurs de Oi.
On dénit aussi la date de n au plus tt dénie depuis le début E(Oi) par la somme de
la date de début au plus tt depuis le début S(Oi) et de la durée d'exéution approximée
∆app(Oi) :
E(Oi) = S(Oi) + ∆app(Oi) (3.3)
On dénit aussi les dates au plus tard depuis la n. Cei sera utile pour ne pas être
amené à manipuler des dates négatives. La date de n au plus tard depuis la n E¯(Oi)
d'une opération Oi orrespond à la plus grande date de début au plus tard depuis la n
S¯ de ses suesseurs si Oi possède des suesseurs, si non, ette date est nulle.
E¯(Oi) =
{
0 si Γ(Oi) = ∅
max∀Oj∈Γ(Oi) S¯(Oj) sinon
(3.4)
Ave Γ(Oi) est l'ensemble des suesseurs de Oi.
La date de début au plus tard depuis la n S¯(Oi) d'une opération Oi est la somme
de la date de n au plus tard depuis la n de Oi et de sa durée approximée d'exéution
∆app(Oi).
S¯(Oi) = E¯(Oi) + ∆app(Oi) (3.5)
Les dates que nous venons de présenter ne tiennent ompte que du graphe d'algorithme.
Elles sont pour le moment indépendantes de l'implantation. Lors de l'implantation, haque
opération du graphe d'algorithme est assoiée à un opérateur qui va l'exéuter. Don on
ne parle plus de durée d'exéution approximée mais de durée d'exéution de l'opération
Oi sur l'opérateur P notée δ(Oi, P ). Soit la relation Π qui assoie à haque opération Oi
du graphe d'algorithme l'opérateur P sur lequel elle est distribuée Π(Oi) = P . La date
de début au plus tt dénie depuis le début S(Oi) tient ompte désormais de la date de
n de la dernière opération exéutée sur l'opérateur Π(Oi).
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S(Oi) =
{
0 si Γ−1(Oi) = Γ
′−1(Oi) = ∅
max(max∀Oj∈Γ−1(Oi)E(Oj), E(Γ
′−1(Oi))) sinon
(3.6)
Ave Γ
′−1(Oi) la relation qui assoie à haque opération Oi l'ensemble de ses prédé-
esseurs distribués sur le même opérateur.
La date de n au plus tt dénie depuis le début devient :
E(Oi) = S(Oi) + δ(Oi,Π(Oi)) (3.7)
De la même façon, la date de n au plut tard et de début au plus tard dénies depuis
la n deviennent :
E¯(Oi) =
{
0 si Γ(Oi) = ∅ et Γ
′(Oi) = ∅
max(max∀Oj∈Γ(Oi) S¯(Oj), S¯(Γ
′(Oi))) sinon
(3.8)
S¯(Oi) = E¯(Oi) + δ(Oi,Π(Oi)) (3.9)
Ave Γ′(Oi) la relation qui assoie à haque opération Oi l'ensemble de ses suesseurs
distribués sur le même opérateur.
heuristique d'optimisation
Pour un algorithme d'appliation de traitement de signal réel et une arhiteture multi-
omposants donnés, il existe un nombre très élevé de solutions possibles. Le parours de
toutes es solutions possibles pour en extraire la solution optimale néessite un temps
tellement grand qu'il est irréaliste d'envisager de trouver ette solution. Fae à e problème
NP diile, les méthodologies de prototypage rapide utilisent des heuristiques pour réduire
l'ensemble de solutions à explorer.
La méthodologie AAA utilise une heuristique gloutonne basée sur une méthode de liste
pour aboutir à une implémentation optimisée d'un algorithme sur une arhiteture donnée.
L'intérêt de e hoix a été défendu dans [Viard and Sorel, 1998℄. Cette heuristique vise
à minimiser la longueur du hemin ritique (gure 3.10) qui est le hemin le plus long du
graphe d'algorithme.
Figure 3.10  Représentation du hemin ritique
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La fontion oût σ de l'heuristique AAA, appelée pression d'ordonnanement, tient
ompte de l'éventuel allongement du hemin ritique à la suite de l'ordonnanement de
l'opération Oi et de la exibilité d'ordonnanement de ette opération Oi. La exibilité
d'ordonnanement F (Oi) (gure 3.11) est la diérene entre la plus grande date de début
de l'opération Oi n'engendrant pas de rallongement du hemin ritique et sa plus petite
date de début possible. Cette pression d'ordonnanement est donnée par la diérene
entre la pénalité d'ordonnanement P (Oi, P ) et la exibilité d'ordonnanement F (Oi, P )
(σ(Oi, P ) = P (Oi, P )− F (Oi, P )).
Figure 3.11  Représentation de la exibilité d'une opération
L'heuristique AAA est présentée dans l'algorithme 1. Elle ommene par l'initialisation
de la liste L en y mettant les opérations qui n'ont pas de prédéesseurs. Ensuite, tant
qu'il reste enore des opérations à ordonnaner dans la liste, elle herhe tour à tour
pour haune d'elles l'opérateur permettant d'obtenir la plus petite date de n au plus
tt. Puis, parmi la liste d'opérations, elle herhe elle qui maximise la fontion oût σ
pour l'ordonnaner sur l'opérateur qui lui a été assoié dans l'étape préédente. Lors de
l'ordonnanement des opérations de aluls, les ommuniations néessaires sont prises en
ompte. Don des sommets alloations sont ajoutés automatiquement sur haque mémoire
ou bus utilisé pour établir es ommuniations. Enn, la liste est mise à jour en enlevant
l'opération qui vient d'être ordonnanée et en y ajoutant ses suésseurs qui deviennent
ordonnançables (dont tous les prédéesseurs sont ordonnanés).
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Algorithm 1 Heuristique AAA pour les omposants programmables
Require: Graphe d'algorithme GAL et graphe d'arhiteture GAR
Ensure: Graphe d'implémentation optimisé
1: L = {Oi ∈ GAL/Γ
−1(Oi) = ∅}
2: while L 6= ∅ do
3: for all Oi ∈ L do
4: Cherher l'opérateur P (Oi) ∈ GAR permettant d'obtenir la plus petite date de
n au plus tt
5: end for
6: Choisir Oi ∈ L qui maximise la fontion oût σ et l'ordonnaner sur l'opérateur
P (Oi) trouvé en 4
7: Mettre à jour la liste L
8: end while
3.3.6 Outil logiiel : SynDEx
Le logiiel prinipal qui implante la méthodologie AAA s'appelle SynDEx (Synhro-
nized Distributed Exeutive) [Lavarenne et al., 1991℄. C'est un logiiel de prototypage
rapide d'appliations temps réel distribuées embarquées. Son interfae prinipale permet
de dénir graphiquement le graphe d'algorithme, le graphe d'arhiteture et de laner
l'adéquation et la génération automatique d'exéutifs. Une apture éran de l'interfae
atuelle est donnée par la gure 3.12. La fenêtre de gauhe représente un algorithme
omposé d'un sommet aquisition, une onstante, deux fontions et deux sommets résul-
tats (ationneurs). Celle de droite représente l'arhiteture formée par deux proesseurs
onnetés. L'utilisation de e logiiel est libre pour une utilisation non ommeriale. Les
premières versions de SynDEx ont été érites en  smalltalk  (jusqu'à la Version 4) puis
en  C + +  et depuis la Version 6 en  Caml . C'est un langage fontionnel puissant
partiulièrement adapté à la manipulation des listes telle que elles utilisées par l'heu-
ristique. Le graphe d'implémentation est ahé par SynDEx sous forme de diagramme
temporel (gure 3.13) qui ontient autant de olonnes que de référenes d'opérateurs
et de moyens de ommuniation dans l'arhiteture prinipale. Chaque olonne ontient
l'ensemble d'opérations que et opérateur ou moyen de ommuniation doit exéuter.
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Figure 3.12  Interfae de l'outil SynDEx-7.0.6
Figure 3.13  Exemple de diagramme temporel
3.4 AAA pour les iruits reongurables : SynDEx-IC
La méthodologie AAA a été étendue pour supporter les omposants reongurables
et la synthèse de iruits [Kaouane, 2004, Niang et al., 2004℄. Cette extension permet de
générer une implémentation optimisée, 'est à dire une implémentation qui respete une
ontrainte temporelle imposée ou s'en rapprohe tout en minimisant la surfae. Dans
ette extension, l'optimisation ne onsiste plus en une distribution et un ordonnanement
puisque la ible est un FPGA ou un iruit unique. L'optimisation se fait par défatorisa-
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tion partielle ou total du graphe d'algorithme. En eet l'implémentation d'une répétition
qui ne ontient pas d'inter dépendane entre les diérentes itérations peut se faire de
diérentes manières : omplètement séquentielle, omplètement parallèle et toutes les
implantations intermédiaires. La gure 3.14 illustre et espae d'implantations possible.
Nous verrons en détail es diérentes implantations page 55 à l'aide d'un exemple onret.
Le graphe d'algorithme qu'utilise ette extension est le même que elui présenté préé-
demment. Par ontre le graphe d'arhiteture subit des modiations pour respeter les
spéiités des FPGA. Cette extension de AAA est implémentée dans un outil appelé
SynDEx-IC.
Figure 3.14  Espae d'implantation matérielle
3.4.1 Modèle d'algorithme
Cette extension de la méthodologie AAA est basée sur le même modèle d'algorithme
présenté au paragraphe 3.3.1. Cette extension exploite d'avantage la notion de fatori-
sation. En eet, la méthodologie AAA pour les iruits programmables défatorise sys-
tématiquement toutes les frontières de fatorisation avant de ommener l'opération de
partitionnement/ordonnanement. Au ontraire, l'extension de AAA pour les iruits re-
ongurables tend à herher une défatorisation optimisée de es frontières de fatorisa-
tion. Cette défatorisation optimisée satisfait la ontrainte temporelle tout en utilisant le
minimum de blos logiques du FPGA.
49
La méthodologie AAA
3.4.2 Modèle d'arhiteture
Nous avons vu que le graphe d'arhiteture onstitue une des entrées de la méthodo-
logie AAA pour les omposants programmables. Par ontre, pour la méthodologie AAA
pour les iruits reongurables, le graphe d'arhiteture est le iruit à générer, don
onstitue un résultat. A partir du graphe d'algorithme fatorisé, et après l'exploration
de l'espae des solutions pour trouver une implantation de l'algorithme qui satisfait les
ontraintes temporelles, on obtient nalement un graphe d'arhiteture par tradution
direte du graphe d'algorithme transformé. Chaque sommet de e graphe représente un
opérateur et haque ar une onnexion inter opérateurs. Ce graphe ontient aussi une
partie ontrle omposée de sommets ontrle interonnetés. Nous allons par la suite
spéier les transformations qui permettent d'obtenir le hemin de données et de ontrle
à partir du graphe d'algorithme.
Synthèse du hemin de données
La synthèse du hemin de données onsiste à remplaer haque sommet du graphe
d'algorithme par un opérateur et haque dépendane de données par une onnexion in-
teronnetant l'opérateur produteur aux opérateurs onsommateurs de ette donnée. A
haque type de sommet du graphe d'algorithme orrespond un type d'opérateur. Nous
allons i-dessous présenter les prinipaux types des sommets du graphe d'algorithme, re-
présentés par des erles, et les opérateurs orrespondants, représentés par des retangles.
* Opérateur alul : haque sommet opération du graphe d'algorithme est remplaé
par un iruit réalisant ette fontion. Ce iruit est appelé opérateur alul. Il peut
être arithmétique ou logique, ombinatoire ou séquentiel. La gure 3.15 représente
un exemple de sommet opération du graphe d'algorithme et l'opérateur alul
orrespondant. Cet opérateur alul peut être pris d'une bibliothéque VHDL ou
déni par l'utilisateur.
Figure 3.15  Sommet opération additionneur du graphe d'algorithme et l'opérateur
orrespondant
* Opérateur implode : un opérateur implode, identié par M, est utilisé pour eetuer
un regroupement ordonné de d bus unidiretionnels en un seul. Cet opérateur
permet de réaliser les sommets Join (présenté page 38) du graphe d'algorithme
fatorisé. Il peut être de deux types : parallèle ou séquentiel. Le hoix entre les
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deux sera eetué lors de la phase d'optimisation présentée page 55. La gure 3.16
représente le sommet Join ainsi que les opérateurs orrespondants.
Figure 3.16  Sommet implode du graphe d'algorithme et l'opérateur orrespondant
L'opérateur Implode séquentiel (Mseq) permet d'implémenter le sommet Join
du graphe d'algorithme en une répétition temporelle. Les signaux de ontrles qu'il
reçoit sont le signal d'horloge (lk) et le ompteur d'itération (pt).
L'opérateur Implode parallèle (Mpar) permet d'implanter le sommet Join du
graphe d'algorithme en une répétition spatiale.
* Opérateur explode : et opérateur réalise l'opération inverse de elle réalisée par
l'opérateur implode. Cet opérateur, identié par X, déompose un bus unidiretion-
nel en d sous-bus. Il est utilisé dans l'implémentation des sommets Fork (présenté
page 38) du graphe d'algorithme. Il peut être, omme le montre la gure 3.17, de
deux types : parallèle ou séquentiel.
Figure 3.17  Sommet explode du graphe d'algorithme et l'opérateur orrespondant
L'opérateur explode séquentiel (Xseq) permet l'implantation du Fork en une
répétition temporelle. Il reçoit en entrée les données traversant la frontière, le signal
d'horloge et un ompteur (pt) pour ompter le nombre d'itérations.
L'opérateur explode parallel (Xpar) permet d'implanter le sommet Fork du
graphe d'algorithme en une répétition spatiale.
* L'opérateur retard : et opérateur est un registre qui produit en sa sortie la valeur
qui était sur son entrée lors d'un yle d'horloge préédent. Il permet de réaliser les
sommets Delay du graphe d'algorithme (présenté page 37). Comme le montre la
gure 3.18, et opérateur reçoit une valeur d'initialisation (init) qui sera à la sortie
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au premier yle, la valeur de l'entrée atuelle (ei) et deux signaux de ontrle : le
signal d'horloge (lk) et un signal pour délenher le hargement (en).
Figure 3.18  Sommet Delay du graphe d'algorithme et l'opérateur orrespondant
* L'opérateur Iterate : et opérateur permet d'implanter les itérations inter motifs
d'une fatorisation. Il est identié par I (gure 3.19) et reçoit le signal d'horloge
(lk) en plus d'un ompteur (pt) omme signaux de ontrle.
Figure 3.19  Sommet iterate du graphe d'algorithme et l'opérateur orrespondant
* L'opérateur Diusion : et opérateur, identié par D (gure 3.20), permet d'im-
planter la diusion matérielle. Il implante don une onnexion direte entre son
entrée et sa sortie.
Figure 3.20  Sommet Diusion du graphe d'algorithme et l'opérateur orrespondant
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* L'opérateur Capteur : il est identié par F∞, il permet d'implanter le sommet Fork
de la frontière innie. Cet opérateur permet, omme le montre la gure 3.21, d'avoir
le signal d'entrée à partir d'un signal physique. Un opérateur F∞ doit ontenir tout
les iruits permettant l'aquisition et la onversion du signal physique en signal
numérique.
Figure 3.21  Sommet Fork innie du graphe d'algorithme et l'opérateur orrespondant
* L'opérateur Ationneur : identié par J∞, il permet d'implémenter le sommet
Join de la frontière innie. Il permet de transformer le résultat de l'algorithme
en signal physique. La gure 3.22 représente et opérateur ainsi que le sommet
orrespondant.
Figure 3.22  Sommet Join innie du graphe d'algorithme et l'opérateur orrespondant
* L'opérateur Selet : et opérateur, représenté dans la gure 3.23, permet de hoisir
une sortie parmi plusieurs entrées suivant un ordre de priorité donné. Il permet
d'implanter le onditionnement. Il doit intégrer les iruits permettant l'enodage
de priorité et la séletion de la donnée.
Remarque : tous les opérateurs ontenant des registres doivent avoir une entrée de
ontrle de validation de hargement (en). Pour simplier les gures, on ne les a pas
représentés.
Synthèse du hemin de ontrle
Le hemin de ontrle orrespond aux iruits néessaires pour générer les signaux de
ontrles pour le bon fontionnement des multiplexeurs, registres et autres iruits du
hemin de données. Il est responsable aussi de la synhronisation des opérations. Cette
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Figure 3.23  Sommet selet et l'opérateur orrespondant
synhronisation est néessaire pour garantir que le ontenu d'un registre ne soit modié
que si les onsommateurs de l'anienne donnée aient déjà ni d'utiliser l'anienne va-
leur et que la nouvelle valeur soit stable. La synhronisation est possible en utilisant un
protoole de type requête/aquittement [Kaouane et al., 2004℄. Lorsque les données né-
essaires pour l'exéution des opérations d'une frontière F sont prêtes, l'unité de ontrle
de ette frontière reçoit de haune des unités de ontrles des frontières produtries de
es données un signal requête. Lorsque tous les signaux requêtes sont reçus, les opérations
de ette frontière peuvent être exéutées. Après la onsommation de es données, l'unité
de ontrle de F envoie un signal d'aquittement à haun de ses prédéesseurs. C'est le
même prinipe pour la relation de l'unité de ontrle de F et elles des frontières situées
en aval de F.
En résumé, haque unité de ontrle d'une frontière possède du té amont (externe)
deux ports pour la synhronisation : un port d'entrée requête indiquant la présene des
données à onsommer et un port de sortie aquittement indiquant aux frontières voisines
que les données ont été utilisées. Du oté aval (interne), la synhronisation se fait aussi
grâe à deux ports : un port de sortie requête indiquant aux frontières suesseurs que
les données dont ils ont besoin sont prêts et un port d'entrée aquittement indiquant
que es données sont onsommées par les suesseurs. La gure 3.24 montre un exemple
d'unité de ontrle d'une frontière reevant deux données d1 et d2 de ses prédéesseurs et
produisant une donnée d3 à son suesseur. Lorsque la donnée d1 est prête, le signal r1
sera ativé, de même pour le signal r2 indiquant la présene de la donnée d2. L'ativation
de es deux signaux requête r1 et r2 ative l'entrée requête de l'unité de ontrle de F
indiquant que toutes les données à l'entrée de F sont prêtes. Si en plus le signal a3 est
atif, les opérations de F peuvent ommener. Lorsque toutes les opérations de F sont
terminées et la donnée d3 est prête, les signaux a1 et a2 sont ativés pour indiquer que
les données d1 et d2 sont onsommées et un autre yle peut ommener. Le signal r3 est
ativé pour indiquer au suesseur de F que la donnée d3 est prête.
3.4.3 Modèle d'implantation : graphe de voisinage
Chaque frontière de fatorisation est en relation ave une ou plusieurs autres frontières
de fatorisation. En eet haune des frontières de fatorisation onsomme des données
produites par d'autres frontières de fatorisation et/ou produit des données pour d'autres
frontières de fatorisation. Ces relations de prodution/onsommation de données sont
résumées dans un graphe reprenant les liaisons entre haque frontière de fatorisation et
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Figure 3.24  Unité de ontrle de frontière synhronisée
ses voisins appelé graphe de voisinage. Chaque n÷ud de e graphe de voisinage représente
une frontière de fatorisation et haque ar représente un transfert de données d'une
frontière produtrie vers une autre onsommatrie.
Chaque frontière de fatorisation sépare une zone interne "rapide" (répétée) d'une
externe "lente". En eet, haque frontière de fatorisation est rythmée par une horloge
diérente et es tés "lent" et "rapide" résultent de la fréquene d'éhange de données
au niveau des sommets de fatorisation. Chaque frontière de fatorisation peut aussi être
onsommatrie (en aval) ou/et produtrie (en amant) par rapport à toute autre frontière
voisine. Don haque sommet du graphe de voisinage peut être divisé en quatre régions :
lent/amant, rapide/avale, rapide/amant et lent/aval. Ainsi haque sommet du graphe de
voisinage est déni par un quadruplet modélisant es quatre régions.
Le graphe de voisinage est établi par transformation du graphe d'algorithme. Pour
e faire, on ommene par identier les dépendanes internes à haque frontière de fa-
torisation. Ces dépendanes internes ont pour soure et destinataire deux sommets de
fatorisation d'une même frontière. Ainsi on rée les ars du graphe de voisinage qui ont
pour soure et destination le même sommet. Puis pour haque frontière, on herhe les
dépendanes externes reliant un sommet de fatorisation de la frontière en question à
un autre sommet de fatorisation d'une autre frontière. Ainsi on rée les ars reliant les
diérents sommets du graphe de voisinage.
Le graphe de voisinage établi permettra d'identier les onnexions entre les unités de
ontrle orrespondantes aux diérentes frontières de fatorisation [Kaouane et al., 2004℄.
3.4.4 Optimisation
Comme évoqué au début de la setion 3.4, un FPGA peut exéuter un très grand
nombre d'opérations en paralléle. Cette parallélisation permet de réduire le temps d'exé-
ution de l'algorithme. En revanhe, ela néessite beauoup de ressoures don induit une
augmentation du nombre de blos logiques du FPGA utilisé. An d'expliquer le proessus
d'optimisation, nous allons utiliser un exemple simple d'algorithme ne omprenant qu'une
frontière de fatorisation. Puis nous allons présenter les diérentes implantations possibles
pour un exemple simple. L'algorithme représenté par la gure 3.25 est omposé de deux
opérations d'aquisition "A" et "B", un sommet de alul "C" et un sommet atuator
"D". L'opération "C" est ontenue dans une frontière de fatorisation qui se répète quatre
fois. En eet on remarque que "A" et "B" produisent quatre données par exéution et
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Figure 3.25  Exemple de graphe d'algorithme
"D" en onsomme aussi quatre. A partir de e graphe d'algorithme, plusieurs implanta-
tions sont possibles allant de l'implantation totalement fatorisée (synthèse de boule)
à l'implantation totalement défatorisée en passant par des implantations partiellement
fatorisées :
Figure 3.26  Implantation omplètement séquentielle
1. La gure 3.26 représente le diagramme temporel d'utilisation du FPGA pour
une implantation omplètement séquentielle. Dans ette implantation séquentielle,
l'opération "C" a été transformée en un seul exemplaire de l'opérateur "C". Cet
opérateur est utilisé quatre fois suessives (séquentiellement) pour exéuter toutes
les itérations de la frontière de fatorisation. L'oupation de la surfae du FPGA
est minimale.
Figure 3.27  Implantation partiellement fatorisée
2. Le digramme de la gure 3.27 orrespond à une implantation qui utilise deux
exemplaires de l'opérateur "C". Chaun de es deux exemplaires de l'opérateur
"C" est utilisé deux fois pour pouvoir exéuter toutes les itérations de la frontière
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de répétition. Cette implantation onsomme plus de surfae du FPGA mais réduit
le temps d'exéution de l'algorithme.
Figure 3.28  Implantation omplètement parallèle
3. Le dernier diagramme de la gure 3.28 orrespond à l'utilisation de quatre exem-
plaires de l'opérateur "C". Cette dernière implantation est omplètement paral-
lèle : il sut d'utiliser haque opérateur "C" une fois pour exéuter toutes les
itérations de la frontière de répétition. Cette implantation parallèle utilise une sur-
fae maximale du FPGA mais permet d'obtenir le temps minimal d'exéution de
l'algorithme.
Don l'optimisation de l'implémentation d'un algorithme sur un FPGA re-
vient à trouver une implémentation qui satisfait la ontrainte temporelle tout
en minimisant le nombre de blos logiques utilisés.
L'optimisation que fait la méthodologie AAA pour les iruits reongurables résulte
de la défatorisation des frontières de fatorisation (déroulage de boules) que ontient
l'algorithme. La question qui se pose 'est : quelle frontière donne le meilleur ompromis
aélération/suroût en surfae lorsqu'elle est défatorisée et pour haque frontière de
fatorisation hoisie, quel est le fateur de défatorisation optimal ? Vu le grand nombre
d'implémentations à explorer, il serait impossible d'explorer toutes les solutions pour des
as plus omplexes, 'est un problème NP diile. L'utilisation d'une heuristique s'impose
pour réduire le temps de ette exploration des solutions possibles.
Une heuristique gloutonne et une autre heuristique de reuit simulé, ont été testées
[Kaouane et al., 2004℄. L'heuristique de reuit simulé donne de meilleurs résultats mais
requière plusieurs heures de alul. Dans l'extension de AAA que nous présentons dans
ette thèse, nous verrons qu'une heuristique plus rapide est néessaire, nous utiliserons
don l'heuristique gloutonne qui ne prend que quelques seondes ou minutes pour des as
omplexes. Cette heuristique va défatoriser suessivement ertaines frontières et mesurer
l'impat à l'aide de la fontion de oût donné par l'équation 3.10. Dans ette équation, ∆S
représente l'augmentation du nombre de blos logiques utilisés suite à la défatorisation
de la frontière de fatorisation. Le dénominateur T − max(T ′, Ct) orrespond au gain
temporel réalisé ave T , T ′ et Ct sont respetivement la latene de l'algorithme avant
défatorisation, sa latene après défatorisation et la ontrainte temporelle imposée.
f =
∆S
T −max(T ′, Ct)
(3.10)
Pour optimiser l'implémentation d'un algorithme, on utilise l'algorithme 2. Il om-
mene par initialiser la liste de l'heuristique en y mettant les frontières de fatorisation
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se situant sur le hemin ritique (ligne 2 de l'algorithme 2). Puis on assoie à haune
des frontières de fatorisation de la liste son fateur de défatorisation optimal qui est le
minimum entre le plus grand fateur de défatorisation entrainant une diminution de la
latene de l'algorithme et le plus petit permettant de satisfaire la ontrainte temporelle
imposée. Puis on alule la fontion oût pour haque ouple (frontière de fatorisation,
fateur de défatorisation) et on en hoisit elui qui minimise ette fontion. On réitère
es étapes jusqu'à avoir une latene inférieure ou égale à la ontrainte temporelle imposée.
Si ette ontrainte temporelle ne peut pas être satisfaite, l'algorithme s'arrête lorsqu'on
a le même résultat pour deux itérations suessives. Dans e as, l'implémentation obte-
nue est omplètement défatorisée. C'est l'implémentation qui se rapprohe le plus de la
ontrainte temps imposée.
Algorithm 2 Heuristique AAA pour les omposants reongurables
Require: Graphe d'algorithme GAL
Ensure: Graphe d'implémentation optimisé
1: while (T > Ct) ET (T1 6= T ) do
2: T1 = T
3: L = {FF ∈ (GAL ∩ CR)}
4: for all FF ∈ L do
5: assoier à FF un fateur de défatorisation optimal k
6: end for
7: Défatoriser FF qui minimise f de son fateur de défatorisation optimal k
8: end while
3.4.5 Outil logiiel : SynDEx-IC
L'outil basé sur ette extension de AAA s'intitule SynDEx-IC [Niang et al., 2004℄.
Son interfae (gure 3.29) repose sur elle elle de SynDEx v6. Elle permet de dénir le
graphes d'algorithme, de spéier les aratéristiques du iruit et la ontrainte temporelle,
de laner l'adéquation et de générer le ode VHDL. Après avoir eetué l'adéquation,
SynDEx-IC ahe le graphe de voisinage (gure 3.30) et les ourbes de performanes
orrespondant à l'implémentation hoisie.
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Figure 3.29  Interfae de l'outil SynDEx-IC
Figure 3.30  Exemple de graphe de voisinage
3.5 Conlusion
Nous avons présenté dans e hapitre la méthodologie AAA permettant d'optimiser
l'implémentation des algorithmes sur des arhitetures multiomposants programmables.
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Nous avons présenté aussi l'extension de ette méthodologie pour les iruits reongu-
rables (mono-FPGA). Ces deux variantes de la méthodologie AAA s'adressent à 2 types
d'arhitetures distintes. Elles permettent le prototypage rapide des systèmes embarqués
et permettent de réduire onsidérablement le temps de mise sur le marhé de es systèmes.
Mais la méthodologie AAA ne permet pas d'optimiser l'implémentation des algo-
rithmes sur des arhitetures mixtes ontenant des omposants programmables et d'autres
reongurables.
Le prohain hapitre a don pour but d'étendre et oupler es variantes et es outils
qu'il était don néessaire d'étudier en détail.
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Chapitre 4
Extension des modèles AAA pour les
omposants reongurables et les
arhitetures mixtes
4.1 Introdution
Comme nous l'avons vu dans le hapitre 3, le modèle d'arhiteture AAA ne permet
pas de modéliser les arhitetures mixtes ontenant à la fois des omposants program-
mables et d'autres reongurables (FPGA). En eet, il ne permet pas de mettre en évi-
dene le parallélisme oert par l'utilisation des FPGA. De plus, les outils implémentant
aujourd'hui la méthodologie AAA ne traitent pas l'optimisation de l'implémentation des
algorithmes sur des arhitetures mixtes. En eet, SynDEx traite le problème de par-
titionnement/ordonnanement des algorithmes sur des arhitetures multi-omposants
programmables. Il ne tient don pas ompte des spéiités de l'utilisation des FPGA.
SynDEx-IC eetue l'optimisation de l'implémentation d'un algorithme sur une arhite-
ture mono FPGA pour satisfaire (ou s'approher au plus de) une ontrainte temporelle,
don il ne fait pas de partitionnement/ordonnanement et ne gére pas les ommunia-
tions entre les omposants. Pour ombler e manque, nous nous proposons d'étendre les
modèles utilisés aux iruit reongurables et mixtes. Ainsi, il sera possible d'utiliser la
méthodologie AAA pour l'optimisation et la génération de odes des appliations temps
réel sur les arhitetures mixtes. La gure 4.1 montre le but que nous voulons atteindre
par notre extension de la méthodologie AAA. En eet, nous visons de oupler les outils
SynDEx et SynDEx-IC pour pouvoir optimiser l'implémentation des algorithmes sur les
arhitetures mixtes et générer automatiquement les odes orrespondants.
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Figure 4.1  Objetif de l'extension de la méthodologie AAA
A l'issue de l'étude du modèle d'arhiteture utilisé dans la méthodologie AAA (page
38) pour les omposants programmables et elui utilisé dans son extension pour les om-
posants reongurables (page 50), nous pouvons onstater qu'ils ne sont pas ompatibles.
En eet la méthodologie AAA pour les omposants programmables utilise un ensemble de
sommets qui ne dépendent pas de l'algorithme et de son implémentation pour modéliser
l'arhiteture. Alors que le modèle d'arhiteture utilisé par l'extension de AAA pour les
arhitetures reongurables est obtenue par tradution direte du graphe d'algorithme
qui orrespond à l'implémentation optimisée. Le modèle d'arhiteture de l'extension de
AAA est don déduit à partir de l'implémentation optimisée, alors que elui de AAA
pour les arhitetures programmables est un point de départ pour pouvoir optimiser l'im-
plémentation. Dans e hapitre, nous proposons une extension du modèle d'arhiteture
permettant de modéliser les omposants reongurables en utilisant des sommets ompa-
tibles ave le modèle d'arhiteture de AAA. Par la suite, nous présentons l'algorithme
de ouplage entre les heuristiques de SynDEx et SynDEx-IC pour le partitionnement ma-
tériel/logiiel automatique et l'optimisation de l'implémentation des algorithmes sur des
arhitetures mixtes.
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4.2 Présentation des omposants reongurables
On a vu dans le paragraphe 2.2.2 qu'un FPGA est un iruit életronique préfabriqué
qui peut être onguré életriquement pour pouvoir exéuter n'importe quelle fontion
numérique voulue. Il omporte une quantité importante de ressoures qui sont essentielle-
ment : des éléments logiques reongurables, un réseaux d'interonnexions reongurables
et des blos d'entrée/sortie reongurables. Un FPGA peut aussi ontenir des mémoires
et des opérateurs âblés. Nous allons nous intéresser essentiellement aux éléments reon-
gurables des FPGAs.
4.2.1 Ressoures logiques reongurables
Les blos logiques reongurables (ou Congurables Logi Blo en Anglais) onsti-
tuent les éléments de base du FPGA. Ils peuvent utiliser diérentes tehnologies. On ite
essentiellement les tehnologies basées sur des portes NAND, des interonnexions de mul-
tiplexeurs [Gamal et al., 1989℄ et des "Look Up Table" (LUT) [Maii and Ponino, 1994℄.
La tehnologies des LUT est largement utilisée pour les FPGAs ommeriaux fabriquées
par les leaders du domaine : Xilinx [Xilinx, a℄ et Altera [Altera, a℄. Ces blos logiques re-
ongurables peuvent être onstitués d'un ou plusieurs éléments logiques de base (ELB).
Un élément logique de base est onstitué, dans la plus part des as, d'une LUT assoiée
à une basule. La gure 4.2 représente un élément logique de base onstitué d'une LUT à
4 entrées (LUT-4). Cette LUT-4 utilise 16 SRAM d'un bit pour la onguration et peut
implémenter n'importe quelle fontion booléenne à 4 entrées. La sortie de ette LUT est
onnetée à une basule. Le multiplexeur permet de hoisir entre onneter la sortie du
ELB à la sortie de la LUT ou à elle de la basule. Un CLB peut ontenir un groupe de
ELBs onnetés par un réseau loal d'interonnexions. La gure 4.3 montre un exemple
de CLB omposé par quatre ELB. Le nombre de sorties du CLB est égal au nombre de
ELB qu'il ontient, alors que le nombre de pins d'entrées doit être inférieur ou égal au
nombre de ELB que ontient le CLB. Les FPGAs modernes omportent de 4 à 10 ELB
par CLB.
Figure 4.2  Elément logique de base
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Figure 4.3  Blo logique reongurable onstitué par 4 ELB
Le tableau 4.1 présente le nombre d'éléments logiques en (k éléments) et les fréquenes
maximales de fontionnement de quelques familles de FPGA proposées par les leadeurs
du marhé de FPGA.
Tableau 4.1  Caratéristiques de quelques familles de FPGA
Fabriquant Famille de
FPGA
Nombre d'élé-
ments logiques
(en k)
Fréquene de
fontionnement
Altera
Stratix 236-952 420 MHz
Stratix III 48-338 800 MHz
Stratix IV 72,6-813 800 MHz
Stratix V 236-952 800 MHz
Arria 10 156-1678 800 MHz
Cylone V 25-300 550 MHz
Xilinx
Spartan-6 4-147 1 GHz
Artix-7 33-215 800 MHz
Kintex-7 65-477 1 GHz
Virtex-7 326-1954 1 GHz
4.2.2 Arhiteture du réseau d'interonnexions
L'arhiteture d'un FPGA peut être dérite par la topologie de son réseau d'interon-
nexions. Il existe prinipalement deux types d'arhitetures de réseaux d'interonnexions
utilisées pour les FPGA : l'arhiteture en îlots de alul et l'arhiteture hiérarhique.
Il existe une variante ombinant ses 2 approhes : on utilise une arhiteture en îlots de
alul et on intègre une hiérarhie au niveau de es îlots.
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Arhiteture en îlots de alul
La gure 4.4 représente une shématisation simpliée de l'arhiteture îlot de alul des
FPGA. Cette arhiteture est la plus utilisée pour la oneption de FPGA [Farooq et al., 2012℄.
Elle est appelée ainsi ar les CLB sont entourés par le réseau d'interonnexions omme la
mer entoure les iles. En eet, dans ette arhiteture, les CLB sont disposés en matries.
Le réseau d'interonnexions est formé de lignes de routage disposées horizontalement et
vertialement autour de es CLB. Des ommutateurs reongurables onnetent es lignes
de routage entre elles et ave les diérents CLB. Les lignes de routage sont de plusieurs
longueurs pour réduire les délais de routage.
Figure 4.4  Arhiteture îlots de alul [Bossuet, 2004℄
La gure 4.5 représente un exemple de diérentes longueurs de lignes de routage. Les
lignes de longueur importante permettent de ouvrir plusieurs CLB mais réduisent la
exibilité de routage et par la suite la probabilité de réussir à router plusieurs iruits. Un
ompromis entre la exibilité et l'eaité de routage existe aujourd'hui dans les FPGA
modernes en utilisant des lignes de routage de petites, moyennes et grandes longueurs
[Farooq et al., 2012℄.
Figure 4.5  Distribution des longueurs des lignes de routage
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Arhiteture hiérarhique
L'arhiteture hiérarhique des FPGA favorise les ommuniations loales par le re-
groupement des CLB en lusters". Chaque luster ontient un réseau loal d'interon-
nexions. Un ensemble de lusters onnetés entre eux par un réseau d'interonnexions
reongurable forme le niveau hiérarhique suivant. Ainsi haque niveau hiérarhique est
formé par les éléments du niveau inférieur onneté par un réseau d'interonnexions reon-
gurable. L'arhiteture hiérarhique ouramment utilisée dans les FPGA ommeriaux
est onstituée de trois à quatre niveaux hiérarhiques.
La gure 4.6 représente les diérents niveaux hiérarhiques utilisés dans les FPGA
ACTEL.
Figure 4.6  Arhiteture hiérarhique des iruits ACTEL [Atel, ℄
4.2.3 Modélisation des omposants reongurables
Comme indiqué en introdution, nous avons besoin d'étendre le modèle d'arhiteture
AAA qui jusqu'à présent ne permet pas de modéliser le parallélisme interne et massif
qu'orent les FPGA. Si l'on souhaite utiliser eaement es omposants, il faut pouvoir
dérire plus nement les ressoures internes qu'ils renferment sans desendre dans une
modélisation trop ne. Cette modélisations doit être ompatible ave le modèle d'arhi-
teture de AAA qui repose atuellement sur les sommets opérateurs de alul, opérateurs
de ommuniation, mémoires et bus omme détaillé dans la setion 3.3.2.
Nous venons de voir qu'un FPGA est onstitué essentiellement de blos logiques re-
ongurables, de blos de mémoire et de réseaux d'interonnexions reongurables. Nous
proposons de modéliser haque blo logique reongurable par un opérateur élémentaire
OPRe.
Nous dénissons SOPRe l'ensemble des opérateurs élémentaires non ongurés, Sreg
l'ensemble des registres représentant les blos mémoire et R le réseau d'interonnexions
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reongurable.
Ainsi nous pouvons modéliser un FPGA non onguré par un graphe
(SOPRe ∪ Sreg, R)
où haque sommet représente un blo logique ou de mémorisation et haque ar re-
présente une ligne d'interonnexion.
4.2.4 Opération de onguration
Nous venons de voir qu'un FPGA ne peut eetuer auune opération sans ongura-
tion. En eet l'opération de onguration s'applique à un sous-ensemble du iruit FPGA
en utilisant des outils de synthèse omme par exemple ISE de Xilinx, Quartus II d'Altéra
et Libero d'Atel pour les prinipaux. Cette opération de onguration permet de ongu-
rer les blos logiques pour eetuer des opérations logiques élémentaires (AND, OR, . . .).
En parallèle, la onguration du réseau d'interonnexions permet d'établir des onnexions
entre es blos ongurés pour pouvoir eetuer des opérations omplexes. Il existe es-
sentiellement trois méthodes pour ongurer un FPGA : la onguration par mémoire
statique [Hsieh et al., 1988℄, la onguration par mémoire ash [Guterman et al., 1979℄
et la onguration par anti-fusible [Chiang et al., 1992℄.
La plus part des fabriants des FPGA utilisent la tehnologie de mémoire statique
pour la onguration. Les points forts de ette méthode de onguration sont sa grande
vitesse et sa faible onsommation dynamique. Mais ette tehnologie est oûteuse en
surfae. De plus, les mémoires utilisées pour la onguration sont volatiles, d'où la nées-
sité de mémoires externes pour sauvegarder en permanene les données de onguration
[Farooq et al., 2012℄.
Une autre alternative pour la onguration des FPGA onsiste à utiliser des mémoires
ash. Ces mémoires sont non volatiles don ne néessitent pas d'autres éléments de sto-
kage. Cette tehnologie est en plus moins gourmande en surfae. Mais les FPGA utilisant
ette tehnologie ne sont pas reongurables une innité de fois [ARM, 2011℄.
La tehnologie de onguration des FPGA par anti-fusible ajoute les plus faibles résis-
tanes et apaités parasites omparés aux tehnologies de onguration de FPGA itées
préédemment. Mais les FPGA utilisant ette tehnologie ne sont ongurables qu'une
seule fois et ne peuvent pas être reongurés.
4.2.5 Modélisation de la onguration
Bien que nous n'allons pas nous substituer aux outils de synthèse qui ongurent les
FPGA, nous avons besoin de modéliser formellement les transformations qu'ils eetuent
sur le modèle proposé préédemment. En eet dans ette méthodologie, il est fondamental
de pouvoir dérire dans un ot sans rupture toutes les transformations qui mènent de la
spéiation de l'algorithme et de l'arhiteture jusqu'à l'exéution de l'appliation. Nous
modélisons don l'opération de onguration d'un FPGA par la relation ρ. Cette ongu-
ration est appliquée aux opérateurs élémentaires. Il en résulte un opérateur élémentaire
onguré apable d'exéuter une opération logique que l'on qualiera d'opération logique
élémentaire.
Une fois onguré, la fontion assoiée à un opérateur élémentaire ne peut être modi-
ée que par une reonguration. Un ensemble de es opérateurs élémentaires ongurés,
67
Extension des modèles AAA
pour les omposants reongurables et les arhitetures mixtes
ainsi qu'une partie des registres ongurés, peuvent être onnetés entre eux par le réseau
d'interonnexions onguré de manière à e que l'ensemble puisse eetuer des opéra-
tions plus omplexes. L'opération de onguration peut aussi ongurer un ensemble de
registres ontenus dans le FPGA et les onneter à travers le réseau d'interonnexions
onguré pour produire des mémoires. Ces mémoires peuvent être allouées pour sauve-
garder les données à traiter et les résultats. On rappelle que es mémoires sont ontenues
dans des omposants reongurables qui ne néessitent pas une programmation, don elles
ne peuvent pas être utilisées pour sauvegarder des instrutions.
La fontion de onguration ρ s'applique à un FPGA pour produire des mémoires et
des opérateurs apable haun d'exéuter un seul type d'opération du graphe d'algorithme.
Ces opérateurs seront nommés opérateurs dégénérés dans la suite de e doument.
Après onguration, le modèle du FPGA omporte un ensemble d'opérateurs dégé-
nérés (SOPRd) et un ensemble de mémoires SM ainsi que les opérateurs élémentaires non
ongurés, des registres non ongurés sans oublier la partie du réseau d'interonnexions
non ongurée qui resteront don inutilisés.
La fontion de onguration du FPGA ρ est dénie par :
ρ : SOPRe ∪ Sreg ∪R −→ SOPRd ∪ SM ∪ S
′
OPRe ∪ S
′
reg ∪R
′
Ave S ′OPRe ⊂ SOPRe, S
′
reg ⊂ SregetR
′ ⊂ R.
S ′OPRe, S
′
reg et R
′
représentent respetivement l'ensemble des opérateurs élémentaires,
l'ensemble des registres et la partie du réseau d'interonnexions non ongurés après
l'obtention de l'ensemble des opérateurs dégénérés SOPRd.
La gure 4.7 shématise un FPGA avant onguration. Dans e shéma le FPGA est
onstitué de blos logiques reongurables, des registres et le réseau d'interonnexions. La
gure 4.8 représente l'algorithme à implémenter dans le FPGA. Cet algorithme est onsti-
tué de deux opérations ayant haune deux entrées et une sortie. Le FPGA onguré est
représenté par la gure 4.9, il ontient deux opérateurs dégénérés : OPRd 1 formé à partir
des opérateurs élémentaires 1 et 2 et OPRd formé à partir des opérateurs élémentaires 7
et 8 omme présente le tableau 4.2. Dans ette représentation (gure 4.9) les lignes du
réseau d'interonnexions utilisées ainsi que les onnexions établies sont représentées en
traits rouges épais.
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Figure 4.7  Représentation simpliée de la onguration du FPGA
Figure 4.8  Représentation de l'algorithme à implémenter
Figure 4.9  Représentation simpliée du FPGA après onguration
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Tableau 4.2  Composants du FPGA utilisés
Composant avant onguration Composant après onguration
OPRe1 OPRd1OPRe2
OPRe7 OPRd2OPRe8
La partie gauhe de la gure 4.10 présente l'ensemble des sommets que ontient le
FPGA avant onguration. Il est omposé par un ensemble d'opérateurs élémentaires, de
registres et un réseau d'interonnexion. La partie droite de la gure 4.10 représente le
FPGA après onguration. On y onstate bien l'apparition d'un ensemble d'opérateurs
dégénérés utilisables pour implanter les opérations de l'algorithme représenté par le re-
tangle et les ressoures inutilisées, don non reongurées, représentées par un ensemble
en pointillé.
Figure 4.10  Représentation du FPGA : (a) avant onguration, (b) après onguration
4.3 Modélisation des ommuniations intra omposant
reongurable
Les diérents opérateurs dégénérés ontenus dans un FPGA sont onnetés entre eux à
travers le réseau d'interonnexions ongurable qui permet d'établir des liaisons multiples
et permet aussi la diusion matérielle des données à plusieurs opérateurs. Ce réseau peut
être modélisé par une SAM (voir page 39) multi-point permettant la diusion matérielle
des données. Au niveau qui nous intéresse, le temps de traversé des ls életriques qui
omposent e réseau d'interonnexions est susamment faible et le niveau d'abstration de
notre modèle est susamment haut pour négliger le temps de ommuniation à l'intérieur
d'un omposant par rapport au temps de traitement. La durée de traversé de ette SAM
quelque soit le type de données sera alors onsidérée omme nulle. Pour ette raison,
es SAM ne sont pas représentées dans les graphes d'implémentation. Par onséquene,
puisque es sommets ne sont pas représentées, les onnexions entre les diérents opérateurs
d'un FPGA dans le graphe d'implantation seront modélisées par de simples ars.
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4.4 Modélisation des ommuniations ave les ompo-
sants reongurables
Jusqu'ii nous n'avons traité que des ommuniations entre les opérateurs dégénérés
appartenant à un même FPGA : es ommuniations utilisent le réseau d'interonnexions
du FPGA. Cependant, nous devons aussi pouvoir modéliser les ommuniations entre
des opérateurs dégénérés et d'autres opérateurs ontenus dans les autres omposants de
l'arhiteture. Comme pour les ommuniations entre proesseurs, il existe deux grands
types de ommuniations :
1. onnexion par un bus de ommuniation de type FIFO (SAM)
2. onnexion par mémoire partagée (RAM)
Puisque ette ommuniation doit suivre le modèle de ommuniation AAA, nous
devons aussi utiliser un ommuniateur (voir page 40) oté FPGA. Il sera appelé par la
suite "IP de ommuniation".
Celui i sera réalisé par la onguration d'un ensemble de ressoures matérielles. Il
permettra don de séquener des opérations de ommuniation entre les proesseurs et le
FPGA ou entre les diérents FPGA.
4.5 Modélisation du FPGA
L'objetif de la modélisation du FPGA est de mettre en évidene les ressoures al-
louables qu'il renferme an de pouvoir lui faire exéuter le graphe d'algorithme. Ces
ressoures sont les ommuniateurs et les opérateurs dégénérés obtenus par la ongura-
tion. Vis à vis du modèle d'arhiteture AAA existant, on peut onsidérer qu'un FPGA est
onstitué d'un ensemble d'opérateurs et ommuniateurs tous onnetés entre eux (graphe
onnexe) parmi lequel seront hoisis et alloués eux néessaires pour l'implémentation du
graphe d'algorithme. Cela sera dérit dans le prohain paragraphe.
La gure 4.11 représente le graphe d'arhiteture d'un FPGA avant alloation.
Figure 4.11  Représentation fontionelle du FPGA avant onguration
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Etant donné qu'après alloation des opérateurs, un ertain nombre d'opérateurs dé-
générés apparaitront omme non utilisés, il est possible de simplier la représentation de
e graphe d'arhiteture FPGA en ne pas montrant les opérateurs dégénérés inutilisés.
Cette simpliation onduit à un sous-graphe omposé par un opérateur dégénéré pour
haque opération qu'il est apable d'exéuter et un IP de ommuniation pour haque
port de onnexion entre le FPGA et les autres omposants de l'arhiteture. Ces opé-
rateurs dégénérés et IPs de ommuniation sont onnetés entre eux à travers une SAM
multi-points permettant la diusion matérielle des données. Cette SAM modélise le réseau
d'interonnexions, les opérateurs dégénérés modélisent les opérations que peut exéuter
le FPGA et les IPs de ommuniation modélisent l'aspet séquentiel de ommuniation
à travers haque port du FPGA. Comme préisé préalablement, la durée de ommunia-
tion à travers la SAM modélisant le réseau d'interonnexions pour tout type de données
est nulle ar on se plae à un niveau d'abstration beauoup plus élevé. Par ontre, les
ommuniations à travers les IPs de ommuniation ont des durées non nulles ar elles
néessitent une synhronisation.
Un FPGA onguré et alloué pour exéuter trois opérations et ayant un seul port
de ommuniation, peut être modélisé par la gure 4.12. On y distingue un seul IP de
ommuniation (om1) et trois opérateurs dégénérés (OPRd1, OPRd2, OPRd3).
Figure 4.12  Exemple de représentation fontionelle du FPGA onguré
4.6 Extention du modèle d'implémentation
Comme nous l'avons vu préédemment, un FPGA doit être onguré pour réaliser
une ou plusieurs fontions numériques (setion 4.2). Le FPGA onguré est alors apable
d'exéuter une ou plusieurs opérations du graphe d'algorithme. Si le FPGA exéute plu-
sieurs opérations du graphe d'algorithme qui ne sont pas en dépendane de données, es
opérations pourront être exéutées simultanément. En eet, es opérations pourront être
implantées par des opérateurs dégénérés indépendants. Ainsi le alul des dates d'exéu-
tion des opérations implémentées par des opérateurs dégénérés est modié par rapport au
alul des dates des opérations implantées par des opérateurs des arhitetures program-
mables.
Rappelons que dans le as d'implémentation sur un omposant programmable, la date
de début au plus tt se alule en utilisant l'équation 4.1 et la date de n au plus tard
se alule en utilisant l'équation 4.2. Notons que es deux équations tiennent ompte
respetivement des prédéesseurs et des suesseurs de l'opération distribués sur le même
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opérateur. En eet, l'exéution d'une opération sur un opérateur programmable ne peut
débuter que si et opérateur est libre (n'est pas en train d'exéuter une autre opération).
S(Oi) =
{
0 si Γ−1(Oi) = Γ
′−1(Oi) = ∅
max(max∀Oj∈Γ−1(Oi)E(Oj), E(Γ
′−1(Oi))) sinon
(4.1)
Ave E(Oi) est la date de n au plus tt de l'opération Oi, Γ
′−1(Oi) l'ensemble de ses
prédéesseurs distribués sur le même opérateur et Γ−1(Oi) l'ensemble des prédéesseurs
de Oi.
E¯(Oi) =
{
0 si Γ(Oi) = ∅ et Γ
′(Oi) = ∅
max(max∀Oj∈Γ(Oi) S¯(Oj), S¯(Γ
′(Oi))) sinon
(4.2)
Ave S¯(Oi) est la date de début au plus tard de l'opération Oi, Γ
′(Oi) l'ensemble de
ses suesseurs distribués sur le même opérateur et Γ(Oi) l'ensemble de ses suesseurs de
Oi.
Dans le as d'implémentation d'une opération sur un opérateur reongurable, l'équa-
tion de alul de la date de début au plus tt devient l'équation 4.3 et elle de alul de
la date de n au plus tard devient l'équation 4.4. Ces nouvelles équations ne tiennent pas
ompte de la disponibilité de l'opérateur reongurable qui exéute l'opération. Puisque
es omposants reongurables peuvent être ongurés pour ontenir plusieurs opérateurs
fontionnant en parallèle.
S(Oi) =
{
0 si Γ−1(Oi) = ∅
max∀Oj∈Γ−1(Oi)E(Oj))) sinon
(4.3)
E¯(Oi) =
{
0 si Γ(Oi) = ∅
max∀Oj∈Γ(Oi) S¯(Oj) sinon
(4.4)
Dans l'exemple suivant, nous allons montrer l'impat de notre extension du modèle
AAA sur le alul de dates qui sera ainsi onforme à la réalité. Pour ela, nous présentons
l'implantation d'un algorithme (gure 4.13) sur une arhiteture onstituée d'un proes-
seur mono-÷ur et d'un FPGA modélisé par le modèle AAA non étendu puis l'implémen-
tation du même algorithme sur la même arhiteture modélisée par notre extension. Dans
les deux as, on impose que le sous-graphe d'algorithme entouré de pointillé (opérations
O2 et O3) soit implanté sur le FPGA du graphe d'arhiteture et le reste (opérations O1
et O4) sur le proesseur.
Figure 4.13  Exemple de graphe d'algorithme
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Tout d'abord, la gue 4.14 modélise l'arhiteture en utilisant le modèle AAA sans
extension. Ce graphe d'arhiteture ontient un proesseur omportant un opérateur et un
ommuniateur onnetés à travers une RAM. Un sous-graphe identique est utilisé pour
modéliser le FPGA. Le proesseur et le FPGA ommuniquent à travers une mémoire
SAM.
Figure 4.14  Graphe d'arhiteture sans extension de AAA
Comme présenté à la page 43, l'opération d'implémentation se déompose en trois par-
ties : routage, partitionnement et ordonnanement. Le routage établit les hemins de om-
muniation entre les diérents opérateurs du graphe d'arhiteture. Le partitionnement
aete à haque opérateur les opérations qu'il exéute. L'ordonnanement établit l'ordre
d'exéution entre les opérations. l'implémentation ne modie pas les graphes d'algorithme
et d'arhiteture. La gure 4.15 donne un exemple de graphe d'implantation obtenue en
utilisant l'heuristique SynDEx. Comme on s'y attendait, ette implémentation ne peut
pas tenir ompte du parallélisme du FPGA ar il plae O2 et O3 en séquentiel alors qu'ils
peuvent être plaés en parallèle sur FPGA. Sur ette gure, la hauteur des retangles
des opérations de alul et de ommuniation orrespond à leurs durées d'exéution. Par
onséquent D1 est la latene de l'algorithme.
Figure 4.15  Graphe d'implantation en utilisant le modèle d'implantation initial
Voyons maintenant l'impat de notre extension sur e même exemple. En utilisant
notre extension du modèle AAA, l'arhiteture ible est modélisée par le graphe de la
gure 4.16. Le sous-graphe modélisant le proesseur n'est pas modié. Par ontre, on
tient ompte du fait que le FPGA n'est initialement pas onguré.
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Figure 4.16  Graphe d'arhiteture en tenant ompte de l'extension de AAA pour les
arhitetures mixtes
L'opération de onguration s'eetue au moment de l'implémentation qui se déom-
pose désormais en quatre opérations : routage, onguration, partitionnement et ordon-
nanement. Cette opération d'implémentation s'applique sur le ouple graphe d'algo-
rithme, graphe d'arhiteture (Gal,Gar) et produit le ouple formé par le graphe d'al-
gorithme initial et un nouveau graphe d'arhiteture ontenant les FPGA ongurés
(Gal,Gar'). Puisque, dans notre exemple le FPGA est apable d'exéuter les opérations
O2 et O3, on retrouve dans le modèle du FPGA onguré deux opérateurs dégénérés en
plus de l'IP de ommuniation (IP_om). La gure 4.17 représente le graphe d'implanta-
tion obtenue. On remarque, qu'en utilisant notre extension du modèle d'arhiteture, le
graphe d'implémentation obtenu tient ompte du parallélisme oert par l'utilisation du
FPGA. Ainsi les deux opérations O2 et O3 sont implémentés en parallèle sur le FPGA.
Cei permet de réduire la latene de l'algorithme par rapport à l'implémentation préé-
dente : on remarque bien que la latene D2 de ette version est inférieure à la latene D1
de la version préédente.
Figure 4.17  Graphe d'implantation obtenu après extension du modèle
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4.7 Etat de l'art des algorithmes de partitionnement
pour le o-design
Nous avons maintenant étendu le modèle d'arhiteture et d'implantation de AAA
pour ouvrir les arhitetures mixtes. Il nous faut maintenant étudier l'optimisation du
partitionnement et de l'alloation de l'algorithme sur l'arhiteture. Pour ela, nous om-
mençons par l'état de l'art des tehniques existantes avant de présenter la notre.
La reherhe dans le domaine de o-design vise à développer des méthodologies et des
outils permettant le développement simultané des parties matérielles et logiielles tout en
tenant ompte des interations entre es deux parties du système. Ainsi, es reherhes
ouvrent plusieurs aspets du proessus de oneption : la spéiation et modélisation
du système, la o-simulation, le partitionnement et la génération d'interfaes. Nous al-
lons nous intéresser dans ette partie du doument aux algorithmes de partitionnement
logiiel/matériel.
4.7.1 Le projet ECOS
Le projet ECOS [Freund et al., 1997℄ tente de fournir un environnement pour le o-
design. L'objetif de ECOS est de minimiser le oût des systèmes tout en respetant une
ontrainte temporelle. L'arhiteture ible est onstituée par un proesseur et un ASIC.
L'appliation est représentée par un graphe diret aylique où haque n÷ud représente
une opération de ommuniation ou de traitement de données et haque ar représente
une dépendane de données. Chaque n÷ud est aratérisé par un oût d'implémentation
matériel et un oût d'implémentation logiiel. L'algorithme de partitionnement utilise
une adaptation de l'algorithme d'ordonnanement à fore dirigée (fore-direted shedu-
ling algorithm) au partitionnement matériel/logiiel [Rousseau et al., 1995℄. C'est un al-
gorithme itératif qui pour haque itération, alule le oût des implémentations possibles
pour haque n÷ud et hoisit elui orrespondant au oût minimal et itère l'opération
tandis qu'il reste des n÷uds pas traités.
Cet algorithme de partitionnement n'est pas adapté aux appliations omplexes ar
il prend un temps énorme pour donner le résultat. Il n'est pas non plus adapté pour les
appliations ayant une forte parallélisation potentielle à ause de la non pertinene de
l'estimation de l'impat de l'ordonnanement d'un n÷ud sur les autres n÷uds quand un
haut degré de parallélisme est présent.
4.7.2 Méthode de Eles et al.
Eles et al. [Eles et al., 1996℄ présentent une méthode de partitionnement matériel/logiiel
pour un proesseur et un oproesseur matériel. L'objetif de et algorithme est d'opti-
miser au maximum la vitesse d'exéution. Pour atteindre et objetif, l'algorithme de
partitionnement tend à augmenter le parallélisme tout en réduisant la ommuniation
entre la partie matérielle et la partie logiielle.
Le partitionnement se fait en quatre étapes :
* Spéiation du système : l'appliation est dérite omme un ensemble de proessus
ommuniant par passage de messages. Le langage VHDL est utilisé pour ette
desription [Eles et al., 1994a℄.
* Extration des blos ritiques : les blos de traitement responsables de la majeure
partie du temps d'exéution de haque proessus sont extraits. Pour haque blo
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ritique identié, un nouveau proessus est réé ainsi que les anaux de ommuni-
ation ave le proessus parent [Eles et al., 1994b℄.
* Partitionnement de graphe : la spéiation de l'appliation ontenant les proes-
sus dérits par l'utilisateur ainsi que eux réés dans l'étape d'extration des blos
ritiques est transformée en un graphe où haque n÷ud représente un proessus
et haque ar représente un anal de ommuniation. A haque n÷ud est assoié
un poids qui reète l'aptitude à l'implantation matérielle du proessus orrespon-
dant. Le poids assoié à haque ar indique une mesure de la ommuniation et
la synhronisation entre les proessus. Puis un algorithme de reherhe tabou est
utilisé pour partitionner l'ensemble des proessus en deux groupes : un orrespon-
dant aux proessus qui seront implémentés en logiiel et l'autre à eux qui seront
implémentés en matériel.
* Fusion de proessus : les proessus réés pendant l'étape d'extration des blos
ritiques qui peuvent être fusionnés ave leurs proessus parent s'ils appartiennent
à la même partition.
La méthode de Eles et al. ne permet d'eetuer le partitionnement que sur un seul type
d'arhitetures. En eet, elle ible les arhitetures omposées d'un proesseur onneté
à un oproesseur matériel. De plus, elle n'eetue pas une exploration automatique de
l'espae des implémentations matérielles possibles des parties de l'appliation implémentée
sur le oproesseur.
4.7.3 Méthode de Zaho et al.
Zaho et al [Zhao et al., 2013℄ présentent un algorithme de partitionnement maté-
riel/logiiel automatique basé sur une ombinaison de reuit simulé et d'algorithme gé-
nétique. Etant donnée une ontrainte temporelle, et algorithme tend à trouver un parti-
tionnement qui la respete en minimisant le oût matériel.
L'appliation est représentée sous forme de graphe de ommuniation dont haque
n÷ud représente une tâhe prinipale de l'appliation et haque ar représente une dé-
pendane ausale ou liée à la transmission de données entre les tâhes de l'appliation.
Chaque n÷ud est aratérisé par son oût d'implémentation matériel, son oût d'im-
plémentation logiiel, sa durée d'exéution matérielle et sa durée d'exéution logiielle.
Chaque ar est aratérisé par une durée de ommuniation.
L'algorithme du reuit simulé peut failement éhouer dans une solution qui orrespond
à un optimum loal. Alors que l'algorithme génétique a une apaité de reherhe géné-
rale forte. Par onséquent, ils ont intégré l'algorithme du reuit simulé dans l'algorithme
génétique pour réduire le risque d'éhouer dans un minimum loal tout en protant des
performanes de es deux algorithmes. Les résultats montrent que l'algorithme ombiné
ore une solution quasi-optimale plus préise ave une vitesse plus rapide.
La méthode de partitionnement de Zaho et al. vise le partitionnement matériel/logiiel
des appliations sur une arhiteture omposée d'un unique proesseur onneté à un
oproesseur, don ne permet pas de ibler les arhitetures multi-proesseurs onnetées
à des oproesseurs. Elle ne permet pas aussi de herher une implémentation optimisée
des parties distribuées sur le oproesseur.
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4.7.4 Méthode de Han et al.
Han et al. [Han et al., 2013℄ proposent un algorithme de partitionnement ordonnane-
ment d'algorithmes sur arhitetures mixtes. Cet algorithme eetue le partitionnement
de l'algorithme sur l'arhiteture multiproesseur, puis améliore les performanes tempo-
relles de l'implémentation en transférant quelques tâhes sur la partie matérielle.
L'appliation est dérite par un graphe de ot de données où haque n÷ud représente
une tâhe et haque ar représente une dépendane de données entre deux tâhes. Chaque
n÷ud est aratérisé par son temps d'exéution logiiel, son temps d'exéution matérielle
et la surfae néessaire pour son implémentation matérielle. Les ars sont aratérisés par
le oût de ommuniation qu'il représente.
Cet algorithme est omposé de deux parties distintes. Une heuristique basée sur une
liste pour eetuer le partitionnement ordonnanement des tâhes du graphe sur les dié-
rents proesseurs que ontient l'arhiteture ible. La fontion oût utilisée tient ompte
de la ommuniation inter proesseurs. Puis de manière itérative, la tâhe du hemin ri-
tique qui présente le plus grand rapport gain/surfae, est implémentée en matériel jusqu'à
ne plus avoir de surfae disponible.
Les inonvénients de ette approhe est qu'elle ne tient pas ompte du oût de om-
muniation entre les parties matérielles et logiielles et n'eetue pas une optimisation
des parties matérielles.
4.7.5 Méthode de Srinivasan et al.
Srinivasan et al. [Srinivasan et al., 1998℄ proposent une méthode de partitionnement
matériel/logiiel et d'exploration d'espae d'implantation matérielle. L'arhiteture ible
est onstituée par un proesseur, un oproesseur et une mémoire partagée par es deux
éléments pour eetuer la ommuniation.
L'appliation est dérite par un graphe de tâhes dont haune est onstituée d'un seul
thread et ne peut pas être divisée. Chaque tâhe peut représenter une opération (grain n)
ou un blo fontionnel (gros grain). Ces tâhes sont reliées par des ars qui représentent
les dépendanes de données. Pour haque tâhe est spéiée une table d'implémentations
matérielles possibles. La taille de ette table est xée pour toutes les tâhes. Un algorithme
génétique est utilisé pour eetuer le partitionnement matériel/logiiel tout en respetant
une ontrainte temporelle et de surfae disponible. Chaque tâhe a la même probabilité
d'être implémentée en matériel ou en logiiel.
L'inonvénient majeur de ette méthode de partitionnement et qu'elle ne ible qu'un
seul type d'arhiteture. En eet, elle ne permet le partitionnement matériel/logiiel que
sur une arhiteture omposée par un proesseur et un oproesseur ommuniant à travers
une mémoire partagée.
4.7.6 Synthèse de l'état de l'art des algorithmes de partitionne-
ment pour le odesign
La plupart des outils et algorithmes de partitionnement logiiel/matériel renontrés
dans la littérature ible une arhiteture omposée par un proesseur mono-÷ur et un
oproesseur matériel. Cette restrition de l'arhiteture ne suit pas la tendane atuelle
d'exploiter le parallélisme oert par les arhitetures multi-÷ur et multi-proesseur en
leur ajoutant un ou plusieurs oproesseurs matériels. De plus, peu de es outils per-
mettent d'explorer l'espae des solutions pour les parties implémentées en matériel. En
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eet, omme expliqué dans la gure 3.14, l'implémentation matérielle peut être omplè-
tement séquentielle, omplètement parallèle ou une des implémentations intermédiaires
entre es deux as extrêmes.
Pour ombler e vide, nous proposons une méthode de partitionnement logiiel/matériel
et d'optimisation d'implémentation sur les arhitetures mixtes basée sur la méthodologie
AAA. Cette proposition ne fait pas de restritions sur le nombre de omposants program-
mables ou reongurables utilisés. Elle permet, en plus du partitionnement, d'optimiser
l'implémentation des parties matérielles pour réduire la latene totale de l'exéution de
l'algorithme tout en utilisant le moins possible de blos logiques.
4.8 Algorithme d'optimisation proposé
L'algorithme que nous proposons repose sur la méthodologie AAA de base et sur son
extension : AAA pour les arhitetures programmables (heuristique de SynDEx) et AAA
pour les omposants reongurables (heuristique de SynDEx-IC).
Le prinipe global repose sur les ations suivantes. Il est résumé sur la gure 4.18 et
détaillé sous la forme d'un algorithme page 80 (algorithme 3).
L'ensemble de es transformations seront ensuite appliquées sur un exemple onret
et omplet de la norme H.264.
1. Tout d'abord l'algorithme et l'arhiteture sont modélisés lassiquement dans Syn-
DEx en utilisant le formalisme AAA. Dans le graphe d'arhiteture, les opérateurs
orrespondant à des FPGA devront être identiables par la suite (les détails sont
donnés page 81). Nous spéions ainsi un graphe d'arhiteture omposé d'opéra-
teurs de type FPGA ou non.
Il faut aussi lassiquement aratériser haque opérateur en donnant la liste des
opérations qu'il est apable d'exéuter et leurs durées d'exéution sur et opérateur
(ainsi que le nombre de CLB si 'est un opérateur FPGA).
2. Ensuite nous transformons automatiquement le graphe d'arhiteture pour faire
apparaitre expliitement le parallélisme interne de haque FPGA : haque opéra-
teur onnu pour être un FPGA est remplaé par un sous-graphe FPGA tel que
présenté en 4.5. Ce sous-graphe est fait d'un ommuniateur (IP de ommunia-
tion) onneté à autant d'opérateurs dégénérés qu'il y a d'opérations exéutables
sur et FPGA. C'est le rle de la fontion "Transformation"(ligne 3 de l'algorithme
3). Il sera donné en détails page 84 (algorithme 4).
3. L'heuristique AAA, modiée pour les aluls des dates en 4.6 est appliquée sur
le ouple graphe d'algorithme, graphe d'arhiteture transformé. De ette façon
SynDEx eetue le partitionnement en tenant en ompte toutes les aratéristiques
de l'arhiteture.
4. Après avoir eetué le partitionnement, SynDEx-IC est utilisé pour optimiser l'im-
plantation des parties distribuées sur les FPGA de l'arhiteture. Le prinipe de
ette optimisation est de réduire la latene des opérations tant qu'elles appar-
tiennent au hemin ritique. Cette optimisation n'est eetuée que si le résultat du
partitionnement ontient au moins une opération distribuée sur FPGA et appar-
tenant au hemin ritique. L'optimisation eetuée par SynDEx-IC se déroule en
deux étapes séparées par un appel à SynDEx pour realuler les nouvelles dates
de début et de n des opérations de l'algorithme en utilisant les nouvelles durées
alulées par SynDEx-IC.
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Figure 4.18  algorithme de ouplage des outils SynDEx/SynDEx-IC
Algorithm 3 Algorithme de ouplage des heuristiques SynDEx/SynDEx-IC)
1: GAR = {Opr1, . . . , Oprn, FPGA1, . . . , FPGAm, med1, . . . , medp}
2: GAL = {O1, O2, . . . , Oq, Arc1, Arc2, . . . , Arck}
3: G′AR = Transformation(GAR)
4: Heuristique SynDEx (GAL, G
′
AR)
5: if ∃Oi ∈ (ChemainCritique ∩ Π
′(FPGAj))∀(i, j) then
6: SSG = {sous− graphe ∈ Π
′(FPGAj)∀j}
7: for all SG ∈ SSG do
8: Heuristique SynDEx-IC (SG,C = 0)
9: end for
10: G′′AR = durations_update(G
′
AR)
11: Heuristique SynDEx (GAL, G
′′
AR)
12: for all SG ∈ SSG do
13: Heuristique SynDEx-IC (SG,C = flex(SG) + d_min(SG))
14: end for
15: end if
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En résumé, l'heuristique de distribution/ordonnanement de SynDEx (étape de 1 à 3)
est suivi d'une heuristique d'optimisation de la partie reongurable.
Nous allons maintenant revoir en détail es deux parties à travers un exemple omplet
de prise de déision de l'intra prédition 16x16 de la norme de ompression H.264.
L'intra prédition 16x16 onsiste à prédire le maro-blo de pixels à partir des pixels
voisins suivant diérents modes. La norme H.264 spéie 4 modes de préditions : le
mode vertial, le mode horizontal, le mode DC et le mode "plane". Une étude présentée
dans [Kessentini et al., 2008℄ justie l'élimination du mode "plane" ar 'est un mode
de prédition très omplexe qui apporte une amélioration minime de la qualité de la
prédition. Ainsi, on ne onsidère que les modes de prédition vertial, horizontal et DC.
Le mode de prédition donnant le maro-blo prédit le plus ressemblant au maro-blo
ourant (à prédire) est hoisi. Le ritère de omparaison utilisé est le Sum of Absolute
Dierene (SAD) donné par l'équation 4.5 (ave MBour : maro-blo ourant, MBref :
maro-blo de référene et N : taille du maro-blo). Ce ritère de omparaison onsiste
en une répétition de 256 diérenes en valeur absolue et aumulations.
SAD =
N∑
i=1
N∑
j=1
|MBcour(i, j)−MBref(i, j)| (4.5)
L'algorithme de déision de mode intra 16x16 a trois entrées : 16 pixels de voisinage
haut, 16 pixels de voisinage gauhe et le maro-blo soure de 16x16 pixels. Les résultats
de et algorithme sont la valeur moyenne des pixels voisins (haut et gauhe), le mode de
prédition qui est un entier valant 0, 1 ou 2 et le SAD du meilleur maro-blo prédit par
rapport au maro-blo soure. L'algorithme ommene par aluler la valeur moyenne des
pixels de voisinage, alule les SAD de haun des maro-blos prédits selon le mode DC,
le mode vertial et le mode horizontal, puis ompare les trois SAD trouvés et donne le
minimum des SAD et le mode de prédition lui orrespondant.
L'arhiteture qu'on ible est omposée par un proesseur et un FPGA onnetés à
travers leurs ports ethernet.
4.8.1 Heuristique de Distribution-Ordonnanement
Cette première partie se ompose de trois étapes :
* Spéiation de l'algorithme et de l'arhiteture.
* Transformation du graphe d'arhiteture.
* partitionnement/ordonnanement.
Spéiation de l'arhiteture et de l'algorithme
Cette étape orrespond aux deux premières lignes de l'algorithme 3 et elle vise à dénir
les graphes d'algorithme et d'arhiteture. Ainsi, le graphe d'arhiteture est déni par
un ensemble d'opérateurs programmables, un ensemble d'opérateurs reongurables et les
diérents moyens de ommuniations onnetant tous es opérateurs.
Comme SynDEx est utilisé pour la spéiation de es graphes d'arhiteture et d'algo-
rithme, ette spéiation utilise les modèles de AAA pour les omposants programmables
(non étendus). Ce modèle d'arhiteture ne fait pas la diérene entre omposants pro-
grammables et omposants reongurables, don pour diérenier es deux types d'opéra-
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teurs, l'utilisateur représente haque opérateur reongurable dans le graphe d'algorithme
par un opérateur dont le nom ommene par  fpga .
L'interfae de SynDEx ne permet que la spéiation de la durée d'exéution des opé-
rations sur haque opérateur apable de l'exéuter. Pourtant l'optimisation de l'implé-
mentation des opérations sur les omposants reongurables (par SynDEx-IC) néessite
de onnaitre la surfae oupée par haque opération. Pour ne pas avoir à modier l'inter-
fae de SynDEx, ette surfae oupée par haque opération est spéiée dans un hier
texte de la façon suivante : haque ligne ontient la spéiation d'une opération sous la
forme nom_opération = surfae_oupée".
Une autre ontrainte de spéiation doit être respetée par l'utilisateur : les opérations
répétitives qui peuvent s'exéuter sur les omposants reongurables, doivent être enap-
sulées dans une autre opération pour pouvoir optimiser leurs implémentations. En eet,
SynDEx défatorise omplètement et systématiquement haque frontière de fatorisation
du graphe d'algorithme et onsidère haque itération omme opération indépendante.
Ainsi, il peut distribuer les diérentes itérations d'une seule frontière de fatorisation sur
des opérateurs diérents. En enapsulant les opérations répétitives dans une autre opé-
ration, SynDEx les onsidère omme une seule opération et ne les défatorise pas. On
peut alors faire appel à SynDEx-IC pour optimiser l'implémentation des frontières de
fatorisation distribuées sur les omposants reongurables.
Le graphe d'algorithme de prise de déision de l'intra 16x16 de la norme H.264 est
représenté par la gure 4.19. Ce graphe d'algorithme omporte 3 apteurs (sensor) pour
es entrées : TOP pour la ligne de voisinage haut de 16 pixels, LEFT pour la olonne
de voisinage gauhe de 16 pixels et SRC le MB soure de 16x16 pixels. Les ationneurs
de e graphe d'algorithme sont DC_Val pour la valeur moyenne des pixels voisinages,
best_mode pour le mode de prédition hoisi et min_SAD pour le SAD du meilleur MB
prédit. Le graphe d'algorithme omporte aussi 5 fontions : al_DC_val pour aluler
la valeur moyenne des pixels de voisinage, SAD_DC, SAD_V et SAD_H pour aluler
les SAD respetifs des modes DC, vertial et horizontal et la fontion omparateur_SAD
pour omparer les trois SAD trouvés puis donner le minimum des SAD et le mode de
prédition lui orrespondant. Comme nous l'avons vu dans l'équation du SAD (équation
4.5), elle onsiste en une répétition de 256 diérenes en valeur absolue et aumulations.
Ces répétitions sont enapsulées dans les blos SAD_DC, SAD_V et SAD_H.
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Figure 4.19  graphe d'algorithme de prise de déision de l'intra 16x16
L'arhiteture iblée omporte deux opérateurs : un proesseur et un FPGA. Don le
graphe d'arhiteture qu'on utilise est omposé par un opérateur programmable (CPU)
et un omposant reongurable (FPGA1). Comme préisé à la page 81, à e stade du ot
de oneption, il n'y a pas de diérenes entre les deux opérateurs utilisés. An de les
diérenier, le nom de l'opérateur qui modélise le omposant reongurable ommene
alors par FPGA. La liaison ethernet onnetant es deux opérateurs est modélisée par
une SAM point à point (FPGA_LINK). Le graphe d'arhiteture obtenue est représenté
par la gure 4.20.
Figure 4.20  graphe d'arhiteture
Les durées d'exéution en yles des opérations de l'algorithme sur les deux opérateurs
de l'arhiteture sont regroupées dans le tableau 4.3.
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Tableau 4.3  Durées d'exéution des opérations sur les diérents opérateurs
Opération CPU FPGA1
SRC 256
TOP 16
LEFT 16
al_DC_val 33 18
SAD_V 768 296
SAD_H 768 296
SAD_DC 768 296
omparateur_SAD 38
DC_Val 1
min_SAD 1
best_mode 1
On remarque que les durées d'exéution sur le omposant reongurable ne sont don-
nées que pour les opérations al_DC_val, SAD_V, SAD_H et SAD_DC. C'est un hoix
fait pour spéier que seulement es opérations peuvent être distribuées sur le omposant
reongurable FPGA1 (nous les avons enadrés d'un retangle pour les mettre en évidene
sur la gure 4.19).
Transformation du graphe d'arhiteture
En exéutant l'heuristique de SynDEx sur les graphes d'arhiteture (gure 4.20) et
d'algorithme (gure 4.19), nous obtenons l'implémentation présentée dans le tableau 4.4.
Ce tableau assoie à haque opération du graphe d'algorithme l'opérateur qui l'exéute
et ses dates de début et de n. Dans ette solution, on remarque que les seuls opérations
distribuées sur FPGA sont SAD_DC et SAD_V et es deux opérations sont ordonnanées
en série (la date de début de l'une est la date de n de l'autre), alors qu'elles peuvent
être exéutées en parallèle sur le FPGA. Cette solution montre omme expliqué en 4.6
que SynDEx n'est pas adapté à faire la distribution des algorithmes sur des arhitetures
ontenant des FPGA puisque le parallélisme interne est ahé à SynDEx. La longueur du
hemin ritique de ette implémentation est 1211.
Tableau 4.4  Résultats de distribution ordonnanement avant transformation de graphe.
Opération opérateur Date de début Date de n
SRC CPU 0 256
TOP CPU 256 272
LEFT CPU 272 288
al_DC_val CPU 288 321
DC_Val CPU 321 322
SAD_H CPU 322 1090
SAD_DC FPGA 578 874
SAD_V FPGA 874 1170
omparateur_SAD CPU 1171 1209
min_SAD CPU 1209 1210
best_mode CPU 1210 1211
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Il est don néessaire de transformer le graphe d'arhiteture spéié par l'utilisateur
vers un graphe utilisant notre extension du modèle d'arhiteture.
Cette transformation (ligne 3 de l'algorithme 3) s'eetue automatiquement selon l'al-
gorithme 4
Algorithm 4 Algorithme de transformation du graphe d'arhiteture
1: G′AR = GAR
2: for all FPGAi ∈ GAR do
3: FPGA′i = {}
4: for all portj ∈ FPGAi do
5: FPGA′i = FPGA
′
i + {COMj}
6: end for
7: for all Ok ∈ λ
−1(FPGAi) do
8: FPGA′i = FPGA
′
i + {Oprdk}
9: end for
10: FPGA′i = FPGA
′
i + {medinter−Oprd}
11: G′AR = G
′
AR − {FPGAi}+ {FPGA
′
i}
12: end for
Cette transformation onsiste à remplaer haque omposant reongurable par l'en-
semble d'opérateurs qu'il pourrait ontenir. Ainsi haque opérateur du graphe d'algo-
rithme dont le nom ommene par FPGA est remplaé par :
* Pour haque port un opérateur de ommuniation (lignes 4-6 de l'algorithme 4) :
'est un opérateur qui n'exéute auune opération, néanmoins il est essentiel pour
modéliser l'aspet séquentiel des ommuniations.
* Pour haque opération pouvant s'exéuter sur le omposant reongurable en ques-
tion un opérateur dégénéré (lignes 7-9 de l'algorithme 4) : e type d'opérateur (dé-
ni dans la setion 4.2.5) n'est apable d'exéuter qu'un seul type d'opération du
graphe d'algorithme. L'utilisation d'un opérateur dégénéré pour haque opération
exéutable sur le omposant reongurable permet de modéliser le parallélisme
potentiel oert par es omposants. Ainsi toutes les opérations distribuées sur le
omposant reongurable peuvent s'exéuter indépendamment les unes des autres.
* Un moyen de onnexion (ligne 10 de l'algorithme 4) : 'est une SAM multipoint
permettant la diusion matérielle des données, utilisée pour onneter les opéra-
teurs dégénérés (de traitement et de ommuniation) entre eux. Conformément au
modèle de ommuniation exposé à la setion 4.3, le temps de traversé de ette
SAM est nul pour tout type de données.
Ce graphe d'arhiteture remplae le graphe d'arhiteture initial dans le hier du
projet de SynDEx. La aratérisation temporelle spéiée au début doit être modiée
pour l'adapter à ette transformation du graphe d'arhiteture ar on n'a plus d'opérateur
FPGA. On assoie la durée d'exéution des opérations initialement dénies pour le FPGA
à l'opérateur apable de l'exéuter ontenu dans e FPGA.
Pour notre exemple de l'algorithme de prise de déision de l'intra 16x16, le graphe
d'arhiteture spéié ontient un seul opérateur dont le nom ommene par FPGA. Cet
opérateur représente un omposant reongurable. Il est apable d'exéuter 4 opérations :
al_DC_val, SAD_V, SAD_H et SAD_DC (tableau 4.3). Cet opérateur possède un
seul port. Don la transformation automatique du graphe le remplae par un opérateur de
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ommuniation et 4 opérateurs dégénérés. La gure 4.21 représente le graphe d'arhite-
ture modié. Dans ette gure, les opérateurs qui remplaent le omposant reongurable
sont enadrés.
Figure 4.21  Graphe d'arhiteture modié
Partitionnement/Ordonnanement
L'étape suivante onsiste à eetuer le partitionnement/ordonnanement des dié-
rentes opérations de l'algorithme sur les diérents omposants qui onstituent l'arhite-
ture. L'heuristique de SynDEx permet ette opération. En eet, l'heuristique de SynDEx
est exéutée en mode "no atten" (on n'y tient ompte que du plus haut niveau hié-
rarhique de l'algorithme) pour ne pas défatoriser systématiquement les frontières de
fatorisation enapsulées dans une autre opération (setion 4.8.1). On utilise le graphe
d'algorithme spéié par l'utilisateur et le graphe d'arhiteture modié obtenu à la n
de l'étape préédente (setion 4.8.1). On obtient alors pour haque opération du graphe
d'algorithme la date de début et de n et le nom de l'opérateur sur lequel elle est distri-
buée.
Pour l'exemple de l'algorithme de prise de déision de l'intra 16x16 de la norme H.264,
l'exéution de l'heuristique de SynDEx pour le partitionnement/ordonnanement des opé-
rations du graphe d'algorithme de la gure 4.19 sur les opérateurs du graphe d'arhiteture
transformé de la gure 4.21 donne les résultats présentés dans le tableau 4.5.
Tableau 4.5  Résultats de distribution ordonnanement après transformation de graphe.
Opération opérateur Date de début Date de n
SRC CPU 0 256
TOP CPU 256 272
LEFT CPU 272 288
al_DC_val CPU 288 321
DC_Val CPU 321 322
SAD_H FPGA 578 874
SAD_DC FPGA 578 874
SAD_V FPGA 578 874
omparateur_SAD CPU 877 915
min_SAD CPU 915 916
best_mode CPU 916 917
Pour des raisons de simpliation du tableau, on ne présente pas le nom de l'opérateur
dégénéré qui exéute les opérations distribuées sur le omposant reongurable, mais il
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est impliitement onnu ar haque opérateur dégénéré de e omposant ne peut exéuter
qu'une seule opération. Dans ette solution, les trois opérations de alul de SAD sont
distribuées sur le FPGA et s'exéutent en parallèle (ils ont les mêmes dates de début et
de n). Comme prévu la transformation de graphe eetuée (4.8.1) a permis d'exposer le
parallélisme potentiel du FPGA pour que SynDEx puisse en tenir ompte. La longueur
du hemin ritique passe de 1211 à 917 grâe à l'exploitation du parallélisme du FPGA.
4.8.2 Optimisation FPGA
Dans l'étape préédente, le graphe d'algorithme a été distribué/ordonnané sur les
parties programmables et reongurables du graphe d'arhiteture. Dans ette étape, il
s'agit d'essayer d'optimiser les sous-graphes distribués sur les omposants reongurables.
On dénit un sous-graphe par un ensemble onnexe d'opérations du graphe d'algo-
rithme et un sous-graphe sur FPGA par un sous-graphe dont toutes les opérations sont
distribuées sur FPGA.
L'optimisation de l'implémentation que nous eetuons a pour but de réduire la latene
totale de l'algorithme tout en utilisant le plus petit nombre de blos logiques. Pour réduire
la latene totale de l'algorithme, il faut réduire le temps d'exéution des opérations situées
sur le hemin ritique. Il faut pour ela s'attaquer à l'optimisation de l'implémentation des
opérations appartenant au hemin ritique et distribuées sur un omposant programmable.
En eet, omme nous avons vu en setion 3.4.4, on peut réduire le temps d'exéution des
opérations sur les omposants reongurables en augmentant le niveau de parallélisation si
la dépendane de données le permet. Si la distribution donnée par SynDEx ne ontient pas
d'opération distribuée sur omposant reongurable et appartenant au hemin ritique,
on ne peut pas enore optimiser l'implantation. Dans e as, on passe alors à la génération
des exéutifs qui sera présentée dans le hapitre 5.
SynDEx-IC est utilisé pour optimiser l'implémentation des opérations distribuées sur
FPGA. Cette optimisation se déroule en deux étapes :
1. Défatorisation omplète de toute les frontières de fatorisation. Ainsi, nous obte-
nons une implémentation ave une latene minimale et un nombre de blos logiques
maximal (gure 3.14).
2. Pour réduire l'utilisation des blos logiques sans augmentation de la latene de
l'algorithme, la refatorisation de es frontières de fatorisation est eetuée tant
qu'ils ne sont pas sur le hemin ritique.
Le hemin ritique de l'implémentation proposée par SynDEx pour l'algorithme de
prise de déision de l'intra 16x16 (tableau 4.5), est onstitué par les opérations : SRC,
TOP, LEFT, SAD_V, omparateur_SAD min_SAD et best_mode. Parmi es opéra-
tions, l'opération SAD_V est distribuée sur le omposant reongurable. Il semble don
possible d'optimiser la latene totale de ette implémentation en défatorisant les fron-
tières de fatorisation distribuées sur e omposant reongurable, à savoir les opérations
SAD_V, SAD_H et SAD_DC.
Prinipe de l'optimisation temporelle
Nous visons toujours la rédution du temps d'exéution de l'algorithme, 'est à dire la
longueur du hemin ritique. Nous devons pour atteindre e but exploiter au maximum
le parallélisme potentiel de l'algorithme. Ce parallélisme est partiellement exploité par
SynDEx lors du partitionnement/ordonnanement. Mais les algorithmes renferment en
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général des répétitions dont les itérations peuvent être indépendantes, don fortement
parallélisable. Ce fort parallélisme est exploitable grâe à l'utilisation des omposants
reongurables.
Pour atteindre une implémentation ave une latene minimale, nous défatorisons tota-
lement toutes les frontières de fatorisation distribuées sur les omposants reongurables.
Pour e faire, on exéute l'heuristique SynDEx-IC sur haque sous-graphe sur FPGA en
imposant une ontrainte temporelle nulle (lignes 7-9 de l'algorithme 3). Cela a bien pour
eet de onstruire une implémentation ave un temps d'exéution minimale mais qui uti-
lise un nombre maximal de blos logiques et par onséquent un oût élevé. Pour essayer de
réduire le oût de ette implémentation, il faut passer par une "optimisation de la surfae
oupée".
Nous avons vu que haque opération de alul de SAD dans l'implémentation proposée
par SynDEx pour l'exemple hoisi, onstitue un sous-graphe sur FPGA. Nous utilisons
alors SynDEx-IC pour optimiser l'implémentation de es trois sous-graphes en défato-
risant omplètement les frontières de fatorisation qu'ils ontiennent. Ainsi l'heuristique
de SynDEx-IC est exéutée trois fois en lui passant à haque fois une des opérations de
SAD omme graphe d'algorithme. Rappelons que l'opération SAD est onstituée par une
somme de 256 diérenes en valeur absolue. Toutes es diérenes en valeur absolue sont
indépendantes et peuvent s'eetuer en parallèle. La nouvelle durée d'exéution obtenue
pour haune des opération SAD après défatorisation totale est 41. En utilisant ette
durée, SynDEx donne les dates du tableau 4.6.
Tableau 4.6  Résultats de distribution ordonnanement après optimisation temporelle.
Opération opérateur Date de début Date de n
SRC CPU 0 256
TOP CPU 256 272
LEFT CPU 272 288
al_DC_val CPU 288 321
DC_Val CPU 321 322
SAD_H FPGA 578 619
SAD_DC FPGA 578 619
SAD_V FPGA 578 619
omparateur_SAD CPU 622 660
min_SAD CPU 660 661
best_mode CPU 661 662
La longueur du hemin ritique est réduite de 917 à 662 grâe à la rédution de la
durée d'exéution des opérations de SAD.
Prinipe de l'optimisation de la surfae oupée
Après l'optimisation temporelle, nous avons obtenu une implémentation ave un temps
d'exéution minimal (si on ne remet pas en ause la distribution donnée par SynDEx) mais
utilisant un nombre maximal de blos logiques. Alors que tout onepteur des systèmes
embarqués est soumis à des ontraintes de oût. Nous devons don réduire le nombre de
ressoures logiques utilisées sans augmenter la latene de l'algorithme. La rédution du
temps d'exéution des opérations ne se trouvant pas sur hemin ritique, ne réduit pas la
latene totale de l'algorithme mais augmente la surfae oupée don son oût. Pour es
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raisons, nous devons refatoriser les frontières de fatorisation qui n'appartiennent pas au
hemin ritique. En d'autres termes, on refatorise les frontières de fatorisations des sous-
graphes sur FPGA optimisé préedemment tant que leur exibilité d'ordonnanement
n'est pas nulle. On rappelle que la exibilité d'ordonnanement d'une opération (ou un
sous-graphe) est la diérene entre la plus grande date de début de et opération (ou
sous-graphe) n'engendrant pas de rallongement du hemin ritique et la plus petite date
de début possible (page 46).
Rappelons aussi que l'heuristique de SynDEx-IC a pour but de trouver une implémen-
tation qui satisfait une ontrainte temporelle en utilisant le minimum possible de blos
logiques. Ainsi, pour pouvoir réduire au maximum le nombre de blos logiques utilisés, on
utilise SynDEx-IC en lui passant omme ontrainte temporelle la somme de la durée mini-
male d'exéution (trouvée après l'optimisation temporelle) et la exibilité du sous-graphe.
Cette étape est dérite par les lignes 12-14 de l'algorithme 3. Cette étape néessite en aval
que SynDEx realule des dates de début et de n des opérations en tenant ompte des
résultats de l'optimisation temporelle (lignes 10 et 11 de l'algorithme 3).
Après l'optimisation temporelle de l'exemple étudié, l'opération SAD_V est enore
sur le hemin ritique don ne peut pas être refatoriser sans allonger le hemin ritique.
Par ontre les opérations SAD_H et SAD_DC ne sont pas sur le hemin ritique et leurs
exibilités d'ordonnanement sont respetivement 1 et 2. La ontrainte temporelle utilisée
pour refatoriser es deux opérations sont 41 + 1 = 42 pour SAD_H et 41 + 2 = 43 pour
SAD_DC. Après ette dernière étape d'optimisation, on obtient les dates présentées dans
le tableau 4.7.
Tableau 4.7  Résultats nals de distribution ordonnanement.
Opération opérateur Date de début Date de n
SRC CPU 0 256
TOP CPU 256 272
LEFT CPU 272 288
al_DC_val CPU 288 321
DC_Val CPU 321 322
SAD_H FPGA 578 619
SAD_DC FPGA 578 620
SAD_V FPGA 578 620
omparateur_SAD CPU 622 660
min_SAD CPU 660 661
best_mode CPU 661 662
On remarque que les durées d'exéution des opérations SAD_DC et SAD_V ont
augmenté (de 41 à 42). Cette augmentation est due à une refatorisation partielle de
es deux opérations. Malgré ette refatorisation, la longueur du hemin ritique reste
inhangée (662) ar l'augmentation des durées d'exéution de es opérations ne dépassent
pas leurs exibilités respetives.
4.9 Evaluation des performanes
Le tableau 4.8 regroupe les aratéristiques des méthodes de partitionnement ma-
tériel/logiiel présentées. La plus part des méthodes présentées (ou renontrées dans la
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Tableau 4.8  Tableau omparatif des méthodes de partitionnement
Méthode Arhiteture ible exploration
matérielle
partitionnement
ECOS proesseur + oproesseurs non manuel + automatique
Eles et al. proesseur + oproesseurs non automatique guidé
Zaho et al. proesseur + oproesseurs non automatique
Han et al. multiproesseur + oproesseur non automatique
Srinivsan et al. proesseur + oproesseurs oui automatique
algo proposé multiproesseur + oproesseurs oui manuel + automatique
littérature) iblent une arhiteture omposée par un proesseur et un oproesseur. De
es inq méthodes présentées, seule la méthode Han et al. [Han et al., 2013℄ (omme la
notre) eetue le partitionnement matériel/logiiel en iblant une arhiteture multipro-
esseur ave oproesseur. Cette méthode eetue le partitionnement ordonnanement
des opérations sur une arhiteture multiproesseur (ne onsidère pas les omposants
matériels) puis une optimisation temporelle est eetuée en hoisissant des opérations à
implémenter en matériel. Ce partitionnement en deux étapes séparées peut mener à une
sous optimisation de la solution ar la première étape de partitionnement ne onsidère pas
l'eet de la seonde étape (le proesseur devient libre si l'opération est transférée en ma-
tériel). Par ontre dans notre méthode, le partitionnement onsidère tous les opérateurs
(programmables ou reongurables).
Peu d'algorithmes permettent l'exploration automatique de l'espae d'implémenta-
tions matérielles. L'algorithme que nous proposons utilise l'heuristique de SynDEx-IC
pour explorer les diérents degrés de déroulement de boules ontenues dans les par-
ties implémentées en matériel. Cette exploration de l'espae d'implémentation s'eetue
après l'étape de partitionnement ordonnanement. En onséquene, le partitionnement
matériel/logiiel ne tient ompte que d'une seule implémentation matérielle possible (la
pire en terme de durée d'exéution). Par ontre, la méthode proposée par Srinivsan et
al. [Srinivasan et al., 1998℄ onsidère les diérentes implémentations matérielles possibles
lors du partitionnement matériel/logiiel. Don l'espae de solutions total est plus grand
et par la suite la solution hoisie peut éventuellement être meilleure que elle résultant
d'un espae de solutions réduit. Cette amélioration éventuelle de la solution hoisie s'a-
ompagne d'une augmentation du temps de reherhe de ette solution.
Plusieurs des méthodes de partitionnement matériel/logiiel automatique, omme notre
algorithme, donnent la possibilités à l'utilisateur de guider le hoix vers l'implémentation
de quelques opérations en matériel ou en logiiel ou d'imposer e hoix. Pour l'algo-
rithme d'Eles et al. [Eles et al., 1994a℄, le onepteur du système peut dénir les poids
de multipliation de la fontion oût utilisée et par la suite guider l'algorithme vers op-
timiser un aspet de la solution plus que d'autres. Notre algorithme et le projet ECOS
[Freund et al., 1997℄ permettent d'imposer l'implémentation matérielle ou logiielle de
quelques (ou toutes) opérations de l'algorithme. Le hoix du type d'implémentation pour
le reste des opérations de l'algorithme se fait automatiquement.
L'algorithme de ouplage que nous proposons se déompose en six étapes suessives :
la transformation de graphe, le partitionnement/ordonnanement, le test d'optimisation
temporelle, l'optimisation temporelle, le alul des nouvelles dates et l'optimisation de
surfae. Considérons un graphe d'algorithme ontenant q opérations et un graphe d'ar-
hiteture omportant n omposants programmables et m omposants reongurables. La
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transformation de graphe a alors une omplexité linéaire en O(m). Notons la omplexité
de l'heuristique de SynDEx pour un graphe d'algorithme de d opérations et un graphe
d'arhiteture de e opérateurs par C_SynDEx(d, e). Supposons que la transformation
du graphe rée k opérateurs dégénérés pour remplaer les omposants reongurables de
l'arhiteture. La omplexité de l'étape de partitionnement est C_SynDEx(q, n + k).
Le test de possibilité d'optimisation a une omplexité linéaire en O(q). Notons la om-
plexité de l'heuristique de SynDEx-IC pour un graphe d'algorithme de d opérations par
C_SynDEx− IC(d). Supposons que la distribution donnée par SynDEx donne p sous-
graphes distribués sur FPGA ontenant qpi opérations haun, la omplexité de l'optimi-
sation temporelle est p × C_SynDEx − IC(qpi). Puisque le alul des nouvelles dates
s'eetue en exéutant SynDEx en ontraignant la distribution, la omplexité de ette
étape s'exprime par C_SynDEx(q, 1). Enn la omplexité de l'optimisation de surfae
s'exprime par p×C_SynDEx−IC(qpi). Puisque l'algorithme de ouplage que nous pro-
posons est formé par la suession de es étapes, la omplexité totale de et algorithme
est la somme des omplexités de haune de es étapes.
4.10 Conlusion
Une extension du modèle d'arhiteture AAA a été présentée dans e hapitre. Cette
extension permet de modéliser les omposants reongurables. Après un algorithme de
ouplage des outils SynDEx/SynDEx-IC, est présenté pour permettre le partitionnement
automatique des algorithmes sur les plate-formes mixtes et l'optimisation de leurs implé-
mentations.
Après l'optimisation de l'implémentation, nous pouvons passer à la génération auto-
matique des odes orrespondants. Le hapitre suivant exposera la méthode de génération
du ode de l'appliation et détaillera le iruit permettant de gérer la ommuniation et
la synhronisation des opérateurs ontenus dans les FPGA ave les autres omposants qui
onstituent l'arhiteture.
Les travaux dérits dans e hapitre sont publiés dans [Feki et al., 2013℄
et [Feki et al., 2014b℄.
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Chapitre 5
Génération automatique des exéutifs
5.1 Introdution
Au ours des hapitres préédents, nous avons étendu les modèles AAA pour pouvoir
modéliser un algorithme, une arhiteture mixte et l'implémentation. Nous avons ensuite
présenté et évalué une heuristique d'optimisation de l'implémentation sur les arhite-
tures mixtes. Dans e hapitre, nous allons étendre les tehniques de génération de ode
AAA an de générer l'exéutif omplet d'une appliation sur une arhiteture mixte. Cela
omprend le ode ompilable té programmable, le VHDL synthétisable té reon-
gurable mais aussi le ode des ommuniations entre les omposants programmables et
reongurables.
SynDEx, étant onçu pour les arhitetures multi-omposant peut générer les maros
de ommuniation et synhronisation. Par ontre SynDEx-IC, étant onçu pour les mono-
FPGA, ne génère pas le ode VHDL de omposants qui gère la ommuniation et la
synhronisation du FPGA ave les autres omposants de l'arhiteture. Nous allons dans
e hapitre présenter la façon selon laquelle SynDEx et SynDEx-IC sont utilisés pour
générer l'exéutive de l'appliation sur l'arhiteture mixte. Ensuite, nous présentons une
IP générique pour gérer les ommuniations et synhronisation du FPGA ave les autres
omposants.
5.2 Rappel
Comme présenté dans le hapitre 3, la méthodologie AAA permet après optimisation
de l'implémentation de générer automatiquement des exéutifs pour haque opérateur
sous la forme de maro ode générique. En eet, es exéutifs sont génériques et ne
dépendent don pas du langage ible de haque opérateur. Ensuite un maro-proesseur
et des librairies d'exéutifs sont utilisés pour traduire es exéutifs génériques en exéutifs
ompilables par le ompilateur de l'opérateur ible.
5.2.1 Génération des exéutifs par SynDEx
Les exéutifs générés par SynDEx fournissent des servies permettant la bonne exéu-
tion de l'appliation. Cela omprend le ode de l'appliation, l'alloation de mémoires, les
ommuniations et les synhronisations, et . . .. Ces exéutifs sont générés sous forme de
maro-ode et d'une bibliothèque générique et peuvent être failement traduits en langage
spéique à tout proesseur grâe à un maro-proesseur et des bibliothèques spéiques
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aux ibles. Ces exéutifs sont parfaitement adaptés à l'appliation pour la quelle ils sont
générés : on dit qu'ils sont taillés sur mesure. Comme es exéutifs remplaent le système
d'exploitation temps réel (RTOS), on peut garantir l'aspet déterministe de l'exéution.
La génération d'exéutifs se fait en trois étapes [Grandpierre and Sorel, 2003℄ :
* Transformation de l'implémentation optimisée en graphe d'exéution : ette trans-
formation s'eetue en ajoutant de nouveaux types de sommets (Loop, EndLoop,
pre-ful/su-full, pre-empty/su-empty). Comme SynDEx vise l'optimisation de l'im-
plémentation d'appliations réatives (onstamment en interation ave leur envi-
ronnement), il faut rendre la séquene d'opération attribuée à haque opérateur
répétitive. Don es séquenes d'opérations sont enadrées par des sommets Loop
au début et EndLoop à la n. Les autres sommets ajoutés onernent la syn-
hronisation entre les diérents opérateurs et ommuniateurs qui exéutent des
opérations ave dépendanes de données. An de réaliser ette synhronisation on
ajoute, après haque opération produtrie d'une donnée dont dépend l'exéution
d'une autre opération sur un autre opérateur (ou ommuniateur), un sommet pre-
full et avant l'opération onsommatrie un sommet su-full. Pour que le ontenu
du registre ne soit pas modié avant son utilisation, on ajoute avant l'opération
produtrie un sommet su-empty et après l'opération onsommatrie un sommet
pre-empty. Ces sommets pre-full, su-full, pre-empty et su-empty modélisent des
fontions apable de lire et modier des sémaphores binaires.
* Transformation du graphe d'exéution en séquenes de maro-exéutif : haque
sous-graphe du graphe d'exéution assoié à un opérateur est traduit en un -
hier de maro-exéutif. Le passage par es maros intermédiaires permet de ibler
plusieurs types de langages de programmation omme nous verrons plus loin. Ces
hiers sont onstitués de trois parties : l'alloation de mémoire, les séquenes de
ommuniation et la séquene d'opérations de alul.
La liste de maros d'alloation de mémoire ontient une maro allo_(type, nom,
taille) pour haque sommet alloation distribué sur une RAM onnetée à l'opé-
rateur. Type est le type de la donnée, nom est le nom de l'opération produtrie
et du port orrespondant et taille représente la taille du veteur.
Les hiers de maros ontiennent une séquene de ommuniation pour haque
ommuniateur onneté au opérateur. Cette séquene est générée entre les maros
om_thread_ et end_thread_. Ces séquenes de maros sont générées en respetant
l'ordre des sommets assoiés au ommuniateur orrespondant.
La séquene de maros de alul est générée entre les marosmain_ et end_main_.
Chaque sommet opération est traduit en maro tout en respetant l'ordre d'exé-
ution.
* Tradution des maro-exéutifs en exéutifs ompilables : haque séquene de ma-
ros est traduite en ode soure dans le langage ible de l'opérateur en utilisant un
maro-proesseur (omme gnu M4).
5.2.2 Génération des exéutifs par SynDEx-IC
La génération automatique de ode de SynDEx-IC vise à fournir un ode ompatible
ave les outils de synthèse et de simulation et qui supporte failement de nouveaux lan-
gages de desription matérielle à partir d'une spéiation haut niveau. Cette génération
de ode s'eetue en deux étapes :
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* Génération de maro-ode générique : 'est une étape intermédiaire indépendante
du hoix de langage de desription matérielle hoisi. Elle permet ainsi une meilleur
portabilité du ode. Les maros générés sont de deux types : les maros de dé-
laration et de dénitions et les maros d'interonnexion des omposants. Chaque
hier de maro-ode généré omporte : des maros d'inlusion de bibliothèques,
des maros de dénitions de l'ensemble des omposants, des maros de dénitions
des signaux et des maros de dénition des interonnexions entre les omposants
et les signaux.
* Tradution du maro-ode en ode RTL synthétisable : ette tradution s'eetue
en utilisant le maro-proesseur m4 et une ou plusieurs bibliothèques ontenant les
dénitions des maros.
5.3 Tehniques de ommuniation entre omposants re-
ongurables et omposants programmables
5.3.1 Communiation par mémoire partagée
Le transfert de données entre la partie matérielle et la partie logiielle peut s'eetuer
en utilisant une mémoire partagée. L'émetteur sauvegarde la donnée à transmettre dans
la mémoire partagée à une adresse onnue par le réepteur. Puis, e dernier lit es données
diretement de la mémoire partagée. Cette méthode néessite une onnaissane préalable
des données à transférer et une bonne synhronisation entre les deux omposants. Cette
méthode peut en eet mener au problème de ohérene de ahe. Ce problème se pose pour
les arhitetures multiomposants de haute performane. En eet, les proesseurs pour es
arhitetures sont munis de mémoires ahes inaessibles pour les autres omposants du
système. Lorsque un proesseur P utilise une variable de la mémoire, il en garde une opie
dans sa ahe pour les éventuelles utilisations ultérieures. Si la valeur de ette variable est
modiée par un autre omposant, e proesseur P utilisera pour es prohains aluls la
valeur de sa ahe qui est obsolète. Ce problème peut être évité en utilisant les instrutions
spéiques d'invalidation de la ahe.
La gure 5.1 représente un shéma simplié d'une arhiteture utilisant une mémoire
double port pour la ommuniation entre deux proesseurs ou FPGA. Ce type de mémoire
permet à haque proesseur ou FPGA d'y aéder à travers un port d'adresses, un port
de données et un port de ontrle qui lui sont dédiés. Dans e as, les deux proesseurs
ou FPGA peuvent aéder à la mémoire simultanément et il n'est pas néessaire d'utiliser
un arbitre pour gérer l'aès à la mémoire.
Figure 5.1  Communiation par mémoire double port
La gure 5.2 représente une arhiteture omportant deux proesseurs ou FPGA
onnetés à travers une mémoire simple port partagée. Contrairement à l'utilisation des
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mémoires double ports, l'aès de tous les proesseurs et FPGA à la mémoire partagée
s'eetue à travers un seul port pour haque type d'informations (données, adresses et
ontrle). Don un système d'arbitrage/multiplexage est néessaire pour gérer l'aès à la
mémoire. Une partie ou tout l'ensemble mémoire/arbitre/multiplexeur peut être intégrée
dans un FPGA.
Figure 5.2  Communiation par mémoire simple port partagée
La ommuniation par mémoire partagée présente l'inonvénient d'augmenter la om-
plexité matérielle de l'arhiteture puisqu'il faut s'interfaer ave les bus mémoires de part
et d'autre de la ommuniation.
5.3.2 Communiation par passage de message
Les diérents omposants d'un système multi-omposants peuvent ommuniquer entre
eux en se passant des messages. Ce type de ommuniation suit un modèle de ommu-
niation expliite. Ces messages sont alors transmis à travers une liaison point à point
ou multi-point ave ou sans routeur. Le omposant émetteur utilise une maro "send"
pour envoyer la donnée au réepteur qui utilise une maro "reeive" pour la lire. Ses deux
maro doivent être spéiés par l'utilisateur et dépendent de la nature du omposant.
L'opération de réeption peut être bloquante ou pas. Il faut utiliser un méanisme de
synhronisation entre émetteur et réepteur pour garantir l'ordre d'exéution envoie puis
réeption.
La ommuniation par passage de messages peut être parallèle (gure 5.3). Dans e
as la liaison de données utilisée peut transférer plusieurs bits simultanément. Ainsi la
durée de passage du message est diminuée mais la taille des liaisons augmente.
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Figure 5.3  Communiation par passage de messages parallèle
Cette ommuniation peut être aussi en série (gure 5.4). Dans e as la liaison de
données utilisée ne peut transférer qu'un seul bit à la fois. Don les diérents bits du
message à transmettre sont envoyés séquentiellement. Ce qui induit une augmentation de
la durée de passage du message ontre une diminution de la taille des liaisons.
Figure 5.4  Communiation par passage de messages série
Pour les arhitetures utilisant la ommuniation par passage de message, la FIFO est
généralement projetée oté FPGA et proesseur.
5.4 IP de ommuniation proposée
Dans ette thèse, nous souhaitons étendre AAA pour ouvrir les arhitetures mixtes.
Parmi es arhitetures, nous venons de voir qu'il existaient diérentes tehniques de
ommuniation entre les parties programmables et reongurables. An de valider nos
travaux, nous ne pouvions implanter toutes es tehniques mais en hoisir au moins une.
Nous avons don déidé d'implanter la ommuniation par passage de message qui semble
susamment générique et représentative. Nous aurions pu implanter la ommuniation
par mémoire partagée.
5.4.1 Protoole de ommuniation
Parmi les diérents types de ommuniations par passage de messages, nous utili-
sons le protoole de synhronisation requête-aquittement. En eet, e protoole permet
la synhronisation des omposants indépendamment de leurs fréquenes de fontionne-
ment. Ce protoole utilise deux bits de ommande pour haque diretion de transfert.
Les détails d'utilisation de la liaison de ommuniation sont indiqués sur la gure 5.5.
Cette gure montre que quatre bits du bus bidiretionnel de ommuniation sont utilisés
pour les signaux de synhronisation : deux pour la synhronisation d'envoi (Req_t_pu,
Ak_f_pu) et deux pour la synhronisation de réeption (Req_f_pu, Ak_t_pu).
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Figure 5.5  Détails d'utilisation du bus de ommuniation
Le omposant émetteur délenhe le transfert. Il met les données sur le bus de om-
muniation parallèle de n bits. Puis, il envoie un signal de requête vers le réepteur. A la
réeption de e signal de requête, le réepteur lit les données, les enregistres et envoie un
signal d'aquittement pour indiquer la n du transfert. Lorsque l'émetteur reçoit le signal
d'aquittement, il remet à zéro la requête. Enn, le réepteur met le signal d'aquittement
à un niveau bas. Un nouveau transfert de paquet peut ommener. Le shéma temporel
du signal pour une réeption de paquet et un envoie paquet est indiqué dans la gure 5.6.
Figure 5.6  Diagramme du protoole de ommuniation
5.4.2 Arhiteture proposée
L'arhiteture de l'IP de ommuniation que nous proposons, est omposée de plusieurs
modules. Les omposants utilisés sont des ompteurs, un omparateur, une ROM, un
blo pour gérer la synhronisation des opérateurs, une mahine à états nis (FSM), des
multiplexeurs et des dé-multiplexeurs. Dans e paragraphe, nous allons présenter haun
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de es modules puis passer à la présentation de l'arhiteture de l'IP de ommuniation.
Tous les ports présentés seront érits en italique et suivis entre parenthèses par leurs tailles
en nombre de bits.
Compteur
Le ompteur que nous utilisons est représenté par la gure 5.7. Il a deux ports d'en-
trées : init (1) pour l'initialisation et Clk (1) pour l'inrémentation de la valeur de l'output
et un port de sortie q(output_width). Ce omposant dépend de trois paramètres :
* initialisation : 'est la valeur que prend tous les bits de sortie après initialisation.
Ce paramètre peut prendre la valeur '1' ou '0'.
* modulo : 'est le nombre de oups d'horloge néessaires pour que la sortie du
ompteur retourne à sa valeur initiale sans ativer le signal de remise à zéro.
* output_width : 'est la taille de la sortie du ompteur en nombre de bits.
Figure 5.7  Le omposant ompteur
Le ompteur fontionne de la manière suivante : si le signal "init" est atif, tous les bits
de la sortie prennent la valeur du paramètre initialisation. Sinon, à haque front montant
la valeur de la sortie est inrémentée jusqu'à atteindre la valeur du paramètre modulo. Si
la valeur du paramètre modulo est atteinte, alors la sortie est réinitialisée.
Comparateur
Le omparateur possède, omme le montre la gure 5.8, quatre ports d'entrées : les
deux données à omparer data1 (data_width) et data2 (data_width), le signal d'horloge
lk (1) et le signal de remise à zéro init (1). Il a un seul port de sortie out (1).
Figure 5.8  Le omposant omparateur
Ce omposant fontionne omme suit : si le signal "init" est à niveau haut, la sortie
prend '0'. Dans le as ontraire, à la détetion d'un front montant de l'horloge "lk", la
sortie prend '1' si les deux valeurs des entrées "data1" et "data2" sont égales et '0' si elles
ne le sont pas.
Le omparateur dépend d'un seul paramètre 'data_widht' qui xe la taille des ports
d'entrées.
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ROM
Il faut disposer d'une mémoire pour stoker la séquene de ommuniation générée
dans la phase de distribution-ordonnanement. Nous l'appellerons "ROM" (Read Only
Memory) dans la mesure où son ontenu ne hange pas pendant la durée de l'appliation.
Chaque ase de ette mémoire ontient don un mot odant la diretion du transfert
et la taille des données à transférer par l'IP de ommuniation. Le détail est donné page
104.
Cette mémoire possède un port d'entrée adr (adr_width) et un port de sortie q
(mem_width) (gure 5.9). Elle dépend de trois paramètres :
* mem_size : e paramètre xe la taille en nombre de mots que ontient la mémoire.
* mem_width : il xe la taille en nombre de bits des mots que ontient la mémoire.
* adr_width : e paramètre xe la largeur en nombre de bits du bus adresse de la
mémoire.
Figure 5.9  Le omposant ROM
A haque instant la sortie q prend la valeur enregistrée dans la ase mémoire pointée
par le bus adresse.
Mahine à états nis
L'ensemble de l'IP de ommuniation est régit par une mahine à états nis.
La mahine à états nis est représentée par la gure 5.10. Elle a inq ports de sortie :
start (1), reset (1), ak_t_pu (1), req_t_pu (1) et wr (1). Ce omposant possède
aussi sept ports d'entrées : ak_f_pu (1), req_f_pu (1), in_out (1), end (1), init (1),
req_f_oprd (1) et lk (1).
Figure 5.10  Arhiteture de la mahine à états nis
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Tableau 5.1  Valeurs des ports de sorties pour haque état
Etat Valeur des ports de sortie
Sidle wr= 0 ,start= 0 , reset = 0 , req_t_pu = 0 , ak_t_pu= 0
Sreceive1 wr= 1 , start= 1 , reset = 0 , req_t_pu = 0 , ak_t_pu= 1
Sreceive2 wr= 0 , start= 0 , reset = 0 , req_t_pu = 0 , ak_t_pu= 0
Sreset wr= 0 , start= 0 , reset = 1 , req_t_pu = 0 , ak_t_pu= 0
Ssend1 wr= 0 , start= 0 , reset = 0 , req_t_pu = 1 , ak_t_pu= 0
Ssend2 wr= 0 , start= 1 , reset = 0 , req_t_pu = 0 , ak_t_pu= 0
Les onditions de passage d'un état à un autre sont représentées dans la gure 5.11 et
les valeurs que prennent les diérents ports de sortie à haque état sont regroupées dans
le tableau 5.1.
Figure 5.11  Conditions de passage d'états de la mahine à états nis
La mahine à états nis fontionne omme suit : à la réeption du signal "init", elle
basule à l'état Sidle. Si le signal "init" est désativé (à niveau bas), selon l'état ourant,
on teste les onditions de passage à un autre état voisin (représenté dans la gure 5.11).
Par exemple si l'état ourant est Sidle, si le signal "in_out"=0 et le signal "req_f_pu"=1
alors on basule à l'état Sreceive1. Mais, si à partir du même état Sidle on reçoit le signal
"in_out"=1 et "req_f_oprd"=1 la mahine basule à l'état Ssend1. Ce basulement d'état
est synhronisé sur front montant de l'horloge "lk". Après haque hangement d'état, les
signaux de sortie de la mahine sont hangés pour orrespondre aux signaux de la ase
orrespondante au nouvel état du tableau 5.1.
mux_in_out
Il nous faut maintenant un omposant permettant d'aiguiller les données vers ou depuis
le FPGA. C'est le rle du omposant mux_in_out.
Le omposant mux_in_out (gure 5.12) possède quatre ports : deux ports d'entrées
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data_in (bus_width) et sel (1), un port de sortie data_out (bus_width) et un port
d'entrée/sortie om_bus (bus_width).
Figure 5.12  Arhiteture du mux_in_out
Ce omposant spéie le sens de transfert des données : si le signal "sel" = 1, alors le
transfert se fait du data_in vers om_bus et si "sel" = 0, le transfert se fait de om_bus
vers data_out.
oprd_synh
Le rle de e omposant est de gérer la synhronisation entre l'IP de ommuniation et
les opérateurs de alul qui lui sont onnetés. Son arhiteture est représentée par la gure
5.13. Il possède sept ports d'entrées : synhro (1), in_out (1), en (1), req_f_oprd (1),
ak_f_oprd (1), init (1) et lk (1). Il a quatre ports de sortie : ak_t_oprd (1), req_t_oprd
(1), req_demux_md (req_sen_width) et ak_demux_md (ak_sen_width).
Figure 5.13  Arhiteture du oprd_synh
Ce omposant utilise deux ompteurs : ompt_send_req et ompt_send_ak pour
générer respetivement les signaux des sorties req_demux_md et ak_demux_md. Il
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utilise deux signaux internes d'un bit haun : "ak" et "req". A la réeption d'un si-
gnal "init", es signaux internes et les sorties "req_t_oprd" et "ak_t_oprd" sont remis
à zéro. Les deux ompteurs sont alors initialisés ave '1' pour haque bit de leurs sor-
ties. Si le signal "en" n'est pas atif deux as se posent : si "synhro"=1 et "in_out"=0
alors le signal interne "req" prend '1', si "synhro"=1 et "in_out"=1 alors le signal
interne "ak" prend '1'. Si le signal "en" est atif alors les sorties "ak_t_oprd" et
"req_t_oprd" sont onnetées respetivement aux signaux internes "ak" et "req". Si
le signal "ak_f_oprd" est atif alors les signaux "req" et "req_t_oprd" sont remis à
zero. Si le signal "req_f_oprd"=0 alors les signaux "ak" et "ak_t_oprd" sont remis
à zero. Les ompteurs ompt_send_req et ompt_send_ak sont respetivement inré-
mentés à haque front mentant des signaux "req" et "ak".
demux
Nous utilisons un démultiplexeur générique d'un bit d'entrée (input (1)) et dont le
port de sortie est output (output_width). Son port de séletion est sel (sel_width). Le
signal d'entrée est onneté à haque instant au bits de la sortie dont le numéro est odé
par l'entrée "sel".
Figure 5.14  Arhiteture du démultiplexeur
re_reg
Ce omposant est un registre de taille xée par le paramètre reg_width. Il possède
pour les données un port d'entrée data_in (reg_width) et un port de sortie data_out
(reg_width) en plus de deux ports d'entrées ontrle wr (1) et lk (1). A la détetion
d'un front montant du signal "lk", si le signal "wr" est atif alors le signal à l'entrée
"data_in" est enregistré. Le signal de sortie "data_out" prend tout le temps la valeur
enregistrée dans le registre.
Figure 5.15  Arhiteture du registre
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mux_generi
Ce omposant est un multiplexeur générique. Il a nbr_input port d'entrée données in-
put (output_width) et un port de sortie données output (output_width). Le port d'entrée
de ontrle est sel (sel_width).
Ce multiplexeur est onstitué de output_width multiplexeurs "nbr_input vers 1".
IP de ommuniation
Figure 5.16  Arhiteture de l'IP de ommuniation
L'arhiteture de l'IP de ommuniation que nous proposons est représentée dans la
gure 5.16. Sur ette gure, nous n'avons pas représenté la onnexion des omposants
103
Génération automatique des exéutifs
ave les entrées lk et init pour des raisons de larté. Les omposants de ette IP sont :
* pt_pkg : 'est un ompteur modulo ('max_pk_nbr'+1) dont tous les 'max_pk_n-
br' bits de sortie prennent '0' à l'initialisation. Ce ompteur est utilisé pour ompter
le nombre de paquets de la donnée ourante transférée.
* ROM : 'est une mémoire ontenant 'data_nbr' mots de 'max_pk_width'+2
bits haun et dont la taille du bus adresse est 'data_nbr_width'. Cette mémoire
ontient dans la i
ème
ase les informations orrespondantes à la i
ème
données à trans-
férer. Les 'max_pk_width' premiers bits représentent le nombre de paquets qui
onstituent la donnée. Le ('max_pk_width'+1)
ème
bit est égal à '0' si l'opération
est une réeption de données et '1' si 'est un envoie. Le dernier bit de haque mot
enregistré dans ette mémoire indique si un signal de synhronisation doit être
envoyé aux opérateurs à la suite de la n de l'opération de transfert de la donnée
orrespondante.
* omparator : 'est un omparateur dont les entrées sont sur 'max_pk_width' bits.
Il est utilisé pour omparer le nombre de paquets de la donnée ourante transférée
et le nombre total de paquets qu'elle ontient pour indiquer si le transfert total de
la donnée est eetué.
* pt_data : 'est un ompteur modulo ('data_nbr'+1) dont les 'data_nbr_width'
bits de sorties sont mis à '0' lors de l'initialisation. Ce ompteur indique le numéro
de la donnée ourante. Sa sortie est onnetée au bus adresse de la mémoire ROM.
* synh : e omposant gère les signaux de synhronisation ave les diérents opéra-
teurs dégénérés onnetés à l'IP de ommuniation. C'est une instane du ompo-
sant oprd_synh présenté dans le paragraphe 5.4.2 auquel on onnete deux dé-
multiplexeurs (omme le montre la gure 5.17). Les ports de sortie req_t_oprd et
ak_t_oprd sont de taille paramétrée respetivement par 'nbr_req_sen' et 'nbr_a-
k_sen'.
Figure 5.17  Arhiteture du omposant synh
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* FSM1 : 'est une mahine à états nis (paragraphe 5.4.2) qui gère le fontionnement
de l'IP de ommuniation. Elle génère les signaux pour l'inrémentation et la remise
à zéro du ompteur pt_pkg, la ommande permettant la sauvegarde des données
reçues et les signaux de synhronisation ave les autres omposants.
* Mux_in_out : e omposant est utilisé pour hoisir le sens de transfert de don-
nées (réeption ou envoie). La taille des ports données est xée par le paramètre
'om_bus_width'.
* Send_pak_mux : 'est un multiplexeur à 'sen_pk_nbr' entrées de 'om_bus_wi-
dth' bits haun et de taille de port sel égal à 'sen_pk_nbr_width'. Il sert à
sérialiser l'envoie de données en hoisissant le paquet à envoyer.
* Reg : e sont des registres de taille 'om_bus_width' haun. Ils sont utilisés pour
sauvegarder les paquets reçus.
* pt_pkg_se : 'est un ompteur modulo 'sen_pk_nbr' dont les 'sen_pk_nbr_wi-
dth' bits de sortie sont initialisés à '1'. Il est utilisé pour ompter le nombre de
paquets envoyés.
* pt_pkg_re : 'est un ompteur modulo 're_pk_nbr' dont les 're_pk_nbr_wi-
dth' bits de sortie sont initialisés à '1'. Il est utilisé pour ompter le nombre de
paquets reçus.
* demux_reg_re : 'est un démultiplexeur à 're_pk_nbr' sorties de un bit haune.
Son entrée sel est de taille 're_pk_nbr'. Il sert à aiguiller le signal de ommande
au registre orrespondant.
L'IP de ommuniation que nous proposons dépend de plusieurs paramètres :
* max_pk_nbr : le nombre de paquets que ontient la plus grande donnée à transfé-
rer. Il spéie la taille des mots enregistrés dans la ROM et le modulo du ompteur
pt_pk.
* max_pk_width : le nombre de bits néessaires pour oder le paramètre 'max_pk-
_nbr'. Il spéie la taille de la sortie de la ROM, de la sortie du pt_pk et des
entrées du omparateur.
* data_nbr : le nombre de données à transférer dans les deux sens. Il spéie la taille
de la ROM et le modulo du pt_data.
* data_nbr_width : le nombre de bits néessaires pour oder le paramètre 'data_nbr'.
Il xe la taille de la sortie du ompteur ompt_data et la taille du bus adresse de
la ROM.
* re_pk_nbr : le nombre total de paquets à reevoir. Il spéie le modulo du
ompteur pt_pk_re, le nombre de sortie du démultiplexeur demux_reg_re et le
nombre de registres utilisés.
* re_pk_nbr_width : le nombre de bits néessaires pour oder le paramètre 're-
_pk_nbr'. Il xe la taille de la sortie du ompteur pt_pk_re et la taille du
port sel du démultiplexeur demux_reg_re.
* sen_pk_nbr : le nombre total de paquets à envoyer. Il spéie le modulo du
ompteur pt_pk_se et le nombre de sortie du multiplexeur send_pak_mux.
* sen_pk_nbr_width : le nombre de bits néessaires pour oder le paramètre
'sen_pk_nbr'. Il xe la taille de la sortie du ompteur pt_pk_se et la taille du
port sel du multiplexeur send_pak_mux.
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* om_bus_width : le nombre de bits du bus de ommuniation réservés pour le
transfert de données. Il spéie la taille du paquet, la taille des ports (autre que le
port sel) du mux_in_out, la taille des registres et la taille des ports du multiplexeur
send_pak_mux autre que le port sel.
* data_in_width : le nombre de bits de tous les paquets à envoyer. Il spéie la
taille du port dat_in de l'IP de ommuniation.
* data_out_width : le nombre de bits de tous les paquets à reevoir. Il spéie la
taille du port data_out de l'IP de ommuniation.
* nbr_req_sen : le nombre d'opérateurs implémentés dans le FPGA pour lequel il
faut envoyer un signal requête. Ce paramètre spéie la taille du port req_t_oprd
de l'IP de ommuniation, le modulo du ompteur ompt_send_req du oprd_synh
et le nombre de ports de sortie du démultiplexeur req_demux.
* req_sen_width : le nombre de bits néessaires pour oder le paramètre nbr_req_sen.
Il spéie la taille de la sortie du ompteur ompt_send_req et du port req_demux-
_md du omposant oprd_synh et de l'entrée sel du démultiplexeur req_demux.
* nbr_ak_sen : le nombre d'opérateurs implémentés dans le FPGA pour lequel
il faut envoyer un signal aquittement. Ce paramètre spéie la taille du port
ak_t_oprd de l'IP de ommuniation, le modulo du ompteur ompt_send_ak
du oprd_synh et le nombre de ports de sortie du démultiplexeur ak_demux.
* ak_sen_width : 'est le nombre de bits néessaires pour oder le paramètre nbr-
_ak_sen. Il spéie la taille de la sortie du ompteur ompt_send_ak et du port
ak_demux_md du omposant oprd_synh et de l'entrée sel du démultiplexeur
ak_demux.
Cette IP est générée pour exéuter une liste de ommuniations prédénie. La ROM
ontient les informations onernant ette liste d'opérations de ommuniation à eetuer.
Si l'opération ourante est une réeption de données, alors le signal in_out à l'entrée du
FSM est à '0', à la réeption d'une requête du omposant distant (req_f_pu=1) le FSM
met les signaux wr, start et ak_t_pu à '1' pour permettre respetivement l'enregistre-
ment du paquet reçu dans un registre, inrémenter les ompteurs pt_pkg_re et pt_pkg
et l'envoie d'aquittement au omposant distant. Le retour du signal req_f_pu à '0' in-
dique la n de réeption du paquet ourant, tous les signaux de sortie de la FSM sont
remis à '0'. Si l'intégralité de la donnée ourante est reçue, alors on a égalité des va-
leurs à l'entrée du omparateur (signaux de sortie du pt_pkg et ROM), don la sortie
du omparateur sera à '1'. Par onséquent, le ompteur pt_data sera inrémenté et on
passe à l'opération de ommuniation suivante (on passe à la ase suivante de la ROM)
et la FSM reçoit '1' en son port d'entrée end et envoie le signal reset pour réinitialiser
le ompteur pt_pkg. S'il reste enore des paquets à reevoir, alors à la réeption d'une
nouvelle requête req_f_pu un nouveau yle ommene. Si l'opération à eetuer est
un envoi, alors le signal in_out est égal à '1' ; à la réeption d'une requête de l'opéra-
teur ontenu dans le FPGA (req_f_oprd=1), la FSM envoie une requête au omposant
distant (req_t_pu=1). Puis à la réeption d'un signal d'aquittement du omposant
distant (ak_f_pu=1), la FSM met le signal start à '1' pour inrémenter les ompteurs
pt_pkg et pt_pkg_se.
Nous avons synthétisé ette arhiteture de l'IP de ommuniation pour obtenir un
ordre de grandeur de la taille oupée sur un FPGA et pour valider son fontionnement.
Nous avons hoisi une taille de bus de ommuniation de 8 bits. Dans e premier exemple
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Tableau 5.2  Détails des données transférées pour le premier exemple
Numéro Sens Nombre de paquets Synhronisation Case mémoire
1 réeption 3 0 0000011
2 réeption 3 1 1000011
3 envoie 5 1 1100101
4 réeption 18 1 1010010
5 envoie 6 1 1100110
6 réeption 2 0 0000010
7 réeption 1 1 1000001
8 envoie 3 1 1100011
simple, l'IP de ommuniation est onçue pour le transfert de 8 données dont les détails
sont regroupés dans le tableau 5.2. Ce tableau présente pour haque donnée le numéro, le
sens du transfert, le nombre de paquets qu'elle ontient, la néessité d'envoi du signal de
synhronisation à l'OPRd et le ontenue de la ase mémoire orrespondante. Le nombre
total de paquets à transférer est 41 : 27 paquets à reevoir et 14 à envoyer. La plus grande
donnée à transmettre est onstituée de 18 paquets. Pour la synhronisation, 3 requêtes et
3 aquittements doivent être envoyés.
Le FPGA ible est Stratix EP1S40F780C5. Ce FPGA omporte 41250 éléments lo-
giques, e qui représente un nombre d'éléments logiques plus faible que la plus part des
FPGA mis sur le marhé par les deux plus grands fabriants (Altera et Xilinx) [Xilinx, b℄
[Altera, b℄ mais susants pour notre exemple. Cette IP de ommuniation utilise 306
éléments logiques, don moins de 1 % de la surfae du FPGA. Ainsi, l'utilisation de et
IP de ommuniation laisse un grand espae pour les omposants de alul.
5.4.3 Transformation de maro-exéutables en séquene de om-
muniations
Nous nous intéressons aux séquenes de ommuniations ontenues dans les maros
générés pour haque opérateur de ommuniation que omporte un FPGA après transfor-
mation du graphe d'arhiteture (paragraphe 4.8.1). Chaune de es maros ontient deux
listes de ommuniations : une onerne les ommuniations de et opérateur de ommu-
niation ave l'opérateur distant (proesseur ou autre FPGA) et le seond onerne la
ommuniation entre l'opérateur de ommuniation et les opérateurs de alul ontenus
dans le même FPGA. Ces deux listes de ommuniations sont fortement liées puisque
l'opérateur de ommuniation ne fait pas de alul, il gère tout simplement le transfert de
données entre les opérateurs qui lui sont onnetées. Don, pour haque réeption onte-
nue dans une liste, orrespond un envoie dans l'autre liste. Nous allons nous intéresser
aux maros d'envoi et de réeption de données. Ces maros sont de la forme send_(_nom
port soure, def operateur émetteur, nom operateur émetteur, nom operateur réepteur)
pour l'envoie et rev_(_nom port soure, def operateur émetteur, nom operateur émet-
teur, nom operateur réepteur) pour la réeption de données. Pour pouvoir générer ette
IP de ommuniation et la onneter orretement aux diérents iruits de alul et de
ontrle ontenus dans le FPGA. Nous devons établir la liste des ommuniations à ef-
fetuer et avoir des informations à propos des ports émetteurs, des ports réepteurs, de
la taille de haque donnée à transmettre et la néessité d'envoyer un signal de synhroni-
sation (requête ou aquittement). Nous parourons alors la première série de maros de
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ommuniations (elle qui onerne la ommuniation ave l'opérateur distant) en her-
hant les maros rev_ ou send_. Le maro utilisé indique le sens de transfert. Si 'est
un envoie, le nom du port soure et du omposant destinataire sont ontenus dans le
maro. Par ontre dans le as d'une réeption, il faut herher le nom du port destinataire
dans la maro d'envoi qui lui orrespond (dans la deuxième liste de maros). Les tailles
des données sont obtenues à partir des maros d'alloation de mémoire. Ainsi, on obtient
une liste des ommuniations à eetuer en respetant l'ordre des maros. En parourant
ette liste, on peut identier les dernières ommuniations établies vers (respetivement
depuis) un opérateur de alul pour indiquer qu'il faut lui envoyer un signal de requête
(respetivement aquittement). Une fois ette liste établie, on demande à l'utilisateur de
spéier le nombre de bits du bus de ommuniation réservé aux données et on alule
tous les paramètres de l'IP de ommuniation.
La gure 5.18 représente un exemple de hier maros généré pour une IP de ommu-
niation.
A partir des maros d'alloation de mémoire, on onlut qu'il y a inq données à trans-
férer et on déduit la taille de haune d'elles. Puis en parourant le premier thread de
ommuniation, on établit la liste des ommuniations. Dans et exemple, la première om-
muniation est une réeption de la donnée "_algoMain_TOP_out". A partir du seond
thread, on établit que ette première donnée reçue sera envoyée à l'opérateur dégénéré
"DC_val_iruit1". Le nom du port de réeption de ette donnée est onnu à partir des
liaisons spéiées dans le graphe d'algorithme. De la même façon, on établit que la se-
onde ommuniation est la réeption de la donnée "_algoMain_LEFT_out" et que ette
donnée sera envoyée aux opérateurs dégénérés "DC_val_iruit1" et "SAD_H_iruit3".
La troisième est un envoi de "_algoMain_al_d_val_DC_VAL" à partir de l'opérateur
dégénéré "DC_val_iruit1". La quatrième est une réeption de "_algoMain_SRC_SRC "
qui sera envoyée vers l'opérateur dégénéré "SAD_H_iruit3". La dernière ommunia-
tion est un envoi de "_algoMain_SAD_h_SAD_h" à partir de l'opérateur dégénéré
"SAD_H_iruit3". Ainsi la liste des ommuniations de et exemple est établie.
On peut passer maintenant à la génération du VHDL. Un dossier nommé VHDL est
réé dans le dossier ontenant le hier sdx spéié par l'utilisateur. On y opie alors les
hiers VHDL des omposants qui ne néessitent pas de modiation. Puis, on intègre
les valeurs des diérents paramètres dans le hier top level "om.vhd". Enn, le hier
"rom.vhd" ontenant la desription de la mémoire est réé en utilisant les informations
du ditionnaire ommuniation (pour plus d'informations voir l'annexe A).
5.5 Générations d'exéutifs pour les arhitetures mixtes
Le générateur d'exéutifs de SynDEx est utilisé pour générer les exéutifs orrespon-
dants aux omposants programmables ainsi que les listes de maros de ommuniations
orrespondantes à haque IP de ommuniation. Le générateur de ode de SynDEx-IC est
utilisé pour générer un hier VHDL pour haque sous-graphe d'opérations distribué sur
FPGA. Puis, les diérents sous-graphes distribués sur le même FPGA sont regroupés et
onnetés à l'IP de ommuniation. Cela s'eetue en supprimant les diérents atuators
et sensors et en reonnetant leurs suesseurs et prédéesseurs à l'IP de ommuniation.
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Figure 5.18  Exemple de liste de maros de ommuniation
5.6 Conlusion
Dans e hapitre nous avons présenté l'IP générique de ommuniation que nous pro-
posons pour gérer les ommuniations et synhronisation du FPGA ave les autres ompo-
sants. En eet, la génération de e omposant entre dans le adre de l'étape de génération
automatique des odes mixtes et essentiellement les ommuniations entre les diérents
omposants de l'arhiteture. Cette IP est obtenue à partir des listes de maros de om-
muniation générées par SynDEx. En onséquenes, les exéutifs de l'implantation de
l'appliation sur l'arhiteture mixte peuvent être générés automatiquement en trois par-
ties : les parties distribuées sur les omposants programmables sont générés par SynDEx,
les parties distribuées sur les omposants reongurables sont générées par SynDEx-IC
et les ommuniations entres es deux parties sont générés par notre nouvel outil pour
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les arhitetures mixtes. De ette façon, on obtient un outil apable d'optimiser (hapitre
4) et de générer automatiquement les exéutifs orrespondants aux appliations sur les
arhitetures mixtes.
Les travaux dérits dans e hapitre sont publiés dans [Feki et al., 2013℄
et [Feki et al., 2014a℄.
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Chapitre 6
Implantation et appliation
6.1 Introdution
Nous avons détaillé, dans les hapitres 4 et 5, les fondements théoriques et les aspets
pratiques du ouplage des outils SynDEx et SynDEx-IC pour l'optimisation du partition-
nement et de l'implémentation des algorithmes sur les arhitetures mixtes omportant des
omposants programmables et d'autres reongurables et la génération automatique des
odes orrespondants. Dans e hapitre, nous allons présenter l'implantation du ouplage
des outils SynDEx et SynDEx-IC (l'algorithme 3 de la page 80). La tehnique utilisée
repose sur la onnexion des outils par l'intermédiaire de hiers et de programmes spé-
iques qui manipulent les diérents hiers utilisés par SynDEx et SynDEx-IC pour les
adapter à notre algorithme.
Dans la seonde partie de e hapitre, nous présentons l'utilisation de notre outil pour
optimiser l'implémentation de l'estimateur de mouvement de la norme de odage vidéo
H.264 sur une arhiteture mixte.
6.2 Implantation du ouplage
Pour faire assoier SynDEx et SynDEx-IC dans le but de supporter les arhitetures
mixtes, nous nous reposons sur des programmes érits en langage Python. Ce langage
de programmation a été hoisi ar 'est un langage qui utilise des strutures de données
évoluées et qui présente plusieurs outils de manipulations de haines de aratères et de
hiers. Ce langage est aussi partiulièrement adapté pour manipuler d'autre programmes
en ligne de ommande omme nous le ferons ave SynDEx et SynDEx-IC. En eet haun
d'eux a été onçu pour fontionner sans interfae graphique. Ainsi on peut les exéuter de-
puis un terminal (shell linux ou windows), leur passer les hiers d'entrées, des paramètres
et réupérer les résultats dans un hier de sortie.
La gure 6.1 représente les diérentes fontions utilisées et les interations entre elles.
La fontion "generation_ip" n'y est pas représentée par souis de larté.
Ces programmes utilisent les hiers de spéiation réés par l'utilisateur et font appel
à SynDEx et SynDEx-IC. Nous allons dans la suite de ette setion détailler haune de
es fontions.
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Figure 6.1  Flot de ouplage des outils SynDEx et SynDEx-IC
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6.2.1 Creation_liste_operation
La fontion "reation_liste_operation" a pour but d'extraire et regrouper les informa-
tions néessaires pour la transformation automatique de graphe d'arhiteture. Ses entrées
sont les hiers, "hier.sdx" ontenant la spéiation de l'algorithme et l'arhiteture et
"speiation.txt" ontenant la spéiation spatiale des opérations distribuables sur le
FPGA. Cette fontion produit trois listes : "liste gate", "liste operations" et "liste fpga".
La liste "liste gate" ontient les dénitions des ports de haque opérateur reongu-
rable de l'arhiteture. Pour e faire, ette fontion parourt les dénitions des opérateurs
ontenues dans le hier "hier.sdx". A haque dénition d'un opérateur reongurable
(opérateur dont le nom ommene par fpga), elle ajoute le nom de la dénition à la liste
"liste fpga". Puis elle ajoute à la liste "liste gate" une liste des lignes spéiant les ports
de l'opérateur. Ces dénitions de ports sont de la forme "gate type_port nom_port". De
ette façon, on garde le même ordre des éléments entre es deux listes. En eet, haque
élément de la liste "liste gate" orrespond au nom de dénition du FPGA ayant le même
indie dans la liste "liste fpga".
Puis à partir de la partie spéiant la latene des opérations sur FPGA (partie om-
mençant par "extra_durations_operator fpga"), et pour haque omposant reongurable,
on rée une liste "liste sdx nom fpga" de es opérations de la forme (nom_opération, durée)
où nom_opération est le nom de dénition de l'opération et durée est la durée d'exéution
orrespondante.
Ensuite le hier "speiation.txt" est parouru et une liste "liste txt nom fpga"
ontenant des éléments de la forme (nom_opération, surfae_oupée) est réée pour
haque omposant reongurable. nom_opération est le nom de dénition de l'opéra-
tion que peut exéuter le FPGA et surfae_oupée est le nombre de blos logiques que
néessite son implémentation sur le FPGA.
Puis, on rée la liste nale des opérations que peut exéuter haque FPGA. Cette liste
nommée "liste operations nom fpga" ontient des éléments de la forme (nom_opération,
durée, surfae_oupée). On ajoute à ette liste les données orrespondantes aux opéra-
tions ontenues dans les deux listes préédentes (liste sdx nom fpga et liste txt nom fpga).
Puis pour les opérations de la "liste sdx nom fpga" qui n'apparaissent pas dans la "liste
txt nom fpga", on demande à l'utilisateur de spéier la surfae oupée par l'opération
sur le FPGA avant d'ajouter les informations à la liste "liste operations nom fpga". De
la même façon, pour toute opération de la liste "liste txt nom fpga" qui n'est pas dans
la liste "liste sdx nom fpga", on demande à l'utilisateur de spéier la durée d'exéution
orrespondante, avant d'ajouter l'élément orrespondant à la liste "liste operations nom
fpga". Ensuite, toutes es listes sont regroupées dans une liste "liste operations" en gar-
dant le même ordre que elui de la liste "liste fpga". Ainsi, omme pour la liste "liste
gate", haque élément de la liste "liste operation" orrespond à la dénition de FPGA
ayant le même indie dans la liste "liste fpga".
6.2.2 Transformation_de_graphe
La fontion "transformation_de_graphe" rée un nouveau hier "hier_2.sdx" onte-
nant le graphe d'algorithme spéié par l'utilisateur et le graphe d'arhiteture transformé.
Elle reçoit en entrée le hier "hier.sdx" ontenant l'algorithme et l'arhiteture spé-
iées par l'utilisateur et les listes "liste gate", "liste operations" et "liste fpga" réées
par la fontion "réation liste operation". Cette fontion retourne une liste "liste ref" des
référenes aux opérations que ontient l'algorithme prinipal, une liste "oprd list" des
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opérateurs de traitement et une liste "liste ip om" des opérateurs de ommuniation
réés dans les FPGAs.
Cette fontion ommene par parourir le hier "hier.sdx" spéié par l'utilisateur
et fait une opie des dénitions d'algorithmes dans le hier "hier_2.sdx". Lors de la
opie des référenes aux opérations que ontient l'algorithme prinipal, elle rée une liste
"liste ref" ontenant des éléments de la forme (nom_denition, nom_referene). Cette
fontion fait aussi une opie des dénitions que ontient la partie arhiteture du hier
"hier.sdx" dans "hier_2.sdx" tout en réant une liste "fpga ref" des référenes à des
FPGA que ontient l'arhiteture prinipale, une liste "opr arhi" des opérateurs, une liste
"med arhi" des moyens de ommuniation et une liste "onnetion" des onnetions entre
les ports des opérateurs et les moyens de ommuniation de l'arhiteture prinipale. Puis
elle rée les dénitions des opérateurs qui remplaerons haque FPGA dans l'arhiteture
prinipale.
Ainsi pour haque référene à un FPGA de la liste "fpga ref", ette fontion rée pour
haque port ontenu dans la liste "liste gate" un opérateur pour la ommuniation, pour
haque opération de la liste "liste operations" un opérateur apable de l'exéuter et un
moyen de ommuniation "inter_oprd" de type SAM multipoint supportant la diusion
matérielle. Elle rée aussi l'arhiteture transformée selon l'algorithme de transformation
de graphe (Algorithme 4), en utilisant les informations des listes réées préédemment,
tout en ajoutant dans la partie "extra durations" les durées d'exéution orrespondantes
aux opérations que peut exéuter haque nouveau opérateur et les durées de traversée
orrespondantes au moyen de ommuniation "inter_oprd" (qui sont toutes nulles).
6.2.3 Distribution/Ordonnenement
Pour la distribution et l'ordonnanement, on exéute l'heuristique de SynDEx en ligne
de ommande en lui fournissant le hier "hier_2.sdx" ontenant le graphe d'algorithme
spéié par l'utilisateur et le graphe d'arhiteture modié par 6.2.2 omme entrée. Le
résultat de l'adéquation est sauvegardé dans le hier "hier_2_adeq.sdx".
On utilise la bibliothèque standard de Python "os" permettant l'utilisation de fontion-
nalités dépendantes du système d'exploitation et essentiellement la fontion "os.system(str)"
qui exéute le paramètre str en ligne de ommande.
6.2.4 Creation_graphe_implantation
La fontion "reation_graphe_implantation" permet de réer le graphe d'implémen-
tation ontenant la distribution donnée par SynDEx et d'extraire les données néessaires
à la réation des hiers sdx destinés à SynDEx-IC.
La fontion "reation_graphe_implantation" reçoit le hier "hier_2_adeq.sdx"
ontenant l'adéquation, la liste "oprd list" des opérateurs de traitement ontenus dans
les FPGA et la liste "liste ref" des référenes d'opérations ontenues dans l'algorithme
prinipal. Elle retourne le graphe d'implantation réé "graphe", une liste "operations sur
fpga" des opérations distribuées sur les omposants reongurables, une liste "atuators"
des données transférées depuis les ommuniateurs des FPGA, une liste "sensors" des
données transférées vers les ommuniateurs des FPGA et la longueur du hemin ritique
"r".
Cette fontion utilise une lasse "node", que nous avons réée, pour modéliser les
n÷uds du graphe. Chaque instane de la lasse "node" est aratérisée par : sa durée,
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sa date de début au plus tt, sa date de n au plus tt, l'opérateur qui l'exéute, ses
prédéesseurs, ses suesseurs de l'algorithme, ses suesseurs sur l'opérateur qui l'exéute,
sa date de n au plus tard, sa date de début au plus tard. La lasse node possède une
méthode permettant de aluler les dates de début et de n au plus tard du n÷ud qui
l'appelle.
Le graphe d'implémentation est modélisé par un ditionnaire
1
"graphe" dont les lefs
sont les noms des n÷uds du graphe et les éléments sont des instanes de la lasse node. Ces
n÷uds (de traitement et de ommuniation) qui onstituent le graphe d'implantation, sont
réés à partir de la partie "shedules" du hier "hier_2_adeq.sdx" en spéiant pour
haque n÷ud l'opérateur sur lequel il est distribué, son suesseur sur le même opérateur et
ses dates de début et de n au plus tt. La durée d'exéution de haque n÷ud est alulée
à partir de ses dates au plus tt. En même temps, ette fontion rée une liste "operations
sur fpga" des référenes d'opérations distribuées sur FPGA, et deux listes "atuators" et
"sensors" des données transférées respetivement depuis et vers le ommuniateur que
ontient le FPGA. Ces deux dernières listes regroupent les informations néessaires pour
la réation des atuators et des sensors dans les hiers sdx destinés à SynDEx-IC. Les
éléments de es listes sont de la forme (type[taille℄, nom_referene.nom_port). Puis les
suesseurs et les prédéesseurs de haque n÷ud sont ajoutés à partir de la partie "de-
pendenes" de la spéiation du graphe d'algorithme. Cette fontion alule aussi la
longueur du hemin ritique "r" qui est la plus grande valeur de date de n au plut tt.
6.2.5 Test_optimisation_temporelle
La fontion "test_optimisation_temporelle" a pour but de tester l'existene d'opéra-
tions distribuées sur FPGA appartenant au hemin ritique. Elle reçoit le graphe d'im-
plémentation, la liste "oprd list" des opérateurs dégénérés et la valeur de la longueur du
hemin ritique "r". Elle retourne une variable booléenne "test".
La fontion "test_optimisation_temporelle" ommene par aluler les dates aux
plus tard de tous les n÷uds du graphe d'implantation en faisant appel à la méthode
"al_date_plus_tard" de la lasse "node". Puis elle teste l'appartenane d'opérations
distribuées sur FPGA au hemin ritique en omparant les dates de début au plus tt et
les dates de début au plus tard. En eet, si es deux dates sont égales alors l'opération
appartient au hemin ritique. Si e test est positif alors la valeur test prend "True", sinon
elle prend "False".
6.2.6 Creation_liste_sous_graphes
La fontion "reation_liste_sous_graphes" rée et retourne une liste "liste sg" des
sous-graphes distribués sur omposants reongurables. Cette fontion reçoit le graphe
d'implémentation "graphe", et la liste "operations sur fpga" des opérations distribuées
sur les diérents omposants reongurables.
La liste "liste sg" ontient une liste des diérents sous-graphes distribuées sur FPGA.
Chaque sous-graphe est sous la forme d'une liste des opérations qui le onstituent.
1. Un ditionnaire est un type de données puissant. Les ditionnaires sont des objets pouvant en
ontenir d'autres, à l'instar des listes. Cependant, au lieu d'héberger des informations dans un ordre
préis, ils assoient haque objet ontenu à une lé.
115
Implantation et appliation
6.2.7 Creation_hier_sdx_i
La fontion "reation_hier_sdx_i" est utilisée pour réer un hier sdx pour
haque sous-graphe distribué sur FPGA. Cette fontion utilise le hier "hier.sdx" spé-
ié par l'utilisateur, la liste de sous-graphes distribués sur FPGA "liste sg", la liste
"liste operations" des opérations que peuvent exéuter les omposants reongurables et
la liste "liste fpga" des dénitions des omposants reongurables et les listes "atuators"
et "sensors" ontenant des informations à propos des données envoyées et reçus par les
sous-graphes distribués sur FPGA.
La fontion "reation_hier_sdx_i" rée un nouveau hier "hieriN.sdx", où N
orrespond à l'indie du sous-graphe dans la liste "liste sg", pour haque sous-graphe
distribué sur FPGA. Dans e hier, la fontion "reation_hier_sdx_i" ommene
par dénir les diérents ationneurs et apteurs en utilisant les informations ontenues
dans les listes "atuators" et "sensors". Puis elle opie toutes les dénitions de la partie
"Algorithms" du hier "hier.sdx" sauf la dénition de l'algorithme prinipal. A partir
de la partie dépendane de l'algorithme prinipal, on identie les apteurs et ationneurs
orrespondants au sous-graphe. Puis on rée des référenes aux diérents éléments ("fun-
tions", "sensors", "atuators", . . .) omposant le sous-graphe ainsi que les onnexions les
reliant.
Ensuite, la fontion "reation_hier_sdx_i" dénit l'opérateur FPGA et spéie
la durée d'exéution et la surfae néessaire pour haque opération qu'il peut exéuter à
partir des listes "liste opérations" et "liste fpga". Puis, on dénit l'arhiteture prinipale
ontenant seulement l'opérateur FPGA déni préédemment. Enn, on ajoute les noms
de l'algorithme prinipal et de l'arhiteture prinipale et la ontrainte temporelle qui est
nulle.
6.2.8 Optimisation temporelle
L'optimisation temporelle est eetuée en lançant l'heuristique de SynDEx-IC. On
utilise, omme pour laner SynDEx (voir page 114) , la bibliothèque standard "os" de
Python.
Pour haque sous-graphe sur FPGA, on lane l'heuristique de SynDEx-IC qui sauve-
garde la durée d'exéution obtenue après optimisation dans un hier "resultat.txt". Les
diérentes durées d'exéution alulées par SynDEx-IC sont regroupées dans une liste
"t" tel que l'indie de haque durée dans ette liste est égal à l'indie du sous-graphe
orrespondant dans la liste "liste sg".
6.2.9 Graphe_update
La fontion "graphe_update" met à jour le graphe d'implémentation après l'optimi-
sation temporelle. Elle produit le ditionnaire "graphe" modélisant le graphe d'implémen-
tation mis à jour. Cette fontion reçoit en entrée le graphe d'implémentation "graphe", la
liste "liste sg" des sous-graphes distribués sur FPGA et la liste "t" des nouvelles durées
d'exéution.
Pour haque sous-graphe distribué sur FPGA de la liste "liste sg", la fontion "gra-
phe_update" remplae les opérations onstituant le sous-graphe par une seule opération
dont la durée d'exéution est la valeur ontenue dans la liste "t" produite par SynDEx-
IC. Elle spéie aussi les suesseurs et prédéesseurs pour le n÷ud représentant le sous-
graphe. Elle indique le omposant reongurable (opérateur dont le nom ommene par
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fpga) qui l'exéute. Cette fontion met à jours les listes "suesseurs" et "predeesseurs"
des opérations du graphe d'implémentation qui sont onnetées au sous-graphe.
6.2.10 Creation_sdx_ontraint
La fontion "reation_sdx_ontraint" a pour but de réer un nouveau hier "-
hier_3.sdx" ontenant l'algorithme de l'appliation, l'arhiteture ible et des ontraintes
de distribution qui garantissent de garder le même partitionnement des opérations sur les
diérents opérateurs. Elle reçoit en entrée le graphe d'implémentation mis à jour "graphe",
la liste "liste sg" des sous-graphes distribués sur FPGA, le hier "hier_2.sdx" obtenu
après transformation du graphe et les listes "sensors" et "atuators" ontenant des infor-
mations sur les diérents ports d'entrée et de sortie des diérents sous-graphes.
Cette fontion ommene par réer un ditionnaire regroupant les informations des
ports d'entrée et de sortie pour haque sous-graphe distribué sur FPGA. Puis, elle rée
dans le hier "hier_3.sdx" les dénitions des opérations qui représentent des sous-
graphes distribués sur FPGA. Ensuite elle opie les dénitions des opérations ontenues
dans le hier "hier_2.sdx" sauf l'algorithme prinipal qui est transformé en regroupant
les opérations onstituant haque sous-graphe distribué sur FPGA en une seule opération
et en adaptant les onnexions entre es opérations et leurs prédéesseurs et suesseurs.
De la même façon, dans la partie Arhiteture, ette fontion opie les dénitions des
opérateurs et moyens de ommuniation ontenus dans le hier "hier_2.sdx". Puis
ette fontion dénit un opérateur pour haque opération modélisant un sous-graphe
distribué sur FPGA. Elle opie aussi l'arhiteture prinipale du hier "hier_2.sdx" en
remplaçant les opérateurs dégénérés par es opérateurs apables d'exéuter les opérations
des sous-graphes distribués sur FPGA.
Enn, ette fontion ajoute dans le hier "hier_3.sdx" les informations néessaires
pour ontraindre SynDEx à garder la même distribution des opérations du hier "-
hier_2_adeq.sdx"
6.2.11 Calul des dates au plus tt
Après l'optimisation temporelle, il faut realuler les dates de début et de n des
opérations du graphe d'algorithme. Pour eetuer ette opération, on utilise SynDEx en
lui passant le hier "hier_3.sdx". Puisque e hier ontient des ontraintes sur le
partitionnement des opérations sur les diérents opérateurs de l'arhiteture, SynDEx
alule seulement les dates de début et de n au plus tt. Le résultat est obtenu dans le
hier "hier_3_adeq.sdx".
6.2.12 Date_update
La fontion "date_update" permet de mettre à jour les dates du graphe d'implan-
tation à partir du hier "hier_3_adeq.sdx". Elle reçoit en plus de e hier le di-
tionnaire "graphe" modélisant le graphe d'implémentation et la liste "liste sg" des sous-
graphes distribués sur FPGA. Elle retourne le graphe ave les nouvelles dates et une liste
"liste_refatorisation" des indies dans la liste des sous-graphes "liste sg" des sous-graphes
à refatoriser.
A partir de la partie du hier "hier_3_adeq.sdx" ontenant l'adéquation, ette
fontion met à jour les dates de début et de n au plus tt des opérations du graphe
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d'implémentation. En parallèle, elle alule la longueur du nouveau hemin ritique. Puis,
elle alule les dates de début et de n au plus tard de haun des n÷uds du graphe en
faisant appel à la méthode "al_date_plus_tard" de la lasse "node". Enn, elle alule
les nouvelles exibilités des sous-graphes distribués sur FPGA et ajoute les indies des
sous-graphes dont la exibilité n'est pas nulle à la liste "liste refatorisation".
6.2.13 Fihier_sdx_i_update
Cette fontion modie la ontrainte temporelle ontenue dans les hiers sdx pour que
SynDEx-IC refatorise les sous-graphes qui peuvent l'être sans allongement du hemin
ritique. Elle reçoit les diérents hiers sdx destinés à SynDEx-IC et réés par la fontion
"reation_hier_sdx_i", la liste "liste sg" des sous-graphes distribués sur FPGA et la
liste "liste refatorisation" des sous-graphes à refatoriser.
Cette fontion identie les hiers à modier à partir des éléments de la liste "liste
refatorisation" et le nom du sous-graphe à refatoriser à partir de la liste "liste sg".
Ce nom de sous-graphe est utilisé pour aéder au n÷ud orrespondant et pour pouvoir
onnaitre la durée d'exéution minimale et la exibilité d'ordonnanement. Une fois toutes
es informations onnues, la fontion "hier_sdx_i_update" modie la dernière ligne
du hier sdx en indiquant la somme de la durée d'exéution minimale et la exibilité
d'ordonnanement omme ontrainte temporelle.
6.2.14 Optimisation de surfae et génération du ode VHDL
Comme nous avons vu dans la setion 4.8.2, l'optimisation de surfae est eetuée en
refatorisant les frontières de fatorisation tant qu'elles ne sont pas sur le hemin ritique.
Cette opération est préparée par la fontion "hier_sdx_i_update" en modiant les
ontraintes temporelles dans les hiers sdx orrespondants aux sous-graphes à refatori-
ser.
Pour générer le ode VHDL des sous-graphes distribués sur FPGA, il sut de laner
l'heuristique de SynDEx-IC qui refait l'adéquation, don refatorise les sous-graphes dont
les hiers sdx ont été modiés, puis génère des maros odes qui seront traduits en odes
VHDL.
6.2.15 Generation_ip
La fontion "generation_ip" permet de générer les IP de ommuniation néessaires
pour gérer la ommuniation et la synhronisation entre haque FPGA et les autres om-
posants. Elle reçoit le hier "hier.sdx" spéié par l'utilisateur, le ditionnaire "graphe"
représentant le graphe d'implantation, la liste "liste ip om" des IP de ommuniation
à réer et les listes " sensors" et "atuators" ontenant les informations à propos des
données reçues et envoyées par les IP de ommuniation.
Pour haque IP de ommuniation, ette fontion ommene par établir une liste
"data list" des données à transférer à partir des instrutions d'alloation de mémoire
dans le hier m4 et des listes "atuator" et "sensor" établies par la fontion "rea-
tion_graphe_implantation". Chaque élément de ette liste est de la forme (nom référene
produtrie, nom port, taille). Puis, après avoir demandé à l'utilisateur la largeur du bus
données (om_bus_width), à partir du premier thread (orrespondant aux ommunia-
tions ave le omposant distant) du hier m4, pour haque opération de ommuniation,
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on ajoute un élément au ditionnaire ommuniation ave la lé "indie om". Cet "in-
die om" est un entier orrespondant à l'indie de l'opération de ommuniation dans la
liste des ommuniations à eetuer. Chaque élément de e ditionnaire est de la forme
"[nom référene produtrie, nom port, liste référenes réeptries, liste ports réepteurs,
nombre paquets, sens, liste synhronisation℄" où "sens" égale à '0' si 'est une réeption
et '1' si 'est un envoie et "liste synhronisation" est une liste des opérateurs dégénérés
auxquels il faut envoyer un signal de synhronisation après avoir eetué ette ommu-
niation. A e stade, les éléments orrespondants aux "liste référenes réeptries", "liste
ports réepteurs" et "liste synhronisation", sont remplis par des listes vides. A partir des
instrutions send du deuxième thread et des dépendanes du graphe d'algorithme, on peut
remplir les listes "liste référene réeptrie" et "liste port réepteur" pour les opérations
de réeption. Quant aux opérations d'envoi, es listes restent vides ar on n'aura pas be-
soin de es informations. Puis à partir des éléments du ditionnaire "ommuniation", on
établit pour haque élément la liste "liste synhronisation". On passe maintenant à la gé-
nération du VHDL. Un dossier nommé VHDL est réé dans le dossier ontenant le hier
"hier.sdx" spéié par l'utilisateur. On y opie alors les hiers VHDL des omposants
qui ne néessitent pas de transformation. Puis, on alule les diérents paramètres (autre
que om_bus_width) et on les intègre dans le hier top level "om.vhd". Enn, le hier
"rom.vhd" ontenant la desription de la mémoire est réé en utilisant les informations
du ditionnaire ommuniation.
6.3 Norme d'enodage vidéo H.264/AVC
Nous disposons maintenant d'un outil omplet qui supporte les arhitetures mixtes.
Après avoir validé son fontionnement sur des exemples simples, nous allons le valider sur
une appliation plus omplexe : l'estimation de mouvement de la norme H.264/AVC.
La vidéo numérique exploite la persistane rétinienne qui résulte du temps de traite-
ment biohimique des signaux optiques par la rétine et le erveau. En eet, en ahant
une suession d'images (Trames) à la fréquene minimale de 25 Trames par seonde, le
erveau humain l'aperçoit omme une vidéo uide. Le stokage et la transmission de es
vidéos numériques néessitent un espae mémoire et une bande passante énormes. Par
exemple, la transmission d'une séquene ouleur de résolution CIF (288 lignes, 352 o-
lonnes), haque pixel odé sur 24 bits (8 pour les niveaux de gris et 8 pour haun des deux
omposants de ouleur) ave une résolution temporelle de 25 images par seonde, il nous
faut un débit de 60825600 bit/s ; e qui orrespond à une bonde passante de 58 Mbit/s.
D'où la néessité de la ompression vidéo. La ompression vidéo utilise deux types de
préditions : la prédition intra qui exploite la redondane spatiale dans une même image
et la prédition inter qui exploite la redondane temporelle entre les images de la sé-
quene. Dans ette setion, nous allons nous intéresser à la norme de ompression vidéo
H.264/AVC (qui permet de réduire la bande passante de moitié par rapport à la norme
préédente H.262) [ITU-T, 2003℄, apparue en 2003, et essentiellement à l'estimation de
mouvement.
Les trames onstituant une séquene vidéo, sont regroupées en Groupes d'images"
(GOP pour Group Of Pitures en anglais). Ces GOP sont enodés séparément les uns des
autres. Chaque GOP ontient un nombre déterminé d'images. Il ommene par une image
I odé entièrement par la prédition intra et servant de référene pour la prédition inter
de l'image suivante.
L'enodeur de la norme H.264 est représenté par la gure 6.2.
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Figure 6.2  Shéma blo du enodeur H.264/AVC
Lors de l'enodage, haque Image est déoupée en maro-blos (MB) de 16x16 pixels.
Chaque MB ourant (à enoder) passe par la prédition intra ou inter pour avoir un MB
prédit dont les valeurs des pixels seront déduites des valeurs des pixels du MB ourant
pour obtenir l'erreur de prédition. Cette erreur de prédition sera transformée, quantiée
puis odée en utilisant un odage entropique. Pour avoir les mêmes images de référenes
pour la prédition inter au niveau du odeur et du déodeur, l'erreur transformée et
quantiée subit la quantiation inverse, la transformation inverse, puis est additionnée
au MB prédit pour obtenir le MB reonstruit. Après reonstrution de tout les MB de
l'image, elle i est ltrée puis sauvegardée pour être utilisée omme référene dans la
prédition inter. Toutes es étapes seront détaillées par la suite.
6.3.1 Prédition intra
La prédition intra exploite la redondane spatiale au sein de l'image même. En eet,
elle prédit le MB ourant en se basant sur les valeurs des pixels voisins selon une diretion
déterminée. La norme de odage vidéo H.264/AVC utilise deux types de prédition intra :
la prédition intra 16x16 et la prédition intra 4x4 [Chun-Ling Yang et al., 2004℄.
La prédition intra 16x16 [Loukil et al., 2009℄ de la norme H.264/AVC peut être ee-
tuée selon 4 modes représentés par la gure 6.3. Ce type de prédition n'est eae dans
les zones homogènes de l'image puisque il prédit les valeurs de tous les pixels du MB en
utilisant le même mode.
La prédition intra 4x4 onsiste à déouper le MB en 16 blos 4x4 et de prédire haun
de es blos selon un des 9 modes représentés dans la gure 6.4. Ce type de prédition
permet de mieux prédire les blos des zones ave des textures.
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Figure 6.3  Modes de prédition intra 16x16 [Rihardson, 2003℄
Figure 6.4  Modes de prédition intra 4x4 [Rihardson, 2003℄
6.3.2 Prédition inter
La prédition inter exploite la redondane temporelle entre les images suessives de
la séquene vidéo [Rihardson, 2003℄. Elle onsiste à assoier au blo ourant le blo
lui ressemblant le plus dans l'image référene reonstruite (enodée puis déodée) et un
veteur de mouvement. Le blo le plus ressemblant dans l'image référene est le blo
prédit et la diérene des positions respetives de es blos dans les images est le veteur
de mouvement. Cette prédition permet d'eetuer un bon taux de ompression. En eet,
les blos ourant et prédit se ressemblent ; don l'erreur de prédition est faible. Cette
eaité vient au dépend d'une omplexité élevée de l'estimation de mouvement. Pour
réduire la omplexité de l'estimation de mouvement, plusieurs travaux de reherhe ont
été eetués. Les résultats de es reherhes seront exposés dans la setion suivante.
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6.3.3 Transformées
La norme H.264 utilise une transformée en osinus entière qui s'applique sur les blos
4x4 [Gouyet and Sablier, 2007℄. Cette transformée, omme son nom l'indique, ne manipule
que des entiers. Ainsi on évite les distorsions de la transformée inverse. De plus, ette
transformée n'utilise que des additions et des déalages ; e qui failite son implémentation.
En plus de ette transformée en osinus entière, le odeur H.264 utilise la transformée
HADAMARD pour les oeients DC de haque blo résiduel d'une prédition INTRA
16x16 et les oeients de la hrominane.
Ces transformées permettent regrouper les oeients nuls pour augmenter l'eaité
du odage entropique.
6.3.4 Quantiation
La quantiation est responsable de la perte de l'information peu pertinente. En eet,
ette étape annule les oeients à faible énergie.
La norme H.264 xe 52 seuils de quantiation ave une augmentation de 12.5% au
passage d'un seuil de quantiation au suivant. L'augmentation de e seuil de quantia-
tion augmente l'eaité de la ompression vidéo puisque le nombre de oeients qui
s'annulent augmente. Mais en ontre partie, la qualité de la vidéo déodée diminue.
6.3.5 Codage entropique
Le odage entropique élabore la séquene binaire (bitstream) ontenant toutes les
informations pertinentes et pouvant être déodées par le déodeur H.264 pour obtenir la
vidéo déompressée [Gouyet and Sablier, 2007℄.
Deux types de données sont onernées par e odage entropique : les oeients des
blos résiduels transformés et quantiés et les éléments syntaxiques onernant l'image,
le blo, la nature de prédition . . ..
Ces deux types de données peuvent être odés (selon le prol du odage H.264) soit
ave le même ode CABAC" (Context-based Adaptative Binary Arithmeti Code) soit en
utilisant un ode adaptatif CAVLC" (Context-based Adaptative Variable Length Coding)
[Damak et al., 2010℄ pour les oeients transformés quantiés et un ode Exp-Golomb"
pour les éléments syntaxiques.
6.3.6 Filtrage anti-blos
Le traitement des images en blos produit des artéfats visibles aux bord des es blos.
La gure 6.5 (a) présente une image ave des artéfats de blos visibles. Pour remédier
à e problème, la norme H.264/AVC dénit un ltre de "débloage" adaptatif en boule
(loop lter)[Damak et al., 2011℄. La rigueur du ltrage dépend de la position du blo, de
la nature de la prédition utilisée et du seuil de quantiation utilisé [List et al., 2003℄.
Après ltrage, la pixellisation est alors réduite et la qualité subjetive est onsidérablement
améliorée omme le montre la gure 6.5 (b).
6.4 Estimation de mouvement
L'estimation de mouvement est une tehnique importante pour la ompression vidéo.
Elle permet d'exploiter la redondane temporelle entre les images suessives de la sé-
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(a) (b)
Figure 6.5  Eet du ltre anti-blos : (a) image non ltrée, (b) image ltrée
quene vidéo. Cette tehnique onsiste à assoier à haque blo de l'image ourante un
veteur de mouvement qui orrespond à la diérene de position de e blo ourant par
rapport au blo qui lui ressemble dans une image référene. La ompression est d'au-
tant plus eae que les deux blos se ressemblent plus. En eet, plus les blos (ourant
et prédit) se ressemblent, moins sera l'énergie de l'erreur de prédition à transmettre.
Mais herher le blo prédit dans l'image référene néessite une apaité de traitement
et un temps de alul énormes. Pour réduire e temps de traitement, plusieurs travaux
de reherhe ont été eetués. Ces travaux touhent plusieurs aspets de l'estimation de
mouvement : taille de la fenêtre de reherhe, hoix du entre de la fenêtre de reherhe
et l'algorithme de orrespondane de blos (blo mathing) utilisé. Dans la suite de ette
setion nous allons présenter quelques uns de es travaux.
6.4.1 Centre de la fenêtre de reherhe
La détermination du entre de la fenêtre de reherhe est important pour réduire les
positions testées avant de trouver le blo le plus ressemblant au blo ourant. Gallant
et all. [Gallant and Kossentini, 1998℄ partent du fait que les blos voisins eetuent un
déplaement prohe les uns des autres. Ils hoisissent alors omme entre de la fenêtre de
reherhe la position orrespondante à un déplaement d'un veteur de mouvement donné
par la médiane des veteurs de mouvement des blos voisins omme le montre la gure
6.6.
Figure 6.6  Blos pour trouver le entre de reherhe selon
[Gallant and Kossentini, 1998℄
Werda et all. [Werda et al., 2007℄ se sont inspirés de l'approhe préédente pour propo-
ser une nouvelle méthode d'estimation du entre de la fenêtre de reherhe. Cette méthode
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se base sur la omparaison, en utilisant le aratère de omparaison SAD, du blo ourant
ave le blo qui oupe la même position dans l'image référene et les blos de l'image de
référene qui orrespondent à un déplaement orrespondant à un déplaement de ve-
teur de mouvement de haun des voisins du blo ourant omme le montre la gure 6.7.
Cette méthode est mieux adaptée à l'implémentation logiielle ar elle réduit les stru-
tures onditionnelles qui ausent une rupture du pipeline. De plus, ette méthode produit
une vidéo reonstruite de qualité aeptable [Werda, 2011℄.
Figure 6.7  Blos pour trouver le entre de reherhe selon [Werda et al., 2007℄
6.4.2 Taille de la fenêtre de reherhe
Après avoir estimé ave plus de préision le entre de la fenêtre de reherhe, nous
pouvons réduire la taille de la fenêtre de reherhe. Chaouh et all. [Chaouh et al., 2007℄
ont eetué une étude statistique des veteurs de mouvement sur plusieurs séquenes
de test. Cette étude a permis de xer une taille de fenêtre de reherhe de [−9, 9] sur
l'axe des absisses et de [−7, 7] sur l'axe des ordonnées. Ainsi, les mouvement horizontaux
sont favorisés par rapport aux mouvements vertiaux ; e qui orrespond à la nature
des séquenes vidéos. Cette rédution de la taille de la fenêtre de reherhe permet une
rédution de 25% de la omplexité de l'estimation de mouvement ontre une légère baisse
de la qualité vidéo.
6.4.3 Algorithmes d'estimation de mouvement
La reherhe du blo ressemblant au blo ourant en testant toutes les positions dans
une fenêtre de reherhe donne le meilleur résultat. Mais ette méthode (Full searh
[Rihardson, 2002℄) néessite une intensité de alul élevé qui rend l'implémentation temps
réel diile à atteindre. Pour réduire ette demande en apaité de alul, plusieurs tra-
vaux ont proposé des algorithmes rapides d'estimation de mouvement qui réduisent le
nombre de positions à tester. De ette façon, on peut réduire le temps de reherhe mais il
est probable de tomber sur un minimum loal. Malgré ette possible perte de ompression,
es algorithmes sont fréquemment utilisés dans les odeurs vidéo ar ils permettent une
nette rédution de la omplexité et une forte aélération de l'estimation de mouvement.
Nous allons présenter, dans la suite de e paragraphe, quelques uns de es algorithmes d'es-
timation rapide de mouvement à savoir : Three Step Searh [Liou, 1994℄, Diamond Searh
[Zhu and Ma, 2000℄, Hexagone-Based Searh [Ce Zhu et al., 2002℄, Horizontal Diamond
Searh [Ben Ayed et al., 2007℄ et Line Diamond Parallel Searh [Werda et al., 2010℄.
Three Step Searh
L'algorithme Three Step Searh [Liou, 1994℄ se base, omme son nom l'indique, sur
trois étapes illustrées dans la gure 6.8. La première étape onsiste à tester la position
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entrale, les quatre positions distantes de quatre pixels (vertialement et horizontalement)
par rapport à ette position entrale et les quatre sommets du arré dont le entre est
ette position entrale et passant par les autres positions testées. La position donnant
le plus de ressemblane lors de la première étape est onsidérée le entre de la seonde
étape. Lors de la deuxième étape, le même motif est testé mais en réduisant de moitié
la distane entre les positions testées. De la même façon, la position donnant le plus de
ressemblane est onsidérée le entre de la troisième étape. Lors de ette troisième étape,
la position entrale est omparée à es huit voisins.
Figure 6.8  Etapes de l'algorithme Three Step Searh
Diamond Searh
La gure 6.9 représente les étapes d'exéution de l'algorithme Diamond Searh
[Zhu and Ma, 2000℄. Cet algorithme teste les neufs positions formées par le entre de la
fenêtre de reherhe et les huit positions formant un losange dont les sommets sont à une
distane de deux pixels par rapport au entre (points jaunes de la gure 6.9). A haque
itération, e même motif est utilisé en prenant pour entre la position donnant le plus
de ressemblane de l'itération préédente. Si deux itérations suessives donnent le même
entre, on passe à une étape de ranement en testant le entre et les quatre positions
adjaentes vertialement et horizontalement.
Hexagone-Based Searh
L'algorithme Hexagone-Based Searh [Ce Zhu et al., 2002℄ est semblable au Diamond
Searh. La seule diérene entre es deux algorithmes est le modèle de reherhe. En
eet, le Diamond Searh utilise un motif en losange, alors que le Hexagone-Based Searh
se base sur un motif hexagonal (motif en jaune dans la gure 6.10). Ainsi la position
entrale et les six positions formant l'hexagone tout autour sont testées. Puis, à haque
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Figure 6.9  Etapes de l'algorithme Diamond Searh
itération, on prend la position donnant le plus de ressemblane pour entre et on réutilise
le même motif jusqu'à e que deux itérations suessives donnent le même entre. Enn,
on teste la position entrale et les quatre positions qui lui sont adjaentes vertialement
et horizontalement.
Figure 6.10  Etapes de l'algorithme Hexagone-Based Searh
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Horizontal Diamond Searh
L'algorithme Horizontal Diamond Searh [Ben Ayed et al., 2007℄ favorise la reherhe
selon la omposante horizontale du mouvement. Il utilise le motif représenté en jaune dans
la gure 6.11. A haque itération, les positions formant e motif sont testées en prenant
omme entre la position donnant le plus de ressemblane de l'itération préédente. La
reherhe s'arrête lorsqu'on obtient le même entre pour deux itérations suessives.
Figure 6.11  Etapes de l'algorithme Horizontal Diamond Searh
Line Diamond Parallel Searh
L'algorithme Line Diamond Parallel Searh [Werda et al., 2010℄ se déroule en répétant
deux étapes. La première étape est le hoix de la diretion de reherhe. Elle s'eetue
en omparant les positions du entre de la fenêtre de reherhe et les quatre position
adjaentes vertialement et horizontalement. La diretion hoisie est elle de la position
la plus ressemblante. On passe alors à l'étape de reherhe dans la diretion hoisie en
testant trois positions distantes haune par rapport à l'autre de deux pixels dans la
diretion hoisie. La position donnant le plus de ressemblane est utilisée omme entre
pour le hoix de diretion suivante. On itère es deux étapes jusqu'à e que lors de l'étape
de hoix de diretion le plus de ressemblane oïnide ave la position entrale (gure
6.12).
6.5 Implémentation de l'estimation de mouvement
Nous avons hoisi d'implémenter l'algorithme d'estimation de mouvement Line Dia-
mond Parellel Searh ar et algorithme s'adapte à la nature du mouvement des séquenes
vidéos. En eet, et algorithme favorise la reherhe selon les diretions horizontale et ver-
127
Implantation et appliation
Figure 6.12  Etapes de l'algorithme Line Diamond Parellel Searh
tiale plutt que la reherhe selon une diretion diagonale. Cet estimateur de mouvement
est détaillé dans l'algorithme 5.
Cet algorithme reçoit en entrée le maroblo ourant ontenant 256 pixels (16x16)
et la fenêtre de reherhe permettant un déplaement maximal de [-9,9℄ selon l'axe des
absisses et [-7,7℄ selon l'axe des ordonnées [Werda et al., 2007℄. Cette fenêtre de reherhe
omporte 1020 pixels (34x30). Le résultat de l'exéution de et algorithme est un veteur
de mouvement donnant le déplaement du maroblo ourant par rapport au maroblo
lui ressemblant de l'image référene.
L'algorithme LDPS ommene par aluler les SAD de la position entrale et des quatre
positions adjaentes (haut, bas, gauhe et droite) par rapport au maroblo ourant.
Puis tant que SADc de la position entrale est supérieure au minimum des SAD des
positions adjaentes, il teste trois positions (D1, D2 et D3) dans la diretion donnant le
minimum de SAD (lignes 6-8 de l'algorithme 5). La position donnant le minimum de SAD
de es trois positions testées (D1, D2 et D3) est onsidérée omme position entrale. Puis
il alule les SAD des positions adjaentes (haut, bas, gauhe et droite) par rapport au
maroblo ourant et ompare le minimum d'entre eux ave la valeur SADc de la position
entrale.
Lorsque la valeur minimale de (min(SADc, SADh, SADb, SADg, SADd)) est égale à
SADc, le veteur de mouvement est alulé en eetuant la diérene entre la dernière
position entrale et la position du maroblo ourant.
6.5.1 Graphe d'algorithme
Le graphe d'algorithme spéié à SynDEx pour implémenter l'algorithme Line Dia-
mond Parallel Searh est donné dans la gure 6.13. Dans ette gure, on a oloré quelques
onnexions entre les diérents sommets pour des raisons de larté. Ce graphe d'algorithme
ontient des référenes à deux apteurs (sensor), six fontions (funtion), un retard (de-
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Algorithm 5 Algorithme de l'estimateur de mouvement Line Diamond Parellel Searh
Require: Maroblo ourant MB et fenêtre de reherhe
Ensure: Veteur de mouvement Vm
1: for all i ∈ (c, h, b, g, d) do
2: SADi = calc_SAD(MB,Pi)
3: end for
4: min_SAD = min(SADi)/i ∈ (h, b, g, d)
5: while SADc > min_SAD do
6: for all i ∈ (D1, D2, D3) do
7: SADi = calc_SAD(MB,Pi)
8: end for
9: SADc = min(SADD1, SADD2, SADD3)
10: for all i ∈ (h, b, g, d) do
11: SADi = calc_SAD(MB,Pi)
12: end for
13: min_SAD = min(SADi)/i ∈ (h, b, g, d)
14: end while
15: Vm = position(c)− position(MB)
lay), six onstantes et un ationneur (atuator). Comme SynDEx ne tolère pas les espaes
dans les noms des dénitions et des référenes, nous avons hoisi d'érire la première lettre
de haque mot en majusule. Toutes les dénitions utilisées seront détaillées dans la suite
de e paragraphe.
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Figure 6.13  Graphe d'algorithme du Line Diamond Parellel Searh
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Capteur FenetreReherhe
Chaque élément de la sortie du apteur "FenetreReherhe" représente un pixel de
la fenêtre de reherhe. Comme expliqué dans la gure 6.14, ette fenêtre de reherhe
omporte un maroblo entral (16x16 pixels) et les pixels représentant un déplaement
maximal de [-9,9℄ selon l'axe des absisses et [-7,7℄ selon l'axe des ordonnées. La taille de la
fenêtre de reherhe en nombre de pixels est alors de (16+2×9)× (16+2×7) = 1020. Ce
apteur est référené une seule fois dans le graphe d'algorithme. Le nom de ette référene
est "FenetreDeReherhe" (en haut à gauhe de la gure). Ce apteur a don un seul port
de sortie "FR" de 1020 aratères non signés (uhar).
Figure 6.14  Taille de la fenêtre de reherhe
Capteur MBCourant
Chaque élément du port de sortie du apteur "MBCourant" représente un pixel du
maroblo ourant (à enoder). Ce apteur est référené une seule fois dans le graphe
d'algorithme et le nom de ette référene est "MarobloCourant". Ce apteur a un seul
port de sortie "MB" de 256 aratères non signés (uhar).
Constante ConstanteDoubletFloat
Cette dénition de onstante produit, omme l'indique son nom, produit un doublet
de type oat dans son unique port de sortie "st". Cette onstante est référenée une seule
fois sous le nom "Position" pour initialiser la position entrale de la fenêtre de reherhe.
Constante ConstanteInt
Cette dénition de onstante produit un entier dans son port de sortie "st". Elle est ré-
férenée inq fois dans le graphe d'algorithme. Ces référenes, "Diretion0", "Diretiong",
"Diretiond", "Diretionb" et "Diretionh" sont utilisées pour indiquer la diretion de
déplaement par rapport à la position entrale pour extraire respetivement le maroblo
test entral, gauhe, droite, bas et haut.
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Fontion ChoixPosition
ChoixPosition est une dénition de fontion qui a pour rle d'extraire un maroblo de
test de la fenêtre de reherhe. Elle a trois ports d'entrées : "FR" (1020 uhar) qui reçoit
la fenêtre de reherhe, "Diretion" (1 int) pour indiquer la diretion de déplaement
par rapport à la position entrale et "PC" (2 oat) pour indiquer les oordonnées de la
position entrale. Cette dénition possède un seul port de sortie "MBtest" (256 uhar)
représentant le maroblo test.
Le graphe d'algorithme fait appel à huit référenes de la fontion ChoixPosition :
"ChoixMBTestCentral" pour extraire le MB test de la position entrale, "ChoixMBTest-
Gauhe" pour extraire le MB test de la position gauhe par rapport à la position entrale,
"ChoixMBTestDroite" pour extraire le MB test de la position droite par rapport à la posi-
tion entrale, "ChoixMBTestBas" pour extraire le MB test de la position en dessous de la
position entrale, "ChoixMBTestHaut" pour extraire le MB test de la position au dessus
de la position entrale et "ChoixMBTestD1" "ChoixMBTestD2" et "ChoixMBTestD3"
pour extraire les trois maroblos tests de reherhe dans la diretion hoisie.
Fontion Min5
La fontion Min5 herhe le minimum parmi inq entiers et retourne le numéro de
l'entrée orrespondante à e minimum. Elle reçoit inq entrées : "SAD" (1 int), "SADg"
(1 int), "SADd" (1 int), "SADh" (1 int) et "SADd" (1 int). Elle produit une seule sortie
"position" (1 int) qui peut prendre une valeur omprise entre 0 et 4.
La fontion Min5 est référenée une seule fois dans le graphe d'algorithme sous le nom
"Minimum" pour omparer les valeurs de SAD entrale par rapport aux quatre positions
adjaentes.
Fontion PriseDeision
La fontion PriseDeision a pour but de verier la ondition de la boule "tant que" de
la ligne 5 de l'algorithme 5. Ainsi si ette ondition est vériée, elle produit un entier indi-
quant la diretion de reherhe à suivre. Sinon, elle alule le veteur de mouvement. Cette
fontion reçoit deux entrées : "PositionMinimum" (1 int) indiquant la position donnant
le minimum de SAD et "PC" (2 oat) indiquant les oordonnées de la position entrale.
Elle possède deux ports de sortie : "VM" (2 oat) représentant le veteur de mouvement
et "Diretion" (1 int) représentant la diretion hoisie pour eetuer la reherhe.
Cette fontion est référenée une seule fois dans le graphe d'algorithme sous le nom
"PriseDeDeision" pour prendre la déision d'arrêter la reherhe et de aluler le veteur
de mouvement ou de hoisir une diretion selon laquelle ontinuer la reherhe.
Fontion Min3
La fontion Min3 herhe le minimum parmi trois entiers et retourne le numéro de l'en-
trée orrespondante à e minimum. Elle reçoit trois entrées : "SADD1" (1 int), "SADD2"
(1 int) et "SADD3" (1 int). Elle produit une seule sortie "PositionMinimale" (1 int) qui
peut prendre une valeur omprise entre 1 et 3.
La fontion Min3 est référenée une seule fois dans le graphe d'algorithme sous le nom
"PositionMinimale" pour omparer les valeurs de SAD des trois positions de reherhe
selon la diretion hoisie et en hoisir la nouvelle position entrale.
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Fontion CalulPositionCentrale
La fontion CalulPositionCentrale alule les oordonnées de la position entrale selon
un déplaement donné dans la diretion hoisie. Elle reçoit trois entrées : "PositionMini-
male" (1 int), "Diretion" (1 int) et "PC" (2 oat). Elle produit une seule sortie "PC" (2
oat) qui représente les nouvelles oordonnées de la position entrale.
La fontion CalulPositionCentrale est référenée une seule fois dans le graphe d'algo-
rithme sous le nom "PositionCentrale" pour aluler la nouvelle position entrale suite à
la reherhe selon la diretion hoisie.
Fontion AbsoluteDierene
La fontion AbsoluteDierene alule la valeur absolue de la diérene entre deux
aratères non signées (uhar). Elle reçoit deux entrées identiques "i1" et "i2" (1 uhar)
représentant haune un pixel. Le seul port de sortie de ette fontion "resultat" (1 int)
représente la valeur absolue de la diérene entre les deux entrées.
La fontion AbsoluteDierene est référenée dans la fontion CalSAD sous le nom
"AbsDi". Cette référene s'exéute 256 fois à haque exéution de la fontion CalSAD.
Fontion Aumulation
La fontion aumulation alule la somme de 256 entiers. Elle reçoit dans son unique
port d'entrée "input" (256 int) 256 entiers et produit dans son port de sortie "output" (1
int) un entier.
La fontion Aumulation est référenée dans la fontion CalSAD sous le nom "A".
Fontion CalSAD
La fontion CalSAD alule le SAD (Sum of Absolute Dierene donné par l'équation
6.1 ave MBour : maro-blo ourant et MBref : maro-blo de référene. Cette dénition
de fontion possède deux ports d'entrée identiques "i1" et "i2" (256 uhar) représentant
respetivement le maroblo test et le maroblo ourant. Le seul port de sortie de ette
fontion "SAD" (1 int) représente la valeur de SAD entre les deux maroblos.
SAD =
16∑
i=1
16∑
j=1
|MBcour(i, j)−MBref(i, j)| (6.1)
Comme le montre l'équation 6.1, ette fontion omporte une répétition de 256 valeurs
absolues de diérene de deux pixels indépendants et une aumulation de es valeurs.
Cette fontion est référenée huit fois dans le graphe d'algorithme : "CalSAD" pour
le alule du SAD par rapport à la position entrale initiale, "CalSADg" "CalSADd"
CalSADh" et "CalSADb" pour aluler les SAD respetivement des positions à gauhe,
à droite, au dessus et en dessous par rapport à la position entrale et "CalSADD1"
"CalSADD2" et "CalSADD3" pour aluler les SAD des trois positions testées lors de
la reherhe dans la diretion hoisie.
Retard PositionCentre
Cette dénition de retard (Delay) mémorise un doublet de oat. Don elle dispose
d'un port d'entrée et un port de sortie "PC" (2 oat).
133
Implantation et appliation
Cette dénition de retard est référenée une seule fois, sous le nom "Centre", pour
l'enregistrement de la nouvelle position entrale hoisie après la reherhe selon une di-
retion.
Ationneur VeteurMouvement
Cet ationneur possède un seul port d'entrée "VeteurMouvement" (2 oat). Chaque
élément de ette entrée représente une oordonnée du veteur de mouvement.
Cet ationneur est référené une seule fois dans le graphe d'algorithme sous le nom
"VeteurDeMouvement" pour donner les oordonnées du veteur de mouvement.
6.5.2 Graphe d'arhiteture
L'arhiteture iblée se base sur le FPGA Stratix EP3SL150F1152C2 [Altera, 2013b℄.
Cet FPGA omporte 113600 éléments logiques, 687 Kilo Otets de mémoire, 384 blos
DSP et 8 PLLs. Nous avons hoisi d'implémenter un proesseur NIOS II dans et FPGA
(gure 6.15). Par onséquent, l'arhiteture ible est formée par le proesseur NIOS II et
le reste du FPGA qui le ontient. La ommuniation entre e proessseur et les diérents
omposants implémentés sur FPGA s'eetue à travers le bus Avalon [Altera, 2014a℄.
Figure 6.15  Shéma blo du proesseur NIOS II
Le proesseur NIOS II est un proesseur softore proposé par Altera. Il peut failement
être interfaé ave les diérents périphériques que ontiennent les artes de développement
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Altera. Le proesseur NIOS II (gure 6.15) est un proesseur RISC basé sur l'arhite-
ture Harvard, 'est à dire qu'il possède un bus instrutions et un bus données séparées.
Il possède au maximum 6 niveaux de pipeline adenés à 50 MHz ave un bus de 32
bits. Les performanes de e proesseur sont de 30 à 80 MIPS (Million Instrution per
Seond). Il existe 3 types de ongurations du proesseur NIOS II : onguration rapide
(Fast) performante mais gourmande en ressoures matérielles, onguration éonomique
(eonomy) qui ne néessite pas beauoup de ressoures matérielle mais peu performante
et une onguration standard qui représente un bon ompromis entre performanes et
utilisation de ressoures.
Pour implémenter notre système, nous utilisons l'outil QuartusII d'Altera qui permet
de gérer le ot de oneption. Cet outil intègre l'environnement SOPC Builder, dont
l'interfae est présentée dans la gure 6.16, qui permet de réer un système sur pue
(SOC). Ces systèmes peuvent intégrer plusieurs éléments omme des proesseurs NIOS
II, des mémoires, des ontrleurs de périphériques et d'autres omposants personnalisés
dérites en langage de desription matériel.
Figure 6.16  Interfae graphique de l'outil SOPC Builder
Après avoir réer la desription matérielle du système, on peut utiliser l'outil NIOS II
IDE (gure 6.17) pour programmer les diérents proesseurs NIOS II que ontient notre
système.
L'arhiteture que nous iblons est onstituée par un proesseur NIOS II (fast) et un
FPGA Stratix EP3SL150F1152C2. Ces deux omposants sont onnetés à travers le Bus
Avalon. Le proesseur NIOS II oupe 3001 éléments logiques, e qui représente 3% de la
surfae totale du FPGA. Le graphe d'arhiteture que nous spéions dans l'interfae de
SynDEx est 6.18. Les opérations d'entrées/sorties ne peuvent être exéutées que par le
proesseur NIOS II.
Pour pouvoir spéier les durées d'exéution des diérentes opérations sur le proesseur
NIOS II, on utilise le omposant "Performane Counter" [Altera, 2011℄ d'Altera. Les
résultats de e prolage sont donnés dans la gure 6.19.
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Figure 6.17  Interfae graphique de l'outil NIOS II IDE
Figure 6.18  Graphe d'arhiteture spéié
Figure 6.19  Résultats du prolage de l'estimateur de mouvement
Le omposant "Performane ounter" permet de donner le résultat du prolage en
terme de temps de alul, de nombre de yles, le nombre d'appels à la fontion et le
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pourentage que prend la fontion par rapport au temps total d'exéution. Le ode utilisé
pour e prolage ontient une seule ourrene de haque opération, don les pouren-
tages données dans le rapport ne reètent pas les pourentages exats du temps d'exé-
ution par rapport à la latene totale de l'estimateur de mouvement. On remarque que
les temps d'exéution des opérations "Min3" et "PriseDeision" indiqués dans le rapport
de prolage sont nuls (trop faibles). Pour ette raison, et omme tout les éléments de
l'arhiteture fontionnent ave le même signal d'horloge, nous allons utiliser une spé-
iation temporelle proportionnelle au nombres de yles néessaires pour exéuter les
diérentes opérations. On utilise 32 bits du bus Avalon pour le transfert de données entre
le proesseurs et le FPGA, don on peut l'utiliser pour transférer 4 pixels (uhar) à la fois.
C'est aussi pourquoi nous avons déidé de multiplier tout les nombres de yles nées-
saires pour les diérentes opérations par 4. On obtient ainsi les spéiations temporelles
présentées dans le tableau 6.1. On remarque que les performanes de traitement du om-
posant reongurable sont nettement meilleures que elles du proesseur NIOS II, e qui
est prévisible.
Tableau 6.1  Spéiations temporelles des opérations de l'estimateur de mouvement sur
les diérents opérateurs
Opération NIOS II FPGAStratixIII
FenetreReherhe 456264
MBCourant 130260
ChoixPosition 52476 12
CalulSAD 424428 2624
Min5 3176 64
PriseDeision 1304 12
Min3 2292 12
AbsoluteDierene 8
Aumulation 512
CalulPositionCentrale 929 12
PositionCentrale 1 1
VeteurMouvement 256
6.5.3 Résultats obtenus
Puisque le FPGA peut exéuter la totalité des opérations du graphe d'algorithme
(mise à part les entrées/sorties), le graphe d'arhiteture modié omporte 21 opérateurs
dégénérés pour le alul. Le graphe d'arhiteture obtenu est représenté par la gure 6.20
Les résultats de partitionnement, obtenus à partir du hier intermédiaire, sont don-
nés dans le tableau 6.2. On remarque que seules les opérations d'entrées/sorties sont
distribuées sur le proesseur NIOS II. En eet, toutes les opérations de traitement sont
distribuées sur le omposant reongurable. Cette distribution permet d'avoir le veteur
de mouvement au bout de 590528 unités de temps si la position entrale orrespond au
minimum de SAD dés la première itération. Si non, ave ette distribution haque itéra-
tion supplémentaire oute 5373 unités de temps. Don le veteur de mouvement est trouvé
en (590528 + (N-1) x 5373 ) unités de temps ave N le nombre d'itérations néessaires.
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Figure 6.20  Graphe d'arhiteture transformé
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Tableau 6.2  Résultats du partitionnement
Opération Date de début Date de n Opérateur
MarobloCourant 0 130260 NIOS
FenetreReherhe 130260 586524 NIOS
ChoixMBTestCentral 587544 587556 FPGAStratixIII
ChoixMBTestGauhe 587544 587556 FPGAStratixIII
ChoixMBTestDroite 587544 587556 FPGAStratixIII
ChoixMBTestBas 587544 587556 FPGAStratixIII
ChoixMBTestHaut 587544 587556 FPGAStratixIII
CalSAD 587556 590180 FPGAStratixIII
CalSADg 587556 590180 FPGAStratixIII
CalSADd 587556 590180 FPGAStratixIII
CalSADb 587556 590180 FPGAStratixIII
CalSADh 587556 590180 FPGAStratixIII
Minimum 590180 590245 FPGAStratixIII
PriseDeDeision 590245 590256 FPGAStratixIII
ChoixMBTestD1 590256 590268 FPGAStratixIII
ChoixMBTestD2 590256 590268 FPGAStratixIII
ChoixMBTestD3 590256 590268 FPGAStratixIII
CalulSADD1 590268 592892 FPGAStratixIII
CalulSADD2 590268 592892 FPGAStratixIII
CalulSADD3 590268 592892 FPGAStratixIII
PositionMinimale 592892 592904 FPGAStratixIII
PositionCentrale 592904 592916 FPGAStratixIII
Centre 592916 592917 FPGAStratixIII
VeteurDeMouvement 590272 590528 NIOS
Malgré ette distribution, la solution proposée n'utilise que 15 des 21 opérateurs dé-
générés réés dans le FPGA. En eet, omme le montre la gure 6.21, haque paire des
opérations "CalSADd" et "CalSADD3", "CalSADg" et "CalSADD2", "CalSADb"
et "CalSADD1" est distribuée sur un seul opérateur dégénéré. Don pour aluler les 8
valeurs de SAD de l'algorithme, on n'utilise que 5 opérateurs. De la même façon, pour
eetuer les hoix des 8 maroblos tests, on n'utilise que 5 opérateurs dégénérés puisque
haque paire des opérations "ChoixMBTestCentral" et "ChoixMBTestD1", "ChoixMB-
TestHaut" et "ChoixMBTestD2", "ChoixMBTestBas" et "ChoixMBTestD3" est distri-
buée sur un seul opérateur dégénéré.
Après optimisation, 588432 unités de temps sont néessaires si on obtient le veteur
de mouvement dès la première itération. Ce qui orrespond à une défatorisation totale
des frontières de fatorisation ontenues dans toutes les opérations SAD. Ce résultat
représente une rédution de 2096 unités de temps, soit un gain d'environ 0,4%. Ce gain est
faible à ause de la durée énorme de la leture des données. Le nombre d'unités de temps
néessaire pour haque itération supplémentaire passe de 5373 à 1181, e qui orrespond
à un gain de 78%. Ainsi, après optimisation, le veteur de mouvement est produit après
(588432 + (N-1) x 1181) unités de temps ave N le nombre d'itérations néessaires.
Le ode VHDL généré par SynDEx-IC est intégré au système en utilisant SOPC Buil-
der. La synthèse de e système omplet onsomme 13153 unités logiques, e qui représente
12% des 113600 unités logiques disponibles dans le FPGA.
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Figure 6.21  Imprime éran du hier de partitionnement
Cet exemple n'est pas si intéressant ar la totalité de l'estimateur de mouvement tient
dans le FPGA. Nous avons ependant pu vérier la bonne ollaboration entre SynDEx et
SynDEx-IC et valider notre générateur automatique de ode mixte.
6.5.4 Conlusion
Ce hapitre dérit les sriptes permettant d'automatiser l'algorithme de ouplage des
outils SynDEx et SynDEx-IC. En eet, et algorithmemanipule les hiers sdx, néessaires
au lanement de SynDEx et SynDEx-IC, en extrait des données, les transforme pour réer
de nouvelles données dans de nouveaux hiers. Ces sriptes sont rédigés en Python pour
une manipulation des hiers et haines de aratères plus faile. l'algorithme de ouplage
des outils
Nous avons présenté aussi l'estimateur de mouvement de la norme de odage vidéo
H.264/AVC. Cette étape est ruiale dans la ompression vidéo ar elle permet une grande
eaité de ompression. Mais une grande apaité de alul est néessaire pour aboutir
à un grand taux de ompression. Nous avons déidé d'implémenter et estimateur de
mouvement sur une arhiteture mixte omposée d'un proesseur NIOS II et d'un FPGA
Stratix III. Nous avons utilisé notre outil basé sur la méthodologie AAA pour eetuer
ette implantation et obtenir un système ombinant les points forts du proesseur et eux
des FPGA.
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Conlusion générale
Les arhitetures mixtes omportant à la fois des omposants programmables et d'autres
reongurables représentent une solution qui permet d'apporter la puissane de traitement
néessaires à l'implémentation temps réel des appliations évoluées d'aujourd'hui. Mais
ette puissane est assoiée à une omplexité de oneption élevée. Notre but dans ette
thèse est la mise au point d'une méthodologie et d'un outil d'aide à la oneption de
systèmes temps réel basés sur les arhitetures mixtes.
En premier lieu, nous avons présenté un état de l'art des arhitetures permettant
l'implantation des appliations temps réel. Nous nous sommes essentiellement intéressés
aux diérents types d'arhitetures matérielles de traitement de données. Nous avons
alors présenté les arhitetures programmables, les arhitetures reongurables et les
arhitetures mixtes. Nous avons aussi présenté un état de l'art des outils et méthodes de
développement des systèmes temps réel. En eet, es méthodes permettent de traiter une
ou plusieurs étapes de la oneption, à savoir la modélisation, la simulation, l'exploration
de l'espae des solutions et la génération automatique de odes.
Nous avons présenté, ensuite, la méthodologie de prototypage rapide Adéquation Algo-
rithme Arhiteture (AAA). Elle permet de diminuer onsidérablement le temps néessaire
pour la oneption de systèmes embarqués temps réel basés sur les arhitetures multi-
omposants programmables. Cette méthodologie est implantée dans l'outil de oneption
assisté par ordinateur SynDEx qui permet d'avoir une implémentation optimisée d'un
algorithme sur une arhiteture multiomposant programmable. L'algorithme est modé-
lisé par un graphe fatorisé et onditionné de dépendane de données (GFCDD). Dans e
graphe, haque sommet représente une opération et haque ar représente une dépendane
de donnée ou de ontrle entre les opérations. L'arhiteture ible est représentée par un
graphe où haque sommet représente un omposant de alul (proesseur, ASIC, . . .) ou
un omposant de ommuniation et haque ar représente une onnexion bidiretionnelle.
L'adéquation est eetuée en utilisant une heuristique gloutonne qui réalise une analyse
d'ordonnanement distribué et herhe à minimiser le temps d'éxéution de l'algorithme
sur le multiomposant en tenant ompte des oûts de ommuniations interproesseur.
SynDEx permet non seulement de trouver en un temps relativement ourt une implémen-
tation optimisée de l'algorithme sur l'arhiteture, mais aussi de générer automatiquement
un exéutif générique pour haque omposant programmable du graphe d'arhiteture.
La méthodologie AAA a été étendue pour l'optimisation des algorithmes sur les om-
posants reongurables (FPGA). Cet extension utilise la même représentation des algo-
rithmes. Par ontre, la spéiation de l'arhiteture se réduit à la liste des opérations
que le FPGA peut exéuter et pour haune de es opérations la durée d'exéution et
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du nombre de blos logiques utilisés. Dans ette extension, l'utilisateur spéie aussi une
ontrainte temporelle que l'algorithme doit respeter. L'optimisation est réalisée par dé-
fatorisation partielle ou totale de l'algorithme (initialement fatorisé). Cela orrespond à
la tehnique lassique de déroulage de boule sur proesseur sahant que dans le as des
FPGA la défatorisation entraîne un gain en latene mais un oût en nombre de blos lo-
giques plus élevé. Une heuristique est utilisée pour hoisir la boule à dérouler et son degré
de déroulage. L'implémentation obtenue satisfait alors la ontrainte temporelle imposée
(ou s'en approhe au maximum s'il est impossible de la satisfaire) en utilisant le mini-
mum de blos logiques du FPGA. Cette extension est utilisée dans l'outil de oneption
assisté par ordinateur SynDEx-IC qui permet en plus de l'optimisation de l'implantation
de générer automatiquement le ode VHDL de ette implantation.
Malheureusement, ni la méthodologie AAA, ni son extension ne ouvrent les arhi-
tetures mixtes formées par des omposants programmables et des omposants reongu-
rables. En eet, la méthodologie AAA ible les arhitetures multi-omposants program-
mables et son extension ible les arhitetures reongurables (mono-FPGA). Nous avons
don proposé une extension du modèle d'arhiteture de AAA pour pouvoir modéliser les
arhitetures mixtes en tenant ompte des spéiités de haque type de omposant. Puis
une extension du modèle d'implantation AAA est présentée pour pouvoir tenir ompte
du parallélisme massif oert par les omposants reongurables.
Nous avons eetué l'étude des prinipaux algorithmes de partitionnement pour le
o-design. Ces algorithmes sont omparés à l'algorithme de partitionnement que nous
proposons. Notre algorithme permet de passer du modèle d'arhiteture AAA non étendu
vers notre extension de e modèle. Puis nous utilisons SynDEx pour le partitionnement
des opérations sur les omposants programmables et reongurables de l'arhiteture.
Enn SynDEx-IC est utilisé pour l'optimisation de l'implantation des parties distribuées
sur les omposants reongurables.
Dans le adre de la génération automatique des odes pour les arhitetures mixtes,
nous avons proposé une IP pour gérer la ommuniation et la synhronisation des ommu-
niations et des aluls dans les omposants reongurables. Cette IP de ommuniation
est générique, elle est générée à partir des maro odes produits par SynDEx. Pour s'as-
surer que ette IP de ommuniation fontionne orretement et qu'elle n'oupe pas une
grande surfae du FPGA, nous l'avons synthétisé pour un exemple de liste de ommuni-
ations.
L'algorithme de partitionnement et d'optimisation des appliations sur les arhite-
tures mixtes que nous avons proposé, est réalisé grâe à des sripts érits en Python.
L'ensemble de es sripts est dérit dans e rapport de thèse.
Enn, nous avons validé e travail en implantant un module de l'enodeur vidéo H.264.
Cet enodeur a don été présenté en détail en nous intéressant en partiulier à l'estima-
tion de mouvement. Nous avons présenté plusieurs reherhes visant la rédution de la
latene de ette étape importante de la norme H.264. Nous avons utilisé notre algorithme
de partitionnement des appliations sur les arhitetures mixtes pour optimiser l'implan-
tation de l'estimateur de mouvement de H.264 sur une arhiteture mixte omposée du
proesseur NIOS II et d'un FPGA stratix 3.
En onlusion, nous avons réé un outil de partitionnement et d'optimisation iblant
les arhitetures mixtes basées sur la méthodologie Adéquation Algorithme Arhiteture.
Cet outil utilise le modèle d'arhiteture de AAA que nous avons étendu pour pouvoir
tenir ompte des diérenes entre les omposants programmables et les omposants re-
ongurables. Il fait appel à SynDEx pour le partitionnement et l'ordonnanement des
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opérations sur les omposants de l'arhiteture et à SynDEx-IC pour l'optimisation de
l'implantation des parties distribuées sur les omposants reongurables. Notre outil per-
met aussi de générer automatiquement les odes séquentiels pour les proesseurs, les odes
VHDL pour le(s) FPGA et les ommuniations entre les diérents omposants de l'arhi-
teture.
A la suite de es travaux, nous envisageons une amélioration des diérentes étapes de
l'algorithme de ouplage des outils SynDEx et SynDEx-IC. Nous pouvons améliorer la
génération des odes VHDL en tenant ompte du partitionnement donné par SynDEx.
Les étapes de partitionnement et d'optimisation peuvent éventuellement être améliorées
en faisant des appels itératifs à SynDEx et SynDEx-IC mais une étude approfondie doit
être faite pour ne pas tomber sur un minimum loal et se bloquer dans une boule innie.
Il sera aussi possible d'envisager l'utilisation d'heuristique basée sur du reuit simulé, mais
il faudra alors prendre garde aux temps très long que prendra alors l'heuristique, temps
inompatible ave le prototypage rapide que nous nous sommes xés.
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Annexe A
Code VHDL de l'IP de ommuniation
Compteur
LIBRARY ieee;
USE ieee.std_logi_1164.all;
use ieee.std_logi_arith.all;
USE ieee.std_logi_unsigned.ALL;
ENTITY ompteur1 IS
generi (
initialisation: std_logi;
modulo: integer;
output_width: integer
);
PORT
(
q : out STD_LOGIC_vetor (output_width-1 downto 0);
init, lk : in STD_LOGIC
);
END ompteur1;
ARCHITECTURE SYN OF ompteur1 IS
signal int: unsigned (output_width-1 downto 0);
BEGIN
proess (init, lk)
begin
if init = '1' then
int<= (others=>initialisation);
elsif (rising_edge(lk)) then
if (int = modulo-1) then
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int<= (others=>initialisation);
else
int<= int + 1 ;
end if;
end if;
end proess;
q<=std_logi_vetor (int);
END SYN;
Comparateur
LIBRARY ieee;
USE ieee.std_logi_1164.all;
use ieee.std_logi_arith.all;
USE ieee.std_logi_unsigned.ALL;
ENTITY omparateur IS
generi
(
data_width : natural
);
PORT
(
lk, init : in std_logi;
q : out STD_LOGIC;
data1, data2 : in STD_LOGIC_vetor (data_width-1 downto 0)
);
END omparateur;
ARCHITECTURE SYN OF omparateur IS
BEGIN
proess (data1, data2,lk,init)
begin
if init='1' then
q<='0';
elsif rising_edge(lk) then
if data2 = data1 then
q<='1';
else
q<='0';
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end if;
end if;
end proess;
END SYN;
ROM
LIBRARY ieee;
USE ieee.std_logi_1164.all;
use ieee.std_logi_arith.all;
USE ieee.std_logi_unsigned.ALL;
ENTITY rom1 IS
generi (
mem_size, mem_width, adr_width: integer
);
PORT
(
q : out STD_LOGIC_vetor (mem_width-1 downto 0);
adr : in STD_LOGIC_vetor (adr_width-1 downto 0)
);
END rom1;
ARCHITECTURE SYN OF rom1 IS
type mem is array ( 0 to mem_size-1) of std_logi_vetor (mem_width-1 downto 0);
-- Defining mem values
onstant memoire: mem:=(
"00000010000",
"10000010000",
"11000000001",
"10100000000",
"11000000100");
BEGIN
-- Assigning memory output
q<=memoire(onv_integer (adr));
END SYN;
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Mahine à états nis
LIBRARY ieee;
USE ieee.std_logi_1164.all;
ENTITY fsm IS
PORT
(
reset,start, ak_v_pu, req_v_pu, wr: out STD_LOGIC;
lk, req_de_oprd, ak_de_pu, req_de_pu, fin ,init,in_out : in STD_LOGIC
);
END fsm;
ARCHITECTURE SYN OF fsm IS
type etat is (s0, s1, s2, s3, s4, s5);
signal etat_atuel: etat;
BEGIN
p1:proess (init, lk)
begin
if init='1' then etat_atuel <= s0;
elsif rising_edge (lk) then
ase etat_atuel is
when s0=>
wr<='0';
start<='0';
ak_v_pu<='0';
req_v_pu<='0';
reset<='0';
if (req_de_pu='1' and in_out='0') then
etat_atuel<=s1;
elsif (req_de_oprd='1' and in_out='1') then
etat_atuel<=s4;
else
etat_atuel<=s0;
end if;
when s1=>
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wr<='1';
start<='1';
ak_v_pu<='1';
if req_de_pu='0' then
etat_atuel<=s2;
wr<='0';
else
etat_atuel<=s1;
end if;
when s2=>
start<='0';
ak_v_pu<='0';
wr<='0';
if fin='1' then
etat_atuel<=s3;
elsif (fin='0' and req_de_pu='1' and in_out='0') then
etat_atuel<=s1;
else
etat_atuel<=s2;
end if;
when s3=>
wr<='0';
reset<='1';
start<='0';
etat_atuel<=s0;
when s4=>
req_v_pu<='1';
start<='1';
if ak_de_pu='1' then
etat_atuel<=s5;
else
etat_atuel<=s4;
end if;
when s5=>
req_v_pu<='0';
start<='0';
if fin='1' then
etat_atuel<=s3;
elsif (req_de_oprd='1' and in_out='1') then
etat_atuel<=s4;
else
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etat_atuel<=s5;
end if;
when others=>
etat_atuel<=s0;
end ase;
end if;
end proess;
END SYN;
Mux_in_out
LIBRARY ieee;
USE ieee.std_logi_1164.all;
ENTITY mux_in_out IS
generi
(
bus_widht: integer
);
PORT
(
sel : in std_logi;
data_bus_om : inout STD_LOGIC_vetor (bus_widht-1 downto 0);
data_vers_oprd : out STD_LOGIC_vetor (bus_widht-1 downto 0);
data_de_oprd : in STD_LOGIC_vetor (bus_widht-1 downto 0)
);
END mux_in_out;
ARCHITECTURE SYN OF mux_in_out IS
BEGIN
proess (sel, data_bus_om, data_de_oprd)
begin
data_vers_oprd <= data_bus_om;
if (sel = '0') then
-- High impedey to manage inout port
data_bus_om <= (others=>'Z');
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else
data_bus_om <= data_de_oprd;
end if;
end proess;
END SYN;
Oprd_synh
LIBRARY ieee;
USE ieee.std_logi_1164.all;
ENTITY oprd_synh IS
generi (
nbr_req_sen: integer;
req_sen_width: integer;
nbr_ak_sen: integer;
ak_sen_width: integer
);
PORT
(
ak_t_oprd, req_t_oprd: out STD_LOGIC;
synhro, in_out, en, req_f_oprd, ak_f_oprd, init, lk: in STD_LOGIC;
req_demux_md: out std_logi_vetor (req_sen_width-1 downto 0);
ak_demux_md: out std_logi_vetor (ak_sen_width-1 downto 0)
);
END oprd_synh;
ARCHITECTURE SYN OF oprd_synh IS
omponent ompteur1 IS
generi (
initialisation: std_logi;
modulo: integer;
output_width: integer
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);
PORT
(
q : out STD_LOGIC_vetor (output_width-1 downto 0);
init, lk : in STD_LOGIC
);
END omponent;
signal ak, req: std_logi;
BEGIN
proess (lk, init)
begin
if init='1' then
ak<='0';
req<='0';
ak_t_oprd<='0';
req_t_oprd<='0';
elsif rising_edge(lk) then
if en='1' then
ak_t_oprd<=ak;
req_t_oprd<=req;
elsif (synhro='1' and in_out='0') then
req<='1';
elsif (synhro='1' and in_out='1') then
ak<='1';
end if;
if ak_f_oprd='1' then
req<='0';
req_t_oprd<='0';
end if;
if req_f_oprd='0' then
ak<='0';
ak_t_oprd<='0';
end if;
end if;
end proess;
ompt_sen_req: ompteur1 generi map ('1',nbr_req_sen,req_sen_width) port map (req_demux_md,init,req);
ompt_sen_ak: ompteur1 generi map ('1',nbr_ak_sen,ak_sen_width) port map (ak_demux_md,init,ak);
end syn;
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Demux
LIBRARY ieee;
USE ieee.std_logi_1164.all;
use ieee.std_logi_arith.all;
USE ieee.std_logi_unsigned.ALL;
ENTITY demux IS
generi (
output_width: integer ;
sel_width: integer
);
PORT
(
input : in STD_LOGIC;
sel : in STD_LOGIC_vetor (sel_width-1 downto 0);
output : out STD_LOGIC_vetor (output_width-1 downto 0)
);
END demux;
ARCHITECTURE SYN OF demux IS
BEGIN
proess (sel, input)
begin
for i in 0 to output_width-1 loop
if i=(onv_integer (unsigned(sel))) then
output (i)<= input;
else
output (i)<= '0';
end if;
end loop;
end proess;
END SYN;
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Re_reg
LIBRARY ieee;
USE ieee.std_logi_1164.all;
ENTITY re_reg IS
generi
(
reg_width: integer
);
PORT
(
lk,wr : in std_logi;
data_out : out STD_LOGIC_VECTOR (reg_width-1 downto 0);
data_in : in STD_LOGIC_VECTOR (reg_width-1 downto 0)
);
END re_reg;
ARCHITECTURE SYN OF re_reg IS
signal valeur : STD_LOGIC_VECTOR (reg_width-1 downto 0):= (others=>'0');
BEGIN
data_out<= valeur;
proess (wr,lk)
begin
if (rising_edge(lk)) then
if wr='1' then
valeur<=data_in;
end if;
end if;
end proess;
END SYN;
Mux_n_input
LIBRARY ieee;
USE ieee.std_logi_1164.all;
use ieee.std_logi_arith.all;
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USE ieee.std_logi_unsigned.ALL;
ENTITY mux_n_input IS
generi (
input_nbr: integer;
sel_width: integer
);
PORT
(
input : in STD_LOGIC_vetor (input_nbr-1 downto 0);
sel : in STD_LOGIC_vetor (sel_width-1 downto 0);
output : out STD_LOGIC
);
END mux_n_input;
ARCHITECTURE SYN OF mux_n_input IS
signal indie,indie1 : integer;
BEGIN
proess (sel,input)
begin
if onv_integer(sel)<0 or onv_integer(sel)>input_nbr-1 then
output<= '0';
else
output <= input (onv_integer(sel));
end if;
end proess;
END SYN;
Mux_generi
LIBRARY ieee;
USE ieee.std_logi_1164.all;
use ieee.std_logi_arith.all;
USE ieee.std_logi_unsigned.ALL;
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ENTITY mux_generi IS
generi (
input_nbr: integer ;
output_width: integer ;
sel_width: integer
);
PORT
(
input : in STD_LOGIC_vetor (input_nbr*output_width-1 downto 0);
sel : in STD_LOGIC_vetor (sel_width-1 downto 0);
output : out STD_LOGIC_vetor (output_width-1 downto 0)
);
END mux_generi;
ARCHITECTURE SYN OF mux_generi IS
omponent mux_n_input IS
generi (
input_nbr: integer ;
sel_width: integer
);
PORT
(
input : in STD_LOGIC_vetor (input_nbr-1 downto 0);
sel : in STD_LOGIC_vetor (sel_width-1 downto 0);
output : out STD_LOGIC
);
END omponent;
signal input1: STD_LOGIC_vetor (input_nbr*output_width-1 downto 0);
BEGIN
l0: for j in 0 to output_width-1 generate
l1: for i in 0 to input_nbr-1 generate
input1(j*input_nbr+i)<= input(j+(i*output_width));
end generate l1;
end generate l0;
l2: for i in 0 to output_width-1 generate
muxi: mux_n_input generi map (input_nbr,sel_width) port map (input1((i+1)*input_nbr-1 downto i*input_nbr),sel,output(i));
end generate l2;
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END SYN;
IP de ommuniation
LIBRARY ieee;
USE ieee.std_logi_1164.all;
ENTITY om IS
generi (
max_pk_width: integer :=9;
max_pk_nbr: integer:=256;
data_nbr: integer :=5;
re_pk_nbr_width: integer :=9;
sen_pk_nbr_width: integer :=3;
data_nbr_width: integer :=3;
re_pk_nbr: integer :=288;
sen_pk_nbr: integer :=5;
om_bus_width: integer :=8;
data_in_width: integer :=40;
data_out_width: integer :=2304;
nbr_req_sen: integer:=2;
req_sen_width: integer:=2;
nbr_ak_sen: integer:=2;
ak_sen_width: integer:=2
);
PORT
( data_in : in std_logi_vetor (data_in_width-1 downto 0);
data_out: out std_logi_vetor (data_out_width-1 downto 0);
om_bus: inout std_logi_vetor (om_bus_width-1 downto 0);
ak_v_oprd: out std_logi_vetor (nbr_ak_sen-1 downto 0);
ak_v_p, req_v_p: out STD_LOGIC;
req_v_oprd: out std_logi_vetor (nbr_req_sen-1 downto 0);
lk,req_d_oprd, ak_d_pu, req_d_pu, ak_d_oprd ,init : in STD_LOGIC
);
END om;
ARCHITECTURE SYN OF om IS
omponent omparateur IS
generi
161
Code VHDL du IP de ommuniation
(
data_width : natural
);
PORT
(
lk, init : in std_logi;
q : out STD_LOGIC;
data1, data2 : in STD_LOGIC_vetor (data_width-1 downto 0)
);
END omponent;
omponent ompteur1
generi (
initialisation: std_logi;
modulo: integer;
output_width: integer
);
PORT
(
q : out STD_LOGIC_vetor (output_width-1 downto 0);
init, lk : in STD_LOGIC
);
END omponent;
omponent rom1
generi (
mem_size, mem_width, addr_width: integer
);
PORT
(
q : out STD_LOGIC_vetor (mem_width-1 downto 0);
adr : in STD_LOGIC_vetor (addr_width-1 downto 0)
);
END omponent;
omponent fsm
PORT
(
reset,start, ak_v_pu, req_v_pu, wr: out STD_LOGIC;
lk, req_de_oprd, ak_de_pu, req_de_pu, fin ,init,in_out : in STD_LOGIC
);
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END omponent;
omponent mux_in_out
generi
(
bus_widht: integer
);
PORT
(
sel : in std_logi;
data_bus_om : inout STD_LOGIC_vetor (bus_widht-1 downto 0);
data_vers_oprd : out STD_LOGIC_vetor (bus_widht-1 downto 0);
data_de_oprd : in STD_LOGIC_vetor (bus_widht-1 downto 0)
);
END omponent;
omponent oprd_synh IS
generi (
nbr_req_sen: integer;
req_sen_width: integer;
nbr_ak_sen: integer;
ak_sen_width: integer
);
PORT
(
ak_t_oprd, req_t_oprd: out STD_LOGIC;
synhro, in_out, en, req_f_oprd, ak_f_oprd, init, lk: in STD_LOGIC;
req_demux_md: out std_logi_vetor (req_sen_width-1 downto 0);
ak_demux_md: out std_logi_vetor (ak_sen_width-1 downto 0)
);
END omponent;
omponent demux IS
generi (
output_width: integer;
sel_width: integer
);
PORT
(
input : in STD_LOGIC;
sel : in STD_LOGIC_vetor (sel_width-1 downto 0);
output : out STD_LOGIC_vetor (output_width-1 downto 0)
);
END omponent;
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omponent re_reg IS
generi
(
reg_width: integer
);
PORT
(
lk,wr : in std_logi;
data_out : out STD_LOGIC_VECTOR (reg_width-1 downto 0);
data_in : in STD_LOGIC_VECTOR (reg_width-1 downto 0)
);
END omponent;
omponent mux_generi IS
generi (
input_nbr: integer ;
output_width: integer ;
sel_width: integer
);
PORT
(
input : in STD_LOGIC_vetor (input_nbr*output_width-1 downto 0);
sel : in STD_LOGIC_vetor (sel_width-1 downto 0);
output : out STD_LOGIC_vetor (output_width-1 downto 0)
);
END omponent;
omponent and_gate IS
PORT
(
q : out STD_LOGIC;
data1, data2 : in STD_LOGIC
);
END omponent;
signal v1: std_logi_vetor (max_pk_width-1 downto 0);
signal ve: std_logi_vetor (max_pk_width+1 downto 0);
signal not_ve_max_pk_width,res ,egal ,ini, st, fini, wr, rd, ompt_reeiv_inrement,
ompt_send_inrement, ak_v_opr, req_v_opr : std_logi;
signal v2: std_logi_vetor (data_nbr_width-1 downto 0);
signal re_pk: std_logi_vetor (re_pk_nbr_width-1 downto 0);
signal sen_pk: std_logi_vetor (sen_pk_nbr_width-1 downto 0);
signal wr_md: std_logi_vetor (re_pk_nbr-1 downto 0);
signal rd_md: std_logi_vetor (sen_pk_nbr-1 downto 0);
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signal sign_to_oprd, sign_from_oprd: std_logi_vetor (om_bus_width-1 downto 0);
signal req_demux_md: std_logi_vetor (req_sen_width-1 downto 0);
signal ak_demux_md: std_logi_vetor (ak_sen_width-1 downto 0);
BEGIN
ini <= res or init;
not_ve_max_pk_width <= not(ve(max_pk_width));
and_re: and_gate port map (ompt_reeiv_inrement,st,not_ve_max_pk_width);
and_sen: and_gate port map (ompt_send_inrement,st,ve(max_pk_width));
ompt_pk: ompteur1 generi map ('0',max_pk_nbr+1,max_pk_width)
port map (v1,ini,st);
ompt_data: ompteur1 generi map ('0',data_nbr+1,data_nbr_width)
port map (v2,init,egal);
ompt_reeiv: ompteur1 generi map ('1',re_pk_nbr,re_pk_nbr_width)
port map (re_pk,init,ompt_reeiv_inrement);
ompt_send: ompteur1 generi map ('1',sen_pk_nbr,sen_pk_nbr_width)
port map (sen_pk,init,ompt_send_inrement);
omparator: omparateur generi map (max_pk_width)
port map (lk, init, egal, v1, ve (max_pk_width-1 downto 0));
memorie: rom1 generi map (data_nbr,max_pk_width+2,data_nbr_width)
port map (ve, v2);
F_S_M: fsm port map (res,st,ak_v_p,req_v_p,wr,lk,req_d_oprd,ak_d_pu,req_d_pu,
egal,init,ve(max_pk_width));
synh: oprd_synh generi map (nbr_req_sen,req_sen_width,nbr_ak_sen,ak_sen_width)
port map (ak_v_opr, req_v_opr, ve(max_pk_width+1), ve(max_pk_width), egal,
req_d_oprd, ak_d_oprd, init,lk,req_demux_md, ak_demux_md);
re_demux: demux generi map (re_pk_nbr, re_pk_nbr_width)
port map (wr,re_pk, wr_md);
in_out: mux_in_out generi map (om_bus_width) port map (ve(max_pk_width), om_bus,
sign_to_oprd, sign_from_oprd);
l1: for i in 0 to re_pk_nbr-1 generate
re_regi: re_reg generi map (om_bus_width)
port map (lk,wr_md(i), data_out(((i+1)*om_bus_width-1) downto (i*om_bus_width) ),
sign_to_oprd);
end generate l1;
send_pak_mux: mux_generi generi map (sen_pk_nbr,om_bus_width,sen_pk_nbr_width)
port map (data_in, sen_pk, sign_from_oprd);
req_demux: demux generi map (nbr_req_sen, req_sen_width)
port map (req_v_opr,req_demux_md, req_v_oprd);
ak_demux: demux generi map (nbr_ak_sen, ak_sen_width)
port map (ak_v_opr,ak_demux_md, ak_v_oprd);
end syn;
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