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ABSTRACT
Spatial management of marine resources requires population dynamic parameters 
in much greater spatial detail than traditional stock assessments provide. This dissertation 
presents a suite of methods to improve the spatial prediction of population abundance, 
fishing and natural mortality and to make greater use of commercial catch data. The main 
objectives of this dissertation are to determine the efficacy of using the vast amount of 
data collected by on-board observers on commercial vessels in model-based estimation of 
abundance and to use the spatial autocorrelation to improve resource mapping and 
abundance estimation.
The first paper presents a methodology for improving variogram estimation when 
samples exist from multiple years or regions sharing a similar process for generating 
spatial autocorrelation. In both simulations and in real datasets of oyster abundance the 
method proposed here reduced the likelihood of failing to obtain a variogram from a set 
of samples and improved the efficiency of variogram estimation. The second paper 
presents a simulation of the efficacy of using biased samples for geostatistical 
predictions. By creating and sampling spatially-autocorrelated datasets in a manner 
similar to a commercial fishery we found that model-based geostatistics provided a 
means of obtaining relatively unbiased predictions of abundance using this data. The next 
paper used catches obtained by onboard observers in the scallop fishery in Georges Bank 
Closed Area II in 1999 to obtain geostatistical abundance estimates. We used Vessel 
Monitoring System (VMS) effort data to obtain tows with less than 10% of the total 
effort. These tows provided geostatistical estimates of initial scallop abundance similar to 
a preseason fishery-independent survey. Local differences between the observer and 
survey predictions were driven primarily by data gaps. The last paper obtained spatially- 
explicit DeLury depletion estimates of dredge efficiency and scallop abundance using 
VMS data to correct for the actual fished area. Corrected-area efficiency estimates ranged 
between 20 and 55% with a mean of 45% and maps of abundance closely matched 
fishery-independent survey estimates.
These results indicate that the there is tremendous potential to incorporate 
commercial fishery data for the purposes of obtaining quantitative resource assessment 
information.
xv
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2Chapter 1. General introduction
The Magnuson-Stevens Fishery Conservation and Management Act (MSFCMA 
1996) defines essential fish habitat (EFH) as: “those waters and substrate necessary to 
fish for spawning, breeding, feeding, or growth to maturity” and mandates the 
identification, conservation and enhancement of this habitat. With the adoption of this act 
we have embarked on the path towards spatially explicit resource management and with 
this have vastly increased the amount and changed the type of information required of 
resource assessments. Whether management efforts take the form of marine protected 
areas (Bohnsack 1993, Tegner 1993, Seitz et al. 2001), rotational area fisheries (Hart 
2003) or spatially explicit population dynamic (Caddy 1975, Walters and Bonfil 1998, 
Ault et al. 1999) or ecosystem models (Pauly et al. 2000, Luo et al. 2001) we no longer 
require solely estimates of overall population parameters but must predict these 
parameters in space. The efficacy of spatially-explicit management measures will depend 
upon our ability to adapt our data collection and analyses to address the changing 
information needs of spatially explicit management including:
1) what are population parameters (growth, mortality, abundance) of an animal at 
specific spatial locations?
2) Can we obtain maps of these parameters?
3) What is our level of uncertainty in these predictions?
4) Do values of these parameters persist in space and time?
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3Traditional population assessments focus on estimating population parameters for 
stocks as a whole. When the purposes of sampling are to infer spatial patterns we are 
attempting to build a model rather than estimate parameters. As our sampling of the 
marine environment is never complete, we must predict values at locations we have not 
sampled; this prediction necessarily requires a model. Furthermore, as sampling is never 
exact we require estimates of uncertainty in these predictions, ideally spatially-explicit 
estimates so that we can know, for example, how likely is it that abundances are higher in 
a proposed protected area versus an open area.
The need for spatial prediction rather than overall estimation mandates a model- 
based rather than the familiar design-based approach. The distinction between the two 
methods lies in their method of inference (Cassel et al. 1977, Hanson et al. 1983, Smith
1994). Design-based estimation assumes that by assigning probabilities to samples we 
gain a repeated sampling inference upon a fixed version of reality, whereas model-based 
inference assumes that reality itself is a random process for which we can obtain a model 
to gain inference (Thompson 1992). Simplifying this abstract definition, in design-based 
estimation, we sample an assumed fixed process with samples of known probability of 
selection (de Gruijter and ter Braak 1990). In model-based estimation the samples can be 
of any design but the process is assumed to be random and we incorporate samples 
through a model of the process. Both estimators exhibit unbiasedness whereby an 
estimator is unbiased if its expectation, for some function of random variables, equals the 
expectation of the population value or:
E(y0) = E(y0)
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4The two approaches differ, however, in that their unbiasedness is conditional. The 
design-based estimator is unbiased in that:
(^To \y) = y 0
such that the expected value of the estimator, given the set of samples, y, equals the 
population value of y0 under the conditions of the sampling design. The population
value, y 0, is assumed to be fixed, at least at the time of the survey. The model-based 
estimator is unbiased in that:
E(y0 \s) = E(y0)
such that the expected value of the estimator, given the set of samples, s, equals the 
expectation of the population value of the random variable, y0, under the conditions of 
the model (de Gruijter and ter Braak 1990. Thompson 1992).
Incorporating spatially referenced data into spatial parameter estimates requires 
interpolation of unknown locations from a set of samples and is fundamentally a process 
of model-based estimation. Numerous methods of interpolation exist such as inverse 
distance weighting, polygonal methods, triangulation, trend surface analysis or natural 
neighbor interpolation (Zimmerman and Zimmerman 1991, Webster and Oliver 2001), 
however in each we assume or develop a model of the spatial relatedness of samples with 
which to interpolate at unsampled locations. Mapping programs generally employ one or 
more of these methods, though often the interpolation methods are internal and often 
hidden from the researcher.
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5All spatial interpolation methods employ a unifying principle of spatial 
autocorrelation (Dale et al. 2002) or the tendency for objects that are closer together in 
geographic space to be more alike (positive spatial autocorrelation) or less alike (negative 
spatial autocorrelation) than objects further apart (Cliff and Ord 1973). This spatial 
dependence can complicate classical statistical analyses by violating the assumption of 
independence between samples (Cliff and Ord 1973, Legendre 1993). Classical sampling 
theory, however, avoids the dependence of samples through probability-based sampling 
that ensures independence of samples by design (de Gruijter and ter Braak 1990, Lohr 
1999) and is not, as mistakenly suggested (Yfantis et al. 1987), invalid in the presence of 
spatial autocorrelation. With the development of model-based methods to deal with 
autocorrelated data in ecological research, however, there is the potential to use the 
predictive power of correlation rather than to remove inherent autocorrelation (Robertson 
1987, Rossi et al. 1992, Legendre 1993). The first basic premise of my dissertation is 
that, rather than serving as a confounding influence, spatial autocorrelation is an inherent 
property of ecological phenomena and by incorporating, modeling and using its 
predictive power we can obtain estimates of spatially-explicit population parameters for 
marine organisms as well as incorporate data that was previously compromised by the 
absence of sampling design or incompatibility of measurement supports.
The second basic premise of my dissertation is that model-based estimation 
methods which can incorporate data collected without a strict sampling design basis 
provide the potential to unlock the spatial information content of the vast amount of 
available commercial catch data. Appropriate methods to obtain aggregate catch rates 
must necessarily be model-based due to the non-random and non-design based nature of
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6fishing (Thompson 1992). In the field of fisheries science there is a strong impetus to 
incorporate non-traditional data into stock assessments, whether that data takes 
qualitative form in fishers’ anecdotal evidence or quantitative form in actual catch rates, 
observed landings and onboard reporting from commercial fishing operations (Hilbom 
and Walters 1992). Incorporating commercial catch data into stock assessments can 
provide significant cost-savings, potentially greater sampling intensity and precision and 
has the additional benefit of involving fishers in the assessment process, a mutually 
beneficial arrangement in the increasingly litigious and adversarial domain of natural 
resources management. Furthermore, commercial catch data often represents the only 
available time series to assess a fishery. Unfortunately, incorporating commercial data is 
problematic for a variety of reasons such as changing catchability, lack of 
standardization, failure to adequately quantify effort, the fact that fisheries remove the 
resource rather than sample it with replacement and because of the absence of a known 
sampling design, all of which serve to decouple the necessary relationship for a survey, 
i.e., that catch rate is proportional to abundance (Paloheimo and Dickie 1964, Ricker 
1975, Hilbom and Walters 1992).
Three possible relationships between commercial catch per unit effort (CPUE) 
and abundance exist (Hilbom and Walters 1992). CPUE may fail to decline with 
abundance resulting in hyperstability of catch indices and which commonly occurs when 
search is very efficient and fish remain concentrated as abundance declines such as 
exploitation of aggregations of marine mammals, spawning aggregations of serranids or 
purse seining of schools of clupeiods (MacCall 1976, Hilbom and Walters 1992, Pitcher
1995). This can lead to disastrous consequences when catch fails to detect overfishing
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until the declines have become severe as in the case of North Sea herring Clupea 
harengus (Saville and Bailey 1980) and Canadian cod (Hutchings and Myers 1994). 
When catch indices decline faster than abundance, hyperdepletion occurs resulting in 
exaggerated apparent stock declines, also an undesirable situation that can lead to 
inappropriate management decisions (Walters 2003). Only when CPUE is proportional to 
abundance do catches serve as an effective proxy of stock abundance. Both 
hyperdepletion and hyperstability represent a basic failing within the equation relating 
catch and abundance:
catch = qfN
where catch equals mean abundance (N) times q, the catchability or the fraction of the 
population captured by one randomly located unit of effort, / ,  (Ricker 1975) when q f  is 
small such as in a survey or a small part of the commercial fishery.
The failure of catch to reflect abundance is often the result of an inadequate 
accounting of the spatial distribution of catches and effort (Walters 2003). If, at the 
smallest scale of measurement, be it the tow, dredge, tong or haul, commercial catch 
reflects abundance of animals encountered, the potential to reconcile catch with 
abundance exists. Provided this relationship exists and provided spatially explicit catch- 
per single unit of effort data is available, then obtaining an aggregate catch rate that 
reflects resource abundance becomes a matter of appropriately summing a grid of spatial 
catches (Walters 2003). While this idea is not novel nor particularly new (Helland- 
Hansen 1909, Widrig 1954, Gulland 1955), methods to obtain spatially weighted catch
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8rates and to handle data collected without a sampling design have not been well 
developed. If solutions to this dilemma exist it is within the realm of model-based 
estimation. Furthermore, only recently have geographic positioning systems and 
advances in the onboard monitoring of vessel catches and fishing behavior provided the 
potential to obtain spatially explicit catch and effort data essential to reconcile catch and 
abundance.
The problem of incorporating data collected without a sampling design into 
spatial prediction with some measure of precision led to development of geostatistics 
(Cressie 1990), a subfield of general statistical methods applied to spatial data known as 
spatial statistics (Ripley 1981, Cressie 1993). Geostatistics is a form of model-based 
abundance estimation and prediction (Matheron 1965, Isaaks and Srivastava 1989,
Cressie 1993, Petitgas 1993, Chiles and Delfiner 1999, Webster and Oliver 2001) that has 
the advantage being able to provide abundance estimates with a measure prediction 
uncertainty though this prediction error is not comparable to the classical design-based 
variance (Warren 1998). Additionally, geostatistical methods provide a statistically-based 
means of mapping, the distribution of a resource and the uncertainty associated with this 
mapping both essential tasks for spatially-explicit management. Geostatistical estimation 
requires less sampling design rigor in that samples need not be random, however 
geostatistical samples must still be representative and reflect the spatial autocorrelation 
structure of the underlying population.
Geostatistics originated in the gold mining industry when D. H. Krige observed 
that, when attempting to determine rich blocks of gold from a series of samples, many 
blocks often have a lower yield than the sample values would indicate (Matheron 1963).
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This apparent contradiction that the sampled values fail to represent the block accurately 
stems from the distribution of gold in both small patches or “nuggets” and rich veins 
(Cressie 1990). Furthermore, many observed samples occur in exposed surface deposits 
or from purposive samples taken where miners expect to find gold. Essentially the 
process of predicting the yield of gold is an exercise in trying to identify veins, avoid the 
spurious effects of high samples created by obtaining a nugget in the sample and predict 
abundance from a series of samples collected without a design basis.
As a more robust means of yield prediction, Matheron (1963) desired a means of 
predicting values of unsampled regions from nearby samples and thus required a model 
of how samples were related in space, essentially weighting samples according to their 
influence upon the area or point to be predicted. Matheron chose the semi-variogram, as 
a model of distance-based covariance with which to weight adjacent samples for 
prediction at unsampled locations. The variogram is defined below as:
var[Z(x) - Z ( x  + h)} = E[ {Z(h) -  Z(x + h)}2 ]
= 2y(h)
where Z(s) is the observed value as spatial location x, Z(x+h) is the value of an observed 
value at a distance of h units from jc. The term y(h) is known as the semi-variogram and 
is a measure of the variance per point when the points are considered in pairs, as 
recognized by Yates (1948). In practice the variogram is estimated from the sample data 
points and a theoretical variogram is obtained by various model-fitting methods (Cressie 
1993).
As a means of providing prediction errors, Matheron (1973) invoked the concept 
of the regionalized variable, essentially analogous to the model-based concept of a
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random function. The set of random variables Z(xi), Z(%2) , ..., comprise the random 
function at spatial locations xt. The set of values of Z that comprise any observed 
realization of the random function is the regionalized variable, essentially a random 
function in space that can be interpreted as a superpopulation, (Webster and Oliver 1993). 
The concept of the random function provides a theoretical basis for obtaining a model- 
based prediction variance. Rather than invoking randomness in the sampling design, 
Matheron invoked randomness in the underlying function.
As with all model-based methods, the utility of the geostatistical method requires 
certain assumptions related to the applicability of the model for the process of interest. 
The first and most important assumption is stationarity of the distribution of the random 
process (Cressie 1993, Webster and Oliver 2001). Strong stationarity states that the 
random function Z(x) is stationary if, for any finite number of points xj, ...x„ and any 
distance h, the joint distribution of Z(xj), ...Z(xn) is the same as the joint distribution of 
Z(xi+h),...Z(xn+h) (Myers 1989). Stationarity implies that the mean and variance of the 
random function are the same across the entire region.
A lesser condition of weak or second-order stationarity states that only the 
covariance between two points must exist and that covariance depends only upon the 
distance, h,
cov[Z(x+h), Z(x)]
Weak stationarity is often used in practice but Matheron reduced the rigid requirement 
further by the development of the intrinsic hypothesis where it is not the random function 
itself that is stationary but the difference between two points in space Z(x+h)-Z(x) that is
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stationary. This stationarity of differences provides the basis for the two assumptions of 
the intrinsic hypothesis:
1) E[Z(x + h) -Z (x ) \  = 0 fo r all x and h in a given region
2) 2 y(h) = var[Z(x + h)~  Z(x)] exists and depends only on h
Essentially the intrinsic hypothesis states that the variogram must exist and that it is not 
necessary to know the mean (u) of the random function to obtain a variogram as we 
would need to actually obtain the covariance under strong or weak stationarity (Webster 
and Oliver 2001). The importance of this contribution to spatial modeling cannot be 
underestimated as most other methods of spatial modeling such as generalized least 
squares (Bailey and Gatrell 1995, p. 176) use the covariance matrix which requires 
knowledge of the mean of the spatial process whereas geostatistics does not require 
knowledge of the mean of the process under the intrinsic hypothesis.
Two additional assumptions of geostatistics are isotropy, that the correlation 
between objects is the same in all directions and ergodicity, that the parameters of the 
single realization of a random function approach those of entire random function in 
infinite space (Webster and Oliver 1993). In practice, violations of stationarity and 
isotropy are common and various means of detrending or confining interpolation to 
localized areas have been developed (Cressie 1993). In sum, the assumptions of 
geostatistics state that the random function must be the same over the region for which 
we seek to predict, otherwise our model of the random function, the variogram, is 
inappropriate. This similarity of the random function is analogous to the model-based 
requirement that the model, in this case the variogram, applies to the entire region.
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Given the existence of a model of the relationship of samples in space and a 
theoretical basis for model-based inference, Matheron (1963, 1973) introduced the 
kriging predictor as a weighted linear combination of sample data points with the weights 
provided by the variogram. The kriged estimator is a best linear unbiased predictor or 
BLUP in that it is a linear combination of the sample data points, is “best” in that it 
minimizes the model mean square error:
MSE(u) = E (u -u )2
and unbiased in that the weights assigned to each data point sum to one (Cressie 1990). I 
incorporate the convention of Cressie (1990) to use the term predictor for kriging to 
differentiate it from estimation in the classical design concept. The kriging equations for 
point kriging can be represented in matrix form below:
AA = b
where
A :
r(x{,xi) r(xi,x2)
y(x2,xx) y(x ,,x2)
r(x{,xN) i 
y(x 2,xN) 1
y(xN,xx) y(xN,x2) 
1 1
y(xN,x N) 1 
l o
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and
b=
r(x  „*<,)
r(x2,x 0)
r(xN,x o)
1
A is the matrix of semivariances between points x, and xj, X is vector of weights assigned 
to data points, with the sum of all weights constrained to 1 by the method of Lagrange 
multipliers, y/(x0) is the Lagrange multiplier, x0 is the point to predict, and b is the
vector of semivariance values between all points and the point to predict (Webster and 
Oliver 2001). In the process of kriging, the matrix A is inverted and the weights assigned 
to data values are obtained by:
X  = A~xb
The value of the prediction point ( Z(xQ) ) is then obtained as a weighted combination of 
the vector of sample values (x):
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Z(jt0) = Ax 
And the kriging variance is obtained by:
a 2 O 0) = b T X
The kriging weights ( Xt), the weights assigned to sample values, depend upon the
shape of the variogram and the distance between adjacent points and the point to obtain 
the kriging prediction. As the kriging variances or, equally, the prediction variances also 
depend upon the variogram shape and the placement of samples and amount of 
information provided by adjacent samples, these variances do not have the same 
interpretation is a classical design-based variance in which the variance represents the 
variability one would find in repeated samples of the same realization of a process. In the 
geostatistical sense the samples are fixed and the process random so it cannot be 
resampled. This distinction reflects the fundamental difference between model-based and 
design-based methods. Rather, the geostatistical, kriging, or, synonymously, the 
estimation variance should be considered a relative measure of the quality of the 
prediction for a given location and not compared directly with a design-based estimator 
of variance.
Geostatistical methods offer a unified theory of modeling spatial autocorrelation 
and prediction that is useful in the physical, geological and ecological sciences. As per 
their inception, geostatistical methods are widely applied to mining, the prediction of 
physical processes and for interpolation of contaminants to identify areas for remediation 
(Saito and Goovaerts 2000). Geostatistical methods have found particular favor for the 
estimation of acoustic fish abundance where transects are, by necessity, non-random and 
autocorrelated (Sullivan 1991, Murray 1996, Maravelias et al. 1996) and classical design-
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based estimators are often inefficient or inappropriate. The methods are particularly 
useful as a means of optimizing future sample allocation (Simard et al. 1992, Petitgas 
1993, Fletcher and Sumner 1999, Rivoirard et al. 2000). Geostatistical methods have 
been used to fill in a spatial matrix of stomach contents data for parameterization of 
multispecies predator-prey models (Bulgakova et al. 2001) and for predicting spatial 
structure, abundance and mapping of numerous finfish and invertebrates ranging from 
Pacific halibut Hippoglossus stenolepis (Pelletier and Parma 1994), Atlantic sea scallop 
Placopecten magellanicus (Ecker and Hesche 1993) and northern shrimp Pandalus 
borealis (Simard et al 1992) to brachyuran crabs (Gonzalez-Gurriaran et al. 1993). For 
the purposes mapping, geostatistical tools tend to outperform other methods of 
interpolation or at least tend to be robust methods (Weber and Englund 1992, 
Zimmerman et al. 1999).
Part of the strength of the geostatistical method is that it requires the researcher to 
examine and model the spatial structure of the process of interest (Robertson 1987,
Rossi et al. 1992). Spatial data analysis requires understanding the role that scale and 
sampling resolution has upon the process that we seek to gain inference upon (Cao and 
Lam 1997, Legendre 1997). Exploratory analyses of patch size, temporal persistence of 
spatial patterns (Warren 1995) and elucidation of the correlation within and between 
patches are critical to understanding relation of an organism to its environment (Wiens 
and Milne 1989). The process of obtaining a variogram model for a geologic process is 
inherently an exercise in exploring the spatial interrelatedness of samples (Myers 1997) 
as is developing the variogram for ecological data.
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In this dissertation I present a suite of model-based methods of increasing the 
information content of existing surveys and incorporating commercial catch data to meet 
the information needs of spatially explicit management. Certain proposed methods utilize 
geostatistical tools while others are applicable to design-based or classical estimation 
methods. As a unifying theme, the methods emphasize utilizing the predictive power of 
spatial autocorrelation.
This dissertation consists of four core chapters with an introduction and 
conclusion chapter. I briefly outline each chapter below, with the following general 
questions:
• Since patterns of spatial autocorrelation often are conserved over time, can we use 
multiple years of data to improve variogram estimation?
• Can we use samples collected with a bias for geostatistical prediction?
• Provided that we have spatially-explicit commercial catch and effort data, can we 
find ways to use this for unbiased estimation of resource abundance?
The second chapter presents a method of combining multiple years of data into 
the estimation of the variogram. Often adequate sample size is a limiting factor in the 
estimation of the variogram for the purposes of kriging (Cressie 1993, Webster and 
Oliver 2001). If, for a given resource, the pattern of spatial autocorrelation persists 
across years or regions despite changing absolute or relative abundances of the resource, 
then data from previous years tell us something about the overall spatial autocorrelation. 
We can combine information from each set of samples by transforming them to a 
common scale, constructing a combined variogram cloud and using this to obtain a
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common variogram. The theoretical basis for this paper builds upon the relative 
variogram proposed by both Isaaks and Srivastava (1989) and Cressie (1993) but differs 
in that we decompose the variogram into the less-structured variogram cloud to combine 
samples from separate years or regions. We demonstrate through simulations the 
improvement in variogram estimation that this method provides. The combining 
variogram approach reduces the likelihood of failing to obtain a variogram and improves 
the efficiency of variogram estimation from a set of samples.
We then apply this method to a real dataset of oyster abundance on individual 
reefs where samples sizes range from 8 to 30 each year and are limiting for the purposes 
of obtaining a variogram. This application was motivated by the need for detailed maps 
of oyster abundance at the level of an individual reef for monitoring and assessment but, 
when a single year of data was used, most reefs either failed to provide an adequate 
variogram or had a very poorly fit variogram. When we applied the combined variogram 
approach in most all cases we were able to obtain a reasonable variogram for each reef. 
This facilitates kriging oyster abundance separately at each reef with reef-specific 
variograms that reflect the local spatial pattern of each reef.
The third chapter of this dissertation is a simulation exercise to determine whether 
a biased or non-probability based sampling strategy can be used to obtain relatively 
unbiased geostatistical abundance estimates. I use the term biased sampling to refer to a 
sampling strategy that either does not uniformly sample the underlying population or 
does not have a probability framework from which samples were chosen (Silliman and 
Berkowitz 2000). In this chapter I examine using data collected in a targeted manner 
resembling a fishing process in geostatistical abundance prediction. I create datasets with
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known population parameters and variograms, sample them in a biased manner and use 
these samples in geostatistical prediction. Variograms obtained from the biased samples 
correctly estimate the range and nugget but underestimate the sill. Kriged means for the 
entire area overestimate the mean but are an improvement over using the arithmetic 
sample mean. The error in kriged means is primarily due to prediction beyond the range 
of the data into unsampled locations where the predictions revert to the arithmetic mean. 
The kriging prediction error provides an objective means of limiting the area of inference. 
Predictions locations with prediction errors less than V2 the square root of the partial sill 
exhibit very low bias and mean square prediction error. Combining biased samples with a 
set of random or systematic grid samples results in low bias and high precision 
suggesting that a combined approach with limited fishery-independent samples can be 
used to augment fishery-independent samples to provide greater spatial precision and 
sample coverage.
The fourth chapter of my dissertation involves using at-sea observer catch-per- 
tow data from commercial fishing vessels in the Atlantic sea scallop Placopecten 
magellanicus fishery to obtain geostatistical abundance estimates. Geostatistical methods 
have been applied with success to fisheries survey data for mapping and estimation 
(Simard et al. 1992, Petitgas 1993, Warren 1998, Rivoirard et al. 2000, Petitgas 2001), 
and by relaxing the requirement for a strict sampling design and spatially weighting 
catches, these methods provide the potential to incorporate commercial catch data into 
model-based estimation. The widespread placement of onboard observers and vessel 
monitoring systems (VMS) provide catch and effort data on the spatial and temporal 
scale of individual units of effort. Provided an observed catch reflects local abundance
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over the towed area, geostatistics provides a model-based method to obtain predictions 
over space of abundance from a series of commercial catches.
We obtain geostatistical estimates of scallop abundance from tows recorded by 
onboard observers during an opening of Georges Bank Closed Area II in 1999 through a 
two-step process. First, we obtain geostatistical predictions of prior and cumulative total 
fishing effort at the location of each observed tow. We then select those tows that occur 
when previous effort at the tow location is less than 10% of the total effort that will 
eventually occur at that location. These tows presumably reflect initial or “virgin” 
abundance. Second, these tows are used to provide a geostatistical prediction of scallop 
abundance. The result is similar to that determined by a preseason fishery-independent 
survey. Local differences between predictions obtained with observer data and the survey 
are driven primarily by gaps in observed samples for initial catch rates. These results 
indicate that geostatistics provides a model-based approach to incorporating observed 
catches, particularly when VMS data is used to partition tows based on prior effort.
In the fifth chapter I use observer catches and VMS data to create spatially- 
explicit depletion profiles for a fishery opening in 1999 on Georges Bank Closed Area II. 
Knowledge of total accumulated effort and the amount of prior effort for each observed 
catch facilitates the creation of individual depletions that cover much of the fished area. 
Each individual depletion profile provides an estimate of initial and final scallop 
abundance and dredge efficiency from which maps of abundance and efficiency can be 
obtained. Scallop abundance maps closely match that of a fishery-independent preseason 
survey and efficiency estimates are slightly higher than estimates obtained from other
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studies. There is evidence of density or spatial variability in dredge capture efficiency but 
it is not unequivocal.
Given the exponential increase in needed data requirements, methods that can 
increase the information content of existing surveys and combine non-traditional data 
from disparate data sources will greatly aid in the assimilation of data needed for spatially 
explicit management and may ultimately determine the acceptance of spatially-explicit 
management strategies. Furthermore design-based and model based methods of 
inference need not be mutually exclusive and can potentially be combined when one 
requires both model and design unbiasedness (de Gruijter and ter Braak 1990). My 
dissertation explores several methods to improve the estimation of animal abundance by 
incorporating spatial pattern, spatial autocorrelation and commercial catch data.
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Chapter 2. Combining data from multiple years or areas to improve variogram 
estimation
“The discovery of the variogram for a COC (contaminant of concern) is always an 
individual experience, offering opportunities for the geostatistician to employ artfulness, 
creativity, and geologic intuition.”
Jeff Myers, Geostatistical Error Management, Wiley, 1997.
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Abstract
A requirement for geostatistical prediction is estimation of the variogram from the data. 
Often low sample size is a major impediment to elucidating a variogram even for a highly 
autocorrelated spatial process. This paper presents a methodology for improving 
variogram estimation when samples exist from multiple years or regions sharing a similar 
process for generating spatial autocorrelation. Such samples may come from annual 
monitoring programs for natural resources or from multiple geologic regions. As each set 
of samples contains some information on the spatial autocorrelation, combining 
information through the construction of a combined variogram cloud and binning to 
obtain a common variogram improves the estimation of the variogram. In both 
simulations and in real datasets of oyster abundance the method proposed here reduces 
the likelihood of failing to obtain a variogram from a set of samples and improves the 
efficiency of variogram estimation. In practice, the benefits obtained by estimating an 
otherwise elusive variogram generally outweigh the costs of using a slightly incorrect 
variogram model if different sampling stanzas are combined when they do not share the 
same spatial autocorrelation.
KEY WORDS: variogram estimation, spatial autocorrelation, low sample sizes, 
combining data
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1. INTRODUCTION
Often the adequacy of the sample size is a limiting factor in the estimation of a 
variogram for the purposes of exploring spatial structure and kriging (Tobin 2004).
Cressie (1993) recommends sample sizes of 30-50 pairs for each distance class used in 
empirical variograms, and Webster and Oliver (2001) suggest that 100 or more total pairs 
are needed to reliably estimate the variogram over all distances. It takes 11 sample points 
to get 55 distance pairs and 15 points to get 105 pairs, but such low sample sizes are often 
insufficient to cover multiple distance classes, leaving some classes with very low 
numbers of points. Since the underlying variogram of a spatial process is unknown and 
must be inferred from often limited samples, methods to increase the amount of 
information used to estimate the variogram are desirable.
Geostatistics, through the framework of random functions, interprets the spatial 
distribution of a population as one realization of a random function (Matheron 1963, 
Joumel and Huijbregts 1978) defined by a covariance structure and a probability density 
function. An observed sample value s(xt)  at a point x, is interpreted as the outcome of a 
random function, S(R) where R is a subset of d-dimensional space . Sample values, 
sfc), at the same location x„ but from different realizations of a spatial process, such as 
might occur in annual monitoring, will not necessarily be the same but do have the same 
expected value.
Sampling programs for natural resources often involve annual sampling or 
sampling in different spatial regions. Separate regions or years (we will refer to both as 
stanzas) could be treated as realizations of different spatial processes with separate 
variograms and kriged independently. Alternatively, separate stanzas often share
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common physical or biological properties that lead to a common or relatively similar 
covariance structure despite the stanzas differing in their mean, variance, locations of 
highs and lows and in the exact location of sample values. In situations where limited 
sample sizes within a stanza fail to evidence a variogram and one is left with the practical 
dilemma of prediction without an empirical variogram, it may be a useful assumption that 
the stanzas share a common variogram, especially after transforming the data to have a 
common mean and variance.
The spatial information provided by samples from multiple years or regions 
sharing an assumed common covariance structure can be combined through the 
variogram cloud. Variogram clouds, or plots of the squared differences between every 
pair of data points versus the distance between each pair, are useful diagnostic tools for 
identifying outlier points and assessing how variability in the data set changes with 
distance (Kaluzny et al. 1997). With large sample sizes, variogram clouds rapidly 
become crowded with points and lose their utility for visual evaluation of the variogram 
structure; hence the need to construct an empirical variogram, a plot of the same values 
used in the variogram cloud binned into distance classes and averaged. In data-sparse 
situations we propose transforming data from each stanza to a common center and scale 
(mean zero, variance one), combining raw variogram clouds and then binning.
The idea of combining the spatial information present in multiple stanzas builds 
on the theory of relative variograms proposed by Isaaks and Srivastava (1989) and 
Cressie (1985, 1993) to combine variograms for different spatial regions. Our work 
differs from theirs in that we are standardizing the data prior to developing the variogram 
function rather than constructing a relative variogram which relies on a relationship
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between the mean and the variance. We also show that the combined variograms can be 
used not only for assessment of spatial autocorrelation but for kriging prediction by 
transforming data to a common scale, estimating a variogram on that scale, kriging, and 
then backtransforming to the original scale in a manner analogous to trans-gaussian or 
lognormal kriging (Cressie 1993). In this paper we use simulations to show how 
combining variogram clouds can improve variogram estimation in data-sparse situations 
where multiple sampling stanzas exist. We also present an example using a data set of 
oyster abundances to demonstrate the improvement in variogram estimation when 
incorporating multiple years of data.
2. METHODS
2.1. Estimating the variogram
The first step in the geostatistical process is to obtain a model, the variogram, of 
spatial autocorrelation. The theoretical variogram is the variance between pairs of data 
points as a function of distance:
var[5'(;t)-,S(x + /2)] = E{S(x)~ S(x + h)}2 
= 2y(h)
where
S(x) = value of a random function at point x
S(x+h) = value of a random function at point x + distance h, and
y(h) = semivariance.
The empirical variogram estimates the theoretical variogram from data by the following 
formula (Matheron 1963):
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= TTTTTTr
\ N (^ )| N(h)
where
2 f(h)  = estimated semivariance for a distance interval h;
s(xi) = sample value at point x,;
s(xj) -  sample value at a point xj, and
\N(h)\ = total number of sample pairs for a distance interval h.
The summation is over N(h) = {(/, j ) : dist(xi - X j )  = h\, where dist is the Euclidean
distance between the two points. Multiple distance classes (h) are defined and the 
semivariance for all pairs within a distance class is calculated providing an empirical 
variogram. The empirical variogram estimate is then used to obtain a fitted model of the 
variogram which is then used in the prediction step, kriging.
The practice of estimating the empirical variogram according to equation (1) 
requires the selection of a set of distance classes and results in an averaging of squared 
difference values within each class. This binning and averaging is primarily for 
convenient elucidation of variogram structure. However the unprocessed set of pairwise 
squared differences, the variogram cloud, can also be used to indicate variogram structure 
(Kaluzny et al. 1997) though it is rarely used to actually fit the theoretical variogram. In 
this paper we transform data values from different sampling stanzas onto a common 
N(0,1) scale and construct variogram clouds for each stanza by plotting the squared 
differences between data pairs against the distance between each pair. Combining 
disparate stanzas into a common variogram is a simple task of appending variogram 
cloud values for additional sampling stanzas to form a combined variogram cloud,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
35
binning these values into a series of lag distances and computing the mean value of the 
squared differences (gamma values) at each lag distance. The resulting common 
variogram from the combined variogram cloud avoids the subjective choice of bins for 
variograms with small sample sizes as we do not bin paired differences until after they 
are combined with other sample stanzas. A theoretical model is then fit to this common 
empirical variogram and used to krige the N(0,1) transformed sample. The kriged 
estimates are then backtransformed to the original data scale to obtain kriged abundances 
for any given sampling stanza.
This methodology of combining pairwise squared differences in a variogram 
cloud to obtain a combined variogram requires the assumption that the stanzas are 
realizations of spatial processes that share a common covariance structure. In addition, it 
requires the common geostatistical assumptions of second-order stationarity and isotropy 
within stanzas. In cases of anisotropy and trend, corrective measures could be applied 
within a stanza prior to combining variogram clouds.
2.2. Simulations
To demonstrate the improvement in variogram estimation gained by using 
combined variogram clouds to construct common variograms, we conduct simulations by 
creating spatially autocorrelated data sets and then sample them to obtain variograms. To 
create each spatially-autocorrelated random dataset, we multiply the Cholesky 
decomposition of a common covariance matrix created with a spherical variogram with a 
range of 10, a nugget of 0 and a total sill of 10, by a random N(0,1) vector of length 900 
on a set of 30 x and 30 y  locations giving a total of 900 data values (Davis 1987). This
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introduces random variation in the spatial image of each realization while maintaining a 
common expected mean, variance, and variogram structure.
A single simulation repetition consists of grouping five datasets together to form a 
set of stanzas, sampling each of these data sets and obtaining variograms from the single­
stanza and combined-stanza variogram clouds. We take a random sample of size 20 from 
a single stanza, designated the target stanza, and then from each of the other four stanzas 
within the set. For each stanza we z-transform the raw data values using the sample mean 
and variance. This step is done even though the realizations are generated from the same 
process since each realization may have a conditional mean and variance different from 
the process (marginal) mean and variance and we cannot know a priori that the 
generating processes (for each realization) share the same mean and variance. We then 
plot the squared differences between all pairs of data points against the distance between 
each pair to obtain a variogram cloud. To construct the combined variogram clouds 
consisting of k  = 1,2, ..., 5 stanzas of data we combine the variogram cloud values (the 
transformed squared differences for all pairs of sample points within a stanza) from 
multiple stanzas, bin these squared differences on the same set of 20 distances classes and 
obtain average combined variogram cloud values for each bin. We used the weighted 
least squares objective function of Cressie (1993) to fit a spherical variogram model. A 
diagrammatic representation of the simulation process is shown in Figure 1. Simulations 
using 1000 repetitions were sufficient to document the improvement in variogram 
estimation and kriged estimates.
We define failures to obtain an acceptable variogram as fitted variograms with an 
estimated range greater than the maximum distance in the simulation area, a partial sill
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greater than three times the true sill of one or a nugget higher than twice the partial sill. If 
any of the three fitting failures occurs we remove this simulation from further analysis 
and kriging.
To measure the effects of improving the variogram upon the kriging results we 
obtain kriged predictions on a 20x20 grid within the original domain of the simulated 
data but not coincident with the original 30x30 simulated grid locations. We obtain 
kriged predictions using weights calculated from a variogram based on only the target 
stanza sample and on variograms obtained from combining one to four additional stanzas. 
We measure improvement in prediction accuracy as the squared error between kriging 
predictions obtained with single or combined variograms and kriging predictions 
obtained with the true variogram. Prediction with the true variogram represents the “best 
case” prediction scenario for a given sample where the variogram is known perfectly.
2.3. Example: Eastern oysters in the James River, Virginia
We apply the method of combining variogram clouds to Eastern oyster 
Crassostrea virginica abundance data from the James River, Virginia, a tributary of 
Chesapeake Bay. C. virginica is a reef-building bivalve mollusk found from the maritime 
provinces of Canada through the Gulf of Mexico (Kennedy et al. 1996) and was 
historically the most important fishery in Chesapeake Bay. Data was obtained from 
annual stratified random patent tong surveys of historical oyster reefs (Southworth et al.
2003) conducted by the molluscan ecology program at the Virginia Institute of Marine 
Science (http://www.vims.edu/mollusc/). The sampling gear consists of hydraulically- 
powered tongs that take a grab sample of 1 m2 of substrate and capture oysters with an
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efficiency approaching 100% (Chai et al. 1992). While the original purpose of the data is 
to obtain annual abundances for each stratum (oyster reef) it is highly desirable to use the 
same data to obtain maps and geostatistical abundance estimates. This data set is 
particularly amenable to the combined variogram approach as the animals are sessile and 
have a reproductive strategy that is conducive to the assumption that the distribution of 
the species in each year is a product of a similar pattern of spatial autocorrelation. Annual 
samples for each individual reef, however, differ in their means and variances due to 
variability in recruitment and survival. Furthermore, low sample sizes averaging between 
8 and 35 each year (Table 1) make construction of single year variograms for each reef 
difficult. We use data from years 1998-2001 to show how increasing the number of years 
of data through the construction of a combined variogram elucidates the spatial 
autocorrelation structure and facilitates variogram fitting.
We transform the latitude and longitude to an equidistant scale by converting both 
directions to meters with a Universal Transverse Mercator projection in NAD 83 Zone 
18. As the annual variability in newly recruited oysters (spat) is high we use only data for 
oysters in the small (30-80 mm) and market (80+ mm) shell height size classifications.
Prior to obtaining variograms we examine the data from each oyster reef for 
evidence of nonstationarity and anisotropy. Given the low sizes of many of the samples, 
investigations of anisotropy are of limited value as there are too few data pairs to 
partition the omnidirectional variogram into directional components and, in all cases, we 
assume isotropy and opt to use only omnidirectional variograms.
We obtain the variogram cloud for each oyster reef for single years and then 
combine variogram clouds for multiple (1-4) years. To obtain empirical variograms from
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these clouds we average the variogram cloud values within each lag distance class. We fit 
a spherical variogram model to each single year and the combined year empirical 
variograms using the SPLUS Spatial Statistics function variogram.fit (Mathsoft, Inc). 
While it is impossible to know the underlying theoretical variogram for a spatial process, 
we determine unreasonable and poor fits to the data by the same criteria as in the 
simulations above with the exception that the fitted range is compared against the 
maximum distance in each oyster reef. Failure to obtain realistic variogram parameters 
for the range, sill or nugget can be indicative of either insufficient sample sizes to capture 
true spatial autocorrelation or an absence of spatial autocorrelation.
3. RESULTS
3.1. Simulations
The results of a single simulation repetition showing a variogram cloud (A), a 
single year empirical variogram and fitted line (B), five separate single year empirical 
variograms and fits (C) and fitted variograms obtained by combining one to five years of 
variogram clouds (D) are shown in Figure 2. The solid line depicts the superpopulation 
spherical variogram with a range of 10, a nugget of 0 and a partial sill of 10 from which 
each dataset was generated.
Improvement in the precision of estimation of the variogram can be observed by 
the narrowing of intervals containing 95% of the empirical semivariance estimates for 
each distance class as additional years of data are added (Figure 3). The marginal 
improvement with additional sampling stanzas decreases and the greatest improvement 
occurs with the addition of one or two years of data.
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In each simulation, 20 samples are randomly chosen representing a sampling 
fraction of 2% of the total number of sample sites (20/900). While 20 observations are 
usually sufficient to estimate a variogram, in some cases the objective fitting algorithm 
fails to obtain a satisfactory fit. Failed variogram fits, based on a reasonable range, sill 
and nugget, occur in 12%, 10% and 26% of the simulations, respectively, using a single 
year of data and decrease with increasing numbers of years of data (Table 1).
Box and whisker plots of the estimated range, sill and nugget show improvement 
in the estimation of the variogram parameters with increasing numbers of combined years 
of data (Fig 4A-C). With only a single stanza of data, the estimated range was estimated 
to be close to the true range (10) however the estimation has low precision as evidenced 
by the wide inter-quartile range (Figure 4A). With the inclusion of additional sampling 
stanzas the precision of estimation improves, however there is a bias in estimation of the 
median range. The inclusion of additional sampling stanzas increases accuracy and 
precision of estimation of both the sill but only improves the precision of estimation of 
the nugget (Figure 4C).
As a measure of the efficiency of estimating the variogram from the empirical 
values we use an objective function defined as the sum of squared differences between 
the fitted and the empirical values of the variogram at each lag distance divided by the 
number of distance classes. This objective function decreases with additional stanzas (Fig 
5A). To assess improvement in estimation precision, we examine the kriging standard 
errors. As we are only interested in improvement we do not back-transform these values 
into the original scale of the target stanza. Increasing the number of sampling stanzas 
lowers median values and narrows the interval around the kriging relative standard errors
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(Figure 5B). Similarly, the sum of squared differences between predictions obtained from 
single and combined data variograms and that of a “best case” prediction using the true 
variogram decrease with additional stanzas (Figure 5C). As a measure of overall 
prediction accuracy we obtain the sum of squared error between the predicted values and 
the true data at each prediction point (Figure 5D). This value shows little change with 
additional stanzas of data, indicating that it is the placement of the initial sample of 20 
points rather than the parameters of the variogram that affect overall prediction accuracy.
3.2 Eastern Oyster abundance
The Eastern oyster data set consists of stratified random samples taken on 23 
oyster reefs in the James River, Virginia, over a period of 4 years (Figure 6). Means, 
standard deviations and samples sizes for each of the oyster reefs are given in Table 2. 
We exclude four of the 23 oyster reefs from further analysis due to evidence of severe 
non-stationarity (trend) leaving a total of 19 oyster reefs in the analysis.
Samples from the 19 oyster reefs over four years provide 76 single year 
variograms, 57 two-year combined variogram clouds, 38 three-year combined variogram 
clouds and 19 four-year combined variogram clouds, assuming that one can combine 
variogram clouds from previous years but cannot combine information from future years 
as that data would be unavailable for a given year. For each reef, ten combinations of 
single and multiple year variogram clouds exist from which we estimate a combined 
variogram. As space limitations prohibit displaying all ten variograms for each oyster 
reef, we show and discuss the results for Lower Deep Water Shoals reef (LWDS), a 
particularly good illustration of the improvement in variogram estimation gained by
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including multiple years of data (Figure 7). We show complete results of combining 
variograms for all 19 reefs in a later figure (Figure 8).
Single year variograms for LDWS in 2001 and 1998 show a pure nugget effect 
(Figure 7). It is plausible that the spatial process possesses no spatial autocorrelation and 
that the nugget variogram is the true condition though, given later results, this seems 
unlikely. Year 1999 demonstrates a fitting failure since the estimated range is greater than 
the maximum distance in the data set; however, the single year variogram in 2000 shows 
stronger evidence of stationary spatial autocorrelation with a well-defined sill, nugget and 
range. Note that the average sample size of eight for each year is very low; hence, it is 
plausible to expect highly unreliable variograms. With the additional years of data, spatial 
autocorrelation is clearly indicated and improved variogram structure emerges.
Rather than displaying all ten variograms for each reef, we show only the single 
and combined variograms for 2001 and combine previous years of data back to 1998 
(Figure 8). For each of the 19 oyster reefs this gives four fits. Many of the single year fits 
exhibit wide fluctuations indicative of fitting failures or very erratic variograms. With 
additional years of data these fluctuations decrease and the combined variograms 
converge upon a more plausible variogram structure. This increase in fitting efficiency 
and reduction in the prevalence of erratic variograms can be seen in a decrease in the 
objective function (Figure 9). In only one of the 19 reefs does the variogram from four 
years of combined data (solid dark line) fail to converge towards a common variogram 
structure (Offshore Swash). In the other 18 oyster reefs, fits from the four years of data 
combined converge upon fairly plausible variogram structures with well-defined ranges,
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sills and nuggets, though the magnitudes of these parameters differ between different 
reefs (Table 3).
4. DISCUSSION
A fundamental and unavoidable issue complicating variography is small sample 
sizes, even for a spatial process possessing a high degree of spatial autocorrelation (Tobin
2004). Unless the possibility of increasing the sample size exists, methods to include 
ancillary information regarding the nature of the variogram are necessary. We present a 
method for improving variogram estimation when multiple samples of a process sharing a 
similar pattern of spatial autocorrelation exist such as might occur in annual monitoring 
programs for natural resources or when data from multiple regions are considered. Since 
each set of samples contains some information on the overall pattern of spatial 
autocorrelation, combining this information through the construction of combined 
variogram clouds and binning to obtain a single empirical variogram improves variogram 
estimation and reduces the likelihood of failing to find an elusive variogram. In both 
simulations and in real datasets the method proposed here proved useful in improving 
variogram estimation but it does appear to result in underestimation of the range.
Combining variogram cloud values is preferable to directly combining empirical 
variograms as combining the empirical variograms requires that they share common lag 
distances. Obtaining common lag distance classes for each variogram requires a priori 
and possibly arbitrary choices of distance classes. Many variogram estimating programs 
set minimum bounds on the number of pairs of data points to allow in a distance class 
and binning and averaging can result in a loss of precision, particularly at distances that
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may only have a few data pairs. These pairs would otherwise be included in a wider bin 
but when multiple sampling stanzas are combined using variogram clouds there should be 
an adequate number of points to create as many bins as needed.
Combining variograms from samples obtained from different regions or years 
through a combined variogram cloud requires that the samples are drawn from 
populations sharing weak or “second order” stationarity. That is, that the spatial processes 
share the same expected mean, variance and autocorrelation function. To achieve this we 
transform the data to a similar scale so that each sample has the same mean and variance 
and we assume that samples are drawn from processes sharing the same autocorrelation 
function. In simulations and in the oyster data sets, we use a normal transformation to 
accomplish the centering and scale transformations.
The assumption that the spatial realizations share a similar pattern of 
autocorrelation is stronger and less testable than just sharing the same mean and variance. 
The utility of combining samples to develop a variogram hinges upon the strength of this 
assumption for the specific situation. For static geologic resources (gold, petroleum, etc) 
one could likely directly combine multiple years of data. However, combining different 
regions may be inappropriate as they may exhibit variable autocorrelation in different 
geological areas. For relatively static biologic resources, the assumption of a similar 
pattern of spatial autocorrelation over years is likely to be safe. Species that exhibit 
similar patterns of aggregation over time or are relatively sessile or substrate-specific 
represent good candidates (Gonzalez-Gurriaran et al. 1993). In contrast, more dynamic 
resources that may exhibit variable patterns of spatial autocorrelation over time would be 
poor candidates for combining variograms.
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Unfortunately while there are objective measures to test for differences in 
variograms (Warren 1997), in data-sparse situations it maybe impossible to separate real 
differences in spatial autocorrelation from sampling variability. When faced with the task 
of obtaining a variogram for a spatial process, it may be better to assume a common 
spatial process over time than to assume the alternative, that each realization is separate 
and that an erratic or unrealistic variogram is our only insight into the nature of the spatial 
process at that time. Given that the greatest marginal improvement in variogram 
estimation in the simulations was obtained with the addition of one or two years of 
additional samples, a conservative approach to the problem that the spatial process may 
dramatically change over the course of several sampling stanzas or years is to use only 
one or two additional samples. In the oyster data set, it sometimes took four years of 
samples to obtain a clear variogram. However, for the Offshore Swash reef, including a 
fourth year of data results in a very divergent variogram from the other three years. This 
suggests that there may have been a major change in the spatial autocorrelation structure 
during that year and highlights one potential problem of averaging disparate variogram 
clouds.
Another problem with combining variogram clouds occurs when nonstationarity 
is evident in some stanzas but not in others, as in the single year variograms for LDWS. 
As the assumption of stationarity applies to the process, but not to any particular 
realization or sample from a realization (Myers, 1989), separating true versus observed 
nonstationarity is problematic. A researcher must be cautious as combining variograms 
from a stanza with evidence of trend with variograms exhibiting no trend may mask real 
non-stationarity. It is ultimately left to the researcher to decide whether non-stationarity is
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real or artifactual and, short of taking more samples within a year, the only evidence to 
support or refute an apparent trend are samples from other years or other spatial 
locations.
The criteria we chose to determine “failed” variogram fits are arbitrary. Fitted 
ranges beyond the maximum distance suggest trend or non-stationarity but did occur in 
the stationary simulated data sets, likely due to the particular configuration of the random 
samples. While evidence of severe trend necessitated removing four oyster reefs from the 
analysis, even some of the remaining reefs have fitted ranges from single year variograms 
that exceed the maximum distance in the dataset. Nugget values greater than 50% of the 
total sill indicate low to no spatial autocorrelation. In cases of low sample size, however, 
it is unclear whether the fitting difficulties are due to sample size or lack of 
autocorrelation. As the sill affects the average value of the variogram, we use sills greater 
than three times the sample variance of 1 to indicate a likely incorrect variogram model. It 
has been suggested that the sample variance can sometimes be used as an estimate of the 
sill though this is not a general result as shown by Bames (1991) and we urge caution in 
this interpretation as a general result.
It is, perhaps, in situations where one fails entirely to obtain a satisfactory 
variogram that the method of combining variograms is most useful. The variability in 
estimates of variogram parameters introduced by combining multiple years is likely to be 
low, compared to the variability in a variogram that is either undefined or only poorly 
defined by insufficient sample points. Since kriging is relatively resistant to minor 
changes in the variogram parameters (Matheron 1963, Stein 1988, Stein and Handcock 
1989) often it is more important to obtain, at a minimum, a reasonable estimate of the
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variogram rather than precise estimates of the variogram parameters. Clearly in cases 
where no spatial autocorrelation is apparent from the variogram and one desires to obtain 
kriged predictions, one must take more samples, impart subjective decisions regarding 
the shape of the variogram or utilize ancillary information.
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Table 1. Results of 1000 simulation runs showing the percentage of variogram fitting 
“failures” in the range, sill, nugget and the union of the three using one to five years of 
data in the combined variogram cloud. Failures are defined in the text.
Range Sill Nugget Union
single 11.6 10.4 25.9 37.5
two years 5.6 5.3 19.1 24.7
three years 3.8 3.4 13 16.8
four years 2.3 1.8 8.1 10.2
five years 1.4 1 6.6 7.9
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
52
Table 2. Yearly average sample size, maximum distance between samples and mean 
oyster abundances (# per square meter) and standard deviations (in parentheses) for 23 
oyster reefs in James River, Virginia. Only oysters greater than 30 mm shell height are 
included in the mean abundances.
Oyster Reef Average Sample Maximum Mean (standard deviation)
size Distance
(meters)
1998 1999 2000 2001
Cross Rock 10 619 97 (79.3) 149(115.5) 145.8(123.4) 124.1 (85.7)
Day's Point 7 258 6.7 (9.5) 8.7 (12.6) 7 (10.7) 4 (4.3)
Dry Lumps 7 276 10.4(12.2) 77.6(126.3) 53.9 (36) 14.4(14.5)
Hotel Rock 7 151 18.4(21.5) 19.4 (37.4) 3.3 (2.8) 9.9(19)
Lower Deep Water Shoal 21 754 2.9 (2.6) 5.5 (7) 5 (4.3) 4.6 (4.9)
Lower Horsehead 7 249 211.5 (93) 271.5 (139.6) 270.5 (122.7) 301.3 (83.6)
Lower Jail Island 36 1562 9(16.3) 9.6(19) 8.5 (20.4) 2.3 (5.4)
Middle Horsehead 19 1894 225.6(67.8) 201.6(150.4) 158.9(107) 202.5 (98.5)
Moon Rock 7 222 189.8(93.4) 243(106.7) 282.3 (37.9) 275.1 (31.3)
Mulberry Point 15 732 31.6(41.2) 15.1 (39.2) 8.1 (18.2) 20.7 (40.5)
Offshore Jail Island 39 4088 5.5 (8.6) 6.7 (9.2) 2.5 (4.8) 3.3 (5.7)
Offshore Swash 48 2939 28.8 (53) 32.5 (46) 17.4 (30.8) 34.1 (61.5)
Point of Shoals 39 2887 116(94.8) 99.1 (115) 128.6(117) 87.3 (96.7)
Shanty Rock 8 197 44.7 (36.4) 47.4 (26) 20.7 (23.6) 22.1 (16.7)
Snyders Rock 7 222 18(17.1) 2.1 (2) 0.7 (0.8) 0.7(1.1)
Swash 54 5274 14.2 (50.4) 14.3 (24.1) 10.8 (21.2) 7.2 (9.8)
Swash/Mud Slough 48 5391 26.6(31.7) 19.1 (26.5) 21.4 (45.9) 3.9 (6.8)
Triangle Rock 8 432 156.1 (118.1) 217(125.7) 199.6(100.2) 107.7(73.6)
Upper Deep Water Shoal 33 2040 21 (35.3) 24(61) 23.1 (41.3) 17.6 (41.7)
Upper Horsehead 12 447 143.6(41.6) 106.9 (48.3) 257.3 (161.4) 274.4 (73.4)
Upper Jail Island 24 1302 16.9(45.8) 10.7 (27.9) 3.8 (6.4) 2.9 (4.1)
V Rock 21 487 229.1 (73.1) 183.6 (81.9) 263.3 (101.8) 176.1 (39.1)
Wreck Shoal 35 2379 1.8 (2.2) 4.4 (6.7) 2.3 (4.3) 5.3 (12.2)
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Table 3. Estimated spherical variogram parameters for four-year combined variograms 
for nineteen oyster reefs in James River, Virginia, 2001-1998, using the original data 
transformed to have a common mean of zero and common variance of 1.
Oyster Reef range sill nugget
Cross Rock 213 1.04 0.22
Day's Point 99 1.08 0
Dry Lumps 103 1.69 0.01
Hotel Rock 53 1.39 0
Lower Deep 87 1.04 0
Lower Jail Island 1159 1.16 0.4
Mulberry Point 212 1.5 0
Offshore Jail 176 0.92 0.01
Offshore Swash 207 0.11 0.53
Point of Shoals 139 0.93 0.06
Shanty Rock 74 1.04 0.22
Snyders Rock 49 0.86 0.57
Swash 491 0.93 0.15
Swash/Mud 907 0.76 0.3
Upper Deep 429 0.29 0.56
Upper Horsehead 88 1.43 0
Upper Jail Island 330 0.58 0.64
VRock 140 0.46 0.62
Wreck Shoal 192 0.6 0.31
median 176 0.93 0.22
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Table 4. Percentage of variogram fitting “failures” defined as an estimated range greater 
than the maximum distance for each oyster reef, an estimated sill greater than 3, an 
estimated nugget higher than the twice the estimated sill and the union of the three 
failures for one to four years of data.
Range Sill Nugget Union
single 21.1 26.3 22.4 48.7
two years 15.8 24.6 15.8 40.4
three year; 13.2 18.4 7.9 31.6
four years 0 15.8 0 15.8
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Figure 1. Diagram of simulation process
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Figure 2. A single simulation repetition showing (A) the variogram cloud for a single 
year; B) a single year empirical variogram and fitted line; C) fits from five separate years 
generated from the same spatial process; D) fitted variograms obtained by combining one 
to five years of data. The solid line in each figure depicts the “true” spherical variogram 
used to create each dataset with a range of 10, a nugget of 0 and a sill of 1.
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Figure 3. Simulation results showing improvement in variogram estimation with one, 
two, three, four and five years of combined data. Each individual shaded area 
corresponds to the limits constructed from the upper and lower bounds that contain 95% 
of the semivariance values from 200 simulations. The original variogram used to create 
the datasets is shown as a solid line.
1: single year
B2: two years 3: three years 4: four years 5: five years
original variogram
distance
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Figure 4. Results of 1000 simulation runs showing plots of variogram diagnostics with 
increasing years of data. A) estimated range; B) estimated sill; C) estimated nugget. For 
figures A-C numbers correspond to the percentage of failures. Dashed lines correspond to 
the range, sill and nugget values for the originally created datasets, respectively 10, 1.0 
and 0. Failed variogram fits were removed from these plots.
O 0) CM o> c 2 o
in
COo
a>D> Tf
?  d c
oo
12
In
5 4 2 1
h a
1 2 3 4 5 
number of y ea rs  of da ta
C
26 1 
_U
9 13 8 7
LB IJL
1 2 3 4 5
number of y e a rs  of data
B
00
4 51 2 3
number of y e a rs  of data
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
59
Figure 5. Variogram diagnostics for 1000 simulations with increasing years of data. A) 
objective function taken to be the sum of squared error between the fitted and the 
empirical values of the variogram at each lag distance divided by the number of distance 
classes; B) median kriging standard error untransformed from the N(0,1) scale; C) the 
sum of squared error between the kriged prediction for a given set of variogram 
parameters and the “best” prediction derived from kriged predictions with the true 
variogram; and D) the sum of squared error between the predicted values and the true 
data. Failed variogram fits were removed from these plots.
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Figure 6. Map of oyster reef locations in the James River, Virginia, a tributary of 
Chesapeake Bay.
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Figure 7. Single year and combined empirical and fitted variograms for Lower Deep 
Water Shoal reef obtained from variogram clouds. The top row shows single year 
variograms and each successive row shows combined variograms obtained by using data 
from previous years.
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Figure 8. Single year and combined empirical variograms and fits for nineteen oyster 
reefs for years 2001, 2001-2000, 2001-1999, and 2001-1998. Numbers correspond to the 
number of years of data combined to construct the point.
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Figure 9. Average sum of squares objective function taken as the sum of squared error 
between the fitted and the empirical values of the variogram at each lag distance divided 
by the number of distance classes for all oyster reefs with one to four years of combined 
data. White lines are median values.
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Chapter 3. A simulation study of the use of spatially-explicit commercial catch data 
for geostatistical prediction
“A lack of information cannot be remedied by any mathematical trickery. “
Cornelius Lanczos, Linear Differential Operators, 1961.
“Mathematical “trickery” can sometimes replace missing information to yield a most- 
probable answer.”
R. M. Bevensee, URSI (International Union of Radio Science) XXI International 
Symposium, 1983.
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Abstract
We examine the use of data collected in a targeted manner resembling a 
commercial fishing process in geostatistical abundance prediction. We create datasets 
with known population parameters and variograms, sample them in a biased manner and 
use these samples in geostatistical prediction. Variograms obtained from the biased 
samples correctly estimate the range and nugget but underestimate the sill. Kriged means 
for the entire area overestimate the mean but are an improvement over using the 
arithmetic sample mean. The error in kriged means is primarily due to prediction beyond 
the range of the data into unsampled locations where the predictions revert to the 
arithmetic mean. The kriging prediction error provides an objective means of limiting the 
area of inference. Prediction locations with prediction errors less than 14 the square root 
of the partial sill exhibit very low bias and mean square prediction error. Combining 
biased samples with a set of random or systematic grid samples results in low bias and 
high precision suggesting that a combined approach with limited fishery-independent 
samples can be used to augment fishery-dependent samples to provide greater spatial 
precision and sample coverage for estimating resource abundance.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
66
Introduction
Incorporating commercial catch data as an indicator of resource abundance has 
proven problematic due to (1) the absence of a probability-based sampling design, (2) 
preferential targeting of areas of highest catches, (3) lack of effort standardization, (4) 
failure to adequately quantify catch and effort, (5) fisheries removing the resource rather 
than sample it with replacement and (6) variable, unknown or density-dependent 
catchability (Paloheimo and Dickie 1964). These factors decouple the proportionality 
between catch-per-unit-effort (CPUE) and abundance and make CPUE a problematic 
measure of stock abundance (Hilbom and Walters 1992). Recent advances in the quality 
and quantity of catch and effort data collected during the fishing process by observers and 
Vessel Monitoring Systems (VMS) have the potential to re-couple the proportionality 
between CPUE and abundance over the local area towed by addressing issues 3-5 (Gillis 
1999, Deng et al. 2003, Gedamke et al. 2005). Provided then that CPUE reflects local 
abundance over the area towed, obtaining aggregate catch rates requires addressing issues 
1 and 2, that of the absence of a sampling design and a bias towards high catches.
Classical design-based estimators of abundance such as simple and stratified 
random sampling require independent, probability-based sampling to provide unbiased 
means and variances (Thompson 1992). Commercial catches do not meet the design 
requirement of most classical abundance estimators, necessitating model-based 
approaches. The task of obtaining catch rates from commercial catches over a spatial 
domain is quite similar to the estimation problem that motivated the development of 
geostatisics (Matheron 1963). Here researchers desired a method of predicting gold yields 
over a spatial domain from a set of samples collected where gold was known or believed
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to exist (biased or size-selective sampling, Thompson 1992). For the remainder of this 
paper we refer to such samples as biased, and use bias in a colloquial rather than 
statistical sense to indicate that such samples are taken where one expects to find higher 
values. Researchers desired unbiased predictions of gold yield but the exigencies of a 
profit motive precluded taking design-based or random samples and it was inefficient to 
ignore areas known to contain gold. Furthermore, as gold occurs in veins, areas in 
proximity to those with high yield could be expected to be similar, thus the spatial 
autocorrelation of adjacent samples provided local predictive power.
The geostatistical approach utilizes spatial autocorrelation to provide local 
predictions and prediction errors without explicitly incorporating the sampling design 
(Cressie 1993, Webster and Oliver 2001). In contrast to classical design-based estimators, 
geostatistics, through the framework of random functions, interprets the spatial 
distribution of a population as one realization of a random function S[x,x„, . . . ]  within a 
fixed area (Matheron 1963). An observed sample value s(x,) at a point x, and functions of 
multiple samples such as the mean and variance are interpreted as outcomes of random 
variables S(x,). By treating the space being sampled as but one outcome of a random 
function, the geostatistical framework relaxes the constraint of probability-based 
sampling and can potentially provide unbiased model-based estimates of means and 
variances when samples are collected without a strict design basis (Petitgas 2001).
Geostatistics involves a two-step process where a model, the variogram, of spatial 
autocorrelation is obtained and then used to predict abundance, or krige, at unsampled 
locations (Matheron 1963, Cressie 1993). Geostatistical methods have found widespread 
use in fisheries applications particularly as alternatives to design-based estimators
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(Warren 1998, Rivoirard et al. 2000, Petitgas 2001). The use of the variogram as an 
empirical measure of spatial autocorrelation also provides a data-derived means of 
interpolation to map abundance.
Geostatistical prediction can potentially provide less biased abundance estimates 
than a naive sample average due to the differential weighting of sample values within the 
kriging equations. Geostatistical prediction downweights clustered samples and weights 
sample values according to the area that they influence, this area being a function of the 
spatial autocorrelation in the dataset (Webster and Oliver 2001). In contrast, treating a 
collection of samples collected without a design-basis as a random sample could impart 
bias in the estimated arithmetic mean and variance.
While geostatistical estimation requires less sampling design rigor in that samples 
need not have a probability basis, it remains to be seen whether samples obtained from a 
highly biased process resembling commercial fishing can be used to obtain the variogram 
of the underlying process or to obtain unbiased geostatistical absolute (if catchability is 
known) or relative abundances. To explore this issue we conduct simulations whereby we 
create data sets with a known probability density function and spatial autocorrelation 
structure, sample these datasets in a manner resembling the commercial fishing process 
and use these samples in geostatistical prediction. We explore the following specific 
objectives:
• To determine whether we can obtain a correct estimate of the underlying process 
variogram.
• To determine the accuracy and precision of geostatistical abundance estimates 
obtained with biased data.
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• To examine the potential for local prediction by constraining prediction to 
sample-rich areas
• To examine the potential for combining the objective aspects of design-based 
sampling methods with biased catch data.
The potential of geostatistics to incorporate samples collected without a design 
basis or samples collected with the purpose of targeting higher abundance, has 
widespread implications for natural resource sampling and particularly for fisheries 
assessments. By providing a model-based means to incorporate spatially explicit 
information collected onboard commercial vessels, geostatistics may reduce the sampling 
burden of fishery managers and frees a researcher from the strict requirement of design- 
based sampling.
Methods
Geostatistical methods
Geostatistical prediction takes the form of solving a system of N+l linear 
equations subject to several constraints, where N is the number of observations. This 
process is known as kriging and is represented for a single point in matrix form below:
AX = b
where
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and
A =
y(x„x  i) y(x  , ,x2) 
r(x2,^i) r(*i>*2)
/(* ,,** ) 1 
y(x2,xN) 1
1
1 0
1-
b=
AN
f ( x  0)
r(x i ,x0) 
y(x2,x0)
1
where A is the matrix of semivariances between points x, and x7, A, is vector of weights 
assigned to data points, with all weights summing to 1 by the method of Lagrange 
multipliers, i/f(x0) is the Lagrange multiplier for prediction point x0 and b is the vector of
semivariance values between all points and the point to predict, xo (Webster and Oliver 
2001). In the process of kriging, the matrix A is inverted and the weights assigned to 
data values are obtained by:
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X = A~lb
The value assigned to the prediction point x0, ( S(x0 ) ) is then obtained as a weighted 
combination of the vector of sample values (x):
S(x0) — Ax
and the kriging variance is obtained by:
&2(x0) ~ b TX
The kriging weights (X), the weights assigned to sample values, depend upon the shape of 
a function termed the variogram and the distances between the observed points and the 
point where the kriging prediction is being made, x0. The empirical variogram is a 
measure of distance-based covariance between data values and is estimated from the data. 
A suitable model is then fitted to the empirical variogram. Most geostatistical texts 
provide guidance on valid models for variograms and fitting procedures.
Simulations
We employ the Cholesky decomposition method of simulating spatially 
autocorrelated random fields whereby the lower-upper triangular decomposition of the 
covariance matrix is multiplied by a random normal vector (Davis 1987). To begin a 
simulation cycle, defined as the creation, sampling, variogram estimation and kriging of a 
separate realization of the superpopulation (Figure 1), we create a dataset with known 
mean, variance and a spherical variogram defined as:
M
m  = C° + C  2a 2a> 
y{K) = Ca +C for\h\ > a
for\h\ < a
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where a is the range of autocorrelation in the data, C„ is the nugget, C is the partial sill, h 
is the distance and y(h) is the value of the variogram at a given distance. For a single 
simulation cycle, we obtain a realization of the superpopulation on a 20 x 20 grid by 
multiplying the Cholesky decomposition of the original covariance matrix with a range of 
10 a sill of 1 and a nugget of 0 by a random normal vector with a specified mean and 
variance (Figure 2A). Each resulting dataset possesses the probability density and spatial 
autocorrelation structure of the superpopulation in expectation but not necessarily at each 
realization. In the first set of simulations we create datasets with a coefficient of variation 
(CV) of one but multiplying the random normal vector by the decomposed covariance 
matrix reduces the variability so that the average CV of the created datasets over repeated 
simulations is 0.67. In subsequent explorations, we change the range and the CV of the 
created datasets.
For each simulation cycle we choose an initial set of twenty sample locations with 
a non-random selection routine where initial samples were selected according to the 
values of the original data at that location (Figure 2B). These 20 samples are selected 
with probabilities based upon the 1st and 3rd quartiles of the data; locations with values 
less than the 1st quartile receive a 1% probability of selection, those with values equal to 
or between the 1st and 3rd quartiles receive a 15% probability of selection and those with 
values greater than the 3rd quartile receive an 84% probability of selection. These 
probabilities target locations with high values but allow for some straying, as may be the 
case when fishers select initial fishing areas on the basis of some prior but imperfect 
knowledge of resource abundance.
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After selection of an initial 20 sample locations, we then select 9 subsequent 
locations near each of the initial locations with a random walk, with each location 
selected on the basis of the sample value of the previous location. If a previous sample 
value in the random walk is greater than the mean of the dataset, a new sample is chosen 
randomly from within a square grid centered at the previous sample with an x and y 
length equal to 1 unit and a spacing of 0.001 units (Figure 2C). If a sample is lower than 
the mean of the realization (ju) then another sample is chosen randomly from a wider grid 
with a length of 3 units to a side and spacing of 0.001 units. If the window extends 
outside of the created domain as observed in Figure 2C, sample locations are restricted to 
fit within the originally created dataset. The selection methodology is shown below and is 
repeated 9 times to give a total of 200 samples:
For i in 1 to 9;
If(s(x)< ju), Choose location, xi+I, randomly from a grid, centered at x„ three units either direction
with a grid spacing o f 0.001 units 
lf(s(x)> fl), Choose location, xi+l, randomly from a grid, centered atx„ one unit in
either direction with a grid spacing o f 0.001 units
To obtain a sample value at each of the chosen locations we obtain a kriged prediction 
using the kriging weights obtained from the full set of 400 originally created data points 
at the sample location. This allows for a greater effective population size then choosing 
from the original 400 data values and allows clustering of samples around areas of higher 
values (Figure 2D). Throughout the remainder of this paper we will refer to these samples 
as the “Bias 200” samples.
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We obtain variograms from the Bias 200 set of data points using a common set of 
20 lag distances spanning distances between 1.5 and 21 units. To fit variograms we use 
Cressie’s weighted least squares function (Cressie 1993). In the few (5%) situations 
where the fitting algorithm either fails to converge or fits a range beyond the maximum 
distance in the dataset we record each unsuccessful fit and do not use this sample for 
further kriging analysis. We then obtain kriged predictions using weights obtained from 
the Bias 200 sample on a 20 x 20 prediction grid.
To compare the performance of kriging with a traditional design-based sampling 
strategy we randomly select 200 locations. The simulation data only has 400 values (20 x 
20 grid) so sampling 200 of them would represent a very high sampling fraction of 50%. 
For this reason we create a fine-scale grid with spacing of 0.3 units to have 10,000 
potential locations from which to sample 200. We then generate values of abundance for 
the 200 locations by computing kriging predictions for these locations using the 400 
simulated values and call these the Rand 200 samples. We obtain a variogram from the 
Rand 200 and make predictions on the same 20 x 20 grid used for the Bias 200 samples 
to provide a direct comparison between a biased and a random sample of the same size.
To assess the performance of the kriged estimator for the overall mean we obtain 
an estimate of mean prediction error (MPE) as the percentage difference between the 
mean of all kriged predictions for a single realization from the mean of that realization. 
This value represents the bias in estimation of the overall mean over repeated 
simulations. Since we create a unique realization of the superpopulation for each cycle, it 
is most appropriate to compare kriged predictions against the realization from which they 
were obtained rather than the superpopulation. In the few instances (5% and 2%,
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respectively) where the Bias 200 or Rand 200 samples fit a variogram with a range 
beyond the maximum possible in the dataset (42.4) we removed this entire simulation 
iteration from the kriging analysis.
To assess the prediction accuracy of the various sample sets we use the mean 
squared prediction error (MSPE) of the predicted values from the values of each 
realization obtained on the 20 x 20 prediction grid:
N
Mean Squared Prediction Error=
(=1
where S(xt) is the true value of the simulated dataset at the point x, and S(x i) is the 
predicted value for each of x,- in the set of N -400  grid nodes. As a “control” group we 
also calculate the MSPE obtained by using just the arithmetic mean of each sample as the 
predicted value at each location. Six hundred cycles were sufficient to achieve 
convergence in the medians of the estimated variogram parameters and the kriged 
predictions.
We explore the effects of altering the range of the created datasets upon the kriged 
means. Datasets created with short ranges possess smaller patch sizes than data sets with 
greater ranges (Figure 3 a-d). Datasets with ranges approaching zero converge on 
completely spatially random data and possess no spatial autocorrelation while datasets 
with ranges approaching the maximum distance in the dataset become nonstationary; that 
is, they exhibit trend or appear as a sloped surface. We explore a series of ranges that 
vary from 10-60% of the maximum distance in the datasets or from 5 to 25 units in 
length.
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The coefficient of variation of the datasets also greatly influences the potential 
percentage error that can be obtained with a biased sample. Low CVs result in relatively 
flat datasets with low relief while high CVs produce datasets with very high and very low 
patches. We explore the potential to obtain kriged predictions from biased samples of 
datasets created with a range of CVs ranging from 0.005 to 5. To do this we change the 
variance of the random normal vector prior to multiplying by the Cholesky 
decomposition of the covariance matrix and add a scalar to the created dataset to alter the 
mean. This proved to be the most efficient approach and best preserved the spatial 
autocorrelation pattern of the superpopulation as multiplying the decomposition of the 
covariance matrix by a random normal vector with a non-zero mean dramatically alters 
the spatial autocorrelation pattern.
As typified in a single simulation cycle (Figure la-d), rarely does the biased catch 
data cover the entire region. To constrain prediction to local areas we employ the kriging 
prediction error or the square root of the kriging prediction variance as a measure of 
sample coverage. Unlike the design-based variance, the kriging prediction variance is not 
a function of the sample values but rather of the sample placement and the nature of the 
spatial autocorrelation (Burgess and Webster 1980, Warren 1998). While not directly 
comparable to the design-based sample variance, the prediction variance is useful as a 
measure of spatial sampling sufficiency as areas with high prediction error incorporate 
little adjacent information and have low precision. We use an arbitrary prediction error 
cutoff equal to Vi the square root of the estimated partial sill to constrain predictions to 
only high precision areas (Figure 4d). We then compare these predictions against known 
values to assess the effectiveness of using the biased samples for local prediction.
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As a means of exploring the potential of augmenting the biased catches with 
alternative sampling strategies, we combine the Bias 200 data with 20 random samples 
(Rand 20), a set of 20 systematic grid samples (Grid 20) and a set of 20 samples chosen 
to minimize the prediction error (Fig 5 A-C). We obtain these samples (MinPE 20) 
through an iterative process that selects a sample from the location of the highest 
prediction error in a manner similar to the method of Burgess et al. (1981). After a 
sample is chosen, the value of the realization at that location is obtained by kriging the 
original data and predicting at that location. This sample is then added to the biased 
samples, a new set of kriging predictions obtained over the study area and, again, the 
prediction location with the highest prediction error chosen as the next location from 
which to draw a sample. This method of allocation iteratively chooses a sample to 
minimize the location of maximum prediction error and, as the prediction error does not 
depend upon knowledge of the actual sample values but only on the variogram, such an 
allocation can be performed prior to collecting the additional samples.
Results
Effects o f biased sampling upon the variogram
Estimating the variogram from the sample data is the initial step in geostatistical 
prediction. Comparison of empirical variogram values obtained from the Bias 200 
samples with empirical variograms obtained from the exhaustive datasets indicate 
underestimation of the sill but generally accurate estimation of the range and nugget 
(Table 1; Figure 6). While each realization from the superpopulation possesses a slightly 
different variogram due to the introduction of random variability, the semivariance values
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for the Rand 200 sample from each realization fluctuate around the superpopulation 
variogram used to create each dataset (solid black line). The Bias 200 sample 
semivariance values (B), and intervals that include 95% of these values at each lag 
distance, fall below the true variogram. Box and whisker plots indicate that the Bias 200 
data estimate the true range and the nugget fairly accurately but greatly underestimate the 
sill (Figure 7a,b; Table 1). In 5% and 2%, respectively, the Bias and Rand 200 sample 
variogram fits estimated a range equal to or greater than the maximum distance in the 
dataset (Table 2) and these cases were removed from the kriging analysis.
Kriged means and prediction accuracy
Estimates of mean percentage error of the estimated mean indicate that the 
arithmetic means of the Bias 200 sample sets overestimate the true mean as expected 
(Figure 8, Table 3) with a median percent bias of 66%. Kriging the Bias 200 set reduces 
the bias but still results in a median bias of 38% indicating that kriging is effective in 
reducing the bias in the overall predicted means but cannot, alone, produce unbiased 
overall abundance predictions. As expected for unbiased design-based estimators, the 
arithmetic means for the Rand 200, Rand 20 and Grid 20 samples sets are also unbiased 
for the overall mean. Combining the Bias 200 data with the Rand 20, Grid 20 or the 
MinPE 20 samples greatly reduces bias with median bias approaching 14, 10 and 8%, 
respectively.
We use the mean square prediction error (MSPE) as a measure of mapping 
accuracy (Figure 9, Table 3). As a baseline measure of prediction accuracy, we apply the 
arithmetic mean of the Rand 200 samples as the prediction at each of the 400 prediction
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locations. In the absence of spatial autocorrelation or without assuming a predictive 
model, this mean represents the best estimate of the value at every location and 
predictions with accuracy worse than this would offer no improvement beyond the mean 
of a random sample applied at every location. As expected, this mean is a poor local 
predictor and has a high MSPE (182) though the kriged predictions from the Rand 200 
samples produces high mapping accuracy (28). Kriging predictions for the Bias 200 data 
have a MSPE only slightly lower (169) than that for the arithmetic mean (182) with wide 
quartiles and whiskers indicating only slight improvement but substantial variation in 
prediction accuracy (Figure 9). The MSPE for both the Rand 20 (129) and Grid 20 (107) 
are high indicating that, though unbiased for the overall mean, they provide little 
prediction accuracy. The combined samples possess relatively low MSPE with the 
combination of the MinPE 20 and the Bias 200 with a value (56) second only to that of 
Rand 200 (28).
We estimated a percent coverage for different sampling designs as the percentage 
of the 400 prediction points with prediction variances less than 14 the square root of the 
estimated partial sill. The mean percent coverage estimates of the various sampling 
designs reflect an estimate of the total area “covered” by samples taking into account the 
shape and parameters of the variogram as the determinate of how much spatial 
information each sample provides (Figure 10a). For the Bias 200 and the combined 
sample sets, as the mean coverage of each sample set increases, the median percent bias 
decreases as less of the total prediction space is outside of the range of the variogram. 
Likewise, mapping accuracy increases with greater sample coverage with the combined
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samples providing lower MSPE than either the biased data alone or the Rand 20 and Grid 
20 samples (Figure 10b).
Varying the range and CV
Increasing the range of autocorrelation of the created datasets results in an 
increase in the bias of both the arithmetic mean and kriged means of the Bias 200 
samples (Figure 11, Table 4). Increasing the range of autocorrelation increases the patch 
size (Figure 3) and allows the targeted sampling strategy to remain on these large patches 
with few excursions to low abundance regions. The patch size decreases with decreasing 
range, producing datasets with a greater degree of randomness which forces samples into 
areas of low abundance, thus reducing the potential for bias.
Similarly, increasing the CV of the created dataset increases the potential for bias 
by broadening the spread of the data relative to the mean (Figure 12, Table 5). While 
datasets created with differing CVs and the same range possess a similar pattern of spatial 
autocorrelation, the higher highs and lower lows of data sets with high CVs increase the 
bias of both the kriged and arithmetic means of biased data.
Constraining prediction
For the Bias 200 sample set there is a tradeoff between extending the area of 
prediction and incurring bias (Figure 13). Allowing prediction to extend to areas with 
kriging variances equal to an increasing percentage of the partial sill increases the percent 
bias but extends prediction over a greater area. Our arbitrary cut-off of the partial sill 
extends prediction to approximately 1/3 of the area with less than 5% bias in the kriged
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mean (Figure 13). There is, however, considerable variability in the amount of bias for 
the same percentage of the partial sill due to variation in how the targeted sampling 
process spatially allocates samples. As a larger fraction of the total area is covered by 
samples, regardless of the bias in the sample selection process, the bias in the overall 
kriged mean decreases. In the limit, sampling fractions approaching 100% will approach 
the population mean regardless of how the samples were chosen.
Similarly, the decrease in bias with greater sample coverage is observed in kriged 
means for datasets created with different ranges of autocorrelation (Figure 14). The range 
of autocorrelation determines the potential for bias as well as the area of influence of any 
particular sample. With an increasing range of autocorrelation the percent areal coverage 
increases as individual sample points exert a greater influence upon the kriging prediction 
area. Concomitant with this increase in sample influence is an increase in the potential for 
bias.
While restricting predictions to areas with kriging variance equal to Vi the partial 
sill extends prediction to an average of only 27.4% of the total area, within these local 
areas, kriged means of the Bias 200 data possess a bias of only 1.5% and a MSPE lower 
than that of the random 200 data (Figure 15A,B). The higher sampling intensity of the 
Bias 200 data within the local prediction areas improves local prediction accuracy. In 
contrast, constrained kriged means for the Rand 200 data, while unbiased for overall 
prediction, are slightly negatively biased for the local mean and have higher local MSPE 
(Figure 15A,B). This slight negative bias arises from low sample sizes and the influence 
of samples possessing low values from outside of the constrained area.
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Discussion
This paper examines the potential to use samples that were collected in a biased 
manner resembling the fishing process in geostatistical prediction, and shows that, under 
certain circumstances, geostatistical methods provide a means for unbiased prediction as 
well as precise mapping of resource abundance. This important result potentially unlocks 
a vast amount of information and, as fisheries management becomes increasingly 
spatially oriented, the increased spatial information provided by commercial catches may 
become important in resource assessment.
As with any model-based prediction method, geostatistics first requires obtaining 
a model from the data (Thompson 1992). In simulations we obtain this model, the 
variogram, directly from the biased sample data and find that the partial sill is 
consistently underestimated but that the range and nugget are fairly close to the expected 
values of the superpopulation. In simulations where samples were collected with a 
directional bias, Silliman and Berkowitz (2000) found that the sample variogram also 
underestimated the true variogram of the process and proposed correction factors, 
provided one has prior knowledge of the spatial process. In our simulations, and in those 
of Silliman and Berkowitz, underestimation of the sill from the biased data is a result of 
the sample variance of the biased data underestimating the population variance, i.e., .v 
^EfS2). Since the expected variogram sill equals the population variance (Bames 2001), 
correct estimation of the sill requires that the sample variance be close to the unknown 
population variance.
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This raises an unresolved issue regarding appropriate sample design for 
estimating the variogram sill. While the sampling design is not explicitly incorporated 
into either kriging predictions or variogram parameters, the design affects sample 
placement and spacing and, hence, indirectly affects estimation of the variogram. Barnes 
(2001) suggests that samples be somewhat evenly distributed over an area with 
dimensions greater than three times the range of the variogram. Another interpretation is 
that unbiased estimation of the variogram requires samples that provide an unbiased 
estimate of the population variance, a task that is the domain of design-based estimation 
(Thompson 1992). This leads us to recommend careful consideration of both sample 
placement and the sample design for estimating variograms. While beyond the scope of 
this paper, several researchers have explored in greater detail optimal sampling designs 
for estimating variograms and kriging (McBratney and Webster 1981, Schotzko and 
O’Keefe 1990) but not in the context of using data collected primarily with the purpose 
of commercial profit. It is likely that a highly targeted set of samples will underestimate 
the sill and that a design-based estimator of the sample variance may be useful in 
determining the magnitude of this underestimation (Bames 2001).
In practice, underestimation of the sill is unlikely to severely affect estimation of 
the overall kriged means or mapping accuracy. However, since the sill determines the 
absolute magnitude of the kriging variance, underestimation of the sill will lower kriging 
prediction variances proportionally. In this study, we use the prediction variances in only 
a relative manner to constrain the area of prediction, so changes in the magnitude of the 
sill have no effect upon these locations. Underestimation of the sill does pose a problem 
when comparing the kriging prediction variances with other design-based estimates of
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variance. The kriging prediction variance is determined by sample placement and 
spacing. Due to the theoretical and fundamental differences between kriging variances 
and design-based variances (Hansen et al.1983, De Gruijter and ter Braak. 1990, 
Heuvelinkl997), we share the conclusion of Warren (1996) that the two estimates should 
not be directly compared. We recommend that, rather than directly comparing the 
magnitude of design-based and model-based variance estimates, it is more appropriate to 
use the kriging prediction variance as a measure of sampling sufficiency and confidence 
in local predictions.
Variograms obtained from the biased sample data often provide correct estimates 
of the range, except in several instances of severe overestimation. In contrast to the sill, 
the range can have a significant effect upon kriged estimates both locally and over the 
entire extent of the prediction surface (Stein and Handcock 1989). Overestimation of the 
range causes samples to exert an undue influence upon prediction locations beyond the 
actual range of autocorrelation but this occurred in only 5% of the simulations.
The poor performance of the biased catch data for overall prediction is primarily a 
result of extrapolating predictions into areas with few samples. As the Bias 200 samples 
are clustered in areas of high abundance, extrapolating these values into areas with few 
samples, and presumably low abundance, overestimate mean abundance and provide poor 
prediction precision. As Figure 4B illustrates, kriged predictions for the overall area 
extend beyond the range of spatial autocorrelation where the predicted values revert to 
the arithmetic mean of the biased sample (Isaaks and Srivastava 1989 , Haining 2003), 
which is higher than the true population mean. This reversion to the sample mean as 
prediction extends towards and beyond the range of the spatial process is both a desirable
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property of kriging in the absence of proximate samples and a problem when the 
arithmetic mean of the samples is unrepresentative of the overall mean. That kriging does 
not explicity incorporate the sampling design into predictions appears to allow for the 
incorporation of any samples whether they are of convenience or targeted, provided they 
accurately reflect the exact area sampled. In fact, because of this reversion to the 
arithmetic sample mean, kriged abundance estimates at the limits of the range of 
autocorrelation are highly sensitive to the design used to obtain samples. Again, as in 
unbiased estimation of the variogram sill, unbiased prediction beyond the range of spatial 
autocorrelation may require design-based samples that provide unbiased inference over 
the entire sample space regardless of the spatial autocorrelation present in a spatial 
process.
For spatial prediction and mapping, predictions beyond the range of spatial 
autocorrelation result in prediction variances that equal the total sill and, consequently, 
have very poor precision. In these situations the predictions are no better than the 
arithmetic sample mean and the appropriateness of prediction beyond the range of the 
data is a question of whether the sample mean is an appropriate and unbiased estimator of 
the population mean. For predicting overall abundance from a series of clustered or 
targeted samples, this is not likely to be unbiased. Nevertheless, within the range of 
spatial autocorrelation and particularly within a range of low prediction variances, the 
BIAS 200 kriged predictions exhibit relatively low bias and high precision. We contend 
that commercial catches represent important information to be incorporated for local 
abundance prediction but that prediction beyond the range of spatial autocorrelation is 
inappropriate.
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We use a fraction of the partial sill to constrain predictions to areas of sufficient 
spatial information and to estimate sampling coverage. While the choice of kriging 
variance cutoff is subjective we found that limiting prediction to areas with a prediction 
variance less than V2 the partial sill covered approximately 1/3 of the area with minimal 
bias. Unlike non-parametric point density estimators such as kernel estimators (Venables 
and Ripley 1994), use of the kriging variance relative to the sill empirically incorporates 
the range of autocorrelation into the estimate of coverage whereas kernel estimators 
incorporate a range of correlation through an, often arbitrary, choice of bandwidth. While 
plots of kernel density estimates and kriging variance may appear similar depending upon 
the bandwidth, since the kriging variance is a function of the variogram and the sample 
spacing and since it is a direct product of kriging prediction, it provides a data-driven 
estimate of spatial sampling sufficiency. In practice, as the area fished increases, kriging 
variances will decrease with increasing sample coverage and extend the area of valid and 
relatively unbiased inference. Regardless of sampling methodology, as samples cover the 
entire region or sampling fractions approach unity, sample estimates should converge to 
population parameters.
While biased catches alone may not provide unbiased overall abundances, they 
have utility for local estimation in fished areas that likely have high resource abundance 
where accurate maps and abundances are more critical. Clearly if one had the means to 
intensively sample a resource with a classical sampling design this would result in 
unbiased and objective total abundance estimates. We chose a random sample of 200 as a 
numerically similar comparison with the Bias 200 data; however, rarely will such an 
intensive survey exist. It is far more likely to have 20 fishery independent and 200
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fishery-dependent samples and, particularly for the production of accurate abundance 
maps, combining these data may provide greatly improved local precision and sample 
coverage in areas of fishable abundance. Furthermore these are the only areas where 
removals and fishing mortality occurs. Particularly for relatively sessile species where 
fertilization success and recruitment may increase non-linearly with density of 
conspecifics, reducing local densities in areas of high abundance may jeopardize 
recruitment success and reduce densities below commercially viable levels (Caddy 1975). 
For instance, in the opening of Georges Bank Closed Area II scallop fishery in 1999, 
while the entire quota was based on total abundance over the entire area on the basis of a 
preseason survey, fishing primarily occurred on only 68% percent of the area (Gedamke 
et al. 2005). Thus fishing mortality and removals only applied to a limited part of the 
entire area with local fishing mortality potentially exceeding the target threshold.
Regardless of whether commercial catches provide unbiased abundances, 
geostatistical methods of mapping and predicting catches and effort are useful for 
incorporating the spatial effects of fishing (Walters and Martell 2005). Kriged 
abundances obtained from the fishery may provide only relative abundances, however if 
bias is constant, even relative abundances are useful for use in index-removal estimation 
(Hoenig and Pollock 1998) and depletion estimators of abundance (DeLury 1947). These 
abundances may also be useful in determining thresholds of minimum fishable biomass 
for quota setting to separate target from actual fishing mortality on local levels (Caddy 
1975). Particularly as fishery-independent resources become increasingly limited and the 
need for greater spatial detail for the application of spatially explicit fisheries
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management increases, fisheries managers may need to rely upon the information 
provided by the actual fishing process itself.
That the addition of only 20 additional samples reduces bias in abundance 
estimates indicates that there is a strong potential to combine design-based and model- 
based approaches. Combinations of the grid and random sampling methods result in 
improved variograms that capture the overall variability in the created sets, span distance 
classes that a random sample of small size may not and would rarely miss major resource 
aggregations. The dual needs of spatially explicit management requires both unbiased 
overall and local abundance estimates. Unbiased quotas could be obtained from limited, 
design-based fishery independent sampling and spatially explicit maps of abundance, 
removals and mortality could be obtained by including catches collected by onboard 
observers. Such a dual approach is merely a case of applying the appropriate tools to the 
task at hand, design-based estimation for population means and variances and model- 
based approaches for mapping, interpolation and spatial prediction (Smith 1994, Haining 
2003).
One of the strengths of the geostatistical approach is in determining optimal 
spatial sampling designs to minimize prediction error (McBratney and Webster 1981). 
While not strictly optimal (Cressie 1993), the set of 20 MinPE samples represents one 
method of reallocating samples to the areas of maximum kriging variance, thereby 
placing additional samples in the areas with the least amount of information. The benefit 
of such an allocation scheme is that the reduction in the kriging variance with the 
iterative addition of each new data point actually requires no knowledge of the value of 
that data point. Allocation to minimize the MSPE only requires knowledge of the
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variogram or, more precisely, only knowledge of the relative variogram as the sill and 
nugget only serve as scaling factors for the absolute magnitude of the kriging prediction 
variance. Thus, the biased samples provide a sufficient variogram, even if the partial sill 
is underestimated, to reallocate a set of fishery-independent or fishery-dependent samples 
to improve the overall resource assessment. It is practicable for a manager to acquire the 
data on observed catches from real-time vessel reporting, krige these catch data and 
determine an allocation of additional samples in time to contract vessels currently fishing 
to collect these samples prior to returning to port. Alternatively, a fishery-independent 
survey could collect these samples. In either case, vastly increased mapping precision 
could be gained with relatively little additional expenditure of sampling resources.
While we would not advocate using only commercial catch data for setting quotas 
due to the problems of bias caused by the intentional targeting of the resource, use of 
these data is beneficial for mapping, particularly of high abundance areas. In a natural 
resources context, design-based estimators are the most dependable for determining 
overall means (de Gruijter and Ter Braak 1990), particularly for the purposes of setting 
quotas that may have to be defended against multiple stakeholders. But, as management 
becomes spatially explicit through area rotations, MPAs or merely a consideration of the 
effect of spatially heterogenous removals, maps and estimates of local resource 
abundance are of increasing importance. While design-based estimators can be used in a 
model-based context, they are generally less efficient. Furthermore the need to obtain a 
model for the spatial process is far more data-intensive than design based estimators and 
the incorporation of additional data, regardless of sampling design may improve 
estimation. In a climate where fisheries researchers are asked to do more with fewer
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resources, and where fishers are shouldering an increasing burden of the assessment 
process through cooperative fisheries programs, the use of onboard observer catch data 
very appealing. As fisheries management increasingly requires intensive, spatially 
explicit inputs, more data, regardless of the sampling design or sampling bias, may 
indeed be useful for direct resource assessment.
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Table 1. Table of median estimated spherical variogram parameters for the Bias 200 
samples. Upper and lower limits (UL and LL, respectively) are approximate 95% limits 
based on quantiles of the estimated parameters (McGill et al 1978). The expected or 
superpopulation values with which each dataset was created are given.
parameter median LL UL Superpopulation
Value
range 9.7 9.3 10.0 10.0
sill 200.9 191.3 210.5 440.0
nugget 0 0.0 0.0 0
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Table 2. Percentage of times the range is grossly overestimated in 1000 simulations. We 
define this situation as a fitted range greater than the maximum distance in the dataset 
(42.4).
Percentage of
Sample
Overestimates 
Bias 200 T5%
Rand 200 1.5%
Rand 20 25.3%
Grid 20 14.8%
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Table 3. Median values for the arithmetic and kriged percent bias and the mean square 
prediction error between predicted and true values for the 600 repeated simulations for 
the Rand 200 data, the Bias 200 samples and various combinations of the Bias 200 
samples and the Rand 20, Grid 20 and a set of 20 samples chosen iteratively as those with 
the highest kriging variance (MinPE 20). Results for the Rand 20 and Grid 20 are also 
shown for comparative purposes. Upper and lower limits (UL and LL, respectively) are 
approximate 95% limits based on quantiles of the data.
median
mean
estimator
sample set
median 
kriged 
percent bias
LL UL
mean
square
prediction
error
LL UL
percent
area
covered
Arithmetic mean Rand 200 0 -0.5 0.3 182 178.3 186.4
Kriged mean Rand 200 0 -0.1 0.2 28 27.6 28.4 83.8%
Arithmetic mean Bias 200 66 64.7 67.5
Kriged mean Bias 200 38 36.5 39.1 169 163.0 175.9 27.4%
Kriged mean
Bias 200, 
Rand 20 14 13.2 14.5 74 72.1 76.2 44.0%
Kriged mean
Bias 200, 
Grid 20 10 9.1 10.1 64 62.2 65.0 45.2%
Kriged mean
Bias 200, 
MinPE 20 8 7.6 8.4 56 54.7 56.9 56.6%
Kriged mean Rand 20 1 -0.3 1.8 129 125.8 132.7 15.9%
Kriged mean Grid 20 0 -0.6 0.9 107 104.2 109.0 14.4%
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Table. 4. Median values of the arithmetic and kriged means for Bias 200 samples from 
datasets created with ranges between 5 and 25 units. Percent improvement is the 
difference between the arithmetic and the kriged mean. Upper and lower limits (UL and 
LL, respectively) are approximate 95% limits based on quantiles of the estimates.
range percent of 
maximum 
distance
arithmetic 
percent bias
LL UL kriged 
percent bias
LCL UCL average
percent
improveme
5 12 25 24.0 26.1 14 13.3 14.9 10.9
7 17 41 38.5 42.5 23 21.4 25.1 17.3
9 21 57 53.5 59.7 34 31.1 36.9 22.6
10 24 65 61.3 69.0 37 33.9 40.2 27.9
11 26 68 64.0 72.6 39 35.9 42.2 29.2
13 31 84 77.9 90.4 49 44.3 52.7 35.5
15 35 107 98.2 114.6 60 52.1 65.9 47.4
17 40 109 92.7 124.1 62 50.5 72.0 47.1
19 45 125 106.5 141.6 74 61.4 86.2 51.0
21 50 115 98.2 131.5 62 52.3 71.2 53.1
23 54 119 97.5 139.5 69 54.4 81.5 50.0
25 59 121 99.9 140.3 58 43.8 71.1 63.1
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Table 5. Median values of the arithmetic and kriged means for Bias 200 samples from 
datasets created with different coefficients of variation. Percent improvement is the 
difference between the arithmetic and the kriged mean. Upper and lower limits (UL and 
LL, respectively) are approximate 95% confidence limits based on quantiles of the data.
Coefficient of Arithmetic LCL UCL Kriged LCL UCL Average 
Variation Percent Bias Percent Bias Percent
Improvement
0.02 2 1.8 2.0 1 1.1 1.3 1
0.1 11 10.6 11.4 6 5.9 6.8 5
0.3 26 24.1 27.2 15 13.1 15.7 11
0.5 50 47.2 52.8 28 25.1 30.0 22
0.9 105 96.0 113.3 57 51.0 62.7 47
1.6 142 127.8 154.9 77 68.9 84.8 65
2.0 198 174.4 220.1 124 109.3 138.5 73
2.7 232 194.6 268.2 134 113.2 151.1 98
3.4 333 270.4 384.2 198 160.6 233.1 135
3.8 271 140.8 396.0 147 70.0 206.5 123
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Figure 1. Diagram of simulation process.
Single simulation 
cycle
Repeat 600 times
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Superpopulation N(M,Z), spherical covariance, 
range=10, sill= l, nugget=0
I
Population realization N(p,o), spherical covariance, 
(in expectation) range=10, s ill-1 , nugget=0,
1
Samples: Bias 200, Rand 200, Grid 
20, Rand 20
I
Estimate variogram
1
Estimate kriged mean LI
102
Figure 2. A) Single dataset created with a spherical variogram (range=10, sill=l, nugget= 
0). B) A set of 20 initial sample points (orange). C) Set of selection windows for 
subsequent samples. D) The set of 9 subsequent samples (blue) for each of the original 20 
giving a single Bias 200 sample set. Values for these data points are obtained from kriged 
predictions on these locations using the original 400 data points to generate the kriging 
weights. The color intensity represents the simulated population density.
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Figure 3 A-D) Single realizations of spatially autocorrelated datasets created with a 
spherical variogram with ranges of 2, 5, 10 and 20 distance units, respectively. The plots 
are simulated population densities on a 30 x 30 grid.
A. range  = 2 B. range  = 5
D. range  = 20C. range  = 10
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Figure 4. Plots for a single simulation showing constrained prediction. A) The same plot 
as in Fig 2D. B) Plot of kriging predictions over the entire surface from the set of Bias 
200 points. C) Plot of kriging prediction error (square root of the prediction variance).
D) Prediction zones constrained to areas where the prediction error is less than Vi the 
square root of the estimated partial sill (red). In this example the predictions cover 43% 
of the total area and the kriged mean is only 1.5% higher than the mean of the actual data 
in the constrained area.
A. Initial Data B. Kriging predictions
D. constrained by 'A  square root of the partial sillC. Kriging standard  error
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Figure 5. Plot of a set of Bias 200 samples combined with samples from (A) Rand 20 (B) 
Grid 20 and (C) MinPE 20.
B. Fleet catches plus 20 grid sam plesA. Fleet catches plus 20 random sam ples
C. Fleet catches plus 20 targeted points
0 5 10 15 20 25 30
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
106
Figure 6. Comparison of the semivariance values estimated from the Bias 200 samples 
(B) and the Rand 200 (R) samples. The upper grey and lower red shaded areas represent 
limits containing 95% of the semivariance values from 1000 simulations for the Rand 
200 and the Bias 200 samples, respectively. Letters correspond to semivariance values at 
each jittered lag distance for ten simulations. The spherical variogram of the 
superpopulation with a range of 10, a sill of 430 and a nugget of 0 used to create the 
datasets is shown as a solid black line.
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Figure 7. Simulation results comparing the “true” versus the sample estimated ranges (A) 
and sills (B) for each realization and for the biased and random sample of 200 from each 
realization. The box and whisker plots show the first quartile, median, third quartile, with 
whiskers drawn at the nearest value not beyond a span equal to 1.5*inter-quartile range.
If the estimated range was beyond the maximum distance in the dataset (42.4) we do not 
include this estimate. This occurred in 5% of the Biased 200 samples and 2% of the 
Random 200 samples.
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Figure 8. Percent bias for the arithmetic and kriged means for various Rand, Bias, Grid 
and combined sample sets. The line in (A) represents a value of zero. The anatomy of this 
boxplot is the same as described in Figure 7.
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Figure 9. Mean square prediction error for the same samples excluding the arithmetic 
mean of the Bias 200 sample. The mean square prediction error for the arithmetic mean 
of the Rand sample of 200 is the error obtained as the mean squared error between the 
overall arithmetic mean and each prediction location.
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Figure. 10. Percent area covered by kriging predictions with variance less than Vi the 
square root of the partial sill versus A. median percent bias and B. Mean squared 
prediction error for the seven kriged sample sets.
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Figure 11. Increase in percent bias from the true mean with increasing range measured as 
a percentage of the maximum distance in the created datasets (42.4 units) where (A) 
represents the arithmetic means and (K) represent the kriged means of the Bias 200 
samples. The upper and lower limits are approximate 95% limits based on quantiles of 
the estimates. The percent bias is the percent difference in the mean (either kriged or 
arithemetic) from the true mean of each created dataset.
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Figure 12. Increase in percent bias of the arithmetic (A) and kriged (K) means of the Bias 
200 samples from datasets created with differing coefficients of variation. The upper and 
lower limits are approximate 95% limits based on quantiles of the estimates.
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Figure 13. Plot of the percent bias versus the fraction of the square root of the partial sill 
used as a criterion to establish the prediction area for 100 simulations. Prediction 
locations are constrained to those with prediction error less than a fraction of the square 
root of the estimated partial sill for each dataset. The numbers are the percentage of the 
total area that is covered by the constrained predictions. Data values are jittered at each 
partial sill value for clarity.
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Figure 14. Plot of area covered versus the mean difference of the kriged mean from the 
true mean for the Bias 200 samples of from datasets created with different ranges of 
autocorrelation.
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Figure 15. A. Plot of local percent bias for the arithmetic and kriged means for the Rand 
sample of 200 and the Bias 200 sample. Local predictions are obtained by restricting 
prediction areas to only those with a prediction error less than lA the square root of the 
estimated partial sill. B. Plot of local mean sum of squared prediction error for the kriged 
means for the Bias and Rand 200 samples.
A. local percent bias B. local mean squared prediction error
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Chapter 4. Geostatistical maps of scallop abundance using observed commercial 
tows and vessel monitoring systems
“It is simply irresistible to try to use catch per unit effort data to estimate or as an index 
of fish abundance.” Ray Hilbom and Carl Walters, 1992
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Abstract
The widespread placement of onboard observers and vessel monitoring systems 
(VMS) provide catch and effort data on the spatial and temporal scale of individual units 
of effort. Provided an observed catch reflects local abundance over the towed area, 
geostatistics provides a model-based method to obtain predictions over space of 
abundance from a series of commercial catches. We obtain geostatistical estimates of 
scallop abundance from tows recorded by onboard observers during an opening of 
Georges Bank Closed Area II in 1999 through a two-step process. First, we obtain 
geostatistical predictions of prior and cumulative total fishing effort at the location of 
each observed tow. We then select those tows that occur when previous effort at the tow 
location is less than 10% of the total effort that will eventually occur at that location. 
These tows presumably reflect initial or “virgin” abundance. Second, these tows are used 
to provide a geostatistical prediction of scallop abundance. The result is similar to that 
determined by a preseason fishery-independent survey. Local differences between 
predictions obtained with observer data and the survey are driven primarily by gaps in 
observed samples for initial catch rates. These results indicate that geostatistics provides 
a model-based approach to incorporating observed catches, particularly when VMS data 
is used to partition tows based on prior effort.
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Introduction
Walter et al. (this volume) list six factors that de-couple the proportionality 
between catch-per-unit-effort (CPUE) and abundance and complicate the use of 
commercial catches as indicators of abundance: (1) the absence of a probability-based 
sampling design, (2) preferential targeting of areas of highest catches, (3) lack of effort 
standardization, (4) failure to adequately quantify catch and effort, (5) fisheries removing 
the resource rather than sampling it with replacement and (6) variable, unknown or 
density-dependent catchability (Ricker 1940, Paloheimo and Dickie 1964). Walter et al. 
(this volume) propose and test, through simulation, a model-based geostatistical method 
to address the absence of sampling design and biased sample selection (issues 1-2). These 
simulation results suggest that geostatistical methods provide a means to obtain relatively 
unbiased predictions over the fished area. Moreover, the prediction errors provide a 
means to objectively constrain prediction to well-sampled areas thereby reducing the bias 
of inappropriate prediction in unsampled regions. These results unlock a vast amount of 
data collected by observers onboard commercial fishing vessels through geostatistical 
abundance prediction and mapping and motivate the application of geostatistical 
prediction to commercial fishery data.
Incorporating these methods in practice, however, requires addressing several of 
the other issues that confound the use of commercial catch data as an indicator of 
resource abundance, notably the failure to adequately quantify catch and effort (issues 3- 
4) and the fact that fishers remove the resource rather than sample it with replacement 
(issue 5). Two recent developments in the fisheries data collection process provide an 
opportunity to address these issues. First, onboard observer coverage provides accurate
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catch data on the scale of an individual unit of effort (Vignaux 1996, Pennoyer 1997). 
Second, the widespread application of satellite vessel monitoring systems (VMS) 
provides a spatial and temporal record of every vessel in the fleet which provides a means 
of mapping fishing effort (Deng et al. 2005). Observed tows can be partitioned according 
to the amount of previously accumulated effort and, in situations where local effort 
corresponds with local removal, prior removals (Gedamke et al. 2004). Such conditions 
would exist for relatively sessile species or species where movement is minimal with 
respect to the timing and spatial scale of the fishery. Provided sufficient numbers of 
observed tows exist at a common level of removal these tows may provide a meaningful 
catch index. For example, the first tows in a given location, regardless of the time in 
which they were taken, would estimate “virgin” or initial abundance.
In this paper we explore the use of observed tows to obtain geostatistical relative 
abundance estimates of Atlantic sea scallops Placopecten magellanicus. Scallops are 
particularly amenable to this application as they are relatively sessile with regard to the 
timing of the fishery, facilitating a strong link between local effort and local removal. The 
scallop fishery also uses a fixed-width dredge that is fairly standardized and comparable 
to fishery-independent survey gear (Rago et al. 2000) thereby minimizing the problem of 
gear standardization (issue 3 in Walter et al. this volume). Most importantly, the scallop 
fishery has universal vessel monitoring system coverage (Rago et al. 2000) and high 
levels of observer coverage.
We use VMS effort data to partition 3500 scallop dredge tows observed in a 1999 
opening of Georges Bank Closed Area II into a set of “virgin” tows with which to obtain 
a variogram and geostatistical estimate of preseason abundance. We compare these
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estimates with an intensive systematic grid survey conducted several months prior to the 
fishery opening. We address the following specific objectives:
• Can meaningful catches be obtained from observed tows by partitioning 
according to prior effort?
• Can we obtain an appropriate variogram for geostatistical prediction with 
observer catch data?
• Are geostatistical estimates of abundance obtained with commercial tows similar 
to those obtained from survey data?
As fisheries managers are increasingly required to conduct more assessments in 
greater detail with limited resources, incorporating data obtained during the process of 
fishing may realize significant cost savings, provide greater spatial detail and provide 
ancillary assessments that can be compared with fishery-independent surveys of resource 
condition (Kulka 1996). This paper explores the use of these data in geostatistical 
abundance estimation and represents a step towards the development of methods to 
improve the use commercial observer catch data for quantitative resource assessments.
Materials and Methods
General geostatistical methods
Geostatistics involves a two-step process where a model, the variogram, of spatial 
autocorrelation is obtained and then used to predict abundance and create maps 
(Matheron 1965, Isaaks and Srivastava 1989, Cressie 1993, Webster and Oliver 2001).
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The variogram is a distance-based covariance where the correlation between data points 
decreases with increasing distance and is defined below as:
var[S(x) -  S(x + h)\ = E{S(x) -  S(x + h)}2 
= 2 y(h)
where S(x) is the observed value at spatial location x, S(x+h) is the value of an observed 
value at a distance of h units from x and y(h) is the semivariance. An empirical estimate 
of the variogram is obtained by the equation (Matheron 1963):
where f (h ) is the estimated semivariance for a distance interval h, s(xi) is a sample value 
at point X{, s(xj) is a sample value at a point xj, (with the distance between x, and xj being
distance interval obtained from the Euclidean distance between the two points. Multiple 
distance classes (h) are defined and the average semivariance between all pairs within a 
distance class is calculated providing an empirical variogram. The empirical variogram 
estimate is then used to obtain a fitted model of the variogram. Objective fitting 
algorithms such as weighted least-squares methods, maximum likelihood estimation or 
other curve fitting tools are employed to obtain a fitted variogram (Cressie 1993). The 
fitted variogram is then used in the prediction step known as kriging.
We conduct all data processing and geostatistical analysis in S-PLUS using 
functions adapted from the S-PLUS SPATIAL STATS module (Mathsoft, Inc).
(1)
in the distance interval h) and | A(/i)| is the total number of sample pairs for a distance 
interval h. The summation is over N(h) = {(/, /): dist(xi -  x ,) = h\, where dist is the
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Fishery and data description
The North Atlantic sea scallop fishery occurs in waters of the continental shelf 
from Cape Hatteras north to Canada. The scallop fishery has universal Vessel Monitoring 
Systems that record vessel position at predetermined time intervals and transmit these 
data to satellite receivers. From the distance traveled between successive positions it is 
possible to obtain a rough estimate of vessel speed. Vessels usually dredge at speeds of 
less than 5.5 knots and steam at speeds greater than this so it is possible to use the total 
time at speeds of less than 5.5 knots as a proxy for fishing effort (Gedamke et al., 2004).
A major fishery occurs in the waters of Georges Bank. Several large areas were 
closed to all fishing for the protection of groundfish stocks (Figure 1). During the closure 
of these areas, scallop biomass accumulated to very high levels (Murawski et al. 2000), 
permitting the opening of these areas to limited fisheries. In 1999, the National Marine 
Fisheries Service (NMFS) allowed an opening of part of Closed Area II with a quota of 
4,256 metric tons of scallops (meat weight) and a bycatch quota of 387 metric tons of 
yellowtail flounder Pleuronectes ferrugineus with the fishery ending whenever the quota 
of either species was met. During the opening, 187 vessels made a total of 644 trips, 
harvesting $36 million worth of scallops (NEFMC 2000). Observers were placed on 
approximately 25% of the fleet to monitor scallop and bycatch harvest.
Processing observer catch data
We obtained observer catch data from the National Marine Fisheries Service 
Northeast Fisheries Science Center (NEFSC) database for the opening of the exemption
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area in Georges Bank Closed Area II in 1999 (Figure 1). Onboard scallop observer 
protocols can be referenced at the NEFSC Fisheries Sampling branch website:
http://w ww .nefsc.noaa.qov/fem ad/fsb/M anuals/ObserverProqram M anual/. The dataset used in this
analysis consists of 3831 observed tows from 35 vessels on a total of 40 trips spanning 
the entire course of the fishery in the exemption area of Closed Area II from June through 
November of 1999.
Observers in the scallop fishery recorded catch per tow of scallops and bycatch 
species as well as tow location and duration, sea conditions and vessel and gear 
characteristics. On all vessels, New Bedford style scallop dredge gear was used with most 
vessels towing paired dredges of 4.57 meters in width with frame heights varying from 
305 to 533 mm. Most vessels towed similar gear configurations with 90% using both 
tickler and rock chains and all vessels using a club stick, a chain bag and chafing gear on 
the bottom of the chain bag. Most vessels (80%) used chain bags with inside ring 
diameters of approximately 89 mm and twine top mesh sizes of approximately 254 mm 
reflecting twine top and ring diameter regulations in place during the fishery. Non- 
quantifiable differences in gear configuration subject to the captain’s discretion exist. 
However, there is no record of these in this database. For the purposes of this study, we 
assume that gear configuration variability represents a random, normally distributed 
source of error in catch rates.
To obtain useable catch rates from the observer catch data, we eliminated tows of 
ambiguous nature, e.g., when it could not be determined if the catch came from the port, 
starboard or both dredges. Tows with durations greater than two hours or tow distances 
greater than nine nautical miles based on the distance between start and stop positions
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were also eliminated as these tows could not be rectified to a spatial location. Such tows 
also could represent situations where the dredge was used as an anchor while the vessel 
processed the catch. In addition, tows of poor quality such as flipped, tangled or lost 
dredges were removed. The catch was recorded in either whole weight or meat weight of 
kept and discarded scallops or as a total number of bushel baskets of kept or discarded 
scallops. Tows in which these two measures did not correlate (the number of pounds 
landed should be a common multiple of the number of bushels) were removed. 
Additionally two tows were removed as the number of recorded bushels of scallops was 
higher than what would fit inside of two dredges. In these two cases the pounds of scallop 
meats were probably misrecorded as bushels.
During this opening, vessel speeds were not available in the observer database so 
we assume an average vessel speed of 5 knots (Gedamke et al. 2005). To georeference 
each tow we use the midpoint of the start and stop positions and to obtain a tow distance 
we use the product of the tow duration and average vessel speed. Straight line tows were 
rarely observed such that the distance between the start and stop positions is less than the 
distance obtained as the product of the tow duration and an average vessel speed. We 
convert from latitude and longitude to an equidistant scale by converting both directions 
to meters with a Universal Transverse Mercator projection in NAD 83 Zone 19. The 
spatial distribution of 2753 useable tows out of a total of 3831 tows is shown in Figure 
2a.
We use total bushels of kept and discarded whole scallops per nautical mile as a 
measure of abundance. We convert to a nautical mile tow basis as follows:
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^  , [Bushels kept + Bushels discarded]Total bushels per 1 nm = ----------------------------------------------------------------
Tow duration {hours) x Average speed (4.5 knots)
If the one dredge was observed we double the bushels of scallops to equal the amount 
that would be caught had two tows been observed. We do not correct for selectivity in the 
scallop catches as 95 percent of the tows for which shell height was measured had mean 
shell heights greater than 110 mm, well above the length of 84 mm or the shell height of 
100% selectivity for commercial dredge gear with 89 mm rings used in the 1999 fishery 
(Serchuk and Smolowitz 1980). To use tows as relative catch rates we do not correct for 
gear efficiency.
Processing VMS data
We obtained 90,944 individual VMS records representing the total fishing effort 
from June 16 through November 13, 1999 in the exemption area of Closed Area II 
(Figure 1). Each record consists of the latitude and longitude, the time and date, the time 
differential between the record and the previously recorded position for the vessel. The 
average straight-line velocity of the vessel (representing a minimum velocity because the 
path may not have been straight) can be inferred from the distance between the current 
and previous position divided by the elapsed time. We assumed that vessels with a 
straight-line velocity of less than 5.5 knots were fishing and use this time at speed to 
reflect fishing effort. For most records the elapsed time was close to one hour as the VMS 
systems were programmed to report vessel position every hour. In a small fraction (0.8%) 
of records the elapsed times were greater than three hours and we removed these
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anomalous records as it was impossible to spatially assign effort to a particular grid node. 
The protocol for processing the VMS data is shown in Figure 3.
Geostatistical prediction o f fishing effort
For each observed catch we obtain two distinct geostatistical predictions of 
fishing effort from VMS effort data (Figure 4). The first represents prior fishing effort at 
the location of the tow and we call this PRIOR FISHTIME. The second represents the 
total fishing effort that will occur over the course of the fishery at the location of the tow 
and we call this TOTAL FISHTIME. PRIOR FISHTIME is obtained by assigning all 
VMS records that occur prior to the observed tow to the nearest one nautical mile by one 
nautical mile grid node (Figure 5a), summing the time spent fishing on each grid node 
(Figure 5b), kriging the summed effort on each node using an exponential variogram 
(Figure 5 c) and obtaining a kriged prediction of fishing effort at the midpoint of the tow 
(Figure 5d). We chose an exponential variogram as it provided a better weighted least 
squares fit than a spherical function. Thus a kriged map of PRIOR FISHTIME could be 
produced at the time that each tow occurs similar to the Figure 4), however we only 
require a prediction at the location of the tow. We use the same method to obtain TOTAL 
FISHTIME but sum all VMS records that occur during the entire fishery rather than only 
those prior to a single tow. We obtain the empirical and fitted theoretical variogram from 
the summed VMS records for the entire fishery and use this for predictions of both 
PRIOR and TOTAL FISHTIME. We use the variogram obtained from the summed VMS 
records because variograms because this represents the final spatial distribution of effort. 
For each observed tow we can determine when (in terms of total effort, rather than time)
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the tow occurs by dividing the PRIOR FISHTIME by the TOTAL FISHTIME, e.g., if a 
tow has a PRIOR FISHTIME of 9 hours and a TOTAL FISHTIME of 100 hours, this tow 
occurred within the first 10% of the total effort that will occur at that location.
Obtaining “firs t” tows
To obtain a set of tows that reflect initial abundance conditions but also cover a 
sufficient part of exemption area in Closed Area II, we classified tows that occurred 
during the first 10% of the total effort as “first” tows, e.g., tows in which PRIOR 
FISHTIME is 10% or less TOTAL FISHTIME. As an example, Figure 6a shows all 2753 
observed tows and Figure 6b shows accumulated effort on a single grid node. Of the 2753 
total tows, 447 occurred with less than or equal to 10% of the TOTAL FISHTIME at that 
location (Figure 6c). It is important to note that these tows do not necessarily correlate 
with the timing of the fishery, i.e., a first tow at a location can occur at the end of the 
season. We will refer to this set of 447 tows as the OBSERVER tows for the remainder of 
this paper.
These procedures are motivated by the following considerations. The exact 
trajectories of all tows are not known exactly. Hence it is not possible to determine 
precisely how much effort has occurred previously over the exact path of a tow. As a 
practical matter, kriging smooths effort over a local region providing an expected prior 
effort in the path of the observed tow. Some observed tows occur over ground that has 
experienced a bit more effort and some over ground with less. However these expected 
prior efforts are used merely to identify tows that represent nearly virgin catch rates, i.e., 
tows with minimal prior effort. If there is some concern that some tows predicted to have
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a PRIOR FISHTIME less than 10% of TOTAL FISHTIME actually have experienced 
higher prior effort, the criterion of 10% could be reduced to say, 8%, with an attendant 
reduction in the number of first catches.
Geostatistical prediction o f scallop abundance
After selection of the OBSERVER tows we obtain an empirical variogram of 
scallop catch per nautical mile using the robust method of Cressie and Hawkins (1980), 
fit an exponential theoretical variogram (Figure 7), and then obtain kriged predictions of 
bushels of scallops per nautical mile tow on a 30 x 30 grid over the entire exemption area 
of Closed Area II (Figure 8b). Observed tows were recorded only to the nearest minute of 
latitude and longitude so tows often shared a common midpoint position. In these cases, 
we use the first tow (in actual time) at a given location if several tows fall within the 10% 
cutoff of fishing effort. As we are interested in only relative abundance, we do not correct 
these estimates for efficiency.
Comparison with fishery independent survey
In 1998, the scallop industry and the scientific community conducted an intensive 
survey of Closed Area II that combined systematic grid and random samples resulting in 
531 survey points (Figure 2b). These samples were collected from commercial vessels 
using gear similar to that used in the fishery opening but with 10 minute straight line 
tows. For direct comparison with the observer catch data in 1999, we convert the bushels 
of scallops in 1998 to bushels of scallops per nautical mile in 1999 as follows:
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Bushels 99 = [Bushels 98 x scallops per bushel 98] * M scallops per bushel 99
Where the bushels of scallops caught per nautical mile tow {Bushels 98) were multiplied 
by the number of scallops per bushel in 1998 based on the average shell height of 
scallops in each tow {scallops per bushel 98). This number was decremented by one-half 
year of natural mortality (My = 0.055 per half year, based on an estimated instantaneous
figure was divided by the number of scallops per bushel after one-half year of growth 
{scallops per bushel 99) using a growth model obtained from NMFS surveys of Georges 
Bank in 1998 (David Rudders 2005, personal communication). Regressions for the 
number of scallops of a given length per bushel and the Von-Bertalannfy growth equation 
used to estimate growth are given in Appendix I and II. Also, for this survey, we did not 
correct for size-selectivity as over 95% of scallop shell-heights were above the size of 
100% selectivity (84 mm shell height, Serchuk and Smolowitz 1980).
To obtain geostatistical predictions of abundance we use the converted survey 
tows to obtain an empirical variogram (Figure 7) using the robust method of Cressie and 
Hawkins (1980), fit an exponential theoretical variogram and obtain kriged abundances 
on the same 30 x 30 prediction grid as for the OBSERVER tows (Figure 8a). We use 
these tows to provide a set of fishery-independent kriged scallop abundances with which 
to evaluate the observer catches. Hereafter these tows will be referred to as the SURVEY 
tows. To compare the two spatial maps we subtract kriged predicted values on each grid 
node and plot the differences (Figure 8c).
mortality rate for 1999 of 0.11 yr'1 (Marino 2005, personal communication)). Then this
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Constraining predictions
As observed in the plot of VMS coverage, the fishery did not fish in the far 
western part of the area opened for fishing. This resulted in no observed catches in this 
area that extends well past the range of autocorrelation between catches. For predictions 
beyond the range of autocorrelation, in this case, 8.5 km, kriging predictions revert to the 
arithmetic mean and the prediction error becomes the total sill of the variogram. Areas 
that incorporate little adjacent information for prediction possess high kriging prediction 
error, low precision and, given the targeted nature of commercial fishing, are likely to be 
areas with less than profitable abundances. Prediction into these areas is inappropriate as 
samples collected without a sampling design provide no basis for inference in unfished 
areas.
As each kriged prediction point has an associated kriging prediction error, we can 
constrain the extent of prediction by selecting only those points with a prediction error 
less than a certain cutoff. The kriging prediction error or, equivalently, the square root of 
the prediction variance, is not the same as the design-based sample standard deviation 
(Warren 1999) but is useful as a measure of spatial sampling adequacy. We will refer to 
this quantity as the prediction or kriging prediction error rather than as a true standard 
deviation. In the companion simulation paper, Walter et al. (2005) found that a kriging 
error of V2 the square root of the estimated partial sill constrained prediction to well- 
sampled areas and that kriged abundances exhibited low bias in these localized areas. 
Given the high nugget effect, many kriging prediction locations had relatively high 
prediction errors and constraining prediction to only those with prediction error less than 
Vi the square root of the partial sill resulted in a very limited prediction area. To extend
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the prediction area we retained prediction locations with a kriging error less than the 50th 
percentile of all kriging error predictions. In Figure 9a we show a polygon that surrounds 
all prediction grid points with a kriging prediction error less than the 50th percentile. 
Prediction points outside of this polygon possessed higher prediction errors and those 
inside of this contour will be referred to as the constrained predictions.
Allocation o f additional samples
The fishery did not sample the far western part of the exemption area. This is 
likely to be a common phenomenon as fishing effort will be low in areas of less than 
profitable abundance. Unfished areas are, nonetheless, critical for evaluating species 
spatial distribution and abundance or lack thereof and it is desirable to obtain survey 
information in these areas. The kriging variance derived from the variogram and the set 
of observed samples provides a metric for augmenting samples to obtain sample coverage 
of the entire area. By targeting the location with the highest kriging prediction error, 
adding that location, re-evaluating the kriging prediction errors in light of the having that 
sample and targeting a subsequent location, we can add additional samples in an iterative 
manner that targets areas of high kriging variance. The benefit of this method is that it is 
not necessary to have actually obtained the sample value at the chosen location as the 
relative ranking of the kriging prediction errors is a function of the variogram and the 
placement of samples rather than the actual sample values. In practice, one could use any 
sample value and location with the highest error would remain the same.
We demonstrate this method of allocation by augmenting the OBSERVER tows 
with SURVEY stations. While this example is artificial as we are adding prior fixed
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stations rather the adding future samples to locations with the highest kriging variance, 
we use it for illustrative purposes. The method proceeds as follows. Using the kriging 
weights for the OBSERVER data we obtain prediction errors on the location of each 
SURVEY observation. We then sort the SURVEY locations by the kriging prediction 
error and add the location with the highest error to the OBSERVER data. To add another 
location we krige the augmented data to obtain the kriging weights, obtain a kriging 
prediction at the locations of the remaining SURVEY stations and choose the station with 
the highest prediction error. We iterate this method to add a total of 25 additional 
samples.
Results
Fishing effort from VMS records
The spatial distribution of fishing effort changed during the course of the fishery 
as vessels targeted certain locations (Figure 4). Effort was initially concentrated in the 
north central and lower western part of the area where larger scallops predominated and 
yellowtail flounder bycatch rates were low. In July, the price of large scallops dropped 
and fishers targeted smaller scallops on the eastern edge of the area. As the north central 
and western scallop beds became depleted, and as it became obvious that the quota for 
yellowtail would soon close, fishery effort expanded throughout the central area, and, at 
the end of the season, only the north western and a small area to the east received little to 
no fishing effort. At the end of the fishery, final fishing effort closely matched the spatial
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distribution of abundance estimated from the 1998 survey with high spatial correlation 
between estimated abundance and total fishing effort (R =0.50, Appendix III).
Obtaining "first” tows
Prediction of PRIOR FISHTIME and the cumulative TOTAL FISHTIME at the 
location of the midpoint of each tow allowed the observed tows to be partitioned 
according to the percentage of total fishing that would occur at the locations. We classify 
tows that occurred with less than 10% of the total fishing that will occur as “first” catches 
to obtain the set of OBSERVER tows. The OBSERVER tows cover much of the fished 
area; however, this partitioning leaves some gaps in observer coverage in areas where 
there is high fishing effort (red shaded areas in Figure 6d) and no tows were observed in 
far Western region where little to no fishing effort occurred.
Obtaining variograms o f observer and survey data
Geostatistical analysis requires the assumption of stationarity, i.e., that the process 
that creates the resource to be predicted has a constant expected mean and variance over 
the entire region (Cressie 1993, Webster and Oliver 2001). An additional assumption is 
that of isotropy or that the correlation between objects is the same in all directions 
(Webster and Oliver 2001). Prior to obtaining a variogram we examined the datasets for 
evidence of non-stationarity through examination of the plots of the data values in either 
the north or south direction and found that little evidence of this condition. We also 
examined the data for evidence of anisotropy through directional variograms and 
concluded that corrective measures were unwarranted.
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The set of OBSERVER tows produced a very poorly fitting variogram that did 
not reach an asymptotic sill value at a range within the total distance spanned by the data 
(Figure 7). This very poorly fit variogram could not be used in kriging predictions. To 
obtain an adequate variogram, we expanded the number of observed samples used to 
obtain the variogram by allowing up to 15% of the total effort rather than 10%. This 
expanded the sample size to 623 samples and provided a variogram that, while 
qualitatively does not appear much different than the variogram for the 447 samples 
(Figure 7), results in fitted variogram values that are appropriate for kriging. The fitted 
values for an exponential variogram are a range of 21,743 meters, a sill of 6.4 and a 
nugget value of 2.1. The fitted OBSERVER range is approximately twice the SURVEY 
range (10,242) and much lower than the SURVEY sill (17.7) (Figure 7). The 
OBSERVER nugget value, however is fairly close to the SURVEY nugget (2.5). We use 
the fitted values obtained from the 623 samples as the variogram but use the original 447 
OBSERVER samples for kriging.
Geostatistical prediction from observer first catches
Geostatistical predictions of scallop abundance measured in bushels per nautical 
mile for the entire study area for the SURVEY and OBSERVER data have similar means 
(5.39 and 5.32, respectively, Table 1, Figure 8a,b) while the arithmetic means are 5.28 
and 6.99, respectively. While the overall kriged means of the two datasets are similar and 
the geostatistical mean is presumably less biased than a naive arithmetic mean, the spatial 
distribution of scallops differs for the two surveys. The SURVEY data provides more 
extensive coverage of the entire region and shows well-defined areas of high abundance
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in the central area and on the Eastern edge. A plot of the two images overlaid and 
subtracted (Figure 8c) shows the areas of highest discordance. The OBSERVER data 
misses the eastern patch of scallops and has lower values throughout the central ridge of 
abundance. In the western unfished region, the OBSERVER predictions are higher than 
the SURVEY.
Constraining prediction
Constraining the prediction area reduces the spatial extent of prediction (Figure 
9a) and results in a general trend for the OBSERVER predictions to be higher then the 
SURVEY predictions with increasing prediction error. In other words, on local scales 
where prediction error is low the OBSERVER predictions are lower than the SURVEY 
but on larger spatial scales, the OBSERVER predictions approach that of the SURVEY 
values. There is a trend for the OBSERVER predictions to be higher than the SURVEY 
as a greater percentage of grid points are included (Figure 9c,d). Including a greater 
percentage of grid points requires allowing those with a higher percentile of the 
prediction error (Figure 9c) but covers a larger percent of the total area (Figure 9d). The 
previous simulation results (Walter et al. this volume) suggest that allowing predictions 
with greater prediction error should increase the positive difference between the 
OBSERVER and SURVEY kriged predictions, however, in this case, because 
constrained OBSERVER predictions are 20% lower than the corresponding SURVEY, 
the potential bias is offset.
To further explore the spatial discrepancies between the SURVEY and 
OBSERVER predictions we plot a frequency histogram of difference between the two
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(SURVEY minus OBSERVER) at each prediction point (Figure 10). We partition these 
differences according to specific areas of discordance. SURVEY predictions at the 
extreme eastern edge and north central areas (blue and black regions) are much higher 
than OBSERVER predictions. Few OBSERVER catches contribute to these predictions 
so it appears that the absence of samples, or at least the absence of samples with less than 
10% of the TOTAL FISHTIME, contribute to these differences. OBSERVER predictions 
are high in the North and Western regions where very few samples exist and the 
predictions revert to the arithmetic mean. For the remainder of the area, OBSERVER and 
SURVEY predictions show close agreement.
Sensitivity o f kriged mean to changes in the range
Varying the variogram range from 850 meters to 32 km results in negligible 
change in the overall kriged means (Figure 11 a-d). As the range increases, the size of 
patches increase and, with short ranges, the kriged mean is close to the arithmetic mean 
of the first tows (6.9). The kriged mean shows little change with increasing range. For all 
variations in the range from one-tenth to 4 times the estimated range, there is only a 15% 
difference between the maximum and minimum kriged means.
Allocation o f additional samples
With the addition of only 25 SURVEY stations we obtain a complete spatial 
coverage of the entire exemption area. The iterative process of adding the SURVEY 
station with the maximum kriging prediction error reduces the overall prediction error 
and fills in gaps in OBSERVER data coverage (Figure 12b-d). Addition of SURVEY
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samples increases the spatial resolution and more clearly defines the scallop spatial 
distribution (Figure 13b-c). The OBSERVER plus 25 survey samples and the SURVEY 
kriged images still show the greatest discrepancies in the far eastern edge and the central 
ridge and the difference between the two kriged means actually increases to 1.02 (23%). 
This increase in the mean difference stems primarily from the fact that no first 
OBSERVER samples exist in the areas of greatest discrepancy between the two kriged 
images (Figure 13d).
Discussion
In the beginning of this paper we list six factors that commonly weaken the 
proportionality between CPUE and abundance. These fall into two categories; one being 
a question of whether appropriate data exists, the second a question of whether models 
exist to use these data. The preceeding simulation paper (Walter et al,. this volume) 
evaluates geostatistical prediction as a model-based method of incorporating observer 
catch data into abundance estimation. While the geostatistical model is not the only 
possible model, in this application to scallop catch data it provides mean catch rates and 
maps of abundance that are similar to those obtained from an intensive survey of the 
same area. Geostatistical prediction provides overall mean scallop abundances that are 
lower and, presumably, less biased then naive arithmetic means of the same data but 
substantial differences between the SURVEY and the OBSERVED prediction exist at 
certain locations.
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Differences between the SURVEY and OBSERVER predictions
While the kriged relative abundances for the entire area differed little between the 
OBSERVER and SURVEY data, this similarity was a result of offsetting differences 
between the two kriged predictions. The OBSERVER data predicted high abundance in 
areas beyond the range of the data and lower abundance in areas of highest SURVEY 
abundance, producing a similar overall mean abundance but different local abundances. 
When we constrained predictions, we eliminated the extrapolation of the arithmetic mean 
into unfished areas, reducing the positive difference between the two abundances.
Locally, however, kriged values of the OBSERVER data are 20% lower than the 
SURVEY in the same locations. This result is surprising as we would expect, based on 
the simulation results (Walter et al., this volume), and on the directed nature of 
commercial fishing, even local catch rates should be slightly higher than those of an 
unbiased fishery-independent survey.
Several factors may be acting to reduce the kriged local OBSERVER catch rates 
of commercial fishers including interference competition (Gillis 2003), gear saturation, 
prior removal and the patchiness of scallop distribution. Given the high level of localized 
fishing effort, interference competition could affect a vessel’s catch rate by forcing it to 
slow down or alter course, thereby reducing catch rates. Inference from ideal free 
distribution theory (Fretwell and Lucas 1970) predicts that CPUE will be constant over 
the fished area due to density-dependent interference competition (Gillis, 2003). While 
CPUE is not equal over the entire area, the reduction in CPUE in high abundance areas 
could be a result of interference competition.
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Prior removals also affect the OBSERVER catch rates as our method of allowing 
10% of the total effort allows the inclusion of tows that may have occurred with up to 40 
hours of prior effort in the areas of highest effort and abundance (10% of 415, figure 4). 
We examined the potential of using an absolute effort cutoff (such as all tows with less 
than 10 hours of fishing effort) but this resulted in the selection of all tows on the 
periphery of the fished area and very few tows in areas of high effort. The only way we 
could obtain any tows in areas of highest effort was to allow a percentage rather than an 
absolute amount of effort. The limitation is that these tows occur in areas that have 
received some level of prior depletion and may reflect reduced and not initial abundance. 
Short of complete observer coverage, a tradeoff between sufficient spatial coverage of 
samples and allowable amount of prior effort (and depletion) will always exist.
The patchy distribution of scallops is also a likely factor in reducing local catch 
rates. The range of autocorrelation (9km) observed in the 1 nm survey tows suggests a 
similar average patch diameter. Given an average tow distance of 8 km any given 
commercial tow represents the integration of abundance over an entire patch for straight- 
line tows or, as most tows are not straight, over a significant part of a single patch. It 
would be unlikely for any such integration of abundance to locally reflect the small peaks 
of abundance that one nautical mile tows (1.8 km) could detect. While the question of the 
appropriate sampling scale for scallop abundance is beyond the scope of this paper, 
commercial catches with tow lengths of five nautical miles that approach the range of 
autocorrelation observed in a one nautical mile survey will likely not capture fine spatial 
structure unless knowledge of the entire tow track is available. This is evident in the 
smoother and less detailed kriged map of scallop abundance from the OBSERVER data
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(Figure 8b). This smoothing reduces catches in areas of highest catch rates but increases 
the catch rate in adjacent lower abundance areas producing overall catch rates that reflect 
that of the SURVEY but differ locally. Thus, while kriged commercial catches may not 
reflect local abundances obtained from shorter duration surveys, they may accurately 
reflect survey abundance on larger spatial scales.
The primary reason for the major discrepancies between the observer tows is, 
however, a simple absence of observed “first” catches in the areas of highest abundance. 
These gaps in observer coverage are problematic mainly because they occur in the areas 
of highest SURVEY abundance and high fishing effort (red shaded areas in Figure 6d). 
While eventually there were observed tows in these areas, they occurred after much 
higher levels of effort and could not reasonably be assigned as “first” catches. These 
observed catches also never matched the magnitude of SURVEY catches in the same 
areas suggesting that some or all of the above-mentioned factors may be acting to reduce 
the observed local catch rates.
Effects o f gaps in coverage
Our method of allocating additional samples to obtain initial abundance only has 
utility for filling in gaps where there is no fishing effort. If gaps in observer coverage 
exist in heavily fished areas then it will not be possible to a posteriori obtain samples that 
reflect initial and unfished abundance. Furthermore, if these locations occur in close 
proximity to areas with high sample coverage, as seen in this example, these areas will 
not have the lowest prediction errors and will not be targeted for additional sampling.
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This is particularly problematic when these areas receive high effort and contain high 
resource abundance.
Gaps in observer coverage in areas of high effort are an important consideration 
for the adequacy of observer monitoring for a fishery. As the primary purpose of onboard 
observer placement is for monitoring bycatch rates, the absence of initial catches in the 
areas of highest effort could bias observed bycatch rates. The Closed Area II fishery in 
1999 illustrates this problem as there are no “first” tows observed in the extreme eastern 
and the northern areas of highest scallop abundance and highest effort. While eventually 
there were observed tows in these areas, these later tows occurred after substantial effort, 
and presumably, removal had occurred. A potentially dangerous scenario could exist 
where vessels with observers forgo higher catch rates of target species to avoid high 
bycatch rates, particularly when, the fishery will end when a bycatch quota is met. For the 
purposes of obtaining geostatistical catch rates there is no difference between the positive 
bias in scallop catch rates created by vessels targeting scallops and the negative bias 
caused by vessels avoiding high bycatch. In both scenarios, selection bias affects the 
arithmetic mean or ratio estimator of catch or bycatch rates, and geostatistics provides a 
means of reducing this bias. Furthermore, geostatistical mapping facilitates an explicit 
spatial exploration of both catch and bycatch rates which is essential examining the 
spatial and temporal adequacy of observer sampling and for understanding the dynamics 
of catch and bycatch in a fishery (Hilbom and Walters 1992).
Variogram estimation from OBSERVER tows
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Initially the 447 observed “first” catches failed to provide a fitted variogram 
appropriate for kriging. As with any model-based predictive method, geostatistics 
requires obtaining a model for prediction, in this case, the variogram. A limitation of any 
model-based method is failing to obtain a model or obtaining an incorrect model and, as 
the model is estimated from the available data, there is often little evidence to determine 
its adequacy. While geostatistical prediction does not require design-based or random 
sampling, obtaining the variogram requires that samples are representative of the spatial 
process of interest (Webster and Oliver 2001). There is the danger that commercial tows 
could produce a variogram that differs from the spatial process of interest or is 
inappropriate for kriging. In this case, the choice of an appropriate variogram model 
requires that the researcher employ prior knowledge or intuition of the spatial process to 
determine the adequacy of the model (Myers 1997) or use ancillary information. In this 
example many more commercial catches existed so it was a simple matter of allowing a 
greater percent cutoff to boost the sample size. We did not, however, want to use these 
additional samples in the kriging as they were subjected to increased depletion.
When additional samples were added the OBSERVER data provides a variogram 
that, while it possesses a lower sill and longer range than the SURVEY variogram, does 
not produce abundance results that differ substantially from those that were obtained 
when we kriged the OBSERVER data with the SURVEY variogram (Appendix IV). The 
reduced sill for the OBSERVER data matches the simulation results that predict lower 
sills in the biased catch data because of lower variance in catch per nautical mile. This is 
due to the longer tow distances of the commercial (mean 4.3 nm) versus survey tows 
(mean 1 nm) and the fact that most tows occur in areas of higher abundance so that the
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likelihood of obtaining low tows is reduced. Reduced sill values have negligible impact 
upon kriging predictions but affect the absolute value of the kriging prediction variance.
The range is more critical as it affects the extent of prediction and the ability to 
reconstruct spatial patterns of abundance. While the overall kriged means are relatively 
insensitive to wide variation in the range of the variogram, the resulting kriged images 
can be very different (Figure 1 la-c). As the range determines the distance of prediction, 
increasing or decreasing the range will affect the distances over which geostatistical 
prediction proceeds, however the longer range of the OBSERVER data (21km vs 9km) 
does not appear to affect the maps or abundances substantially (Figure 11).
Potential effects o f species movement
The construction of any aggregate index of abundance requires some assumption 
of temporal stationarity of the resource with respect to the timing of the survey (Warren 
1991). A survey is a snapshot of the spatial distribution in time. Our method of 
temporally disaggregating tows according to effort rather than time is similar to a 
photograph with an extended exposure and requires that the resource is relatively 
immobile during the survey duration. We feel that this is an acceptable assumption as P. 
magellanicus has limited swimming ability and these movements are thought to be 
random means of avoiding predation rather than directed movements (Dickie 1955, 
Posgay 1963, Gould 1971, Stokesbury and Himmelman 1996). Furthermore, most 
scallops captured in this fishery are above the size (90 mm) where swimming ability is 
hydrodynamically limited (Dadswell and Weihs 1990).
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Conclusions
Walters (2003) posed the task of obtaining catch rates from commercial CPUE as 
an exercise in filling a spatial grid of catches and predicting catch rates into unfished 
areas. While we would not recommend relying solely upon fishery-dependent data for the 
purposes of quota setting, as it offers no repeated sampling protection from bias that 
classical design-based estimators provide (Cochran 1977), the ability to partition 
observed tows according to prior effort and the development of a model-based method to 
incorporate these into overall abundance estimates and maps provides a partial solution to 
this task. While the geostatistical method we propose does not create an explicit grid, it 
accomplishes a similar result by spatially weighting individual catches and the variogram 
provides an objective tool for geostatistical prediction of catch rates and for determining 
the extent of appropriate prediction based on the range of spatial autocorrelation. 
Geostatistics provides no solution to the problem of filling in catches beyond the range of 
autocorrelation but the method of allocation of a few fishery-independent samples 
provides a means of targeting the areas of highest uncertainty. While this method of 
allocation of additional samples is not optimal and there is substantial literature on 
optimal spatial sampling (Cressie 1993) we present it as one method of adding additional 
samples according to an objective criterion.
While the geostatistical model is not without problems, the main limitation in this 
example is in the availability of catch observations covering the spatial extent of the 
fishery and in selection of catches that share a common level of prior fishing effort. Here 
we attempt to select catches that reflect initial abundance but this partitioning leaves 
substantial gaps in coverage that lead to some dramatic differences in predicted local
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OBSERVER and SURVEY abundances. Nonetheless, “first” catches are available for a 
considerable portion of the study area. Given that observed tows are not randomly 
distributed across all vessels and across all times in the fishery, representative samples in 
all locations at common levels of prior effort may not exist, leading to unavoidable gaps 
in observer coverage. Nevertheless, fishery-dependent data will continue to be used as an 
indicator of stock abundance and the geostatistical method of predicting catch rates will 
reduce the bias that a naive arithmetic mean or a ratio estimator of CPUE would produce. 
Furthermore it improves the quality of information that can be obtained from commercial 
data and, importantly, it forces the explicit examination of the spatial extent of fishing 
catch and effort which is critical to any interpretation of commercial catch rate data.
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Table 1. Kriged means, prediction errors and arithmetic means and standard errors for the 
SURVEY and OBSERVER data and the same data constrained to an area with kriging 
prediction error less than the 50th percentile.
Kriged Kriging Arithmetic Arithmetic
Mean prediction Mean standard error
error
SURVEY 5.37 2.37 5.28 3.80
OBSERVER 5.36 2.89 6.99 5.63
SURVEY constrained 6.54 2.30 6.68 5.09
OBSERVER constrained 5.49 2.65 6.46 3.78
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Figure 1. Scallop area closures on the East Coast of North America. The study area is the 
cross-hatched section of Closed Area II opened for fishing in 1999. The contour line is 
the 50 fathom curve.
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Figure 2. (a) observed tows during the 1999 fishery (n -  2753), (b) grid and random 
survey stations in 1998 (n = 546).
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Figure 3. Processing of VMS and observed tows.
1. Assign each VMS record to the closest 1 nm x 1 nm grid node (Fig. 5A).
2. Sum all hours o f fishing (vessel speed < 5.5 knots) on each grid node.
3. Obtain empirical and fitted variogram for the total accumulated effort (Fig. 5b,c) on all grid nodes. 
This is the FINAL EFFORT VARIOGRAM.
4. To get PRIOR FISHTIME:
a. sum all effort prior to the date and start time o f the tow on each grid node
b. Obtain kriging weights using summed prior effort and the FINAL EFFORT 
VARIOGRAM.
c. Obtain kriged prediction at the midpoint of the start and stop location o f each tow.
5. To get TOTAL FISHTIME:
a. sum all effort on each grid node.
b. Obtain kriging weights total effort and FINAL EFFORT VARIOGRAM.
c. Obtain kriged prediction at the midpoint o f the start and stop location o f each tow.
6. To get OBSERVER tows:
a. For each tow divide TOTAL FISHTIME by PRIOR FISHTIME.
b. Keep only tows with <= 15% o f TOTAL FISHTIME.
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Figure 4. Kriged predictions of cumulative fishing effort (PRIOR FISHTIME) in hours 
summed on each grid cell for the last day of each month in 1999.
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Figure 5. (a) One nautical mile by one nautical mile grid nodes for assigning VMS 
records, (b) accumulated effort in hours on a single grid node for the point shown in (a), 
(c) Exponential variogram of total accumulated effort, (d) Kriged prediction of PRIOR 
EFFORT for entire exemption area with prediction points for four observed tows that 
occurred at 1300 hours on July 31,1999.
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Figure 6. (a) Observed tows (n=2753), (b) accumulated effort in hours on a single grid 
node, (c) OBSERVER tows (n = 447) are those with PRIOR FISHTIME <10% of 
TOTAL FISHTIME, (d) TOTAL FISHTIME, or the total fishing effort in hours. Red 
shaded areas are gaps in observer coverage.
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Figure 7. Exponential variograms for the 1998 SURVEY data and the OBSERVER 
catches. Triangles are the observer variogram for points with less than 10% of the total 
effort (solid black) and for less than 15% of the total effort (red).
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Figure 8. (a) Kriged SURVEY scallop abundance in bushels per nautical mile; (b) 
Kriged OBSERVER scallop abundance using an exponential variogram (range = 21,753, 
sill = 6.4, nugget = 2.1), (c) OBSERVER predictions subtracted from the SURVEY 
predictions at each prediction point.
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Figure 9. (a) Contour containing predictions with kriging prediction error less than the 
50th percentile, (b) OBSERVER prediction error versus the percent difference between 
the OBSERVER and SURVEY predictions at each prediction point, (c) Percent 
difference between OBSERVER and SURVEY kriged means versus the percentile of 
allowable prediction error, (d) Percent difference between OBSERVER and SURVEY 
kriged means versus area covered.
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Figure 10. Frequency histogram of absolute difference between the OBSERVER and 
SURVEY kriged predictions at each grid point. Shaded areas on the histogram 
correspond to shaded areas on the chart. OBSERVER tows are shown as points on the 
chart.
absolute difference
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Figure 11. OBSERVER kriged predictions using variable ranges of (a) 805 meters, (b) 
17,500 meters, (c) 25,500 meters and (d) a plot of the sensitivity of the overall kriged 
mean to changes in the range. The estimated range of 21,753 meters is shown on the plot.
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Figure 12. Allocation of additional points to minimize kriging prediction error, (a) 
OBSERVER kriging prediction error from and the locations of the first 5 points to be 
added (orange), (b) OBSERVER kriging prediction error following the addition of the 
five points shown in black, with five additional points shown in orange, (c) addition of 10 
points (now in black) and the allocation of 10 additional (orange), (d) the resulting 
kriging prediction error with the addition of 20 total points.
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Figure 13. The results of allocation of SURVEY data points to augment the OBSERVER 
tows, (a) SURVEY predictions (mean 5.37). (b) OBSERVER data plus five SURVEY 
points (mean 4.7), (c) OBSERVER data plus 25 SURVEY points (mean 4.3), (d) plot of 
the kriged differences between the OBSERVER and the SURVEY data (mean =- 1.0).
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Appendix I. Regression of number per bushel versus shell height from David Rudders,
(personnel communication)
Number o f scallops per bushel — 108 * shell height~2Mi4 
r2 = 0.77, df=  1034
Appendix II. Von-Bertalannfy growth equation used to estimate growth. Data comes 
from NMFS surveys of Georges Bank in 1998 (David Rudders 2005, personal 
communication).
Length = L-mf * (1 -  exp(-k * (age, -  ta))
Lmf- 162 mm, k -  0.3374, to=1.00,
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Appendix III. a. Plot of kriged predictions of TOTAL FISHTIME. Contours are 10, 100, 
and 200 hours of FISHTIME. Numbers are kriged predictions of SURVEY scallop 
abundance in bushels per nautical mile. b. Plot of kriged predictions of SURVEY 
scallops per nautical mile versus kriged TOTAL FISHTIME on the same grid nodes (R = 
0.55). Points in orange on both graphs represent the same points on the far eastern edge 
of the exemption area and are highlighted as areas of high abundance but no fishing effort 
due to very small sized scallops.
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Appendix IV. a. Original kriged prediction of the OBSERVER data. b. Kriged prediction 
of the OBSERVER tows using the SURVEY variogram.
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Chapter 5. Using vessel monitoring systems to correct for effective area fished in 
fishery-dependent scallop depletion estimates
“The impossibility of introducing randomness into the selection of samples is not 
necessarily an insuperable obstacle to the development of usable methods” (of estimating 
fish population size)
D. B. DeLury Ontario, Canada, 1951
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Abstract
Depletion methods are widely used for estimating capture efficiency and abundance. 
However, they are highly dependent upon an assumed depletion area. In open-ocean 
depletion studies it is difficult to estimate the true depletion area. Satellite vessel 
monitoring systems (VMS) offer the potential to determine the effectively fished area. 
Observer collected catches in the Atlantic sea scallop fishery in Georges Bank Closed 
Area II in 1999 were used to obtain spatially-explicit DeLury depletion estimates of 
dredge efficiency and abundance with VMS fished-area corrections. To validate the use 
of observer catches we compared observer and survey depletions on the same locations 
and found no evidence of bias. Non-area-corrected efficiency estimates from the observer 
data were erratic and often had theoretically impossible values indicating that the naively 
assumed fished area was likely overestimated. Finescale spatial analyses on individual 
depletion cells confirmed this result. Corrected-area efficiency estimates exhibited 
reduced variability and more plausible efficiencies with 70% of the 289 individual 
depletions falling between 20 and 55% efficiency with a mean of 45%. From the spatial 
extent of the depletion abundance estimates we created kriged maps of abundance, 
efficiency and exploitation rate. Abundance qualitatively and quantitatively matches 
maps and estimates from a preseason survey and indicates a total abundance of 
approximately 17 million pounds of scallop meat weight on the fished area of which 6 
million pounds were landed providing an overall exploitation rate of 35%. Kriged maps 
of exploitation, however, suggest much higher local exploitation rates exceeding 90% in 
some areas.
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Introduction
Depletion estimators are a catch-effort method widely used in fish and wildlife 
contexts to estimate capture efficiency and population abundance (Seber 2002).
Depletion estimators operate upon a basic assumption of a simple relationship between 
the rate of decline in catch per unit effort (CPUE) and initial abundance with, in the 
DeLury model, additional effort (DeLury 1947) or, in the Leslie model, cumulative catch 
(Leslie and Davis 1939). DeLury depletion models are formulated as linear regressions 
between the logarithm of the catch rate and cumulative effort with the slope of the 
regression indicating the rate of depletion or the catchability coefficient (q), the fraction 
of the population removed with one unit of effort (Ricker 1975). In the DeLury model 
initial abundance can be obtained by exponentiating the intercept of the regression line 
and dividing by catchability. Capture efficiency (E) or the fraction of the animals 
encountering the gear that are retained can be obtained with knowledge of the area 
sampled by a single catch (a), the total depletion area (A) and catchability:
q = - - E  (1)
A
where a is the area covered by the gear with one unit of effort, A is the total area of the 
depletion study site, and E  is the gear efficiency.
Both gear efficiency and abundance are, however, dependent upon the depletion 
area (A). Initial abundance only has meaning as abundance within A and estimated 
efficiency is, likewise, a function of A. At the initiation of a depletion study, a researcher 
must assume an area over which the observed catch and effort operates. In many 
applications A is relatively simple to obtain, e.g., in a depletion study in a pond, A may be
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the area of the pond (DeLury 1947). In marine applications, where the study area is less 
well-defined, A is more difficult to obtain and miss-specification biases estimates of 
efficiency and initial abundance.
The recent widespread application of Vessel Monitoring Systems (VMS) and 
expanded placement of onboard observers presents an opportunity to reevaluate the 
application of depletion estimators to commercial fisheries data. While the placement of 
VMS recorders and observers on fishery vessels is primarily for enforcement purposes 
(Rago et al. 2000), these developments provide catches on the scale of a single unit of 
effort and similarly fine spatial and temporal records of total fishing effort (Gedamke et 
al. 2004, Walter et al. this volume). The complete accounting of all fishing effort 
provided by universal VMS coverage forms the basis for DeLury depletion estimates of 
abundance and capture efficiency (Gedamke et al, 2004) as well as for evaluating fishing 
intensity (Deng et al. 2005) and fleet behavior (Gillis 2003).
VMS data provide an even more critical piece of information for depletion 
analyses in that they can be used to determine the actual area fished (Aeg). Recent 
advances in vessel position precision (Joll and Penn 1990) and models to determine the 
area of overlap of successive tows demonstrate the need to correct the assumed fished 
area for the area that is actually fished in designed survey depletions (Rago et al, in 
press). VMS data provide a similar correction for fishery-dependent depletions. Each 
VMS record consists of the position of a vessel at predetermined intervals. From the 
difference in position divided by the time interval, the average speed of the vessel can be 
obtained assuming a linear track, otherwise it is a minimal average speed. If it can be 
determined whether a vessel is actively fishing then each VMS record is also a record of
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fishing effort per unit area. With knowledge of the average area covered by a single catch 
combined with the spatial distribution of fishing effort in a given area, estimates of fished 
area A can be corrected for the effective fished area Aejj.
In this paper we use VMS effort data and catches obtained by onboard observers 
for DeLury depletion estimates of sea scallop abundance and dredge efficiency on 
Georges Bank with the following objectives:
• To determine if catches recorded by standard fishery observers provide 
similar depletion results to those obtained by onboard scientists.
• To determine if VMS data can correct spatially-explicit depletions for the 
effective area fished (Ae/j).
• To use these area-corrected spatial depletions to obtain estimates of gear 
efficiency and initial abundance.
The first part of this paper follows the similar methodology as Gedamke et al. 
(2004) in defining a series of spatially-explicit depletions on one nautical mile grid nodes 
with the difference that we use solely data obtained from onboard observers whereas 
Gedamke et al. used catches obtained by scientists placed onboard commercial vessels. 
This provides a direct comparison between results obtained from onboard scientists and 
standard fisheries observers. The second part of the paper uses VMS data to correct these 
depletions for the effective area fished and compares the estimates of abundance obtained 
from the DeLury depletions with abundances obtained from a preseason fishery- 
independent survey. We then use depletion estimate to create geostatistical maps of 
abundance and exploitation rate.
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Methods
Fishery and data description
Data used in this analysis conies from observed catches in the North Atlantic 
scallop fishery during an opening of an exemption area of Georges Bank Closed Area II 
in 1999 (Figure 1). Closed Area II encompasses an area of 2020 nm on the eastern edge 
of the U.S. part of Georges Bank. The area varies in depths from 150 to 300 feet and is 
comprised of gravelly sand in the northern areas and predominately sand in the south 
(Valentine and Lough 1991). The entire area was closed to all fishing in 1994 to protect 
groundfish stocks but in 1999, 1120 nm2 was opened for a limited duration fishery in the 
southern portion of the area. This opening allowed a quota of 4,256 metric tons of 
scallops (meat weight) and a bycatch quota of 387 metric tons of yellowtail flounder 
Pleuronectes ferrugineus with the fishery ending whenever the quota of either species 
was met.
During the opening approximately 30% of the vessels carried observers producing 
3831 observed catches from 35 vessels on a total of 40 trips from June through 
November 1999. Observer catch data were obtained from the National Marine Fisheries 
Service Northeast Fisheries Science Center (NEFSC). Onboard observer sampling 
protocols can be referenced at the NEFSC website:
http://www.nefsc.noaa.qov/fem ad/fsb/M anuals/ObserverProqramlVlanual/.
To obtain useable catch rates from the observer catch data, we eliminated tows if 
it could not be determined if the catch was from the port, starboard or both dredges. We 
also eliminated tows with durations greater than 2 hours and tows of poor quality such as 
flipped, tangled or lost dredges. The catch was recorded in either whole weight or meat
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weight of kept and discarded scallops or as the total number of bushel baskets of kept or 
discarded scallops. Tows in which these two measures did not correlate (the number of 
pounds landed should be a common multiple of the number of bushels) were removed. Of 
the 3831 observed tows, 2753 were of sufficient quality to be included in this analysis 
(Figure 2a). Vessel speeds were not available in the observer database so we assume an 
average vessel speed of 5 knots (Gedamke et al. 2004). To georeference each tow we use 
the midpoint of the start and stop positions and to obtain a tow distance we use the 
product of the tow duration and average vessel speed. We convert all positions from 
latitude and longitude to an equidistant scale by converting both directions to meters with 
a Universal Transverse Mercator projection in NAD 83 Zone 19.
We standardize scallop catches by converting the catch in total bushels of kept 
and discarded scallops to numbers of scallops per nautical mile tow. The number of 
scallops per bushel is obtained using a regression of the number of scallops per bushel for 
a given shell height obtained from a preseason survey conducted in the same area 
(Appendix I). Details of this preseason survey are described in the following section. We 
obtain a mean scallop shell height for each observed tow from kriged predictions of 
scallop shell height obtained from 233 tows from which observers measured scallop shell 
heights. Histograms of measured shell heights, the variogram used in prediction and a 
plot of predicted shell heights for the entire Closed Area II are given in Appendix II. We 
obtain scallops per minute towed by dividing the number of kept and discarded scallops 
for each tow by the tow time in minutes. Note that for the DeLury analysis we removed 
nine tows that had zero catches so that we could take logarithms. It is highly improbable
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that a legitimate commercial tow would have a catch of zero, particularly in areas where 
other catches were high.
We did not correct for selectivity in the scallop catches as 95 percent of the tows 
for which shell height was measured had mean shell heights greater than 110 mm, well 
above the length of 84 mm or the shell height of 100% selectivity for commercial dredge 
gear with 89 mm rings used in the 1999 fishery (Serchuk and Smolowitz 1980).
Processing VMS data
The United States Atlantic sea scallop fishery has universal vessel monitoring 
systems that record and transmit vessel position, and observers are placed on a certain 
percentage of the fleet to record and measure catch per dredge tow. We obtained 90,944 
individual VMS records representing the total fishing effort from June 16 through 
November 13, 1999 in the exemption area of Closed Area II (Figure 2b). Each record 
consists of the latitude and longitude, the time and date, the time differential between the 
record and the previously recorded position for the vessel. The average straight-line 
velocity of the vessel (representing a minimum velocity because the path may not have 
been straight) can be inferred from the distance between the current and previous position 
divided by the elapsed time. We assumed that straight-line velocities of less than 5.5 
knots were fishing and use this time at speed to indicate fishing effort. For most records 
the elapsed time was close to one hour as the VMS systems were programmed to report 
vessel position every hour. In a small fraction (0.8%) of records the elapsed times were 
greater than three hours and we removed these anomalous records as it was impossible to 
spatially assign effort to a particular grid node.
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Effort obtained from the time at speed overestimates true fishing effort as dredge 
deployment, retrieval and emptying reduce the actual time that gear is fishing. To account 
for gear handling we reduced the recorded amount of fishing effort by 25% according to 
estimates obtained during the fishery that vessels spent an average of 45 minutes out of 
every hour with gear on the seafloor (Gedamke et al. 2005). We will refer to this scaled 
VMS effort as the FISHTIME. As the percent of time actually fishing versus the recorded 
time at location has a great potential to affect depletion estimates we conduct sensitivity 
analyses varying this between 20-60 minutes. We did not apply a production constraint to 
the effort as Gedamke et al. (2004) found that this had a negligible affect upon overall 
fishing effort and depletion results.
Depletion model
DeLury’s depletion model assumes that the expected catch per unit effort (CPUE) 
for the ith time period is the expectation of a multinomial function:
E(CPUEi) = N ( l - p i ) ( l - p 2) . . . l - p i)qi = N e ~ ^ Pi, (2)
where N  is the initial abundance, p, is the probability of capture in the ith period, q is the 
catchability coefficient and/urn is the cumulative effort up to the end of period i (Seber 
2002). If it is assumed that all p, are small then using the approximation Pi ~ qfi and the
approximate relationship that E(ln(nt / / ) )  ~ ln(£ (ni / / ' ) ) ,  we can divide b y /,  the effort
during period /, and take logs of both sides to obtain the linear regression model:
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log, (CPUEi) = log, (q-N0) - q -  f cumi (3)
where CPUEj is the catch of per unit of effort during period i, No is the initial abundance, 
/cum.i is the cumulative effort during period i and q is the catchability coefficient. We did 
not make Braaten’s (1969) correction for continuity as the VMS data provided 
cumulative fishing effort at the time of each tow rather than interval-censored values.
The absolute value of the slope of the regression estimates the rate of depletion or 
the catchability coefficient. Initial abundance (No) can be estimated by exponentiating the 
intercept of the regression line and dividing by the catchability coefficient (q):
^  _ exp(intercept)
q
where the A symbol denotes and estimate. Capture efficiency, E, the fraction of animals 
encountering the gear that are retained, can be estimated with equation (1) presented 
earlier, provided that the total area fished (A) and the area sampled by a tow (a) is known.
DeLury depletion estimators require numerous assumptions including that (1) the 
population is closed to additions from recruitment and immigration and losses from 
natural mortality and emigration during the depletion; (2) individual units of effort are 
independent; (3) all organisms have equal catchability; (4) the catches used to track the 
depletion must not remove more than 2% of the population per tow; (5) a substantial 
removal must occur to create observable declines in catch rates and (6) catch and effort 
are random. In addition the model requires the standard assumptions of a linear 
regression, i.e., random sampling, catch and effort are known without error, and the 
errors are independent and normally distributed.
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Obtaining individual depletions
An individual depletion represents a linear regression between the natural log of 
the catch in scallops per minute and the cumulative effort prior to each observed catch 
according to equation (3) for all catch and effort that occur within a given radius of a 
single grid node. We take two approaches to creating individual depletion experiments. 
The first approach closely follows the methods of Gedamke et al. (2004) in defining a 
grid of depletion cells and in applying a set of criteria for determining suitable cells for 
depletion analysis. This first approach produces two results; 12 depletions on the same 
approximate locations as the Gedamke et al. (2004) study for direct comparison, and 50 
depletions that meet similar criteria in other locations. We will refer to these 50 
depletions as the “good” depletion cells to differentiate between them and the results of 
the second part of this study. In the second part, we relax the strict requirements placed 
upon individual grid cells and use VMS data to correct the depletion area for the effective 
area fished. This expands the absolute number and spatial extent of depletion cells.
The general methodology for creating individual depletion experiments is the 
same for both parts of this study (Figure 3). We initially create a one nautical mile by one 
nautical mile grid of the study area (Figure 4) and accumulate catch and effort data that 
occurs within the depletion radius of each grid node. The grid nodes form the center of 
each depletion cell and we assign all observed catches for which the midpoint of the start 
and stop location falls within the depletion radius to this cell (Figure 4). Similarly, to 
obtain total cumulative effort up to the time of each observed catch within a grid cell we 
sum all prior FISHTIME records that occur within the depletion radius. As a few
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observed catches occurred prior to any VMS record, we offset the time of the VMS data 
by two hours so that all observed catches occurred with some level of prior effort.
We obtain estimates of the slope and intercept of each regression through least 
squares regression. We use the estimated slope from each linear regression to obtain 
dredge efficiency estimates by rearranging equation (2): 
a „ ft-(depletion radius)2
±L — ^  ‘
average tow speed ■ average tow duration ■ dredged width 
where the depletion area, A -  ft- (depletion radius)2 or the area of a circle with the 
depletion radius. To get the area covered by a single unit of effort, a, we use the product 
of an assumed tow speed of 5 knots, a dredge width equal to 30 feet (two 15 foot 
dredges) and a mean tow duration of 55.6 minutes. In both parts I and II we use an initial 
depletion radius setting of 1.9 nautical miles but vary this in sensitivity analyses in part I.
Parti. Obtaining “good” depletions
In part I of this analysis we obtain depletions on locations close to the original 12 
grid cells used in the Gedamke et al. (2004) study. These depletions serve as a direct 
comparison between the use of data collected by standard fisheries observers and data 
collected by onboard scientists. We obtain the original data from the Gedamke et al. 
(2004) study consisting of catch records obtained by scientists from the College of 
William and Mary’s Virginia Institute of Marine Science (VIMS) onboard eight 
commercial vessels during the 1999 fishery. We will refer to these data as the VIMS 
survey and the comparison of the 12 depletions obtained with these data and the observer 
data as the comparison points.
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To obtain depletion grid cells that meet the assumptions of random fishing effort 
and to provide a direct comparison with the depletions obtained by Gedamke et al (2005) 
we employ a similar set of restrictions to determine acceptable depletions. We partition 
each grid cell into four quadrants (Figure 4) and require that: (1) each quadrant have 
between 15-35% of the total observed fishing effort for each of half of the season divided 
on September 1, 1999, (2) observed catches span at least 50% of the total fishing effort in 
the cell, (3) the samples span at least 30,000 minutes of effort and (4) that at least 30 
catches are observed for the entire depletion (Table 1). To meet the assumption of 
sufficient removal we add one additional criterion that the depletions have a significant 
and negative slope. Applying these restrictions we obtain 50 acceptable grid cells that we 
will refer to as the “good” cells (Figure 5).
Part 11. Depletions with correction for effective area fished (Aefj)
In this section individual depletions are set up as in Part I except that we relax the 
criteria for determining acceptable depletion cells by reducing the minimum number of 
observed tows to 15, the minimum effort to 15,000 minutes and removing the quadrant 
and effort span requirements (Table 1, Figure 3). This produces a set of 289 depletion 
cells we will refer to as the relaxed criteria cells (Figure 5).
From the duration of each tow and with an assumed tow speed of 5 knots and two 
15 foot dredges we can obtain an estimate of the average swept area of all observed 
catches that occur in each depletion radius. During the 1999 fishery the VMS system 
recorded vessel position each hour, so that each VMS record represents one hour of 
fishing, or with the bottom time constraints, 45 minutes of actual fishing. We place a set 
of square bins, with an area equal to the average area towed, over the spatial extent of
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each cell (Figure 6 a,c). Using a variable bin area allows for the possibility of spatial 
variation in swept area. We remove bins that fall outside of the depletion radius and then 
add up the number of VMS records that occur in each bin, essentially creating a two- 
dimensional histogram of fishing effort. We then sort the counts of effort and plot the 
cumulative frequency distribution of effort against the percentage of grid cells occupied 
divided by the total number of grid cells within the cell radius (Figure 6 b,c). This 
percentage approximates the percentage of the total depletion area that is actually fished.
For a depletion cell where effort is relatively evenly distributed over the entire 
cell (cell 254), the plot of accumulated effort versus area fished asymptotes at 100% of 
the area, whereas for a cell where effort is unevenly distributed (cell 10) the plot 
asymptotes at 60% of the total area. As effort in most depletion cells is unevenly 
distributed, we further restrict our cutoff of effective area fished (Aef )  to the area at which 
90% of the total effort is observed (intersection of the red dotted lines in Figure 6 b,d). As 
this is an arbitrary cutoff we conduct a sensitivity analysis where we vary this restriction 
between 70 and 100% of the total effort. We estimate Aejj fox each of the 298 relaxed cells 
and use this in equation (1) and equation (2) to determine area-corrected efficiencies and 
initial abundances.
Geostatistical prediction o f scallop abundance and efficiency
Individual depletion profiles provide an estimate of scallop abundance at the 
location of each grid node. As these estimates are not independent since adjacent 
depletions share catch and effort information, we use geostatistical methods to 
incorporate these into spatial estimates and maps of abundance for the entire study area.
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Geostatistics involves a two-step process where a model, the variogram, of spatial 
autocorrelation is obtained and then used to predict abundance or krige and to create 
maps (Cressie 1993, Petitgas 1993,Webster and Oliver 2001). Using the estimated scallop 
abundance, dredge efficiency and exploitation rate on each depletion grid node we obtain 
empirical variograms, fit either spherical or exponential variograms(Appendix V), and 
then obtain kriged predictions of bushels of scallops per nautical mile and dredge 
efficiency on a grid covering the fished section of Closed Area II. We chose functional 
forms of the variograms based on the weighted least square estimator of Cressie (1993). 
We restrict the predictions to a polygon encompassing 99% of the observed catches (blue 
dashed line in Figure 2a).
We also obtain an estimate of exploitation rate (U) or the percentage of the initial 
population that is harvested by predicting:
initial abundance -  final abundance,£7 =  100 (6)initial abundance
where initial abundance is obtained by equation (4) and final abundance obtained by 
exponentiating the value of each linear regression for the total effort that occurs on each 
cell and dividing by catchability. This provides an exploitation rate at each depletion cell 
node which we use to obtain geostatistical maps.
Comparison with fishery independent survey
We compare estimates of abundance obtained from the individual depletions with 
an intensive survey of Closed Area II conducted one year prior to the fishery opening. 
This survey was a collaborative effort between the scallop industry and the scientific 
community and consisted of 531 systematic grid and random samples obtained from six
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commercial scallop vessels. These samples were collected using gear similar to that used 
in the 1999 fishery but with 10 minute straight line tows. For direct comparison with the 
observer catch data in 1999, we convert the bushels of scallops in 1998 to bushels of 
scallops per nautical mile in 1999. This conversion was performed by obtaining the total 
number of scallops per tow from a regression of the number of scallops of a given shell 
height per bushel, multiplying by the number of bushels, decrementing the number of 
scallops per tow by one-half year of natural mortality (M = 0.055 per half year, based on 
an estimated instantaneous mortality rate for 1999 of 0.11 yr"1 (Marino 2005, personal 
communication)) and dividing the result by the number per bushel after one-half year of 
growth using a growth model obtained from NMFS surveys of Georges Bank in 1998 
(David Rudders 2005, personal communication). Regressions for the number of scallops 
of a given length per bushel and the Von-Bertalannfy growth equation used to estimate 
growth are given in Appendices I and III. Also for this survey we did not correct for size- 
selectivity as over 95% of scallop shell-heights were above the size of 100% selectivity 
(84 mm shell height, Serchuk and Smolowitz 1980).
To obtain geostatistical predictions of abundance we use the converted survey 
tows to obtain an empirical variogram, fit an exponential theoretical variogram and 
obtain two sets of kriged abundances predictions, one on the same prediction grid as the 
individual depletions and one at the same locations as the depletion grid nodes. The 
NMFS survey variogram was presented by Walter et al. (this volume). We use these tows 
to provide a set of fishery-independent kriged scallop abundances with which to evaluate 
the observer depletion estimates. We will refer to these data as the NMFS survey. To 
compare these abundances with those obtained from the depletions we obtain regressions
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of the two abundance estimates on at the same grid locations and compare maps of 
abundance. We also convert both depletion estimates of numbers of scallops per square 
meter into bushels of scallops per nautical mile towed using the equations found in 
Appendices I-III.
Results
The 2753 observer catches provided a total of 531 depletion grid cells with 
greater than 10 catches, 289 cells that met the relaxed criteria and 50 that met the full 
catch and effort criteria (Figure 5). Only 64 of the 531 cells (12%) with 10 or more 
observed catches failed to have negative slopes indicative of a lack of depletion.
Part I.
Comparing the twelve depletions
The VIMS survey and the observer catch data provide a fortuitous opportunity to 
examine the efficacy of using catch data collected by onboard observers for depletion 
analyses. Our purpose in directly comparing the two estimates was not to look for exact 
correspondence, but rather to explore whether there were systematic biases precluding the 
use of observer catches. While direct comparisons of the two depletions estimators 
provide different efficiency estimates even at the same location, the general magnitude of 
the estimated efficiencies is not that different (Table 2, Figure 7). The mean efficiencies 
of the two surveys, 47% and 36%, for the observer and the VIMS data, respectively, 
differ but when the estimated efficiency of 84% for cell 1, likely a severe overestimate, is 
removed, the mean for the observer cells becomes lower at 44%. The low number of
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comparisons (12), low sample size for the observer data for grid cell 7 and the lack of 
independence (adjacent depletions share the same VMS effort and some of the same 
catches) limit formal statistical analysis of the differences.
As the differences in efficiency are driven by variability in the estimated slope of 
the least-squares regression, wide variations in efficiency can be obtained from what 
appear to be slight differences in slope. Note that here we are comparing efficiency 
estimates obtained from unweighted least-square regression estimates for the two data 
sets and that the catches on each depletion cell represent the catches of several vessels so 
that variability in efficiency among vessels adds a further source of potential error to the 
catch rates. While the efficiency estimates between the two data sources differ, the small 
number of comparisons make interpreting these differences difficult and we conclude no 
substantial biases are evident in the use of the observer data.
The 50 good depletions
The higher sample sizes and greater spatial coverage provide fifty grid cells 
meeting the full catch and effort criteria (Figure 5). These individual depletions have R 
values ranging from 6 to 65% and efficiency estimates from to 16 to 99% (Figures 8, 9, 
Appendix IV). While the efficiency estimates obtained from the 12 comparison points 
using the VIMS survey data appear lower then those of the observer data on the same 12 
points, neither appear to come from a population vastly different than that of the 50 good 
depletions (Figure 9). The 50 good depletions have a median efficiency of 48% (mean 
49).
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Sensitivity analysis
For the 50 good depletions we examined the effects of varying the radius of 
individual depletion cells, tow speed and the percentage of the hour the gear is on the 
bottom. We varied cell radius size from 0.8 to 3.2 nautical miles and found that it had 
little net effect upon the median efficiencies but that reducing the radius size increased 
the variability around these estimates (Figure 10). Increasing the radius size brings in 
more catch and effort data while increasing the depletion area (A) and there is a natural 
tradeoff between the radius size and the assumption of random effort. This tradeoff 
represents the essential idea behind DeLury’s (1951) suggestion that there is some spatial 
scale at which catch and effort, while never random, is at least ‘representative”. If we 
take the performance of the depletion estimates of efficiency to be an arbitrary judge of 
the correct spatial scale then a radius size of 1.9 nautical miles appears optimal. For 
shorter radii fewer depletion cells meet the criteria for representative allocation of catch 
and effort and efficiency estimates exhibit wide variability. Beyond 1.9 nautical miles the 
median efficiency shows evidence of an increasing trend. Based upon similar sensitivity 
results, Gedamke et al. (2005) also found a radius of 1.9 nm to be optimal and we use this 
radius size for the remainder of the depletions in Part II. Coincidentally, the mean towed 
distance from the start and stop locations of a tow is also 1.9 nautical miles indicating 
that this radius setting may be optimal because it tends to completely encompass the 
locations fished by individual tows. Note that because most tows are not straight-line 
tows but either tum-around or curved tows, the start-stop distance is approximately half 
the distance obtained as the product of the tow duration times the vessel speed.
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Sensitivity analyses varying the tow speeds between 2 and 7 knots indicate a 
marked increase in efficiencies below 3.5 knots, however within the range of the most 
probable tow speeds for vessels in the fleet (4.5-5.5 knots), tow speed had little effect 
upon the efficiency estimates (Figure 11a). At low speeds many efficiencies were 
unrealistically estimated to be above the theoretical limit of one. As tow speed enters the 
estimation of efficiency through the determination of a, the area fished by one unit of 
effort, reducing tow speeds increases efficiency according to equation (1). As tow speeds 
were not available in the observer database for 1999 we assumed a tow speed of 5 knots, 
but, given the dramatic effect of low tow speeds, we recommend that this observation be 
carefully recorded in the future.
Sensitivity analysis of the amount of actual time gear was on the bottom in a 
given hour indicates that for a range between 40 and 50 minutes the effect on efficiency 
was slight but, as bottom time decreases, efficiency estimates rise (Figure 1 lb). The 
bottom time scaling affects the estimation of efficiency by proportionally reducing the 
recorded VMS effort and decreasing the slope of the regression line. We use an estimate 
of 45 minutes to the hour to scale effort based on observations made during the fishery 
presented in Gedamke et al 2004). It was possible to obtain estimates of bottom time for 
certain segments of the observer database, from which we estimated median bottom time 
per hour of 50 minutes but we use the estimate from Gedamke et al (2004) because this 
parameter was explicitly measured in this survey. Clearly this is a critical parameter for 
depletion analysis and for the use of VMS effort data for any fishery monitoring purpose. 
For this reason we also recommend that onboard observers record the actual amount of
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time spent with gear on the bottom from the initiation of a tow to the time the gear haul 
back begins.
Part II. Depletions with correction for effective area fished (Aeg)
In the previous section the majority of unacceptable cells failed the criterion of 
equitable effort in the four quadrants indicative of non-random effort. Many of the cells 
indicated strong depletions with slopes and intercepts that were similar to the accepted 
cells but because of heterogeneous spatial effort the depletion only occurred on a portion 
of the individual cell resulting in overestimates of efficiency and, in many cases, 
estimates above one. While efficiencies above one are theoretically impossible, they are 
entirely probable with underestimated fished area.
Figure 12 provides the motivation behind the need to estimate the effective area 
fished in each depletion cell. The plot shows a kriged map of cumulative VMS effort 
(Walter et al. this volume) for the entire closed area and illustrates the spatial variability 
in total fishing effort. When we explore this pattern on the scale of an individual 
depletion cell we see that, for cell 254 located in an area of relatively high and generally 
homogeneous effort, most of the area is fished. Cell 254 is one of both the 12 comparison 
cells and the 50 good depletions and has an efficiency estimate of 45%. In contrast, cell 
10 is located on the edge of an area of high effort and only about V2 of the depletion area 
was actually fished. The corresponding nai've estimate of efficiency is a highly 
improbable 93%. The cumulative distributions of effort indicate that 90% of the total 
effort was obtained in 40% and 70% of the area for cells 10 and 254, respectively (Figure 
6 b,d). We use these percentages to scale the total depletion area to obtain Aejffox each
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cell. The corresponding area-corrected efficiencies for cells 10 and 254 are 38 and 32%, 
respectively.
We apply area corrections to each of the 289 relaxed criterion cells. Depletion 
cells that occur further from the peaks of effort generally had smaller effective fished 
areas then cells closer to the peaks, e.g., cell 10 vs cell 254. Figure 13 depicts the spatial 
distribution of effective area fished that shows distinct declines at the edges of heavily 
fished areas and higher effective area fished in the areas of highest effort. Note that every 
cell received some area correction due to our decision to restrain the area to that which 
received 90% of the effort. While this decision was arbitrary we felt that it was 
appropriate given that, for most cells the majority of the depletion would have occurred 
on the areas receiving 90% of the effort. By extending the fished area to the last 10%, we 
include areas that were only lightly fished, thereby incorporating greater spatial 
heterogeneity in fishing effort.
When corrected for Ae/f the depletion estimates of dredge efficiency for the 50 
good depletions decrease from a mean of 49.8% to a mean of 33% and the standard 
deviation of these estimates is reduced from 0.16 to 0.11 (Figure 14). Furthermore, no 
efficiency estimate was higher then 70%. For the relaxed criteria depletion cells, the 
mean efficiency estimates of the 289 expanded depletions decreased from 75% to 45% 
with the area correction and only 9 of the 289 efficiency estimates (3%) were greater than 
one indicating that they are mostly predicting theoretically possible efficiencies. Also 
85% of the 289 area-corrected depletion estimates fall between 20 and 70%.
We obtained a kriged map of dredge efficiency using the spherical variogram 
found in Appendix V. The kriged map of dredge efficiency shows a tendency for higher
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efficiencies on the edges of the areas with higher effort (Figure 15). The highest and 
theoretically impossible efficiencies occur in isolated areas that received little fishing 
effort and had few observed catches. Two areas, in particular, indicate anomalous 
efficiencies above one and are likely spurious as, in both cases, a single very low catch 
caused the estimated slopes to be very steep. We discuss these problems in Reliability o f  
the estimates, below. In general, there is a trend for higher efficiency on the edges of the 
distribution of effort. However, in the areas where there are high numbers of depletion 
cells and high effort (compare Figures 12 and 15), efficiencies appear to be relatively 
consistent between 20-50%.
Comparison with NMFS survey
To provide direct comparisons with DeLury depletion estimates of abundance we 
obtained kriged predictions of scallop abundance using the NMFS survey on the location 
of each depletion grid node. Regressions of the NMFS survey abundance estimates 
against the DeLury estimates of bushels of scallops per nautical mile tow are significant 
and positive with an R2 value 55%, a slope of 1.34 (p=0.00) and an intercept of 2.2 
(p=0.00) (Figure 16). The points in red are the 50 good depletions which show no 
particular pattern of divergence from the 289 relaxed criterion points. As the DeLury 
depletion estimates are absolute estimates, and the survey estimates only relative, it 
would expected that they DeLury estimates would be higher and that, if both are 
unbiased, the ratio of the two should give the survey efficiency. To determine this ratio 
we fit a regression with zero intercept to the data (R2=, slope=0.495, p= 0.00). In this case
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
190
the ratio of the NMFS survey to the DeLury depletion abundances is 0.495 indicating a 
survey efficiency of 49.5%.
The spatial distribution of abundance closely matches that of the NMFS survey 
(Figure 17 a,b). The peaks of abundance in the north and eastern regions are well defined 
as well as the diagonal ridge of abundance running from the southwest to northeast. 
Furthermore there is evidence of the central hole of low abundance. The kriged mean 
abundance for the NMFS survey is 6.7 bushels per nautical mile towed and the kriged 
mean of the DeLury depletion abundances is 13.3 bushels per nautical mile. Dividing the
two gives the same estimate of survey efficiency of 50%. Total abundance estimated
2 2 from the kriged prediction over the prediction area (842 nm out of the total 1200 nm of
the exemption area of Closed Area II, Figure 2) and using an estimate of 7.5 pounds of
scallop meat per bushel is 17 million pounds. Kriged NMFS survey abundance in the
same area using the same conversions is between 17.2 and 21.5 million pounds with
efficiencies of 50% and 40%, respectively.
We conduct sensitivity analysis of both the estimates of efficiency and abundance
as a percent of the total effort used to determine the effective area fished (Figure 18 a,b).
Allowing a larger percentage of the area increased the efficiency estimate and allowing
the full depletion area resulted in many estimates above the theoretical limit of one. The
greatest marginal increase in median efficiency occurred between 90 and 100% (39.5% to
54%) indicating that allowing the area possessing the last 10% of effort resulted in a
disproportionate 15% increase in efficiency.
As the percentage of the total effort used to determine the effective area fished
increases, the estimated abundance per unit area decreases (Figure 18b). The DeLury
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regression parameters remain unchanged; however, the exponentiated intercept of 
equation (4) is divided by a larger area, resulting in lower abundance per unit area. While 
our choice of an area possessing 90% of the total effort is arbitrary, the NMFS survey 
predicted abundances provide some guidance as to appropriate upper and lower cutoff 
bounds. If we assume survey efficiencies between 40 and 50% (Rago et al. in press, 
Gedamke et al., 2004, Gedamke et al., 2005; Table 3) then an effort cutoff between 80 
and 90% gives similar abundances. At the full area and 100% effort cutoffs, the DeLury 
predicted abundances are substantially lower then NMFS survey estimates indicating that 
assuming that the entire area is fished tends to overestimate abundance. In contrast at 
very low percent effort cutoffs, the DeLury abundances increase to unlikely levels. It 
appears that, if survey efficiency is between 40 and 50%, effort cutoffs of 80-90% 
provide the most appropriate estimate of effective area fished, with 90% providing a 
conservative estimate of scallop abundance (in the sense of estimating lower 
abundances).
Area-corrected efficiency estimates exhibit greater instability with reduced total 
fishing effort (Figure 19a). Plots of area-corrected efficiencies versus the summed fishing 
effort in each grid cell show decreasing variability in the efficiency estimates with 
increasing effort (Figure 19a). Beyond 60,000 minutes of fishing effort few of the area- 
corrected efficiency estimates were above 80% and none above 100%. This result reflects 
the instability of depletion estimators with low levels of removal and improved 
performance with higher removal in general (Gould and Pollock 1997).
Plots of area-corrected efficiencies versus the predicted abundance from the 
NMFS survey in each grid cell show a similar pattern with decreasing variability in
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efficiency with increased abundance (Figure 19b). As abundance is highly correlated with 
effort for this fishery (note the close correspondence between VMS effort (Figure 12) and 
NMFS survey abundance (Figure 17b)), density-dependent reduction in catchability 
could produce a similar result seen in Figure 19b where there is a general trend for lower 
efficiencies with lower abundance. Without further analysis and, given the instability of 
these estimates, we cannot speculate further on evidence of density dependent 
catchability of scallops. Note that the abundances in this plot are from the NMFS survey 
and are independent estimates.
Estimates o f exploitation rate
We obtained final abundance by determining the y-value of the regression line for 
the total fishing effort that occurred on each grid cell. Exponentiating this value and 
dividing by catchability provided final abundance from which we could obtain 
exploitation rates at each grid cell through equation (6). We obtain variograms for each 
exploitation rate (Appendix V) and a kriged map (Figure 20). While this map should be 
interpreted with the caveat that we could only estimate exploitation rates on the areas 
with sufficient effort and observed catches, the mean estimated exploitation rates on the 
depletion cells was 74% and exceeded target exploitation rates of 20% by a factor of 3 
(NEFSC, Framework Adjustment 11) with some exploitation rates approaching 90%. As 
we mentioned previously, we believe that the exploitation rates in the area surrounded by 
the orange lines represent spurious estimates, driven entirely by one very low datapoint 
shared by all depletions in each of the areas. Exploitation rates in areas for which we
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could not obtain depletion estimates would likely be lower in areas receiving little fishing 
effort (i.e. the far western area).
Discussion
Meeting assumptions
Given the relatively sessile nature of scallops and the short duration of the fishery 
(6 months) the assumption of a closed system is likely not violated. While P. 
magellanicus can swim through rapid contraction of its shells, scallops above 100 mm 
have greatly reduced swimming ability (Caddy 1968) and movement is primarily an 
escape response rather than directed migration (Posgay 1981). During the course of the 
fishery, 6 million pounds of scallops were landed providing substantial depletion.
Random fishing effort within the naive depletion areas is clearly violated (Figures 
6 and 12), however, reducing the area to only the actual area fished greatly increases the 
potential that fishing is random or at least representative within the reduced area. This 
follows DeLury’s (1951) comment that through stratification (DeLury’s emphasis) it may 
be possible to create sub-populations that, though not strictly random, are reasonably 
representative to be treated as such. With the fme-scale resolution of VMS and observer 
catch data we appear to approach such a stratification.
Violations of the assumption of random fishing effort within the area-corrected 
depletion areas remain problematic. It is not straightforward to determine how non- 
random fishing effort would affect depletion estimates because it could result in observed 
hyper-depletion or hyperstability depending when the observations are made (Miller and 
Mohn 1999). Nevertheless, constraining the depletion area to only the fished area
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
194
mitigates this problem to the extent that areas with no fishing effort are not included in 
the total depletion area estimate. Given the detail of VMS records we now have the 
potential to explore the potential effects of non-random effort or resource heterogeneity 
on very fine scales. Furthermore, interference competition could reduce catch rates and 
VMS data coupled with observer catches provides the potential to test this potential 
(Gillis 1999)
The last major assumption of constant catchability is also problematic. However, 
the massive amounts of temporally and spatially explicit data from intensive commercial 
fisheries may provide the potential to examine this issue. It is likely that catchability is 
substrate, depth and, potentially, density dependent. The spatial variation in efficiency 
suggests that there may be spatial variability in catchability. In addition, Figure 19b could 
be interpreted as evidence of decreasing efficiency with increasing abundance. However 
without further exploration this is only speculative evidence. While beyond the scope of 
the present paper, rigorous testing of hypotheses regarding variation in catchability 
requires massive amounts of data as well as strong depletions. It is likely that commercial 
observer data, when combined with VMS data, may provide this potential.
For our method of correcting for the effective area fished, we make an additional 
assumption that vessels spend 45 minutes out of every hour of VMS time with gear on 
the bottom. While we make this assumption based upon observations in Gedamke et al 
(2004), and rough estimates can be obtained from observer databases, we recommend 
that it be explicitly estimated onboard observed vessels due to the sensitivity of depletion 
estimates to this value. We also assume that the area in which 90% of the effort occurs 
represents ,4 ^  and further exploration of the VMS and observer datasets may provide the
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ability to refine this percentage or allow a variable percentage depending upon the spatial 
distribution of effort.
Reliability o f the estimates
In this study the large number of observed catches (2753) as well as the 
requirement that observed tows meet certain quality requirements provide protection 
from the influence of erroneous observations. Unfortunately parceling the data into a 
series of 289 depletions means that outlier or erroneous data points have a greater 
potential to affect single depletions. As depletions with overlapping depletion radii can 
share catches, a single outlier catch could affect several depletions. Such a case exists, in 
fact, for all nine of the depletions with efficiencies between 91 and 124% in the center of 
Figure 15. While we have no objective reason to remove the offending data point (other 
than that its removal reduces each of the efficiency estimates to legitimate values) it 
illustrates a potential limitation of the method, particularly when sample sizes are low. A 
similar situation exists for the other circled depletions in Figure 15. Given the potential 
effects of outliers on the unweighted linear regressions, it is reassuring and actually 
surprising that only 8 of the 289 depletions (2.5%) had estimated efficiencies higher than 
one. Further refinements of the model could include a likelihood-based approach for 
estimating an overall efficiency or for estimating initial abundance (Gould and Pollock 
1997). Maximum likelihood estimation might provide less variable results given the 
potential error and variability in catch and effort measurements (Gould et al. 1997) and 
the ability to borrow inferential power from all cells (Gould and Pollock 1997). If one 
desired an overall mean efficiency we would recommend such an approach.
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There is the suggestion of a trend of decreasing efficiency with increased total 
fishing effort and increased abundance (Figure 19). As effort is strongly correlated with 
both abundance (Figure 12 and Figure 17b) and with performance of the depletion 
estimators (Gould and Pollock 1997) it may be difficult to separate the two factors. We 
would, however place the greatest confidence in the efficiency estimates obtained in the 
areas of highest fishing effort and above 100,000 minutes of effort almost all efficiency 
estimates were less than 33%. In addition the efficiency estimates from the 50 good tows 
averaged 33%. It appears that there is a trend of increasing efficiency estimates at the 
margins of high fishing effort where limited sample sizes or, as above, the proportionate 
influence of a single low catch, produces a steeper slope and thus higher efficiency. This 
tendency suggests that efficiency estimates obtained in the center of patches of 
abundance and effort are likely the most robust estimates.
Comparisons with other estimates o f efficiency and abundance
Pooled ranges of published efficiency estimates for several scallop species range 
from 8.3% to 56% (Table 3). Early estimates of dredge efficiency were very low as both 
Caddy (1968, 1971) and Bourne (1966) estimated efficiencies between 8.3 and 16% 
(Table 3). In more recent studies estimated efficiencies were higher, between 41-54% for 
Rago et al. (in press) and between 35.5 and 52% for two studies by Gedamke et al. (2004, 
2005). The most comparable estimates to this study come from Rago et al., (in press) 
and Gedamke et al, (2004, 2005) for which our area-corrected estimates are similar. 
Clearly without the fished-area correction the 289 depletions are non-informative as 
many estimated efficiencies were above one.
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Prior to the opening of Georges Bank Closed Area II, conflicting dredge 
efficiency estimates were a controversial issue for determining stock abundance and the 
total allowable catch (TAC) (NEFMC, 1999). Three different dredge efficiency 
estimates produced biomass estimates that ranged from 25 to 63 million pounds of 
scallops depending upon whether efficiencies were assumed to be between 40 and 16%. 
To meet a target exploitation rate of 20%, a TAC of 9.68 million pounds based on a 25% 
efficiency rate was allowed. If, as the results of this study as well as Gedamke et al.
(2004) and Rago et al. (in press) suggest, efficiency is higher than 25% and closer to 
40%, then much higher exploitation rates were observed in the fishery.
While our purposes in this paper are exploratory and to demonstrate the utility of 
area-corrected depletion estimators derived from commercial catch data, the estimates of 
abundance are close enough to warrant comparison to other estimates. We would not, 
however, suggest that abundance estimates derived from spatially-explicit depletions of 
commercial catch data be used to set quotas, as the vagaries of the spatial and temporal 
distribution of observed catches may not provide catch information in all fished areas. In 
this case, the broad spatial coverage provides kriged abundances similar to that of the 
preseason NMFS survey. However reduced observer coverage would limit the ability to 
produce kriged maps of overall abundance and greatly reduce the number of adequate 
depletions. The estimated kriged abundances closely match the NMFS survey estimates if 
an efficiency of 50% is assumed. If the efficiency estimate (25%) used to determine the 
preseason quota is assumed, then the depletion estimates underestimate abundance by 
half. The regression of depletion abundance to NMFS survey kriged abundance suggests 
that efficiency is closer to 50% than 25% (Figure 16). Unfortunately the efficiency
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estimates obtained in this study do little to settle this controversy as area-corrected 
depletion efficiency estimates vary between 20 and 50% with low efficiencies in the 
areas of highest abundance.
Our results suggest that local exploitation rates were over three times higher than 
the target rate of 20%. As the TAC was determined based on the stock abundance for the 
entire exemption area, and included areas with less than fishable biomass (Figure 17b) 
exploitation and resulting fishing mortality was targeted on the highest abundance areas 
resulting in the nearly complete removal of these patches. Particularly for sessile species 
that release gametes into the water column for fertilization, extremely high local 
exploitation rates create the potential for recruitment overfishing (Smith and Rago 2004). 
As fertilization rates are dependent on local concentrations, nonlinear reductions in larval 
production could occur with high exploitation rates (Claereboudt 1999). Allee effects or 
depensatory density-dependence could reduce individual reproductive output with 
reduced densities (Allee 1931). Threshold scallop densities for recruitment success 
falling below threshold densities for economic profitability are particularly vulnerable to 
recruitment overfishing (Orensanz et al. 2004).
While no estimates of threshold recruitment densities for scallops exist, a cursory 
examination of the distribution of total fishing effort (Figure 12) and the survey scallop 
abundance (Figure 17b), provides some indication of threshold densities for fishing 
effort. It suggests that areas with less than 2 bushels per nautical mile towed (uncorrected 
for survey efficiency) received little fishing effort. Because much higher abundance areas 
existed, we cannot speculate as to whether these were below the threshold of economic 
profitability. However, to prevent recruitment overfishing, it will be important to be able
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to compare fished versus unfished densities against threshold densities for recruitment 
success, if such estimates exist. In theory, a real-time monitoring of the fishery could 
incorporate depletion estimators to potentially manage the distribution of effort to 
preserve these threshold densities (Smith and Rago 2004).
Conclusions
Few depletion studies have critically evaluated whether the assumed area of the 
depletion corresponds with the effective depletion area. It is, however, a critical issue for 
any depletion study whether such study is based upon the assumption of random catch 
and effort within that area (DeLury 1951) or a depletion study is designed to target the 
exact same area (Rago et al. in press). Only with the recent advent of precise vessel 
positioning systems does the potential exist to determine effective area fished for research 
surveys (Joll and Penn 1990) and, with the placement of VMS tracking systems, for 
commercial depletion studies. Without correcting for the actual area fished, the vast 
majority of catches observed in this study were un-interpretable from a depletion context 
as they produced spuriously high efficiency estimates. Correcting for area-fished 
provided 289 individual depletions and estimates of dredge efficiency and scallop 
abundance that were close to those obtained in other studies. The use of spatially and 
temporally explicit effort VMS data provides the critical link in determining the effective 
area fished within a chosen depletion cell and observer catches provide the necessary 
catch information for the creation of spatially explicit depletions. Particularly for 
relatively sessile species and for relatively short duration fisheries that meet the numerous
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other assumptions of depletion analysis, the combination of VMS data, observer catches 
and area-corrected depletions provides a valuable tool for fisheries assessments.
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Table 1. List of model settings for the depletions using the lull catch and effort criteria 
(Part I) and then the relaxed criteria with variable effective area fished (Part II). Values in 
parentheses were used for sensitivity analysis. Slopes were considered significant if 
p<0.05.
Variable Full catch and effort Relaxed catch and effort
criteria criteria
Part I Part II
Grid size 1 nm x 1 nm 1 nm x 1 nm
Tow speed 5 knots (2-7 knots) 5 knots
Bottom time 45 minutes (20-60) 45 minutes
Depletion radius setting 1.9 nm (0.8-3.2) 1.9 nm
Minimum number of catches 30 10
Total effort in each cell 30,000 minutes 15,000 minutes
%of total effort spanned by 50% Not applied
the samples
Depletion Significant negative slope Significant negative slope
Percent of effort in each 15-35% Not applied
quadrant in each half of
fishery
Depletion area (A) or effective 38,881,3700 m2 Variable see text for
depletion area {Aeff) description
% of total effort used to Not applied 90% (10-100%)
determine Aeff
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Table 2. Comparison of the least square parameter estimates for DeLury depletion 
models obtained on the same grid points using the Gedamke et al. (2005) survey data and 
the observer catch data.
Cell Degrees
o f
freedom
R2 Intercept Slope
(-q*105)
Efficiency
(%)
Bushels 
per nm
VIMS Survey 1 36 0.37 3.39 -0.99 27.2 16.0
2 62 0.43 3.4 -1.18 32.5 13.8
3 78 0.39 3.34 -0.96 26.5 16.0
4 78 0.31 3.33 -0.90 24.9 16.8
5 84 0.35 3.3 -1.09 30.2 13.6
6 81 0.25 3.33 -0.85 23.5 17.6
7 69 0.39 3.59 -1.62 44.6 12.6
8 42 0.77 4.98 -1.53 42.2 48.8
9 72 0.83 5.02 -1.67 46.1 45.7
10 51 0.73 4.87 -1.48 40.7 45.4
11 88 0.78 4.91 -1.57 43.3 43.8
12 86 0.74 4.78 -1.83 50.5 32.7
Observer 1 83 0.46 3.8 -3.08 84.9 7.3
2 175 0.35 3.89 -2.12 58.4 12.5
3 213 0.29 3.84 -1.85 50.9 13.8
4 209 0.19 3.81 -1.76 48.6 13.8
5 117 0.31 3.93 -2.23 61.5 12.7
6 122 0.16 3.78 -1.55 42.7 15.4
7 26 0.4 3.32 -1.90 52.5 8.2
8 98 0.43 4.37 -1.07 29.5 37.8
9 89 0.52 4.38 -1.14 31.3 35.3
10 84 0.39 4.55 -1.27 35 38.6
11 81 0.55 4.56 -1.24 34.3 39.1
12 70 0.53 4.36 -1.31 36.2 30.1
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Table 3. Published and current study estimates of gear efficiency.
Study Gear Species Method of 
estimating 
efficiency
Efficiency
Bourne, 1966 New Bedford 
dredge
Placopecten
magellanicus
15%
Caddy, 1968, dredge P. Camera, diver 8.3%, 1968
1971 magellanicus transects 16.9% 1971
Joll and Otter trawl Amusium Leslie- 60%
Penn, 1989 balloti DeLury
depletion
McLoughlin Australian Pecten depletion 11.6%
et al. 1991 “mud” dredge fumatus
Rago et al., New Bedford P. “patch” model 25-57%, mean 41%
in press dredge magellanicus
Hall-Spencer Rapido trawl Placopecten Cameras on 44%, smooth sand
et al, 1999 jacobeus trawl
Currie and Peninsula Placopecten Leslie-Davis 38-44%, firm sandy
Parry, 1999 dredge jacobeus depletion bottom
51-56% soft muddy 
bottom
Gedamke et New Bedford P. Index- 41-54%
al., 2004 dredge magellanicus removal
Gedamke et New Bedford P. DeLury 35.5%-52.5%, mean
al., 2005 dredge magellanicus depletion 42.7%
Current study New Bedford DeLury 50 good depletions
dredge depletion mean 33%
289, relaxed criteria 
depletions mean 45%
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Figure 1. Scallop area closures on the East Coast of North America. The hatched area is 
the study site on Closed Area II opened for fishing in 1999. The contour line is the 50 
fathom curve.
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Figure 2. (a) Distribution of 2752 observed catches. Dashed line is the area constrained 
for later predictions (b) Distribution of 90,944 VMS records on Georges Bank closed area 
II from July 16 to November 12 1999.
longitude
longitude
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Figure 3. Diagram of process for performing a depletion analyses.
Assign observer catches and VMS effort data 
occurring within the cell radius to each cell
Part I, full criteria depletions (501 Part II. relaxed criteria depletions (289)
Strict catch and effort criteria
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Figure 4. Distribution of individual depletion grid points with an expanded view of single 
depletion. The expanded view shows a single depletion cell, divided into four quadrants. 
Points in red are the midpoints of observed catches. Points in blue are positions of VMS 
records. The radius of the cell is the depletion radius. For reference this is cell 254.
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Figure 5. Grid nodes of all depletion cells with ten or more observed samples. Points in 
blue meet the relaxed sampling and effort criteria for part II of this study. Points in red 
meet the full sampling and effort criteria and are the 50 “good” depletions used in part I. 
Circled points are grid nodes that are compared against the Gedamke et al. (2005) points 
and are numbered similarly.
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Figure 6. Accumulated fishing effort for cells 10 (a,b) and 254 (c-d). In (a,c) each square 
bin has an area equal to the average are towed by one unit of effort in the cell. Points are 
individual VMS records. In (b,d) the cumulative percent of effort is plotted against the 
total area (percent of bins divided by the total bins). The intersection of the red lines 
depicts the percentage area occupied by 90% of the total effort. The blue line indicates 
the percentage area occupied by 100% of the effort.
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Figure 7. Individual depletions on the 12 grid points closest to those used in the Gedamke 
et al. (2005) study. VIMS survey catches used in Gedamke et al. are plotted as blue 
triangles and linear regressions also shown in blue. Observed catches from this study are 
shown as red circles with the regression lines also in red.
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Figure 8. Linear least-squares parameter estimates for DeLury depletion models for the 
50 good depletions.
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Figure 9. DeLury depletion efficiency estimates from (a) the VIMS survey data used in 
Gedamke et al. 2005 (b) the observed catches in the same locations, (c) observed catches 
in the 50 good depletion cells. Lines are plotted medians.
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Figure 10. Sensitivity of median gear efficiency estimates to the depletion radius setting 
in nautical miles for the 50 good depletions. The white lines are the median efficiencies, 
the ends of each box are the 1st and 3 rd quantiles and the whiskers are 1.5*(inter-quartile 
range). The width of boxes is proportional to the number of depletions that meet the 
original criteria described in Table 1.
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Figure 11. (a) Sensitivity of gear efficiency estimates to the gear bottom time for the 50 
good depletions, (b) Sensitivity of gear efficiency estimates to the tow speed in knots. 
Most probable values based on observations made during the fishery are shaded.
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Figure 12. Plot of cumulative VMS effort (in hours) over the entire survey area with the 
set of 50 good depletion cells (red) and the set of 289 relaxed criteria cells (blue). The 
two plots to the right are the expanded VMS effort for depletion cells 254 and 10. Units 
are also in hours of effort.
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Figure 13. Effective area fished (Ae/j) as a percentage of the total depletion area. Points 
correspond to the grid nodes of the 289 relaxed criteria cells. The inset is a histogram of 
the effective area fished.
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Figure 14. Uncorrected (a) and area-corrected (c) efficiencies for the 50 good depletions. 
Uncorrected (b) and area-corrected (d) efficiencies for the 289 relaxed criteria cells.
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Figure 15. Kriged dredge efficiency for the 289 depletion estimates. Numbers are the 
actual DeLury estimates. Contours in orange identify unrealistic efficiencies above 80%.
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Figure 16. Linear regression of DeLury scallop abundance in bushels per nautical mile 
plotted against the NMFS survey kriged predictions at the same locations. The red points 
are predictions from the 50 good depletions.
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Figure 17. (a) Kriged scallop abundance in bushels per one nautical mile tow from the 
298 depletion estimates. Numbers are the actual DeLury estimates, (b) Kriged scallop 
abundance from the preseason NMFS survey. Numbers are actual bushels of scallops per 
nautical mile.
a.
S i l i i ?A  7 9 6 6
"B “ST 10 7 ? 1 1 7  X
I f  M  «t t l  1 ? \  m M S
/  H 14 13 12 10 9
/  J 7 1 4  11 Kt 8 4 4 7 9 7 ^
6 9 ;10 Ifrffi 13 11 'fj/10  4 4 6 8 8
V S& m% VA*________ :
eas tin g  (km)
640 660 680 700
eas tin g  (km)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
226
Figure 18. Sensitivity of efficiencies (a) and bushels per nautical mile tow (b) to variation 
in the percent of total effort used to determine the effective area fished. In (a) the lines 
represent efficiencies. In (b) the lines are the median kriged values of the NMFS survey 
for at 40% and 50% efficiency. The anatomy of the plots is the same as for Figure 10 
except that the notched areas are 95% confidence intervals based on quantiles.
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Figure 19. (a) Area-corrected DeLury efficiencies plotted against total fishing effort in 
each grid cell, (b) The same plotted against the NMFS survey kriged predictions at the 
same locations. Lines are efficiencies of 0.8 and 0.33. Points in red are the 50 good 
depletions from Part I.
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Figure 20. Kriged exploitation rate (U) obtained from the depletion estimates of initial 
and final abundance. The orange contours represent regions with unrealistic efficiency 
estimates.
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Appendix I. Regression of number per bushel versus shell height from David Rudders,
(personnel communication)
Number o f scallops per bushel = 108 * shell height~2m4 
r2 = 0.77, df = 1034
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Appendix II. A. histogram of kept and discarded scallops from measured by observers on 
Closed Area II in 1999. B. Exponential variogram of mean shell heights. C. kriged 
prediction of mean scallop shell heights, points are observed tows in which 
measurements were taken.
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Appendix III. Von-Bertalannfy growth equation used to estimate growth. Data comes 
from NMFS surveys of Georges Bank in 1998 (David Rudders 2005, personal 
communication).
Length = Lmf * (1 -  exp(-£ * (aget -  ta))
Linf -  162 mm, k -  0.3374, t„=1.00
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Appendix IV. Linear least-squares parameter estimates for DeLury depletion models for 
each cell of the 50 “good” depletions meeting all criteria.
Cell Degrees
of
freedom
R2 Intercept Slope
(-q*105)
Efficiency
(%)
Initial abun 
bushels pe
36 129 0.10 3.31 -1.44 0.397 9.7
37 132 0.16 3.38 -1.75 0.481 8.6
38 112 0.19 3.46 -2.41 0.665 6.8
54 170 0.37 3.64 -2.16 0.594 6.1
76 82 0.14 3.3 -1.12 0.307 12.0
77 104 0.38 3.42 -1.21 0.332 12.1
78 112 0.44 3.42 -1.43 0.394 10.1
81 46 0.11 3.24 -1.66 0.456 7.8
85 56 0.39 3.52 -1.28 0.353 10.4
86 94 0.41 3.64 -1.27 0.349 10.8
87 117 0.43 3.72 -1.76 0.485 8.2
109 41 0.41 3.34 -1.84 0.506 8.2
110 70 0.52 3.62 -1.83 0.504 10.0
111 90 0.43 3.56 -1.47 ' 0.405 11.6
121 107 0.19 3.56 -1.48 0.407 9.1
122 88 0.37 3.61 -1.97 0.543 7.0
144 43 0.45 3.55 -2.24 0.616 8.5
145 47 0.65 3.77 -2.12 0.583 10.6
146 67 0.61 3.91 -2.14 0.589 11.5
157 70 0.11 3.27 -1.51 0.416 7.5
158 49 0.17 3.5 -2.35 0.647 5.9
179 37 0.52 3.51 -2.10 0.578 8.8
180 30 0.67 3.87 -2.30 0.633 11.0
216 81 0.54 3.84 -1.71 0.47 14.6
217 97 0.23 3.75 -1.53 0.422 14.7
36 95 0.46 3.63 -3.59 0.989 4.6
37 68 0.06 3.11 -1.55 0.428 6.6
38 46 0.16 3.33 -2.73 0.752 4.7
54 81 0.46 3.75 -1.59 0.438 14.4
76 109 0.20 3.75 -1.31 0.362 17.1
77 118 0.22 3.78 -1.63 0.448 13.9
78 85 0.40 3.8 -2.56 0.706 8.8
81 51 0.20 3.03 -1.69 0.465 5.7
85 39 0.26 3.22 -3.08 0.85 3.8
86 110 0.33 3.82 -2.40 0.66 9.9
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Appendix IV. Continued.
Cell Degrees
of
freedom
R2 Intercept Slope
(-q*105)
Efficiency
(%)
Initial abun 
(bushels pe
226 95 0.46 3.63 -3.59 0.989 4.6
227 68 0.06 3.11 -1.55 0.428 6.6
228 46 0.16 3.33 -2.73 0.752 4.7
252 81 0.46 3.75 -1.59 0.438 14.4
253 109 0.20 3.75 -1.31 0.362 17.1
254 118 0.22 3.78 -1.63 0.448 13.9
255 85 0.40 3.8 -2.56 0.706 OO
00*
263 51 0.20 3.03 -1.69 0.465 5.7
264 39 0.26 3.22 -3.08 0.85 3.8
290 110 0.33 3.82 -2.40 0.66 9.9
291 83 0.46 3.8 -3.08 0.849 7.3
292 175 0.35 3.89 -2.12 0.584 12.5
293 213 0.29 3.84 -1.85 0.509 13.8
294 209 0.19 3.81 -1.76 0.486 13.8
295 134 0.26 3.96 -2.32 0.639 10.0
296 126 0.34 3.94 -1.98 0.547 10.6
330 117 0.31 3.93 -2.23 0.615 12.7
331 122 0.16 3.78 -1.55 0.427 15.4
702 130 0.06 4.04 -0.61 0.168 30.7
743 118 0.09 4.09 -0.68 0.186 30.4
931 98 0.43 4.37 -1.07 0.295 37.8
932 89 0.52 4.38 -1.14 0.313 35.3
968 84 0.39 4.55 -1.27 0.35 38.6
969 81 0.55 4.56 -1.24 0.343 39.1
970 70 0.53 4.36 -1.31 0.362 30.1
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Appendix V. Variograms obtained from DeLury estimates of (a) scallop abundance in 
bushels per nautical mile towed, (b) efficiency and (c) exploitation rate. Fitted lines are 
theoretical varioagrams chosen on the basis of the best objective fit as measured by 
Cressie’s (1993) weighted least squares function.
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Chapter 6. Summary
This dissertation presents a suite of methods designed to 1) improve the spatial 
prediction of fish and invertebrate abundance and 2) to incorporate fishery-dependent 
data into model-based estimates of abundance. As fisheries management increasingly 
incorporates space in the form of protected areas, rotational harvest restrictions and 
spatial management units it is critical that we develop methods of spatial prediction and 
that we explore the incorporation of data collected without a strict sampling design such 
as commercial fisheries information. This dissertation provides several contributions 
towards this goal.
The method of combining multiple years or regions of data provides a means of 
obtaining a variogram in situations where low samples sizes make the variogram elusive 
or difficult to obtain. This is particularly applicable for situations where annual surveys or 
samples from separate regions exist and it can be assumed that these years or regions 
share a similar pattern of spatial autocorrelation. There is the potential that different 
regions or years may possess different patterns of spatial autocorrelation and thus 
combining multiple years may result in a contaminated variogram. In situations where a 
single sample does not appear to provide a variogram, a researcher must weigh the costs 
of combining potentially different variograms against the need for spatial prediction. It is 
in the case where a sample fails to evidence a variogram entirely that this method is of 
greatest benefit, particularly for processes where spatial autocorrelation should exist.
In the next chapter, simulation results indicate that model-based prediction 
methods, and geostatistical methods in particular, provide a means of incorporating data 
collected with a bias, provided that individual samples reflect local abundance over the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
236
area sampled. Commercial catch data has proven notoriously difficult to incorporate as an 
index of fish abundance, primarily due to the lack of proportionality between catch and 
abundance (Paloheimo and Dickie 1964), but also due to the absence of spatially and 
temporally explicit catch and effort data that is now available. At least for local 
prediction, or prediction in locations where samples exist, predicted geostatistical 
abundances are relatively unbiased. In addition, these results indicate the potential that a 
limited number of fishery-independent samples could be taken to augment the fishery- 
dependent samples to obtain overall predictions.
These results motivate the application to a real dataset of observed scallop 
catches. To obtain meaningful catches it is necessary to determine the amount of prior 
fishing effort that had occurred using Vessel Monitoring Systems (VMS). The use of 
VMS effort data represents a substantial improvement in the potential use of observer 
catches for meaningful assessments. Without these data, it would have been impossible to 
partition observed catches according to prior removal. In this case we found that the 
observer catch data did not yield an entirely satisfactory variogram and that geostatistical 
abundance estimates differed from that of a fishery-independent survey, primarily due to 
limited spatial and temporal coverage of samples.
While the lack of “first” catches in certain locations limited our ability to obtain 
initial abundance estimates, the fact that all catches could be partitioned according to 
prior accumulated fishing effort provides the potential for spatially-explicit depletion 
estimates. Depletion estimators provide estimates of initial and final abundance as well as 
of scallop capture efficiency, however it is only through an explicit accounting of the 
actual fished area that these estimates match those of other surveys (Gedamke et al. 2005,
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Rago et al. in prep). We believe that depletion estimators and other forms of indirect 
estimation (index-removal or change-in-ratio) have widespread applicability to 
commercial catch data, particularly for estimating the effects upon bycatch species.
Data limitations remain a problematic issue with the use and interpretation of 
observer catch data. Our critical analysis of the observer catch data in the scallop fishery 
indicates that the data quality, provided certain control checks are maintained, is adequate 
but that limited temporal and spatial allocation of observer coverage pose a greater 
problem for the interpretation and utilization of observer catch data. While insufficient 
spatial and temporal coverage of observed samples limits the spatial extent of scallop 
abundance prediction in this dissertation, the problem of adequate spatial and temporal 
allocation of observer coverage is an issue that affects any application of observer catch 
data.
In particular, treating observed bycatch rates as random-sample means when, in 
fact, they are not, may be particularly problematic as the biases affecting these catch rates 
are unknown. While geostatistical treatment of bycatch data will not solve the issue of 
insufficient spatial and temporal allocation of observed samples, it does force an explicit 
exploration of the spatial extent of coverage, an essential task in determining the 
adequacy of observer coverage. Evaluating the spatial and temporal adequacy of observer 
coverage, and development of model-based predictive methods to obtain bycatch 
estimates is an area in need of further research.
Further developments in the utilization of observer catch data will have to address 
the issues of mobility. While the scope of this dissertation is restricted to species of 
limited mobility, geostatistical methods and model-based spatial prediction and mapping
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methods need not be limited to sessile species. The major challenge for spatial modeling 
will be incorporating a dynamic temporal component that can account for movement. 
Obtaining a map and initial abundance estimate for scallops using “first” catches provides 
a snapshot of initial abundance, even though the first catches occur over the course of the 
fishery. For species of greater mobility the concept of first catches and sequential 
depletion, as used in the depletion estimation, may not be useful. It may not be possible 
to obtain such a snapshot of abundance or strict depletion estimates of abundance from 
observer catches for more mobile species. Nevertheless, spatial management measures 
will continue to be enacted for the protection of mobile species. While the methods of 
spatial prediction and use of observer catch data may not have direct interpretability in 
terms of an abundance estimate for more mobile species they will be useful in 
determining removal and mortality rates as well as for providing estimates of residence 
time, exchange rates, relative abundance and for mapping resource distribution.
The application of geostatistical methods requires the assumption of spatial and 
temporal stationarity, a rather strict assumption for many spatial process and particularly 
for processes occurring over larger spatial domains in the dynamic marine environment. 
Recent developments in spatial modeling now allow for non-stationary covariances 
(Fuentes 2000, 2001, Sampson et al. 2001). Furthermore, recent developments in spatial- 
temporal modeling provide the potential to model covariances that are either separable 
(Cressie and Huang 1999) or non-separable (Wikle and Cressie 1999) from the spatial 
covariance. As the relatively new field of environmental statistics grows, new 
developments in spatio-temporal modeling (Wikle and Cressie 1999, Sampson, et al.
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2001, Guttorp 2002) will greatly improve the ability to deal with the temporally dynamic 
nature of marine resources.
In conclusion, the methods and applications in this dissertation represent steps in 
the direction of improving spatial predictions and in using commercial observer data to 
provide the necessary information on stock abundance, capture efficiency and 
exploitation rates necessary for stock assessments. The most important contribution of 
this dissertation is that is shows the vast potential that now exists for using commercial 
catch data for obtaining meaningful stock assessment information. While specific results 
may suffer from data limitations and may be equivocal, the general result is that observer 
catches, when coupled with Vessel Monitoring System effort data and incorporated either 
in model-based or indirect estimation, can provide useful and potentially critical data for 
fisheries management.
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