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ABSTRACT 
Given a homogeneous space X = G/H with an invariant measure it is shown, using Grothendieck's 
inequality, that a G-invariant Hilbert subspace of the space of distributions of order zero on X is actually 
contained in Lloc(X). Moreover, if 0 is an automorphism on G appropriately related to H, it is shown 
that, under condition that H-orbits are smooth, an H-bi-invariant distribution of positive type on G 
satisfies the identity ir ° = T if the corresponding Hilbert space is contained in L2oc(X). This shows that, 
2 under the smooth orbit condition, G-invariant Hilbert subspaces of Llo c (X) have a unique decomposition 
into irreducible Hilbert spaces as in the case of generalized Gelfand pairs. 
1. INTRODUCTION 
Let X be a manifold, on which acts smoothly and transitively a Lie group G : G x 
X --~ X, (g, x) ~ gx. Let p 6 X be point and let H = {g 6 G: gp = p}. We assume 
there exists an invariant measure dx on X. 
The group G naturally acts on the space of  distributions Dr(X) by the quasi- 
regular representation 
(1) (rgT, q)) = (T, rg-lq)), rg~O(X) = ~p(g-lx). 
E-mail: e.thomas@math.rug.nl (E.G.E Thomas). 
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A question of harmonic analysis is the existence and uniqueness of a decompo- 
sition of L 2 (X, dx) into minimal G-invariant Hilbert subspaces of D'(X) 
@ 
(2) L2(X) = fT-/zm(dX), ~x ~-+ DI(X). 
A 
The advantage ofthe space of distributions as larger 'over space' is twofold: It is a 
conuclear space, which implies that such a decomposition into minimal G-invariant 
Hilbert subspaces exists. Also, the differential operators act continuously on this 
space. 
If (G, X) is multiplicity free, (i.e., two minimal invariant Hilbert subspaces 
either coincide as linear space or yield inequivalent representations), then the 
decomposition is unique and the spaces 7-/z are composed of eigenvectors for all 
invariant operators (the 'raison d'etre' of elementary Fourier analysis). 
Assuming there is an automorphism 0 :G --+ G, appropriately related to H, it 
follows that (G, X) is multiplicity free if for all H-bi-invariant distributions on G, 
of positive type, we have ]-0 = T. But for distributions, acting on test functions, this 
does not follow immediately as it does for continuous functions, acting on points. 
It is sometimes possible to make use of a smaller 'super-space' instead of D I(X). 
It can happen that the decomposition takes place in the space of locally integrable 
functions 
@ 
(3) L2(X) = f 7-[zm(d)O, 7-/~ ~ L~oc(X ). 
A 
Apart from the case of compact or abelian G the best known case is that of the 
Plancherel formula for semi-simple groups (with finite centre), the decomposition 
of L2(G) into minimal bi-invariant spaces 1
G 
L2(G) = f ~=d~,  ~ ~ L~oc(G ).
In terms of reproducing distributions of positive type 
f dzr. 
Here the characters X~ have been shown by Harish-Chandra to be locally integrable 
functions [8,2]. Afortiori the space ~rc with reproducing operator the convolution 
~0 ~ ~0 • X= = X~r * ~0 is contained in L~oc(G), and as we shall see, even in L~oc(G ).
1 Here X is replaced by G but G is replaced bi G × G acting by translation on G from the left and from 
the right. 
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Gerrit van Dijk also raises the question of the regularity of the minimal invariant 
Hilbert spaces and seems to have several examples where the minimal spaces are 
contained in L~o c [6]. 
In this paper we emphasize the role of the space L~oc(X) in the form of two 
theorems: 
1. A G-invariant Hilbert space contained in the space of distributions of order zero 
(measures) is actually contained in LZoc(X). In particular, a G-invariant Hilbert 
subspace of Lloc(X) is contained in LZoc(X). This latter space is somewhat 
closer to L2(X), has classical connections in the work of N. Wiener and 
H. Bohr, and from the point of view of Functional Analysis is more congenial 
than L~oc(X), being reflexive. 
2. Given an automorphism 0 of G appropriately related to H, and assuming the 
H-orbits of X \ {p} to be smooth, an H-bi-invariant distribution T of positive 
type has the property ~0 = T if the corresponding Hilbert subspace /E is 
contained in L~o c(X). 
This implies in particular that, under the smooth-orbit condition, L2(X) has a 
unique decomposition (3) into irreducible Hilbert subspaces of 7Y(X) although 
(G, X) may not be multiplicity free. 
The uniqueness of the decomposition implies that all closed G-invariant opera- 
tors in LZ(x) are diagonalized by the decomposition (3). The proof is identical to 
that of Theorem C in [16]. 
2. EMBEDDED HILBERT SPACES, REPRODUCING KERNELS AND OPERATORS 
Hilbert subspaces. Let E be a locally convex space over R or C, for 
simplicity C. We shall assume E to be Hausdorff and complete. 2 
A Hilbert space, embedded in E, is a linear subspace 7-[ C E equipped with an 
inner product making it into a Hilbert space, and such that the inclusion map 
(4) ~ ~ E 
J 
is continuous, or equivalently: such that the unit ball ofT-( is bounded in E. 
Following L. Schwartz [12], we shall simply call such an embedded Hilbert space 
a Hilbert subspace of E. 
We denote by E* the space conjugate to the dual space E I of E. In this way 
all anti-linear maps on E I become linear on E*, and conversely. The elements of 
E* will generally be denoted by Greek letters. The canonical sesquilinear form on 
E × E* will be denoted by 
(5) (x, ~). 
2 Or quasi-complete, i.e., all closed bounded subsets of E are assumed to be complete. 
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Often the space E has a natural conjugation x w-~ £, and then, by transposition, E'
has one too. Then the sesquilinear form is obtained from the usual duality bracket 
by inserting the conjugation 3 
(6) (x,~). 
Reproducing operators and kernels. By the Riesz representation theorem 
there exists, given 0 6 E*, a unique element HO in ~ such that: 
(7) (xIHr/) = (x, r/), x E ~.  
The map H : 77 w-~ H~ is linear from E* to ~.  
Eq. (7) implies that the image H(E*) is dense in 7-/, no vector ~ 0 being 
orthogonal to it. Replacing x by H~ in (7) one obtains: 
(8) (H~, q) = (H~IHr/), ~, r/E E*. 
In particular, for ~ = ~: 
(9) (n0,0)----IIn~ll 2, 0EE*.  
Eqs. (8) and (9) show respectively that H is Hermitian, i.e., 
(10) (H~,0)=(Ho,~) ,  O,~EE*, 
and that H is positive: 
(11) (Ho, q) >~O, r/cE*. 
Definition 1. The operator H : E* --+ E is called the reproducing operator of the 
space 7-/. 
Sometimes it is convenient to consider, instead of the reproducing operator H, 
the sesquilinear form (~, O) -+ (H~, 0). This we will generally denote with the same 
symbol: 
(12) H(~, 0) = (H~, q). 
It is a non-negative (Hermitian) form, which is separately continuous with respect 
to the weak ,-topology. Conversely, any non-negative s squilinear form on E* x E* 
which is separately weak* continuous, gives rise to a positive operator H : E* --+ E, 
via formula (12). If H is the reproducing operator of 7-/, the sesquilinear form H is 
called the reproducing kernel of ~.  
Let Hilb(E) be the set ofHilbert subspaces of E, and let/2+(E *, E) be the set of 
linear operators H : E* --+ E satisfying (10) and (11), briefly: positive operators. 
3 Exception is the space O(X) ofholomorphic functions on a complex manifold. 
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Theorem 2 (L. Schwartz). For each H ~ £+ ( E*, E) there exists a unique Hilbert 
subspace 7-I ~-+ E whose reproducing operator is H. Briefly: the map 7-[ --+ H, 
which associates with ~ its reproducing operator, is a bijection from Hilb(E) onto 
£+(E*, E). 
Remark. I f  E happens to be itself a Hilbert space one often identifies E* with 
E through Riesz' representation theorem. The set of positive operators then is 
identified with the set of positive operators E -+ E in the sense of Hilbert space 
operator theory. A Hilbert subspace 7 - /~ E, is a closed subspace with the norm 
inherited from E if and only if its reproducing operator H is an orthogonal projector. 
For more details see [12,16]. 
Integrals of Hilbert subspaees. For the notion of integral of Hilbert sub- 
spaces 
(13) H = f 7-[z/z(dX) 
t /  
A 
which essentially reduces to integrals of kernels 
(14) O> = ,>. (dZ)  
A 
and the notion of direct integral ofHilbert subspaces we refer to [16]. 
The elassieal ease. This is the case where X is a C~-manifold, and E = 
D'(X) is the space of distributions on X. The reproducing kernel of a Hilbert 
subspace is now a sesquilinear form on D(X) x 79(X), which by Schwartz' kernel 
theorem [14] defines a distribution K on X × X 
This distribution K is the Schwartz reproducing kernel. It generalizes the classical 
reproducing kernels K(x,y)  of Hilbert subspaces of the space of continuous 
functions on X. 
3. INTEGRAL REPRESENTATION THEORY 
3.1. Generalities 
We assume given a locally convex Hausdorff space F over R. 
Let F be a closed convex cone in F, assumed proper, that is, F N -F  = {(0)}. 
One defines an order relation on F as follows. For h, k c F we put h ~< k or 
h << k, if k - h 6 F. In particular, 
(15) F={hrF :  h~>0}. 
The order so defined on F is called the proper order of F. 
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Let k 6 F. The order interval defined by k is the set 
(16) I ( k )=FA(k -F )={h6F:  O<<,h<~k}. 
The face generated by k is the set 
(17) F(k) = {h ~ F: h <~ kk, some k >~ 0} = U I().k). 
k>~o 
Such a face is a convex subcone of F,  whose proper order equals the order induced 
by/" .  
A convex cone F is a lattice if any two kl k2 c F possess a smallest common 
majorant. 4 
An element k c F is extremal if the face F(k) equals the halfline R+k. In other 
terms: I f  
k = kl + k2 
with kl and k2 in F implies that k = ~.ik. The only possible decompositions ofk are 
the trivial ones. 
Clearly if k is extremal so is kk with k ~> 0. This is the reason one usually 
considers extremal rays. We denote ext(F) the union of the extremal elements ~ 0. 
A cap C C F is a convex compact subset such that the complement F \ C is 
convex. 
It is known that the extreme points of a cap, are 0 and points on extremal rays of 
F (cf. [5]). 
Thus, if F equals the union of caps, by the theorem of Krein-Milman F equals 
the closed convex hull of its extremal rays 
(18) g-6 ext(F) = F. 
Remark  3. We shall have occasion to use the following obvious fact: I f  F1 is a 
closed convex subcone of F the intersection C n/ '1 of F1 with a cap of F,  is a cap 
in Fa. I f  F is the union of its caps, so is F1. 
Instead of an approximation asin the Krein-Milman theorem, one can, following 
Choquet [5], and [17], obtain integral representations. 
To obtain an integral representation it is convenient to choose a point on each 
extremal ray. This leads to the notion of parametrization f the extremal rays. 
A parametrization f the extremal rays by the Hausdorff space A is a continuous 
map k w-~ kk ~ ext(F) from A to ext(F) such that each extremal k ~ ext(F), is 
proportional to kz for precisely one k 6 A. 
An admissible parametrization is a parametrization satisfying certain measure 
theoretic onditions. These are satisfied if the space A is Suslin space (e.g., a second 
countable locally compact space) (cf. [17, 1.22]). 
4 I.e., a majorant k E F such that for any other majorant h c F, one has k ~< h. 
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Theorem 4. Let F be complete and countably separated by its dual 5 Assume 
that F is the union of  its caps. Let A ~ ext(F), )~ --+ kz be an admissible 
parametrization of  the extremal rays. Then 
(A) For each k E F there exists a Radon measure m on A such that 
(19) k = f kzm(d)~), 
A 
i.e., 
(20) f l(kz,~)lm(d)O <+~, (k,~) = f (kz,~)m(dX), ~ 6 F'. 
A A 
(B) The measure m is uniquely determined by k i f  and only i f  the face F(k) is a 
lattice. 
(C) In particular every k ~ F has a unique representation if  and only if  F is a 
lattice in its proper order. 
For the ideas leading up to this type of result we refer the reader to the work of 
G. Choquet [5], and the papers cited therein. For details as to the present theorem 
see [17, Theorem 5.3]. 
For the proof of the existence of a direct integral decomposition we make use 
of the argument in [16]. In the present paper we have occasion to make use of the 
tmiqueness result of Theorem 4(B), for individual k, because we shall encounter 
cases where the space L 2 has a unique decomposition i to irreducibles, even in 
cases where this is not known to be true for every G-invariant Hilbert space. 
3.2. Application to harmonic analysis 
Let E be a locally convex space with a representation G --+ £(E),  as considered 
previously. 
We now apply the results on integral representation to the case of the cone F = 
£+(E*, E) or the subcone f'6 of G-invariant kernels, in the space F = E(E*, E) 
of Hermitian operators. Obviously this space is (quasi-)complete if E is (quasi)- 
complete and countably separated if E is countably separated. 
The kernel K 6 F is extremal if and only if the corresponding space/C is one- 
dimensional. 
The kernel K ~ F6 is extremal, if and only if the corresponding G-invariant 
Hilbert subspace/C ~ E is irreducible. This was proved by L. Schwartz (cf. [11]). 
To apply the theory of integral representations it is desirable to determine the 
caps of the cone F6. No satisfactory description of these caps is known. Instead 
5 I.e., there exists a countable set (~n)n~ in F ~ such that (~,~n) = (O,~n) for all n ~ N implies ~ = q. 
Quasi -completeness i  ufficient. 
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one can determine the caps of the cone F of all reproducing operators, equivalently 
the caps of Hilb(E), and make use of the remark above. 
Let C~c be the set of Hilbert subspaces 7-[ of E such that 7-/C 35 and such that the 
injection 
is an operator of Hilbert-Schmidt class with Hilbert-Schmidt norm at most equal 
to 1. Then Cic is a cap in Hilb(E). 6 
The set Cjc may be described slightly differently: 7-/being a Hilbert subspace of 
35, it has its reproducing operator, a positive operator A in 35. Now Cx: is the set 
of Hilbert subspaces of/C whose reproducing operator is an operator of trace class, 
with trace at most equal to 1. Since these trace class operators are known to form a 
compact set in the weak operator topology, it is clear that Clc is compact in the weak 
kernel topology. The trace being a linear map it is easily seen that Cpc is a cap in F. 
As remarked above, its intersection with/ '6 is a cap in/-'6. 
It can be shown conversely that a cap of F is a set of the form C~: [20]. 
By the above description of the caps it follows that the cone F of all positive 
operators E* ~ E is the union of its caps if every Hilbert subspace 7-[ ~ E is 
contained in another Hilbert subspace 35 such that the inclusion 7 - /~ 35 is Hilbert- 
Schmidt. This is precisely the case if E is a conuclear space, i.e., essentially the 
dual of a nuclear space according to Grothendieck [ 13, Proposition 6, p. 230]. 
In order to apply the theory of integral representation to the cone Hilba (E) we 
still have to determine the nature of a face F6 (35) determined by the space 35. It is 
a basic result in Schwartz' theory of Hilbert subspaces, that the inequality between 
kernels 
(21) 0~<H~<K, i.e., K -HrE+(E* ,E )  
is equivalent to the inclusion 
(22) 7 - /~ 35 
i 
the operator norm of the inclusion being at most 1, or equivalently the unit ball of 
the first space being included in that of the second. 
If  7 - /~  35c___~j E the space 7-/as subspace of/C has a reproducing operator A
which is a bounded positive operator in 35. If  j is the inclusion of 35 into E, the 
relation between A and the reproducing operator H is as follows 
(23) H = jAj*. 
The correspondence A ~ jAj* is a linear bijection between the cone of positive 
operators £+(35) and the face F(35). 
It is clear that if 35 is G-invariant, he subspace ~ is also G-invariant if and only 
if its reproducing operator A 6 E(35) commutes with the action of G on 35. The 
6 For the weak kernel topology, which in the relevant cases is equal to the given topology of F. 
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set of all bounded linear operators in/C which commute with the unitary operators 
u(g) :/C ~/C  we denote by 
(24) G'I~. 
By Shermann's theorem the set of positive operators in the commutant is a lattice 
in its proper order if and only if this commutant is a commutative algebra [ 15]. 
We now assume the space E to be co-nuclear and countably separated. That 
is certainly true in the classical case: E = D'(X). Then, given an admissible 
parametrization (/Cz)X~A of the irreducible G-invariant Hilbert subspaces of E, 
each space/C ~ HilbG (E) has a decomposition 
(25) E = f 1Czm(d)~). 
A 
The measure m is uniquely determined by/C if and only if the commutant GII~ is 
abelian, that is the decomposition is multiplicity free in the sense of Mackey. In that 
case the integral is necessarily direct. 
The J-criterion, previously given so as to imply the multiplicity free situation, 
can also be used to prove individual uniqueness: 
Theorem 5. Let J : E -+ E be an anti-linear automorphism. I f JT-[ = ~ for all 
Hilbert subspaces ~ ~-+ IC it follows that the face Fc (IC) is a lattice, which implies 
that ~ has a unique decomposition i to irreducibles. 
The proof is the same as the proof of Theorem E in [16]. 
The idea to use an anti-linear ope ator to obtain a multiplicity free situation goes 
back to Cartan's paper [4] where finite orthogonal systems of vectors, like moving 
frames, are used instead of Hilbert subspaces. 
4. REGULAR SPACES 
Let X = G/H be a homogeneous space having a G-invariant measure L also 
denoted x. With the help ofdx  we identify the locally integrable functions f with 
distributions T f 
(Tf,~o)= f f(x),p(x)dx, (Tu,~o>= f ~o(x)~(ax). 
x x 
Radon measures 7 are similarly identified with distributions T u. 
7 On a manifold, countable union of compact sets, this is just a locally finite Borel measure. 
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We equip the spaces L~oc (X), L~o c(X), and the space A4 (X) of Radon measures 
with the standard Fr6chet space topologies given respectively by the seminorms 
associated to compact sets K C X 
(26) f ls(x)ldx, I/(x)12dx , I.l(dx). 
K K 
We then have the continuous inclusions 
r~odX) ,--+ L~odX) ~ Mix)  ~ z ) ' (x ) .  
The group G acts on the distributions as specified in (1). A Hilbert subspace of 
D'(X) is G-invariant if for all g c G, ~g~ = ~ and the restriction of Tg to 7-{ is 
unitary. 
Theorem 6. Let 7~ ~ D'(X) be a G-invariant Hilbert subspace of D~(X). Then 
the following properties are equivalent: 
(a) 7¢ C .M (X), 
(b) 7¢ C L~oc(X), 
(e) ~ c L2odX). 
These inclusions are then continuous. 
Proof. We first remark that it is sufficient o prove the theorem in the case where 
X = G. For ifyv : G -+ X is the canonical map, and the measures dg, dx and dh are 
adjusted so as to validate Weil's formula 
G X 
= f ~o(gh) dh, x = yr(g), ~ob(x) 
H 
it is clear that f belongs to L~oe(X), p = 1 or p = 2, if and only if f o n" belongs to 
L~oc(G), the map f ~ f o ~ from L~Poc(X) to L~oc(G) being continuous. It follows 
that ~ is contained in L~o c(X) if and only if the space ~ o ~ is contained in LPoc (G)- 
Obviously we have (c) ~ (b) ~ (a). The last statement about the continuous 
inclusions follows from the closed graph theorem. We prove (a) ~ (b) and the only 
non-trivial implication (b) ~ (c). Let ~o w-~ Hq9 = ~0 • T be the reproducing operator 
of the space ~.  Then the image H(D) is dense in ~.  This image, composed of 
smooth functions, is contained in L~oc(X), a closed subspace of.AA(X). Therefore, 
if ~ is contained in A4, necessarily with continuous inclusion, it follows that ~ c 
Lloe(X). 
To prove the implication (b) ~ (c) we make use of Grothendieck's inequality. 
The relevant version is as follows. Let U and W be locally compact spaces, and let 
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Co(U) and Co(W) be the spaces of continuous functions going to zero at infinity, 
equipped with the sup-norms lifo II ~. We also make use of the notation 
(f [Ifllu = [f(x)121z(dx) 
for the L 2 norm for #. 
Theorem 7 (A. Grothendieck [7,3]). There exists a number KG > 0 with the 
following property: Let U and W be a locally compact spaces and let 
B : Co(U) x Co(W) --~ C 
be a continuous bilinear form with norm 
IIBII = sup [B(cp, ~p)[. 
I1~o11~ ~< 1, tI~PlI~<I 
Then there exist probability measures Iz on U and v on W such that 
]B(~o, ~z)[ ~< KGIIBIIII~olI~II~II,. ~o • Co(U), ~ • Co(W). 
Note that the number K6, the Grothendieck constant, is independent of U, W and 
B. 8 We shall only need the weaker form of the theorem according to which, given 
U, W and B, there exists probability measures/z on U and v on W and M/> 0 such 
that 
Let K C G be a compact subset of G and let V be a compact neighbourhood of the 
neutral element e • G. We apply Grothendieck's theorem with U = W equal to the 
interior of VK.  Any function ~0 • Co(W) defined to be zero on the complement of W 
is continuous on G, and has support in V K. Conversely any function ~o continuous 
on X and with support in VK has a restriction to W belonging to Co(W) 
Then we have an estimate for the reproducing kernel 
I<H¢o, ~)1 ~ Moll~o)lo~ll~ll~ 
for all ~o and 7z with support VK.  By Grothendieck's theorem there exist probability 
measures/z and v on W and a constant M1 such that 
[(H~o, ~)[ ~< Mjll~011~llTzll~, supp(qg), supp0P) C VK.  
In particular, if~o and ~p are continuous on G with support in K, and g c V we have 
I<n , = I<HLg , Lg >l MIlILgcPlIt, IILg PlI ,, g E V, 
8 There are several versions of Grothendieck's inequality. For a review e refer to [3]. 
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I<n~o,~)l ~ ~ dglltg~oll~lltgaPllo 
v 
1/2 
Now interchanging integrations 
f,,L  ,, .dg:ffl (g-lx)12.(dx)dg:f.(dx)fl (g-lx)12dg 
V V W W V 
.~ f ]~0(g- lx)]  2dg = f ]~0(g -1 )  ]2dg = ]]fp][2 
w G G 
where for simplicity of notation we have assumed G to be unimodular. 9 
Therefore there exists MK such that 
[(H~o, ~ M~zll~011~llOllx, supp(~o) C K, supp(qt) C K, 
which implies that 7-/is contained in L2oc(G). [] 
5. HILBERT SUBSPACES OF L~o c
We recall some properties of the pullback of a distribution T c D'(Y) by a sub- 
mersion 45 : X --+ Y, that is a C~-map such that in each point x ~ X the derivative 
4~'(x) is surjective. Here X and Y are manifolds equipped with smooth positive 
measures, through which we identify continuous functions with distributions. I f 4~ 
is a submersion onto Y the map T w-~ T o q~ is injective and we have the following 
property of the support of the pullback: 
supp(T o q~) = 4 -1 (supp(T)). 
We also make use of the fact that the pullback with submersions i associative 
(cf. [9, Ch. VI]). 
5.1. Generalized Meth~e theorem 1° 
Let M be a G-manifold having a smooth G-invariant measure. Let Z be a manifold 
also having a smooth strictly positive measure (i.e., having in each chart a strictly 
positive C ~ density with respect o Lebesgue measure). 
Let 0 : M --+ Z be a surjective submersion. We assume that 0 is G-invariant: 
(27) o(gx)=o(x), x fM,  gcG.  
9 Otherwise define )~ to be a right Haar measure and observe that L~oe(G ) is the same for left and right 
Uaar measure. 
10 This must be well known cf. [10]. 
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We shall say that 0 classifies the G-orbits if the orbits are precisely the sets 
(28) ~)-l(z), z • Z. 
This implies that the orbits all have the same dimension, but they need not be 
homeomorphic. 
Put x ~ y if there exists g • G such that y = gx. Then the submersion 0 classifies 
the orbits if and only if we have: 
(29) x--~y -~ '.- 0(x) =O(y). 
Then if U • 79t(Z) the pullback T = U o 0 is G-invariant: rgT = T, g • G, briefly 
(30) T • 79~(M). 
Conversely, according to the generalized Meth6e theorem, every T • D~ (M) is of 
the form T = U o 0 for a unique distribution U • DP(Z). 
We describe the situation by saying that the orbits are smooth, classified by 0. 
Some isomorphisms. We consider some linear spaces of distributions and 
recall isomorphisms between them: 
1. The space D'G(X x X) of kernels K on X x X which are G-invariant, i.e., 
K (gx, gy) = K (x, y) (g • G, x, y • X). 
2. The space D~(G x G).,HxH of kernels K on G x G satisfying 
K(gxh, gyk)=K(x ,y )  (g ,x ,y•G,  h ,k•H) .  
(31) KG = K o (Jr x Jr). 
The map K ~+ KG = K o (zr x zr) is an isomorphism of D'c(X x X) onto 
79tG(G x G).,HxH. 
3. The space Dt(G)H,n of distributions T on G, which are bi-invariant under H, 
i.e., satisfying 
T(hgk)=T(g) ,  g•G,  h ,k•H.  
I fq(gl ,  q2) = gllg2 one defines K~ = T o q, i.e., 
(32) Kc(g~, g2) = T(gllg2). 
The map T w-> Tc = T o q is an isomorphism of D~(G)H,H onto D~(G x 
G).,HxH. 
4. The space D~H(X) of distributions S on X which are H-invariant, i.e., 
S(hx)= S(x), x • X, h • H. 
The map S ~-> T = S o Jr is an isomorphism of D~/(X) onto D~(G)H,~I. 
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In the sequel we assume there is an involutive automorphism 0 in G such that 
O(H) C H and 0(g) c Hg- I  H. 
We define transformations of these distributions as follows, where s(g) = g - l ,  
~r(gp) = O(g)p, 
7" =Tos ,  ],o =ToOos ,  
T o and ir are H-bi-invariant so one can define S, S ° and S~ by the relations 
~o~r=~,  S~o~r=r  °, ~or r=~ °. 
Finally/(° denotes the pullback of K with the map (x, y) F+ (cry, ~rx): 
• [(~(x, y) = K(cry,~rx). 
We recall that the symmetry cr has the exchange property: For all x 6 X, y 6 X 
there exists g 6 G such that gx = ay  and gy = crx. 
Therefore if K is a G-invariant continuous kernel we have K(cry, ax)  = K(x ,  y) 
for all x, y ~ X. 
Theorem 8. Let K ~ D~(X x X) be the reproducing kernel o f  a Hilbert subspace 
o f  L~oc(X). Then we have 
(33) /£° = K, i ~° = T, Sa = S. 
Proof. The three properties are equivalent, so it will be enough to prove one. We 
define restrictions of S to Xo = X \ {p}, o fT  to G \ H and of Jr to G \ H. 
Then 
So:S[xo ,  To :T IG \H ,  ~0:~IGkH.  
To = So ozro. 
Now by our assumption there exists a surjective submersion O: Xo --+ Z classi- 
fying the H-orbits in Xo. Then So being H-invariant, by the generalized Meth6e 
theorem, there exists a distribution U ~ 7Y(Z) such that 
So=U o O. 
Lemma 9. 
(34) Oozro=OorrooOos. 
Proof. Given g ~ G let h and k be chosen in H such that O(g - ) )  = hgk, then 
O(~o(O(g-1))) = o(O(g-1)P) = o(hgkp) = o(gP) = O o zro(g). [] 
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We have 
i'o° = o O o = So o o O o = U o o o = o O o s 
= U o o o Jr = So o Jr = To. 
Therefore 
v 
s~ o~o = So o~ro 
and Jr0 being onto X0 this gives 
v 
s~=s0,  
S~lxo=Slxo 
which by Schwartz' theorem implies that 
(35) S° = S + R 
where R is a distribution on X concentrated on {p}, a linear combination of 8p and 
derivatives. 
Now we apply this to the case where we have a given kernel K c D~ (X × X), 
reproducing kernel of a Hilbert subspace/C ~-+ L~o c(X), or equivalently of L~o c(X) 
(Theorem 6). The corresponding operator ~o ~ Kqg, for which 
(K~o, ~) = (K, ~o ® ~) 
extends, co-restricts, to a map from L~(X)  to L2oc(X), where L 2 denotes L 2- 
functions (equivalence classes) with compact support, these forming the dual 
of L~oc(X). We shall call a kernel with the property of mapping L 2 to L~o c
'regularizing'. The transpose 'K  (y, x) '  of a regularizing kernel is regularizing, the 
transpose of a continuous operator Lc 2 -+ L(oc being a continuous operator from L~ 
to L~o c. 
Locally (square) integrable functions K ~ L2oc(X x X) are regularizing, but a 
regularizing kernel need not be a locally integrable function (cf. singular integral 
operators). 11 Very little is known about the nature of regularizing distribution 
kernels. 
Now let the reproducing kernel K be associated with the distribution S 6 D~/(X) 
as indicated above. Then S ° is associated with the kernel/(~ 
/~° (x, y) = K(ay ,  ax ) .  
This is the transpose of the kernel K"(x ,  y) = K(ax ,  ay) .  The measure dx being 
preserved by a it is easy to see that the kernel/(~ is again regularizing. 
11 Let L2+(It~) be the subspace ofL2(R) of functions with support in [0, +(~) then its image under 
2 Fourier transform YL+ is a closed translation i variant subspace ofL 2 (R) whose reproducing operator 
is convolution with the Fourier transform of the Heaviside function YY = pv ~x + ½5 which is not 
locally integrable. 
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Now consider the operator associated with R. I f  X were equal to the group it 
would obviously be a differential operator. In the case X = G/H we can reach the 
same conclusion in a more round about way. Let A = {(x, y) E X × X: x = y}. 
Lemma 10. supp(S) C {p} implies supp(K) C A. 
Proof. (a) We have T = S o yr so supp(T) = n ' - l (p )  = H. 
(b) KG=Toqso  
supp(KG) = q - l (H)  = {(gl, g2): gllg2 E H} 
= {(gl, g2): zr(gl) = zr(g2)} = (yr x yr)- I (A).  
On the other hand we have 
(c) KG = K o (Jr x rr) so 
supp(KG) = (rr X Yr)-l(supp K) 
which implies 
(rr × zr)- l(supp K) = (rr × zr)- l(A). 
Consequently supp(K) = A. [] 
Now if supp(K) C A the operator with kernel K is local: I f  supp(~p) N 
supp0p) = 0 we have (K~0, 7z) = (K, ¢p ® 7z) = 0. I f  O C X is open and ~01o = 0, we 
have, if supp0p) C O, (K~o, 7') = 0, that is K~olo = O. In other terms the operator 
associated with R is a local operator. Then it is well known to be a differential 
operator, and moreover a G-invariant differential operator. Being by (35) the 
difference of  two regularizing operators, it is regularizing. But for a differentiable 
operator this is possible only if it is a multiple of  the identity. Thus 
(36) R = )~Sp. 
Now since bothVand o- are involutive R = S~ - S imp l ies /~ = S - Sa = -R .  On 
the other hand 8p is invariant under both v and or, so /~ = R. In conclusion R = 0 
and ~a = S. [] 
Question. One can obviously formulate the theorem purely in terms of  K and a. 
Can one than carry out the proof without assuming 0 but merely assuming o- has the 
exchange property? Briefly, is the theorem valid for weakly symmetric spaces [1]? 
Corol lary 11. Under the assumptions of the theorem. Let IC ~-+ L~oc(X) be a 
G-invariant Hilbert subspace. Then it has a unique decomposition i to irreducible 
spaces. 
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Proofi For f 6 D'(X) we pose 
(37) J f = f'~. 
Then i f~  ~/ (7  is a Hilbert subspace of/C we have afortiori 7 - /~  LZoc(X) so by 
the previous theorem it follows that JT-/= 7-/. This implies that he commutant G'I~ 
is abelian, hence the stated uniqueness (cf. Theorem 5). [] 
Corollary 12. Assuming the existence of an automorphism 0 as previously, and 
under the assumption of smooth H-orbits in X \ {p}. l f  all minimal invariant Hilbert 
subspaces are contained in L~oc(X ) then (G, H) is a generalized Gelfand pair, i.e., 
(G, X) is multiplicity free. 
Proofi For extremal kernels K one has /~ = K. Therefore by superposition this 
holds for all G-invariant reproducing kernels. One concludes by the J criterium 
[16, TheoremE]. [] 
6. A FINAL REMARK 
In the above proof we have seen the correspondence b tween G-invariant kernels 
K ~ Dz(X × X) and H-bi-invariant distributions on G. In this correspondence 
positive (reproducing) kernels correspond to distributions of positive type 
(K,~ b ®~0 b) = (¢p, T,~0) = (T,~,cp) />0. 
So we have an isomorphism 
Fo = Ft~,u 
between the cone of G-invariant reproducing kernels F~ and the cone Fn.~ of 
H-bi-invariant distributions of positive type. One can apply the integral representa- 
tion theory to either. 
At one point in the development it was noted (unpublished remark) that if H 
is a compact subgroup, the pair (G, H) is a Gelfand pair (i.e., the convolution 
algebra of H-bi-invariant integrable functions L~,H(G ) is abelian), if and only if 
the cone Fn, H of H-bi-invariant distributions of positive type is a lattice. It was 
Gerrit van Dijk's remark that this latter condition continues to make sense for a 
closed unimodular subgroup H, FFI, U being nontrivial, the Haar measure of H 
belonging to it. (Whereas L~,u(G ) is reduced to zero.) This was the start of the 
concept of generalized Gelfand pair. 
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