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An exact real time quantum dynamics preaveraged over imaginary time path integral is formulated
for general condensed phase equilibrium ensemble. This formulation results in the well-known
centroid dynamics approach upon filtering of centroid constraint, and provides a rigorous framework
to understand and analyze a related quantum dynamics approximation method called ring polymer
molecular dynamics. The formulation also serves as the basis for developing new kinds of quantum
dynamics that utilize the cyclic nature of the imaginary time path integral.
While Feynman path integral1,2 paved the way to rou-
tine numerical simulation of equilibrium static quantum
properties of condensed phase systems,3–5 its applica-
tion to the calculation of real time propagator has been
plagued by so called sign problem. Although ingenious
numerical techniques6–9 to ameliorate the resulting con-
vergence issue have been developed, a general method
applicable to condensed phase molecular systems with
good scalability is absent at present. On the other
hand, major equilibrium dynamical properties in con-
densed media can be expressed in terms of time corre-
lation functions averaged over equilibrium density op-
erator, for which the sign problem is less severe. Var-
ious approaches and approximation methods to calcu-
late quantum time correlation functions10–18 have been
developed, but accurate calculation of coherent features
beyond thermal time scale for general molecular system
remains a very challenging problem. Considering recent
experimental evidences19,20 that long lasting quantum
coherence can be significant even in complex biological
systems, reliable calculation of real time quantum corre-
lation functions for sufficiently long time can be crucial
for elucidating important quantum dynamical effects hid-
den in complex condensed phase systems. Path integral
approach has unique advantage in such effort because
it allows trajectory based all-atomistic simulation that
scales favorably with the size of the system. The present
communication constructs a general formalism that uti-
lizes this merit to its maximum extent through preaver-
aging of time correlation function over imaginary time
path integral. This provides a common theoretical ba-
sis for both Centroid Molecular Dynamics (CMD)12,21,22
and ring polymer molecular dynamics (RPMD),15,16 and
offers new theoretical insights for improving such meth-
ods.
Consider the standard Hamiltonian given by Hˆ =
pˆ2/(2m) + V (qˆ) assuming one dimension for notational
convenience. Factoring the canonical density operator
e−βHˆ into N pieces of e−βHˆ/N and making the approx-
imation of symmetric Trotter factorization for each fac-
tor, e−βHˆ ≈
(
e−βV (qˆ)/(2N)e−βTˆ/Ne−βV (qˆ)/(2N)
)N
. Rep-
resenting e−βV (qˆ)/(2N) in the position basis of 1ˆ =
∫
dqk|qk〉〈qk|, and e
−βTˆ/N in the momentum basis of
1ˆ =
∫
dpk|pk〉〈pk|, we obtain the following standard
phase space path integral expression2 for the canonical
density operator:27
e−βHˆ =
(
1
2pi~
)N ∫
· · ·
∫
dq1 · · · dqN+1dp1 · · · dpN
|q1〉
N∏
k=1
{
e−βV (qk)/(2N)e−βp
2
k/(2mN)e−βV (qk+1)/(2N)
× eipk(qk−qk+1)/~
}
〈q
N+1 | . (1)
With the replacement of (q1 + qN+1)/2 → q1 and q1 −
q
N+1
→ η, Eq. (1) can be recast into the following form:
e−βHˆ =
∫
dη
∫
dq
∫
dp U(q,p)
×J(q1,
p1 + pN
2
; η)|q1 +
η
2
〉〈q1 −
η
2
| , (2)
where q ≡ (q1, · · · , qN ), p ≡ (p1, · · · , pN ),
U(q,p) =
(
1
2pi~
)N N∏
k=1
{
e−βV (qk)/N
×e−βp
2
k/(2mN)eipk(qk−qk+1)/~
}
, (3)
J(q,
p1 + pN
2
; η) = e−β∆V (q;η)/Ne
iη
2~ (p1+pN ) . (4)
In Eq. (3), q
N+1
= q1. In Eq. (4), ∆V (q; η) = (V (q +
η/2) + V (q − η/2))/2− V (q).
The path integration in Eq. (2) is independent of the
cyclic permutation of the dummy variables, qk → qk+l
and pk → pk+l, under the cyclic boundary condition of
q
N+k
= qk and pN+k = pk. The integrand U(q,p) defined
by Eq. (3) is also invariant with this permutation. Thus,
Eq. (2) can be symmetrized as follows:
e−βHˆ =
∫
dq
∫
dp U(q,p)Sˆ(q,p) , (5)
where
Sˆ(q,p) =
1
N
N∑
k=1
∫
dη J(qk,
pk + pk−1
2
; η)|qk+
η
2
〉〈qk−
η
2
| .
(6)
2In the above equation, it is understood that p
0
= p
N
.
The operator defined by Eq. (6) has unit trace and
satisfies the following identities:
Tr
{
Sˆ(q,p)Aˆ
}
=
1
N
N∑
k=1
A(qk) ≡ A0(q) , (7)
Tr
{
Sˆ(q,p)pˆ
}
=
1
N
N∑
k=1
pk ≡ p0(p) , (8)
where Aˆ = A(qˆ) is an operator depending on position
only, and A0(q) and p0(p) are centroids of Ak’s and pk’s
respectively. Thermal averages of A(qˆ) and pˆ can be ex-
pressed as the averages of these centroids over the com-
plex distribution function U(q,p) defined by Eq. (3) as
follows:
Tr
{
e−βHˆA(qˆ)
}
=
∫
dq
∫
dp U(q,p)A0(q) , (9)
Tr
{
e−βHˆ pˆ
}
=
∫
dq
∫
dp U(q,p)p0(p) . (10)
Dynamical extension of the above expressions is pos-
sible for Kubo-transformed time correlation functions,
which are generic forms for quantum transport coeffi-
cients within the linear response theory.23 Consider the
following correlation between Aˆ and an arbitrary opera-
tor Bˆ:
C˜AB(t) =
1
Z
∫ β
0
dλ
β
Tr
{
e−λHˆAˆe−(β−λ)HˆeiHˆt/~Bˆe−iHˆt/~
}
,
(11)
where Z = Tr{e−βHˆ}. The integration over λ in Eq.
(11) can be approximated as
∫ β
0
dλ
β
e−λHˆAˆe−(β−λ)Hˆ =
1
2N
(
Aˆe−βHˆ + e−βHˆAˆ
)
+
1
N
N−1∑
j=1
e−β(j/N)HˆAˆe−β(1−j/N)Hˆ . (12)
Approximating each e−βHˆ/N in the above ex-
pression by the symmetric Trotter factorization,
e−βTˆ/(2N)e−βVˆ /Ne−βTˆ/(2N), and going through the
same procedure that leads to Eq. (5) from Eq. (2), we
obtain
1
Z
∫ β
0
dλ
β
e−λHˆAˆe−(β−λ)Hˆ
=
1
Z
∫
dq
∫
dp U(q,p)Sˆ(q,p)A0(q) , (13)
where Sˆ(q,p) and A0(q) are defined by Eqs. (6) and (7).
Inserting Eq. (13) into Eq. (11), we obtain
C˜AB(t) =
1
Z
∫
dq
∫
dp U(q,p)A0(q)Tr
{
Sˆ(t;q,p)Bˆ
}
,
(14)
where
Sˆ(t;q,p) ≡ e−iHˆt/~Sˆ(q,p)eiHˆt/~ . (15)
This is a time-dependent version of Eq. (6) and is gov-
erned by the quantum Liouville equation like any normal
density operator. Thus, in terms of Eq. (15), we can
define the following time dependent “average” of Bˆ:
B0(t;q,p) = Tr{Sˆ(t;q,p)Bˆ} . (16)
Then, Eq. (14) reduces to a form that involves a classical-
like correlation between A0(q) and B0(t;q,p).
Now suppose we can identify an appropriate vector
function x0(q,p), which depends on the phase space path
(q,p), and a relevant filtering function,6 F (x−x0(q,p)),
which is normalized as follows:
1 =
∫
dx F (x− x0(q,p)) . (17)
Inserting the above identity into Eq. (14) and defining
ρ0(x) =
∫
dq
∫
dp F (x− x0(q,p))U(q,p) , (18)
we obtain the following expression:
C˜AB(t) =
1
Z
∫
dx ρ0(x)〈A0(q)B0(t;q,p)〉x , (19)
where the definition of Eq. (16) has been used and
〈...〉x ≡
∫
dq
∫
dp
F (x − x0(q,p))
ρ0(x)
U(q,p)(...) . (20)
It is easy to show that Z =
∫
dx ρ0(x). Thus, ρ0(x)/Z
can serve as a genuine probability density given that the
filtering function F (x− x0(q,p)) can be chosen to make
ρ0(x) positive definite. For pˆ, a similar expression can be
obtained as follows.
C˜pB(t) =
1
Z
∫
dx ρ0(x)〈p0(p)B0(t;q,p)〉x . (21)
Equations (19) and (21) are exact except for the dis-
cretization error of the path integral, which vanishes in
the limit of N → ∞. These serve as general expressions
that utilize the cyclic nature of the imaginary paths, and
can be used as common framework to understand the
CMD12,21,22 and the RPMD16 methods as detailed be-
low.
Let us consider the case where x0(q,p) =
(q0(q), p0(p)) and
F (xc − x0(q,p)) ≡ δ(qc − q0(q))δ(pc − p0(p)) . (22)
Then, ρ0(x) = ρc(qc, pc), which is the phase space cen-
troid density.21 For the case where Aˆ = qˆ, Eq. (19)
becomes
C˜qB(t) =
1
Z
∫ ∫
dqcdpc ρc(qc, pc)qcBc(t;q,p) , (23)
3where
Bc(t;q,p) =
∫
dq
∫
dp
δ(qc − q0)δ(pc − p0)
ρc(qc, pc)
×U(q,p)B0(t;q,p)
= Tr{δˆc(t; qc, pc)Bˆ} . (24)
In the above equation, δˆc(qc, pc; t) is the time dependent
quasi-density operator defined in the formulation of cen-
troid dynamics.21 In the present notation, it is expressed
as
δˆc(t; qc, pc) ≡
∫
dq
∫
dp
δ(qc − q0)δ(pc − p0)
ρc(qc, pc)
×U(q,p)Sˆ(t;q,p) . (25)
Similarly, it is straightforward to show that Eq. (21) can
be expressed as
C˜pB(t) =
1
Z
∫ ∫
dqcdpc ρc(qc, pc)pcBc(t;q,p) . (26)
Thus, for the filtering function of Eq. (22), Eqs. (19) and
(21) become equivalent to the exact centroid dynamics,21
which is well defined when Aˆ is a linear combination
of qˆ and pˆ. The CMD method12 amounts to further
semiclassical approximation22 for the time evolution of
Bc(t;q,p).
As another choice, consider the case where x0(q,p) =
q and
F (x− x0(q,p)) ≡ δ(x− q) . (27)
With this choice, ρ0(x) =
∫
dp U(x,p) ≡ R(x), which
has the form of a ring polymer position-distribution and
is given by
R(x) =
(
mN
2piβ~2
)N/2 N∏
k=1
e−
β
N
V (xk)e
−
mN
2β~2
(xk−xk+1)
2
.
(28)
Then, Eq. (19) reduces to
C˜AB(t) =
1
Z
∫
dx R(x)A0(x)〈B0(t;q,p)〉x , (29)
where
〈B0(t;q,p)〉x =
∫
dp Mx(p)Tr
{
Sˆ(t;x,p)Bˆ
}
. (30)
In the above expression,
Mx(p) ≡
U(x,p)
R(x)
=
(
β
2pimN
)N/2 N∏
k=1
e−
β
2mN (pk−i
mN
β~
(xk−xk+1))
2
,
(31)
and
Tr
{
Sˆ(t;x,p)Bˆ
}
=
1
N
N∑
k=1
∫
dηJ(xk,
pk + pk+1
2
; η)
×〈xk −
η
2
|eiHˆt/~Bˆe−iHˆt/~|xk +
η
2
〉 . (32)
It is instructive to calculate all the terms in Eq. (32)
explicitly for a harmonic oscillator with Hamiltonian
Hˆω = pˆ
2/(2m) +mω2qˆ2/2. For this case, the ∆V (q; η)
introduced below Eq. (4) becomes mω2η2/8, and as a
result, Eq. (4) reduces to
Jω(xk,
pk + pk+1
2
; η) = e−
βmω2
8N η
2
e
iη
2~ (pk+pk+1) , (33)
and the time dependent matrix element in Eq. (32) can
be expressed as
〈xk −
η
2
|eiHˆωt/~Bˆe−iHˆωt/~|xk +
η
2
〉
=
mω
2pi~| sin(ωt)|
∫
dx′
∫
dx′′〈x′|B|x′′〉
× exp
{ imω
2~ sin(ωt)
(
(x′′2 − x′2) cos(ωt) + 2ηxk cos(ωt)
−2(x′′ − x′)xk − (x
′′ + x′)η
)}
. (34)
Inserting Eqs. (33) and (34) into Eq. (32), introducing
X = (x′ + x′′)/2 and x = x′ − x′′, and integrating the
resulting expression over η, we can obtain the following
expression:
Tr
{
Sˆω(t;x,p)Bˆ
}
=
1
N
N∑
k=1
∫
dX
∫
dx〈X +
1
2
x|Bˆ|X −
1
2
x〉
×
(
2mN
piβ~2 sin2(ωt)
)1/2
e−
imω
~ sin(ωt)
x(X cos(ωt)−xk)
×e
−
2mN
β~2 sin2(ωt)
(X−xk cos(ωt)−
pk+pk+1
2mω sin(ωt))
2
. (35)
For the case where Bˆ is an operator depending only on
position, Eq. (35) simplifies to
Tr
{
Sˆω(t;x,p)B(xˆ)
}
=
1
N
N∑
k=1
∫
dXB(X)
(
2mN
piβ~2 sin2(ωt)
)1/2
×e
−
2mN
β~2 sin2(ωt)
(X−xk cos(ωt)−
pk+pk+1
2mω sin(ωt))
2
. (36)
The above expression represents a swarm of time depen-
dent Gaussian functions with their centers evolving ac-
cording to the classical equation of motion. This is sim-
ilar to the prescription of the RPMD method but is not
the same as will be noted below.
Consider the case where Bˆ = qˆ. Then, the integration
in Eq. (36) simply results in the classical trajectories
4of harmonic oscillator, and the time correlation function
defined by Eq. (29) becomes
C˜ωAq(t) =
1
Z
∫
dx
∫
dp R(x)Mx(p)A0(x)
×
1
N
N∑
k=1
(xk cos(ωt) +
pk + pk+1
2mω
sin(ωt)) . (37)
Assuming that pk can be a complex value and replacing
it with p˜k + i
mN
β~ (xk − xk+1), where p˜k is real, we obtain
C˜ωAq(t) =
1
Z
∫
dx
∫
dp˜ R(x)M0(p˜)A0(x)x0(t) , (38)
where
x0(t) =
1
N
N∑
k=1
(xk cos(ωt) +
p˜k + p˜k+1
2mω
sin(ωt)) . (39)
In the above expression, M0(p˜) is the classical Maxwell-
Boltzmann distribution for p˜ and the fact that∑N
k=1(xk − xk+1) = 0 has been used.
Equation (38) is equivalent to the prescription of the
RPMD method except for the slight difference that x0(t)
evolves from the initial momentum (p˜k + p˜k+1)/2. Al-
though the RPMD method includes additional unphysi-
cal force term due to the ring polymer harmonic poten-
tial,
∑
k
mN
2β2~2 (xk − xk+1)
2, their net effect on the time
evolution of the centroid x0(t) is zero. Thus, Eq. (38) can
be considered as the direct quantum mechanical deriva-
tion of the RPMD method for harmonic oscillator when
Bˆ is linear in position. The case when Bˆ is linear in mo-
mentum can also be obtained taking time derivative of
this expression. It is important to note that the deriva-
tion shown above is distinct from the original15 or follow-
up24 justification of the RPMD method because any of
these does not start from the consideration of quantum
mechanical density operator and is limited in its scope.
The present analysis shows that if the physical observable
Bˆ is nonlinear function of position, the ring polymer force
term makes nontrivial contribution to the time evolution
of the centroid B0 even for harmonic oscillator. Thus,
this clarifies why the RPMD method is not exact even
for harmonic oscillators if Bˆ is a nonlinear function of
position.
For general Hamiltonian and operator Bˆ, implement-
ing similar translation of the momenta in the integrand
Eq. (30), we can express Eq. (29) as follows:
C˜AB(t) =
1
Z
∫
dx
∫
dp˜R(x)M0(p˜)
×A0(x)Tr{Sˆ(t;x, p˜+ ipi)Bˆ} , (40)
where pi is the imaginary term of the complex momen-
tum p with the following component: (pi)k =
mN
β~ (xk −
xk+1). Then, formally, the RPMD method amounts to
the following approximation:
Tr{Sˆ(t;x, p˜+ ipi)Bˆ} ≈ Tr{Sˆ(x(t), p˜(t))Bˆ} , (41)
where x(t) and p˜(t) satisfy the RPMD equations of
motion.15 This prescription corresponds to the exact time
evolution for the position of the harmonic oscillator as
demonstrated by Eq. (38), and guarantees producing
correct equilibrium ensemble and classical limit. How-
ever, as noted above, the introduction of force due to to
the ring polymer harmonic potential term
∑
k
mN
2β2~2 (xk−
xk+1)
2, which does not have any quantum dynamical ori-
gin even for harmonic oscillator, can introduce artifacts
for nonlinear operators and anharmonic systems. Indeed,
this issue has already been observed numerically in a
work reporting spurious vibrational peaks in the RPMD
method.25 The analysis given above elucidates the source
of such observation at formal level.
In summary, the formalism of the present communi-
cation provides a common theoretical framework for un-
derstanding the CMD and RPMD methods as means to
calculate Kubo-transformed time correlations functions.
In particular, the present formalism allows clear under-
standing of quantum dynamical approximation involved
in the RPMD method, for which no rigorous quantum
dynamical derivation has been provided so far. Its exact
counterpart, Eq. (40), can be used to examine the accu-
racy of its assumptions against exact or well defined semi-
classical calculation methods.8,26 In addition, the gen-
eral expressions, Eqs. (19) and (21), offer new possibil-
ity to develop different kinds of approximation methods
given that new and effective filtering functions can be
identified. Finally, direct evaluation of Eq. (32) opens
up the possibility of combining semiclassical methods8,26
with the imaginary time path integral for the evaluation
of equilibrium time correlation functions without going
through the Wigner distribution.
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