Abstract-For a nonstationary random process, the dual-time correlation function and the dual frequency Loéve spectrum are complete theoretical descriptions of second-order behavior. That is, each may be used to synthesize the random process itself, according to the Cramér-Loève spectral representation. When suitably transformed on one of its two variables, each of these descriptions produces a time-varying spectrum. This spectrum is, in fact, the expected value of the Rihaczek distribution. In this paper, we derive two large families of estimators for this spectrum: one based on a diagonal-Toeplitz-diagonal (dTd) factorization of smoothing kernels and the other based on a diagonal-Hankel-diagonal (dHd) factorization. The dTd factorization produces noncoherent averages of the time-varying spectrogram, and the dHd factorization produces coherent averages. Some of the dTd estimators may be called time-varying power spectrum estimators, and some of the dHd estimators may be called time-varying Wigner-Ville (WV) estimators. The former may always be implemented as multiwindow spectrum estimators, and in some cases, they are true time variations on the Blackman-Tukey-Rosenblatt-Grenander (BTGR) spectrogram. The latter are variations on the Stankovic class of WV estimators.
I. INTRODUCTION
I N THIS paper, we derive from first principles the most general real, quadratic, modulation-invariant, delay-invariant, estimator of a time-varying spectrum for discrete-time signals. Not surprisingly, it belongs to the Cohen class of quadratic time-frequency representations (TFRs) [3] , and it need not be real or non-negative. The most general estimator is a quadratic form in the complex demodulated and synchronized signal. If the estimator is required to be real and non-negative, then in all cases of practical interest, it may be implemented as a filterbank, or time-varying multiwindow power spectrum estimator, reminiscent of the stationary Thomson multiwindow power spectrum estimator [9] , [12] .
Only in special cases is it truly a time-varying version of the Blackman-Tukey-Grenander-Rosenblatt (BTGR) spectrogram [1] , [7] . This special case is especially interesting because it is obtained by factoring the kernel of the time-varying spectrum estimator into a product of diagonal and Toeplitz kernels of which the diagonal kernel determines time-frequency resolution, and the Toeplitz kernel determines spectral smoothing for variance control. If the spectrum of the kernel is factored into a product of diagonal and Toeplitz kernels, then the diagonal kernel determines time-frequency resolution, and the Toeplitz kernel determines temporal smoothing for variance control. This temporal smoothing formula generalizes the estimator proposed by Priestley for estimating evolutionary power spectra [15] , [16] . The diagonal-Toeplitz-diagonal factorization produces noncoherent averaging of the time-varying spectrogram.
If, instead, we factor the kernel into a product of diagonal and Hänkel kernels, then we get estimators that are variants of the distributions suggested by Stankovic and others [25] - [27] . These forms have the interesting property that by varying the window function corresponding to the Hänkel kernel, we can move gradually from the time-varying spectrogram to the Wigner-Ville distribution. The diagonal-Hankel-diagonal factorization produces coherent averaging of the time-varying spectrogram.
We note that time-frequency analysis in a stochastic setting has also been studied by Martin and Flandrin [23] , [24] , [30] , Thomson [18] , and others.
II. LOÈVE SPECTRUM AND ITS RELATION TO THE RIHACZEK DISTRIBUTION
Our aim is to revisit the theory of time-frequency distributions (TFDs) in the context of the Crámer-Loève spectral representation for nonstationary, but harmonizable, random processes. In our discussion of time-frequency representations for nonstationary random processes we follow the lead of Martin [17] and Thomson [18] , [19] and begin with the Crámer-Loève spectral representation for a harmonizable random process :
In this representation, the detailed nonstationary structure of the random process is concealed in the Loève, or dual-frequency, spectrum in the same way that the detailed temporal structure of a signal is concealed in its Fourier transform. However, the nonstationary structure may be revealed with the Fourier transform pair (2) It is the correlation function that reveals the nonstationary structure of the random process but not in a very illuminating way. In order to gain more insight into the global and local nonstationarity of the random process, we will transform the time and frequency coordinates as follows:
and (3) and (4) These definitions appear arbitrary, but as we shall see, they are natural for the discrete-time problem, and they produce stochastic versions of the Rihaczek distribution [29] . The deterministic Rihaczek distribution figures prominently in Flandrin's monograph on time-frequency analysis [23] , [30] . Time and frequency are global variables; time and frequency are local variables. As we will see in our development, they will mix as and , which is consistent with our intuition that local frequency behavior determines global time behavior, and vice versa. With these transformations, the Fourier transform pair of (2) may be rewritten as (5) (6) Now, following the lead of [18] - [20] , we may rewrite this transform pair as (7) (8) where is the time-varying spectrum, and are global time and frequency variables. That is, the dual-time correlation and the dual-frequency spectrum are just Fourier transforms of the time-varying spectrum . This spectrum is defined in terms of the signal and its Fourier transform as follows: (9) The last equation shows that this particular time-varying spectrum is nothing more than the (Hilbert space) inner product between and its one-term Fourier approximation . This makes it a stochastic version of the Rihaczek distribution [23] , [29] , [30] . This inner product, or correlation, is generally complex. However, its marginals are real and non-negative:
The time-varying spectrum need not be real or nonnegative for all , but its marginals must be.
A. Covariants Under Modulation and Delay
When the signal is delayed and complex modulated as , then the co-variant delays and modulates of , , and are
These covariant properties suggest that we should require the same of any estimator of correlation, spectrum, or time-varying spectrum. In the next section, we derive and analyze an estimator , which may be taken to be an estimator of . Our derivation, while identical in spirit to Cohen's [3] , is actually a variation on [9] . Our analysis is a variation on [5] , and our factorization of kernels follows [11] . These factorizations appear to be a systematic way to derive several estimators that have been proposed earlier as plausible ways to smooth time-varying spectrograms and WV's.
We note that it is well-known that Cohen's class can be derived by imposing time and frequency shift invariance on a quadratic kernel. This result has been the basis for many variations on time-frequency representations, such as the affine, hyperbolic, and others [22] .
III. QUADRATIC ESTIMATORS OF TIME-VARYING SPECTRA

Let
, denote a complex-valued, discrete-time signal and call , , a quadratic time-varying spectrum estimator, a term to be clarified and justified in due course. In order to qualify as a time-varying spectrum estimator, we will insist that satisfy these three properties for all signals :
P1-Modulation Invariance:
If is complex frequency modulated as , then is frequency shifted as . This property preserves our understanding of frequency .
P2-Delay Invariance:
If is time delayed as , then is replaced by . This property preserves our understanding of time .
P3-Quadratic:
The dependence of on is a quadratic form in a kernel : (14) This property ensures that scales as when is complex scaled as . We may note in passing that the only signal for which , a pulse that is constant for , is the FM signal , in which case, .
A. Time and Frequency Domain Formulas
Let us now explore the implications of properties P1-P3. Begin with P3 and enforce P1: 
Set , and replace by to find (18) where we have made the substitution . Even though the modulation and delay operators do not commute, this quadratic representation is invariant to the order in which they are applied to the signal. Equation (18) is nothing more than a quadratic form in , which is a complex demodulation of the synchronized signal . This is an intuitively pleasing result, which is very much in the spirit of Edwin Armstrong's superheterodyne receiver.
With no constraints on , (18) is a discrete-time representation of the Cohen class of quadratic time-frequency representations (TFRs) [3] , [4] . With the constraint , then is a real time-varying spectrum estimator, and with the constraint that is non-negative definite, is a real, non-negative, time-varying power spectrum estimator.
It requires just a few steps to write the time-domain formula of (18) as the frequency-domain formula (19) where and are the following DTFTs: (20) Equations (18) and (19) are the most general quadratic time-varying spectrum estimators that share the covariances of .
B. Properties of the Estimator
When the signal is nonstationary but harmonizable, we may analyze the expected value of to determine what relationship it bears to the correlation and spectrum. There is also a connection with the ambiguity function that we do not explore here [5] .
From (18), we may write the expected value of as (21) Equation (21) is a DTFT of a time-averaged Loève correlation. Therefore, by comparing it with (7), we see that it is a kind of time average of . From (19) , we may write the expected value of as (22) Equation (22) is an inverse DTFT of a frequency-averaged Loève spectrum. Therefore, by comparing it with (8), we see that it is a kind of frequency average of . The important point here is the following: Under the condition that be a quadratic, delay-and modulation-invariant estimator, then its expected value is constrained to be one of the averages in (21) and (22) . Nothing else is possible, and these averages tell us what is estimating. In the next several sections, we examine large classes of estimators, corresponding to large classes of kernels . From (21) and (22), we obtain these results for the "marginals" of the expectation of the time-varying spectrum estimator , compared with the corresponding marginals of the stochastic Rihaczek distribution :
These are sensible, smoothed estimates of the broadband time-varying power E and the longtime frequency-varying power E . It is hard to see how one could argue for a kernel to produce or a kernel to produce -this runs counter to the idea that bias must always be introduced to reduce variance, and of course, it is impossible to match both marginals simultaneously. Thomson [18] makes a similar point in his paper on multiple-window spectrum estimators.
We now turn to a more thorough investigation of time-varying spectrum estimators, paying special attention to kernels that produce plausible estimators and efficient realizations.
IV. TRACE CLASS OF TIME-VARYING MULTIWINDOW SPECTRUM ESTIMATORS
If the kernel is Hermitian symmetric, non-negative definite, and trace-class, then it may be factored as the sum of outer products (25) where the windows are normalized as follows:
With this factorization of the kernel , the representation of (18) is a representation for the class of real, non-negative time-varying multiple-window power spectrum estimators (27) where is the short-time Fourier transform (STFT) or Gabor transform of :
This representation for the class of time-varying power spectrum estimators is the most general that one can obtain without admitting unbounded operators. Therefore, we say that the most general time-varying power spectrum estimator is a time-varying multiple-window power spectrum estimator. The great virtue of this multiwindow formulation is that may be computed in real time on a finite lattice of the Nyquist band as (29) where the filter is a time reversal of the window :
That is, the signal may be demodulated by , passed through a linear time-invariant filter , and its output squared to obtain the th component of the time-varying spectrum at time and frequency . For this computation to be realizable, we require to be ARMA, and a plausible implementation would make it MA. A filterbank implementation of (29) is given in Fig. 1 .
The geometrical interpretation of Fig. 2 shows that the signal undergoes unitary transformations to produce the demodulated and synchronized copies . When these copies are projected into the subspace that is spanned by the windows , then the energy in these projections is the time-varying spectrum estimator . Strictly speaking, this interpretation is only valid for orthonormal windows.
In [6] , a time-varying multiple-window spectrum estimator was proposed as a logical extension to single-window time-varying spectrograms. Multiple-window spectrograms [28] . In various other papers [14] , multiple-window estimators have been used to approximate TFRs. The point we are making here is more than a point about approximation. Every bounded time-varying power spectrum estimator that shares the covariants of is a multiple-window spectrum estimator, and practical kernels are sufficiently rank deficient that they can be implemented with relatively few windows [21] .
V. DIAGONAL-TOEPLITZ-DIAGONAL FACTORIZATIONS AND TIME-VARYING SPECTROGRAMS
In the next two sections, we will assume that the Hermitian kernel takes on special factorizations. As we will see, the consequences are significant.
A. Time and Frequency Domain Formulas for the Time-Varying BTGR Spectrogram
Let us assume the kernel has the diagonal-Toeplitz-diagonal factorization (31)
In some cases the window will have the Hermitian property
and its spectrum will be real. If is nonnegative, then will be non-negative definite. For the time being, we do not assume to be real or non-negative. Then, the TFR of (18) may be written as (33) where is the DTFT of , and is the STFT of (28), with the window replaced by the window . That is, the time-varying spectrum estimator in this diagonal-Toeplitz-diagonal factorization of is just the spectrally smoothed (or filtered) spectrogram (34) where is the time-varying spectrogram, and is its inverse DTFT on the variable . The dual time correlation bears the same relation to as the Loève correlation bears to . In this formula, the spectral window need not be real or non-negative, meaning can be complex or negative. However, if is real and non-negative, then (34) is a non-negative power spectrum estimator. In fact, it is the time-varying extension of the BTGR spectrogram [1] , [7] . Now, let us assume that the spectrum of the kernel has the diagonal-Toeplitz-diagonal factorization (35) Fig. 3 . P (t; ) for two crossing chirps without noise, using dTd factorization.
Then, the time-varying spectrum estimator of (19) may be written as (36) where is the inverse DTFT of . That is, the time-varying spectrum estimator in the diagonal-Toeplitz-diagonal factorization of is just the temporally smoothed spectrogram (37) where is the time-varying spectrogram, and is its DTFT on the variable . The dual frequency spectrum bears the same relation to as the Loève spectrum bears to . In this formula, the smoothing window need not be Hermitian symmetric and non-negative definite, meaning can be complex or negative. However, if is Hermitian symmetric and non-negative definite, meaning the spectral window is real and non-negative, then is non-negative. In fact, in this case, (37) is the estimator proposed by Priestley in his 1966 paper on evolutionary spectral analysis and discussed briefly in his 1988 book [15] , [16] .
The beauty of (34) and (37) is that they allow us to design the window for time-frequency resolution and the window for spectral smoothing and variance control. Once windows are designed, then the matrix may be approximated as and the spectrum computed in real time as the multiwindow spectrum estimator of (29) . An obvious choice for is a Gaussian pulse, thus validating Gabor's insight, and an obvious choice for is the unit pulse response of a lowpass filter, thus validating the BTGR insights. Another way to say it is this. We would like to design the windows for time-frequency resolution and variance control. By recasting this design problem in terms of the two windows and , we indirectly design the windows . The net effect of the windows is the combined effects of and . When , then is independent of and equal to the BTGR spectrogram.
In general, a diagonal-Toeplitz-diagonal factorization of the kernel produces spectral smoothing for variance control, and a diagonal-Toeplitz-diagonal factorization of produces temporal smoothing for variance control. The former "smear" in frequency, and the latter smear in time. These effects, or a combination of them, are required for variance control, suggesting that a more general kernel for time and frequency smoothing would be a convex linear combination of the kernels in (31) and (35).
The results of this section on the diagonal-Toeplitz-diagonal (dTd) factorization of and are summarized on the left-hand side of Table I . The spectral representation shows the timevarying spectrum estimator to be a spectrally smoothed spectrogram, and the temporal representation shows it to be a temporally smoothed spectrogram. When the temporal window is Hermitian symmetric and non-negative definite and its corresponding spectral kernel is real and non-negative, then the estimator is a real and non-negative time-varying power spectrum estimator.
VI. DIAGONAL-HÄNKEL-DIAGONAL FACTORIZATIONS AND TIME-VARYING INTERFEROGRAMS
Now, we suppose that the kernel has the Hermitian symmetric diagonal-Hänkel-diagonal factorization (38) With this diagonal-Hankel-diagonal factorization of the kernel , the time-varying spectrum estimator of (18) becomes (39) In order to clarify this estimator, replace by its Fourier transform to get (40) Fig. 5 . P (t; ) for two crossing chirps with noise, using dTd factorization. which may be written as the interferogram (41) Note that and are misaligned in this formula. The effect of is to shape the STFT, and the effect of is to smooth the interference pattern between frequency-misaligned versions of the STFT . This is the frequency domain weighted Wigner-Ville distribution presented by Stankovich in [10] and extended in [27] .
When , we get a well-known form of the Wigner-Ville distribution Then, the frequency domain version of given in (19) may be written as (45) or (46) which is a time-domain smoothed Wigner-Ville distribution. Again, the effect of is to shape the STFT, and the effect of is to smooth the interference pattern between the temporally misaligned versions of the STFT. When , we get (47) which is the dual of (42), and when , we get (48) which is the time-varying spectrogram. These time-domain averages complement the class of estimators proposed by Stankovic [10] , [27] in the same way that the estimator of (34) complements the Priestly estimator of (37).
In general, a diagonal-Hänkel-diagonal factorization of the kernel produces spectral smoothing for variance control, and a diagonal-Hänkel-diagonal factorization of produces temporal smoothing for variance control. The smoothing also serves to reduce the interference terms that arise in the Wigner-Ville.
The results of this section on the diagonal-Hänkel-diagonal (dHd) factorization of and are summarized on the right-hand side of Table I . The right-and left-hand sides of Table I are strikingly similar, except for the fact that the dTd factorization aligns the STFT, and the dHd factorization misaligns it. The misalignment generates cross-terms that are not present in the aligned form. The spectral representation shows the time-varying spectrum estimator to be a spectrally smoothed Wigner-Ville (41), and the temporal representation shows it to be a temporally smoothed version of the Wigner-Ville (46). The latter is a variant of a method by Stankovic in [25] .
VII. NUMERICAL RESULTS
To illustrate the time-varying spectrum estimators discussed above, we present some numerical examples in the following figures. Each of Figs. 3-6 depicts for a signal consisting of two equal amplitude crossing chirps. Each contains 128 time points and 128 frequencies. In all cases, was a 64-point Hamming window. The window is a Gaussian window that has a different width for each of the four subimages. The top-left subimage was computed for a completely flat window (i.e.,
). In the top-right subimage, was Gaussian with a 3-dB width of 45 points. In the bottom-left subimage,
was Gaussian with a width of 15 points. In the Fig. 7 . P (t; ) for a segment of a bird call, using dHd factorization.
bottom-right subimage, was Gaussian with a width of 5 points.
In Figs. 3 and 4 , the signal was noise free, whereas in Figs. 5 and 6, white Gaussian noise was added to the signal, with a persample signal-to-noise ratio of 3. Figs. 3 and 5 were computed using the dTd factorization of , whereas Figs. 4 and 6 where computed using the dHd factorization.
In Figs. 3 and 5, we observe the increased spectral smoothing as the size of the window is decreased. As expected, spectral smoothing decreases noise and reduces frequency resolution.
In Figs. 4 and 6 , we observe sharpening of the linear features as we move from the spectrogram toward the Wigner-Ville. At the same time, there is an increase in the level of the interference terms in . It is interesting to note here that the spectral smoothing reduces the effect of noise by misaligning it, at the expense of interference effects, without reducing the frequency resolution.
The actual number of windows used in the multiwindow implementation was , as we go from the widest window ( ) to the narrowest window. Fig. 7 depicts the analysis of a segment of a bird call (a zebra finch), using the dHd factorization. The processing steps and the processing parameters used here are exactly the same as in Figs. 4 and 6. This is a very challenging nonstationary signal because of the rapid chirp rate in some segments. Some sharpening of the features is apparent as we move from the spectrogram (in the top-left corner) toward the Wigner-Ville (in the bottom-right corner). However, this sharpening comes at the cost of an increased level of interference terms, typical of the Wigner-Ville distribution. The intermediate cases (top-right and bottom-left) probably provide the better compromise between resolution and interference.
VIII. CONCLUSIONS
The Cramér-Loève representation for a nonstationary random process suggests that a time-varying spectrum may be associated with the process. This spectrum is the stochastic version of the Rihaczek distribution. It transforms as under time-delay and frequency-modulation, suggesting that any estimator of should share these covariants. This is the essence of the Cohen argument [3] , [4] . The resulting quadratic estimator is constrained to be the type of time-or frequency-average given in (18) and (19) , and its averages are constrained to be the time-and frequency averages of (21) and (22) . However, within these constraints, a lot is possible. For example, the diagonal-Toeplitz-diagonal factorization of a kernel or its Fourier transform seems to be fundamental for time-varying power spectrum analysis. This factorization trades off time and frequency resolution in the STFT and smoothes its magnitude squared in time or frequency for variance control. Conversely, for time-varying Wigner-Ville representations, the diagonal-Hankel-diagonal factorization of a kernel or its Fourier transform seems to be fundamental. This factorization trades time and frequency resolution in the STFT and smoothes its interference pattern in time or frequency.
