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ABSTRACT
We report the discovery of the planet OGLE-2018-BLG-0532Lb, with very
obvious signatures in the light curve that lead to an estimate of the planet-
host mass ratio q = Mplanet/Mhost ≃ 1 × 10−4. Although there are no obvious
systematic residuals to this double-lens/single-source (2L1S) fit, we find that χ2
can be significantly improved by adding either a third lens (3L1S, ∆χ2 = 81)
or second source (2L2S, ∆χ2 = 65) to the lens-source geometry. After thorough
investigation, we conclude that we cannot decisively distinguish between these
two scenarios and therefore focus on the robustly-detected planet. However,
given the possible presence of a second planet, we investigate to what degree
and with what probability such additional planets may affect seemingly single-
planet light curves. Our best estimates for the properties of the lens star and
the secure planet are: a host mass M ∼ 0.25M⊙, system distance DL ∼ 1 kpc
and planet mass mp,1 = 8M⊕ with projected separation a1,⊥ = 1.4 au. However,
there is a relatively bright I = 18.6 (and also relatively blue) star projected
within < 50mas of the lens, and if future high-resolution images show that this
is coincident with the lens, then it is possible that it is the lens, in which case,
the lens would be both more massive and more distant than the best-estimated
values above.
Subject headings: gravitational lensing: micro; planetary systems
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1. Introduction
Based on the second detection of a Neptune-class planet beyond the snow line, Gould et al.
(2006) had already suggested that such “cold Neptunes” are the most common type of planet.
As microlensing-planet discoveries continued to accumulate and populate the (log q, log s)
diagram (Figure 7 from Mro´z et al. 2017), it became manifest that cold Neptunes are
at least more numerous than cold planets of greater mass. Here, q is the planet-host
mass ratio and s is the planet-host projected separation normalized to the Einstein ra-
dius θE. These (log q, log s) diagrams show that planet detections are roughly uniform over
−4.3 < log q < −2. Because higher-mass planets have larger caustics, and so larger cross
sections for detection, a uniform rate of detection implies more planets at lower mass.
The same (log q, log s) diagrams show a sharp cut off in detections at log q ≃ −4.3, i.e.,
q ≃ 5 × 10−5. See Figure 3 of Udalski et al. (2018). This could in principle reflect a sharp
cutoff in the existence of cold planets at lower masses, but it also might simply reflect a
cutoff in sensitivity of present-day microlensing experiments.
However, two studies concluded that the first explanation is correct: cold planet fre-
quency reaches a peak at cold Neptunes and then declines toward lower masses. First,
Suzuki et al. (2016) studied planets detected by MOA and compared these to the planet
sensitivity of the MOA sample, as judged by a ∆χ2 criterion. They concluded that the cold-
planet frequency (as a function of log q) peaks around log q ∼ −4. Second, Udalski et al.
(2018) studied the complete sample of seven microlensing planets with well-measured mass
ratios log q < −4. They developed a new “V/Vmax” method that is logically indepen-
dent of the Suzuki et al. (2016) method. The data samples were also largely independent.
Udalski et al. (2018) concluded that if the mass-ratio function in this low-mass-ratio regime
is modeled as a single power law, then it was falling toward lower log q in this range, thus
confirming the results of Suzuki et al. (2016). In particular, Udalski et al. (2018) found that
OGLE-2017-BLG-1434Lb would have been detected (and been well characterized) even if it
had been 30 times lighter than it actually is, i.e., log q ≃ −5.7.
Pascucci et al. (2018) derived the planet mass-ratio function of Kepler transiting planets
by combining the planet-radius distribution and the empirical mass-radius relation. They
found a break at log q ≈ −4.5. A similar break (or pile-up) is also found by Wu (2018), who
inferred the Kepler planet masses from the photo-evaporation gap. Because microlensing
planets are typically outside the snow line by a factor two or more, while Kepler transiting
planets are inside the snow line by a similar factor, these results enable one to study whether
(and how) the break in the planet mass-ratio function is strongly influenced by the presence
(or absence) of icy material in the proto-planetary disk.
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Jung et al. (2018) subsequently analyzed the 15 planets with well-determined mass ra-
tios q < 3× 10−4 and concluded from their approximately uniform distribution in log q that
the break in the microlensing mass-ratio function is both quite low, qbreak ≃ 5.6 × 10−5
(i.e., log qbreak ≃ −4.25), and quite severe, to the point of approximating a cut off. They also
pointed toward possible evidence for a “pile up”, at or just above the break. This break point
would be more consistent with the Kepler break found by Pascucci et al. (2018), although
probably much more severe.
Additional detections of planets in this low-mass regime will be crucial for resolving the
position and severity of the break in the microlensing mass-ratio function. Here we analyze
OGLE-2018-BLG-0532, whose lensing system contains at least one planet, a cold Neptune
with mass ratio q = (1.0±0.2)×10−4, i.e., right at the somewhat arbitrary “low mass-ratio”
boundary of Udalski et al. (2018) and near the upper end of the possible “pile-up” noted
by Jung et al. (2018). We note that Ranc et al. (2018) have reported a planet that also
straddles this boundary, with q = (1.00± 0.17)× 10−4. That is, both of these planets would
meet the sample conditions of the Jung et al. (2018) study.
Moreover, OGLE-2018-BLG-0532 also contains evidence for a second planet, a Jovian-
class body that would lie at a projected distance that is either 2.65 times greater or 2.65
times smaller than the Neptune mass-ratio planet. Fitting for the additional planet results
in an improvement of ∆χ2 = 81, which is formally very significant. At the same time, the
candidate planet does not result in any recognizable signatures, either in the original light
curve or in the residuals to the single-planet fit.
Shin et al. (2015) studied the problem of such weak third-body signatures in apparently
single-planet microlensing events. At the time of their study (and still today), there were only
two cases of two-planet microlensing systems with unambiguous signatures for both planets:
OGLE-2006-BLG-109 (Gaudi et al. 2008; Bennett et al. 2010) and OGLE-2012-BLG-0026
(Han et al. 2013). In both cases, the underlying events had high magnifications, (normalized
impact parameters u0 = 0.0035 and u0 = 0.0095, respectively), which made them especially
sensitive to planets via their “central caustics” (Griest & Safizadeh 1998), and thus in par-
ticular makes them sensitive to multiple planets in the same system (Gaudi et al. 1998). In
fact, both systems followed the “factoring” (or “superposition”) of caustic signatures already
predicted by Han et al. (2001).
However, Shin et al. (2015) considered that if there were additional planets in a given
system with one detected planet, it was at least as likely that they would give rise to weak
signatures that may have escaped notice as to strong signatures that were obvious, at least
in the residuals to the single-planet fit. This led them to search for additional bodies in eight
apparently single-planet systems in high or moderately high magnification events, OGLE-
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2005-BLG-071 (Udalski et al. 2005), OGLE-2005-BLG-169 (Gould et al. 2006), MOA-2007-
BLG-400 (Dong et al. 2009), MOA-2008-BLG-310 (Janczak et al. 2010), MOA-2009-BLG-
319 (Miyake et al. 2011), MOA-2009-BLG-387 (Batista et al. 2011), MOA-2010-BLG-477
(Bachelet et al. 2012), and MOA-2011-BLG-293 (Yee et al. 2012). These have, respectively,
normalized impact parameters u0 = (0.023, 0.00012, 0.0005, 0.00300.0062, 0.08, 0.0034, 0.0035).
Shin et al. (2015) found that allowing for a third body led to ∆χ2 improvements of 143,
78, and 50 for events MOA-2009-BLG-319, MOA-2008-BLG-310, and MOA-2010-BLG-477,
respectively. All other events had ∆χ2 < 30. Given that none of these events met their
adopted threshold of ∆χ2 > 500, they only set upper limits on additional planets in all
cases. They showed only one two-planet fit, i.e., for MOA-2009-BLG-319, which had the
highest ∆χ2. As we will show is also the case for OGLE-2018-BLG-0532, the single-planet
fit did not display any particularly noticeable residuals, and the two-planet fit did not result
in any obvious improvements.
Subsequently, Suzuki et al. (2018) showed that the OGLE-2014-BLG-1722 light curve
has two unambiguous deviations from a Paczyn´ski (1986) fit that are well explained by a
3L1S model with two planets. One deviation is a dip and so can only be due to a planet,
but the other is a smooth bump, which could also in principle be caused by a second source.
This 2L2S model is disfavored by only ∆χ2 = 5.7, but after taking consideration of auxiliary
information, Suzuki et al. (2018) concluded that the 3L1S model is favored by 3.1 sigma and
so consider that this is the “likely” interpretation. Hence, this is currently the best case for
a relatively weak detection of a second planet, although the 3L1S interpretation remains less
than absolutely secure.
For OGLE-2018-BLG-0532, the smooth character of the residuals from the 2L1S fit also
imply that one should test for 2L2S (in addition to 3L1S) solutions. Although we find that
3L1S is preferred by ∆χ2 = 16 relative to 2L2S, we consider that the evidence is too weak to
claim the existence of a second planet. Nevertheless, the possibility of such a planet prompts
us to investigate how such “weak detections” are likely to appear in the data.
2. Observations
OGLE-2018-BLG-0532 is at (RA,Dec) = (17:59:56.02,−28:59:51.9) corresponding to
(l, b) = (1.54,−2.73). It was announced to the community by the Optical Gravitational Lens-
ing Experiment (OGLE, Udalski et al. 2015) Early Warning System (EWS, Udalski et al.
1994; Udalski 2003) at UT 13:54 on 9 April 2018. OGLE observed this field (BLG505) in
2018 at a cadence Γ = 1 hr−1 from its 1.3m telescope with 1.4 deg2 camera at Las Campanas
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Observatory in Chile. These data show a clear anomaly, but are adversely impacted by long
weather gaps during the anomaly.
The Korea Microlensing Telescope Network (KMTNet, Kim et al. 2016) also observed
this event from its three identical 1.6m telescopes at CTIO (Chile, KMTC), SAAO (South
Africa, KMTS) and SSO (Australia, KMTA), each equipped with identical 4 deg2 cameras.
The event lies in three overlapping KMTNet fields, BLG03, and BLG43, with a combined
cadence of Γ = 4 hr−1 from KMTC and Γ = 6 hr−1 from KMTS and KMTA. In fact, there
are some observations from KMTC BLG04 as well, with a cadence of Γ = 1 hr−1. The event
was rediscovered at the end of the season by the KMTNet eventfinder (Kim et al. 2018a) as
KMT-2018-BLG-1161.
The great majority of observations were carried out in the I band with occasional V -
band observations made solely to determine source colors. All reductions for the light curve
analysis were conducted using variants of image subtraction (Alard & Lupton 1998), either
DIA (Woz´niak 2000) or pySIS (Albrow et al. 2009).
Note that the errors were renormalized so that the χ2 per degree of freedom (dof) at
each observatory is approximately equal to unity. In fact, the careful reader will note that
the best model has a total χ2/dof = 0.997. This is because the models slightly improved
after the initial renormalization, but we did not the repeat renormalization and fitting (as is
sometimes done) due to the exceptionally heavy computational load.
3. Analysis
3.1. Search for 2L1S Solutions
Figure 1 shows the OGLE and KMTNet data, together with the final best-fit triple-
lens/single-source (3L1S) model. The duration of noticeable magnification is quite long,
& 100 days, and the peak of the main event is relatively sharp. Together, these characteristics
would normally indicate a high magnification event, Amax ≫ 1. However, the flux at the
peak is only a factor Fpeak/Fbase ∼ 3.6 above baseline. These two indicators can only be
reconciled if the event is heavily blended, fb ≫ fs, where fs and fb are the source flux and
the blended flux, respectively, and where Fbase = fs + fb.
The major anomaly, which is shown in the upper (zoomed) panel of Figure 1, is com-
prised of a trough that lasts ∼ 1.5 days, flanked by two spikes, with the post-trough spike
being particularly sharp. Such troughs can only be produced by a minor-image perturba-
tion. The unperturbed light curve is produced by two images that, according to Fermat’s
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principle, occur at extrema of the time-delay surface. The larger (major) image, on one
side of the primary lens, is at a local minimum of this surface and is extremely stable. The
smaller (minor) image, on the opposite side, is at a saddle point and is highly unstable.
Hence, it can be virtually annihilated by a planet sitting at or near the position of the minor
image. For high-magnification events A+ + A− = A ≫ 1, the ratio of these magnifications
A+/A− = (A + 1)/(A − 1) → 1. Hence, up to half the light can be briefly eliminated as
a planet passes near to this image. On the flanking sides of such troughs are two caustics
(lines of formally infinite magnification), which continue as extended ridges in magnification
beyond the finite extent of the caustics themselves. Thus, the form of the observed pertur-
bation is exactly as expected for such a geometry, and there are no other known geometries
that can generate this light-curve morphology.
Notwithstanding this qualitative analysis, we begin by conducting a systematic grid
search for 2L1S models over a range of (s, q) geometries. We hold these two parameters
fixed at the grid points, while five others (t0, u0, tE, ρ, α) are allowed to vary in a Monte
Carlo Markov chain (MCMC). The first three (Paczyn´ski 1986) parameters (t0, u0, tE) are
seeded at values derived from a 1L1S fit to the light curve with the anomaly removed. The
angle α between the binary axis and lens-source relative proper motion µrel is seeded at
six equally spaced points around the unit circle, while ρ = θ∗/θE, i.e., the source radius
normalized to the Einstein radius, is seeded at ρ = 5 × 10−4. As usual, there are two flux
parameters (fs, fb)i for each observatory i, so that the predicted flux is given by Fi(t) =
fs,iA(t; s, q, α, t0, u0, tE, ρ) + fb,i. During the brief intervals when the source passes over or
very close to the caustic, it is partially resolved by the caustic, and so the source brightness
profile becomes relevant. We characterize this by a linear limb-darkening coefficient ΓI = 0.50
(Claret 2000), in accordance with the source-type determination of Section 4.2.
As anticipated, we find only one 2L1S solution, the parameters for which are given
in Table 1. Before continuing, we remark on the extreme level of blending fb/fs ∼ 40.
That is, despite the fact that the baseline appears relatively bright, Ibase = 18.25 in the
roughly-calibrated OGLE-IV photometry (see Section 4.1.2), the source is extremely faint,
Is ∼ 22.25.
Figure 2 shows the caustic geometry for the 2L1S solution presented here, as well as
for additional solutions presented in Sections 3.4 and 3.5. It shows that the pronounced dip
near the peak is due to the source transiting the “back end” of a resonant caustic.
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3.2. 2L1S Solutions with Parallax
In spite of the faintness of the source (hence, high fractional errors σ(F )/fs), the long
Einstein timescale tE ∼ 120 days implies that the microlens parallax may well be measurable.
In particular, Smith et al. (2003) showed that the strength of the parallax signal basically
scales as t4E. This introduces two additional parameters (piE,N , piE,E), i.e., the components in







where θE is the Einstein radius,
θE =
√





M is the total mass of the lens, and pirel is the relative lens-source parallax.
Because the parallax effect (due to Earth’s orbital motion) can be degenerate with or-
bital motion of the lens (Batista et al. 2011; Skowron et al. 2011), one must also introduce
two additional parameters representing linearized orbital motion in order to test for such
correlations. We adopt dα/dt and ds/dt for the time rates of change of the binary’s orien-
tation and separation, respectively. However, we find no significant correlation between the
orbital motion and parallax parameters. Instead, the orbital parameters become “attracted”
to solutions that model minor fluctuations in the 2017 (i.e., baseline) data as being due to a
planetary caustic that fortuitously “orbited” to the source position during 2017. This leads
to small χ2 “improvements” that are entirely spurious. Because the orbital-motion param-
eters are not in fact correlated with the parallax parameters, which was the original reason
for introducing them, we suppress the orbital-motion parameters.
For sources lying near the ecliptic, which includes essentially all microlensing toward
the Galactic bulge, one must check for the “ecliptic degeneracy”, which approximately takes
(u0, piE, α, dα/dt)→ −(u0, piE, α, dα/dt). We indeed find two such solutions with very similar
χ2, which are both shown in Table 1. We also search for jerk-parallax solutions (Gould
2004), which would approximately take piE,N → −piE,N , while leaving the other parameters
approximately unchanged, but this search does not lead to viable solutions.
We note that most parameters are fairly similar between the “parallax” and “standard”
models, except of course the parallax, which is newly introduced. The ∆χ2 = 71 is highly
significant, and corresponding to this, the parallax amplitude piE is measured to about 13%.
By far the largest change, apart from the parallax, is the mass ratio, which drops by roughly
25% in the parallax solutions.
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One point of possible concern is that piE,E is very close to zero, with very small mea-
surement errors, while piE,N is much larger. This might be regarded as worrisome because
Earth’s acceleration is essentially East, and this induces an asymmetry in the light curve,
which is quite easy to measure because it is not strongly correlated with any other param-
eters. Hence, if the vector parallax were actually close to zero, piE ∼ 0, then this would be
robustly reflected in piE,‖ ≃ piE,E but might be masked by subtle long-term systematics in
the light curve that gave rise to a spurious piE,⊥ ≃ piE,N .
However, first, it will be straightforward to show that the parallax must obey piE & 0.2
(see Section 6.3). We do not discuss these arguments in detail here to avoid repeating them
later. Second, while |piE,E| is small compared to |piE,N |, it is strongly inconsistent with zero,
and quite consistent with the lower limit on piE just given. Therefore, at this point there is
no reason to doubt the parallax measurement. Nevertheless, we will return in Section 6.3 to
the question of whether it could be several σ lower than the values reported in Table 1.
3.3. Decision to Investigate 3L1S Solutions
The residuals to the 2L1S model shown in Figure 1 do not exhibit pronounced deviations,
and therefore one would not under normal circumstances search for a third body. Our
decision to carry out such a 3L1S investigation was prompted by “accidental” developments
in the course of the 2L1S investigation, i.e., apparent “problems” in the 2L1S solution that
were all eventually resolved. For completeness, we describe this process in the Appendix,
but we do not divert the reader’s attention with the details here.
3.4. Search for 3L1S Solutions
We begin by considering static 3L1S models with 10 geometric parameters, i.e., the seven
“standard” 2L1S parameters (with (q, s) renamed (q1, s1)), plus three additional parameters,
(q2, s2, ψ). These are, respectively, the mass ratio of second companion to the primary, the
normalized separation between these, and the angle between primary-secondary and primary-
tertiary directions. We conduct this search by simply adding a new component with q2 = 0.3
and s2 = 0.05 and at several different values of ψ and then using MCMC to search for a
local minimum. Such s2 ≪ 1 models are in the extreme Chang-Refsdal regime, in which
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the pseudo-shear1 γc2 ≡ q2s22 is an approximate invariant. Therefore, one expects that (if
the choice of ψ approximately conforms to the physical configuration of the triple lens) the
γc2 parameter-combination will quickly approach the true value in the MCMC, while the
subsequent disambiguation between q2 and s2 at fixed γ
c
2 will proceed much more slowly. In
fact, we found that the first expectation was confirmed but the second was not. Instead, the
MCMC became “stuck” and could not proceed toward the (q2, s2) minimum, probably due
to the weakness of the χ2 gradient. We therefore substituted s2 → γc2 as an MCMC variable,
after which the minimum was found relatively quickly.
This search yields solutions with q2 ≪ 1 and s2 < 0.5. Hence, one expects a similar
model light curve from the corresponding wide solution (q2, s2)→ (q2, s−12 ) (Griest & Safizadeh
1998; Han et al. 2013; Song et al. 2014). We find that this yields a model with very similar
χ2.
We then add the two parallax parameters (piE,N , piE,E). After finding the best fit, we
attempt to add orbital motion (to first one, then the other companion). However, as with
the 2L1S solutions, the χ2 only improves when the planetary caustic becomes “attached” to
noise features in the baseline. Hence, we again remove the orbital-motion parameters.
The best fit among these four solutions (close,wide)×(u0 < 0, u0 > 0) is shown in
Figure 1, together with the residuals of the data from this model. By eye, the improvement
relative to the 2L1S residuals looks modest.
The four solutions are shown in Table 2. Comparison of this table with Table 1 shows
that the 3L1S and 2L1S solutions are overall very similar (except for the addition of three
parameters due to the second planet). This additional planet is about 25 times more massive
than the first planet, which is qualitatively similar to the ratio of the masses of Jupiter and
Neptune. The addition of this planet improves the fit by ∆χ2 = 81. This is formally very
significant, but it would be by far the lowest ∆χ2 to justify an “officially accepted” planet.
Therefore, some discussion is required to assess the reality of this putative planet. See
Section 6.
1Strictly speaking, the shear refers to the wide regime s2 ≫ 1, where it is γw2 = q2/s22. Based on the
close-wide degeneracy, model pairs with γc2 ∼ γw2 should produce similar light curves. For simplicity, we call
therefore call γc2 the “pseudo-shear”.
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3.5. Search for 2L2S Solutions
As mentioned in Section 3.3, there are no obvious systematic residuals to the 2L1S
solution. This means that the evidence for the third body is not an additional caustic crossing
(unlike e.g., OGLE-2006-BLG-109 and OGLE-2012-BLG-0026). Whenever the evidence for
an additional body lacks such caustic features, one must always test whether it can be
generated by an additional source rather than an additional lens, i.e., in this case 2L2S. We
therefore begin by adding three parameters to the 2L1S geometry, which add a second source
with fixed projected offset from the first source. That is, we rename (t0, u0) → (t0,1, u0,1),
introduce a second pair (t0,2, u0,2), and then also introduce the flux ratio of the second source
to the first in I band, qF,I . This yields a substantial improvement ∆χ
2 = 124 relative to the
standard 2L1S solution. We then add the two parallax parameters, (piE,N , piE,E), which yields
an additional ∆χ2 = 12 improvement. Normally, such a modest improvement would not be
considered sufficient for a reliable parallax measurement. However, in the present case, we
must include these parameters in order to allow a fair comparison with the 3L1S solutions.
Comparison of Tables 3 and 2 shows that the 3L1S solution is preferred by ∆χ2 = 16 relative
to the 2L2S solution.
We note that the microlensing parameters of the 3L1S and 2L2S parallax solutions are
qualitatively similar, but with some quantitative differences. The most notable differences
are that the mass ratio of the robustly detected planet and the (first) source radius are
smaller by a factor ≃ 0.7 in the 2L2S solution. This mainly reflects the fact that in high-
magnification events, t∗ ≡ ρtE and qtE are approximate invariants (Yee et al. 2012), and the
value of tE is substantially higher in the 2L2S solution. Note in particular that the value of
piE is qualitatively similar.
In order to assess which, if either, of the 3L1S and 2L2S solutions is preferred, we must
first be able to evaluate the implied physical parameters for each.
4. Color-Magnitude Diagram and Blended Light
The first step toward this goal is to measure θ∗ from the position of the source on the
color-magnitude diagram (CMD). This allows one to determine θE = θ∗/ρ and µrel = θE/tE,
which are both important inputs into this calculation. In the present case, we also measure
the astrometric position and calibrated flux of the blended light, which will also provide
important constraints for interpreting the lens system.
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4.1. Baseline Object
We first note that the various light-curve models described above all obey Fbase/fs > 40,
where Fbase ≡ fs + fb. Therefore, to an excellent approximation, the “baseline object” is
essentially the same as the blended light.
We conduct our investigation by analyzing relatively high-resolution (FWHM ≃ 0.45′′)
images taken by the 3.6m Canada-France-Hawaii Telescope (CFHT) from June to August
in 2018. Because of higher resolution, these images might in principle resolve out stars that
are blended with the “baseline object” as seen in OGLE and/or KMT images. Moreover,
the higher resolution and smaller pixel size permit a more precise astrometric measurement.
See Figure 3.
4.1.1. Astrometry
Here our goal is to find the astrometric offset between the microlensed source and the
baseline object. If this is consistent with zero, then the blend (essentially the same as the
baseline object) could be the lens. And if this offset is small (and possibly zero), it would be
evidence that the blend was associated with the event, i.e., either the lens itself, a companion
to the lens or a companion to the source. On the other hand, if the baseline object were
well displaced from the microlensed source, then the lens light could at most comprise a
fraction of the baseline light, which would lead to stronger upper limits on the lens flux (see
Appendix).
There are three steps to measuring this offset. First, we must find the position of the mi-
crolensed source relative to neighboring field stars from difference images near peak. Second,
we must find the position of the CFHT baseline object relative to these same neighboring
stars. Third, we must transform the microlensing-template image coordinates to the CFHT
image coordinates. We discuss each of these procedures, with a focus on the error estimates
of each.
In fact, we have carried out the entire procedure described below twice: once using
the source position on the KMT template and once using the source position on the OGLE
template. For clarity, we report the KMT analysis first, and then the OGLE analysis.
Finally, we investigate the origin of the differences.
Source Position: As part of the normal process of image subtraction, each image is
astrometrically aligned to the template image, which is then subtracted from it. The dif-
ference image then basically consists of an isolated star. We measure this position for 12
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highly magnified KMTC images. This sample has standard deviations in the (x, y) (essen-
tially west and north) directions of (0.0435, 0.0320) pixels, which are 400 mas. Hence, the
standard errors of the mean of this measurement are (5, 4)mas. For completeness we note
that the correlation coefficient is 0.43, although this has no practical impact.
Baseline Object Position: In contrast to the microlens difference image, which con-
sists of a single star that is magnified and hence relatively bright, the baseline image is filled
with ambient stars. Hence, in principle, the measurement could be corrupted by ambient
light either from gradients from relatively near stars, or from very nearby, semi-resolved
stars. Fortunately, we find that the baseline object is isolated from relatively bright stars
that could cause the first problem. We do find two semi-resolved very-nearby faint stars.
However, we ignore them here and treat them further below under “systematic errors”.
We construct transformations between pairs of CFHT images, one with excellent (“best”)
seeing and the other with good seeing. We measure the scatter in the positions of stars with
similar magnitude as the baseline object, finding 0.06 pixels, each pixel being 185 mas. We
attribute these as equally due to the two images, i.e., 0.04 pixels each. Using the five best
images (and conservatively using the scatter of these measurements, rather than the slightly
smaller mean scatter of similar stars mentioned above), we derive standard errors of the
mean (6, 4)mas in the same (x, y) directions.
Transformation: The transformation from the KMT to CFHT images uses the Fitsh
grmatch and grtrans routines (Pa´l 2012) on stars within 1′ that are substantially brighter
than the baseline object. We find a scatter of these stars in the transformation of about
8 mas. While roughly 200 stars were used to derive the transformation, we conservatively
consider only the 50 closest to the baseline object. Then the error in the transformation is
∼ 8/√50 ∼ 1mas. This error is negligible compared to the other errors, and so we ignore it.
Hence, finally we derive
∆θKMT(E,N) = θbase − θsource = (−43,+20)± (6, 4)mas (3)
Systematic Errors: Equation (3) seems to imply a highly significant (∆χ2 & 50) dif-
ference in the positions of the baseline object and source, indicating that the baseline object
is displaced to the west and north of the source. However, one can see from Figure 3 that
there are two semi-resolved stars, which are not registered by the DoPhot (Schechter et al.
1993; Alonso-Garc´ıa et al. 2012) astrometry of the CFHT image, that lie to the west and
north. These are certainly biasing the tabulated position of the source in these direction,
particularly in the CFHT i image. However, it is not possible to evaluate the magnitude of
these errors due to the “black-box” nature of DoPhot astrometry.
Comparison to OGLE: We repeat the entire procedure beginning with the OGLE-
– 14 –
based source position and transforming this to the CFHT image using the OGLE template
and find
∆θOGLE(E,N) = (−61,+31)± (5, 5)mas. (4)
While the difference between Equations (3) and (4) is relatively modest relative to the
errors, it does have implications for the interpretation of the event. Therefore we investigate
it further.
We first note that the OGLE template is from 2010 while the KMT template is from
2018. Because the magnified source is only a factor η ≃ 1.5 times brighter than the baseline
object, the apparent position of the “difference source” is displaced by +µbase∆t/η relative to
the true position of the source, where µbase is the proper motion of the baseline object relative
to the reference frame and ∆t = 8 yr. Hence, to account for the difference between the OGLE-
and KMT-based offsets in the east direction (the only one for which there is even a marginally
significant discrepancy), would require a proper motion of µbase,E = +3.4±1.5masyr−1. This
is a very plausible number. Hence, even the marginal discrepancy between the OGLE and
KMT values is entirely consistent with the KMT value being correct. Because the KMT
reference image is from the same year as the event, the KMT-based procedure does not
suffer from the added uncertainty of the unknown proper motion of the baseline object.
Thus, we adopt Equation (3).
We conclude that |∆θ| < 50mas with the balance of evidence indicating that the
baseline object is at least somewhat displaced from the lens. However, due to systematics,
the displacement could be substantially smaller than 50mas and zero is not ruled out. Hence,
the blend could be the lens, but more likely a large fraction of this light is due to another
star.
4.1.2. Photometry
We calibrate the CFHT instrumental (g, i) photometry (Zang et al. 2018) to calibrated
OGLE-III (V, I) photometry (Szyman´ski et al. 2011) to derive I = i− 0.328 − 0.054(g − i)
and (V − I) = 0.326 + 0.716(g − i). Combining these with the instrumental magnitude
measurements (g, i)base = (19.992, 18.596)± (0.014, 0.023), yields
[(V − I), I]base = (1.362, 18.596)± (0.019, 0.024). (5)
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4.2. CMD
We will ultimately wish to place the source color and magnitude (V − I, I)s on an
instrumental color-magnitude diagram in order to find its offset from the centroid of the red
clump and so infer its angular radius θ∗ (Yoo et al. 2004). This in turn will yield the angular
Einstein radius via the relation θE = θ∗/ρ, where ρ is the normalized source radius, which is
a parameter of the microlens modeling.
While Is can only be determined by conducting detailed modeling of the microlensing
event, (V − I)s is independent of the model, and in fact can often be determined by the
regression of the V on I fluxes without any model at all2. In the present case, we will
be considering models with somewhat different values of Is. The purpose of this section
is therefore to derive a scaled relation for θ∗ that is valid for all of these. This is feasible
because for fixed source color (and hence fixed inferred source surface brightness), θ∗ ∝ f 1/2s .
Hence, we will simply adopt a fiducial source flux fs,fid = 0.020, which corresponds to
Is,fid = 22.25 on an I = 18 flux scale. This value corresponds to the source flux in the
“standard” 2L1S model in Table 1, but the choice of this particular value is simply a matter
of convenience. Then, other than (temporarily) treating the error in Is as zero, the analysis
proceeds in the usual way.
We begin by constructing the OGLE-IV instrumental CMD (Figure 4) and measuring
the position of the red clump centroid [(V−I), I]cl,OGLE−IV = (1.65, 15.30)±(0.04, 0.08). Next
we measure the source color (V − I)s,OGLE−IV = 2.36± 0.10. In practice we do this from the
models rather than regression, but we confirm that the measurement and error is the same
from the different models (as expected). Together with the adopted fiducial Is,fid = 22.25,
these imply an offset from the clump of ∆[(V − I), I]OGLE−IV = (0.71, 6.95)± (0.11, 0.08).
Next, we must take account of the fact that while OGLE-IV I band is almost exactly
standard, OGLE-IV (V − I) requires a correction factor of 0.93 to match the standard
color(Udalski et al. 2015). Therefore, ∆[(V − I), I]standard,OGLE = (0.66, 6.95)± (0.10, 0.08).
We repeat a similar procedure with KMTC43 data and obtain ∆[(V −I), I]standard,KMT =
(0.69, 6.86) ± (0.10, 0.08). These results are consistent at the 1 σ level. Hence, we average
them and obtain ∆[(V − I), I] = (0.67, 6.91)± (0.07, 0.08).
We adopt [(V − I), I]0,clump = (1.06, 14.39) from Bensby et al. (2013) and Nataf et al.
(2013), which yields [(V − I), I]0,s = (1.73, 21.30) ± (0.07, 0.08), where we are ignoring for
2This is not strictly true for 1L2S or 2L2S events in which the source stars have different colors. However,
we will show that this has no significant impact in the present case.
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the moment any errors in the intrinsic position of the clump. Then converting from V/I to
V/K using the color-color relations of Bessell & Brett (1988) and then applying the “dwarf
and sub-giant” color/surface-brightness relations of Kervella et al. (2004), we obtain
θ∗,fid = 0.388± 0.019µas. (6)
As noted above, the error bar in Equation (6) reflects only the errors in centroiding the
clump and in measuring the source color. In particular, it does not include the measurement
error of fs, nor does it include possible systematic errors in the color/surface-brightness
relations or the intrinsic position of the clump. To take account of all of these errors, we add
5% in quadrature to the ≃ 5% error reported in Equation (6), i.e., 7% in total. Because we
discuss other solutions with somewhat different source fluxes fs, we note that these also have






We note that the best-fit values for θE = θ∗/ρ for the 10 models considered in Tables 1, 2,
and 3 are therefore θE = (1.23, 1.35, 1.34)mas, θE = (1.30, 1.14, 1.20, 1.23)mas, and θE =
(1.29, 1.43, 1.48)mas, respectively.
5. Physical Parameters









for eight solutions presented in Tables 1, 2 and 3. We directly evaluate these from the output
of the MCMC. For example, the projected physical separation of a given MCMC realization
of the 2L1S solutions is







1/2 + pisρ/[θ∗,fid(fs/0.020)1/2(1 + δ)]
(9)
Because piEθE = pirel ≫ pis (i.e., the lens is much closer to the Sun than to the source), we
treat the source distance as a constant DS = au/pis = 7.9 kpc. The “δ” in the denominator
represents the 7% error in θ∗. It is implemented by integrating over a Gaussian for each
MCMC realization. The remaining variables (s, piE,N , piE,E , ρ, fs) come directly from the
MCMC.
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Tables 4, 5 and 6 show the resulting physical parameters for the 2L1S and 3L1S so-
lutions, respectively. To scale the projected separation to the snow line, we adopt asnow =
2.7(M/M⊙)au. The heliocentric and local standard of rest (LSR) quantities are derived by
µhel = µgeo +
pirel
au






v˜lsr = v˜hel + v⊥,⊙. (11)
Here µgeo = µrel is the geocentric relative proper motion, µhel is the heliocentric proper
motion, v⊥,⊕(N,E) = (2.7, 10.2)km s
−1 is Earth’s velocity projected onto the plane of the
sky at t0, v⊥,⊙(l, b) = (12, 7)km s
−1 is the Sun’s peculiar velocity projected onto the plane of
the sky, and v˜hel and v˜lsr are the “projected velocities” (Gould 1992) in the heliocentric and
LSR frames, respectively.
The physical properties of the host-Neptune system are quantitatively similar for the
eight solutions shown in Tables 4, 5, and 6 except for the direction of µhel. This follows from
the similarity of the underlying microlensing parameters in Tables 1, 2 and 3. It is expected
that the four pairs of [(u0 < 0), (u0 > 0)] will be similar to each other (apart from the
direction of piE). The fact that the properties of the Neptune do not change much when the
light curve is fit for an additional planet conforms to the prediction of Zhu et al. (2014), who
found from simulations that failure to take account of “unrecognized” second planets does
not generally have major impact on the parameter estimates of the first planet. However,
Zhu et al. (2014) did not simultaneously fit for parallax, so the fact that the estimate of piE
is robust against the presence of a planet with a ∆χ2 ∼ 80 signature could not necessarily
have been anticipated.
The host mass is estimated at 0.20–0.25M⊙, at a distance DL ∼ 1 kpc. At this mass, its
absolute magnitude should be MI & 9, and so allowing for an extinction of AI,l ∼ 0.5 mag
to this distance, the predicted lens flux is Il & 19.5. This is below the limit from the blended
light from Equation (5), Il > 18.6. Hence, the blended light appears to be dominated by
some other star, which would be consistent with the “balance of evidence” in Section 4.1.1
that the baseline object is offset from the lens. Nevertheless, the fact that the predicted lens
flux is of the same order as the blend flux does raise some subtle issues, the discussion of
which we defer to Section 6.
The first (robustly detected) planet has a mass of 6–10 M⊕ across the six solutions,
which is near the mass Mp ∼ 10M⊕ generally thought to be required for rapid growth by
gas accretion. We also leave the implications of this mass estimate to the discussion. It lies
projected at about twice the snow line distance.
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The second (putative) planet has a mass midway between Jupiter and Saturn. It lies
projected either at ∼ 0.8 or ∼ 5.6 times the snow line, depending on whether the close or
wide solution is correct. The close solution is very slightly preferred by χ2. From general
statistics of such gas giants, they are more likely to be found outside than inside the snow
line, but for this individual case we cannot distinguish.
6. Discussion
The OGLE-2018-BLG-0532L system is interesting for two major reasons. First, it shows
significant evidence for a second planet, which would make it only the third two-planet system
discovered by microlensing. Second, its securely detected planet, OGLE-2018-BLG-0532Lb
lies near the possible “pile-up” of planets identified by Jung et al. (2018) that is centered
just below q = 10−4. In addition, the blended light in this event raises some puzzles that
deserve further discussion.
6.1. Two-Planet System?
While the “first planet” (the Neptune) in this system is readily apparent from the light
curve, even without detailed modeling, visual inspection of the light curve does not give
even the slightest hint of the “second planet” (the Jupiter). This contrasts sharply with the
first two cases of microlensed two-planet systems, OGLE-2006-BLG-109Lb,c (Gaudi et al.
2008; Bennett et al. 2010) and OGLE-2012-BLG-0026Lb,c (Han et al. 2013), wherein the
light curves basically “factored” into perturbations due to each planet separately (Han et al.
2001). The present case is more similar to the simulations of two-planet systems in KMTNet-
like data streams that were investigated by Zhu et al. (2014), in which the “second-planet”
signature was often a weak featureless deviation. Nevertheless, while these second-planets
were often not obvious to the eye, they did clearly stand out in residuals to the fits to the
first planet. This is not true in the present case.
Rather, as discussed in Appendix A, 3L1S solutions were only investigated because
some intermediate results of the analysis seemed inconsistent with the upper limits on lens
flux. This investigation consumed a lot of resources (both human and computer), so such
investigations are not generally undertaken in the analysis of planetary microlensing events
in the absence of discernible evidence for a third body. As we noted in Section 1, however,
Shin et al. (2015) did search eight archival planetary events for evidence of third bodies and
found ∆χ2 & 50–142 in three of these cases, which are similar to the ∆χ2 = 81 improvement
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for OGLE-2018-BLG-0532.
We argue that this planetary signal is plausibly real, but we consider that the evidence
for the planet is not sufficient to definitively claim its detection. In this regard, there are two
distinct questions that must be examined. First, is the ∆χ2 = 81 difference between 3L1S
and 2L1S secure enough so that this improvement cannot plausibly attributed to systematics?
Second, is the ∆χ2 = 16 preference of 3L1S over 2L2S high enough to confidently claim that
the additional “body” relative to 2L1S is an additional lens (3L1S) rather than an additional
source (2L2S)? We will answer “yes” to the first question and “no” to the second.
Regarding the preference of 3L1S to 2L1S, there are three factors that all favor accepting
the 3L1S solution. First, the ∆χ2 = 81 improvement is relatively high. It is true that
various authors have advocated much higher thresholds for “detectability” of planets, but
the reasons for this higher threshold must be clearly understood. For example, Gould et al.
(2010) advocated a range of possible thresholds centered on ∆χ2 = 500. However, their
argument was not that this was the minimum required to detect, or even to characterize a
planet. Rather, it was the minimum ∆χ2 using re-reduced data needed to guarantee that
a planet would be sufficiently apparent in pipeline data to trigger a deeper investigation.
Without this “guarantee” that all planets meeting some objective criterion have been found
in a given sample, one cannot carry out a statistical analysis of the sample. But the problem
of finding a second planet in a system already known to contain one is quite different from
that of finding the first planet. First, the data are already re-reduced. Second, the sample
(events with planets) that is being probed for second planets is much smaller than the sample
(all events) that was probed for first planets. Hence, the probability of some unknown
systematics introducing a “planetary signal” is likewise reduced. Finally, in the present
case, we are not trying to create a statistical sample, but only to assess the evidence that
the planet is real. Therefore there is no need to set a threshold that is “high enough” that
the great majority of planets meeting it would be recognized “by eye”.
Second, the cumulative distribution ∆χ2(t) = χ22L1S(t)−χ23L1S(t) is quite consistent with
a real planet and would require a remarkable set of coincidences if it were due to systematics.
As shown in Figure 5, all eight observatory/field combinations contribute positively to the
total ∆χ2. Moreover, as would be expected, most of the contribution is from the regions
of the caustic structure, where a weak shear (or pseudo-shear) would generate the most
pronounced effects. See Figure 6. And again, within this critical region, all observatory/field
combinations contribute positively. Moreover, the whole light curve does weakly contribute
as well, also as one would expect.3.
3In principle, all eight observatory/field combinations could also contribute positively if there were a
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Third, a weak signal from a second planet in a high magnification event should not be
regarded as unexpected. As discussed in Section 1, high-magnification events are simultane-
ously sensitive to all planets in the system, provided that they are close enough to the Einstein
ring to generate a sizable central caustic. At the time of the Shin et al. (2015) study, there
were a total of nine “high-magnification” (u0 < 0.01) events that contained published planets.
This set consists of six of the eight events analyzed by Shin et al. (2015) (i.e., not including
OGLE-2005-BLG-071 and MOA-2009-BLG-387, which had u0 > 0.01), plus three additional
events: OGLE-2006-BLG-109 (Gaudi et al. 2008; Bennett et al. 2010), OGLE-2012-BLG-
0026 (Han et al. 2013), and OGLE-2007-BLG-349 (Gould et al. 2010; Bennett et al. 2016).
The first two of these three additional events showed very clear evidence of two planets,
while the last had very clear residuals from the 2L1S fit due to a binary companion to the
host, i.e., circumbinary planet. Of the six events that did not have discernible systematic
residuals, i.e., did not require a third body to achieve a satisfactory fit to the light curve,
Shin et al. (2015) found that two had evidence for a third body at a similar or higher ∆χ2
as OGLE-2018-BLG-0532. Further, one other had evidence at a lower level (∆χ2 = 50) that
still could be a plausible candidate. While Shin et al. (2015) did not investigate all of these
marginal detections in detail, they did mention that three different observatories contributed
significantly to the ∆χ2 = 142 of their best case. Stated otherwise, only three of the nine
cases in this complete sample of high-magnification planetary events showed no significant
evidence (∆χ2 < 30) for third bodies.
To further illuminate this issue, we carry out simulations based on OGLE-2018-BLG-
0532 to determine how often one would expect “weak-but-detectable” signals versus “strong-
obvious” signatures, assuming that a Jovian-mass-ratio planet like the possible second planet
in OGLE-2018-BLG-0532 was somewhere in a system basically defined by the robustly-
detected planet OGLE-2018-BLG-0532Lb. To do so, we create simulated light curves follow-
ing the procedure of Udalski et al. (2018). That is, we measure the residuals from the 3L1S
model and add these to models with the same q2 but different s2 and ψ compared to the best
fit model. The seven standard parameters (t0, u0, tE, s1, q1, α, ρ) are kept the same. Then we
common physical cause due to unmodeled physics of the microlensing event or coherent variability of the
source or blended light. As we discussed in Section 3.1 and 3.4, orbital motion does not give rise to significant
signals during the event. The blend is an upper main-sequence or turnoff star and so is not expected to be
significantly variable. Nevertheless, we search for such putative variability in binned residuals to the 2L1S
fit, but find no coherent deviations except near the peak. Source variability at the required level could not
be detected except when highly magnified (i.e., near the peak) because it is too faint. However, the source
is a late K or early M dwarf and so is also not expected to vary on few day timescales. Moreover, a minority
(but still significant) part of the 3L1S signature comes from the long-term behavior of the event, which would
require that the source vary on two different timescales in a “cooperating” fashion. We conclude that all
such explanations by real physical effects are unlikely.
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fit to a standard 2L1S model (i.e., with seven parameters) and find the increase in ∆χ2 due
to the absence of the second planet in the model. Note that to enhance the computational
speed, we both create 3L1S models and fit to 2L1S models with piE = 0. Conceivably, this
might alter the ∆χ2 due to the additional degrees of freedom. However, this seems unlikely
on general grounds and in the few cases that we checked, the fractional change in ∆χ2 was
a few percent, i.e., well below the level of interest for this theoretical study.
Figures 7, 8, and 9 show the results of these simulations for ln s2 = (1, 0.75, 0.50), i.e.,
s = (e1, e3/4, e1/2), respectively. Note that the first of these is very similar to the best fit
value for the real data, s2 = 2.65. In each case, we examine 10 values of ψ
′ = ψbest− 2pin/10
with n = 0, 1, . . . 9. For each simulation we show the caustic geometry at the left and ∆χ2
at the right. We see that at ln s = 1, only two of the 2L1S fits look “clearly suspicious” i.e.,
n = 5 and n = 6. The first shows strong systematic residuals in KMTA and OGLE/KMTC
data on 8217.xx. The second shows such residuals for OGLE/KMTC data on 8217.xx and
KMTA data on 8218.xx. However, none of the 10 cases show residuals that are obviously
due to a third body.
By contrast, for ln s2 = 0.75, there are two cases (again n = 5 and n = 6) with residuals
that clearly look like perturbations due to a third body, although if one were sufficiently
suspicious of the data one might be inclined to dismiss them at “just systematics in the
data”. Only at ln s2 = 0.5 are there several cases (n = 5, n = 6, and n = 8) for which the
light curve appears to be a superposition of two planetary perturbations, as predicted by
Han et al. (2001) and as actually observed in the cases of OGLE-2006-BLG-109 (Gaudi et al.
2008; Bennett et al. 2010) and OGLE-2012-BLG-0026 (Han et al. 2013). However, for this
ln s2 = 0.5 case, nearly all the examples have very obvious residuals that would almost
certainly prompt investigation for an additional body or bodies in the system. We expect
that for second planets even closer to the Einstein ring, 0 < ln s2 < 0.5, essentially all
cases would yield obvious residuals that would have to be investigated. Further, due to the
s ↔ s−1 degeneracy, we expect that detectability would be symmetric with respect to the
Einstein ring.
If we then consider potential planets that are uniformly distributed in ln s (i.e., Opik’s
law), the instances of “obvious signatures” and “significant but non-obvious” signatures are
roughly comparable for the geometry and light-curve coverage of OGLE-2018-BLG-0532.
This study is meant to be only illustrative. A full investigation of the statistics of such weak
signals would require systematic modeling of all high-magnification events with planets. This
would be well beyond the scope of the present paper.
Thus, the answer to our first question is that based solely on comparison of the 3L1S
to the 2L1S solutions, we would conclude that the apparent second (i.e., Jovian) planetary
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signal is not due to systematics. Given that the signature of this planet was invisible to the
eye, even in the residuals, we think that it would be prudent to systematically search for
third bodies in all high-magnification planetary events.
Moreover, such a systematic search could reveal additional binary companions to plan-
etary systems. To date, there are four microlensing planets in microlens-binary systems,
OGLE-2007-BLG-349 (Bennett et al. 2016), OGLE-2013-BLG-0341 (Gould et al. 2014), OGLE-
2016-BLG-0613 (Han et al. 2017), and OGLE-2008-BLG-092 (Poleski et al. 2014). The first
two were in high magnification events. For both of the middle two, the binary companion
provides by far the dominant signal in the light curve, while for the first it generates very no-
ticeable residuals to the single-planet fit. The last case has a completely different geometry,
in which each of the three bodies gives rise to a nearly isolated microlensing event. Detection
of additional systems would be of interest in their own right. In addition, inclusion of the
third (binary-companion) body in the fit could change the parameters of the planet.
We turn now to the second question: can we confidently accept 3L1S over 2L2S? The
main argument in favor is that the ∆χ2 = 16 would virtually rule out (p = 3 × 10−4) 2L2S
if the noise in the data were uncorrelated (“white” rather than “red”). However, for mi-
crolensing data, it is well known that red noise exists at some level. Moreover, in contrast
to the analogous case of comparing 2L1S versus 1L2S, the complexity of the underlying
model would allow it to adapt to systematics in the data in ways that are difficult to un-
derstand intuitively. Hence, in our view, a ∆χ2 = 16 preference in this case would require a
supplementary argument for reliable confirmation.
Such a confirmation/rejection could come from a color test of the 2L2S solution. For
example, Hwang et al. (2019) showed that the color-offset between two of the three sources
in the 1L3S solution of OGLE-2015-BLG-1459 clearly confirmed it over the otherwise de-
generate 2L2S and 3L1S solutions. In the present case, the two sources of the 2L2S solution
are both on the main sequence with the secondary being ∆I ≃ 0.8 mag fainter than the
primary. Hence, one would expect that it would also be redder by ∆(V − I) ≃ 0.35. On
the other hand, if the 2L2S solution were simply mimicking a lightcurve generated a 3L1S
(i.e., single-source, hence achromatic) event, then we would expect ∆(V − I) → 0. Thus,
this provides a potentially clear test.
We therefore include all V data into the fit and model these by an additional parameter
qF,V and evaluate ∆(V − I) = 2.5 log(qF,I/qF,V ). Unfortunately, due to the redness of the
sources as well as the relatively bright blue blend and the relative paucity of V -band data
(1/10 of I-band), this test does not yield decisive results. We find that the best fit is indeed
close to the 2L2S expected value of ∆(V −I) ∼ 0.35 and that 3L1S value (zero) is disfavored
by ∆χ2 = 3.5 (for 1 dof). Of course, such a small value ∆χ2 cannot be regarded as strong
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evidence, but it is a completely independent test that works in the direction of undermining
confidence of the 3L1S solution.
Considering all the evidence, we conclude that while the second planet is plausibly real,
it cannot be definitively claimed.
6.2. Cold Neptune
OGLE-2018-BLG-0532Lb is the second cold Neptune to be discovered since the recent
analysis by Jung et al. (2018) of the mass-ratio function below q < 3 × 10−4. They had
argued for a sharp break in the mass-ratio function at qbrk ∼ 0.56 × 10−4 and/or a “pile
up” of cold Neptunes just above the putative break point. Both of these planets (the other
being OGLE-2015-BLG-1670Lb, Ranc et al. 2018), have mass-ratio estimates whose error
bars straddle q = 1.0×10−4. This places them near the upper end of the putative “pile-up”.
While it would be premature to revisit the form of the mass-ratio function at this point, we
note that the pace of discovery of planets in the regime q . 1 × 10−4 is accelerating. The
discovery years for the nine planets in this regime are (2005, 2005, 2007, 2009, 2013, 2015,
2016, 2017, 2018). That is, the discovery pace has roughly doubled starting in 2015. This
can at least be partly attributed to the inauguration of KMTNet in that year in the sense
that KMTNet played a critical role in two of the four discoveries since 2015, and an auxiliary
role in the other two. This tends to confirm that the apparent doubling of the discovery rate
for low-q planets is real and not the result of a statistical fluctuation. Hence, it is likely that
within a few years we will gain a significantly better picture of the mass-ratio function at
the low end.
6.3. Nature of the Blended Light
The blended light in this event represents something of a puzzle. The four facts that
need to be evaluated are as follows. (1) The source contributes only a tiny fraction of the
light from the “baseline object”, meaning that the “baseline object” can be be effectively
identified with the blend. (2) The blend is astrometrically offset from the lens by . 50mas,
but we concluded that the balance of evidence was that it was not coincident with the lens.
(3) The predicted flux from the lens in the best-fit models is about one mag fainter than
the blend, so the upper limits on lens light are clearly satisfied. (4) The blend is “relatively
blue” in a sense that we will make clear shortly.
The blend must be either (1) the lens itself, (2) a companion to the lens; (3) a companion
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to the source; (4) an unrelated ambient star; or (5) combined light from two (or more) of
the above, for which both light sources contribute significantly.
First, consider the scenario that the blend is behind the same dust column as the
clump. Recall from Section 4.1.2 that [(V − I), I]base = (1.36, 18.60). The extinction toward
the clump is [E(V − I), AI ]cl = (0.80, 0.97) (Nataf et al. 2013). If the blend is in the bulge
or more than a few kpc from us in the disk, then it will suffer the same extinction. In
this case, [(V − I), I]0,base = (0.56, 17.63). In particular, if the blend is in the bulge, then
[(V − I)0,MI ]base ≃ (0.56, 3.1). This is quite consistent with a metal-poor turnoff star,
particularly if we take account of the roughly 0.05 mag combined color error from the blend
measurement and the estimate of E(V − I). Hence, considering the blend light in itself, by
far the simplest explanation is that it is either a companion to the source or an ambient star
in the bulge. The small astrometric offset between the blend and the lensing event makes
the first possibility more likely, but the two possibilities are essentially the same in their
implications for the lens system.
The problem with this hypothesis, however, is that the event models predict that the
lens itself contributes a significant amount of light to the blend and that this light is red.
This means that the “remaining light” from the blend must be even bluer than just deduced.
That is, at M = 0.25M⊙ and DL ≃ 1 kpc, the lens would have ((V − I)0, I0)L ∼ (3.0, 19.0).
Assuming, for example, (E(V −I), AI)L ∼ (0.4, 0.5) (i.e., half the dust column in front of the
lens), this implies ((V − I), I)L ∼ (3.4, 19.5). That is, the lens would contribute about 44%
of the I-band flux, but only 7% of the V -band light. Hence, ((V − I), I)remain ∼ (0.8, 19.2).
Thus, if this remaining light were at the distance to (i.e., extinction of) the lens, it would
have [(V − I)0,MI ]remain ∼ (0.4, 8.7), while if it were at the distance to (i.e., the extinction
of) the source, it would have [(V − I)0,MI ]remain ∼ (0, 3.7). Neither of these positions on
the CMD correspond to any normal star. Nor would the problem be resolved by placing the
“remaining light” somewhere else along the line of sight between the lens and the source. Of
course, we have made these calculations using one particular estimate for the lens mass and
hence V/I fluxes. However, if the lens is contributing any substantial amount of light as a
low-mass star near DL ∼ 1 kpc, then the “remaining light” will be very blue and difficult to
explain. This presents challenges for scenarios in which the blend is a companion to either
the source or the lens or is an ambient star.
Another possibility is that the blend is actually the lens. This would require two “ad-
justments” to the results of the measurements described in the body of this paper. First, the
blend would have to be coincident with the lens rather than being displaced by . 50mas.
As we have discussed in some detail in Section 4.1.1, this is possible, although against the
“balance of evidence”. Second, the lens would have to be substantially farther from us than
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the microlensing models predict. This is because the blue light of the blend (if attributed to
a single star) would require that the star be much more massive than in the best solution,
so much brighter, and therefore much farther in order to be consistent with the measured
light from the blend.
Changing the mass and distance creates tension with the microlensing models because
it requires changing either θE or piE. The more plausible route is to decrease piE because
(from Equation (8)) this both increases the mass and increases the distance as required
by our hypothesis above. In addition, θE is much more robustly measured than piE. In
particular, the amplitude piE ≡ |piE| is dominated by piE,N , which has relatively large formal
errors that are a direct result of the fact that it is more difficult to measure than piE,E .
One quickly finds that the lens must lie at least several kpc from us, so behind most or
all of the dust. This implies M & 1M⊙ to explain the color (V − I)0,base ≃ 0.56. Then
pirel = θ
2
E/κM → 0.135mas(M/M⊙)−1, where we have adopted θE = 1.05mas for reasons
that we discuss below. Thus, for the case M = 1M⊙, DL = 3.8 kpc, and hence the measured
blend flux would imply MI = 4.7. This is somewhat dim for even a metal-poor turnoff
star, but perhaps compatible given the uncertainties. The main remaining issue is that
this lens mass requires piE = θE/κM → 0.13 compared to piE = 0.47 ± 0.16 for the lowest
of the four parallax solutions in Table 2. However, given the relatively large errors, this
“large” deviation may not be very seriously disfavored. Naively, it appears to be only a
2.1 σ discrepancy. In order to test this possibility more rigorously, we force the “close” and
“wide”, (u0 < 0) geometries by fixing piE,N = 0.12. We find, indeed, that these solutions
(Table 7) are only disfavored relative to the corresponding solutions in Table 2 by ∆χ2 ∼ 3,
and therefore by only ∆χ2 ∼ 7 relative to the best solution. Given that there are often
systematic errors in microlensing at this level, these values do not in themselves disqualify
this blend=lens solution. If future high-resolution imaging (see Section 6.4) shows that the
blend is closely aligned with the lens, then this solution will become the most probable. If
not, it will be ruled out.
Finally, another possibility is that the parallax has been underestimated by the fit,
again due to low-level systematics. For example, if the lens were 1.5 mag fainter than we
have estimated from the best fit microlensing model (i.e., using Equation (8)), then the
lens would contribute only 11% to the I-band light, giving the “remaining light” a color
of (V − I)0,remain ∼ 0.46. This is still quite blue, but allowing for measurement errors,
marginally acceptable, which would resolve the problems with supposing the blend is an
unrelated star or a companion to the lens or source. The change in piE,N required to produce
a such a fainter lens would induce similar modest stress on the fit as the one proposed above.
It is intrinsically less likely because there are fewer nearby stars in the observation cone than
distant stars. However, if future high-resolution images show that the lens is displaced from
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the blend, then it will become more probable.
6.4. Future High Resolution Imaging and Spectroscopy
Many puzzles remain for the OGLE-2018-BLG-0532L system, at least some of which can
be clarified by high resolution followup observations, either adaptive optics (AO) observations
from the ground or possibly Hubble Space Telescope (HST) or James Webb Space Telescope
(JWST) observations from space.
The foremost question is the relation of the blended light to the event. Because the
blended light is projected ∆θ . 50mas from the lens, it is very likely to be associated with
the event, i.e., either the lens itself, a companion to the lens, or a companion to the source.
However, in principle, the blend could be an unrelated ambient star.
The most exciting possibility is that the blend is the lens. Recall that we concluded
that this was against the “balance of evidence” but was still possible given the systematic
astrometric errors induced by unresolved stars. A high resolution image taken “immediately”
(i.e., during 2019) could largely resolve this question. Recall that the astrometric position of
the lens relative to the KMT template is known with an error of only 5 mas. The astrometric
error of a high resolution image would almost certainly be even smaller. Hence, the main
uncertainty in identifying these two positions will simply be the displacement of the blend
star relative to the field stars due to its unknown proper motion. Although this will already
be of order 5 mas in 2019, and will continue to grow, in principle it can be corrected based
on a subsequent high-resolution image. If this imaging shows a substantial offset, then the
blend is definitely not the lens. And if the offset is within, say, 10 mas, then most likely it
is lens. In particular, such a small offset would decisively exclude the blend as a companion
to the lens because such a close companion would have given rise to a huge microlensing
signal near the peak of the event. And it would also virtually exclude the scenario that the
blend is an ambient star because the probability for an I < 19 star to lie within 10 mas of
a pre-defined location is < 10−3. Hence, the only remaining possible identifications for the
blend would be the lens itself or a companion to the source.
Once the results of this early high-resolution imaging are known, then the next steps can
be decided. Consequently, we do not attempt to chart these in excessive detail. However, we
note that if the blended light proves to be the lens, then it will be possible to probe the plan-
etary system using radial-velocity (RV) measurements with next generation telescopes. For
example, in the (s2 < 1, u0 < 0) solution discussed in Section 6.3, the projected separation
of the “Jupiter” would be ∼ 1.7 au, while the mass ratio would be about q2 ∼ 2.2×10−3, im-
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plying a potential RV amplitude as high as ∼ 50m s−1, with a period as short as P = 2.2 yr.
Such measurements on an I < 19 star are plausibly feasible for 30 m telescopes. Of course,
in the wide solutions, the maximum possible amplitude would be ∼ 20m s−1, and the period
would be of order 12 times longer. Nevertheless (again, if the blend were shown to be the
lens), there would be at least some prospect for probing this system.
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A. Decision to Search for 3L1S Solutions
As briefly telegraphed in Section 3.3, our decision to carry out the 3L1S investigation
was prompted by “accidental” developments in the course of the 2L1S investigation, i.e., ap-
parent “problems” in the 2L1S solution that were all eventually resolved. Such detours are
normal in any relatively complex scientific study, but the “lab notebook details” describing
them are usually omitted from journal papers describing the work, in order to avoid bur-
dening the reader with the tribulations of the authors. In the present case, however, these
“accidental” developments led the investigation in an unexpected new direction, which could
have important implications for both the microlensing event described here and for future
events in its class. For completeness, we therefore give a brief account of how we stumbled
upon this direction.
As discussed in Section 3.1, parallax and orbital motion were introduced simultaneously,
but the orbital-motion only improved the fit by attaching a caustic feature to the baseline
light curve. However, this was not recognized immediately, and the moderately significant
differences between the “standard” and the “higher-order” solutions were attributed mainly
to parallax. In particular, the biggest change was a much smaller value of ρ (so larger θE).
When combined with the value of piE in that higher-order solution (about half the values in
Table 1), this yielded a lens mass and distance (Equation (8)) that predicted a lens flux that
was strongly inconsistent with the upper limits derived in Section 4.1.
We were led to investigate 3L1S solutions because they could solve this contradiction in
one of two ways. First, if the host were actually a close binary, it could keep the same total
mass but generate much less light because the total mass would be divided into two stars.
Indeed this effect played a crucial role in the solution of OGLE-2007-BLG-349 (Bennett et al.
2016). Second, the tidal shear due to a wide binary (or corresponding quadrupole distortion
of a close binary, Dominik 1999), could have affected the piE,N measurement, decreasing its
amplitude relative to the true value, and so incorrectly raising the inferred mass.
However, the net result was mostly contrary to the expectations in the previous para-
graph. Most importantly, the third body turned out to have q ≪ 1, so in the close solution
it did not play any role in reducing the total lens light. Second, the lens mass was actually
reduced mostly by increasing ρ (so decreasing θE) back near the level of the “standard” 2L1S
solution. In addition, the mass was further reduced by an increase in |piE,N |, which was in
accord with our naively reasoned expectations.
Because of these puzzling results (particularly the fact that the 3L1S “higher order”
solution looked more like the 2L1S “standard” solution than it looked like the 2L1S “higher
order” solution), we undertook an investigation that normally would have been made only
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at a later stage: examining cumulative ∆χ2 plots between different solutions in order to
locate the times of observations and the individual observatories that were contributing the
most to distinguishing between solutions. It was at this point that we discovered that the
orbital-motion parameters were leading to spurious solutions through coupling to noise in
the baseline. After removing these parameters, we obtained the solutions that are discussed
in Section 3.1.
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Table 1. Best-Fit solutions for 2L1S models
Parallax models
Parameters Standard u0 > 0 u0 < 0
χ2/dof 9240.291/9124 9169.300/9122 9169.877/9122
t0 (HJD
′) 8219.579 ± 0.004 8219.579 ± 0.004 8219.579 ± 0.004
u0 (10
−3) 9.341 ± 0.371 8.295 ± 0.353 -7.873 ± 0.369
tE (days) 118.327 ± 4.709 133.269 ± 5.849 140.226 ± 5.962
s 1.014 ± 0.0005 1.012 ± 0.001 1.013 ± 0.001
q (10−4) 1.389 ± 0.053 1.015 ± 0.057 0.962 ± 0.056
α (rad) -0.431 ± 0.002 -0.465 ± 0.005 0.465 ± 0.005
ρ (10−4) 3.154 ± 0.099 2.734 ± 0.105 2.680 ± 0.101
piE,N - -0.785 ± 0.105 0.765 ± 0.097
piE,E - -0.104 ± 0.018 -0.054 ± 0.015
fS 0.0201 ± 0.0008 0.0181 ± 0.0008 0.0171 ± 0.0008
fB 0.7764 ± 0.0008 0.7787 ± 0.0008 0.7797 ± 0.0008
t∗ (days) 0.037 ± 0.001 0.036 ± 0.001 0.038 ± 0.002
Note. — t∗ ≡ ρtE is not an independent quantity.
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Table 2. Best-fit solutions for 3L1S models
Close Wide
Parameters u0 > 0 u0 < 0 u0 > 0 u0 < 0
χ2/dof 9088.321/9119 9092.882/9119 9090.243/9119 9093.705/9119
t0 (HJD
′) 8219.590 ± 0.009 8219.571 ± 0.008 8219.479 ± 0.028 8219.493 ± 0.028
u0 (10
−3) 8.228 ± 0.613 -8.893 ± 0.645 7.133 ± 0.503 -7.428 ± 0.709
tE (days) 139.317 ± 9.735 128.530 ± 9.344 151.039 ± 8.858 145.361 ± 11.011
s1 1.013 ± 0.001 1.013 ± 0.001 1.011 ± 0.001 1.011 ± 0.001
q1 (10
−4) 0.975 ± 0.120 1.187 ± 0.133 0.927 ± 0.100 0.963 ± 0.168
α (rad) -0.477 ± 0.007 0.475 ± 0.007 -0.478 ± 0.007 0.474 ± 0.009
ρ (10−4) 2.793 ± 0.240 3.310 ± 0.255 2.905 ± 0.198 2.884 ± 0.308
s2 0.364 ± 0.043 0.406 ± 0.041 2.656 ± 0.375 2.634 ± 0.396
q2 (10
−3) 3.081 ± 0.871 2.231 ± 0.712 2.456 ± 1.059 2.208 ± 1.022
ψ (rad) -0.036 ± 0.047 0.144 ± 0.042 -0.086 ± 0.047 0.084 ± 0.055
piE,N -0.675 ± 0.129 0.473 ± 0.157 -0.630 ± 0.100 0.625 ± 0.227
piE,E -0.105 ± 0.018 -0.041 ± 0.016 -0.087 ± 0.016 -0.038 ± 0.015
fS 0.0175 ± 0.0013 0.0189 ± 0.0013 0.0161 ± 0.0011 0.0168 ± 0.0015
fB 0.7790 ± 0.0013 0.7776 ± 0.0013 0.7804 ± 0.0011 0.7799 ± 0.0015
t∗ (days) 0.039 ± 0.002 0.043 ± 0.002 0.044 ± 0.002 0.042 ± 0.002
Note. — t∗ ≡ ρtE is not an independent quantity.
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Table 3. Best-fit solutions for 2L2S models
Parallax
Parameters Standard u0 > 0 u0 < 0
χ2/dof 9116.315/9121 9104.215/9119 9106.616/9119
t0,1 (HJD
′) 8219.598 ± 0.005 8219.594 ± 0.005 8219.594 ± 0.005
u0,1 (10
−3) 7.832 ± 0.429 5.926 ± 0.392 -5.557 ± 0.438
tE (days) 131.607 ± 6.148 173.809 ± 8.555 182.493 ± 11.562
s 1.014 ± 0.0006 1.013 ± 0.0006 1.014 ± 0.0006
q (10−4) 1.110 ± 0.060 0.705 ± 0.056 0.660 ± 0.064
α (rad) -0.403 ± 0.004 -0.436 ± 0.007 0.431 ± 0.007
ρ1 (10
−4) 2.747 ± 0.112 2.149 ± 0.122 1.986 ± 0.135
t0,2 (HJD
′) 8217.655 ± 0.598 8219.763 ± 0.575 8220.006 ± 0.342
u0,2 0.048 ± 0.007 0.026 ± 0.006 -0.023 ± 0.004
qF, I 0.137 ± 0.017 0.119 ± 0.018 0.130 ± 0.017
piE,N - -0.557 ± 0.095 0.527 ± 0.098
piE,E - -0.072 ± 0.020 -0.041 ± 0.015
fS 0.019 ± 0.0011 0.014 ± 0.0009 0.013 ± 0.0010
fB 0.777 ± 0.0010 0.782 ± 0.0009 0.783 ± 0.0010
t∗ (days) 0.036 ± 0.002 0.037 ± 0.002 0.036 ± 0.002
Note. — t∗ ≡ ρtE is not an independent quantity.
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Table 4. Physical parameters for 2L1S models










































v˜lsr,b [km/s] −6.049+0.663−0.705 7.809+1.148−0.984
Note. — The error bars for a⊥/asnow
are calculated under the definition asnow ≡
2.7 au(M/M⊙).
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Table 5. Physical parameters for 3L1S models
Close Wide





































































































v˜lsr,b [km/s] −7.633+1.033−2.033 12.255+8.475−3.020 −7.486+0.914−1.500 10.375+5.250−2.000
Note. — The error bars for a⊥/asnow are calculated under the definition
asnow ≡ 2.7 au(M/M⊙).
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Fig. 1.— Light curve and best-fit 3L1S (star plus two planets) model of OGLE-2018-BLG-
0532, with a zoom of the perturbation region in the upper set of three panels, which also
shows the best-fit 2L2S and 2L1S models. The other degenerate models from Table 2, 3,
and 1 are indistinguishable from these. The broad flat trough lasting ∼ 1.5 days, together
with the adjacent peaks is due to a mass ratio q = 1 × 10−4 planet. The second planet,
which is about 25 times more massive, does not give rise to obvious signatures. The panels
immediately below the light-curve panels show the residuals to this fit, while the bottom
panels show residuals to the 2L2S and 2L1S fits. The differences between these panels are
not obvious to the eye. The 3L1S fit is favored by ∆χ2 = 81 relative to the 2L1S fit and by
∆χ2 = 16 relative to the 2L2S fit.
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Fig. 2.— Caustic geometries for the 2L1S (Section 3.1), 2L2S (Section 3.5), and 3L1S
(Section 3.4) solutions. The left panels show zooms of these geometries in the neighborhood
of the host. In all cases, the main feature, a pronounced dip near the peak, is caused by the
source transiting the magnification trough at the “back end” of a resonant caustic. In the
2L2S solution, there is a second source (red line) passing well away from the caustic that
accounts for the residuals. The two sources are shown at the same time. In the bottom two
panels, a second planet (3L1S) distorts the caustic near the central cusp (left panels), which
then accounts somewhat better for the residuals to the 2L1S fit.
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Fig. 3.— CFHT images (14′′ × 6′′) of the field near OGLE-2018-BLG-0532 in g (upper
left), r (upper right), i (lower left), and combined (lower right). The red circle shows the
astrometric position of the microlensing event derived from KMTC difference images near
peak, transformed to the CFHT frame. The “baseline object” shown here is nominally
composed of the source and blend, but the former contributes negligibly to the total light.
The blend is . 50mas from the lens, and may be coincident, although this is less likely. The
PSF of the “baseline object” (especially as seen in the i-band image) is not symmetric, but
rather has a trefoil-like pattern to the North (up) and West (right) indicating two fainter














Fig. 4.— OGLE-IV color-magnitude diagram (CMD) for OGLE-2018-BLG-0532. The source
star, blended light, and clump centroid are shown as black, green, and red circles, respectively.
These results are combined with a similar CMD derived from KMTC43 data to measure the
offset of the source star from the clump and so to derive the angular source radius, θ∗. The
astrometry and photometry of the blended light is discussed in Section 4.1, based on CFHT
images shown in Figure 3.
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Fig. 5.— Cumulative ∆χ2(t) = χ22L1S,(u0>0)(t) − χ23L1S,(u0>0,close(t) function for the addition
of a second planet in OGLE-2018-BLG-0532. All eight observatory/field combinations con-
tribute positively, and most of the signal comes from the region of the anomaly. Both of these
facts contribute to the confidence that the putative second planet is not due to systematics
(however, see Section 3.5).
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Fig. 6.— Zoom of the cumulative ∆χ2(t) = χ22L1S(t)− χ23L1S(t) function shown in Figure 5.
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Fig. 7.— Simulated 3L1S light-curve data (colored points) with best-fit 2L1S models (cyan
curves), for separation ln s2 = 1 and various values of the angle ψ
′ = ψ − 2pin/10 (n =
0, 1, . . . 9) between the two planets, but with the second planet having the same mass ratio
as in the best fit. The 3L1S caustic geometries are shown at left, and the ∆χ2 = χ2(2L1S)−
χ2(3L1S) values are shown at right. The n = 5 and n = 6 cases show noticeable offsets of
the data from the models, but in other cases the differences are difficult to discern by eye.
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Fig. 8.— Simulated 3L1S light-curve data with 2L1S models, similar to Figure 7, except
that ln s2 = 0.75. For n = 5 and n = 6, the light-curve deviations strongly suggest a third
body, and several other panels show obvious deviations.
– 46 –
Fig. 9.— Simulated 3L1S light-curve data with 2L1S models, similar to Figure 7, except that
ln s2 = 0.5. For n = 6 and n = 8, small insets show the excursions of the data beyond the
standardized window-size of the panel. The cases n = 5, n = 6, and n = 8 suggest that the
light curve “factors” into contributions from two planets, as described by Han et al. (2001).
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Table 6. Physical parameters for 2L2S models
Parallax










































v˜lsr,b [km/s] −7.300+0.887−1.199 9.765+1.925−1.424
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Table 7. 3L1S parallax-only models for fixed piE,N
Close Wide
Parameters piE,N = 0.12 piE,N = 0.12
χ2/dof 9095.359/9120 9095.939/9120
t0 (HJD
′) 8219.571 ± 0.007 8219.494 ± 0.018
u0 (10
−3) -9.426 ± 0.586 -9.240 ± 0.488
tE (days) 121.167 ± 7.127 118.429 ± 5.344
s1 1.014 ± 0.001 1.011 ± 0.001
q1 (10
−4) 1.371 ± 0.099 1.401 ± 0.083
α (rad) 0.462 ± 0.005 0.463 ± 0.005
ρ (10−4) 3.618 ± 0.186 3.658 ± 0.174
s2 0.425 ± 0.033 2.251 ± 0.636
q2 (10
−3) 2.179 ± 0.580 2.311 ± 0.638
ψ (rad) -0.160 ± 0.036 0.141 ± 0.034
piE,E -0.044 ± 0.015 -0.056 ± 0.015
fS 0.0200 ± 0.0013 0.0205 ± 0.0011
fB 0.7764 ± 0.0012 0.7759 ± 0.0010
t∗ (days) 0.044 ± 0.002 0.043 ± 0.002
Note. —
