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was　introduced by 0.J.Zobel　in　192 3, many　ｆｉ１七er　design　theories
based　on　this　method　have　been　investigated.　However, this


















cy　and, therefore, after　approximation, ^(p) converges　ｗｉ七ｈ
some　constant extra　insertion　loss　in　the　stop band。
　　　　工ｎ　t±ie　author's　method, on　the　contrary, the　cut　off　fre-
quency　moves　and, therefore, after　approximation, ll*(p)　conver-



























































































































































































even part of polynomial
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CHAPTER 2. GENERAL APPROXIMATION THEORY
２－１　　工NTRODUCT工ON
　　　　　Ａ　loss　specification　given　to　ａ　filter　is,in　general.





































to　solve　七his　problem, in which his　filter　has　ａ　weighted
Chebyshev passband.
　　　　However, there　still　remained　ａ big problem because　they











in which ａ　reasonable　cut off　frequency　is　determined　so　that
- １８　－
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Since　Ａｓ≫Ae　in the　stopband, we have
　　　　　　Ａｓえ１０　１ｏｇｌｏψ（ｐ）弓（－ｐ）．　　　　　　　　　　．　　　　　　　　　（２－１）




The　relation between Ac　or Ae　and　the　error　caused by　the

























The　rela七ion　between Ae/ Ac　and ii)(p).
































The　zeros　and poles　except for　term (p +　Ｃｏ）Ｙｎ　in４･(p) exist
on　the　imaginary　axis ．　When ｈ(p) is　of　odd degree, Yn =　1, and
when　h(p) is　of　even　degreeｒ 　■Ｙｎ＝　０．　YO　expresses　the　degrees
of　zero at p=jO　in　f (p).











　　　　剌ｐ）・剌－ｐ）ｃａｎbe　transformed into　Φ(y) in　the y-plane





















































2-4 DETERMINATION　OF　ＯＰＴ工MUM CUT　OFF　FREQUENCY AND
ＯＰＴ工MUMＦ工LTER DEGREE
The　function A(y) has　ｋ十ｈ＋１　independent variables　of

















































































This　problem can be　solved by　assuming　ａ　first　order　approxi-
mation wi th　parameters　ｙ
ｌμ″ｙ２ゾ　and Ho °　By　taking　partial







































工nput Data:　£0/ "oof　nn.　N, M, filter type.
passband and stopband specifications.
Transform the specifications given　in　the p-plane
into the y-plane by Eq.(2-3).
Generate　the　initial parameter values of　ｙ１μ
ｙ２りand Ho in the y-plane｢ｌ｣＝１，２，‥．ｋ，　　　　ｆ
り゜1,2,..゜●ｈ)．
Find ｙｉ　andｅｉ　for all sections
max l ei､ |くeo　？
Yes
　　　　　　　　　　　　　　　　No
Move　the parameters by Eqs ．(2-6) - (2-8).













program, the　frequency　characteristics　specifications, gq/ na。












band (see　Fig. 2-9) .　Example　２　is　designed　by　七he　new　method.
This　LPF　exactly meets　the　specification　and　the　final　cut　off





































































































　　　　　Furthermore, this　method　together with　computer program


















































































S(jO) = S(jco) = 1
Ａ１１　the　zeros　of　f (p) whose degree　Ｎ　is　even, exist　on
the　ｊΩ　axis, and　all　the　zeros of　h(p) whose　degree
Ｍ＝Ｎ　－　１　is odd, exist on the　ｊΩａｘｉｓ．
BSF　is　defined　so　as　to　satisfy　七he　conditions (1) and (2).

































mittance matrix Ｙ of　reactance reciprocal　two-terminal　network.











where g(p) = G(p) + U(p), h(p) = G'(p)十U'(p)。
　　　　　gi (p) = c・Ｇ（ｐ）十G' (p), qz (p) = C･Ｇ（ｐ）－Ｇ゛（ｐ）。
　　　　　pUi (p) = C・Ｕ（ｐ）十U'(p) .
G(p) and　G'(p) express　the　even　polynomials　while　U(p) and






























































































Each　term of　numerator　is　negative ．　since, in　the　denomi-
nator,　each　term of　right　side　of (-qj：１＋ｑぶ＋１）ｉｓ．ｎｅｇａｔｉｖｅ　and
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工ｎ　table　3-1,　we　can　easily　see　that　for　even m.　ｋｍ　is　posi-




(zero-pole position) (sign of residues)
Fig. 3-3　　Relation　between　zero-pole　position　and
　　　　　　　　　　sign　of　residues.
















































since　ｋｏｉ＞ｌｋｉｌ　″ both ｋｏｉ　４’ｋｉ and　ｋｏｉ　ｑｌ　are　positive.










































































































q2 ｒ３ ｒ２ ri
Finally, substituting　Eq.(3-8) into　Eq.(3-7), we　can　obtain




































































２ ４ ６ ８ １０ １２ １４ １６ 18 ２０
(1) ２ ５ ７ １１ 13 １７ １９ 23 25 29
(2) ／ ／ ／ １０ 12 16 18 ２２ 24 28






































































































































０．５　　０．６ ０．８ 1｡0　(Hz) n
Fig.　３－５　　Loss　characteristic.　　(Example　１）















































































































CHAPTER 4. COMPUTER AIDED DESIGN OF THE NORTON TRANSFORMATION

















for (1),(2) and (4), have　been　successfully　developed.　The　pro-
cess・(3) cal:Led　Norton ｔｒａｎｓｆｏｒｍａｔｉｏｎ（５）（１８）（１９）（２０）ｉｍｐｌｉｅｓ









topology　given　in an output of process (2), it　is　very　hard　to
organize　CAD program　system　for this　process.　Usually, this














cribed. (21)(22) By　thi ｓ　new　method・ ｖｉｅ　can　organize　the
Ｓ
automatic　BPF　design program　system　throughout (l)-(4) processes.
４－２　　NORTON　TRANSFORMATION
　　　　　The　objectof　the　Norton　transformation　is (i) to　trans-




















An arbitrary number ｎ of　ideal　transformer　φi(i=l, 2,　・・・・・ｆｎ)
































































respectively.　For　given　values of ^in' Rout ^nd T, if we
choose　arbitrary values　of　φ１，φ２，・・・・．･　φn-1'φｎ　can　be































































　　　工n this expression, if arbitrary two networks out of④
⑧(c) are successively connected, we can change their connec-

































　　　Through BPF synthesis procedure (process (2) in section
4-1), the　attenuation　poles　at　infinite　frequency　and at　zero
frequency (called　noo and　no　respectively) are, in　general.











impedances　are both given　as　ａ　constant.　工ｎ　this　case, the





the　ｃｏｎ七ributions　of　ｎα３　and　no．　　Therefore ， for both　cases.
we　can have　the　following　evaluation　function.
Ｅ　° max I Li
　　　　ｉ














to be　put in　the　circuit, where　ｎ　is　givenby　the　random
number　generation.　Assume　that　an　ideal　transformer　can be
put in the circuit in pairs of circuit④or ｃｉ:rcuit⑥








Nexｔ，　ＶＪｅdetermine which ④'s or⑨' s should be paired






the numbering for ⑥ａｎｄ⑨ｆ in order. from an input in
the　original　circuit.　We　generate　ｎ　different　integer　values
in　the　integer　values　from　ｌ　to Ｋ，　ＶＪhich　give　the　ｎ　different
positions.　　工ｎ　this way, we　have　Ni　sets　of　equivalent cir-
cuits　with　different　configuration.
工ｎ　some　cases, there　exists　two　adjacent ④－ｄ○
paired　with　each　ideal　transformer.　In Fig. 4-1-a, only　ｎ
type　circuit　is　permitted　for　transformation, and　in　Fig.
4-1-b, T　type　circuit　is　permitted　so　thatwe　can　do　the
Norton transformation for both ⑥ａｎｄ⑨．工ｎ ｏ･ﾋherwords,







When Ci　or Ｃ２　is　specified,　we　confirm.　in order,　from the
input of the circuit ｗｈｅ七herits specified Ｃ has ④⑨ｏｒ⑨
⑥connection.　工f "its specified Ｃ does not have ⑥○ｏｒ
⑨④connection, we １００ｋat the next adjacent network of
④or (d) . When the next adjacent network of ④or (d) is













ｂｙφi(i = 1, 2,　・・●・・・．　n-1)are　all　positive, while　　φｎ
determined by　Ｅｑ．（４－３）ｄｏｅｓ　not　always　satisfy　Eq.(4-:Ｌ）ｏｒ
Eq.(4-2) .　Therefore, we　choose　some　sets　from Ｎ２　sets where









































ＣｕＹ２十CazY - (Cal　十Caz) = fu(Y) >0　　・
(4-8)


























































































































K'minl = max [
　　　　　　　　　Cbi
ｆ　り,］
　　　　By　the　range of Ｙ　and　６ ， the　range　of　見ｌ　in Fig.　４－２
is　given　and　then Li　satisfying Eq.(4-4) is　uniquely






























Ｃ　values　outside　the range　of Ｃ又　andCy. (called Co) ,　Ｔ　type-
Ｈ　type　circuit　transformation　should　be　carried　out.　工ｎ　the
case that C 0 < C X, and Ｃ６is ｉｎｃ:Ludedin ④⑨④ｏｒ④⑦④
network, by　the　Ｈ　to　Ｔ　type　circuit　transformation,
larger　Ｃ　values　can be　obtained.　　工ｎ　the　case　that Ｃｏ＞Ｃｕ





　　　　We　call　here　ａproduct of Ni　and Ｎ２　as　ａpattern　genera-
tion　number (PGN) .　One　PGN　coincides　ａ　circuit presenting　ａ
set　of　idea:Ｌ　transformer positions　and　their　transformer　ratio
φi (i=l, 2, n) .　Fig. 4-7　shows　ａ　relation　of　PGN　and



















































































































































４－７　　FLOW CHART OF　COMPUTER PROGRAM





　　　　　For　example　２　in　section　4-6, the optimum　circuit Ob-
tained　by　this method　is　shown　in computer　output　together
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value Ｌ工．　　Therefore, E　in Eq.(4-4) is most　preferable　as　an
evaluation　function.
●づ




























also　shown　in Fig. 5-1　and Fig. 5-2。
　　　　　工ｎ　order°to　realize　ａ　high　reliability　required　for　ｓｕｂ‘




























































































(Proof)　Let us　define　the　current and voltage　at　each　port
as (ij・Vj) (j°１ｚ　２ｆ　３ｆ　４）ｆ　and　the curren七　ijk　from　p0 1°七　丿



























































































































































































































































where O/denotes　the　substitution　of　ｐ by　-p, and　Ev　yo　expres-
ses　even　part of　yo．
　　　　LetG{p) be　even part of　yo/ then　reminding　that ytj　and
yl　are　odd　rational　functions　of p (for　example, see　Eq.(3-2)
in Chapter　3) and　then, since　ツ＝　-y,we　have
　　　　　　　G(p)= EvYo　2:二Sらｰ
　　　　　　　　　　　=-2 (y + Y －（ｙＡｔ＋ｙ£ｔ）（六十毒））
y?1七十ｙ£ｔ゛（ｙ２　－１）Ｇ（ｐ）　・










































































AＨ ° 10 logi 0 ljで1 2 ゛ 10 logi ° |ゆH1 2 ’ 10 logi o lψL12
　　　　　　　　　≧^OH for Q ^r
Al ° 10 10910 1雨12 ゛ 10 10910 lψＬ□‾10 10910 1ψＨ12








functions　Si 1 (G(p) ) , Si3, Sii≫　and　S31≫/
etc .　For　the　filters,
the　loop attenuation between　ports　３　and　４　must be　sufficient-
１ｙ　large　to　decrease　the　passband　ripple　of　ａ　repeater.　　And











１ｓ　very　small　in comparison with　ａ　magnitude　of　ｌ Ｓ１３１２． Ac-
cordingly, the　sensitivity which　is　proportional　to　the　pro-
duct of I Si 3 I^　and　|Si ijI ^ , becomes　small 。
　　　　　工ｎ　ΩT/　however,　the magnitude　of　isi3r　and　isi.r　are
comparable, hence, in　order　to　keep　the　sensitivity　small, the











（３）　Ｓ１３　and　S 1 If (S2 3　and　S2it) f also, must　be　so　determined
　　　　that the　filters　have　enough　attenuation　in　all　bands.
５－３　　NETWORK　REAL工ＺＡＴ工ON
　　　　工ｎEq. (5-6) ,　･ｗｅcan　find　that　the　sum ｙＡｔ十　ｙ£i.must
have maxima　of　value　-G(p) on　the　沁　axis.　From Eq.(5-10) ,

































(i = 1, 2,　・・・・・ｆｎ)
(k = 1, 2,　°・・゜゜ｆｍ)
















must match　the　dominant　terra of　the　right hand　side.














　　　　　ｋ１２(１－Ｇ(,ｐ))≧Ｏ　　at p = jωｉ，ｋμ(１-Ｇ(ｐ))．≧Ｏａ七ｐ刈０
　　　　　ｈｋ２(１'Ｇ(ｐ))≧Ｏ　　ａｔｐ°ｊｑｋ，ｈふ２(１－Ｇ(ｐ))≧Ｏａ七ｐ＝ヤ．
Combining　above　conditions, we　have
　　　　　Ｇ(ｐ)≦１　at p°如ｉ ・ｐ°ｊｑｋ・ｐ°jO and p°ｊ°)．
The case G(p).゜１　ａ七ｐ°佃)Ｐ　P = jqk'　ｐ°jo　and p°ｊ°゜ｚ
satisfies　the　minimum　susceptance　condition.　This　require-
ment means　that　the　zeros of　中Ｌ，ゆＨmust　exist at　the point


























































（４）　Obtain- ｙＨ　and　Yl　which　satisfy the　residue matching　ｒｅ’
quirement (see　Eq. (5-15)) .
（５）　Proceed　the cascade　synthesis　of　Ye　and　ｙＬ・
　　　　　The　characteristics　obtained　through　these　procedures























































































































































































































































































In　Fig. 6-1, an　analog　continuous　band　limited　signal(A) is
transformed　into　analog　sampled　signal(B) by　ａ　sampleｒ　，　whose
sampling　rate　Ｔ　is　determined　by　the　sampling　theorem.　The
signal(B) is　converted　to　七-bit　digital　signal(C) by A/D　con-
verter within　Ｔ　second　conversion　time.　Digital　filter　han-















































































































for　the　input x(n) and　the output　y{n) .
















































These　are　shown　in　Fig. 6-4, in which　the　shaded　region
expresses　the　region　of　convergence.　　工ｎ　contrast,　the　poles








　　　　工ｆ　the　denominator　in Eq.(6-3) is　unity, H(z) will　be
referred　七〇　as　ａ　finite　impulse　response (F工R) filter
because　the　unit-sample　response　of　Ｆ工Ｒ　filter　is　of　finite
























































bounded　in　absolute　value by　２‾七． Therefore, the　filter





loped　design method which will　be　described　in　Section　6-3-3。
　　　　　Next,we　consider　the　round　off　noise.　When　s-bit　state
variable (A) in digital　filter　is　multiplied　by　t-bit　coef-
ficient (B), the　ｏｕ七put　variable　of　multiplier　is　rounded by
s-bit (C) as　shown　in　Fig. ６－７．　This　rounding　error　is　observed
as　noise.　工ｆ　the　Ｓ七ate　variable　is　restricted　lower　than








































Output to overflow correction











X(ｎ) 一一 0, y(0) = 3/4　・






But, if we may have　three bits (i.e., a　sign bit to　the　left
of　the　binary　point　and　two　bit　to　the　right　of　the　binary
point) , the　product －１･y(n-l) must be　rounded or　truncated
in　three　bits.　Assuming　rounding　of　the　product, this　pro-







































































addition, this　program can be　applied　to　ａ　time　domaindesign












































distribution ‐ ? ‐ ?
step ;２































６－３－４　　Ｓｙｎｔｈｅｓｉｓ（５４?(55)(56) (57) (58) (59) (60)
　　　　　工ｎ　the　synthesis　phase, the　filter　structure　having　low
round　off　noise　with　considering　its　dynamic　range　const-




ter　structures, direct, parallel　and　cascade　forms 。
　　　　　工ｎ　the　cascade　ｆｏ：rm　realization, the　round　off　noise　is
highly　dependent　on　the　ordering　and pairing　of　poles　and




















tude, loss, phase　and　delay) can　be　calculated whose　example











word　length　in which　overflows　occur, and　Fig. 6-13-c　shows
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・　Sampling rate of Ｇ（ｚ）＝今＝２２４kHz
°Sampling rate of Ｇｉ（ｚｋ）゜ｉお゜８kHz
・　ｋ＝　28(28　time　division multiplex)









design of　Ｄ工NETS　program, the　ｓｔ:rong　attention was　paid　to　the
saving of　computation　time。
　　　　　Ｄ工NETS　was　successfully　developed　very　timely because　any
kind　of　systems, not only　for　communication　systems, will　be
digitalized　in very　near　future.　However　many　unsolved　pro-
blems.　in　particular, related　to　quantization　errors　caused　by
fini七ｅ word　length, aj::ｅ　still　remained.　Ｄ工NETS, therefore.




































CHAPTER 7. IIR LOW PASS FILTERS WITH SPECIFIED EQUIRIPPLE STOPBAND LOSS
　　　　AND ITS TIME RESPONSE APPROXIMATION
７－１　　INTRODUCT工ON
　　　　　One　of　the　important problems　in designing pulse　trans-











　　　　　工ｎａ continuous　system, a　low pass　transfer　function hav-







band minimvun effective　attenuation　loss　in ａ　constant while　the
time　response　is　iteratively optimized.　This　improves　the
- 138 -











in　ａ　sampled　system is　obtained by using　the method of K.H.
Feistel　and　R.Unbehauen.　工ｎ　addition, the　condition　such　that
ａ　stopband　equiripple　transfer　function has　ａ　prescribed　mini-
































































































































































It　is　well　known　that, if we　use　the　relation (7-2), all　the
zeros　of　numerator　in Eq.(7-1) exist on　the　ｊΩ　axis　in　the
p-plane　and exist　in　the　frequency　region　of ㈲＞Ωｃ（５）（７５）・










where Qi　is positive, and　I = {n-l)/2　for odd n, Ji= n/2　for
even　ｎ． Here, in Eq.(7-9), we　have　ａ　following　七heorem.
［Theorem　７－１］




・ ・ 卜 １４３　－
●all　the　zeros　of　numerator　in Eq.(7-9) exist on　the　unit　cir-
cle　in　the　z-plane　and exist in the　frequency　region of
ｌω|　＞ωｃ゛
(Proof)　In　the　case　that　the　theorem's　condition　is　satisfied.
the　numerator in Eq.(7-9) can be　written by.the　same　form as


















































工f　we　choose ｌＨ（ｅｊｏ）|　_ n(74) then
(7-14)
since　Ａｓ＞Ｏ　and,　without　loss　of　generality, we　can　determine
K > 0, we have　ＯくＫく１．
　　　　With　the　condition ｏｆｌＨ(ｅｊｏ)|＝　1,that　is, the　condition
of　OdB at　zero　frequency, the time　response　approximation　is
carried　out.
７－３　　ODD　DEGREE　TRANSFER　FUNCTION
　　　　An odd degree transfer　fTinction satisfying　ｌＨ（ｅｊｏ）｜　＝　１
ｉ台　introduced, in which　all　the　attenuation　poles　exist on　the
unit　circle, tha七　is, in Eq.(7-10), Re［ζ］＞Ｏ　and　Ｒｅ［ζｉ］＞０
for　all　i's　are　satisfied.　From　the　stable　condition, all　the
zeros　zi(i　＝　1. 2,　・・゜゜゜,n) in　the　denominator must　ｅχist
inside　the　unit circle.　We will　obtain　Zl　satisfying　|H(eJo)I

























































































　　　　　工f　lKIく1, there　exists　ａ　real　こｌ　satis fying Eq ．(7-18).






































　　　　Since　both　sides　in　Eq.{7-17) are　real, zn is　also　real ・
































If ＯくＫく１　and ＨＩ（ｅｊｏ）く1≫there　exists　ａ positive　real　こｌ








































●Since,　in Eq.(7-15),　Re[Ci】）Ｏｆ　hil < 1 (i　＝　１，２，‥‥．，ｎ），
Ｓ工Ｎ（ωｃＴ／２）＞０，ＣＯＳ（ωｃＴ／２）＞Ｏ　andK > 0, the　numera七〇ｒ　and
denominator　in Eq.(7-15) are both positive　and hencｅ．　we　have
Ｈ[ｅ]ｏ)＝１　for　ｌＨ[ｅ]ｏ)｜　＝１ Q.E.D
　　　　　Zl　canbe　obtained by　taking　ａ　solution　that　its　absolute
value　is　Ｓｍａ:Ller　than　unity　in　the　ｔｗｏ　solutions　in Eq. (7-20) .
Theorem　７－２　says　that　the　condition　ＨＩ（ｅｊｏ）く１　is　needed　in
order　that　there　exists　ａ positive　real　こＩ　satisfying　ｌＨ（ｅｊｏ）｜




is　introduced, in which　all　the　attenuation poles　exist on　the
unit　circle.　　The　denominator　zeros　zi　are　divided　into　七wo
parts　of　Zl f　ｚ２　and　Z3/　Zk,　・・‥・ｆ　Zn.　　工七　shouldbe　noted












































































































negative.　Eq.(7-25) has　one　negative　real　root and one　posi-



















since　the　niamerator and the denominator　in Eq.(7-23) are both
positive, we have H(eJo) = 1　for　ｌＨ［ｅ］０）｜　＝１．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Q.E.D.
　　　　Through　the　similar discussion　for　an　odd degree　case, 2 1




positive Ｒｅ［ζ１］and Ｒｅ［ζ２］satisfying |H{eJO) I　＝１ for ａ given













工七means that, even if we take Re[Ci］＞Ｏ for all ｉ excluding




if Ｈ゛（ｅｊｏ）≧１for Ｈ゛（ｚ‾１）　in　Eq.(7-21), there　exists　ａ　nega-
　　　　　　　-
tive real こｌsatisfying Ｈ（ｅｊｏ）＝ペレ
（Ｐｒｏｏｆ）　since　Lemma　７－１　holds, ?i is　real.　工ｎ　the　case












Since, from Eq.(7-19), the niimerator in Eq.(7-15) is nega一
七ive　and　the　denominator　is　positive, we　have　Ｈ（ｅ:ＪＯ）＝　－１．





















(４ - ( (COS-ｸﾞrn-1･l)2　　。　　(7-29)
●：　Ｓ
Since　ＨＩ（ｅ）Ｏ）＞１，ｔｈｅ　denominator　in　this　equation　is　posi-















： ・ ● 彭･(Gg 一 吋)
－((ＣＯＳとjΞ)ｎ‾1･l)2＞0　｡
Ｓ工Ｎ警　・　Uo　十　　こ１・　Ｇｏく０　。
Since　the　denominator　in Eq.(7-15) is　positive, we　have
Ｈ［ｅ］ｏ）＝－１．
（２）　The　case　that we　take　ａ negative　sign　for　composite














Table　７－１ ｚ　　Four　cases satisfying　ｌＨ（ｅｊｏ）｜　＝　1 (n:　ｏｄｄ）
No. こ１ H- (e］ｏ） Ｈ(ｅ]ｏ) Composite　sign　of
　　　　Ｅｑ．（７－２８）
１ Positive く　１ ＝１ -
２ Negative く　１ ＝１ ＋










H(z-l) , if Ｈ゛（ｅｊｏ）≧１for Ｈ゛（ｚ‾１）　inEq.(7-26), there　exists














No. こ１十Ｃ２ H'(e］Ｏ） Ｈ(ｅ]ｏ) Composite　sign　of
　　　　Ｅｑ．（７－３０）
ﾆL Positive く１ ＝１ ＋
２ Negative く　１ ＝１ -






degree　case, for　ａ　given　ｚ２ ，ｚ３，‥‥．，ｚｎ　set, the　numerator
in Eq.(7-9) and　Zl　are　determined　so　that　the　stopband equirip-
pie　transfer　function with the condition |H(eJO)I = 1 can be
obtained.　工ｎ　an　even　degree　case, for　ａ　given　ｚ ３， ｚ４，‥‥・，
Zn　and　こ１こ２　sets, the　numerator　in　Ｅｑ．（７－９）ａｎｄ（ζ１十こ２）ａｒｅ
determined.　Therefore, in　the　time　response　approximation,
we have‘ａ　7.1,　Z3f　・・・‥ｆ　Zn parameter　set　for an odd degree
case　and　Z3/　Zif ,　・‥‥ｆ　Zn　and　ClC2　parameter　sets　for　an　even
degree　case.








ence (32) is　used here。
　　　　　The　ideal　time　response　for　Ｍ　time　sample　points　is　given
by g(mT) (m = 1, 2,　・・・・・ｆ　Ｍ）．　Multiplying　an　output　time
response　ｈ（ｍＴ十ｍｏＴ）ｂｙ k.　taking　the difference　between　the　two
responses　and　then,　ｍｕ:Lゼiplying　it by　the weighting　factor Wm.
●　　　　　　we　minimize　the　maximum error.





















impulse　response　is　computed　for　four cases　of H(z-l) and
-H(z-l) in No. 1　and Ｎ０．　２　inTables　７－１　and　７－２　inthe　case　of
Ｈ゛（ｅｊｏ）＜　1,and then we may　start　the　iterative　approximation　for
ａ　七ransfer　function　showing　better　approximation　to　the　idea:Ｌ　time
response.　　工ｎ　七he case of　Ｈ゛［ｅ］Ｏ）≧１，　there　exist　four cases
of H(z-l) and －Ｈ（ｚ－１）ｉｎNo. 3　and No. .4　in　the　above　Tables.
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　丿We may choose one of　them.
７－７　　FLOWCHART OF　COMPUTER PROGRAM











●According　to　the　flow chart, we will　explain　it　briefly.
（１）　工nput　data　are　stopband　edge　frequency:　ωc　stopband　ａｔ七enua-
tion　As,　degree　ｚ　n,　initial　parameters　ｓ　Zi (Z2, Z3,　‥‥，ｚｎ　for
odd degree　or　ｚ３ ， Zu ,　・・・・・/zn and　こ１ζ２　for　even　degree),
allpass　network　transfer　function.　ideal　time　response　＝　g(niT) ,
weighting　ｚ　Wm, and allowable　deviation.
（２）　For odd　degree, Ci　is　computed by Eq.(7-28) which has　two
solutions　equivalent to No. 1, 2　or No.. 3, 4　in Table　7-1.
For even degree, (Ci　十　こ２）ｉｓ　computed by Eq.(7-30) which has
two　solutions　equivalent　to Ｎ０．１，２　０ｒNo. 3, 4　in　Table　７－２．
（３）　The　two　transfer　functions H(z" ) with　equiripple　ｓ七〇ｐ－
●　　　　　　ｂ‘and attenuation　ｓ°tisfying　|H(eJO)I　゜1ﾌﾞre　computed by Ｅｑ’
　　　　　　　　(7-9) and (7-10).
　　　　　　　　（４）　The　impulse　responses　for　the　two　transfer　functions
　　　　　　　　H(z ■･-)are　computed　together with the　case　of －Ｈ（ｚ‾１）ｂｙＥｑ・
















zero　at other Nyquist　sample　points.　g(mT) for the　Ideal　time
response　is　given　at　these　Nyquist　sample points.　We　can












　　　　　　　　Maximimi error was　８ 。５　×　１０－４．













































































exist on　the　unit　circle　is　given by H' (ejo) <1.
． ● 167 -
●づ
（３）エｎ the case of H'(ejo)≧１， if some　of　the　attenuation




















































































































　　　　Since　Ｃ３　in　step　３　can　not make　Norton　tr an s f o r ma ti on,
the　order of Ｃ３　and (L2/ Cn) in step　3, and the　order of






















































°in　step　ｌ　cannot make　】Norton transformation　too, the　order of























step　３　can　notstill make Norton　transformation, the order of




















































step　７　can　not　still　make　Norton　trans formation ， tJie　order　of



























Note:　　These　arms (C3　and (L2/ Cn), C%　and (L3, C7) ,
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