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Abstract. We investigate symmetry properties of positive classical solutions for fully nonlinear uniformly
elliptic systems up to quadratic growth in the gradient, such as
Fi (x,Dui, D
2ui) + fi (x, u1, . . . , un) = 0, 1 ≤ i ≤ n,
in a bounded domain Ω in RN with Dirichlet boundary condition u1 = . . . , un = 0 on ∂Ω. Here, fi’s are
nonincreasing with the radius r = |x|, and satisfy a suitable cooperative assumption. In addition, each fi
is the sum of a locally Lipschitz with a nondecreasing function in the variable ui. We show that symmetry
occurs for systems with nondifferentiable fi’s by developing a unified treatment of the classical moving planes
method in the spirit of Gidas-Ni-Nirenberg. We also present different applications of our results, including
uniqueness of positive solutions for Lane-Emden systems in the subcritical case in a ball, and symmetry for
a class of equations with natural growth in the gradient. Some of our results are new even in the scalar case,
or for systems involving the Laplacian operator.
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1 Introduction and Main Results
In this paper we study radial symmetry of classical solutions for fully nonlinear uniformly elliptic systems
up to quadratic growth in the gradient of the following form Fi (x,Dui, D
2ui) + fi (x, u1, . . . , un) = 0 in Ω
ui > 0 in Ω
ui = 0 on ∂Ω, 1 ≤ i ≤ n,
(P)
where Ω is a bounded C2 domain in RN , N ≥ 1, n ≥ 1, and fi is not necessarily locally Lipschitz.
Symmetry properties of partial differential equations, for general, are of independent interest since it
always makes sense to ask whether or not solutions inherit the same symmetry from the differential operator
and from the domain of definition. On the other hand, special attention has been devoted to radial solutions
of specific problems. For instance, the Lane-Emden conjecture has been fully solved in the radial setting
[23, Theorem 3.1], and the uniqueness of positive radial solutions for Lane-Emden systems was proved in
[11, Theorem 1.1(i)]. In particular, in these specific cases, it should be natural an attempt to recover, via
symmetry, the results that had already been established. We adopt this procedure to prove the uniqueness
of positive solution to Lane-Emden systems; cf. Corollary 1.4 ahead.
∗ederson@icmc.usp.br.
†gabrielle@icmc.usp.br.
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Radial symmetry has been extensively studied in the literature since the seminal works of Serrin [31]
and Gidas-Ni-Nirenberg [19], which are based upon the moving planes method. The method was improved
in the influential paper [1] of Berestycki-Nirenberg, in which a central tool to start moving the planes is the
maximum principle in small domains. This permitted the authors to remove the original twice differentiability
assumption up to the boundary on solutions (and the regularity of the boundary), although of imposing a
locally Lipschitz condition which must be true even when u = 0. In the recent years, a lot of variants were
considered. For example, assuming differentiability on the fi’s, in [12] the authors considered a different type
of symmetry, namely foliated Schwarz, related to solutions having low Morse index. On the non-Lipschitz
scenario, it was performed in [16] a local moving plane method followed by a unique continuation principle.
The generalization of the pioneering method for systems was first considered in [35]. In particular, here
we will be interested in extending [35] as well as clarifying some divergences that appeared in the literature
over the past of years since the work [32]; see (3.1) where the cooperativeness assumption (H4) is used. The
respective version of [1] for cooperative systems in the differentiable case can be found in [14], and in the
most works that have picked out this simplified method since then. It is not our intention here to give a full
literature review. Instead we quote other few papers as [2, 10, 13, 30], and references therein, in which a
more clear scenario can be built related to both equations and systems.
On the one hand, our goal is to extend such results to the case with nondifferentiable fi, including
nonlinear operators Fi. For this, with a unified procedure, we provide a better understanding about symmetry
properties for systems via the traditional approach of Gidas-Ni-Nirenberg. We are focused on relaxing
Lipschitz or differentiability hypotheses on fi, even under the price of asking more regularity on the solutions
ui (and on the domain) as being twice differentiable up to the boundary. In this sense merely Ho¨lder
continuity on fi will be enough for our applications.
On the other hand, we aim to contribute to the theory of fully nonlinear equations with superlinear
growth in the gradient. This kind of problems has been appearing in several applications in the literature
since the ’80s, more recently in control theory and mean field games. Moreover, they are of theoretical
independent interest since this type of gradient dependence possesses a invariance property with respect
to diffeomorphic changes of variable x and function ui. In particular, symmetry properties might play an
important role in the qualitative analysis of the set of solutions.
Next we list our hypotheses. First and foremost, a natural requirement over equations when dealing
with radial symmetry is their rotational invariance property. For our operators Fi, this will be expressed in
terms of an exclusive dependence on the eigenvalues of D2u, on the length of Du and x. To start with, we
assume that Fi : Ω× RN × SN (R)→ R, 1 ≤ i ≤ n, satisfy the following (necessary) invariance
(Hr) Fi (Qx,Qp,Q
tXQ) = Fi (x, p,X) for all N×N orthogonal matrix Q, and X ∈ SN (R), p ∈ RN , x ∈ Ω.
Here SN (R) is the subspace of symmetric matrices of order N with real entrances.
As in [10], we denote p¯ = (−p1, p2, . . . , pN ), and X¯ as the matrix with entries ιjXιj , where 11 = 1,
ιj = 1 if ι, j ≥ 2, and 1j = j1 = −1 if j 6= 1, for any p = (p1, . . . , pN ) ∈ RN and for any symmetric matrix
X = (Xιj)ι,j ∈ SN (R). Observe that X and X¯ have the same eigenvalues. We then assume, as in [1],
(H0) Fi (y1, x
′, p¯, X¯) ≥ Fi (x, p,X), for all p,X, and x = (x1, x′) ∈ Ω such that y1 < x1 with y1 + x1 > 0.
We also consider on each Fi the general structure condition
(H1) M−i (X − Y )− γ|p− q| − µ (|p|+ |q|) |p− q| ≤ Fi(x, p,X)− Fi(x, q, Y )
≤M+i (X − Y ) + γ|p− q|+ µ (|p|+ |q|) |p− q|
for all X,Y ∈ SN (R), p, q ∈ RN , and x ∈ Ω, with Fi(·, 0, 0) ≡ 0. HereM±i are the Pucci’s extremal operators
(see Section 2), γ ≥ 0, and µ ≥ 0 are constants.
Moreover, we assume, for each i ∈ {1, . . . , n},
(H2) fi and Fi are radially symmetric, and fi is nonincreasing with r = |x|, for each fixed u = (u1, . . . , un),
2
(H3) fi = fi,1 +fi,2, where fi,1 is uniformly locally Lipschitz in the component ui, and fi,2 is nondecreasing
in ui, whenever the remaining components uj , for j 6= i, and r are fixed;
(H4) uj 7→ fi (x, u1, . . . , un) is nondecreasing if i 6= j, and r = |x| and ul, for l 6= j, are fixed.
The latter represents a kind of “weak cooperativeness” for the system (P), which ensures the validity of
the strong maximum principle; compare with [35, eq. (1.3)] in the differentiable setting, and [15, eq. (1.2)]
in the linear one. Besides sufficient, this condition is also necessary in order to preserve the symmetry; see
Section 4. We could allow more general operators Fi, depending also on ui, and nonincreansing with ui, or
even bi(r) ∈ Lp(Ω) in place of γ. We prefer the present form Fi + fi, which is already quite general, suitable
for many applications and simplify a bit the proofs.
Then, for ease of notation, we denote the preceding hypotheses by (H), that is,
(Hr), (H0), (H1), (H2), (H3), and (H4), (H)
Solutions of the Dirichlet problem (P) are understood in the classical sense and belong to C2(Ω). We
stress that this is always the case if, for instance, fi ∈ Cα([0,+∞)3,R) and Fi is concave or convex in the
X entry (in particular the Pucci’s operators); see [6] and [36].
We state our main results in the sequel.
Theorem 1.1. Let Ω be a ball of radius R centered at the origin. Assume (H) for all 1 ≤ i ≤ n. Let
(u1, . . . , un) be a solution of (P), where ui’s are C
2(Ω) functions. Then ui is radially symmetric and
∂rui < 0, for all r = |x| ∈ (0, R), 1 ≤ i ≤ n.
If the operators Fi, 1 ≤ i ≤ n, are continuously differentiable in the entry X ∈ SN (R), a more general
symmetry result in one direction can be accomplished through Gidas-Ni-Nirenberg version of the moving
planes method. Assume that Ω is convex in the x1 direction and symmetric with respect to the plane x1 = 0,
if (x1 . . . , xN ) ∈ Ω, then (t, x2, . . . , xN ) ∈ Ω, for all t ∈ [−x1, x1]. (1.1)
In this case it is usual to weaken the radial assumptions by directional ones [10, 19]. For i ∈ {1, . . . , n} we
set
(H˜2) fi and Fi are symmetric with respect to x1 = 0, and fi is nonincreasing with x1, for x1 > 0, whenever
x′ = (x2, . . . , xN ) and (u1, . . . , un) are fixed.
Furthermore, as pointed out in [19], we need the following hypothesis on fi(·, 0, 0) in the nonradial case.
(H5) For each i ∈ {1, . . . , n}, on ∂Ω ∩ {x1 > 0} we have either fi (·, 0, 0) ≥ 0 or fi (·, 0, 0) < 0.
Note that such condition is trivially satisfied in the radial case since f(x, 0, 0) is constant on ∂Ω. Then, set
(H0), (H1), (H˜2), (H4) with r replaced by x, and (H5). (H˜)
Theorem 1.2. Let Ω be a bounded C2 domain satisfying (1.1). Assume that Fi (x, p,X) is continuously
differentiable in X, and that fi and Fi verify (H˜), for all 1 ≤ i ≤ n. Let (u1, . . . , un) be a solution of (P),
where ui’s are C
2(Ω) functions. Then, for each 1 ≤ i ≤ n, ui is symmetric in the x1 direction and ∂x1ui < 0,
for all x ∈ Ω with x1 > 0.
There is nothing special about the symmetry with respect to the plane x1 = 0 and we could prove
symmetry and monotonicity in any other direction. Furthermore, observe that (H) produces the symmetry
and monotonicity of Theorem 1.1, once its proved in the x1 direction, via rotation x 7→ xQ of the x1 axis.
As already observed in [33], the C1 hypothesis on Fi is necessary in order to apply Serrin’s lemma [31,
Lemmas 1 and 2], which is a version of Hopf lemma in domains with corners. As a natural consequence of
the proof of Theorem 1.2 and [35, Theorem 2], it is derived the following result concerning overdetermined
problems in general smooth domains for our systems. Consistently with the classical notation [31, 33], the
involved functions do not depend on x.
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Theorem 1.3. Let Ω be a bounded C2 domain. Assume that Fi (p,X) is continuously differentiable in X,
and that fi and Fi verify (H) without dependence on x, for all 1 ≤ i ≤ n. Let (u1, . . . , un) be a solution of
(P), where ui’s are C
2(Ω) functions. Assume that ∂νui = ci on ∂Ω, where ci is a constant and ν is the unit
interior normal to ∂Ω. Then Ω must be a ball, ui is radially symmetric and ∂rui < 0, for all 1 ≤ i ≤ n.
A model case for Theorem 1.1 consists of Pucci’s operators, or more generally (2.1), and we emphasize
that our results are new even for systems involving the Laplacian operator. For Theorem 1.2, a simple
example is Li(x, p,X) = tr(A
iX) + bi(x) |p|+ µi(x) |p|2, where Ai is a uniformly positive matrix, and bi, µi
are bounded functions. In order to include Pucci’s operators, which are not differentiable, the authors in [33]
also gave a proof, for equations (under Lipschitz condition on f , linear growth in the gradient, and f(0) ≥ 0),
when either N = 2 or Ω is strictly convex; it is left as an open problem there how to extend Serrin’s result
for more general nondifferentiable ones. It is not our intention here to explore the best assumption on Fi,
since our applications do not require such generality. We just refer to Remark 3.3 which comprises a natural
class of domains in which differentiability can be dropped.
We also obtain uniqueness results for the following Lane-Emden system posed in a ball,
∆u+ vq = 0 in B
∆v + up = 0 in B
u, v > 0 in B
u, v = 0 on ∂B
(LE)
where p, q > 0, pq 6= 1. Namely, pq = 1 is a separate case related to eigenvalue problems, in which the
scaling (tqu, tv), t ∈ (0,∞), produces multiple eigenfunctions; see [11, 24] for instance.
It is well known that criticality plays a meaningful role in existence and nonexistence results. As far as
problem (LE) is concerned, we will be interested in the subcritical case
N
p+ 1
+
N
q + 1
> N − 2, p, q > 0, N ≥ 1, (1.2)
since no solution exists in the complementar setting; see for example [22, Proposition 3.1]. Several papers
prove existence of positive solution in the subcritical case for a general bounded regular domain; see for
instance [5, Theorems 1.3 and 1.4] and [3] for a rather complete overview on the subject. Uniqueness
is known when pq < 1 for general bounded smooth domains; see [24, Theorem 4.1] or [4, Theorem 7.1].
However, we cannot expect a uniqueness result holding true for general domains if pq > 1, since multiplicity
has already been proved for an annulus in [21, Theorem 1.1]. In the case of a ball, uniqueness of positive
radial solution follows from [11, Theorem 1.1 (i)]. Here we complement this result.
Corollary 1.4. Let B be a ball and p, q > 0. Then,
(i) Every pair of classical solutions u, v ∈ C2(B) ∩ C(B) of (LE) is radially symmetric and strictly
decreasing;
(ii) Under (1.2) with pq 6= 1, the problem (LE) has a unique classical solution u, v ∈ C2(B) ∩ C(B); here
u, v are radially symmetric and strictly decreasing.
We stress that uniqueness for positive solutions in the superlinear case pq > 1, under the extra condition
p, q ≥ 1, follows from [35, Theorem 1] combined with [11, Theorem 1.1 (i)]. The novelty here is the extension
for p, q > 0 in which one of them is strictly less than one, situation where differentiability is no longer true.
The paper is organized as follows. In the preliminary Section 2 we introduce a strong maximum principle
and Hopf lemma up to quadratic growth in the gradient, fundamental for the use of the moving planes method
also recalled. In Section 3 we develop the proofs of the main theorems. Section 4 is devoted to further
discussions and applications, including results for systems involving Pucci’s extremal operators. Moreover,
in order to illustrate the strength of our results also in the scalar case, we provide a symmetry description
for a continuum of solutions at the end of Section 4, for a class of equations with natural growth in the
gradient treated in [25].
4
2 Preliminaries
Assume that Fi : Ω× RN × SN (R)→ R satisfies (H1), for all i ∈ {1, . . . , n}. In (H1),
M+i (X) := sup
αiI≤A≤βiI
tr(AX) , M−i (X) := inf
αiI≤A≤βiI
tr(AX)
are the Pucci’s extremal operators with (independent) ellipticity constants 0 < αi ≤ βi, i ∈ {1, . . . , n}. See,
for example, [6] for their properties. In particular, the condition (H1) on the X entry means that Fi is a
uniformly elliptic operator, uniformly continuous in (p,X).
Throughout the text we denote
L±[u] :=M±1 (D2u)± γ|Du| ± µ|Du|2, for constants γ, µ ≥ 0 . (2.1)
Moreover, ∂ν is the derivative in the direction of the interior unit normal vector.
The following lemma contains a suitable form of the strong maximum principle (SMP) and Hopf lemma
for our equations, which are both important in itself and instrumental for the application of the moving
planes method. This relies on a Va´zquez type strong maximum principle presented in [25, Lemma 5.3], but
for a slightly different nonlinearity.
Lemma 2.1. Let Ω be a domain in RN , d− ∈ L∞(Ω), and let u be a solution of
L−[u] + d(x)u ≤ 0, u ≥ 0 in Ω.
(SMP) Then either u > 0 in Ω or u ≡ 0 in Ω;
(Hopf) If, moreover, u > 0 in Ω and u(x0) = 0 for some x0 ∈ ∂Ω which has an interior tangent ball
contained in Ω, then ∂νu(x0) > 0.
Remark 2.2. If u is only a viscosity solution, Lemma 2.1 is still true; see [25] for the SMP context. For Hopf,
in this case it says that for each direction e ∈ RN with (e, ν) > 0 we have limt→0+ (u(x0 + te)− u(x0))/t > 0.
Proof of Lemma 2.1. We start splitting d = d+ − d−, and using that d+(x)u ≥ 0. Since d+(x)u is thrown
away, note that no condition on d+(x) is needed. Say d−(x) ≤ θ in Ω, for some constant θ ≥ 0.
Set L1[w] :=M−(D2w)− γ |Dw|. Then, the exponential change w = (1− e−mu)/m in [25, Lemma 3.4],
where m = µ/α1, reduces the original superlinear gradient equation into a linear growth one, namely w is a
solution of
L1[w] ≤ Φ(w), w ≥ 0 in Ω , and w = 0 on ∂Ω.
Here Φ ∈ C([0,+∞)) is defined by Φ(s) = a (1−ms) |ln(1−ms)| if s < 1/m, Φ(1/m) = 0, where a = θ/m.
Notice that Φ(0) = 0 and Φ is increasing in a neighborhood of zero, say for s ∈ (0, δ), with some δ < 1.
Now the proof of Lemma 2.1 (SMP) follows the lines of the proof of Lemma 5.3 in [25], by noticing that
equation (7.3) there still holds for our Φ. We just sketch the proof, by referring to [25] the analogous details
in the argument. By contradiction we assume that w is a nonnegative supersolution of L1[w] ≤ Φ(w) in Ω
with both Ω0 := {x ∈ Ω; w(x) = 0} and Ω+ := {x ∈ Ω; w(x) > 0} nonempty sets, then choose x˜ ∈ Ω+ such
that dist(x˜,Ω0) < dist(x˜, ∂Ω) and consider the ball Bρ = Bρ(x˜) ⊂ Ω+ such that ∂Bρ(x˜) ∩ ∂Ω0 6= ∅.
Fix a x0 ∈ ∂Bρ(x˜)∩∂Ω0, so w(x0) = 0 and w > 0 in Bρ = Bρ(x˜). Note that, up to diminishing ρ < 1/2,
we can suppose also that w < δ in Bρ(x˜). Consider the annulus Eρ = Bρ \ Bρ/2 centered in x˜ and set
σ := min∂Bρ/2 w ∈ (0, δ). We then choose a large α > 1 such that (2α − 1)2 > σm and
1
ρ2
{α [α1(α+ 1) + (n− 1)β1 − γρ ]− θρ2 } > C0 α , (2.2)
for a proper positive constant C0. Then, define ε > 0 as ε(α) := σ{(ρ/2)−α − ρ−α}−1 = σρ
α
2α−1 , and so
v(x) := ε {r−α − ρ−α}, r = |x− x˜|.
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We infer that v ∈ C2(Eρ) is a nonnegative classical subsolution of
L1 [v] > Φ(v) in Eρ, v = σ on ∂Bρ/2, v = 0 on ∂Bρ,
such that ∂νv > 0 on ∂Bρ. Indeed,
L1 [v] > αεC0 r−α ≥ Φ(v),
where the first inequality follows from the choice of α in (2.2), and the second is equivalent to
a
(
rα
ε
−my
) ∣∣∣ln(1− ε
rα
my
)∣∣∣ ≤ αC0, for y = y(α) := 1− ( r
ρ
)α
∈
[
0, 1− 1
2α
]
, r ∈
[ρ
2
, ρ
]
.
The latter is true since ε(α)/rα = σ(ρ/r)α/(2α − 1)→ 0 and y(α)→ 1 as α→∞, so
lim
α→∞
(
rα
ε
−my
)
ln
(
1− mεy
rα
)
/α = lne lim
α→∞
−mεy
rα
rα −mεy
εα
= lim
α→∞
−my
α
(
1− ε(α)
rα
my
)
= 0.
By construction, w ≥ v on ∂Eρ = ∂Bρ ∪ ∂Bρ/2. Thus w ≥ v in Eρ as in [25, Claim 7.3], using that Φ is
increasing in (0, δ). Also, ∂νv(x) = −v′(ρ)(ν, ν) > 0, since ν(x) = −(x− x˜)/|x− x˜| for all x ∈ ∂Bρ(x˜). The
rest of the proof carries on the same way as in [25].
For the proof of Lemma 2.1 (Hopf), the procedure is the same as above, by taking a small ball Bρ in the
neighborhood of the boundary point x0, which is assumed to exist. Then the conclusion w ≥ v implies
w(x0 + tν)− w(x0)
t
≥ v(x0 + tν)− v(x0)
t
−−−−→
t→0+
∂νv(x0) > 0. 
We now recall the moving planes method in the x1 axis direction. Assume, for the time being, that Ω is
a C2 bounded domain. Our tools are the parallel hyperplanes
Tλ = Ω ∩ {x1 = λ}.
Let R = supx∈Ω x1, where x = (x1, . . . , xN ). For λ < R we consider the right cap
Σλ = Ω ∩ {x1 > λ},
i.e. the part of the semiplane located on the right hand side of Tλ which is in Ω. Moreover, we denote by A
λ
the reflection of a set A with respect to the plane {x1 = λ}.
We start decreasing λ from R, by moving the plane {x1 = λ} from right to left as far as {x1 = λ}
intersects Ω with Σλλ ⊂ Ω. From the usual index notation [19, 35], we denote
Λ2 = inf{λ < R ; Σµµ ⊂ Ω, for all µ ∈ (λ,R) }.
The major challenge in the moving planes technique that goes back to Gidas, Ni and Nirenberg is to
deal with the reflection of the boundary of Σλ, specifically the part of the boundary that is on ∂Ω. Namely,
(∂Σλ ∩ {x1 > λ})λ is contained within the domain Ω for λ sufficiently close to R, due to the regularity of
the domain.
As in [19], when we decrease the values of λ, it happens that Σλ reaches a position in which at least one
of the following situations occurs for the first time:
(I) Σλλ becomes internally tangent to ∂Ω at some point which is not on {x1 = λ};
(II) {x1 = λ} reaches a position where it is orthogonal to ∂Ω at some point.
Such a value of λ is denoted by Λ1 (of course Λ1 = 0 if Ω is a ball centered at 0), that is,
Λ1 = inf{λ < R ; Σµ does not reach positions (I) and (II), for all µ ∈ (λ,R) }.
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Note that ΣΛ1Λ1 ⊂ Ω, and the limiting position Λ2 can be less than Λ1. In general, Λ2 ≤ Λ1. Observe that, if
Ω satisfies (1.1), then R > 0, Λ2 = 0; and if Λ1 was positive, then it would happen at a point in which the
plane {x1 = Λ1} is orthogonal to ∂Ω.
The preceding difficulty never appears in the Berestycki-Nirenberg version of moving planes method,
since they do not need taking into account the behavior of the reflection of ∂Σλ, but only of Σλ itself.
This is possible through the maximum principle for small domains, which is applied in a neighborhood
of ∂Ω. Nevertheless, such an approach requires a Lipschitz condition on fi which we are not assuming.
Firstly because it is too restrictive when treating Lane-Emden type systems. Secondly, it is known that the
maximum principle does not hold in general for gradient superlinear growth [20]; essentially here we just
need to use the strong maximum principle, together with the smoothness of the boundary.
In any case we define
Uλi = u
λ
i − ui , for uλi (x) = ui(xλ),
where xλ := (2λ − x1, x′) is the reflection of the point x with respect to the plane {x1 = λ}, for each
x = (x1, x
′) ∈ Ω ; here x′ = (x2, . . . , xN ) ∈ RN−1.
Thus, it follows from hypothesis (H0), and from the monotonicity of fi in x1 > 0, that u
λ
i satisfies the
following equation
−Fi (x,Duλi (x), D2uλi (x) ) ≥ fi (x, uλ1 (x), . . . , uλn(x) ) in Σλ. (2.3)
Remark 2.3. Notice that, for λ > Λ2, the regularity of the domain implies the existence of some points in
the reflection of the portion boundary ∂Σλ ∩ ∂Ω which lie in Ω. So, at such points we have Uλi > 0 for all
i ∈ {1, . . . , n}. In particular, we can never have Uλi ≡ 0 in Σλ for some i in this case. If, moreover, λ > Λ1,
then (∂Σλ ∩ {x1 > λ})λ ⊂ Ω.
Next, we observe that assumption (H4) on fi is equivalent to cij ≥ 0 for all i 6= j, in which the real
function cij is defined as
cij(h) =
1
h
{fi(r, wj(u, h))− fi(r, u)} if h 6= 0, and cij(0) = 0,
where wj(u, h) = (w1, . . . , wn) with wj = uj + h, wl = ul if l 6= j and u = (u1, . . . , un). We also denote the
standard orthonormal basis in RN as {el}1≤l≤N .
To finish the section we recall in the following lemma the usual treatment of Serrin’s corner lemma for
nonlinear operators, as in [19, 31, 33].
Lemma 2.4. Assume that Fi(x, p,X) is C
1 in X and satisfies (H˜0), (H1), for some i. Let λ be such that
Uλi > 0 in Σλ. Then ∂
2
s U
λ
i (z) > 0 for any direction s that enters in Σλ at z nontangentially, at any point
z ∈ ∂Ω ∩ {x1 = λ} in which Tλ is orthogonal to ∂Ω.
Proof. Set p = p(x) = Dui(x). Then by splitting
{Fi (x,Duλi , D2uλi )− Fi (x, p,D2uλi )}+ {Fi (x, p,D2uλi )− Fi (x, p,D2ui)},
and using calculations from equation (3.1) ahead, Uλi becomes a solution of a linear equation in the form
−tr(A(x)D2Uλi ) + b(x) ·DUλi ≥ −df Uλi in Σλ
where b is bounded, and A = (ajk)jk has continuous entries in Σλ. Precisely, b(x) = DU
λ
i (x) (µ+γ˜/|DUλi (x)|)
if |DUλi (x)| 6= 0, and b(x) = 0 otherwise;
ajk(x) =
∫ 1
0
∂XjkFi(x, p, tD
2ui(x) + (1− t)D2uλi (x)) dt
=
1
2
∫ 1
0
{∂XjkFi(x, p, tD2ui(x) + (1− t)D2uλi (x)) + ∂XjkFi(x, p, tD2uλi (x) + (1− t)D2ui(x))} dt.
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Since Fi(x, p,X) = Fi(x, p, X¯), it follows that ∂X1kFi(x, p,X) + ∂X1kFi(x, p, X¯) = 0 for k > 1. Hence,
a1k = 0 on Tλ ∩ ∂Σλ for all k > 1. An application of Serrin’s lemma [31, Lemma 2], at any point z ∈
∂Ω ∩ {x1 = λ} in which Tλ is orthogonal to ∂Ω, yields
∂sU
λ
i (z) > 0 or ∂
2
s U
λ
i (z) > 0,
for any direction s that enters in Σλ at z nontangentially. At such z, however, the functions u
λ
i and ui
have the same normal derivative to ∂Ω, and zero tangential derivatives, thus ∂sU
λ
i (z) = 0. Therefore,
∂2s U
λ
i (z) > 0. 
3 Proofs of Theorems 1.1, 1.2, and 1.3
We start by proving a slightly more general result than Theorem 1.1. Precisely, it will include a class of
domains for which symmetry can be obtained in one direction, for example if Ω is an ellipsis; see also [16]
regarding the scalar case.
Proposition 3.1. Let Ω be a C2 domain satisfying (1.1), where situation (II) in the preceding section does
not occur for any λ > 0. Assume (H˜), for all 1 ≤ i ≤ n. Let (u1, . . . , un) be a solution of (P), where ui’s
are C2(Ω) functions. Then ui is symmetric with respect to the plane x1 = 0, and ∂x1u < 0 for any x1 > 0,
for all 1 ≤ i ≤ n.
For ease of notation, we provide a proof in the case n = 2, with u1, u2, f1, f2, and F1, F2 are replaced by
u, v, f, g, and F,G, respectively. We indicate the respective changes that appear from the incorporation of
other components when necessary. The system is rewritten as
F (x,Du,D2u) + f(r, u, v) = 0 in Ω
G(x,Du,D2u) + g(r, u, v) = 0 in Ω
u, v ∈ C2(Ω), u, v > 0 in Ω
u, v = 0 on ∂Ω.
(Q)
For the decomposition in (H3) we just rewrite f = f1 + f2 and g = g1 + g2.
Then we consider Uλ := uλ − u, V λ := vλ − v, for uλ(x) = u(xλ), vλ(x) = v(xλ).
We will need the following lemma, which is a consequence of Lemma 2.1 applied to the domain Σλ when
λ > Λ2, relatively to the solutions of (Q).
Lemma 3.2. (SMP and Hopf in Σλ) Let λ > Λ2 and let u, v be a pair of solutions of (Q). Assume U
λ and
V λ nonnegative in Σλ and (H˜). Then U
λ, V λ > 0 in Σλ and ux1 , vx1 < 0 on Tλ.
Proof. Notice that x1 ≥ xλ1 for all x ∈ Σλ when λ > Λ2. Then, using (H˜), (2.3) and (2.1), we obtain
−L˜−[Uλ ] ≥ −{F (x,Duλ, D2uλ )− F (x,Du,D2u) } ≥ f(x, uλ, vλ)− f(x, u, v)
= {f(x, uλ, vλ)− f(x, uλ, v)}+ {f(x, uλ, v)− f(x, u, v)}
= c12(V
λ)V λ + {f1(x, uλ, v)− f1(x, u, v)}+ {f2(x, uλ, v)− f2(x, u, v)}
≥ −df Uλ in Σλ, (3.1)
since f2 is nondecreasing in u and c12(V
λ)V λ ≥ 0. Here L˜− is (2.1) with γ replaced by γ˜ = γ+2‖Du‖∞, and
df is the uniform Lipschitz constant of t 7→ f1(x, t, v) for t ∈ [0, supΩ u]. Then, Lemma 2.1 (SMP) implies
that either Uλ > 0 in ΣΛ or U
λ ≡ 0 in Σλ. Thus, by Remark 2.3, Uλ > 0 in Σλ. Since the interior unit
normal vector on ∂Σλ ∩ Tλ is ν = e1, Lemma 2.1 (Hopf) yields 0 < ∂ν Uλ = −2ux1 on Tλ.
The proof of V λ > 0 in Σλ is analogous, by considering (H˜) for g, and dg as the uniform Lipschitz
constant of s 7→ g1(x, u, s) for s ∈ [0, supΩ v]. 
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Proof of Proposition 3.1. We split the proof in two steps.
Step 1: Start moving the planes.
Notice that the first component of the interior unit normal vector at a boundary point x, denoted by
ν1(x), is negative for any x ∈ ∂Ω which is close to points of the form (R, x′), where R = supx∈Ω x1 from
Section 2. Fix x0 = (R, x
′
0) and ε > 0 such that this property remains true for all points on ∂Ω ∩Bε(x0).
By taking a smaller ε if necessary (independent of u), we are going to show that
ux1 < 0 on Ω ∩Bε(x0). (3.2)
Repeating the same for v, it will imply Uµ, V µ > 0 in Σµ, µ ∈ (λ,R), for values of λ close to R.
Case 1. Assume first f(x, 0, 0) ≥ 0, for all x ∈ Ω. In this case, since F (x, 0, 0) ≡ 0,
−L−[u] ≥ −F (x,Du,D2u) = f(x, u, v) ≥ f(x, u, v)− f(x, 0, 0)
= {f(x, u, v)− f(x, u, 0)}+ {f(x, u, 0)− f(x, 0, 0)}
= c12(v)v + {f1(x, u, 0)− f1(x, 0, 0)}+ f2(x, u, 0)− f2(x, 0, 0) ≥ −df u.
Then, Lemma 2.1 (Hopf) implies that ∂νu > 0 on ∂Ω, and by a covering argument we obtain (3.2).
Case 2. Suppose that there exists some x˜ ∈ Ω such that f(x˜, 0, 0) < 0.
In this case, by assuming that (3.2) is not true, there exists a sequence of points zk in Ω converging to
x0 such that ux1(zk) ≥ 0. Observe that u > 0 in Ω and u = 0 on ∂Ω imply ux1(x0) ≤ 0. Hence, ux1(x0) = 0.
This and the fact that the gradient of u is parallel to the unit normal vector at x0 yield Du(x0) = 0.
For each k, the segment in the positive x1 direction from zk intersects ∂Ω ∩Bε(x0) at a point yk where
ux1(yk) ≤ 0. The mean value theorem gives ξk such that 0 ≤ ux1(zk) − ux1(yk) = ux1x1(ξk) (zk,1 − yk,1),
from where ux1x1(ξk) ≤ 0, and so ux1x1(x0) ≤ 0 in the limit.
Fix an arbitrary t0 ∈ Tx0 . As in [35], let Tx be the tangent space to ∂Ω at x, and let x(s) be a fixed
path on ∂Ω such that x(0) = x0, x˙(0) = t0. From u(x(s)) = 0 for all s, it follows that Du(x(s)) · x˙(s) = 0
for all s as well. Furthermore,
Du(x) · t = 0 for all x ∈ ∂Ω and t ∈ Tx.
Take some t1 ∈ Tx0 and let t(s) be a path with t(s) ∈ Tx(s) and t(0) = t1. From Du(x(s)) · t(s) = 0 for all
s, deriving it and using Du(x0) = 0, yields
t1 · (D2u(x0) · t0) = 0. (3.3)
Next, since the function ϕ(s) := Du(x(s)) · ν(x(s)) = ∂νu(x(s)) has a minimum equal zero at 0, then
ϕ′(0) = 0, from where ν(x0) · (D2u(x0) · t0) = 0. This and (3.3) imply that D2u(x0) · t0 = 0, where t0 ∈ Tx0
is arbitrary. Consequently, 0 is an eigenvalue of order N − 1 for D2u(x0). Namely, let {e, 0, . . . , 0} be the
spectrum of D2u(x0).
We claim that e > 0. Indeed, if e ≤ 0, then M+1 (D2u(x0)) = eα1 ≤ 0. Hence
0 ≤ −M+1 (D2u(x0)) ≤ −F (x0, 0, D2u(x0) ) = f(x0, 0, 0). (3.4)
Consider the point z˜ in which the line segment on the x1 direction from x˜ hits ∂Ω. By monotonicity,
f(z˜, 0, 0) ≤ f(x˜, 0, 0) < 0. (3.5)
Clearly, (3.4) and (3.5) contradict the hypothesis (H5). Thus, the claim e > 0 is proved.
Now, a basis of RN composed of ν(x0) and {al}1≤l≤N−1 (orthonormal basis of Tx0) applied to the above
calculations ensures that D2u(x0) = (e νiνj)ij . In particular, ux1x1(x0) = e ν1(x0)ν1(x0) is positive, which
contradicts ux1x1(x0) ≤ 0. We so conclude (3.2) and Step 1.
Actually, Step 1 is completely independent and it only uses the regularity of the solutions up to the
boundary, along with the regularity of the boundary itself. That is why we kept it in terms of Λ2. Recall
Λ2 = Λ1 = 0 under hypotheses of Proposition 3.1.
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Therefore, by Step 1, it is well defined the following quantity
Λ = inf{λ > 0; Uµ > 0, V µ > 0 in Σµ , for all µ ∈ (λ,R) }.
By continuity, UΛ ≥ 0 and V Λ ≥ 0 in ΣΛ.
Step 2: Stop moving the planes at zero.
The goal is to show that Λ = 0. Suppose Λ > 0 in order to obtain a contradiction. Thus, by Lemma
3.2, we have that UΛ, V Λ > 0 in ΣΛ and ux1 , vx1 < 0 on TΛ. Furthermore, there exists some ε > 0 such that
ux1 , vx1 < 0 on TΛ−ε. (3.6)
Indeed, ux1 , vx1 < 0 on TΛ−ε ∩ K, for any compact K ⊂ Ω, with ε = ε(K). At a neighborhood of the
boundary points x ∈ ∂Ω∩{x1 = Λ− ε}, we can apply exactly the same argument used to derive (3.2). This
ensures (3.6).
Consider, then, a sequence of points xk ∈ Σλk , with λk ∈ (Λ − ε,Λ), for some ε ∈ (0,Λ), λk → Λ as
k →∞, such that, for each k ∈ N, either Uλk(xk) ≤ 0 or V λk(xk) ≤ 0.
By passing to a subsequence, say xk → z ∈ ΣΛ and Uλk(xk) ≤ 0 (at least one of them verifies this for
infinite k’s). Thus, UΛ(z) ≤ 0. Now, since UΛ > 0 in ΣΛ∪ (∂ΣΛ∩{x1 > Λ}), we must have z ∈ ∂ΣΛ∩{x1 =
Λ} and, from (3.6), ux1(z) ≤ 0. Further, since the line segment between xk and xλkk is contained in Ω, the
mean value theorem yields yk ∈ Ω such that
0 ≥ Uλk(xk) = u(xλkk )− u(xk) = 2ux1(yk)(λk − xk,1).
Hence ux1(yk) ≥ 0. Here yk → z, since both xk and xλkk converge to z = zΛ, and this contradicts (3.6). 
Proof of Theorem 1.2. The start of moving planes is identical to Step 1 in the previous proof, since for λ
sufficiently close to R the domain does not reach position Λ1. For Step 2, we need to take situation (II) into
account. Assume Λ > 0 in manner to lead to a contradiction. By Lemma 3.2 we have UΛ > 0 in ΣΛ and
ux1 < 0 on TΛ.
Analogously to previous Step 2, since Λ2 = 0 is not the infimum Λ, there are sequences λk ∈ (0,Λ),
λk → Λ, and xk ∈ Σλk such that u(xk) ≥ u(xλkk ). We may suppose xk → z in ΣΛ. Then, UΛ(z) ≤ 0, and so
z ∈ ∂ΣΛ.
Case 1: z ∈ {x1 = Λ}.
Notice that the line segment between xk and x
λk
k lies in Ω. Then, by the mean value theorem, there
exists yk on it such that 0 ≤ u(xk) − u(xλkk ) = 2ux1(yk)(xk,1 − λk), from where ux1(yk) ≥ 0. In the limit,
ux1(z) ≥ 0, and thus z ∈ ∂Ω. Using again that ∂νu ≥ 0 on ∂Ω, we have ux1(z) ≤ 0, thus ux1(z) = 0.
We claim that TΛ is orthogonal to ∂Ω at z. In fact, otherwise we would necessarily have ν1(z) < 0,
which in particular is enough to apply Hopf’s lemma to u (at z ∈ ∂Ω) in order to conclude ux1(z) < 0; but
this contradicts ux1(z) = 0.
Now we are in position of applying Serrin’s lemma. By Lemma 2.4, ∂2s U
Λ(z) > 0, for any direction s
that enters in ΣΛ at z nontangentially. Next we compute it for the direction s = (1/
√
2, 0, . . . , 0,−1/√2)
properly chosen. Without loss of generality, we consider the interior normal as ν(z) = −eN . Then, at z,
∂2s U
Λ > 0 ⇔ (∂x1 − ∂xN )2 uΛ > (∂x1 − ∂xN )2 u. (3.7)
Using that uΛx1x1 = ux1x1 , u
Λ
xNxN = uxNxN , and u
Λ
x1xN = ux1xN at z, we obtain from (3.7) that ux1xN > 0
in a neighborhood of z. We consider the segment Ik from xk to the point zk where it hits ∂Ω in the eN
direction. Integration on Ik for large k gives ux1(zk) > 0. However, from ∂νu ≥ 0 on ∂Ω we have ux1(zk) ≤ 0
for large k, which yields a contradiction.
Case 2: z ∈ {x1 > Λ}.
The first thing to note is that zΛ ∈ ∂Ω, since UΛ(z) would be positive otherwise. Hence, since Λ > 0,
the interior normals ν(z) and ν(zΛ) coincide, and these are orthogonal to e1. As in Case 1, w.l.g. say
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ν(z) = ν(zΛ) = −eN . Moreover, since UΛ(z) = 0, we can apply Lemma 2.1 (Hopf) to the function UΛ in
the domain ΣΛ, from where U
Λ
xN (z) < 0.
Observe that, under our contradiction assumption Λ > 0 on the symmetric convex domain Ω, we have
ΣΛΛ ⊂ Ω, and so the segment Ik in the eN direction from xk to ∂Ω is not longer than Iλkk , i.e. |Ik| ≤ |Iλkk |.
By the mean value theorem applied to u, there exists ξk ∈ Ik, ξ˜k ∈ Iλkk such that uxN (ξk)|Ik| = −u(xk) ≤
−u(xλkk ) = uxN (ξ˜k)|Iλkk |, from where uxN (xk) ≤ uxN (xλkk ). Passing to limits we obtain uxN (z) ≤ uxN (zΛ),
which contradicts UΛxN (z) < 0. 
Proof of Theorem 1.3. The proof follows the main ideas of the proof of Theorem 2 in [35], which we include
for the sake of completeness. Our aim is to prove that Ω is symmetric with respect to the plane x1 = λ1.
Then the same argument applied to any other direction will imply that Ω must be a ball, and so the symmetry
is obtained via Theorem 1.1.
We observe that exactly the same proof of Proposition 3.1, by replacing 0 by Λ1 without the symmetry
assumption (1.1) on Ω, gives Λ = Λ1, where
Λ = inf{λ > 0; Uµi > 0 in Σµ , for all µ ∈ (λ,R), i = 1, . . . , n }
and for Λ1 as defined in Section 2. This is due to the lack of the situation (II) for all λ ∈ (Λ1, R).
Next, by continuity, we have UΛ1i ≥ 0 in ΣΛ1 for all i ∈ {1, . . . , n}. By Lemma 2.1 (SMP), either UΛ1i > 0
or UΛ1i ≡ 0 in ΣΛ1 , for each i. If the latter occurs for all i ∈ {1, . . . , n}, then Ω is symmetric with respect to
x1 = Λ1, and the proof is finished.
In order to obtain a contradiction, assume that UΛ1i > 0 in ΣΛ1 for some i ∈ {1, . . . , n}. We claim that,
in this case, Λ1 is accomplished through situation (II), that is, at a point in which the plane {x1 = Λ1}
reaches an orthogonal position to ∂Ω. Indeed, if situation (I) happened, then we would have xΛ10 ∈ ∂Ω,
for some x0 ∈ ∂ΣΛ1 ∩ {x1 > Λ1}. So, UΛ1i (x0) = 0 and, by Lemma 2.1 (Hopf) applied to UΛ1i , would
yield ∂νU
Λ1
i (x0) > 0. However, this contradicts the assumption on the overdetermined problem, namely
∂νU
Λ1
i (x0) = ∂νui(x0)− ∂νuΛ1i (x0) = 0, and the claim is proved. Now Serrin’s argument [31, (a) in p. 307]
gives us that UΛ1i has a zero of second order at x0. Finally, a contradiction is established with Serrin’s lemma
as in Lemma 2.4 where λ = Λ1. 
Remark 3.3. Notice that if the domain satisfies (1.1) and it does not have a point for which case (II)
from Section 2 occurs, then the proofs of Theorems 1.2 and 1.3 carry out without using Serrin’s lemma.
In particular, Theorems 1.2 and 1.3 hold true for domains which satisfy it, without any differentiability
hypothesis on Fi.
4 Discussion and other applications
We stress that both works [35] and [32] strongly use the differentiability of fi in order to obtain radial
symmetry for systems. In fact, a typical example already discussed in Section 1 is the Lane-Emden system
(LE), in which it is clearly important to contemplate cases where exponents can be less than one.
Alternatively, there are other relevant applications to systems with nondifferentiable terms. For instance,
in [7, 8] the authors developed an analysis about the behavior between different species u and v that cohabit
in B, in particular from the following systems −∆u = u
3 − β uv2 in B
−∆v = v3 − β u2v in B
u, v = 0 on ∂B.
(4.1)
where N = 2, 3 and β ∈ R. The system (4.1) can be treated variationally as long as the right hand sides are
written as Fu(u, v) and Fv(u, v) respectively, where 4F (u, v) = u
4 + v4− 2βu2v2. From their study it can be
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derived the more general problem −∆u = u
p−1 − β ur−1vs in B
−∆v = vp−1 − β urvs−1 in B
u, v = 0 on ∂B.
(4.2)
where r + s = p, for 2 < p < 2∗, r, s > 1, N ≥ 1. Since the involved functions are not necessarily
differentiable, our results provide (new) radial symmetry for positive solutions of (4.2) in the harmonious
case, that is, with β < 0. On the other side, in a competitive scenario, with β > 0, coooperativeness is lost
and our results do not apply. More than that, symmetry breaking occurs, see [34, Remark 5.4], due to the
particular segregation phenomenon in the limit β → +∞ described in [7, 8].
Now we consider the following Lane-Emden type system involving Pucci’s operators
M1 u+ vq = 0, in B
M2 v + up = 0, in B
u, v > 0 in B
u, v = 0 on ∂B
(4.3)
where p, q > 0, pq 6= 1, Mi can be either M+αi,βi or M−αi,βi in a ball.
In a lot of cases, a Pucci’s extremal operator can feature the essence of the Laplacian. For example, for
a single equation (that is, (4.3) with u = v, M1 =M2, p = q), existence of a unique classical solution was
extended to Pucci’s operator in [27] with locally Lipschitz nonlinearities, while existence in the sublinear
case was first established in [28].
However, criticality relations are now given in terms of the ellipticity coefficients. Those are related
to critical exponents in Liouville type results, but not completely understood even in the scalar case; see
[9, 17, 28]. Moreover, they can be much more complicated in the case of a system. As far as existence is
concerned, define ρi = (αi/βi) ± 1 and Ni = ρi(N − 1) + 1, i = 1, 2. For instance, in [29] it was proved
that there exists a positive classical solution of (4.3) if p, q ≥ 1, pq > 1, and 2(p + 1)/(pq − 1) ≥ N1 − 2 or
2(q + 1)/(pq − 1) ≥ N2 − 2, in a smooth bounded domain.
On the other hand, it is known that, in many cases, a radialization of the problem can greatly simplify
the operators, specially if we are dealing with Pucci’s operators. When radial assumptions on the domain
and on the solutions are imposed, sometimes it is possible to go much further; see for instance [17, 18] and
references therein.
We stress that, regardless whether or not solutions exist, in this work we are concerned just with their
radial symmetry – in the sense that, if a solution exists then it is radial. In this direction, our Theorem 1.1
provides a radial symmetry for solutions of (4.3). In addition, it says that we can focus on establishing the
unknown properties for positive solutions that are radial in nature.
Finally, we discuss some properties of solutions of the following family of problems{ −F (r,D2u) = λc(r)u+ µ(r)|Du|2 + h(r) in B
u = 0 on ∂B,
(Pλ)
where r = |x|, h ∈ L∞(Ω), F satisfies (Hr), (H0), (H1), c 	 0, µ(r) ∈ [µ1, µ2], for some µ1, µ2 > 0 and F is
convex in X entry, and continuous in r up to the boundary.
Observe that Lp-viscosity solutions of (Pλ) belong to W
2,p(Ω), if p > N ; this is due to [26, Theorem
4.1]. Next, Du ∈ W 1,p(B) and then it is a Lipschitz function. Now, supposing that the coefficients are Cα
functions in r, for some α ∈ (0, 1], thus C2,α estimates from [6, 36] imply that solutions are C2,α up to the
boundary.
It follows from [25] the following multiplicity result.
Theorem 4.1. Under the preceding hypotheses, assume that the problem (P0) has a solution such that u0 ≥ 0
and cu0 	 0. Then every nonnegative viscosity solution of (Pλ) with λ > 0 satisfies u > u0. Moreover, there
exists λ¯ ∈ (0,+∞) such that
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(i) for every λ ∈ (0, λ¯), the problem (Pλ) has at least two nontrivial solutions with uλ,1  uλ,2 , where
u0  uλ1,1  uλ2,1 if 0 < λ1 < λ2 and uλ,1 → u0 in C1(B) , maxB uλ,2 → +∞ as λ→ 0+;
(ii) the problem (Pλ¯) has a unique viscosity solution uλ¯;
(iii) for λ > λ¯, the problem (Pλ) has no nonnegative solution.
Figure 1: Illustration of Theorem 4.1.
Thus, the continuum of solutions illustrated in Figure 1 consists of radial and strictly decreasing functions
by Theorem 1.1, provided c, h are nonincreasing with the radius. Symmetry in one direction can also be
obtained from Proposition 3.1, and moreover for more general operators as mentioned in Section 1.
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