Introduction
Feature selection is an important task in data classification. It is very significant for the reason that it improves the accuracy of the classification process. Hence the contribution of feature selection to the field of pattern classification is at a greater scale. It helps in reducing the inputs for processing and analysis to a manageable size. Also, it facilitates efficient analysis of the given dataset. The feature selection algorithm is classified into three types namely wrapper, filter, and embedded approach. In the wrapper approach, the unsupervised learning algorithm is used as performance criteria with a searching algorithm. The searching algorithm generates the feature subsets based on any one of the searching strategies and these feature subsets are selected based on the unsupervised learning algorithm with a criterion. The filter approach first selects significant feature subset before application of any classification algorithm and removes least significant features from the given dataset. The embedded approach uses a part of the learning algorithms for selecting the features. It is less computationally expensive than wrapper algorithm. The embedded approach is the combination of filter and wrapper approaches.
Basically there are two types of optimization techniques that can be employed in the feature selection. They are deterministic algorithms and stochastic algorithms. The deterministic algorithms include approaches such as breadth first search (BFS), depth first search (DFS), gradient method, and etc. The stochastic algorithm generates random variables. For stochastic optimization, the random variables appear in the formulation of optimization problem itself, which involves random objective functions or random constraints. Hence, the outputs of these kinds of algorithms are not always constant. These algorithms include particle swarm optimization (PSO), genetic algorithm (GA), and ant colony optimization (ACO).
The breadth-first search is a graphical data structure. It traverses along the breadth of the tree. It can be employed in applications for finding the shortest path in a graph. The depth first search is a graphical data structure. It traverses along the depth of the tree. It has its applications in the areas of artificial intelligence and web crawling. The genetic algorithm is an evolutionary algorithm based on natural selection. It is used in optimization and search problems. It includes the genetic functions of inheritance, mutation, selection and crossover. Genetic algorithm is initialized with a random population. The fitness of every individual in the population is evaluated by a fitness function. The ant colony optimization algorithm was initially proposed to find the shortest path in the graph of travelling sales person problem. This algorithm is also an evolutionary algorithm. It was proposed based on the behaviour of ants. The ants travel from their nest in search of food. They find the path of the food using the pheromone deposited by other ants. Pheromone is a substance released into the environment by ants.
The remainder of this paper is organized as follows: Section 2 reviews the literature related to the proposed work, Section 3 describes the proposed work, Section 4 discusses the results and Section 5 concludes the paper.
Related Works
This section explores the research works related to our proposed method. Yuanning et al. proposed a feature selection based on PSO in order to improve the classification accuracy. They used the F-Score method for feature selection. Further, they described about the multiple swarm particle swarm optimization (MSPSO) for feature selection [1] in comparison with genetic algorithm and grid search. Alejandro et al. described the use of binary particle swarm optimization for classification (BSO). They have used the concept of association rules and patterns for classification using PSO. It also deals with Monk's problem in classification [2] . Laskari et al. proposed the use of PSO for minimization and maximization problems. The results of PSO are compared with sequential quadratic programming approach. It explains the ability of PSO to solve minimax problems in the field of Mathematics [3] .
The authors Rabab et al., used particle swarm optimization for face recognition. The feature selection methods used in this work are discrete cosine transform (DCT) and discrete wavelet transforms (DWT). The results of this paper show that PSO with feature selection gives higher classification accuracy in the face recognit ion system [4] . E. K. Tang et al., depicted the use of particle swarm optimization in gene selection. This paper uses PSO with least square support vector machines for finding the classification accuracy. As this paper classifies genes, it has used microarray data such as Leukemia, Carcinoma and Golima datasets [5] . Yamille del Valle et al., discussed different variants of PSO. They also described the use of PSO in power systems [6] . Jagdeep Kaur et al., used particle swarm optimization for classification of remote sensing images. They employed PSO with clustering and uses kappa statistic for classification [7] . Barnali Sahua et al., illustrated the use of particle swarm optimization for classification of Microarray cancer data. Support Vector Machines, k-nearest neighbour and probabilistic neural network are used as evaluators for the optimized feature subset [8] . Tiago Sousa et al. proposed the use of particle swarm for data mining tasks such as classification. It compares the results with different forms of PSO such as Discrete PSO and Continuous PSO [9] . F. Van presented an empirical analysis of particle swarm optimization. It also includes theoretical analysis of particle swarm optimization [10] . From the review of the literature, it is identified that the PSO provides better solution to solve the problem of feature selection in real world applications. The F-score feature selection measure is considerably better to adopt in the feature selection process to calculate the weight of the features based on their significance.
Proposed Work
The proposed method is implemented in two forms: One is with PSO and the other is PSO with F-score. The details of dataset and the methodology are described below.
Details of Dataset
The datasets (Table. 1) are collected from various domains for the conduction of the experiment. The Ionosphere and Lung cancer dataset are collected from the UCI repository [11] . The Imports-85 is collected from the MATLAB sample dataset repository. 
F-Score Calculation
F-Score is a metric to find the importance of a feature. The score of the features in the data set is calculated using the following formula: where -Average of ith feature in j th data set -Average of ith feature in the whole data set -No. of instances in j th data set -i th feature of k th instance in j th data set
PSO Algorithm
Particle swarm optimization is an optimization technique that finds a solution by several iterations. It works by a population consisting of a set of particles. Each particle is associated with a position and a velocity. The position and vel ocity of the particles are updated using simple mathematical formulae. It contains 2 best positions known as local best and global best. Local best is the best position of the current particle and global best is the position of the overall particles. It is a metaheuristic approach. It means that it finds a lower level method to find the solution to the given optimization problem. Meta-heuristic optimization follows the stochastic approach for optimization. Global best position of the overall particles
Calculation of the Fitness Function
The work starts with particle swarm optimization and chooses the features using F-Score metric. Then the dataset with the selected subset of features is pa ssed to different classifiers. Hence it can be noted that the proposed method is based on the filter algorithm of classification. The classification accuracy is found for a set of selected features. The fitness function in PSO is calculated using the follo wing formulae:
Where θₐ-Weight for features based on F-Score. The features with greater F-Score gets a greater weight, θ b -Weight based on the instance of the class. If the class instance is positi ve it is 1otherwise it is zero Positive ratio -Ratio of no. of positive class instances in the data set to the total no. of instances in the data set 
Results and Discussion
In order to evaluate the performance of the proposed method in terms of classification accuracy, the experiment is conducted using three classifiers namely support vector machine (SVM), Naive Bayes (NB), k-nearest neighbour (k-NN), and decision tree with the three datasets Ionosphere, Lung Cancer, and Imports and the results are obtained and shown in the Figure 1 . 
Conclusion
In this paper, particle swarm optimization-based feature selection is proposed for improving the performance of the classifiers in terms of the classification accuracy. This method improves the classification accuracy compared to other method. This proposed method employs the particle swarm optimization and the F-score feature selection metrics. This work can be extended with combining other optimization technique to improve the performance of the classifiers.
