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ABSTRACT 
With growing concern over peak oil and global warming many are urgently seeking 
alternatives to petro-diesel to fuel growing economies. Biodiesel, a diesel equivalent derived 
from vegetable oils and animal fat, is one such alternative. Large scale uptake of biodiesel, 
however, is limited by the availability of low cost, sustainable feedstocks.  
In the context of feedstock limitations in Australia, this thesis examines the complete 
biodiesel system from feedstock to end consumer via production technology. The result of 
this investigation was the identification of integrated small scale biodiesel production (less 
than 5 million L/yr) as an economically viable niche for the Australian biodiesel industry. This 
is especially the case in remote locations.  
To this end, a new production model, based upon small scale operations in regional industry 
hubs, was presented and validated with a case study in South Western Australia. This 
production model presents a new approach for the Australian biodiesel industry.  
Having established the economic sustainability of the small scale production model, this 
work lays a foundation for its technical viability by optimising the reactor technology at the 
heart of biodiesel production. The following two questions are examined in the pursuit of 
reactor technology optimisation for small scale production: 
  What is the most suitable catalyst for small scale production? 
  Can an accurate model of the reactor be developed to facilitate optimisation? 
The first question necessitated a detailed review of biodiesel production technology. The 
fruit of this review was the identification of homogeneous catalysed technology as the most 
suitable method for small scale biodiesel production. The second question required a reactor 
model that could determine the level of conversion on the basis of reactor temperature and 
residence time (flow-rate).   
Further investigation into the homogeneous catalysed reaction medium suggested a two 
part model, with the first focusing on flow characteristics to maintain dispersion of the 
reacting phases, and the second on kinetics to determine conversion. Due to the multiphase 
nature of the reaction medium, the first part was developed as a Computational Fluid 
Dynamic (CFD) model of the flow through Bluediesel PTY LTD’s tubular reactor in ANSYS CFX. 
This model drew heavily on literature in the field of oil and water flows and was verified with 
flow visualization studies of the reactor. The second part of the model was built in MATLAB 
on the basis of biodiesel kinetic studies and was verified with data from Bluediesel PTY LTD’s 
plant.  
This model was ran at a number of operating conditions and configurations to determine the 
minimum total cost of a small scale reactor while maintaining suitable levels of conversion. 
This optimisation work represents the first application of CFD modelling to a biodiesel 
reactor and can be used as a basis for further work in this area.    Table of Contents 
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1  Introduction: Biodiesel in a Worldwide Context 
Chapter One 
INTRODUCTION 
Key Points: 
o  Biodiesel in the context of the world energy market 
o  Rationale for research approach and thesis outline 
 
As the industrialised world rushes into the 21
st century, concerns continue to grow over 
future energy supplies.  The majority of this energy is currently derived from fossil fuels 
namely:  coal, oil and gas. Oil is the most important of these three primary resources 
accounting for more than 35% of all energy used on planet earth (BP, 2007). It powers many 
of our activities including mining, agriculture, manufacturing and especially transport which 
accounts for over 58% of final oil consumption (IEA, 2005). Over the past 10 years this 
dependence has become a cause for concern as unfettered oil consumption has been 
threatened firstly by lack of supply and secondly by concerns over global warming.  
 
In response to these two imminent threats a range of more sustainable energy options have 
been put forward. Solutions typically come in one of two forms: demand side or supply side. 
The former concentrates on reducing consumption while the latter identifies new 
sustainable resources. Biodiesel, a diesel like fuel produced from vegetable oils and fats, is a 
supply option that has the potential to smooth the transition from a fossil fuel based energy 
paradigm to a new sustainable energy system. Although feedstock constraints limit the large 
scale development of biodiesel, it holds significant promise for small scale production. 
1.1  Peak Oil and Global Warming 
The pressure on oil supplies is more commonly known as peak oil which refers to a point 
when worldwide oil and gas production will peak and then begin to decline. Peak oil is not 
the point at which oil runs out but instead it is the end of cheap oil (Food and Water Watch Chapter One    Introduction: Biodiesel in a Worldwide Context 
  2 
et al., 2007). The drivers for peak oil are two-fold, firstly a lack of oil discoveries and secondly 
extraction difficulties in existing fields. The implication of peak oil is that worldwide 
production rates will stop increasing, plateau and then begin to decrease. Although there 
may be plenty of oil in the ground there will be great difficulty in delivering it to the surface 
quickly and cheaply enough to satisfy the world’s appetite (Belfield, 2007). 
 
 In a recent article published in TimesOnline, Shell CEO Jereon Van der Veer succinctly states 
the problem: 
‘just as energy demand is surging many of the world’s conventional oilfields are going into 
decline’ (van der Veer, 2007). 
 
This quote, from the head of a global oil company, provides a unique perspective on the 
supply problem. Raising current levels of production to overcome this problem will require 
new technology, and even this increase will only be gradual and certainly not indefinite (van 
der Veer, 2007). In addition to Van der Veer, other experts agree that oil will become more 
difficult and expensive to extract, ultimately resulting in increasingly higher prices (Food and 
Water Watch et al., 2007).  
 
The production data supports these claims with mature producers like the USA, UK and 
Norway all reporting continual decreases in production (BP, 2007). On top of these trends, 
the past two years have clearly shown the oil supply volatility with hurricanes and other 
isolated events drastically affecting the short term price of oil. Currently, domestic shortfall 
in the EU, USA and other western countries is met by increasing oil imports, however, these 
are increasingly from politically unstable regions, which has only served to compound supply 
security fears  (Ruhl, 2007).  
 
Recently the volatility of oil supply and demand has been compounded by a shift in public 
opinion and policy regarding climate change. In the words of the IPCC:
1 “it is now extremely 
likely that human activities have exerted a substantial net warming influence on climate 
since 1750” (Solomon et al., 2007). In the last four years public opinion and political policy 
has undergone drastic changes as influences like Gore’s documentary ‘An Inconvenient 
Truth’ (Guggenheim, 2006), IPCC reports
2 and in Australia the Garnaut report (Garnaut, 
                                                           
1 Intergovernmental Panel on Climate Change 
2 Assessment Reports are available from http://www.ipcc.ch/  Chapter One    Introduction: Biodiesel in a Worldwide Context 
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2008) were eagerly received. However, despite the now international consensus that action 
is required to reduce the effects of global warming, the world remains squarely on a 
trajectory of rising CO2 concentration (Ruhl, 2007).  
 
To understand the effect of both peak oil and global warming on the global energy system it 
is necessary to grasp how they will interact with the global energy market.  To a great extent 
this market governs the interactions between supply and demand. In simple terms an 
increase in demand for energy should increase the cost of energy and thus ultimately lead to 
reduced consumption or the development of new energy options as a result of high energy 
prices. The rapid increase in coal consumption is evidence of the energy market in action; 
increasing energy demand results in cheaper and domestically available fuel sources being 
exploited.  
 
Organisation for Economic Co-operation and Development (OECD) countries clearly show 
the market in action, with energy consumption growth slowing in response to increasing 
energy prices over 2001-2006 (Ruhl, 2007). On the other hand, outside the OECD, the past 
ten years has shown increasing energy consumption growth despite rising energy costs. This 
highlights the limited restorative action of the market. Climate change will further restrict 
the workings of this market by imposing limitations on the type of energy source used to 
meet demand. The almost inventible introduction of a carbon trading scheme will put a price 
on currently cheap carbon intensive fuel, e.g. coal. Although this reduces the carbon 
intensity of energy, it will also limit the ability of high carbon fuels to satisfy market demand.  
 
In summary, long term energy prices, particularly oil, will rise as a result of three forces: 
  Higher costs of production    
  Surging demand in China and India (IEA, 2007) 
  Climate change policy 
Ultimately this rise will cause a drop in demand for fossil fuels, mainly through reduction in 
energy consumption and new supply from non fossil fuel resources. Ideally the market will 
gradually cause this shift to occur over the coming 50 years as fossil fuel resources slowly 
decline and climate change policy is introduced in stages. Unfortunately, it is more likely that 
change will be drastic as the result of sudden supply interruptions, conflicts or rapid changes 
in climate. Chapter One    Introduction: Biodiesel in a Worldwide Context 
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1.2  Biodiesel a Viable Transport Fuel Option 
Despite the seemingly bleak situation, there is an upside as research, policy-making, 
investment and grass-root action are surging ahead as a greater number of people come to 
grips with the imminent changes in the global energy system. In simple terms the response 
is to reduce the reliance on fossil fuels. Generally the solution is approached from two 
directions, firstly reduction in consumption and secondly by pursuing non fossil fuel energy 
sources. In the case of electricity generation, options include the increased use of nuclear 
power, biomass power generation, wind power, wave/tidal, geothermal, photovoltaics and 
solar thermal.  
   
Transport fuels and lubricants, however, present a more complex problem because of their 
almost exclusive dependence on oil. Despite this challenge, there are a large range of 
possibilities for both reducing consumption and transitioning to non-oil based transport 
fuels. Table 1.1 summarises the proposed solutions in these categories as well as possible 
changes that may occur in fossil fuel usage for transportation.  
 
Table 1.1: Energy options for transport 
Demand reduction  Non Fossil fuel sources  Fossil fuel options 
Lighter cars and Efficient Engine 
Technologies: 
  Smaller engines 
  Hybrids, and 
  Highly efficient diesels 
 
Sustainable City Development 
Utilising public transport to 
reduce the energy intensity of 
transportation 
 
Changes in Lifestyle  
Reduction of unnecessary travel  
Biomass to fuel:  
  Ethanol 
  Biodiesel 
  Biogas 
  Biomass to liquid 
 
Hydrogen:  
From renewable or nuclear 
sources  
 
Electric Vehicles  
Charged with off-peak 
electricity, ultimately from non 
fossil fuel sources. 
Diversify Fuels: 
  Liquid Petroleum Gas (LPG) 
  Compressed Natural Gas (CNG) 
 
New Transport Fuels: 
  Gas to liquids 
  Coal to liquids 
  H2 from fossil fuels 
 
Extend Fossil Fuel Resources: 
  New Extraction methods 
  Shale oil 
  Tar sands 
 
The second column lists a range of possible non fossil fuel energy sources for transport. 
These fuels are receiving a great deal of attention as they provide a means of transition from 
oil based transport to non-fossil fuel based transport. Although H2 and electric vehicles are 
very promising options, they are long term solutions, requiring not only a shift in paradigm 
but also infrastructure. As a result, biomass based fuels present the most realistic short term 
fossil fuel replacements. Figure 1.1 summarises these ideas showing how biofuels could 
form part of the transition to a non fossil fuel based transport system.  Chapter One    Introduction: Biodiesel in a Worldwide Context 
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Figure 1.1: Transition in transport energy fuels, adapted from concept in Russell (2006) 
 
Conventional biofuels include biodiesel produced from oil or fats and ethanol produced from 
starch/sugar. Advanced biofuels are commonly known as second generation biofuels and 
involve the transformation of almost any form of biomass to a liquid fuel.  
 
In a report from the International Energy Agency (IEA) it was estimated that sustainable 
biomass production could reach between 200-400 EJ
3 in the next century with others 
suggesting higher values (Ragauskas et al., 2006). This is substantial considering that current 
fossil fuel energy use is 388 EJ (IEA Bioenergy, 2007). It is quite likely that with further 
advances in both new feedstock supplies and conversion technologies, second generation 
biofuels will play a key role in the transport fuel mix.  
 
Second generation conversion technologies like cellulosic ethanol and diesel synthesised via 
Fischer-Troph or gasification methods are under intense development to increase their 
viability. Typically, these technologies will require large plant capacities to achieve 
economies of scale. Large plants imply procuring biomass from a wide area – a logistical and 
economical challenge (Doornbosch & Steenblik, 2007).  
 
At the time of writing, ethanol and biodiesel amount to approximately 1% of transport fuel 
consumption. Using calculations based on arable land, it is technically possible that by 2050 
this figure could rise sustainably and not in competition with food to 11%
4 (Doornbosch & 
                                                           
3 EJ = Exajoule (1EJ = 10
15 J = 278 TWh) (IEA Bioenergy, 2007) 
4 For a detailed explanation of these values refer to Doornbosch & Steenblik (2007) 
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Steenblik, 2007). Despite this uninspiring prediction both biodiesel and ethanol have 
significant potential to reduce the short-term severity of economic shocks caused by 
significant changes in the global energy system. This is especially the case in developing 
economies and remote locations where the fuels can be produced locally on a small scale.  
 
1.3  Biodiesel 
In many cases diesel fuel is the lifeblood of transportation, agriculture and mining. The 
combined global consumption of middle distillate (diesel) for on-road (transport) and off-
road (industry and agriculture) usage in 2005 was 22.8 MBPD
5, equivalent to over 3600 
million litres per day (Cameron, 2006).  
 
The diesel engine has been the workhorse of choice for heavy duty applications over the 
past fifty years. Its early popularity may have come from the fact that it could use the 
fraction of crude oil remaining after gasoline refining, however, today its ruggedness, high 
torque capacity and efficiency have ensured its role in many applications (Knothe et al., 
2005). Furthermore, because of its characteristics – especially high torque and inherently 
high efficiency, high tech diesels are making substantial inroads into the passenger car 
market.  
 
With this increase in demand for diesel as well as escalating oil supply and global warming 
pressures, alternatives to diesel from crude oil (petro-diesel) are being actively sought out. 
Biodiesel is currently the most promising and mature alternative that can readily be used in 
existing engines and infrastructure.  
 
Over the past 15 years biodiesel production has continued to increase as Figure 1.2 shows. 
This growth has been caused by the following factors: 
  Renewable if feedstocks are cropped sustainably 
  Provide reductions in CO2 emissions compared to petro-diesel 
  Easily distributed with existing infrastructure  
  Readily used in current engine technology  
  Favourable government policies  
 
                                                           
5 MBPD: Million Barrels Per Day , 1 barrel = 159 L Chapter One    Introduction: Biodiesel in a Worldwide Context 
  7 
Figure removed for copyright purposes 
Figure 1.2: Worldwide biodiesel production  (Emerging Markets Online, 2008) 
 
Unlike petroleum diesel which is distilled from crude oil, biodiesel is chemically derived from 
vegetable oils and fats through reactions with short carbon chain alcohols (Van Gerpen et 
al., 2007). Historically there has always been interest in vegetable oils as a replacement or 
alternative to petroleum diesel. However, only in the past 25 years has this resulted in the 
concentrated development of biodiesel. The historical summary that follows draws on Van 
Gerpen et al., (2007)
6 as well as chapter two of The Biodiesel Handbook where Knothe 
provides an in-depth discussion of the history surrounding Rudolf diesel and the 
development of biodiesel (Knothe et al., 2005).  
1.3.1  Historical Development of Biodiesel 
In many articles on biodiesel it is reported that Rudolf Diesel trialled peanut oil in the engine 
bearing his name at the 1900 Paris exhibition. According to Knothe et al., (2005), however, 
Rudolf Diesel did not actually trial the peanut oil himself but instead reported on the trial 
that was conducted by the French Otto company under the impetus of the French 
government. The engine ran so smoothly that few people knew that it was not running on 
mineral oil  (Diesel, 1912)
7.  
 
Diesel explained that the French government’s interest in peanut oil was energy self 
sufficiency in their African colonies. In-spite of this initial interest the abundance and low 
cost of petro-diesel has ensured that historically the diesel engine has almost exclusively 
been powered by fossil fuel. Times are now changing as the diesel price continues to 
increase making one of Diesel’s concluding remarks somewhat prophetical: ‘[vegetable oils] 
make it certain that motor-power can still be produced from the heat of the sun which is 
always available for agricultural purposes, even when all our natural stores of solid and 
liquid fuels are exhausted’ (Diesel, 1912)
8. 
 
Before the 1980s, the use of vegetable oils and their derivatives in diesel engines only 
occurred when fossil fuel supplies were severely threatened or in remote locations where 
diesel was expensive or unavailable (Van Gerpen et al., 2007). Despite their limited use, 
                                                           
6 This resource provides a more detailed discussion of biodiesel history from an American perspective. 
7 As quoted in (Knothe et al., 2005) 
8 As quoted in (Knothe et al., 2005) Chapter One    Introduction: Biodiesel in a Worldwide Context 
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many different types of oils and oil derivatives were trialled in diesel engines, generally 
providing satisfactory results (Knothe et al., 2005). 
 
The interest in vegetable oils as fuels rapidly accelerated in the late 1970’s during the OPEC
9 
oil embargo. This culminated in a 1982 ASAE
10 organised conference entitled ‘Vegetable oil 
Fuels’ (Van Gerpen et al., 2007). The majority of papers at this conference covered the use 
of vegetable oils as fuels while a few examined the alkyl ester products of oil 
transesterification as diesel fuel substitutes. Importantly, this was the first time when the 
well known transesterification process was applied to the production of fuels.  
 
According to Van Gerpen (2007) the general consensus from this conference was that while 
unrefined vegetable oils showed promise ‘they had a tendency to cause injector coking, 
polymerisation in the piston ring belt area causing stuck or broken piston rings, and a 
tendency to thicken lubricating oil causing sudden and catastrophic failure of the rod and/or 
crankshaft bearings.’ This is confirmed in various other papers, for example that of 
Srivastava et al., (2000). In response to these problems it was seen that the greatest need 
was to find a method for reducing the viscosity of the vegetable oil and its tendency to 
polymerise. The most promising of these methods was the transesterification of vegetable 
oil.  
 
Commercial development occurred firstly in Austria, starting in 1989 with the development 
of the transesterification process and consequent use in farm cooperatives (REACT, 2004). 
These plants used rapeseed oil as the feedstock for alkyl ester (biodiesel) production – 
ultimately leading to large scale plants being constructed over the next 15 years. The 
biodiesel development story in Austria is seen as indicative of biodiesel development in 
other countries with not only inventions but also mistakes being repeated at cost again and 
again (REACT, 2004). Figure 1.3 summarises the development process of the biodiesel 
industry in Austria.  
 
 
                                                           
9 OPEC – Organisation of Petroleum Exporting Countries 
10 ASAE, now ASABE – American Society of Agricultural and Biological Engineers Chapter One    Introduction: Biodiesel in a Worldwide Context 
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Figure 1.3: Biodiesel development cycle, based on data from Austria (REACT, 2004) 
 
In Australia the biodiesel industry is currently in the market squeeze phase with many 
biodiesel companies producing well below their capacity because of high feedstock prices, 
low sales volumes and unfavourable government policy. These companies have already been 
forced to turn to tallow and imported palm oil to foster any chance of a positive return on 
investment.  
 
The effect of government policy in this process cannot be overstated. Evidence of this can be 
seen in both Austria and Australia. In Austria the majority of fuel produced is sold to both 
Italy and Germany where incentives are 40% and 60% greater, respectively (REACT, 2004). 
While in Australia initial market enthusiasm was drastically curtailed with the introduction of 
the 2006 fuel tax bill (RIRDC, 2007).  
 
Despite the challenges faced in this development cycle, research into aspects of biodiesel 
has continued due to its extensive range of benefits, summarised in the following categories: 
  Oil Supply Security 
  Greenhouse Gas Reduction 
  Emissions Reduction 
  Positive Energy Life Cycle Analysis 
Initial research and 
subsequent pilot plants, 
driven by oil shortages 
or climate driven policy 
change     
Development of small 
scale plants e.g.: 
Farmers cooperatives as 
closed cycle operations 
Larger scale production 
with oilseeds, usually in 
conjunction with already 
existent oil mill 
Move to cheaper 
feedstocks e.g.: tallow, 
used cooking oil and 
imported feedstocks as 
capacity and competition 
increase 
Market squeeze – some producers are no 
longer competitive and are pushed out. This 
results in a push for further research into 
more efficient/robust technology and new 
low cost feedstocks Chapter One    Introduction: Biodiesel in a Worldwide Context 
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  Suitability for Current Infrastructure 
  Direct Use in Engines 
 
1.3.2  Oil Supply Security  
Oil supply security is an extremely attractive aspect of biodiesel production as it allows a 
country to reduce its dependence on foreign petroleum imports (Sheehan et al., 1998) as 
the feedstock is grown on agricultural land. Biodiesel offers a secure energy supply for a 
country which can provide some shielding from global energy shocks. Evidence of this can be 
seen in the US when the then President Bush called for 35 million gallons of alternative fuels 
by 2017. The main driver for this being energy security, that is, reducing reliance on oil 
imports, which currently cost the USA about $25 million an hour (Food and Water Watch et 
al., 2007).  
1.3.3  Greenhouse Gas Reduction  
In addition to providing a domestic and somewhat secure energy supply, biodiesel also 
alleviates global warming by reducing the diesel engines contribution to the greenhouse 
effect. This occurs because the growth of feedstock fixes carbon dioxide (CO2) which is then 
released as the biodiesel is burnt only to be reused in the growth of new feedstock. This 
cycle is different to fossil fuels in which carbon that was stored in the ground is released into 
the atmosphere.  
 
In a comprehensive study conducted for Australian biodiesel feedstocks, the reduction or 
gain in CO2 equivalent emissions was found to be heavily feedstock dependent as shown in  
Table 1.2 (Beer et al., 2007). The inclusion of land change into these Life Cycle Analysis (LCA) 
emission calculations shows that producing biodiesel from Palm oil cultivated on land that 
used to be rainforest is counterproductive to the goal of biodiesel production. 
 
Table 1.2: Change in CO2-e/km emissions between ULSD and biodiesel produced from a range of feedstocks 
(Beer et al., 2007) 
Feedstock  C02 Emission change 
for B100 compared 
to ULSD 
Canola  -48.1% 
Palm oil (Existing 
plantation) 
-79% 
Palm oil (Rain Forest)  +868.2% 
Palm oil (Peat Swamp 
Forest) 
+2071.1% Chapter One    Introduction: Biodiesel in a Worldwide Context 
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Tallow  -75% 
Used cooking oil  -87% 
 
In short it can be concluded that biodiesel reduces the production of GHG if feedstocks are 
cropped sustainably.  
1.3.4  Emissions Reduction 
The use of Biodiesel as a replacement for petro-diesel also provides significant reductions in 
other emissions. The main emission categories of interest are: carbon monoxide (CO), 
unburned hydrocarbons (HC), particulate matter (PM) and Nitrous Oxides (NOx). It is 
generally accepted that the usage of biodiesel provides reductions in CO, HC and PM whilst 
producing slight increases in NOx production (Van Gerpen et al., 2007). Unlike CO2 which is a 
global climate change issue, emissions are generally related to air quality – pollution which 
affects most big cities (Lamb, 2007).  
 
Table 1.3 provides the observed reductions in these four emissions for two cases; the first is 
specifically tailpipe emissions and the second is life cycle emissions. The first case, shown in 
the second column of Table 1.3, provides generally accepted values for the change in engine 
emissions comparative to diesel fuel when biodiesel is used. These should be used as a 
guide, as the exact change in emissions is affected by the type of biodiesel used, the engine 
design and the operating conditions. Sulphur Oxides (SOx) emissions are not considered to 
be a problem for most types of biodiesel as feedstocks typically contain very low levels of 
sulphur, although some exceptions exist for rendered animal fats (Van Gerpen et al., 2007). 
 
 
Table 1.3: Percentage change in emissions when using biodiesel relative to fossil diesel 
Pollutant  Tailpipe Emissions 
% Reduction 
(Korotney, 2002) 
CO  -47% 
PM  -47% 
NOX  +10% 
HC  -65% 
 
1.3.5  Positive Energy Life Cycle Analysis 
For biodiesel to be a sustainable transport fuel solution, it must have a positive energy Life 
Cycle Analysis (LCA) result. The results of energy LCA’s are usually summarised in energy 
ratios, which are the ratio of energy contained within the fuel per unit of fossil fuel input. Chapter One    Introduction: Biodiesel in a Worldwide Context 
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Like greenhouse gas LCA, energy LCA results are heavily dependent on input and by-product 
accounting methods. As a result the literature contains various, sometimes conflicting 
results.  
 
Table 1.4 provides a summary of current LCA results with figures taken from the Worldwatch 
Institute’s report on biofuels for transportation (2006). The values shown in Table 1.4 are 
average values incorporating various studies. Despite their variation they unanimously 
demonstrate the renewable nature of biodiesel over standard petroleum diesel which has a 
LCA of 0.8-0.9
11 (Sheehan et al., 1998). Tropical crops like palm oil are more efficient than 
both rapeseed and soy because of more favourable climatic conditions and harvesting 
through manual means instead of agricultural machinery.   
 
Table 1.4: Comparison of energy LCA results (Worldwatch Institute, 2006) 
Study  Energy LCA
12 
Rapeseed oil European Union   ~2.5 
Soybean oil in USA  ~3 
Waste vegetable oil  ~5-6 
Palm oil   ~9 
 
1.3.6  Suitability for Current Infrastructure  
The rapid adoption of low biodiesel blends (below 20% in petro-diesel) is facilitated by their 
almost seamless implementation (Bowman et al., 2006). In simple terms, current 
infrastructure used for distributing petro-diesel can be used for distributing biodiesel blends.  
This is due to the similar characteristics between biodiesel and petro-diesel (Fukuda et al., 
2001). Other advantages of biodiesel include its biodegradability (Peterson et al., 2002) and 
its lower flash point making it safer to handle and reducing the environmental risk posed by 
potential spills. 
1.3.7  Direct Use in Engines 
Biodiesel has been successfully used in a range of diesel engines that provide power in 
different applications (Sheehan et al., 1998). Over the past 10 years an increasing number of 
Original Equipment Manufacturers (OEM) are providing warranty for biodiesel blends up to 
                                                           
11 This figure is less than 1 because energy must be used to extract and refine the original fossil fuel 
unit of energy.  
12 The value here represents the ratio of energy output to input – in the first case, 2.5 units of energy 
is available for every 1 unit of fossil fuel energy input. Chapter One    Introduction: Biodiesel in a Worldwide Context 
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20% (B20) (National Biodiesel Board, 2008). Furthermore, throughout Europe, South 
America and other countries governments are mandating the blending of small amounts of 
biodiesel (2% up to 20%) with petro-diesel. When biodiesel is blended, it is designated BXX, 
where XX refers to the volume percentage of biodiesel in the petro-diesel
13. On the basis of 
this experience, it is reasonable to assume that ‘on-spec’ biodiesel
14 can be used in current 
diesel engines. 
1.4  Small Scale Production 
Despite these benefits, the use of biodiesel currently contributes less than 1% to worldwide 
transportation fuel supplies (Doornbosch & Steenblik, 2007). This unimpressive fraction is 
simply the result of limited vegetable oil or animal fat supplies. Figure 1.4 depicts the scale 
of this limitation with the vegetable oil required to meet current diesel consumption 
approximately  nine times the current worldwide oil and fat production. That is, if every oil 
and fat known to mankind was converted to biodiesel it would provide at most 10% of our 
current diesel consumption. 
 
In chapter two, feedstocks for biodiesel production are examined on a global scale. The 
sustainability of large scale biodiesel production using these feedstocks is considered in 
three categories: land availability, environmental effects and food availability. From this 
analysis, small scale biodiesel production in the context of regional industry hubs is 
identified as an economically sustainable way forward for the biodiesel industry. The main 
strength of the small scale business model presented in chapter two is that it matches 
production levels to available markets while meeting sustainability criteria. A case study is 
provided that links the small scale production concept with a real life situation.  
 
                                                           
13 Thus, B2 = 2% biodiesel, B5= 5% biodiesel, B20 = 20% and B100 = 100% biodiesel. 
14 Biodiesel standards depend on location, for European Union – EN14214, for USA ASTM D6751, 
other localities generally use these or modifications of them.  Chapter One    Introduction: Biodiesel in a Worldwide Context 
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Figure 1.4: Comparison between natural oil market and diesel demand
15 
 
1.5  Reactor Optimisation Using CFD Modelling 
Having identified an economically sustainable biodiesel production model for Australia, this 
work lays a foundation for its technical viability by optimising the reactor technology at the 
heart of biodiesel production. In the pursuit of optimisation, the majority of this work seeks 
to answer two questions: 
  What is the most suitable catalyst for small scale production? 
  Can an accurate model of the reactor be developed to facilitate optimisation? 
 
The first question necessitated a detailed review of biodiesel production technology. The 
fruit of this review was the identification of homogeneous catalysed technology as the most 
                                                           
15 Diesel consumption figures are for 2008 when the combined on-road and off-road diesel 
consumption was estimated at 24.2 mbpd (Cameron, 2006). Conversion to vegetable oil requirement 
is as follows: Diesel volume = 24.2 mbpd * 365 days * 159L/barrel. The energy content of biodiesel is 
8% lower than diesel, therefore, biodiesel volume = diesel volume/0.92. The transesterification 
process converts 98% of the oil to biodiesel, therefore Oil volume = biodiesel volume/0.98. Finally, 
average density of vegetable oil is 0.9242kg/L giving required weight equal to oil volume*0.9242 
(Johnston, 2006) 
World Vegetable oil and Fat 
Production (2008/9):  
165 million tonnes (Oil World, 
2008) 
Vegetable oil required to replace 
worldwide on- and off-road diesel 
consumption (2008): 
1440 million tonnes
15 (Cameron, 
2006)  
 Chapter One    Introduction: Biodiesel in a Worldwide Context 
  15 
suitable method for small scale biodiesel production (Chapter three). The second question 
required a reactor model that could determine the level of conversion on the basis of 
reactor temperature and residence time (flow-rate).   
 
Developing a reactor model is no easy task as the biodiesel reaction is a complex liquid-liquid 
reaction that is influenced by component solubility, kinetics and mass transfer.  Subsequent 
investigation into this reaction medium (Chapter four) resulted in the proposal of a two part 
model, with the first focusing on flow characteristics and the second on kinetics to 
determine conversion. Due to the multiphase nature of the reaction medium the flow 
characteristics were captured a computational fluid dynamic model that was verified with 
first of their kind visualisation experiments (Chapter five). 
 
The second part of the model, which focused on conversion, was developed in MATLAB on 
the basis of biodiesel kinetic studies and was verified with data from Bluediesel PTY LTD’s 
plant (Chapter six).  This conversion model was run at various operating conditions (flowrate 
and temperature) to determine the optimum (lowest total cost) reactor design (Chapter 
seven). The flow model was then used as a non-linear constraint to ensure the proposed 
optimum operating conditions resulted in flow patterns that maintained high levels of 
conversion.  
 
1.6  Deliverables and Novelty 
In this work, CFD modelling is applied for the first time to the reactor at the heart of the 
biodiesel production process to optimise a novel small scale production concept. The two 
major novelties in this work are: 
  The small scale biodiesel production model developed in chapter two, and 
  The first time application of CFD modelling tools to the chemical reactor.  
In addition to these major deliverables, this work also provides three new pieces of 
information: 
  Industrial scale flow visualisation results (Section 6.3.2 and Appendix E) 
  Modelling strategy distilled from literature and practical experiment (Section 5.4 and 
6.3.1) 
  Viscosity and density measurements of the polar and non-polar phases (presented in 
Appendix B-6 and used in chapter six) 
   Chapter Two    Refocusing Production Scale 
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2  Refocusing Production Scale 
 
Chapter Two 
 
REFOCUSING PRODUCTION SCALE 
 Key Points: 
o  Holistic examination of biodiesel production system 
o  Identification of small scale reaction technology as an effective way 
forward 
o  Small scale production technology case study 
2.1  Introduction 
Despite the benefits associated with the use of biodiesel, it currently constitutes less than 
1% of worldwide transportation fuel supplies (Doornbosch & Steenblik, 2007). This low level 
of penetration is simply due to feedstock availability. That is, there are currently limited 
vegetable oil and animal fat supplies that can economically be used as feedstocks for 
biodiesel production. In short, feedstock is the single biggest constraint to the development 
of the biodiesel industry, typically representing 80% of the cost of biodiesel production 
(RIRDC, 2007). This makes feedstock supply and cost the most pressing issue for biodiesel 
production. 
 
To address this issue, extensive research is being undertaken in the fields of agriculture, 
biology and plant genomics. Despite the necessity of this research for the long term 
sustainable success of biodiesel, it is possible that a different business model could forge the 
industry forward in these difficult times. The basis of this approach is to use highly efficient 
small scale technology at the feedstock production point. This approach capitalises on the 
numerous benefits offered by biodiesel that are often lost in large scale production: 
  Regional development Chapter Two    Refocusing Production Scale 
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  Reduction of transportation costs 
  On-site energy (electricity and heat) production 
  Use of by-products 
  Low cost integration into existing operations
1 
 
This approach is derived from a holistic examination of the biodiesel production system 
shown in Figure 2.1. This holistic approach for biodiesel separates biodiesel production into 
three sections: feedstock, processing and consumption.  
 
Figure 2.1: Holistic approach to biodiesel production 
This chapter examines biodiesel feedstocks as the determining factor in choosing the 
appropriate scale of production. The result of this analysis is a focus on small scale 
production (less than 5 million L/pa) as a viable and sustainable model. Although feedstock is 
the most important part of the biodiesel production system, Figure 2.1 shows how 
processing technology forms the essential link in producing quality biodiesel. As a result, this 
chapter highlights the need to develop efficient and reliable small scale processing 
technology especially the reactor, which is the focus of this work.  
 
2.2  Feedstock 
Traditionally, feedstocks for biodiesel production have been derived from virgin plant oils 
(oilseeds), however, biodiesel can be produced from any source of triglyceride. This includes 
virgin plant oils (edible and inedible), animal fats and used cooking oils. The triglyceride 
                                                           
1 As an example, Global Earth Energy has avoided significant start-up costs by co-locating a small scale 
production facility at an existing chemical plant (Sobolik, 2009) Chapter Two    Refocusing Production Scale 
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molecule, a member of the lipid family, is composed of three varying length fatty acid chains 
attached to a glycerol backbone, as shown in Figure 2.2.  
Figure removed for copyright purposes  
Figure 2.2: Schematic diagram of a triglyceride molecule with two saturated decanoic acid chains and one 
mono-unsaturated decanoic acid chain (Carter, 2009) 
The transesterification reaction at the heart of the biodiesel production process involves the 
replacement of the glycerol molecule with three methanol molecules to form three Fatty 
Acid Methyl Esters (FAME or biodiesel). If the fatty acid chains have no double bonds they 
are referred to as saturated, if there is one double bond they are mono-unsaturated and if 
more than one poly-unsaturated. The different fatty acid profile (carbon chain length and 
number of double bonds) of different oils determines the properties of the fat or oil, and 
ultimately the properties of the resulting biodiesel.  
 
In general, cetane number, heat of combustion, melting point and viscosity
2of neat fatty 
compounds increase with increasing chain length and decrease with increasing un-
saturation (Pinto et al., 2005). These effects are shown diagrammatically in Figure 2.3. 
 
 Figure 2.3: Effects of fatty acids on fuel properties, adapted from Austrian Biofuels Institute (2007) 
 
Table 2.1, shows the fatty acid profile of two common feedstocks; Rapeseed
3  oil and Palm 
Oil. When converted to biodiesel, Rapeseed FAME have excellent cold flow properties
4 
because of the high content of mono- and poly-unsaturates. On the other hand, Palm FAME 
contain a high level of saturates (C16:0) reducing cold flow performance.  
Table 2.1: Fatty acid profiles of two common feedstocks  
                                                           
2 For a definition of these terms, please see the glossary  
3 Very closely related to canola in Canada and Australia 
4 Cold flow properties refer to a range of measurements that attempt to measure the useability of the 
flow in cold conditions 
Longer Chains 
Higher calorific value (increased 
energy content) 
 
Increasing Saturation 
Improved engine performance (higher cetane 
number), good oxidative stability and low 
tendency to polymerise (lower iodine value) 
Shorter Chains 
Emissions are improved and the FAME 
have improved cold flow performance 
(lower CFPP) 
Increasing Un-saturation 
Improved Cold flow performance 
(lower CFPP) Chapter Two    Refocusing Production Scale 
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Fatty Acid  C:N
5 
Rapeseed 
Oil
6% 
Palm 
Oil
7% 
Lauric  C12:0  0  0.4 
Myristic  C14:0  0  1.1 
Palmitic  C16:0  4  43.8 
Palmitoleic  C16:1  0  0.1 
Stearic  C18:0  1  4.4 
Oleic  C18:1  60  39.90 
Linoleic  C18:2  25  9.6 
Linolenic  C18:3  9  0.2 
Others    1  0.5 
 
To create a high quality fuel, biodiesel producers generally favour feedstocks high in oleic 
acid. Oleic acid provides a combination of desirable fuel properties. In future this may be 
taken a step further through the use of genetic engineering or selective breeding (Knothe, 
2005) 
2.2.1  Worldwide Feedstock Production 
Throughout the world there is a wide range of oils and fats that can be used as a source of 
triglycerides. The feedstock for biodiesel production is chosen according to the price (supply 
availability) and to a lesser extent the quality of the resulting biodiesel (RIRDC, 2007). 
Typically oilseeds produce the best quality biodiesel with a balance between cold flow 
properties, cetane number and oxidative stability. Fats and used cooking oils (UCO) are 
cheaper than oilseeds, however, they typically have worse cold flow properties and contain 
contaminants that increase the difficulty of processing.  
 
Table 2.2 and Figure 2.4 summarise worldwide production of oils and fats to provide a ‘big 
picture’ perspective on the feedstock issue. The first four rows of Table 2.2 contain the ‘big 
four’; the next three rows fats and the remainder are other vegetable oils.  
 
Table 2.2: Annual production of vegetable oil and animal fat (Oil World, 2008) 
Vegetable oil or 
Animal Fat 
2008/2009 
(million Tonnes) 
2007/2008 
(million Tonnes) 
Palm oil  44.5  42.5 
Soybean oil  37.8  37.6 
Rapeseed oil  20.9  19.4 
Sunflower oil  11.8  10.1 
Tallow and Grease  8.6  8.6 
Lard  7.8  7.7 
                                                           
5 Number of carbons in the fatty acid chain : Number of double bonds 
6 Low Erucic acid p11 (Mittelbach & Remschmidt, 2006) 
7  (Darnoko & Cheryan, 2000b) Chapter Two 
 
Butter as fat 
Palm Kernal Oil
Cotton oil 
Groundnut oil 
Coconut oil 
Olive oil 
Corn oil 
Fish Oil 
Sesame oil 
Linseed Oil 
Castor oil 
Total 
 
The information in Table 2.2
domination of the ‘big four’ and fats in the oil and fat market. 
Figure 2.4
 
2.2.2  Virgin Vegetable oils
As Figure 2.4 shows, palm, soybean and rapeseed dominate vegetable oil production. 
removed for copyright purposes
Figure 2.5 shows how this domination
production.   
Rapeseed oil is the most widely used biodiesel feedstock in the European Union and 
therefore the world. Originally this was due to its low cost and availability but more and 
more so because of its almost ideal properties for biodiesel 
2006).  
Fats
15%
Worldwide Fat and Oil production
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7.3  7.1 
Palm Kernal Oil  5.1  4.9 
5  5.1 
  4.5  4.5 
3.2  3.2 
3  3.1 
2.5  2.4 
1  1 
0.8  0.8 
0.7  0.6 
0.6  0.6 
165.1  159.2 
2 is presented in diagrammatic form (Figure 2.4) to depict the 
domination of the ‘big four’ and fats in the oil and fat market.  
4: Worldwide fat and oil production (Oil World, 2008) 
Virgin Vegetable oils 
palm, soybean and rapeseed dominate vegetable oil production. 
for copyright purposes  
domination translates into feedstock choice for biod
Rapeseed oil is the most widely used biodiesel feedstock in the European Union and 
therefore the world. Originally this was due to its low cost and availability but more and 
more so because of its almost ideal properties for biodiesel (Mittelbach & Remschmidt, 
Soybean oil 
23%
Sunflower oil
7%
Rapeseed oil
13%
Palm Oil
27%
Fats
15%
Other vegetable 
oils
15%
Worldwide Fat and Oil production
Refocusing Production Scale 
to depict the 
 
palm, soybean and rapeseed dominate vegetable oil production. Figure 
translates into feedstock choice for biodiesel 
Rapeseed oil is the most widely used biodiesel feedstock in the European Union and 
therefore the world. Originally this was due to its low cost and availability but more and 
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In the USA and South America soybeans are cultivated on a large scale to provide high 
protein animal feed, known as oilmeal.  Soybean oil, which was traditionally a by-product 
from the oilmeal crushing industry (EIA, 2007), is now a valuable commodity as a food 
source and biodiesel feedstock. In tropical climates palm oil is the crop of choice because of 
its extremely high oil yields. These high yields result in smaller land area producing higher oil 
volumes than both rapeseed and soy. Despite its lower cost, palm oil is not a favoured 
feedstock as it produces biodiesel with poor cold flow properties.  
 
Figure removed for copyright purposes  
Figure 2.5: Vegetables oils used in biodiesel production (Oil World, 2008) 
These three vegetable oils are edible and traditionally have been grown for food, not biofuel 
production. Increasing demand for food and biodiesel feedstock in combination with a 
number of other factors resulted in unprecedented price rises in these oils and sunflower oil 
during early 2008 as shown in Figure 2.6. This caused a number of biodiesel producers to 
severely curtail production with some closing down. In late 2008 and early 2009 these prices 
rapidly dropped indicating the fast changing world in which biodiesel needs to survive. 
 
 
Figure 2.6: Commodity prices of the ‘big 4’ vegetable oils over the past 7 years (Food and Agricultural 
Organisation, 2009) 
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As the biodiesel industry continues to expand, alternative feedstock options are constantly 
being explored. These feedstocks can be broadly summarized into two groups; firstly 
feedstocks that are traditionally available at low cost (e.g.: tallow and used vegetable oil) 
and secondly, non-traditional feedstocks including non-edible oils and algae.  
2.2.3  Low Cost Feedstocks 
Low cost feedstocks include animal fat, used cooking oils and by-products from agricultural 
refining. There are many feedstocks in this category and the quality is highly source 
dependent.  
 
The major animal fats include: tallow (from cattle), poultry fat (from chickens) and lard (from 
pigs). Traditionally these were not used for biodiesel production because of processing 
difficulties and the resulting low quality (typically poor cold flow properties) of the biodiesel. 
These issues are generally overcome through pre-treatment of the incoming fat
8. Although 
the resulting biodiesel meets the majority of fuel standard requirements it fails on cold flow 
properties. This is caused by the high content of saturated fatty acids contained within the 
fat. This is currently overcome by blending with other biodiesel varieties or blending at low 
quantities (<5%) into diesel. 
 
Other low value feedstocks include; Used Cooking Oil (UCO), trap grease and agriculture 
refining residues. UCO generally exhibits increased FFA content and increased saturation and 
thus higher viscosity and cloud point when compared to the virgin oil it is derived from 
(Dorado et al., 2002) . Trap grease is extracted from traps used to clean-up drains in homes 
and restaurants, it is typically characterised by high water content and various food 
remains.In the USA, processed (rendered) animal fats and used cooking oil (FFA<15wt%) are 
classified as yellow grease while trap grease (FFA>15%) is classified as brown grease (Lotero 
et al., 2006).  
 
An example of a biodiesel feedstock derived from agricultural by-products is rice bran-oil, a 
highly acidic waste material produced during rice processing (Mittelbach & Remschmidt, 
2006). Other feedstocks include soapstock and acid oil which are both by-products of edible 
oil refining. 
                                                           
8 See Chapter 3 for the range of pre-treatment process’s developed to reliably produce biodiesel from 
low cost feedstocks. Chapter Two    Refocusing Production Scale 
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To overcome the problems involved in processing low cost feedstocks, extensive research 
into new processing methods has taken place, e.g.: (Ma et al., 1998b; Canacki & Van Gerpen, 
2001; Dorado et al., 2002; Mbaraka et al., 2003; Geier et al., 2005; Nebel & Mittlebach, 
2006; Haas et al., 2007; Marchetti et al., 2007). The impetus for this research is the low cost 
of these feedstocks compared to traditional virgin vegetable oils.  
 
Low cost feedstocks are typically by-products from existing processes and are thus exposed 
to significant short term prices swings (50% is not uncommon
9). As demand for them rapidly 
increases, so does their price. This is due to supply inelasticity as almost all low cost 
feedstocks are by-products of other markets. Consequently, the scope for increasing the 
supply is extremely limited. On top of this, there is competition for low cost feedstocks from 
other established industries as they are used as a dietary energy source in the animal feed 
industry and in the manufacture of soaps and detergents (Riley, 2004).  
 
As a result, low-cost feedstocks should not be the basis for the development of the biodiesel 
industry. Instead, low-cost feedstocks provide a starting or entry point for biodiesel 
producers, often allowing for existing companies (e.g.: Tallow renderers) to vertically 
integrate.  
2.2.4  New Feedstocks 
In response to the insatiable demand for vegetable oils and the limited potential of low cost 
feedstocks, a range of new feedstocks are under investigation. Table 2.3, summarises the 
annual and perennial plants that are under investigation as biodiesel feedstocks in Australia. 
 
Table 2.3: Attributes of feedstocks under investigation in Australia 
  Ethiopian Mustard 
(Bestow, 2006) 
Pongamia Pinnata 
(Brockman, 2007) 
Moringa Oliefera 
(Brockman, 2007) 
Yield  0.27-0.8 t/ha/yr  3-5 t/ha/yr  1-2 t/ha/yr 
Rainfall requirements  >450mm per year  >500mm  >250mm 
Byproducts  Animal Feed  Fertiliser and 
pesticide 
Food, animal fodder 
and medicine 
Attributes  Wide Planting 
window, good weed 
control and excellent 
drought tolerance 
Saline and drought 
tolerant 
Saline and drought 
tolerant 
Production start  Annual crop  4
th year  1
st year 
                                                           
9 Personal correspondence with Russell Wood, General Manager of Fertal Holdings PTY LTD.  Chapter Two    Refocusing Production Scale 
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Weed status  -  Moderate Risk  Moderate risk 
Harvesting  Existing equipment  Mechanical harvest 
is not easy 
Mechanical harvest is 
not easy 
 
These plants have attracted interest in Australia after initial screening trials because they are 
hardy, can be grown on marginal lands and require less agricultural inputs while still 
maintaining reasonable oil yields. The annuals are likely to be accepted first as they fit into 
the existing agricultural paradigm (large scale cropping) and are similar to canola. The 
perennials on the other hand offer further environmental benefits but are difficult to harvest 
automatically and have the potential to become invasive weeds if grown extensively (Low & 
Booth, 2007). 
 
Significant research is still required as yields are significantly location and input dependent. 
A recent study by Johnston et al. (2009) highlighted the often optimistic yields quoted for 
different crops. Typically this is the result of taking best case yields in one country and 
applying these to another country despite very different climates and soil conditions.  
2.2.4.1  Algae 
Completely different feedstocks, like algae, have recently been the subject of extensive 
research and investment hype. Algae are attractive because of their extremely fast growth 
rate, possibly high lipid content and limited requirement of arable land. Furthermore, they 
can grow in saline water reducing the requirement for fresh water. Despite these 
advantages recent press releases with unrealistic yield projections and ‘breakthroughs’ 
require a cool head based on solid research to evaluate the potential of algae (Biopact, 
2007a, 2007b).  
 
The most comprehensive research into algae for biodiesel was conducted by the US 
Department of Energy’s (DOE) under the Aquatic Species Program (ASP). This program ran 
for over 18 years focusing on the cultivation of algae for biodiesel production in large open 
ponds. Open ponds were chosen over photo bio reactors (PBR) because the latter were not 
economically feasible even with the record high oil prices during the days of the oil embargo 
(NREL, 1998). Despite progress made in this study, the following problems remained: 
  Productive, high lipid content algae cultures prepared in the lab are unstable in the 
environment. Typically, these high producing cultures are rapidly colonized by local 
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  Harvesting required compromises between algae types, retention times and cost. 
Harvesting technology still requires extensive development.  
  The highest demonstrated year long productivity was 14g/m
2/day, that is 51  Mt 
/ha/yr which is less than sugarcane at 79 Mt/ha/yr and similar to oil palm at 50 
Mt/ha/yr (Biopact, 2007a). 
 
The majority of announcements surrounding algae breakthroughs are based on results from 
PBR’s and greenhouses, not open pond designs e.g., GreenFuel (Pulz, 2007). In opposition to 
these results Dimitrov Krassen’s analysis of GreenFuel’s 3D Matrix algae growth 
demonstrated that this technology is not economically feasible below unrealistically high oil 
prices of $800 a barrel (Krassen, 2007).  
 
Suggestions have been made to genetically modify (GM) algae to produce higher oil yields, 
however, this must be tempered with the risks and costs associated with introducing a GM 
organism.  
 
Despite all of these issues, Algae still holds great promise for future biodiesel and biomass 
production. Extensive research and development that began in earnest in 2007/2008 will 
likely yield results in the coming decade that could completely change the nature of the 
energy system as we know it.  
2.2.5  The Future 
Figure 2.7 summarises a possible progression in biodiesel feedstock over the coming years. 
This progression essentially demonstrates how biodiesel producers could transition from 
well known, low volume feedstocks to feedstocks that are currently not proven but promise 
high volumes.  Chapter Two    Refocusing Production Scale 
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Figure 2.7: Feedstock pathway to sustainable biodiesel production 
 
As this proposed pathway is pursued, it is absolutely essential that biodiesel production on 
any scale is sustainable. The following section raises questions of sustainability about 
biodiesel feedstock production in the areas of: 
  Land use 
  Environmental effects 
  Availability of food and raw materials 
2.3  Sustainability 
The preceding discussion has focused on the different feedstocks available for biodiesel 
production. As the biodiesel industry has matured, the implications of a significant industry 
calling for very large quantities of oil have caused many people to question the sustainability 
of this diesel alternative. The root cause of these sustainability issues is that a stressed 
agriculture system that already provides food for people, feed for animals and fibre for 
clothing is now being pushed to provide fuel. 
 
To provide a reasonable assessment of the sustainability issues associated with biodiesel 
production, the following discussion uses the year 2020 as a base year.  
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2.3.1  Big Picture: 2020 
By the year 2020 vegetable oil production must expand to meet increased demand for both 
food and biodiesel feedstock
10.  It is predicted that the consumption of vegetable oils and 
oilseed meals as food and animal feed will increase by approximately 45% (Bergsma et al., 
2007). This equates to an increase from 2006 levels of approximately 70 million tonnes of 
vegetable oil. This is mainly due to economic development in China, India and other 
countries (Bergsma et al., 2007).  
 
To estimate the forecasted growth in biodiesel production it is necessary to consider the 
biofuels policies and targets in different countries. Table 2.4 provides a snapshot of biofuels 
policies in some of the major industrial economies around the world.  
Table 2.4: Biofuels policies and targets around the globe (Bergsma et al., 2007) 
Country  Biofuel Target  Year 
EU  5.75% 
10% 
2010 
2020 
USA  30%  2030 
India  20%  2020 
Brazil  25%  2005 
Japan  10%  2008 
 
From these figures a reasonable approximation for biodiesel demand is between 5-20% of 
diesel demand by 2020 as policies are sure to change. Based on predictions from Cameron 
(2006), total diesel demand in 2020 will approach 31 million barrels per day (mbpd) of 
middle distillate (64% on-road, 36% off-road). This equates to 1840
11 million tonnes of 
vegetable oil if all of this middle distillate was to come from biodiesel.  
Table 2.5 shows the vegetable oil tonnage required to meet between 5% and 20% of this 
diesel consumption in 2020.  
Table 2.5: Required vegetable oil 
Biofuel Target  Tonnes of 
Vegetable oil 
5% 
10% 
92 million 
184 million 
20%  368 million 
 
                                                           
10 Existing oleo-industries (e.g.: soap making) are ignored in this analysis as it is likely that their 
increased demand will be met by increases in animal fat production that will occur by 2020.  
11 See footnote 15 in chapter One for calculation of vegetable oil equivalent 
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Table 2.6 summarises the possible demand scenarios for vegetable oils due to the projected 
increase in both food and biodiesel consumption. Some suggest the market will respond to 
this increased demand, however, even at a 5% biodiesel blend this requires at least a 100% 
increase in current vegetable oil production within 14 years. This unprecedented increase in 
vegetable oil supply raises questions of sustainability especially those relating to: land use, 
environmental effects and competition between food and fuel.  
 
Table 2.6: Different demand scenarios on vegetable oils by 2020 
Different Scenarios  Food + 5% biodiesel  Food + 10% biodiesel  Food + 20% biodiesel 
Increase in Vegetable Oil Production  162 million  254 million  438 million 
Percentage increase over 2006   109%  170%  292% 
2.3.2  Land Use 
Land is the limiting factor for agriculture and therefore food and biofuel production. Figure 
2.8 depicts estimates of current land usage with only 1.5 billion ha of arable land available 
for crop production and 3.5 billion ha of pastures and grazing land for animals. If we only 
consider the 20-50% increase from 2003 levels in food (meat, dairy, cereals, oil, oil-meal and 
sugar) this will require a 2.5 billion ha increase in arable land and pastures if there is no 
intensification of agriculture (Bergsma et al., 2007). The bad news is that in 2020 it is 
expected that arable land will only increase to 1.7 billion ha, mostly at the expense of 
forests, while pastures will remain the same.  
Figure removed for copyright purposes  
 
Figure 2.8: Worldwide land usage in billions of hectares from (Bergsma et al., 2007) 
Narrowing the focus to oil-crops we see that land use in 2006 for the major oilseeds
12 was 
approximately 250 million ha with area for  the ‘big 4’ oilseeds (Rapeseed, Palm, Soybean 
and Sunflower) at approximately 150 million ha (Food and Agricultural Organisation, 2009).  
 
The land requirement to meet the increase in vegetable oil for food (70 million tonnes) and 
vegetable oil for biodiesel depends on the crop used and the intensity of the agriculture 
practices. The graph in Figure 2.9 shows different scenarios for 2020 on the basis of two 
crops (rape and palm)
13 and different levels of diesel substitution. Even with the most 
                                                           
12 Castor Oil, Coconuts, Cottonseed, Groundnuts (peanuts) , Linseed, Mustard seed, Oil Palm, Olives, 
Rapeseed, Safflower , Sesame, Soybeans and Sunflower 
13 Soy is excluded because of its very low yield requiring huge quantities of land e.g.: at 20% 1120 
million ha – while sunflower yields similar levels to rape. Chapter Two    Refocusing Production Scale 
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prolific crop, palm, the land required to meet food needs and 20% diesel substitution is 88
14 
million ha (14 for oil based food, 74 for fuel), an approximate 35% increase on land currently 
cultivated with oil-crops. While for rapeseed this situation would require 438 million ha
15.  
 
To grasp the magnitude of this increase, consider the proposed increase in arable land by 
2020, that is, 200 million ha. The most promising situation described above requires 44% of 
all new arable land to go to oil-crops while they currently only occupy around 17%
16 of that 
land. The stiff competition (food and other energy crops) for this land makes this situation 
unlikely.   
 
 
Figure 2.9: Land requirements for different diesel usage levels 
 
There seems to be three possible solutions for this situation: 
  Increase agriculture intensity  
                                                           
14 A yield of 5 t/ha was used as the average in 2006 was 3.1t/ha with production increasing at 
3.5%/annum (http://faostat.fao.org/), if this rate of increase continues it will reach ~5t/ha in 2020 – 
this is due to new plantations yielding up to 10-11 t/ha.  
15 A yield of 1 t/ha was used as the average in 2006 was 0.6t/ha with production increasing at 
4%/annum (http://faostat.fao.org/), if this rate of increase continues it will reach ~1t/ha in 2020 – this 
is due to new cultivars and multiple crops per year in Europe. 
16 250 million ha for oilseeds vs 1500 million ha arable land. 
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  Reduce food and fuel consumption 
  Reduce projections of biodiesel infiltration 
 
The first has happened and will continue to happen but not at the rates necessary to supply 
all food and fuel for the possible 10 billion people by 2050. Furthermore, agricultural 
intensification brings with it significant environmental dangers and requires high capital 
investment. This is on top of  overcoming undeveloped infrastructure, hostile politics and a 
lack of water in Africa and South America where much of the land is situated (Doornbosch & 
Steenblik, 2007).  
 
The second is the most cost effective and environmentally sound approach with huge gains 
to be made by reducing meat and fuel consumption in affluent countries (Bergsma et al., 
2007). Despite the benefits of this solution the trend is in the opposite direction with the 
growing economic prosperity of India and China increasing food and fuel consumption to 
rapidly overtake the modest reductions taking place in western countries (Ruhl, 2007).  
 
The third option is being pushed by many opponents of biofuels as the effect of large scale 
biofuel production on the environment and the availability of food and raw products 
materialise. These issues are explored in the following sections to identify a sustainable 
solution that seeks to provide both fuel and food from agriculture.  
2.3.3  Environmental Effects 
The issue of land availability is compounded by the fundamental need for agriculture to be 
sustainable. This is absolutely necessary as biofuels developed on the back of unsustainable 
agriculture will bring about a situation where the proposed cure for energy security and 
global warming is worse than the actual disease (Doornbosch & Steenblik, 2007). According 
to Bergsma et al. (2007) the detrimental environmental effects associated with biomass 
cultivation are: 
  Deforestation, resulting in reduced biodiversity and increased greenhouse gas 
emissions. 
  Drought, from changes in precipitation caused by deforestation and irrigation of 
farming lands. 
  Erosion and fertility loss due to over cultivation and soil exhaustion. Chapter Two    Refocusing Production Scale 
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  Emissions of eutrophicating
17 and acidifying compounds from fertilisers and 
pesticides. 
 
The first two effects are associated with large scale plantings of mono-cultures for the 
production of biodiesel. Typically the planting of these monocultures (e.g., palm) results in 
the clearing of rainforests, destroying hundreds and thousands of years of biodiversity. On 
top of this, palm plantations grown in cleared rainforest and peat forest have been shown to 
result in the net production of CO2 (Rettenmaier, 2007). Likewise, proposed plans to grow 
Jatropha on a massive scale (e.g., 1 million ha by D1 oils (Duckett, 2007)) has led many to 
question the invasive potential of this crop (Low & Booth, 2007).  
 
Many argue that new generation feedstocks overcome this problem as they can be grown 
on marginal lands that are currently worthless. Unfortunately this argument bypasses the 
fact that ‘crops grown on marginal lands give marginal yields’ (Benge, 2006). As a result of 
disappointing yields, forests are being cleared to access fertile land and achieve the 
projected yields, thus, negating the advantages of these crops (Low & Booth, 2007). 
Furthermore, fertilisers and irrigation are used to increase yield, however, this gives rise to 
the second two categories of problems.  
 
Intensification of agriculture including the use of inorganic fertilisers, pesticides, herbicides 
as well as overcropping and irrigation give rise to the second two categories of negative 
environmental effects. These factors are typically quantified by conducting life cycle analysis 
(LCA) of Green House Gas (GHG) emissions, energy and environmental effects. The results of 
these studies vary widely depending on the values given to inputs, by-products, the farming 
methods employed and the land’s previous use. 
 
2.3.4  Availability of Food and Raw Materials  
The final sustainability issue is the competition for agricultural resources between food and 
fuel. This issue has recently received increasing attention (Monbiot, 2004; Bergsma et al., 
2007; Doornbosch & Steenblik, 2007; Food and Water Watch et al., 2007) as increasing 
biodiesel demand will almost certainly result in vegetable oils diverted from food to 
biodiesel feedstock. Ultimately this means that less vegetable oil will be consumed as food. 
                                                           
17 Eutrophication: A process by which increased nutrients (N and P) cause a deficiency of oxygen in Chapter Two    Refocusing Production Scale 
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In countries like USA and Australia this may have a positive effect on diets, however, in less 
developed countries this will mean even less nutrition.  
 
It may be argued that the market will sort this discrepancy out, demand for food will 
increase and vegetable oil will again be used for food. The market, however, responds to 
money not need. People who own cars have more money than people at risk of starvation. 
In a contest between their demand for fuel and poor people’s demand for food, the car-
owners will win every time (Monbiot, 2004). This is especially true in a global economy 
where the demand for food is far removed from the demand for fuel. 
 
These three issues (land use, environmental effects and food availability) weigh very heavily 
on the production of biodiesel. They show that it is unrealistic to believe that, with current 
feedstocks, biodiesel is a large scale solution to pressures on oil supply and climate change. 
This does not mean, however, that biodiesel is not part of the solution. Instead it serves to 
refocus the application of biodiesel to an appropriate scale.  
2.4  Small Scale Production Systems 
The preceding analysis highlights the vulnerability associated with the large scale production 
of biodiesel on the back of unsustainable agricultural systems. Some authors like Giampietro 
et al. (1997) have gone as far as saying that ‘large-scale biofuel production is not an 
alternative to the current use of oil and is not even an advisable option to cover a significant 
fraction of it’. Although the data behind this statement is now outdated the first part of the 
conclusion is still supported by more recent LCA’s (Hill et al., 2006). 
 
The large scale model was inherited from the petroleum industry and involves large 
processing facilities to gain the benefit of economies of scale. These facilities are typically 
greater than 40 million L/yr and are significantly disconnected from the agricultural system 
used to grow the feedstock. The large processing facilities are often situated on major 
transport routes (e.g.: ports or railways) to facilitate economical delivery of feedstock and 
dispatch of biodiesel. In this system the only leverage the producer can access is the margin 
between the biodiesel market price (dependent on crude oil) and the cost of vegetable oil.  
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The vulnerability of this model has been demonstrated in Australia recently with almost all 
large scale biodiesel production plants producing well below their nameplate capacity and 
some even shutting down. Table 2.7 provides a summary of the current operating status of 
these large scale biodiesel production plants.   
Table 2.7: Biodiesel plants in Australia
18 
Company  Location  Capacity
19  Status 
Australian Renewable Fuels (ARF)  Largs, SA  45  Limited Production 
Australian Renewable Fuels (ARF)  Picton, WA  45  Limited Production 
Biodiesel Industries Australia (BIA)  Maitland, NSW  20  In Production 
Biodiesel Producers Limited (BPL)  Wodonga, Vic  60  In Production 
Biomax
20 (Smorgan Fuels)  Melbourne, Vic  100  In Production 
Eco Tech (Gull group)  Narrangba, Qld  75  Not in Production 
Future Fuels (Moama Plant)  NSW/Vic border  30  Not in Production 
Natural Fuels  Darwin, NT  138  Not in Production 
National Biofuels Plant  Port Kembala, NSW  288  Planned 
Solverdi
21  Narrangba, Qld  160  Not in Production 
                                                           
18 This table was constructed on the basis of information provided by the Biofuels Association of 
Australia (BAA, 2009) and a phone survey conducted in mid September of 2009 by the author. I 
19 In million L/yr 
20 Previously Energetix 
21 Previously ABG, the 40 million L/yr Berkley Vale facility has not been included in this analysis as it 
has been mothballed (ABG, 2008) 
 
If the planned National Biofuels plant is ignored there is a combined production capacity of 673 
million L/yr, however, in 2008 the combined production for all these producers was less than 
100 million L (BAA, 2009). This less than inspiring performance of the Australian biodiesel 
industry can be attributed to high feedstock prices, unfavourable taxation changes and difficulty 
in establishing large scale off-take agreements. The following section considers each of these in 
turn to establish the areas that a new production concept must address.  
2.5  Analysis 
Feedstock cost typically represents between 80 and 90% of the biodiesel production cost 
(Duncan, 2003; RIRDC, 2007). Feedstocks, especially vegetable oil and animal fats, are 
commodities subject to significant variability and price spikes. Figure 2.6 shows that in early 
2008, the feedstock price peaked at levels more than double the previous 10 year average. The 
strong linkages between the vegetable oil and fat market meant that even the cheapest large 
scale feedstock (tallow) was in excess of $1000/Tonne. Even with record high diesel prices, 
biodiesel profit margins were squeezed to the point where biodiesel production was 
uneconomical.  Chapter Two    Refocusing Production Scale 
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The high cost of feedstock exacerbated the already unfavourable taxation conditions for 
biodiesel in Australia. In Australia, all diesel fuels, including biodiesel, attract an excise tax of 
38.143c/L which is paid by the producer/importer. Biodiesel receives a grant of 38.143 c/L under 
the Cleaner Fuels Grant Scheme (CFGS) provided that it meets the biodiesel fuel standard 
(Commonwealth of Australia, 2009). This grant reduces the effective fuel tax on the fuel to nil, 
reflecting the government’s support for this renewable fuel. The fuel tax credit legislation, on 
the other hand, also provides a credit for petro-diesel fuel used by businesses. For primary 
industries this credit is the full excise tax (38.143 c/L), for large road users, the credit for 2009 
was 16.443 c/L
1. The fuel tax credit scheme, however, does not apply to the biodiesel portion of 
blends above 5% biodiesel. 
 
The fuel tax credit legislation therefore negates the perceived advantage provided by the 
Cleaner Fuel Grants Scheme in both major diesel markets (off-road and on-road heavy vehicles). 
That is, in the major diesel markets, biodiesel is on an equal footing with petro-diesel with no 
financial recognition of its renewable nature and numerous benefits.  
 
The nature of the fuel tax credits legislation renders it uneconomical to develop direct off-take 
agreements with large scale users. As a result, it is necessary for biodiesel producers to sell 
wholesale to petroleum companies that can blend the biodiesel at levels below 5%. These 
agreements are not easy to establish, and thus capacity is limited by the size of the accessible 
market. 
 
The high cost of feedstock and the continuing difficulty in establishing large scale off-take 
agreements renders it almost impossible for biodiesel producers to run at full capacity(ABG, 
2008). The companies in Table 2.7 that are currently producing are using the lowest value 
feedstocks (UCO and Tallow) to fulfil hard won contracts with petroleum distribution companies. 
This indicates that the large scale centralised model is not working in the present political and 
financial climate. To overcome these shortcomings and address the sustainability issues raised 
earlier a small scale production concept is proposed in the following section that maximises 
feedstock value and minimises fuel sales difficulties.  
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2.6  Production Concept 
Despite the somewhat bleak situation for the biodiesel industry in Australia, the remainder of 
this chapter presents a new production concept that provides a way forward for the Australian 
biodiesel industry in difficult times. This heart of this concept is matching production scale to the 
available feedstock.  
2.6.1  Scale 
Large scale production facilities are typically favoured because they benefit from economies of 
scale, that is, the specific operating and capital expenses are low as they are shared over large 
production volumes. Unfortunately, with current feedstock limitations these large facilities are 
underutilised and therefore operate at a loss. Small scale facilities, on the other hand, typically 
have high specific costs but can operate at full capacity and therefore still return a profit. To be 
able to return a profit these small scale facilities must be highly optimised and need to take 
advantage of synergies with existing producers.  
 
With this in mind the remainder of this chapter considers the economic viability of highly 
optimised small scale production facilities in the context of existing regional industry hubs. In 
this model, small scale refers to production facilities with capacities between 1 and 5 million 
L/yr. Regional industry hubs refer to existing agricultural processing or rendering facilities that 
have intentions of widening their scope. Finally, ‘highly optimised’ refers to continuous 
production processes that minimise reagent and energy consumption while reliably producing 
fuel to the Australian standard at the lowest possible operating and capital cost.  
 
2.6.2  Regional Industry Hub 
The regional industry hub is an existing agricultural processing or rendering facility that has 
infrastructure (power, steam, fresh water and transport facilities) which can be shared with new 
processes, in this case, biodiesel processing. In Figure 2.10 the crushing mill and biodiesel 
production plant are defined as a bio-refineries due to the conversion of biomass into value 
added products. Whereas the hub is defined by integrated utility flows.  
 
Figure 2.10 shows a possible configuration for a canola oil based bio-refinery, integrated with 
other processes in a regional industry hub. Energy in the form of electricity and process heat 
(steam) are produced from agricultural and processing wastes, and are consumed within the 
hub.  Chapter Two    Refocusing Production Scale 
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Figure 2.10: Biodiesel Production process in the context of a regional industry hub 
 
Methanol for biodiesel production could potentially be produced onsite by conversion of plant 
cellulose in another bio-refinery, however, this is currently not economically viable and 
methanol is purchased from suppliers in the following case study. A desalination plant is also a 
key element that takes advantage of on-site energy production and saline groundwater in the 
Wheatbelt of Western Australia. Fresh water from the desalination unit is used onsite for the 
bio-refinery processes and steam production as well as being injected into the existing water 
infrastructure. 
 
The advantages of a biodiesel refinery in the hub over a standalone biodiesel refinery are 
significant. Firstly, existing infrastructure and expertise reduce the capital cost. Secondly, existing 
relationships with growers and close distances to agricultural commodities simplify feedstock 
acquisition and minimise transport costs. Thirdly, co-products; canola meal, glycerol and 
fertiliser; can be used within existing processes on-site. Fourthly, biodiesel can be sold to 
transport companies or agricultural users operating out of the regional hub. 
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To quantify these benefits and examine the viability of this concept, a case study is presented 
that examines the production of biodiesel from canola at Macco Feeds PTY LTD in Western 
Australia at the small scale of 2 million L/yr.    
2.7  Case Study at Macco Feeds 
Macco Feeds is an animal feed producer located in Williams in the south west of Western 
Australia. The processing plant blends quantities of straw, meal and grains into pellets, with 
compositions tailored to the requirements of different animals. This processing facility is located 
amongst a farm that already grows in excess of 500 T/yr of Canola and is in close proximity to 
other farms that grow similar quantities. Macco feeds purchases approximately 2000 Tonnes/yr 
of canola meal for pellet make-up. Furthermore, they operate a transport company that uses in 
excess of 1.3 million L of diesel per year. The site has existing diesel refuelling equipment, grain 
storage and handling capabilities and transport infrastructure.  
 
By locating a crushing mill and biodiesel production facility on this site it is possible to establish a 
regional industry hub. The mill and production plant would utilise steam, electricity, storage and 
transport facilities available on-site. Canola meal could be used directly in the animal feed 
process and canola seed could be bought at the farm gate price with very low transport costs 
from the surrounding farms. A large portion (up to 50%) of the biodiesel could be used in the 
trucks operating out of the hub and glycerol could be used as a boiler feed in a proposed 
biomass cogeneration system.  
 
Numerous economic analysis case studies for biodiesel production are available in the literature. 
Typically these are general, high level assessments based on a particular feedstock. Nelson 
(2006) examined the energetic and economic feasibility of biodiesel production from tallow in 
the US. The economic analysis considered three plant sizes using commercially available 
technology and data from the Biodiesel Plant Development Handbook (IBFG, 2002). A sensitivity 
analysis that considered three different plant sizes as well as low and high tallow and glycerol 
prices resulted in production costs between US$0.22/L to US$0.63/L.  
 
Zhang (2003a, 2003b), on the other hand focused on the production process and therefore the 
quality of feedstock that could be used. In this assessment the process modelling tool HYSYS was 
used to evaluate the technological and economic feasibility of four different 8000 tonne/yr 
process configurations. The criteria for economic evaluation used in their study included fixed 
capital cost, total manufacturing cost, after-tax rate of return and break-even price for biodiesel. Chapter Two    Refocusing Production Scale 
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The break-even price for biodiesel production ranged between US$0.55/L – US$0.76/L, however, 
all processes were characterised by a negative after tax rate of return.  
 
Unlike these two studies, which provide a non-specific, high level assessment, the purpose of 
this case study is to examine the benefits of co-location by focusing on a particular and unique 
case study. Like the work of Nelson (2006) it is based on commercially available technology, 
however, unlike this study the feedstock costs and by-product markets are a direct function of 
the plant location and size and not directly linked to commodity trends. Site specific data is used 
to determine the actual selling price of diesel, the actual cost of canola and the realisable value 
of glycerol and canola meal. This analysis is then superimposed on commodity trends to conduct 
sensitivity analysis and determine the long term viability of the plant.  
2.7.1  Economic Analysis 
Like Zhang et al., (2003b) the main criterion for economic evaluation for this proposed concept is 
the after tax rate of return. The first step in this process is estimation of capital costs and the 
second, determination of input costs and product values. A base case is then used to determine 
the current viability of such a concept. This case forms the basis of the sensitivity analysis that 
considers the effect of feedstock cost and product value changes on the long term viability of the 
plant.   
 
The proposed production system is based on a Bluediesel PTY LTD 2 million L/yr continuous 
production plant. This plant includes a pre-treatment module to handle tallow and a methanol 
recovery unit. Bluediesel PTY LTD estimate a cost of $630,000 (installed) for this plant. The 
crushing plant consists of five 5 tonne/day oil presses and a degumming machine. Duff, (2006) 
estimates these machines to cost $55,000, using this figure as a guideline a conservative 
estimate has been set at $100,000 installed. The key inputs to this model are the value of the 
biodiesel, glycerol, meal and the cost of the canola seed. The variability of these key inputs is 
evaluated to determine a reasonable range for the sensitivity analysis and conservative 
estimates are chosen for the base case.  
 
The cost of the displaced petroleum was determined on the basis of the Terminal Gate Price 
(TGP) and data from Ryan et al., (2008) as shown in Table 2.8. The TGP varies considerably with 
the world oil price. Between January 2004 and September 2009 the price ranged from $0.88 to 
$1.82, the average in this time was $1.22. Table 2.8, indicates the different components that Chapter Two    Refocusing Production Scale 
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determine the final cost of diesel to Macco Feeds and other transport customers.  The base case 
uses the TGP of $1.22/L, while a suitable range for the sensitivity analysis is $0.90 to $1.40.  
Table 2.8: Diesel price 
Element  Cost 
Terminal Gate Price  $1.22
2 
Distributor margin   $0.06
3 
Freight cost  $0.03
3 
Fuel tax credit  -$0.38 
Road Users tax  $0.22 
GST Refund  -$0.12
3 
Diesel Cost  $1.03 
 
Like the diesel price, the canola seed price varies substantially. The canola seed price delivered 
to Melbourne has varied between $313 and $746 per tonne between January 2004 and 
September 2009, the average during this time was $480/T (ABARE, 2009). The farm gate price, 
however, can be up to $60 less than the port price in Western Australia (Ryan & Poole, 2008). 
Due to the nature of the plant location and scale it is assumed that Macco Feeds can purchase 
canola seed at values very close to the farm gate price. With this in mind, the base case estimate 
is $420/Tonne, while the range for the sensitivity analysis is $380-580/T. 
 
Most commercial biodiesel processes achieve a mass yield of 100% in the conversion of oil to 
biodiesel; this is also true for the Bluediesel process.  The oil extraction is assumed to be 34% 
(Duff, 2006; Ryan & Poole, 2008). Using these efficiencies and a biodiesel density of 0.86kg/L at 
25°C (Tate et al., 2006), the plant requires approximately 5040 tonnes of canola seed a year. 
Canola is harvested in late November/early December, consequently this quantity of seed needs 
to be stored, the estimated cost of this storage is $400,000 (Beresford, 2009).This brings the 
total capital cost to $1,130,000.  
 
The canola meal has been assigned a value on the basis of the lupin price, as lupin can be used as 
a replacement in the production of animal feed. The average value of lupins between January 
2004 and September 2009 was $220/T. Beresford (2009) suggested that the actual lupin price at 
the mill is a further $20/tonne above this average price, consequently a value of $240 has been 
used in the base case. In the sensitivity analysis the meal price was varied $60 either side of the 
base case ($180/T - $300/T). 
 
                                                           
2 TGP average Jan 2004 to Sep 2009 (http://www.aip.com.au/pricing/tgp.htm) 
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Crude glycerol has a low value, with many small scale producers having to arrange disposal as it 
cannot be sold. By locating in the regional industry hub the glycerol can be combined with 
agricultural residues in a proposed biomass cogeneration system to produce electricity and 
steam. For the base case shown in Table 2.9 there is sufficient energy in the glycerol to produce 
more than half of the electricity required and all the steam requirements for the biodiesel and 
crushing plants. If the cost of steam and partial cost of the electricity is assumed to be negated 
by the use of glycerol in the boiler, the glycerol has a value in excess of $200/tonne. 
 
The base case analysis summarised in Table 2.9, includes the revenue from sales, the operating 
expenses, non operating expenses and the profit before and after tax. The analysis has been 
setup as if the biodiesel and crushing plant were a separate financial entity to the existing feed 
producer. This allows easy comparison with existing case studies in the literature. It is more 
likely, however, that the feed producer would operate the biodiesel plant and thus purchase the 
canola seed and recognise savings in diesel purchases (offset by biodiesel produced), boiler feed 
(offset by glycerol by-product) and meal purchases (meal produced).  
 
The values for biodiesel, canola meal and glycerol sales as well as the canola seed cost are based 
on an output of 2,000,000L of biodiesel per year at the base-case prices discussed previously. In 
regards to the other variables, the long term methanol price was estimated to be $600/Tonne 
based on historical data from Methanex (2009) and transport/handling costs from Coogee 
Chemicals. The sodium methylate price was set at $2000/Tonne and the purification resin at 
$21,750/tonne with respective consumption rates of 6kg/tonne and 0.75kg/tonne of biodiesel 
produced (Bluediesel, 2009). Repair and maintenance costs were estimated at 3% of the capital 
cost, while the Labour costs included one full time employee and technical support (Bluediesel, 
2009).  
 
Table 2.9: Base case for economic analysis 
Category  Annual  Per/Litre  %  
Revenue 
Biodiesel Sales  $2,048,000  $1.024  71.0% 
Glycerol Sales  $37,886  $0.019  1.3% 
Canola meal  $798,056  $0.399  27.7% 
Total Revenue  $2,883,942  $1.442  100.0 
Operating Expenses 
Canola Seed  $2,116,059  $1.058  79.5% Chapter Two    Refocusing Production Scale 
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Methanol  $113,058  $0.057  4.2% 
Sodium Methylate  $20,556  $0.010  0.8% 
Purification Resin  $32,625  $0.016  1.2% 
Repair & maintenance @ 3% of CapEx  $33,900  $0.017  1.3% 
Labour  $83,380  $0.042  3.1% 
Electricity  $38,452  $0.019  1.4% 
Gas (Steam Generation)  $16,188  $0.008  0.9% 
Insurance  $25,000  $0.013  0.6% 
Testing  $20,000  $0.010  0.8% 
Misc Operational  $20,000  $0.010  0.8% 
Total    $2,519,217  $1.260  94.6% 
Non-Operating Expenses 
Depreciation @ 10% Capex  $113,000  $0.056  4.2% 
Interest on Working Capital @ 7% p/a  $29,391  $0.015  1.10% 
Total  $142,391  $0.071  5.4% 
Total Expenses  $2,661,608  $1.331  100% 
Operating Expenses 
Operating Profit (Before Tax)  $157,343  $0.079   
Corporate Tax at 30%  $47,203  $0.024   
Operating Profit (After Tax)  $110,140  $0.055   
After Tax Rate of Return   10% 
 
Electricity and gas costs were estimated at $0.12/kWh and $0.025/MJ with plant data used to 
determine consumption. Insurance, testing and miscellaneous operational costs were set at the 
fixed values as indicated in Table 2.9. The cost of capital is included as a non-operating expense 
with depreciation at 10% of the fixed capital cost and interest paid on the working capital at 7%, 
the working capital is taken as two months of operating expenses ($419 870).  
 
2.7.2  Sensitivity Analysis 
With this conservative base case, the after tax rate of return is 10%. Despite the reasonable 
return it is unlikely that the plant would run at full capacity in the first two years, as it will take 
time to establish consumer confidence in the use of 20%, 50% or higher blends of biodiesel. 
Consequently, it is likely that the plant will operate at less than 500,000L/yr which results in a 
loss of around $120,000. The small scale nature of the operation, however, would allow cost 
cutting (e.g.: purchase seed at opportune time, delay purchase of full size seed storage and Chapter Two    Refocusing Production Scale 
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reduce operational costs) to break even until a market is established. It also suggests that other 
users in the area should be sought out e.g., transport companies and local councils. 
 
Table 2.10: Sensitivity analysis 
Seed Price  BD cost  Terminal Gate Price 
$/T  $/L  $0.90  $1.00  $1.11  $1.20  $1.30  $1.40 
$380  $0.81  -7%  1%  10%  18%  26%  34% 
$420  $0.91  -16%  -8%  1%  8%  17%  25% 
$460  $1.01  -25%  -17%  -8%  -1%  7%  16% 
$500  $1.11  -34%  -26%  -17%  -10%  -2%  6% 
$540  $1.22  -43%  -35%  -26%  -19%  -11%  -3% 
$580  $1.32  -52%  -44%  -35%  -28%  -20%  -12% 
 
The percentages in the third column of Table 2.9 indicate that the key variables in this case are 
the TGP, the canola seed price and the canola meal value. Table 2.10 shows how the after tax 
rate of return varies with changing TGP and seed prices.  
 
The preceding analysis indicates that biodiesel production can be profitable; however, this 
strongly depends on the interaction of international commodity markets. The markets for diesel, 
canola seed and meal are becoming more strongly linked through agricultural input costs and 
growth in the biodiesel industry. It is, therefore, most useful to consider actual conditions 
experienced in previous years. Table 2.11 shows the profitability of the plant at actual market 
conditions over the past three years. The canola price and meal were taken from ABARE crop 
reports from the past three years and adjusted as discussed earlier (ABARE, 2009). 
 
The returns in Table 2.11 show that quarter by quarter, over the past three years, the biodiesel 
plant has been profitable 60% of the time. The average after tax rate of return during this period 
is 5%. The low capital investment in the small scale plant may make it feasible to cease 
operations during unprofitable seasons, if this occurred the return would have been 9%.  
 
Table 2.11: Project viability in previous years 
Quarter  Canola 
Seed $/T 
Canola Meal 
Value  $/T 
TGP
4 
$/L 
After Tax Rate 
of Return 
2006 
Jan-Mar  271  167  1.26  40% 
Apr-Jun  340  165  1.35  29% 
Jul-Sep  366  224  1.31  28% 
Oct-Dec  477  183  1.17  -15% 
2007 
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Jan-Mar  483  220  1.15  -13% 
Apr-Jun  403  220  1.22  11% 
Jul-Sep  464  328  1.24  14% 
Oct-Dec  565  338  1.33  0% 
2008 
Jan-Mar  686  348  1.4  -18% 
Apr-Jun  676  324  1.65  -1% 
Jul-Sep  614  301  1.65  9% 
Oct-Dec  520  281  1.35  4% 
2009 
Jan-Mar  487  265  1.12  -9% 
Apr-Jun  486  270  1.13  -8% 
Jul-Sep  429  274  1.15  7% 
 
2.8  Discussion 
Table 2.12 compares this case study with two recent economic case studies for biodiesel from 
canola seed in Western Australia. Duff (2006) conducted a feasibility report for small scale 
biodiesel production from Canola in the wheat-belt, the data shown in Table 2.12 is for a 350 
000L/yr batch plant operated by a five farm consortium. On the other hand, Ryan et al., (2008) 
conducted a study for the Western Rock Lobster Council, considering biodiesel produced from 
canola seed for fishing boats, the case shown in Table 2.12 is for a 600 000 L/yr plant for a 10 
boat consortium.  
Table 2.12: Study comparison 
  (Duff, 2006)  (Ryan & Poole, 2008) 
Canola Seed Price ($/T)  405  650 
Canola Meal Value ($/T)  160  400 
Biodiesel cost ($/L)  1.50  1.35 
This Case ($/L @ Volume)  1.51  1.48 
This Case ($/L @ Volume, tight)  1.32  1.36 
This Case ($/L @ 2,000,000L/yr)  1.01  1.23 
 
If the same volume used in each study (Duff – 350,000L/yr, Ryan – 600,000L/yr) was produced in 
the complete 2 million L/yr plant, the cost to produce biodiesel is almost equal to that calculated 
by Duff (2006) and 13c/L more than that calculated by Ryan et al., (2008). At this level the 
reduced operating costs of the concept are offset by the higher capital costs for the 2 million 
L/yr plant. If the 2 million L/yr plant was tightened up to run at the lower volumes, the capital 
cost could be reduced (seed storage) and some of the fixed overheads (testing and 
miscellaneous operational costs) could be reduced so that it is better than Duff (2006) and 
almost on par with Ryan et al., (2008).  
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The importance of scale, however, can be seen in the final row of Table 2.12 which shows that 
the plant operated at the given conditions but producing 2 million L/yr would be substantially 
more viable than both cases in the literature.  
 
These results suggest that this scale of production case finds a viable medium between capital 
expenditure and economies of scale. Large scale operations, on the one hand, have the 
advantage of spreading the fixed operating and capital costs across huge production volumes 
(20-140 million L/yr, as in Table 2.7). On the other hand, the low capacity utilisation in most of 
these plants indicates that they cannot find markets for the majority of their biodiesel and co-
products. Furthermore, the high capital costs make commodity price spikes disastrous as 
companies are unable to make loan repayments.  
 
Very small scale plants do not face these problems; however, Table 2.12 shows that with low 
volumes, production costs are inhibitive. This is mainly the result of small scale technology being 
of a batch nature, labour intensive and not using methanol efficiently. The scale considered in 
this case study can be conducted in a continuous plant such as that offered by Bluediesel PTY 
LTD so that running costs and efficiencies approach those of large scale plants (Table 2.7).  
2.9  Conclusion 
The preceding economic analysis demonstrates the viability of small scale biodiesel production 
in the context of a regional industry hub. Although this is applied to a very specific case, the 
demonstrated profitability (Table 2.11) suggests that this concept represents a way in which the 
biodiesel industry can forge ahead while still maintaining sustainable feedstock production. 
  
The main advantage of this concept is that it is scaled to the market. Therefore, there is the 
ability to provide guaranteed markets for co-products (meal and glycerol), a partial market for 
the produced fuel and access to the canola seed near its source.  
 
In the case study a small scale plant of 2 million L/yr was chosen on the basis of the available 
feedstock. In each case an optimum scale exists which provides the maximum economy of scale 
within the feedstock and consumer limitations of the surrounding region. It is beyond the scope 
of this thesis to define an optimum scale, however, the evidence in this chapter suggests that it 
is smaller rather than larger.  
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The first key to the success of this concept is the development of a reliable market for at least 
50% (break-even point) of the biodiesel output before the full plant is constructed. The second 
key is highly optimised continuous small scale production that can reliably produce fuel to the 
Australian fuel standard. The first is feasible considering the biodiesel plant is not a stand-alone 
unit but incorporated into a regional industry hub that is a proven business and has strong 
relationships with possible consumers. 
 
The second key is the focus of the remainder of this thesis as the technology must maintain the 
advantages of large scale plants (reliability, controllability and continuous production) while 
meeting sustainability goals and matching products to markets. The first step in developing this 
technology is to review different biodiesel processing methods currently available – the subject 
of chapter three. Having chosen the most suitable method, the second step is to optimise the 
method – the subject matter of chapters’ five to seven.  
 
The novelty of this model and its wide applicability make it useful not only in the optimisation of 
the small scale technology focused on in this work but also other types and scales of biodiesel 
production. Chapter Three    Methanolysis Reactor Review 
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3  Methanolysis Reactor Review 
 
Chapter Three 
 
 METHANOLYSIS REACTOR REVIEW 
 
Key Points: 
o  Literature review of methanolysis reactor technology for small scale 
biodiesel technology 
o  Categorisation of reactor technologies into four classes on the basis of 
the catalyst used  
o  Identification of homogeneus catalyst type reaction as most suitable for 
small scale production 
 
In chapter two a detailed examination of available feedstocks and their sustainability resulted in 
a focus on small scale production. For the case study examined to be viable, small scale systems 
require the use of highly efficient technology that can reliably produce biodiesel to the 
appropriate quality standard. The purpose of this chapter is to identify the most suitable 
production technology for small scale systems; the focus of this review is the transesterification 
(methanolysis) reactor at the heart of the process.   
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3.1  Introduction 
Over the past 25 years biodiesel has developed from a novelty into a worldwide biofuel. As the 
biodiesel industry has grown, the need to process a wider range of feedstocks more efficiently 
has given rise to the development and commercialisation of a range of production technologies.  
 
The heart of any biodiesel conversion technology is the transesterification reaction shown in 
Figure 3.1. In this reaction vegetable oils or animal fats (triglycerides) are converted into fatty 
acid methyl esters (FAME). Upon purification to fuel standards such as EN 14214 and ASTM 6751 
(see Appendix A) these FAME are known as biodiesel. The transesterification reaction involves 
the stepwise removal of fatty acids from the glycerol backbone of the triglyceride (see Figure 3.2 
for further detail), these fatty acids then react with methanol to produce FAME. The 
stoichiometry of this reaction is 3 moles of methanol for every mole of triglyceride to produce 3 
moles of FAME and 1 mole of glycerol. 
 
 
Figure 3.1: Simplified transesterification reaction 
 
The transesterification reaction is a reversible equilibrium reaction and only occurs at a 
commercially acceptable rate in the presence of a catalyst. Currently, almost all worldwide 
commercial biodiesel production is done via homogeneous alkaline catalyst technology 
(Mittelbach & Remschmidt, 2006). The alkaline catalyst being either sodium or potassium 
hydroxide dissolved in methanol or sodium or potassium methoxide (methylate) (Vicente et al., 
2003). 
 
The main difference between this and other alternative biodiesel production technologies is 
essentially the nature of the catalyst used. With this in mind a brief review of literature 
demonstrates how biodiesel production technologies can be categorised according to the 
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catalyst used (Fukuda et al., 2001; Pinto et al., 2005; Lotero et al., 2006; Narisimharao et al., 
2007). Using catalyst as a criterion, four categories have been identified:  
  Homogeneous catalyst 
o  Basic 
o  Acidic 
  Heterogeneous (solid) catalyst 
  Enzymatic (enzyme based) catalyst 
  Non-catalytic (Supercritical Methanol) 
 
The first of these encapsulates the commercial technology already discussed, while the last 
three contain new methods currently under development. The purpose of this chapter is to 
identify the most suitable catalyst for small scale application.  
3.2  Homogeneous Catalyst 
By definition, homogeneous catalysts are in the same phase as the reactants and products. In 
the case of biodiesel production these catalysts readily dissolve in the alcohol (typically 
methanol). There are two forms of homogeneous catalysts: alkaline and acid, however, acid 
catalysts are very rarely used as reaction rates are 4000 times slower than their alkaline 
counterparts (Freedman et al., 1986a) and are more corrosive (Schucardt et al., 1998), as a 
result, the focus in this section will be on alkaline catalysts.  
3.2.1  Transesterification Reaction Mechanism 
The term transesterification describes a broad class
1 of chemical reactions where an ester is 
transformed into another through the interchange of the alkoxy moiety (Schucardt et al., 1998). 
If the original ester reacts with an alcohol it is more specifically called alcoholysis (Encinar et al., 
2005). In the case of biodiesel production, glycerol (a triol) is replaced by methanol to convert 
the tri-ester (oil) into FAME.  In biodiesel literature the term transesterification is used 
interchangeably with alcoholysis (Schucardt et al., 1998). As methanol is the most commonly 
used alcohol, the reaction is termed methanolysis, this term will be used throughout the 
remainder of this thesis.  
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The methanolysis reaction summarised in Figure 3.1 is widely accepted to proceed via the three 
stage stepwise conversion of triglycerides into glycerol as shown in Figure 3.2 (Noureddini & 
Zhu, 1997). In this reaction the fatty acids are consecutively detached from the glycerol tri-ester 
to form three new esters with methanol. This yields reaction intermediates known as 
diglycerides and monoglycerides. Each of these steps and therefore the overall reaction is 
reversible. A comprehensive review of the many kinetics studies into this reaction is undertaken 
in chapter four to provide a foundation for the CFD model development process.  
 
The overall methanolysis reaction is reversible and requires the reactants to be in excess and in 
the presence of a catalyst to proceed at a commercially acceptable rate. Homogeneous alkaline 
catalysts, usually hydroxides or methoxides of sodium or potassium, are the established and 
proven catalysts for production (Vicente et al., 2003). This method delivers high levels of 
conversion of oil to methyl esters, and at present is the accepted method for commercial 
biodiesel production (Fukuda et al., 2001). 
C H3 OH
Catalyst
Triglyceride
Methanol
Diglyceride
+ +
FAME
Diglyceride
Methanol
Monoglyceride
FAME
Methanol
Glycerol
FAME
Monoglyceride
C H3 OH
Catalyst
Triglyceride
Methanol
+ +
FAME
3 O H
CH2 O H
CH
CH2 O H
Glycerol
Overall 
Reaction:
CH2
CH O C
O
R
2
CH2 O C
O
R
3
O H
C H3 OH
Catalyst
+ +
CH2
CH O C
O
R
2
CH2 O C
O
R
3
O H CH2
CH O H
CH2 O C
O
R
3
O H
C H3 OH
Catalyst
+ + CH3 O C
O
R
3
CH2
CH O H
CH2 O C
O
R
3
O H CH2
CH O H
CH2 O H
O H
CH3 O C
O
R
1
CH3 O C
O
R
2
CH3 O C
O
R
3
CH2
CH O C
O
R
2
CH2 O C
O
R
3
O C
O
R
1
CH2
CH O C
O
R
2
CH2 O C
O
R
3
O C
O
R
1
CH3 O C
O
R
1
CH3 O C
O
R
2
 
Figure 3.2: Methanolysis reactions of glycerides with methanol (R
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3.2.2  Reaction Conditions 
In their review of catalysts for biodiesel production Lotero et al. (2006) suggested typical 
reaction conditions for the production of biodiesel via homogeneous catalyst, as shown in Table 
3.1.  
 
Table 3.1: Typical reaction conditions for methanolysis (Lotero et al., 2006) 
Parameter  Typical Values 
Feedstock  Triglycerides (oil or fat) with 
low FFA (<0.5%wt-oil) and 
low water (<0.05%wt-oil)
2 
Alcohol:oil molar ratio  6:1 
Temperature  60-65°C 
Pressure  1.4-4.1 bar 
Catalyst  NaOH (most common) 
Catalyst Concentration (wt% of oil)  0.5-2wt% 
Conversion  >95% in 1hr 
                                                           
2 (Hoydonckx et al., 2004) 
 
At these conditions the methanolysis reaction for biodiesel production is commercially viable, 
however, due to the continued upward pressure on feedstock costs, many authors have sought 
to optimise the reaction. The main parameters under consideration in these studies include:  
  Mixing intensity 
  Alcohol to oil molar ratio 
  Amount and type of catalyst 
  Temperature 
  Side reactions and feed contaminants 
 
The following section examines the effect of these variables on capital investment costs and 
conversion. In chapter five the homogeneous reaction medium is revisited and examined in 
detail to facilitate model development, however, in this chapter the focus is on macroscopic 
reaction variables.  Chapter Three    Methanolysis Reactor Review 
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3.2.2.1  Mixing Intensity 
The difference in properties between methanol and triglycerides initially creates a two phase 
system. To overcome the mass transfer limitations between the two phases good mixing is 
required. Zhou and Boocock (2006a) demonstrated that a certain level of mixing was required to 
initiate reaction, with insufficient mixing the reaction would not proceed and the two phases 
would separate when mixing ceased. In kinetic experiments conducted by Noureddini and Zhu 
(1997) an increase of stirred mixing intensity from 150 rpm to 600rpm was shown to reduce the 
duration of the initial mass transfer limited stage of the reactor.  
 
Despite the importance of mixing intensity in the initial stage of the reaction, Noureddini and 
Zhu  (1997) also demonstrated that it became insignificant as the reaction progresses, with 
temperature becoming the rate controlling variable. A range of reactors have been developed 
and trialled to provide mass transfer in the early stages of the reactor, the most common ones 
are listed below: 
  Continuously Stirred Tank Reactors (CSTR’s) (Most common) 
  Pump stirred tank reactors 
  Tubular reactors with static mixers 
   Ultrasonic reactors  
  Cavitation reactors 
  Co-solvents 
 
In chapter five the phase behaviour of the homogeneous reaction medium is explored at length 
to understand the interacting effects of mass transfer and kinetics. 
3.2.2.2  Alcohol to Oil Molar Ratio 
In the production of biodiesel, short chained alcohols are used because they are readily 
available and highly reactive. This translates into the almost exclusive use of the two simplest 
alcohols: Methanol or Ethanol. Although methanol is less safe to handle than ethanol and more 
toxic it is the alcohol of choice for many biodiesel producers for the following reasons: 
  Less expensive and more readily available (Peterson et al., 2002) 
  Biodiesel fuel standards are geared towards Methyl Esters not Ethyl esters Chapter Three    Methanolysis Reactor Review 
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  It is considerably easier to recover than ethanol because of its lower boiling point(Van 
Gerpen et al., 2004) and it does not form an azeotrope with water. 
  It has a higher reactivity than ethanol (Pinto et al., 2005) 
  Ethanol creates separation difficulties when removing glycerol (Zhou & Boocock, 2006a) 
 
At low temperature (23°C) Zhou and Boocock (2006a) found that ethanolysis and butanolysis 
occurred faster than methanolysis due to the greater miscibility of these alcohols in the oil at 
the lower temperatures used. The downside of the long alcohols overcoming early mass transfer 
limitations in methanolysis are a corresponding increase in the difficulty of product separation 
due to the formation of emulsions.  
 
Although methanol is currently the alcohol of choice in biodiesel production, ethanol may 
become more widely used because it is renewable (derived from agricultural products) and 
biologically less objectionable to the environment (Peterson et al., 1996). This is especially the 
case in countries like Brazil and India (Nielsen et al., 2008), where ethanol is produced on a large 
scale from renewable feedstocks. Furthermore, longer chain alcohols also have the advantage of 
improving the cold flow properties of biodiesel (Nielsen et al., 2008) 
 
In commercial operations, producers typically use 100% excess methanol (6:1 alcohol:oil molar 
ratio instead of a 3:1 stoichiometric ratio) to drive the reversible methanolysis reaction towards 
complete conversion of the oil into FAME (Van Gerpen et al., 2007). Higher alcohol to oil ratios 
are avoided as they have caused separation difficulty between glycerol and biodiesel (Encinar et 
al., 2005) and increased energy loads for methanol recovery. 
 
A review of literature indicates that many studies determine the optimum value for molar ratio 
to be approximately 6:1(Encinar et al., 2005; Leung & Guo, 2006). Table 3.2 summarises the 
results of Encinar et al., (2005) in which an increase in yield was observed as the methanol ratio 
was increased from 3:1 to 6:1, however, this trend reversed as the ratio was further increased to 
9:1. This decrease in yield at higher methanol molar ratios was attributed to the increased 
separation difficulty as the glycerol remained in the biodiesel phase.  
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Table 3.2: Ester yields in experiments conducted by Encinar et al. (2005) using waste oil at 65°C and 1%wt KOH 
Methanol to oil 
Molar ratio 
Resulting 
conversion 
3:1  70% 
6:1  93% 
9:1  70% 
 
On the other hand, Jeong and Park (2006) observed an increase in yield (91.2% to 98.5%) as the 
methanol molar ratio was increased from 6:1 to 10:1. The disagreement with the results of 
Enciner et al., (2005) is most likely due to the former using waste oil with a Free Fatty Acid (FFA) 
content of 1.15% while the latter used refined and bleached rapeseed oil with a very low FFA 
content. The presence of FFA results in the production of soaps which act as emulsifiers 
enhancing the effect of higher methanol ratios on the separation difficulty between the 
glycerol/methanol and FAME phases.  
 
Other researchers have found that lower amounts of methanol, typically a molar ratio of 
approximately 4.5:1, optimises yield in the methanolysis reaction (Dorado et al., 2004a; Singh et 
al., 2006). This can be most commonly attributed to higher catalyst concentrations (Dorado et 
al., 2004a) . 
 
The balance between higher yield (increased methanol to oil molar ratio) against ease of 
glycerol separation and reduced reagent/energy consumption (decreased methanol to oil molar 
ratio) should be determined empirically in each case, however, 6:1 has been shown to be an 
excellent starting point (Schucardt et al., 1998). 
3.2.2.3  Temperature 
Like the other reaction conditions, increasing operating temperature has both advantages and 
disadvantages, as shown in Figure 3.3. 
  
Using Figure 3.3 as a guide, it is useful to firstly describe and secondly weigh up these 
advantages and disadvantages. Starting with energy usage it is clear that an increase in 
temperature will result in higher energy consumption for heating and thus greater running costs 
for the biodiesel production facility. The increased losses associated with higher temperatures 
can be minimised with good insulation and heat recovery, yet this will increase capital Chapter Three    Methanolysis Reactor Review 
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expenditure. Importantly, this increase in heating energy consumption will be offset by a 
reduction in the energy required for mixing due to the reduction in viscosity of the oil. 
 
 
Figure 3.3: Advantages and disadvantages of increasing methanolysis operating temperature 
 
 
An increase in temperature has been shown to significantly increase the rate of side reactions 
thus consuming catalysts and producing unwanted by-products (Dorado et al., 2004b). On the 
other hand, higher temperatures reduce reaction time through two means, increased solubility 
of methanol in oil and higher reaction rate constants. The reaction rate in the initial stages of 
the methanolysis reaction is heavily dependent on the concentration of methanol in the oil 
phase
1. Boocock et al., (1996) demonstrated this, observing an increase in concentration from 
5.7g/L to 7.5 g/L as the temperature was increased from 30°C to 40°C.  
 
Figure 3.4 depicts the effect of temperature on reaction rate with an increase of temperature 
resulting in: 
  A reduction in the duration of the initial (mass transfer limited) stage 
  Faster reaction rate (straighter curves) in the latter stage 
                                                           
1 See Chapter 5 for more detail 
Increasing 
Temperature 
ADVANTAGES  DISADVANTAGES 
Short reaction time and high 
conversion, through: 
o  Increased solubility of 
methanol in oil 
o  Overall higher reaction rate 
constants 
o  Reduced energy required for 
mixing because of lower 
viscosity  
  Increased energy cost and 
losses 
  Increased production of 
unwanted side products 
from hydrolysis and 
saponification 
  More hazardous 
  Increased equipment cost 
because of high pressure. Chapter Three    Methanolysis Reactor Review 
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Thus as temperature was increased, the rate of reaction increased because of higher methanol 
solubility in oil and higher energy levels resulting in more fruitful collisions between reacting 
molecules (Noureddini & Zhu, 1997).  
Figure removed for copyright purposes  
Figure 3.4: The effect of temperature on the overall conversion to methyl esters. (■) 30°C; (▲) 40°C; (∆) 50°C; (●) 
60°C; (□) 70°C. From (Noureddini & Zhu, 1997) 
Temperature also has a significant effect on capital expenditure. Figure 3.5 shows that methanol 
boils at approximately 65°C
2 at atmospheric pressure (0 psig). As temperature increases the 
pressure required to maintain the methanol as a liquid rapidly increases, e.g. 15 psig at 84°C, 30 
psig at 96°C and approximately 106 psig at 130°C. That is, a doubling in temperature results in 
more than an 8 fold increase in the pressure capacity of the vessel – increasing capital 
expenditure and hazards associated with operating the plant. 
 
In conclusion, it is necessary to point out that the majority of production occurs between 50 and 
70°C. This prevents the need for the use of pressure vessels while providing high reaction rates 
and high solubility. If pressure vessels are not an issue increasing temperature beyond this point 
may provide significant advantages due to reduced residence times.  
 
 
Figure 3.5: Vapour pressure of methanol between  30 and 180°C from chapter 2 of Perry & Green (1998) 
 
                                                           
2 Vapour pressure = atmospheric pressure (0 psi gauge) 
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3.2.2.4  Side Reactions and Feed Contaminants 
Under the conditions used in the methanolysis of triglycerides two side reactions are known to 
occur, namely: neutralisation and saponification. In neutralisation, soap is formed by the 
alkaline catalyst combining with the FFA present in the oil. In saponification, soap is formed 
through a reaction between the hydroxide catalyst and either the oil or FAME. The following 
considers each reaction in turn leading to a summary of the necessary limitations of feed purity 
for methanolysis.  
 
If FFA are present in the oil, they will quickly combine with the catalyst NaOH (or NaOCH3) to 
form soap and water (or methanol) as shown in Figure 3.6. The soap is solid if the catalyst is 
sodium and liquid if it is potassium (Morrison & Boyd, 1992). This reaction is dependent on the 
FFA level in the feedstock and will occur irrespective of the alkaline catalyst used. The only way 
to inhibit this reaction is to reduce FFA concentration in the feed.   
Figure removed for copyright purposes  
Figure 3.6: Neutralisation reaction with R representing the fatty acid chain.(Lotero et al., 2006) 
 
In saponification, the methanolysis reactants (triglycerides) or products (FAME) are converted to 
soap through reaction with the hydroxide ion as shown in Equation 3.1. 
 
Triglyceride (or FAME) + NaOH RCOONa (soap) + glycerol (or methanol) 
Equation 3.1: Saponification reaction with R representing the fatty acid chain.  
The mechanism for saponification is shown in Figure 3.7, this mechanism is essentially the same 
as the methanolysis reaction mechanism except that the hydroxide ion replaces the methoxide 
ion. This is essentially an irreversible reaction
3 and is promoted by higher temperatures 
(Solomons, 1980; Ma et al., 1998b; Bondioli, 2004).  It is therefore necessary to balance the 
benefits of higher temperatures on the methanolysis reaction with the subsequent 
consequences on the saponification reaction. If higher temperatures are used the hydroxide ion 
concentration must be very low. 
 
                                                           
3 The carboxylate ion (fatty acid ion) is not susceptible to nucleophillic attack because of its negative 
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It is important to point out that it is only the hydroxide ion that facilitates hydrolysis, not the 
methoxide ion (Vicente et al., 2003). As will be shown in the next section, increased water 
content drives the equilibrium between the hydroxide and methoxide to the hydroxide side (see 
Equation 3.2). The resulting increase in hydroxide ion due to the presence of water brings about 
a subsequent increase in saponification.  
 
In addition to these reactions reducing yield, the soap formed acts as an emulsifying agent 
increasing separation difficulty.  This leads to a more complicated purification process with 
additional equipment and energy required to maintain quality (Kleber, 2003). To minimise the 
effect of side-reactions, the feedstock must be relatively pure with FFA content <0.5% and water 
content <0.05% (Noureddini & Zhu, 1997). 
Figure removed for copyright purposes 
Figure 3.7: Saponification mechanism, R is the fatty acid chain, R’ is the alcohol carbon chain, (Wamser, 1997)  
3.2.2.5  Catalyst Amount and Type 
3.2.2.5.1  Alkaline Catalysts 
With these side reactions in mind it is possible to more closely examine the alkaline catalysts 
used in the methanolysis reaction. Essentially all commercial operations employ alkaline 
catalysts for methanolysis. Traditionally sodium and potassium hydroxide have been used with 
potassium making it possible to precipitate potassium phosphate, a fertiliser, as a by-product 
(Van Gerpen et al., 2004). However, today more than 60% of the worlds biodiesel plants use 
alcoholates
4 like sodium methoxide as their catalysts (Rogerio, 2006). To compare these 
catalysts it is important to recall that it is not the hydroxide ion (OH
-) but the methoxide ion 
(CH3O
-) that is the catalytically active species in methanolysis reaction.  
 
When sodium or potassium hydroxide (NaOH or KOH) are used, the solid is added to methanol 
to form the methoxide ion according to the equilibrium reaction shown in Equation 3.2.  
O H M O CH MOH OH CH 2 3 3    
   
Equation 3.2: Formation of methoxide ion, where M = Na or K 
 
                                                           
4 Alcoholates have the general form RO
- where R represents the organic carbon chain. In biodiesel 
production this is most commonly methylate (CH3O
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If sodium or potassium methoxide is used the methoxide ion is formed by a simple dissociation 
reaction as shown in Equation 3.3.   
    M O CH OM CH 3 3  
Equation 3.3: Dissociation of sodium methoxide in methanol 
To limit soap formation through saponification, the concentration of the hydroxide ion must be 
kept to a minimum. The equilibrium position of Equation 3.2 determines this concentration, 
thus increased water content increases the hydroxide ion concentration. When the catalyst is 
prepared in-situ by dissolving the hydroxide in methanol, water is formed according to Equation 
3.2 resulting in a solution containing 11-13% water. In the case of methoxide catalysts the 
typical water content is 0.2% (Rogerio, 2006). Methoxide catalysts therefore have a distinct 
advantage over the hydroxide catalysts as the catalytic active species (methoxide ion) is in its 
pure form and the hydroxide ion is only present as an impurity. 
 
Importantly, any water present in the reactants will increase the concentration of this impurity 
according to Equation 3.2, which is why the water content in the incoming fat is limited to 
0.05%. The methoxide catalysts must be handled very carefully as they are very hygroscopic 
(Vicente et al., 2003) readily absorbing water from the surrounding environment. This is made 
simpler by the ready availability of methoxide catalysts in methanol solution (30% molar) 
making it possible to dose into reaction with little capital investment and limited handling.  
 
3.2.3  Processing Technology 
Almost all biodiesel production facilities throughout the world use the alkaline catalysed 
methanolysis reaction to convert oil into FAME. Although, this forms the heart of most 
production plants, these facilities consist of much more than a reaction and separation vessel. 
Most plants incorporate some form of oil pre-treatment before the reactor and a sophisticated 
product purification system after it. A block diagram of a typical biodiesel process is shown in 
Figure 3.8. Chapter Three    Methanolysis Reactor Review 
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Figure 3.8: Block flow diagram of a conventional commercial biodiesel production process using an alkaline 
homogeneous catalyst 
 
Figure 3.8 divides the conventional biodiesel processing plant into three sections: oil pre-
treatment; reaction/separation and product refinement: 
  Oil pre-treatment: The number and type of unit operations in the pre-treatment section 
depends heavily on the type of feedstock used. For processes using crude oils and 
animal fats typical pre-treatment operations include degumming (removal of 
phospholipids), neutralisation or esterification of Free Fatty Acid (FFA) and drying 
(removal of water (H2O)). For successful alkaline methanolysis, the treated oil must have 
a FFA content <0.5% and a H2O content <0.05%. 
  Reaction/separation: The reaction and separation section encompasses catalyst 
preparation, reactors (usually two-stage), separation technology and methanol 
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recovery. Typically the refined oil is mixed with an alcohol (usually anhydrous methanol) 
and an alkaline catalyst (either sodium/potassium methylate or sodium/potassium 
hydroxide dissolved in methanol). Reactions are commonly conducted at 60°C, 
atmospheric pressure, with a methanol to oil molar ratio of 6:1. After a residence time 
(approximately one hour) the resulting products, glycerol and biodiesel, are separated 
using a settling vessel or centrifuge.  
  Product Refinement: The product refinement section is the most complex and energy 
intensive area of the plant and involves the removal of methanol, residual catalyst, FFA 
and other contaminants from the two products (FAME and glycerol). 
 
Throughout the biodiesel industry today there are many variations of this process. The major 
differences arise from different reactor designs and process configuration. Different reactor 
designs have been pursued to enhance oil and methanol mixing. While differences in process 
configuration arise from unit operation configuration, level of recycle and methodologies used 
in both the oil-pre-treatment and product purification sections.  
 
3.2.4  Conclusion 
The complexity, cost and energy intensity associated with pre-treatment and post process unit 
operations has led many researchers to investigate different conversion pathways in the 
production of biodiesel. The focus of these new methods is the catalyst used in the methanolysis 
reaction. If the catalyst does not enter the reaction medium or better yet no catalyst is used, 
purification is much easier and feed contaminants are not as crippling.  The three reviews that 
follow consider these methods in the categories of heterogeneous catalyst, enzymatic catalyst 
and no catalyst (supercritical methanol).  
3.3  Heterogeneous Catalyst 
As evidenced in the previous section, biodiesel is currently produced, almost exclusively, via 
homogeneous alkaline catalysis (Lotero et al., 2006). With homogeneous catalysts the 
methanolysis of oils and fats proceeds rapidly at mild temperatures and atmospheric pressure. 
Unfortunately, this production method also brings with it a number of inherent disadvantages, 
mainly: 
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  Residual catalyst must be removed from both the biodiesel and the by-product glycerol 
(Lotero et al., 2006) 
  The catalyst also participates in undesired side reactions with impurities in the oil, 
mainly the formation of soaps with FFA. 
 
The first of these disadvantages increases the cost of biodiesel production through reagent 
consumption, the second by necessitating additional separation and purification unit operations 
and the third by placing stringent requirements on feedstock.     
 
Recently, heterogeneous catalysts have received increasing attention as a possible solution to 
these inherent problems. As the name suggests, heterogeneous catalysts are of a different 
phase to the reactants. Like homogeneous catalysts there are both alkaline and acidic 
heterogeneous catalysts. However, unlike homogeneous catalysts these come in numerous 
different forms with a range of different active sites on various substrates (Lotero et al., 2006).  
 
By using heterogeneous catalysts in biodiesel production the reaction is transformed into a 
three phase system
5 with the catalysis occurring on the active sites of the solid (Gryglewicz, 
1999). The catalyst can be recovered through filtration or by centrifuge. Alternatively the 
catalyst could become part of the reactor or used in a fixed bed catalyst arrangement 
(Mittelbach & Remschmidt, 2006). The ideal heterogeneous catalyst will have similar if not 
greater activity than current homogeneous catalysts at mild conditions, will be relatively cheap, 
widely available and reusable.  
 
The attractiveness of heterogeneous catalysts lies in their ability to greatly simplify the biodiesel 
production flow-sheet. Ideally the convoluted process shown in Figure 3.8 will be reduced to a 
two stage reaction with no necessary oil pre-treatment or product purification operations 
except for glycerol separation and methanol removal. Simplified plant construction and reduced 
reagent consumption makes this process attractive for small scale operation. In the light of 
these possibilities and the overarching goal of this thesis (optimising small scale biodiesel 
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production reactor technology) the purpose of the following review is to determine the most 
promising heterogeneous catalysts for small scale biodiesel production.  
 
At the time of writing, an extensive range of solid catalysts have been investigated for use in 
biodiesel production. To summarise this information three overall categories outlined by Lotero 
et al., (2006) will be used as a framework to survey the current research on biodiesel production 
using heterogeneous catalysts:   
  Solid bases 
  Solid acids 
  Metals 
In each of these categories different families of catalysts are discussed with a focus on the most 
promising and commercially relevant catalysts. The conclusion compares the most promising 
catalysts from each category.  
3.3.1  Solid Bases 
Extensive research has been conducted in the area of solid base catalysts for biodiesel 
production as direct replacements for current alkaline homogeneous catalysts. The lack of 
commercial biodiesel production plants currently using solid base catalysts as their sole 
methanolysis strategy is evidence of the hurdles that remain (Mittelbach & Remschmidt, 2006).  
 
The wide variety of solid base catalysts have been further categorized into the following areas 
which are loosely based on those used by both Mittelbach et al. (2006) and Lotero et al. (2006): 
  Alkaline earth metal compounds: Oxides, carbonates, hydrogencarbonates and salts of 
carboxylic acids 
  Inorganic materials: Zeolites, ETS and mesoporous silica 
  Transition metal compounds: Oxides, sulphates 
 
There are a whole range of other solid base catalysts that have been investigated, however, 
these are not reviewed here because their current level of development makes them unsuitable 
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3.3.1.1  Alkaline Earth Metal Compounds 
Gryglewicz (1999) trialled a number of alkaline earth metal compounds as possible 
heterogeneous catalysts for the methanolysis of rapeseed oil. Unlike their alkaline metal 
compound counterparts (Na and K) these compounds are only slightly soluble in organic 
solvents and consequently less active. Table 3.3 summarises the result of this study with Sodium 
Hydroxide (NaOH) included for comparison.  
 
Table 3.3: Summary of results from Gryglewicz (1999). Reaction conditions: 65°C, atmostpheric pressure, alcohol:oil 
= 4.5:1  
Catalyst 
Conversion in 
½ hr 
Time to reach equilibrium (93% 
conversion) 
Sodium Hydroxide (NaOH)  85%  1 hr 
Barium Hydroxide (BaOH)  75%  2 hrs 
Calcium Methoxide (Ca(CH3O)2)  55%  2.5 hrs 
Calcium Oxide (CaO)  20%  2.5 hrs 
 
 
3.3.1.2  Zeolites and ETS 
In general terms, a zeolite is a highly porous crystalline material, characterized by a three 
dimensional pore system with identical pores of precisely defined diameter (Grace, 2002). 
Zeolites consist of AlO4/SiO4 tetrahedras and are modified by ion exchange of alkali cations to 
provide basic sites. Generally Zeolite X ( Ion exchanged with Sodium (Na
+) ions) is considered to 
be a highly basic zeolite (Phillipou et al., 1998). Its basicity can be further increased by 
exchanging Na
+ ions with cations such as Potassium or Ceasium or by impregnating the solids 
with compounds such as Ceasium oxide (Phillipou et al., 1998). ETS (Engelhard Titanosilicate 
Structure) is another zeolite type structure made using titanium and silicon oxides.  
 
Recently, the alkalinity of these solids has been exploited in the catalysis of biodiesel 
production. Suppes et al. (2004) investigated twelve different forms of three original structures 
(NaX, NaY and ETS-10) which had been modified by ion exchange and occlusion
6 of NaO. The 
tests were conducted in small glass viles with a total reaction volume of 0.375 ml, a methanol to 
oil ratio of 6:1 and catalyst loading of 0.03g. Results are reported at 120°C with NaX modified 
with NaO converting more than 94% soybean oil into methyl esters after 24hrs. Catalyst 
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modification was shown to provide little advantage with performance matched by the 
unmodified ETS-10 which has considerably stronger basicity than NaX zeolites (Phillipou et al., 
1998). Importantly, all the zeolites including ETS-10 exhibited very low activity in their received 
state; requiring calcination at 500˚C to achieve the above results.  
3.3.1.3  Transition Metal Compounds 
Transition metal compounds have also received substantial attention as possible catalysts in the 
methanolysis of oils to produce biodiesel. A summary of research into a range of compounds is 
provided in Table 3.4. This table lists the most successful catalysts from this group.  
 
 The reusability of the transition metal oxides has resulted in the development of a two stage, 
high temperature, high pressure processing facility using Al2O3/ZnO as a heterogeneous catalyst 
(Bournay et al., 2005). This process, shown in Figure 3.9, removes glycerol between the two 
stages to drive the reaction to completion producing biodiesel and glycerol with >98% purity. 
However, the feedstock must be highly purified with low water and FFA content. This 
technology has been commercialised by AXENS under the brand Esterifip-H and Diester 
Industrie (Paris) has already commissioned a 160 000t/yr biodiesel plant in France (Axens, 2007). 
 
Figure removed for copyright purposes  
Figure 3.9: Axens Exterifip-H (Bournay et al., 2005) 
 Chapter Three    Methanolysis Reactor Review 
  65
Table 3.4: Comparison of different transition metal compounds as heterogeneous catalysts  
Catalyst  Yield  Reusability  Effect of H2O and FFA  Conditions 
ZnO, ZrO  
(Jitputti et al., 2006) 
Crude Palm Oil (CPO) 
No catalyst: 30.4% 
ZrO2:64.5% 
ZnO: 86.5% 
Crude Coconut Oil (CCO) 
No catalyst: 41% 
ZrO2:49.3% 
ZnO: 77.5% 
All conversions were measured after 
4 hrs 
Not Investigated  Although not directly 
investigated, the lower 
activity of ZnO and ZrO2 
for coconut oil was 
attributed to higher 
water and FFA content. 
Temperature - 200°C 
Pressure - 50 bar 
Reactants - CPO or CCO, methanol 
and 3 wt% catalyst.  
Alcohol:oil - 6:1 (mols)  
Reaction vessel - 300ml stainless 
steel (Stirred) 
SnO Calcined at 500˚C  
(Abreu et al., 2005) 
(Al2O3)4ZnO and 
(Al2O3)4SnO  
Calcined at 500˚C 
(Macedo et al., 2006) 
SnO 
93% after 3 hrs 
(Al2O3)4ZnO  
84.3%  
(Al2O3)4SnO 
81% after 4 hrs 
Catalytic activity totally 
retained after 3 reuses 
Not Investigated  Temperature - 60°C 
Pressure - atmospheric 
Reactants -  10g soybean oil,1.5g 
methanol and 0.5g of catalyst 
Alcohol:oil ~ 4-6:1 
Reaction vessel -  50ml stirred batch 
reactor 
Na/NaOH/Al2O3 
(Formed by loading of  
NaOH  and ionized Na 
onto γ-Al2O3 to form 
sodium aluminate) 
(Kim et al., 2004) 
94% after 2 hrs, co-solvent (n-
hexane was used in the ratio 1:5 
with soybean oil) 
Not investigated  Not investigated  Temperature - 60°C 
Pressure - atmospheric 
Reactants -  Soybean oil, methanol 
and 1g of catalyst 
Alcohol:oil - 9:1  
Reaction vessel - 100ml stirred 
stainless steel reactor 
K2CO3 /Al2O3 calcined at 
550˚C for 2hrs 
(Ebiura et al., 2005) 
Similar results are 
reported in (Kim et al., 
2004) 
No catalyst: 
37% at 150ºC  
93% at 250ºC  
after 5 hrs 
K2CO3/Al2O3 
93% after 1 hr 
5ml THF used as co-solvent 
Not investigated  H2O 
Not significantly affected 
by water 
FFA 
Not investigated 
Temperature - 60°C 
Pressure - atmospheric 
Reactants - Triolein, methanol and 
0.05g of catalyst 
Alcohol:oil - 25:1 (mol)  
Reaction vessel - 100ml stirred 
stainless steel reactor 
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3.3.2  Solid Acids 
Like solid bases, solid acids have also been investigated in the search for solid catalysts to be 
used in the production of biodiesel. The literature review focusing on solid base catalysts 
identified a range of catalysts that show promise for the methanolysis of triglycerides. Despite 
high levels of conversion, few of these catalysts were shown to remain active in the presence of 
FFA and water that typically contaminate low cost feedstocks (Geier et al., 2005), furthermore 
many with high activity were subject to significant leaching.  
 
A large range of different solid catalysts are available. Recent research has focused on the effect 
of catalyst properties on both the esterification of FFA in low cost feedstocks and the 
methanolysis of neat oils. The former has received the majority of attention; however, the latter 
shows great promise as it is possible that a heterogeneous catalyst could perform simultaneous 
esterification of FFA and methanolysis of oils in a “one pot” reaction system. The following 
categories have been used to discuss the various acid catalysts presented in the literature: 
  Metal compounds 
  Zeolites and Zeotypes 
  Functionalised Polymers (Ion exchange resins) 
  Metals 
3.3.2.1  Metal Compounds 
Some of the most promising solid acid catalysts are sulphonated transition metal oxides, 
especially those of Zirconium (SO4
2-/ZrO2), Titanium (SO4
2-/TiO2), Zinc (SO4
2-/ZnO2) and Tin (SO4
2-
/SnO2). Unlike their starting compounds (TiO2, ZrO2 , ZnO2 and SnO2) which can be used as either 
weak acids or bases, the resulting compounds are commonly classified as super acids with both 
lewis and bronsted acid sites (Chen et al., 2007) 
 
Jitputti et al. (2006) investigated the use of both SO4
2-/ZrO2 and SO4
2-/SnO2 in the methanolysis 
of crude palm oil (CPO) and crude coconut oil (CCO). At conditions recorded in the first row of 
Table 3.4, both catalysts produced >90% yield for CPO with conversions slightly lower for CCO. 
The rate of reaction was relatively fast with greater than 80% FAME yield from CPO in 15 min. 
The different yields for the two oils were attributed to the higher FFA content of the CCO. Chen 
et al. (2007) verified this hypothesis with the presence of FFA reducing the yield in SO4
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catalysed reactions. It was suggested that the reduction in yield was a result of an unwanted 
side reaction between the FFA and the glycerol to produce monoglycerides.  
 
Recently an extensive study found double-metal cyanide (DMC) complexes to be effective solid 
acid catalysts for simultaneous esterification and methanolysis (Sreeprasanth et al., 2006). 
Methanolysis reactions carried out at 170°C, alcohol:oil (mol) ratio of 15:1 for 8hrs with 3 %oil-wt 
catalyst converted more than 99% of the unrefined coconut oil to methyl esters. While in 
esterification reactions more than 90% of the oleic acid was converted to methyl esters at 
similar conditions
1. Water was shown to not significantly affect the catalyst, however, the yield 
reduced at high water levels (20%) as it affects equilibrium, hydrolysing the FAME to FFA.  
  
3.3.2.2  Zeolites and Mesoporous Silicas 
Zeolites are formed by introducing Aluminum into the SiO2 lattice structure. Although the 
detailed relationship between acid strength, hydrophobicity and structure is not completely 
understood it has been shown that hydrophobicity increases with higher SiO2/Al2O3 ratios while 
acid strength increases with a higher amounts of aluminium (Okuhara, 2002).  
 
In a compromise between these two competing attributes, Kiss et al., (2006) developed a 
catalyst with a high SiO2/Al2O3 ratio. Ideally this would create a catalyst that is sufficiently 
hydrophobic so as to prevent water sorption into the catalyst while containing ‘reaction pockets’ 
to provide catalytic activity. In spite of this theory no change in catalytic activity was observed at 
different ratios. This discrepancy is most likely due to the microporous nature of the Zeolite 
catalyst as the reactants are too large to fit in the small zeolite pores. In general it is assumed 
that catalysis of reactions using large molecules takes place on the surface of the zeolite crystals 
(Lotero et al., 2005; Lotero et al., 2006).  
 
Mesoporous silicas are like zeolites in that they provide a selective substrate for the 
development of synthesized catalysts except they are characterized by larger pore diameters 
(>20Å) (Mbaraka & Shanks, 2006).  
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3.3.2.3  Functionalised Polymers (Ion Exchange Resins) 
Functionalised polymers like Ambelyst 15 and Nafion NR50 are known to be active catalysts in a 
number of esterification reactions (Mbaraka et al., 2003). A large range of functionalised 
polymers are available from different chemical companies with a number of these trialled in the 
esterification of FFA present in low quality feedstocks. These resins have a high affinity for the 
long carbon chains of FFA because of the hydrophobic character of their polymer backbones 
(Kiss et al., 2006). The acid sites are almost exclusively sulphonic acid groups grafted onto 
various types of polymer backbones (substrates). Two resins, Nafion and styrene/divinyl 
benzene copolymer, are discussed in detail below as these have been the most widely 
investigated.  
 
The macro-reticular sulphonated polystyrene (styrene/divinyl benzene) resins are made up of 
the structural unit shown in Figure 3.10 and have large pore diameters (between 200 and 300Å). 
Operating as bronsted acids, the sulphonic groups donate a H
+ ion to catalyse the reaction and 
are thermally stable up to 120 - 190°C depending on the degree of cross-linking (Rohm and 
Haas, 2005). Rohm and Haas offer a range of these industrial catalysts under the name 
Amberlyst as do Dow (Dowex), Mitsubishi Chemical (DIAION), Lewatit, Resindion and others. 
When choosing a resin the desirable characteristics are a high concentration of strong acid sites, 
good swelling characteristics in oil/methanol mixture and a high thermal stability.  
Figure removed for copyright purposes  
Figure 3.10: Basic unit of sulfonated polystyrene 
Further development of these catalysts by Rohm and Hass has resulted in the recent release of 
BD20, a high performance esterification catalyst tailored specifically for biodiesel production. 
This catalyst reportedly outperforms all other currently available solid acid catalysts and at least 
matches the performance of liquid H2SO4 (Rohm and Haas, 2007). Furthermore, this catalyst has 
been proven to resist fouling unlike other polymer catalysts, remaining stable in FFA, glycerol 
and triglycerides (Rohm and Haas, 2007).   
 
Like other acid catalysts acidic ion-exchange resins can be used as catalysts for the methanolysis 
of oils. Dos Reis et al. (2005) found that attainable levels of conversion were strongly affected by 
the structure of the resin and the length of the fatty acid chains in the oil. As expected, their 
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than Amberlyst 31, a gel resin, due to more effective mass transfer. Furthermore, higher yields 
were obtained with oils characterised by a high content of short chained fatty acids (e.g.: 
Babassu coconut and palm kernel). This was attributed to the smaller molecules having greater 
access to acidic sites throughout the resin.  
3.3.3  Metals 
As evidenced throughout this review, many heterogeneous catalyst experiments are carried out 
at high temperatures and pressures. Suppes et al. (2004) investigated if metals and 
consequently the surface of metal reactors were involved in catalysis at these conditions. The 
results of this investigation are shown in Table 3.5.  
 
Table 3.5: Results summary [Reaction conditions: 24hr, 120°C, 0.375ml and Alcohol:oil ratio (6:1)] (Suppes et al., 
2004) 
Metal   Methyl ester (wt. %) 
Nickel   53 
Palladium  29 
Stainless Steel  3.9 
Cast iron  3.1 
 
These results suggest that catalytic experiments should be carried out in non-metal reactors to 
prevent the metal in reactors skewing experimental. Furthermore, it highlights the possibility of 
using metal as a catalyst in biodiesel production. 
3.3.4  Conclusion 
Table 3.6 summarises the most promising heterogeneous catalysts provided in the current 
biodiesel literature. To evaluate these catalysts it is useful to revisit the criteria listed earlier:  
  High conversions in short times at mild conditions 
  Are not significantly affected by feed contaminants  
  Synthesised relatively simply.  
 
The reaction temperature is a very important consideration as it determines the operating 
pressure of the reactor due to the vapour pressure of methanol. The change in vapour pressure 
over the range 65-120°C is much less than the change that occurs between 120-170°C (Suppes 
et al., 2004). Consequently catalysts that are sufficiently active below 120° avoid the increased 
cost associated with pressure vessels and ancillary equipment.  Chapter Three    Methanolysis Reactor Review 
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As a result the active solid acid catalysts DMC and sulphonated zirconia, have been deemed as 
only semi- attractive for methanolysis because of the high temperatures required. Although ETS 
10 demonstrated good conversion at 120°C, the rapid deactivation in the presence of FFA needs 
to be understood and its reusability tested.  
 
With this in mind, calcined CaO and SnO seem to be the most attractive catalysts for the 
methanolysis of oils and fats as they provide good, repeatable conversion at medium 
temperatures. The inability of these catalysts to handle FFA could be overcome by developing a 
two stage heterogeneously catalysed biodiesel production process. The first stage employing an 
acidic ion exchange resin to convert FFA to methyl esters and the second using the solid base as 
a catalyst for methanolysis.   Chapter Three    Methanolysis Reactor Review 
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Table 3.6: Most promising heterogeneous catalysts from literature 
Catalyst  Conversion  Conditions  Affect of H2O and FFA  Reusability 
CaO (Calcined 
at 700°C) 
>90% conversion 
in 1 ½ hrs 
(Granados et al., 
2007) 
Temperature: 60°C 
Quantities: 50g refined sunflower 
oil, methanol and 0.5g catalyst  
Methanol:Oil (mol): 13:1 
Not Investigated. However, non-negligible 
solubility and evidence of soaps formed by 
MgO (Lotero et al., 2006; Di Serio et al., 
2007) indicate this may be a problem.  
After the first run, conversion dropped 
to approximately 80% and remained 
constant for a further 7 runs. 
         
ETS 10 
(Calcined at 
500°C for 4 
hrs) 
92% conversion 
in 3 hrs (Suppes 
et al., 2004)  
Temperature: 100°C 
Quantities: 0.3 ml soybean oil, 
0.075 ml methanol and 0.03g of 
catalyst 
Methanol:Oil (mol): 6:1  
Substantial loss in activity when FFA 
concentration was increased from 2.6% to 
27% 
Not investigated  
         
SnO (calcined 
at 500°C for 
24 hrs) 
93% conversion 
in 3 hrs (Abreu et 
al., 2005) 
Temperature: 60°C 
Quantities: 10g of soybean oil,1.5g 
of methanol and 0.5g of catalyst 
Methanol:oil ~ 4-6:1 
Not investigated, however, ZnO is known 
to produce soaps in the presence of FFA 
(Suppes et al., 2004) 
After reusing the catalyst 3 times no 
loss in activity was observed 
         
SO4
2-/ZrO2  >95% yield in 1 hr 
and 84.1% in 15 
min (Jitputti et 
al., 2006) 
Temperature: 200°C (50 bar) 
Quantities: Crude palm oil,  
methanol and 1wt% (total =300ml) 
Methanol:Oil (mol): 6:1 
Not investigated, however, reaction with 
crude coconut oil produced lower yields. 
This was attributed to the higher FFA 
content of the crude coconut oil. 
Consequently, high FFA levels may 
deactivate the catalyst. 
The spent SO4
2-/ZrO2 gave 27.7% 
conversion (probably a combination of 
leaching and blockage of active sites). 
The catalyst could be regenerated by 
immersing in 0.5M H2SO4 and then re-
calcining – an involved process.  
         
DMC  
complexes 
99% yield in 8 hrs 
(Sreeprasanth et 
al., 2006) 
Temperature: 170°C 
Quantities: 5g unrefined sunflower 
oil, 2.75g of  methanol and 3wt% of 
oil 
Methanol:Oil (mol): 15:1 
This catalyst was also effective in the 
esterification of oleic acid and water did 
not deactivate catalyst but did increase the 
acid value by facilitating hydrolysis.  
No major loss in activity was observed 
when the catalyst was reused 
         
BD20  
New ion 
exchange 
resin 
>90% conversion 
of oleic acid in 
1/2hr 
Temperature: <100°C 
 
This is an esterification catalyst that 
converts FFA to methyl esters. 
Consequently, water reduces equilibrium 
conversion.  
Outperforms current ion exchange 
resins (Rohm and Haas, 2007) 
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3.4  Enzymatic Catalyst 
In the preceding sections a number of chemically catalysed routes were investigated for the 
methanolysis of oils and fats. The limitations associated with these processing methods have 
encouraged research into the use of biological enzymatic catalysts (lipase) in the 
methanolysis reaction for biodiesel production.  
 
Figure 3.11 clearly shows the processing advantages offered by enzymatic catalysts over the 
conventional homogeneous alkaline catalysts. On top of this, enzymes operate at low 
temperatures (<50°C), esterify FFA , are not adversely effected by water in the reaction 
system and can be reused (Akoh et al., 2007).  Despite these benefits, enzymatic catalysts 
face the following hurdles before they can be used in commercial applications: 
  Enzymes are expensive. 
  Reaction times are prohibitively long. 
  Enzymes are typically deactivated by methanol and glycerol. 
  Enzymes are deactivated by minor contaminants like phospholipids (Akoh et al., 
2007). 
 
Figure removed for copyright purposes 
Figure 3.11: Flow-sheets comparing a) homogeneous alkali catalysed and b) lipase catalysed biodiesel 
production processes (Fukuda et al., 2001) 
 
In general, enzyme catalysts at 4-10 %wt-oil result in FAME yields of 55-97% in 3-120h at 30-
50°C (Akoh et al., 2007). Most recent research has focused on determining the best enzyme 
source and optimising reaction conditions. 
3.4.1  Enzymes 
The term enzyme is very broad, encapsulating all types of proteins secreted by living 
organisms to catalyse biochemical reactions. The enzyme of interest for the production of 
biodiesel is more specifically known as lipase. These microbial lipases are generally named 
after the source organism (Akoh et al., 2007) and are generally classified as either 
intracellular or extracellular. The former literally means inside a cell and encapsulates whole 
cell catalysts which contain lipase while extracellular lipases are those that have been 
extracted and isolated from these living organisms. Both of these lipases are immobilised on 
a suitable support as this allows the enzymatic catalysts to be reused without the need for 
separation from the reaction mixture (Ranganathan et al., 2008).  Chapter Three    Methanolysis Reactor Review 
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Extracellular enzymes are popular because of their high activity and specificity, however,  
they are costly due to the purification and immobilisation processes required (Fukuda et al., 
2001). Whole cell biocatalysts (intracellular enzymes), on the other hand, are cheaper since 
no lipase purification is necessary and cell immobilisation can be naturally achieved during 
batch cultivation (Hama et al., 2007; Ranganathan et al., 2008). 
 
A wide variety of lipases are available for oil/fat modification with over 40 industrial lipases 
listed in a recent review (Akoh et al., 2007). In the case of biodiesel production the aim is to 
convert triglycerides, partial glycerides and FFA into methyl esters. Consequently, lipids that 
favour direct methanolysis of triglycerides or hydrolysis of triglycerides and subsequent 
methanolysis of FFA are sought.  
 
The review that follows considers the most promising lipase catalysts for biodiesel 
production, canvassing different methods used to enhance reaction rate, prevent 
deactivation and handle feed contaminants.  
3.4.2  Extracellular Enzymes   
3.4.2.1  Novozyme 435 
The most common extracellular enzyme used for biodiesel production is known 
commercially as Novozyme 435 which is a non specific
1lipase from Candida Antarctica 
immobilised on acrylic resin. Experiments using this lipase and the stoichiometric quantity of 
methanol
2 resulted in irreversible inactivation (Shimada et al., 1999). It was hypothesised 
that contact between undissolved methanol or ethanol droplets and the enzyme caused 
deactivation (Shimada et al., 1999; Shimada et al., 2002). To overcome this deactivation, 
methanol was added in three steps (1/3 the stoichiometric requirement at each step) to 
ensure that the methanol was always soluble. Using this method prevented irreversible 
deactivation of this lipase.  
 
Batch experiments using this method provided >95% conversion in 36 hours for over 70 
cycles in the methanolysis of a soybean/rapeseed oil mixture (Shimada et al., 2002). If this 
                                                           
1 Lipases can be specific that is they only act on certain parts of the molecule (regio-specific), or 
molecule specific (only act on a certain length of fatty acid) 
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reaction was to be scaled up, the agitation caused by the impeller could disrupt the lipase 
carrier, consequently, a three stage packed bed continuous reactor system was set-up. In 
this configuration glycerol was removed between each stage and the incoming 
oil/glyceride/FAME mixture was mixed with 1/3 of the stoichiometric requirement of 
methanol to prevent deactivation. Using this configuration, greater than 93% conversion was 
maintained for over 100 days at a flow rate of 6ml/hr (Shimada et al., 2002). 
  
Increased temperature (from 20°C to 60°C) increased the methanolysis reaction rate, 
however, even at 20°C equilibrium was unaffected (Shimada et al., 1999). No comment was 
made on the effect of temperature on catalyst stability.  
 
In regards to feed contaminants Novozyme 435 was found to reduce FFA content in waste 
oil from 2.5% to 0.3% indicating that methylation of FFA occurs simultaneously with 
methanolysis of oil. The presence of water (0-2%wt-oil) reduced the reaction rate significantly 
but did not affect equilibrium. Reaction rate could be restored by repeating the reaction 3-5 
times without water indicating that unlike methanol, lipase deactivation by water is 
reversible. Attempts to use crude vegetable oil were unsuccessful with phospholipids found 
to deactivate the enzyme (Shimada et al., 2002).  
3.4.2.2  Others 
Deng et al. (2005)  conducted a detailed investigation into six immobilised extracellular 
lipases available commercially. The focus of this work was the different catalytic effects of 
the lipases in different alcoholic substrates. A summary of results is provided in Table 3.7.  
 
Table 3.7: Fatty acid alkyl ester yield of commercial enzymes with different alcohols
3 (Deng et al., 2005) 
Lipase  Results 
Methanol 
Absolute 
Ethanol 
Ethanol 
(4% water) 
Propanol  Butanol 
Novozym 435  
 (Candida Antarctica) 
92.2%  91.9%  45.3%  93.2%  54% 
Lipozyme TL IM (Granulated silica) 
Thermomyces lanuginosa 
89.8%  77.5%  85.1%  78.1%  77.9% 
Lipase PS-C 
Pseudomonas Cepacia 
28.2%  29.9%  88.4%  -  40.9% 
Lipozyme RM IM 
Rhizomucor miehei 
59.1%  70.2%  79.1%  57.4%  60.4% 
Lipase AK-C  8.4%  30%  45.3%  -  32.9% 
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Pseudomonas Fluorescens 
Lipase LA201 (Polypropylene) 
Thermomyces lanuginosa 
68.4%  66.9%  70.7%  72.8%  64.2% 
 
Although these results give no clear trends in regards to the influence of alcohol length on 
enzyme activity they do highlight the crucial role that water plays when enzymatic reactions 
are carried out in organic media. The presence of water in ethanol drastically reduced the 
effectiveness of Novozym 435, while dramatically improving that of LIPASE PS-C. 
Furthermore, these results show that Novozym 435 has the highest activity among the 
commercially available lipases when reacted with primary alcohols at a low water content 
(Deng et al., 2005).  
 
3.4.3  Intracellular Enzyme 
3.4.3.1  Ryzopus Oryzae 
Ryzopus Oryzae is one of the most commonly used whole cell catalysts. Kaieda et al. (1999) 
investigated the un-immobilised lipase excreted from R. Oryzae and found that this lipase 
catalysed methanolysis. As a result FFA in the feed are effectively methylated into FAME. 
Like other enzymes, stepwise methanol addition was required to prevent deactivation. The 
lipase was found to be inactive in the absence of water and active in substrates having water 
content between 4 and 30%.  With this level of water content methyl ester content in the 
reaction mixture reached 80-90 wt% in 72hrs. 
 
In a comparative study between R. Oryzae and Novozym 435, Tamalampudi et al. (2008)  
found that the whole cell catalyst was overall more effective. Although both catalysts could 
effectively catalyse the methanolysis reaction, R. Oryzae was faster, showed optimum 
conversion at 5% water and was significantly cheaper. Novozym 435 showed stronger 
resistance to methanol, however, as already noted was affected by water content showing 
optimum conversion in anhydrous conditions.  
3.4.3.2  Rhizopus Chinensis 
Recently Rhizopus Chinensis, a whole cell catalyst isolated from mouldy grain, was 
investigated for the methanolysis of oils (He et al., 2008). Efforts to optimise reaction 
parameters investigated the effect of methanol to oil ratio, lipase amount, reaction 
temperature, water content, FFA level and organic solvent, given the following optimum 
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  Methanol ratio: Stepwise introduction resulting in total of 4:1 
  Temperature: 30°C 
  Lipase concentration: 8%wt-oil 
  Water content: 2% 
 
3.4.4  Other Enzymes 
These promising intra- and extracellular lipases provide a snapshot of the research 
conducted into enzymatic catalysis for biodiesel production. A recent review by Akoh et al. 
(2007) provides much more detailed information on the different types of enzymes used. A 
unique aspect of enzymatic catalysis over chemical catalysis is the possible diversity of 
options. In chemical catalysis one catalyst typically fits all feedstocks, while different 
enzymatic catalysts show optimum results with different feedstocks and alcohols. Further 
advances in enzymatic catalysis may heavily depend on genetic modification of available 
enzymes (Akoh et al., 2007).  
 
3.4.5  Solvent Use 
To reduce the reaction time and thus improve process economics, researchers have trialled 
a number of organic solvents. Organic solvents have been shown to increase yield and 
reduce reaction time by limiting the deactivating effect of short chain alcohols, minimising 
mass transfer restrictions and controlling water content in the reaction medium (Akoh et al., 
2007).  
 
In an investigation of a number of solvents  for enzymatic biodiesel production Su & Wei 
(2008) identified a mixture of Isooctane (75%) and t-pentanol (25%) as the optimum solvent. 
With this co-solvent it was possible to use a methanol to oil ratio of 5:1 in a single step to 
achieve a yield of approximately 95% in 10 hrs using Novozym 435. In this configuration 
Novozym 435 showed no loss in activity over 60 cycles (720 hrs). This represents more than 
a 3 fold increase in reaction rate when compared to the work of Shimada (2002) who did not 
use a solvent.  
 
Although the use of the right organic solvent markedly improves the reaction rate and 
reduces deactivation it is necessary to consider the problems associated with solvents. 
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al., 2006) reducing capacity as the solvent takes up volume (Nielsen et al., 2008). 
Furthermore, it brings with it environmental issues including possible toxicity and emissions 
(Nielsen et al., 2008) as well as increased costs both capital and energy resulting from the 
need to recover the solvent (Al-Zuhair, 2007).  
 
3.4.6  Conclusion 
Research into enzymatic catalysts has identified a number of lipases that can be used in the 
conversion of different feedstocks into biodiesel. The simplicity of biodiesel production via 
enzymatic catalysis makes this process option extremely attractive for small scale 
production. Despite this, high enzyme costs, long reaction times and low yields stand 
squarely in the face of commercialisation of this otherwise attractive process. Efforts to 
improve on these from a process perspective (e.g., the use of organic solvents) will likely 
complicate the process detracting from the process simplicity offered by enzymes.  
 
If commercialisation does occur, the technologies used to implement enzymatic biodiesel 
production will most likely be based on CSTR or Packed Bed Reactors (PBR). With designs 
developed around a three stage configuration incorporating inter-stage glycerol removal and 
stage-wise methanol addition. PBR seem to be the most effective means for 
commercialisation because of their well defined contact time and industrial precedence 
(Nielsen et al., 2008).   
   Chapter Three    Methanolysis Reactor Review 
  78 
3.5  Supercritical Methanol 
The final category is the most recent and involves the production of biodiesel without the 
use of a catalyst in the presence of supercritical methanol. Although this is a ‘simple process’ 
(few unit operations) providing high conversion in short times it requires extreme 
conditions. The review that follows considers this promising method in depth to determine 
its viability for small scale production.  
  
The pioneering work in the application of supercritical fluids to biodiesel production was 
conducted by Saka and Kusdiana (2001) . This work documented a rapid increase in reaction 
rate at temperatures and pressures above the critical point of methanol (239°C and 8.09 
MPa) without the use of a catalyst. The contrast in conversion between non-catalytic 
subcritical and supercritical methanolysis is highlighted in Table 3.8.  
 
Table 3.8: Comparison of supercritical methanol results 
Work  Temperature 
(°C) 
Pressure 
(MPa) 
Methanl:Oil 
Ratio 
Conversion 
Subcritical 
(Dasari et al., 2003)  180  -  12:1  12-18%
1 after 32 hrs 
(Diasakou et al., 1998) 
220  5.5  21:1  85% after 10 hrs 
235  6.2  21:1  67% after 8 hrs 
Supercritical 
(Kusdiana & Saka, 
2001a) 
350  19  42:1  >95% after 240s 
350  -  21:1  ~80% after 240s 
350  -  6:1  ~60% after 240s 
(Sasaki et al., 2001) 
300  6.5  10:1  100% after 30min 
300  0.4  5:1  95% after 30 min 
 
 
The surprising results in the second half of Table 3.8 initiated extensive research into supercritical 
methanol (SM) methanolysis. This review begins by examining the underlying reaction kinetics and 
proposed mechanism of the methanolysis reaction in SM.  
3.5.1  Kinetics  
Kusdiana and Saka (2001a) were the first to quantify the kinetics of triglyceride methanolysis in SM. 
In their work a one step reaction which ignored intermediates was used to model the kinetic results 
(shown in Figure 3.12).  
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Figure 3.12: Simplified reaction model used by Kusdiana and Saka 
 
The kinetic rate constant was determined using a first order rate equation fitted to the kinetic 
results. The increase of rate constant with temperature is summarised in 
sharp increase in reaction rate between 270 and 300°C. On either side of this temperature range 
relative linearity is observed, indicating two distinct operating regions: subcritical and supercritical, 
thus quantifying the contrasting results shown in 
Figure 3.13: Effect of r
 
He et al. (2007a) also investigated the kinetics of oil methanolysis in SM, however, they used 
soybean oil rather than rapeseed oil and used a larger reaction vessel (200ml vs 5ml)
and Saka (2001a) they modelled the whole reaction as an irreversible first order reaction,
the reactants into four species: methanol, methyl esters, glycerol and unmethylated compounds. 
Their values of kinetic rate constant at 270°C were similar to Kusdiana and Saka 
the model used by both of these authors is suitable for this reaction. 
 
The vast difference in reaction rate between non
methanolysis is evident when these results are compared to the work of Dasari 
study a series of methanolysis reactions between soybean oil and methanol were carried out at 
120°C, 150°C and 180°C. These rea
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: Simplified reaction model used by Kusdiana and Saka (2001a), R is the fatty acid chain
The kinetic rate constant was determined using a first order rate equation fitted to the kinetic 
results. The increase of rate constant with temperature is summarised in Figure 3
sharp increase in reaction rate between 270 and 300°C. On either side of this temperature range 
indicating two distinct operating regions: subcritical and supercritical, 
thus quantifying the contrasting results shown in Table 3.8. 
 
: Effect of reaction temperature on kinetics (Kusdiana & Saka, 2001a)
also investigated the kinetics of oil methanolysis in SM, however, they used 
soybean oil rather than rapeseed oil and used a larger reaction vessel (200ml vs 5ml)
they modelled the whole reaction as an irreversible first order reaction,
the reactants into four species: methanol, methyl esters, glycerol and unmethylated compounds. 
Their values of kinetic rate constant at 270°C were similar to Kusdiana and Saka 
the model used by both of these authors is suitable for this reaction.  
The vast difference in reaction rate between non-catalytic sub-critical methanol and
methanolysis is evident when these results are compared to the work of Dasari 
study a series of methanolysis reactions between soybean oil and methanol were carried out at 
120°C, 150°C and 180°C. These reactions were observed to be two phase and could thus be either 
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, R is the fatty acid chain 
The kinetic rate constant was determined using a first order rate equation fitted to the kinetic 
3.13 which shows a 
sharp increase in reaction rate between 270 and 300°C. On either side of this temperature range 
indicating two distinct operating regions: subcritical and supercritical, 
(Kusdiana & Saka, 2001a) 
also investigated the kinetics of oil methanolysis in SM, however, they used 
soybean oil rather than rapeseed oil and used a larger reaction vessel (200ml vs 5ml). Like Kusdiana 
they modelled the whole reaction as an irreversible first order reaction, grouping 
the reactants into four species: methanol, methyl esters, glycerol and unmethylated compounds. 
Their values of kinetic rate constant at 270°C were similar to Kusdiana and Saka (2001a) suggesting 
critical methanol and SM 
methanolysis is evident when these results are compared to the work of Dasari et al. (2003). In this 
study a series of methanolysis reactions between soybean oil and methanol were carried out at 
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diffusion or kinetically limited. This is encapsulated in the rate equation below with the 
concentration of methanol in the triglyceride phase representing the diffusion limitation and k, the 
rate constant representing the kinetic limitation.  
] ][ [
] [
MeOH TG k
dt
TG d


 
The reaction was said to be kinetically limited (magnitude of k) as the methanol diffused faster into 
the oil phase than it reacted to form methyl esters. This is in contrast to the typical alkaline catalysed 
reactions where the catalyst dramatically increases k making the reactions diffusion controlled. In 
the case of SM methanolysis the changes in the properties of methanol increase k to levels similar to 
that observed in alkaline catalysed methanolysis (D'Ippolito et al., 2007). Furthermore, SM 
substantially reduces the diffusion limitations observed in alkaline catalysed methanolysis thus 
yielding high conversion in short reaction time.    
 
Kusdiana and Saka (2001a) suggested that the change in the properties of methanol was due to a 
reduction in the polarity of SM which facilitated better mixing with oil and possibly created a single 
phase. The research conducted by Yamaguchi et al. (2000) supports this claim showing a reduction in 
methanol hydrogen bonding and chain cluster length with reducing density under supercritical 
conditions. The reduction in hydrogen bonding facilitates the break down of methanol agglomerates 
(Glisic et al., 2007) allowing methanol to act as free monomers instead of being entrapped in 
clusters.  
 
It is proposed in this work that the increase in reaction rate observed at supercritical conditions is 
due to this fundamental structural change. The structural change facilitates a much stronger direct 
nucleophilic attack by the methanol on the carbonyl carbon (Kusdiana & Saka, 2004b) subsequently 
increasing k to values similar to that observed in alkaline catalysed methanolysis. This mechanism is 
supported by the work of Krammer and Vogel (2000) who suggested that the dominant reaction 
mechanism in ester hydrolysis using supercritical water was the direct nucleophilic attack of the 
water on the ester.  
 
It is useful to compare this reaction mechanism to that reported for the conventional alkaline 
catalysed reaction. In this reaction the active alkaline catalyst molecule (methylate ion) is 
responsible for the high reaction rate as it is a much stronger nucleophile than methanol (Lotero et 
al., 2006). While in SM, the reduction in hydrogen bonding makes methanol a much stronger 
nucleophile rendering a catalyst unnecessary.  
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Before leaving the subject of kinetics and reaction mechanism it is necessary to consider the possible 
catalytic action of metals used in experimental reaction vessels. Researchers, including Dasari et al. 
(2003) and Suppes et al., (2004) have observed increased reaction rate in the presence of metals, 
especially stainless steel and Nickel. Methanolysis experiments exhibited a 30 and 400 fold increase 
in reaction rate in the presence of fine mesh stainless steel and nickel respectively (Dasari et al., 
2003). It was suggested that this was responsible for rapid conversion rates observed in supercritical 
regimes.  This effect needs to be quantified before the scale-up of supercritical methanol technology 
(Wang & Van Gerpen, 2005). 
 
3.5.2  Reaction Medium 
In light of the promising kinetics observed in SM, many researchers have conducted studies into the 
effect of various reaction parameters on FAME yield. The yield was found to be dependent on many 
process parameters often making it difficult to cohesively grasp their individual effects (Anitescu et 
al., 2008). Recently, two separate groups of researchers have attempted to clarify this by examining 
the behaviour of SM using view cells to observe the methanolysis reaction.  
 
Hegel et al. (2007) used a viewing window to document the phase transitions that took place in 
reactions conducted above the critical point of methanol. It was observed that phase transitions of 
the reaction mixture ended up in one of three states; either a dense liquid phase; a homogeneous 
supercritical fluid or a heterogeneous vapour-liquid system.  
 
The dense liquid phase resulted from systems with a high global density (total mass charged into the 
reactor divided by the reactor volume). These systems exhibit a rapid pressure increase as the liquid 
expands in the constant volume reactor with increasing temperature. This operating regime is 
evident in the data of Kusdiana and Saka (2001a).  
 
The second of these states, homogeneous supercritical fluid, was observed at low global densities, 
high methanol ratios and high proportions of co-solvent (propane). In these systems the fraction in 
the vapour phase increased with temperature until eventually the mixture merged into one 
supercritical phase at a pressure between 10 and 15 MPa.  
 
The final heterogeneous state (liquid – vapour) was observed at low global densities and low 
methanol to oil ratios. In this state the reaction rates were still high suggesting that methanolysis 
occurred in the light supercritical phase (vapour) where oil and derivatives are partly soluble and the Chapter Three    Methanolysis Reactor Review 
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methanol concentration is high. This is partly confirmed by the work of Sasaki et al. (2001) who 
observed a substantial increase in conversion when batch vessels were laid on their side. The reason 
given was the greater interfacial area between the supercritical methanol phase and oil phase.  
 
The results of these viewing window studies challenge the assumption made in many works that the 
whole reaction medium forms one supercritical phase. In fact, Hegel et al. (2007) observed high 
conversion despite the presence of two phases. It is therefore possible that many supercritical 
experiments take place in a biphasic reaction medium with conversion occurring at the boundary. 
Further experimentation in this area is required with particular attention paid to the extent of 
contact and mixing between phases.  
 
3.5.3  Reaction Parameters 
Having established the underlying reaction mechanism, kinetics and nature of the reacting medium 
it is necessary to clarify the effect of the salient reaction parameters: temperature, pressure and 
methanol to oil ratio.  
 
3.5.3.1  Temperature 
In all literature dealing with SM, an increase in reaction temperature improved conversion level and 
reaction time. This is mainly due to a change in methanol properties and an increase in the reaction 
rate constant according to the Arrhenius relationship (as shown in Figure 3.13). Despite the yield and 
reaction time benefits associated with high temperatures there are two major drawbacks: thermal 
degradation and increased energy consumption.  
 
The first of these was investigated at length by Imahara et al. (2008) who examined the effect of 
temperature (270-350°C) on individual methyl esters and biodiesel samples. Biodiesel containing 
high proportions of poly-unsaturated methyl esters (two or more double bonds) was most severely 
affected. Reduction in yield and cold flow properties (e.g.: cloud point and pour point) were evident 
at 350°C after 40min. In light of these results Imahara et al. (2008) concluded that SM treatment 
should take place at 270°C or lower. This restriction may be severe especially if the feed is highly 
saturated (e.g: Coconut oil), the heating is gradual (He et al., 2007b) and the residence time is low.  
 
Energy consumption has been touched on by a number of authors, however, few have quantified it. 
Clearly an increase in temperature increases energy consumption and thus operating cost. In an 
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processing would use less energy than the conventional method. Justification for this claim was 
based on the removal of catalyst addition and energy intensive purification operations from the 
biodiesel production process, however, this was not quantified.  
 
3.5.3.2  Alcohol Ratio  
The majority of research into supercritical methanolysis has focused on the use of methanol. This 
review continues in this vein, however, the reader interested in other alcohols is referred to the 
work of Warabi et al. (2004) who compared reaction rates of methanol, ethanol, 1-propanol, 1- 
Butanol and 1-Octanol at 300°C.  
 
As already suggested, the methanol to oil ratio strongly influences reactions with SM. In general the 
conclusion of most researchers is that conversion is highest at the highest methanol to oil ratio 
trialled, e.g.: 42:1 (Kusdiana & Saka, 2001a). A high methanol ratio has two advantages: firstly it 
reduces the critical temperature (see Table 3.9) and secondly it drives equilibrium to the product 
side.  
Table 3.9: Critical conditions for mixtures of crude coconut oil (CCO) and methanol (Bunyakiat et al., 2006) 
Mixture 
CCO:Meth 
Critical 
Temperature 
Critical Pressure 
1:0  629°C  0.6 MPa 
1:6  396°C  3.8 MPa 
1:12  346°C  5.1 MPa 
1:24  306°C  6.2 MPa 
1:42  282°C  6.9 MPa 
 
According to Sasaki et al. (2001) supercritical methanolysis can refer to the supercritical state of the 
alcohol alone; the oil alone or the mixture of oil and alcohol. Table 3.9 indicates the critical points of 
mixtures with different oil to alcohol ratios. To achieve a homogeneous supercritical phase it is 
necessary to operate in excess of the critical point of these mixtures. In light of the work with view 
cells it is likely that the critical point in question is not that of methanol, but that of the methanol 
and oil mixture. Consequently, a high methanol ratio enables easier formation of a homogeneous 
supercritical phase while also driving the reaction to completion. 
 
Despite these advantages high methanol to oil ratios cause problems in commercial scale processes. 
Vera et al. (2005) identified three of these problems: 
  Increased equipment costs: Caused by greater volumetric throughput and corresponding 
pressure increase  Chapter Three    Methanolysis Reactor Review 
  84 
  Increased energy consumption: The larger mass of liquid must be heated to achieve the 
desired production level as well as a much higher methanol evaporation duty  
  Increased separation difficulty: High methanol to oil ratios increase the difficulty of 
biodiesel/glycerol phase separation  
 
Work by Kusdiana and Saka (2001a) showed that the quantity of methanol could be reduced by half 
while maintaining good conversion. At 350°C a ratio of 42:1 provided 95% conversion in 4 minutes, 
at the same time the experiment using a ratio of 21:1 had reached 80% conversion and >90% after 8 
minutes.  Using a continuous setup with coconut oil and methanol Bunyakiat et al. (2006) achieved 
similar results.  
 
In light of the majority of these results it seems reasonable to conclude that commercial SM 
methanolysis will require methanol to oil ratios between 12:1 and 25:1. Lower ratios have been 
shown to increase residence times and require higher temperatures for satisfactory yields. The 
possibility of improving yields at low methanol to oil ratios by increasing contact between the SM 
and oil phases deserves further attention in future studies into SM. 
3.5.3.3  Pressure 
Before discussing the influence of pressure on SM methanolysis, it is necessary to mention the effect 
of different equipment configurations. The majority of research into SM is carried out in small 
autoclave type vessels. This results in batch conditions in which the pressure is uncontrolled (Warabi 
et al., 2004). Others like Bunyakiat et al.  (2006) use a tubular reactor in continuous operation, in 
which pressure is regulated by a valve at the end of the reactor.  
 
The continuous experimentation of He et al. (2007a)  quantified the effect of pressure, showing that 
the pressure had a non negligible effect on yield. In the range below 15MPa, the pressure has a 
positive impact on yield, between 15 and 25 MPa the influence became smaller and above 25MPa 
the influence of pressure on yield was negligible. These results were also reproduced in batch 
kinetics studies (He et al., 2007a). To reduce construction and operating costs it is desirable to run at 
the lowest possible pressure, in light of these works a value between 10 and 20MPa seems 
reasonable. 
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3.5.4  Feed Contaminants 
The severe reaction parameters required in SM processing is in some way atoned for by its ability to 
handle feedstock contaminants including FFA and H2O. Each of these is treated in turn as they are a 
major hindrance in conventional homogeneous alkaline catalysed processing.  
 
3.5.4.1  FFA 
Almost all low cost feedstocks (e.g.: tallow, trap grease and unrefined vegetable oils) are 
characterised by high FFA content. Without pre-treatment the conventional alkaline catalysed 
process is adversely affected by these FFA through catalyst consuming soap formation. In contrast to 
these problems, SM processing is not affected by the presence of FFA, in fact these are converted to 
FAME faster than triglycerides. 
 
The initial study into FFA esterification in SM found that this reaction occurs simultaneously with the 
methanolysis reaction (Kusdiana & Saka, 2001b). High conversions of both FFA and triglycerides 
could be attained at 350°C with a methanol to oil ratio of 42:1. In a further study, Warabi et al. 
(2004) observed that the esterification of FFA was faster than the methanolysis of triglycerides.  
 
3.5.4.2  H2O 
In alkaline catalysed methanolysis Ma  et al. (1998b) found that a water content of greater than 
0.06% significantly reduced ester yield. Likewise, acid catalysed methanolysis was almost totally 
inhibited by 5% water content (Lotero et al., 2005).  To quantify the effect of water on SM 
processing Kusdiana and Saka (2004b) conducted experiments using alkaline catalysts, acid catalysts 
and SM with different levels of water. The results showed that the SM reaction was substantially 
unaffected by water, alkaline catalysts were strongly affected and acid catalysts gave almost no 
conversion with more than 5% water content. Even with a water content of 35%, SM experiments 
exhibited complete conversion of rapeseed oil to methyl esters after 4 min at 350°C with a methanol 
to oil ratio of 42:1.  
 
Kusdiana and Saka (2004b) also tested the effect of water on the esterification of FFA. As expected, 
the experiments with alkaline catalysts performed very poorly due to soap formation. Acid catalysts 
and SM experiments yielded similar levels of conversion, however, the acid catalyst experiments 
took 48hrs while SM took 4 min. The slight reduction in conversion observed at high water content 
was attributed to equilibrium being reached. At this point the increased water concentration caused 
the reverse reaction thus hydrolysing the methyl esters into the FFA.  Chapter Three    Methanolysis Reactor Review 
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Having demonstrated the tolerance of the SM method to water, it was applied to waste oils 
containing FFA and water. It was noted that even with 50% water addition yield remained relatively 
unaffected (Kusdiana & Saka, 2004b). At this water content the treatment time was critical. If the 
residence time was too long, the yield was reduced as the hydrolysis reaction competed with the 
esterification reaction. 
 
Kusdiana and Saka (2004b) proposed that high water content and the fast rate of hydrolysis reaction 
(at the harsh conditions) made it possible for triglycerides to be firstly hydrolysed to FFA and then 
esterified to methyl esters rather than undergoing methanolysis. Figure 3.14 summarises the 
possible conversion paths for triglycerides and FFA in SM.   
 
Figure 3.14: Interactions between reactions in the supercritical treatment of oils containing water and FFA (Kusdiana & 
Saka, 2004b)  
3.5.5  Continuous Supercritical Methanol Processing 
Despite the harsh operating conditions, the ability to process low quality oils (high FFA and H2O) 
makes SM processing an attractive alternative to current homogeneous catalysed methods. To 
commercialise this technology it is essential to replicate small scale batch results in larger scale 
continuous experiments. Researchers have begun to move in this direction with the results of 
continuous experiments conducted in bench top tubular reactors shown in Table 3.10. 
 
The contrasting results shown in Table 3.10 can be best attributed to the different feedstocks used 
in each study. The first row used crude coconut oil, high in saturated fatty acids, while the latter 
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used refined soybean oil which is high in poly-unsaturates. The greater thermal stability of saturated 
fatty acids permitted operation at higher temperatures without the negative effect of 
decomposition reactions. It is also worth pointing out that the presence of FFA and H2O in the 
unrefined feedstocks may have improved reaction rates Kusdiana and Saka (2004a) 
 
Table 3.10: Comparison of continuous experimentation results 
Work  Temperature (°C)  Pressure 
(MPa) 
Methanl:Oil 
Ratio 
Conversion 
(Bunyakiat et 
al., 2006) 
350  10-19  42:1  95% after 6.67 min 
(Sasaki et al., 
2001) 
310  35  40:1  77% after 25 min 
310
2  35  40:1  96% after 25 min 
 
3.5.6  Proposed Improvements to Supercritical Methanol Processing 
The overwhelming evidence provided by these continuous experiments is the need for high 
temperatures (>310°C), high pressures (>10 Mpa) and high methanol to oil ratios (>24:1). To 
increase the feasibility of SM processing researchers have investigated different methods for 
reducing the severity of operating conditions. Two of these include: two stage processing and the 
use of a co-solvent  
 
3.5.6.1  Two Stage Processing 
Saka’s group was the first mover in this area developing a continuous pilot demonstration of the 
“Saka-Dadan” supercritical methanol method (Kusdiana & Saka, 2004b; Saka et al., 2005). The 
“Saka-Dadan” two stage supercritical methanol process exploits the promising results obtained with 
water in supercritical methanol (Minami & Saka, 2006). A simplified process flow diagram is shown 
in Figure 3.15.  
 
In the first stage triglycerides are hydrolysed to FFA that are subsequently esterified with SM in the 
second stage. The operating conditions in the “Saka-Dadan” method are milder (270°C, 7-20MPa) 
than those of the original one step Saka process (350°C, 20-50 MPa) (Minami & Saka, 2006). The 
milder reaction conditions reduce energy consumption and allow construction out of normal 
stainless steel.  
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Figure removed for copyright purposes  
Figure 3.15: Saka-Dadan two step supercritical process, taken from (Saka et al., 2005) 
 
Minami et al. (2006) observed that the initially slow hydrolysis rate in the first stage gradually 
increased as FFA were formed. It was proposed that the increase in reaction rate was due to the FFA 
product acting as acid catalysts in hydrolysis. Similarly FAME formation in the second stage was 
found to be closely connected to FFA concentration suggesting catalytic activity. Unexpectedly the 
FAME yield was found to decrease with increasing volumetric ratio of methanol to FFA. This was 
attributed to the autocatalytic effect of FFA with high methanol content reducing FFA concentration 
thus reducing their catalytic effect. Correlation between experimental data and kinetic models based 
on this autocatalytic mechanism for both stages supported these claims. 
 
This research highlighted two possible improvements to the Saka-Dadan process; firstly introducing 
FFA to the incoming triglycerides stream, possibly by recycle and secondly, conducting the 
esterification reaction with lower methanol to oil ratios. A major disadvantage of this method is the 
need to heat up large volumes of water in the first stage reducing the energy efficiency of the 
process.   
 
Another two stage continuous process was conceptually developed and modelled by D’Ippolito et al.  
(2007). The aim of this method was to reduce the severity of supercritical operating conditions by 
reducing excess methanol and operating at a lower temperature. A reduction in both of these 
parameters reduced energy consumption as a smaller volume is heated to a lower temperature and 
pumped to a lower pressure. The two-stage process consisted of two tubular reactors using shell and 
tube heat exchangers for heat recovery, methanol separation by flash vessel and glycerol separation 
by gravity (Vera et al., 2005; D'Ippolito et al., 2007).  
 
The model was built from vapour liquid equilibrium (VLE) data compiled from experimentation, 
literature and empirical group contribution methods. Kinetics were extracted from the literature and 
was primarily based on the work of Kusdiana and Saka (2001a) and Noureddini and Zhu (1997). FFA 
and H2O were not incorporated into the model as they do not adversely affect biodiesel formation.  
 
Table 3.11 summarises the reduction in operating conditions made possible by this method. This 
translated into a 25% reduction in energy consumption per litre of biodiesel produced when 
compared to the original SM method (Saka process). Despite the promising results given by this Chapter Three    Methanolysis Reactor Review 
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model, there was no experimental verification of such a two stage process. Furthermore, these 
results seem optimistic when compared with the observations of actual continuous SM experiments.  
Table 3.11: Comparison of typical and two step SM methods (D'Ippolito et al., 2007) 
Reaction Condition  Typical  Two Step 
Methanol to oil ratio  42:1  10:1 
Temperature  270-350°C  275-290°C 
Pressure  14-40 MPa  10-11 MPa 
 
3.5.6.2  Co-solvents 
Co-solvents have also been proposed to reduce the severity of operating conditions with SM. A co-
solvent is a material that is added to the reactive mixture to adjust the critical point to less severe 
conditions (Anitescu et al., 2008). Cao and co-workers experimented with two co-solvents; firstly 
propane and secondly CO2 (Cao et al., 2005; Han et al., 2005).  
 
It is believed that propane has no effect on the reaction mechanism but instead lowers the critical 
point of the oil/methanol/propane mixture because of its low critical point (96.67°C and 4.2 MPa) 
and mutual solubility. FAME yield increased as the propane to methanol ratio was increased from 0 
to 0.05. At 280°C with a methanol to oil ratio of 33:1 this level of propane provided greater than 95% 
conversion in 10 min.  Increasing propane content beyond this point did not further reduce the 
severity of operating conditions required to achieve this level of conversion. 
 
The methanol to oil ratio could be reduced to 24:1 while still providing >95% conversion at 280°C in 
10 min.  The use of a co-solvent shows improvement from the work of Kusdiana and Saka (2001a) 
which reported >80% conversion after 8 min at 350°C with a methanol to oil ratio of 21:1. The lower 
operating temperature and reduced methanol ratio also reduce the operating pressure to 12.8MPa 
which is less than two thirds of the 19MPa reported by  Kusdiana and Saka (2001a).  
 
The use of CO2 as a co-solvent yielded similar results to that of propane with 98% yield in 10 minutes 
at 280°C; methanol to oil ratio of 24:1; CO2 to methanol ratio of 0.1 and a reaction pressure of 
14.3MPa. Anitescu et al., (2008) also utilised CO2 as a co-solvent, however, the beneficial effect of 
CO2 was not as pronounced. 
 
The promising results reported by Cao et al. (2005) were applied by Van Kasteren and Nisworo 
(2006) who developed an industrial scale model of a SM process using propane as a co-solvent. The 
model developed in the process simulation software Aspen Plus consisted of a tubular reactor for 
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settler for glycerol removal. These unit operations were connected through a number of heat 
exchangers to reduce energy consumption. 
 
Economic evaluation of three different plant sizes gave promising results for the SM production 
process. The results for small scale production (8000 tonnes/yr) compared favourably to similar 
alkali and acid catalysed plant evaluations (Zhang et al., 2003b, 2003a). Despite these promising 
results no commercial examples of supercritical methanol plants exist.  
 
3.5.7  Conclusion 
This review has clearly shown that SM processing offers significant advantages over the conventional 
method, especially the ability to handle high levels of feed contaminants and simple product 
recovery. 
 
Despite these benefits, optimum reaction conditions remain elusive as high yields and short 
residence times need to be balanced with the severity of reaction conditions. Further experimental 
work should focus on continuous reactors with independent control of pressure, temperature and 
residence time to determine the optimum operation conditions for SM processing (Hegel et al., 
2007). Closely related to this is the need to quantify the effect of mixing on SM reaction mediums 
which have been shown to be biphasic in many cases. Another factor which must be quantified in 
further studies is the catalytic effect of metal reactors used in SM experiments.  
 
If a commercial industrial plant is to be built it must almost certainly adopt one of the suggested 
improvements with models for both co-solvent and two step methods suggesting economic 
competitiveness with conventional methods.  
 
3.6  Technology for Small Scale Production 
Despite the numerous advantages offered by the three alternative production methods, they all 
possess major drawbacks that limit their commercial applications, especially on a small scale. 
 
Heterogeneous catalysts are in general, still affected by feed contaminants, lose activity and require 
extreme conditions to achieve reasonable conversions. On the other hand, enzyme catalysts offer a 
simple process at mild conditions at the cost of very long reaction times and prohibitively expensive 
catalysts. Finally supercritical methanol methods require extreme conditions and have yet to be Chapter Three    Methanolysis Reactor Review 
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proven on anywhere near a commercial scale despite offering high conversion in short times and the 
ability to handle low cost feedstocks.  
  
This review has identified that homogeneous alkaline catalysed production is currently the most 
suitable catalyst for small scale biodiesel production. To be economically viable the small scale 
production plant must be highly efficient, reliably producing high quality biodiesel and by-products 
as part of a sustainable system. To optimise small scale production it is necessary to firstly optimise 
the reactor, the heart of the biodiesel production system. The following chapter investigates the 
homogenenous reaction medium in more death to lay a foundation for the development of  areactor 
model. 
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4  Optimisation of the Methanolysis Reaction 
 
Chapter Four 
OPTIMISATION OF THE METHANOLYSIS 
REACTION 
 
To address the inherent lack of ‘economies of scale’ in the small scale production model presented 
in chapter two, optimisation of the processing technology was identified as critical. In this context, 
optimisation refers to the reduction of the total operating and capital costs while maintaining high 
quality biodiesel production that meets the relevant standard (see Appendix A). This thesis 
represents the first step in the optimisation process by firstly determining the most appropriate 
reaction technology (chapter three) and secondly developing a model for reactor optimisation.   
 
The reason for focusing on the reactor is two-fold, firstly it is the heart of the biodiesel production 
process and thus ‘sets the tone’ for the remainder of the unit operations. Secondly, in process 
modelling simulations the reactor is commonly ‘under-modelled’ (Chang & Liu, 2009) and has yet to 
be optimised on a commercial continuous scale.  
 
4.1  Reactor Optimisation 
Low capital and operating expenditure of the entire plant is heavily dependent on the design and 
operation of the reactor. To reduce overall production costs, the reactor needs to provide the 
highest possible conversion of oil into FAME while minimising reactor costs in the following five 
areas: 
 
  Operating cost 
o  Reactant consumption – Reactants including methanol and catalyst are usually 
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o  Energy consumption – Temperature and mixing intensity are increased to enhance 
chemical reaction and mass transfer. 
o  Maintenance requirements – Affected by the nature and complexity of the reactor 
design. 
  Capital cost 
o  Residence time – High residence times are used to achieve good conversion levels, 
however, to maintain a given throughput, a larger reactor is required. 
o  Operating pressure and temperature- Higher temperatures result in increased 
vapour pressure of methanol (see chapter three) and increased equipment costs.  
 
In short, reactor optimisation is constrained by the trade-off between operational and capital costs 
for both the reactor and purification system. As an example, consider a cheap but ineffective 
reactor, this will decrease capital expenditure but may significantly increase operating costs in the 
purification plant.  The capital and operating costs of the purification system are affected by similar 
factors to those listed above, however, energy and capital costs dominate due to the high 
temperatures and pressures associated with distillation operations.  
 
A huge range of reactor designs have been applied to the production of biodiesel via homogeneous 
alkaline catalyst to achieve the lowest overall cost, including: 
  Continuous Stirred Tank (CSTR) 
  Ultrasonic 
  Jet  
  Membrane 
  Tubular 
  High shear mixer 
  Pump mixed 
  Reactive distillation 
  Reactors using a co-solvent 
 
The purpose of this project is not to provide an in-depth analysis of each reactor design but to 
develop a model that can be used for reactor optimisation. To develop this model it is necessary to 
understand the methanolysis reaction, which is a multiphase reaction in which the composition and 
thus the nature of the two liquid phases change throughout the course of the reaction (Boocock et 
al., 1998; Zhou & Boocock, 2006a; Stamenkovic et al., 2007; Stamenkovic et al., 2008). As a result, Chapter Four    Optimisation of The Methanolysis Reaction   
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the reaction progression is not only determined by the underlying chemical kinetics but also by mass 
transfer between the two phases and the solubility of reactants and products in each phase.  
 
In commercial applications the complexities of this reaction are often ignored with traditional 
processes using mixed tanks (either stirred or pumped) in both large and small scale applications. In 
these mixed tanks the oil, methanol and liquid catalyst are mixed in the appropriate ratio to convert 
the oil into fatty acid methyl ester. Typically these reaction systems have two stages, with 
intermediate glycerol removal driving the reaction to completion. 
 
Although this straightforward technology achieves reasonable results it has a number of significant 
shortcomings: 
  Long residence time 
  Large dead volume 
  High mixing loads 
In an attempt to decrease residence time, increase conversion levels and reduce dead volume, 
Andrew Warton, managing director of Bluediesel PTY LTD designed a tubular reactor to operate at 
increased temperature and pressure. In addition to the tubular reactor a small mixed flow reactor is 
used for mixing, initial reaction and control purposes before the tubular reactor (see Figure 4.1).  
 
Figure 4.1: Reactor configuration in the Bluediesel PTY LTD Plant 
 
Operating at a higher temperature was believed to increase the reaction rate and possibly 
conversion levels as well as facilitating better mass transfer. The increase in temperature requires a 
corresponding increase in operating pressure to maintain the methanol in the liquid phase; this Chapter Four    Optimisation of The Methanolysis Reaction   
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pressure increase is easily contained in a tubular reactor. This reactor forms the heart of a 1 million 
L/yr pilot plant that has been successfully tested on a range of feedstocks.  
 
Collaboration between Bluediesel PTY LTD and Murdoch’s school of Engineering and Energy made it 
possible to use this tubular reactor as a test-bed for the development of a reaction model for 
optimisation. This chapter provides the foundation for the model development process by 
conducting an in-depth analysis of the literature available for homogeneous alkaline catalysed 
methanolysis reactions with a focus on the interaction between chemical kinetics, mass transfer and 
solubility. 
 
The main aim of the review that follows is to provide modelling recommendations for chapters six 
and seven. These recommendations are reached by determining whether chemical kinetics, mass 
transfer or component solubility control the reaction rate.  
4.2  Homogeneous Alkaline Catalyst Production 
The conventional biodiesel production method combines methanol with the oil or fat at a molar 
ratio of 6:1 in the presence of a liquid alkaline catalyst (typically 1 %wt-oil) at 65°C to produce Fatty 
Acid Methyl Esters (FAME) which are subsequently purified to produce Biodiesel. If we consider the 
production of biodiesel on a small scale, the viability of a project can be improved by operating the 
methanolysis reactor at maximum efficiency.   
 
Many researchers have investigated the kinetics of the alkaline homogeneous catalysed 
methanolysis reaction (see Table 4.1) and subsequently optimised reaction parameters for batch 
conversion. Due to the nature of the reactants used in biodiesel production the methanolysis 
reaction is affected not only by kinetics but also mass transfer. The majority of these kinetic studies 
have not clearly dealt with the heterogeneous nature of the reaction medium and thus the 
interaction between reaction kinetic rates, solubility and mass transfer. As a result the effect of mass 
transfer is encapsulated within the kinetic results (Vicente et al., 2005b) causing significant 
discrepancies between studies conducted at different conditions (see Table 4.1).   
 
What follows is a review of the available kinetic, solubility and mass transfer information to clearly 
define the nature of the reaction.  Chapter Four    Optimisation of The Methanolysis Reaction   
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4.2.1  Kinetics 
Table 4.1 summarises kinetic research into the methanolysis of triglycerides for the production of 
biodiesel. It is accepted that the methanolysis reaction precedes via three consecutive reversible 
reactions (Noureddini & Zhu, 1997) as shown in Figure 4.2 . In this system of reactions TG refers to 
triglycerides (e.g.: soybean oil) while DG and MG, refer to the reaction intermediates: diglycerides 
and monoglycerides respectively. At each step a glyceride molecule reacts with an alcohol molecule 
(methanol) to eventually produce one molecule of glycerol and three molecules of fatty acid methyl 
ester (FAME).  
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Figure 4.2: Consecutive reactions in methanolysis; R1, R2 and R3 are fatty acid chains 
 
Table 4.1: Summary of kinetic results 
Oil   Catalyst / 
Quantity  
CH3OH:Oil  T (°C)  Kinetic Model  Comparison
1   Reference 
Soybean 
0.5%(wt oil) 
NaOCH3 
6:1  20-60 
Consecutive reversible 
second order reactions and 
a fourth order shunt 
reaction 
Not Given 
(Freedman et 
al., 1986a) 
Soybean 
0.2%(wt oil) 
NaOH 
6:1  30-70 
Three consecutive reversible 
second order reactions 
K5>K3>K1 
(Noureddini & 
Zhu, 1997) 
RBD
2 Palm  1 %(wt oil) KOH  6:1  50-65 
Three consecutive pseudo 
second order reactions 
K5>K3>K1 
(Darnoko & 
Cheryan, 2000b) 
Rapeseed 
0.29-1.6%(wt oil) 
KOH 
1:1 – 6:1  22.7  A set of 8 reactions  K5>K3=K1 
(Komers et al., 
2002) 
Sunflower/
Brassica 
Carinata 
0.5-1.5%(wt oil) 
KOH 
6:1  25-65 
Three consecutive reversible 
second order reactions 
K3>K5>K1 
(2005b; Vicente 
et al., 2006) 
Pongamia  1%(wt oil) KOH  10:1  60 
Three consecutive reversible 
second order reactions 
K1>K5>K3 
(Karmee et al., 
2006) 
Soybean 
0.05%(wt oil)  
NaOH 
27:1, equal 
volume of 
THF 
23-50 
Three consecutive second 
order reactions
3 
K5=K3>K1 
(Doell et al., 
2008) 
Sunflower  1%(wt oil) KOH  6:1  10-30 
Mass Transfer equations, 
three consecutive pseudo 
second order reactions and 
three consecutive reversible 
reactions. 
Different 
Mechanism 
(Stamenkovic et 
al., 2008) 
                                                           
1 These rate constants are based on Figure 4.2 
2 RBD: Refined, Bleached and Dried  
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Figure 4.3 depicts the reaction mechanism that is proposed at each stage of the consecutive 
reaction. In this mechanism, the glyceride (TG,DG or MG) undergoes nucleophilic attack by the 
methoxide ion (step 2) which is formed by an equilibrium reaction with the OH
- ion (step 1b) or 
dissociation of the methoxide catalyst (step 1a). The resulting tetrahedral intermediate collapses to 
form a methyl ester and an anion of a diglyceride, monoglyceride or glycerol (step 3). These anions 
rapidly abstract protons from the surrounding methanol to regenerate the methoxide catalyst (step 
4). As a result the consecutive reactions should be first order in both methoxide ion and the relevant 
glyceride (Doell et al., 2008).  
 
With the exception of Doell et al., (2008) the kinetic studies included in Table 4.1 do not use this 
mechanistic implication in their kinetic expressions
1. Instead, kinetics are typically first order in 
methanol concentration and glyceride concentration. Although this is technically incorrect and 
makes comparison between studies difficult, each study will be internally consistent with the rate 
constant implicitly containing the catalyst concentration.  
Figure removed for copyright purposes 
Figure 4.3: Homogeneous base catalysed reaction mechanism for the methanolysis of triglycerides (Lotero et al., 2006)  
 
The initial study into methanolysis kinetics for biodiesel production was conducted by Freedman et 
al., (1986a). Unlike the butanolysis
2 reaction also investigated in this paper the methanolysis 
reaction showed significant error between experimental results and the proposed consecutive 
kinetic model. The major source of this error was the rapid appearance of FAME without a 
corresponding increase and decrease of both DG and MG.  
 
Boocock et al., (1996) reviewed the work of Freedman et al. (1986a) and highlighted a number of 
phenomena that deserved further attention:  
1.  There was an initial lag time of 3-4 min in methanolysis that was not present in butanolysis 
2.  The butanolysis reaction was faster than the methanolysis reaction  
 
Boocock et al., (1996) attributed these phenomena to the phase behaviour of the reaction mixture 
by observing that butanol formed a single phase with soybean oil while methanol and soybean oil 
                                                           
1 Vicente et al., (2005b) included catalyst concentration in the kinetic rate constant thus semi-encapsulating 
this effect.  
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formed a biphasic mixture as a result of the highly polar methanol and non-polar vegetable oil. It 
was thus suggested that methanolysis is subject to significant mass transfer effects in addition to 
reaction kinetics.  
 
Boocock et al., (1996) proposed that the catalyst (methoxide ion) is located almost exclusively in the 
methanol phase thus the reaction must occur here and is limited by the oil concentration in this 
phase. The time lag at the beginning of the reaction was therefore the result of low oil concentration 
in the methanol phase. The increase in reaction rate was said to be the result of the formation of a 
stable emulsion that is not limited by mass transfer but instead controlled by the second order 
kinetics proposed in Figure 4.2. Using this regime the low concentrations of DG and MG were 
attributed to their formation in close proximity to the catalyst rather than the extremely unlikely 
shunt mechanism originally proposed by Freedman et al., (1986a). 
   
In the benchmark study of Noureddini and Zhu (1997) the heterogeneous nature of the methanolysis 
mixture was investigated by varying temperature and mixing intensity. The reaction was 
subsequently characterised by an initial mass transfer controlled region (slow), followed by a 
kinetically controlled region (fast) and finally another slow region as equilibrium was approached. At 
high mixing intensities and temperatures the duration of the initial period was found to diminish 
significantly and the experimental results were well described by the proposed second order model. 
 
Unlike Noureddini and Zhu (1997) Darnoko and Cheryan (2000b) described experimental results with 
three consecutive rate equations that were second order in the glycerides. Despite being 
mechanistically unrealistic the model provided a good fit to the experimental data.  
 
Komers et al., (2002) undertook a different approach to most researchers suggesting the reaction 
system consisted of 8 equations: the equilibrium formation of methoxide ion, three reversible 
second order reactions for methanolysis (Figure 4.2) and four saponification reactions (three 
glycerides and FAME). The 22% error between the proposed model and experimental data was 
attributed to the neglect of the permanent heterogeneity of the reaction mixture. 
 
Vicente et al., (2005b; 2006) conducted an in-depth investigation into the effect of mixing intensity, 
temperature and catalyst concentration on the kinetics of sunflower oil and Brassica Carinata 
methanolysis respectively. Like Noureddini and Zhu (1997) they recognised a two stage reaction 
regime. The first stage was classified as a mass transfer-controlled region while the second was Chapter Four    Optimisation of The Methanolysis Reaction 
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controlled by reaction kinetics. In the kinetic region three consecutive reversible second order 
reactions (Figure 4.2) were used. Using these reactions, the differential equations in Equation 4.1 
were developed.  
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Equation 4.1:  Governing set of differential equations characterising the stepwise conversion of TG to FAME (Noureddini 
& Zhu, 1997; Vicente et al., 2005b), A = Methanol, E = FAME and GL = glycerol. 
 
The difference in reaction rate constant order (Table 4.1) between Noureddini and Zhu (1997) and 
Vicente et al., (2005b) is most likely the result of the very low catalyst concentration used by 
Noureddini and Zhu (1997) and different data fitting algorithms.  
  
The work of Doell et al., (2008) sheds significant light on the methanolysis reaction as it separates 
mass transfer effects, reaction rate constants and solubility. This was achieved by maintaining a 
single phase throughout the reaction using a high methanol to oil ratio (26:1) and a sufficient 
quantity of the co-solvent THF. The kinetic expressions used were first order in methoxide ion 
concentration and glyceride concentration and reverse reactions were ignored. The removal of 
solubility effects in this study reveals that the rates of the three consecutive reactions are very 
similar. This aligns with the reaction mechanism as the three reactions are mechanistically similar.  
 
Unlike other researchers Stamenkovic et al., (2008) explicitly incorporated the heterogeneous 
nature of the reaction mixture by segregating their model into three sections. The first was a mass 
transfer equation based on interfacial area, as mass transfer limits reaction rate. In the second stage 
the pseudo second order mechanism proposed by Darnoko and Cheryan (2000b) was used while the 
final stage utilised the consecutive reversible reactions employed by most other researchers 
(Noureddini & Zhu, 1997; 2005b; Vicente et al., 2006).  Chapter Four    Optimisation of The Methanolysis Reaction 
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The purpose of this three stage model was to adequately describe the sigmoidal progress of the 
methanolysis reaction (see Figure 4.4). In the other studies shown in Table 4.1 the differential 
equations derived from the three stage consecutive reaction mechanism (Equation 4.1) result in a 
hyperbolic profile which will only provide a good fit to experimental data if the duration of the initial 
mass transfer stage is short, i.e.: high mixing intensity and temperature.  
Figure removed for copyright purposes 
Figure 4.4: Problems when fitting sigmoidal conversion data. Simulation 1 used a hyperbolic curve and simulation 2 a 
least squares approach (Kimmel, 2004).  
 
4.2.2  Nature of the Reaction 
The sigmoidal progression of the methanolysis reaction is caused by the self enhancement of the 
reaction rate during its course (Kimmel, 2004). This behaviour is typically observed in autocatalytic 
reactions in which the products catalyse the reaction. It is known that the methanolysis reaction 
does not proceed via an autocatalytic mechanism (Noureddini & Zhu, 1997), instead self 
enhancement is attributed to an increase in mass transfer (Stamenkovic et al., 2007).  
 
In the methanolysis reaction the triglycerides and methanol form two immiscible phases. Depending 
on the relative rates of reaction and diffusion, a number of reaction regimes are possible (Negi, 
2006): 
  Regime A: If the reaction rate is slower than the mass transfer rate, the reaction occurs in 
the bulk phase of one of the liquids, thus the reaction rate is limited by the solubility of one 
liquid in the other and the kinetic rate constants not the rate of mass transfer.  
  Regime B: If mass transfer is slower than the rate of reaction, the rate of mass transfer is the 
controlling factor. 
  Regime C: If the rate of reaction is very fast, the reaction takes place in the interface 
between the two liquids, i.e.: the film surrounding the dispersed phase droplets. In this case 
the overall reaction rate is determined by mass transfer limitations alone. 
It is hypothesised that the methanolysis reaction is a combination of regimes A and B. Initially the 
reaction is mass transfer limited (Regime B), however, as the reaction progresses the mass transfer 
limitations are overcome and the overall reaction rate can be described by the kinetic rate equation 
(Regime A).  
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The classification of different stages of the methanolysis reaction according to these type of regimes 
has been done less explicitly by other researchers, for example Nouredenni and Zhu (1997) 
identified three stages including: 
  Initial mass transfer limited phase 
  Second kinetically controlled regime 
  Third slower region 
 
Likewise, Stamenkovic et al., (2008) identified and used three separate equations to describe the 
three separate stages of reaction. To understand the nature of the reaction medium and the 
controlling factors for model development each proposed stage will be examined in turn.  
 
4.2.2.1  1st Stage 
Initially the methanolysis reactants (oil and methanol) form a biphasic mixture, with the low reaction 
rate widely attributed to mass transfer limitations between the two phases. Upon agitation, 
methanol becomes dispersed amongst the continuous oil phase (Gunvachai et al., 2007). As a result, 
some methanol dissolves in the oil phase and some oil dissolves in the methanol phase. Table 4.2 
provides a survey of solubility measurements from a number of researchers. These results are 
weight percentages of the methanol in oil after significant agitation. 
 
The mass transfer limitation raises the question of reaction location; does it occur in the dispersed 
methanol phase; the continuous oil phase or the interface between them? Many researchers locate 
the methanolysis reaction in the dispersed methanol phase (Vicente et al., 2005b; Vicente et al., 
2006; Stamenkovic et al., 2007; Stamenkovic et al., 2008). The reason for this is mechanistic with 
almost all of the catalytically active species (methoxide ion) residing in the methanol phase (Boocock 
et al., 1996; Boocock et al., 1998). 
Table 4.2: Solubility of oil and methanol mixtures 
Solubilty 
Temperature (°C) 
20  30  40  50  70  100 
Oil in methanol 
Soybean (Boocock et al., 1996)  -  ~0.7%
3  ~1%
4  -    - 
Rapeseed (Cerce et al., 2005)  ~0.5%  -  -  -  ~2%   
Methanol in oil 
Tallow (Ma et al., 1998a)   -  -  -  ~9%  ~12%  ~19% 
Rapeseed (Cerce et al., 2005)  ~6%  -  -  -  ~11%  - 
Soybean (Shimada et al., 2002)  -  ~6%
5  -  -  -  - 
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Despite these assertions, an investigation of catalyst concentration suggests reaction in the 
continuous oil phase is highly possible. Table 4.3 compares pseudo reaction rates in each phase 
when the methanol, catalyst and oil are first mixed. The pseudo reaction rates are calculated using 
the generic rate equation shown in Equation 4.2. In Table 4.3 it is assumed that k1 is equal in both 
locations as it is the same reaction, therefore, the pseudo reaction rate is found by multiplying the 
oil and catalyst concentration. 
 
 
] ][ [
] [
3 1
   O CH Oil k
dt
Oil d
 
Equation 4.2: Rate equation 
Due to the absence of experimental data, catalyst concentration was estimated from the work of 
Chiu et al., (2005). It was assumed that the distribution of catalyst between a mixture of glycerol, 
methanol and biodiesel (1:3:3 –molar basis) in some way represents a mixture of methanol and oil 
(6:1). The oil concentration was estimated from the work of Boocock et al., (1996) with an oil 
concentration in the methanol phase given as 5.7 g/L. 
Table 4.3: Comparison of reaction rates ~30°C 
Phase  [Oil] 
(Mol/L) 
 [CH3O
-] 
(Mol/L) 
Psuedo 
Reaction Rate 
Continuous (Non Polar)  0.9  0.008  0.007 
Methanol (Polar)  0.01  0.9  0.009 
The results suggest that the reaction rate in the dispersed methanol phase is approximately 20% 
faster than in the bulk phase. At 75°C this situation reverses with the rate in the bulk phase 
approximately 70% faster due to greater catalyst solubility in the oil phase. Given the assumptions 
and estimations involved in this assessment it is reasonable to suggest that the rates are at least of 
the same order of magnitude in both phases. This provides a strong challenge to the assumption 
made by many authors that the reaction occurs solely in the methanol phase.  
 
Regardless of the reaction location, the low rate in the first stage can still be attributed to mass 
transfer limitations. If the reaction occurs in the methanol droplets it is the rate of triglyceride 
transfer to the methanol droplet. If it occurs in the continuous phase it is the rate of methoxide 
transfer from the methanol droplet to the bulk phase that limits reaction rate. Initially, the 
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components (methanol, oil and catalyst) require significant agitation to reach the concentrations 
reported in Table 4.2 and Table 4.3. Thus, the first stage operates under Regime B, with mass 
transfer limiting concentration of the reactants and thus the reaction rate. 
4.2.2.2  2nd Stage  
As the reaction progresses, mass transfer limitations are overcome and the reaction is limited by the 
kinetic rate expression given in Equation 4.2.  Evidence for this can be seen in the work of 
Noureddini and Zhu (1997) who carried out kinetic investigations of soybean methanolysis at various 
mixing intensities (see Figure 4.5) and temperatures (see Figure 4.6). Analysis of these results 
highlights a significant delay before the start of the reaction. This delay corresponds to the mass 
transfer limited first stage operating under regime B.   
Figure removed for copyright purposes 
Figure 4.5: The effect of mixing intensity and time on overall conversion to methyl esters at 50⁰C. ( ) NRe=3100; ( ) 
NRe=6200; ( ) NRe=12400; ( ) NRe= 18600(Noureddini & Zhu, 1997) 
 
Figure removed for copyright purposes 
Figure 4.6: The effect of temperature and time on the overall conversion to methyl esters at NRe=3100. ( ) 30°C; ( ) 
40°C; ( )50°C; (●) 60°C; ( ) 70°C (Noureddini & Zhu, 1997). 
 
The duration of the first stage decreases with increasing agitation intensity (Figure 4.5) and 
temperature (Figure 4.6). Zhou and Boocock (2006a) suggest that the duration of the first stage is in 
fact a function of mixing intensity. As the agitation intensity increases, higher turbulence results in 
increased drop breakage giving rise to increased interfacial area and ultimately higher mass transfer 
rates between the two phases. Temperature, on the other hand, has the combined effect of 
reducing viscosity and increasing diffusion rates between the phases. The first increases turbulence 
and thus area for mass transfer, while the second directly increases the mass transfer rate.  
 
From Figure 4.5 it is also possible to demonstrate that the second reaction stage is kinetically 
controlled as the slope of the conversion curve (reaction rate) is unaffected by the mixing intensity. 
This indicates that mass transfer limitations are no longer existent (Noureddini & Zhu, 1997). On the 
other hand, the reaction rate does increase with temperature as shown by the increasing slope with 
temperature in Figure 4.6. Considering the general kinetic rate expression introduced in Equation 
4.2, temperature increases reaction rate by two mechanisms: 
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  Firstly, increasing the kinetic rate constant (k) according to the arrhenius expression in 
Equation 4.3 
  Secondly, increasing component solubility as shown in Table 4.2. 
RT
E
Ae T k

 ) (  
Equation 4.3: Arrhenius equation 
 
The absence of mass transfer limitations suggests the reaction is operating under Regime A. The 
work of Stamenkovic et al., (2007; 2008) confirms this designation with the reaction rate remaining 
constant despite the continued increase of interfacial area and thus mass transfer during this stage.  
 
In the first stage the overall reaction rate is limited by mass transfer. In the second stage an increase 
in mass transfer rate brings component concentrations to their saturation levels. This results in the 
reaction now being governed by the kinetic rate expression given in Equation 4.2. 
 
With an increase in mass transfer identified as the reason for reaction self enhancement, different 
authors have suggested various causes for its sudden increase. Noureddini and Zhu (1997) proposed 
that the FAME act as a co-solvent for the methanol and glycerides
6 such that a single phase is 
formed. This argument was supported by conducting settling experiments on the reaction mixture at 
different levels of conversion. Samples taken from the first stage separated into two phases, while 
samples taken during the kinetically controlled stage did not separate indicating a single phase had 
been formed.  
 
Other researchers suggested that the reaction intermediates: MG, DG as well as soap act as 
surfactants reducing coalescence. This creates a pseudo single phase emulsion characterised by 
increased surface area and greater mass transfer (1996; Boocock et al., 1998; Stamenkovic et al., 
2007; 2008).  
 
Zhou and Boocock, (2006a) further investigated this phase behaviour by using a dye to track the 
polar phase throughout the reaction mixture. It was observed that the reaction mixture transitioned 
from a biphasic mixture (methanol and triglycerides) to another biphasic mixture (FAME and 
glycerol) via a pseudo homogeneous stable emulsion. It was found that intense mixing was required 
to initiate the reaction (Regime B). If the mixing was insufficient the methanol and triglyceride 
separated, however, if mixing was sufficient an emulsion formed and mixing was no longer 
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necessary. Ma et al., (1999) also observed this phenomena in their investigation of beef tallow, 
noting that stirring was unnecessary after the reaction was triggered. 
 
The change in phase behaviour (single phase or pseudo single phase emulsion) identified by all of 
these authors causes the reaction to transition from a mass transfer limited regime (B) to a 
kinetically limited regime (A). At low temperatures (<30°C) the strong correlation between droplet 
size and reaction rate in the work of Stamenkovic et al., (2007) provides strong evidence of a 
pseudo-single phase emulsion. In this regime the increase in mass transfer is attributed to the lower 
rates of coalescence resulting from the surfactant effect of the MG and DG.  
 
At higher temperatures it is likely that the co-solvency effect of FAME and possibly MG and DG 
(Kimmel, 2004; Negi, 2006) contributes to the formation of an emulsion or even a single phase. This 
is supported by the ternary phase diagrams presented in Cerce et al.,(2005), Gunvachai et al., (2007) 
and Jachmanian et al.,(2007). Typically these show the methanol/oil/FAME mixture reaching 
homogeneity as the FAME concentration approaches 30-60%wt of the mixture.  
 
However, regardless of the actual mechanism by which the rate of mass transfer is increased it is 
clear that the methanolysis reaction transfers to a reaction that is controlled by chemical kinetics 
rather than mass transfer.  
4.2.2.3  Third Stage 
The removal of mass transfer limitations in the second stage results in conversion levels of up to 75-
80% in less than 1 minute at 65°C (Vicente et al., 2005b). After this point, however, the reaction 
rapidly slows again giving rise to the third stage.  
 
It was initially suggested that the reduction in rate may be due to catalyst consumption via the 
saponification reaction (Boocock et al., 1996). This was later rejected by the same group as it 
occurred in reactions catalysed by both hydroxides and methoxides, the latter characterised by 
much lower saponification rates (Boocock et al., 1998; Zhou & Boocock, 2006b). 
 
Others like Vicente et al., (2005a) and Noureddeni and Zhu (1997) have treated the reaction as a 
single phase. In their analysis of kinetic data, the mass transfer controlled region (1
st stage) and slow 
region (3
rd stage) are encapsulated in the rate constants (see Table 4.1). 
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In their investigations of phase behaviour and catalyst distribution in the methanolysis of soybean oil 
Zhou and Boocock (2006b, 2006a) identified the formation of two phases in the final stage. The 
formation of glycerol, which is immiscible with the FAME causes the separation of the second phase. 
The glycerol phase removes 90% of the catalyst from the reaction (Chiu et al., 2005; Zhou & 
Boocock, 2006b) significantly reducing the reaction rate in this final phase.  
 
Noureddini and Zhu (1997) demonstrated that the third stage is not affected by mass transfer as 
reaction rates were not affected by different levels of agitation. With this in mind it is likely that 
after ~70-80% conversion a glycerol rich phase forms breaking the pseudo-single phase emulsion 
and dissolving up to 90% of the catalyst. The preferential solubility of the catalyst in the glycerol 
phase results in a drop in catalyst concentration in the oil phase. This phase contains almost all of 
the un-reacted triglycerides and thus this separates the two reacting species.  
 
The drop in catalyst concentration rapidly curtails the reaction rate causing the slow approach to 
equilibrium observed in most kinetic studies. Unlike the first stage the reaction rate is not limited by 
mass transfer above a minimum level of agitation that maintains the glycerol in dispersion, however 
the rate is limited by the solubility of the catalyst in the continuous phase and the glycerides in the 
dispersed polar phase.  
4.3  Model Development 
The preceding analysis of the methanolysis reaction provides significant insights and simplifications 
for the modelling of the methanolysis reaction.  
 
In most industrial operations the temperature for methanolysis reaction is conducted between 50 
and 70°C under significant mixing. Under these conditions it is reasonable to assume that the effects 
of mass transfer limitations in the first stage are limited (Vicente et al., 2005a; Vicente et al., 2006). 
In the second stage the absence of mass transfer limitations allows the reaction to be treated as a 
single phase. Consequently, both the first and second stages of the reaction can be adequately 
described by second order kinetics models available in literature and listed in Table 4.1. 
  
In the third stage the separation of the mixture into two phases requires the introduction of a two 
phase model. This two phase model can be simplified by removing the effect of mass transfer if the 
reaction is sufficiently mixed. The aim of the two phase model will be to evaluate the flow regime in 
a particular biodiesel reactor design to ensure that the glycerol phase remains dispersed.  
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These simplifications represent a novel approach to modelling the methanolysis reaction allowing 
the model to be split into different parts.  
4.4  Conclusion 
In this chapter, a thorough examination of the methanolysis reaction has provided two clear insights 
for the development of a novel model: 
  At industrial conditions, the reaction medium in the first two stages of the reaction can be 
treated as a single phase liquid in which mass transfer and solubility are ignored 
  The final stage of the reaction must be operated at flow conditions that ensure adequate 
dispersal of the glycerol phase amongst the oil phase.  
 
These two insights form the foundation of the model development process described in chapters 
five and six. In chapter five a CFD model is developed of the Bluediesel PTY LTD tubular reactor. The 
reaction medium enters the tubular reactor in the third stage of the reaction, where two phases are 
present. Before this, the reaction quickly reaches almost 70-80% conversion in the mixing tank and 
pumps that feed the reactor. The rapid rate of reaction in the mixing tank is due to the 
homogeneous nature of the reaction medium established in this chapter (1
st and 2
nd Stage). 
 
With this in mind, the ultimate aim of the coming chapter is to develop a two phase model to 
encapsulate the flow behaviour of the reaction in the third and final stage. The purpose of this 
model is to ensure adequate dispersion of the two phases at different flow conditions in the tubular 
reactor, so that mass transfer limitations can be assumed to be negligible. 
 
Chapter six uses the information within this chapter to develop both batch and continuous models 
of the methanolysis reaction for optimisation. These models use the kinetic data available in the 
literature (Table 4.1) and assume that the reaction is a single phase.  
 
By combining these models it is possible to optimise the reactor by comparing conversion levels at 
different residence times and temperatures in either mixed tank or plug flow reactors. The CFD 
model developed in chapter five is then used to ensure that the optimum reaction conditions create 
a flow regime that does not nullify the assumptions used in the kinetic model.  
 
The analysis and conclusions for model development contained in this chapter represent a novel 
approach to modelling the methanolysis reaction for the purposes of reactor optimisation 
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5  CFD Model Development 
 
Chapter Five 
CFD MODEL DEVELOPMENT 
Key Points: 
o  Introduction to CFD modelling 
o  CFD model development in ANSYS CFX 
o  Parametric studies and validation of model with experimental data 
5.1  Introduction 
In chapter two of this thesis a new production concept was put forward to address the economic 
and sustainability issues associated with current large scale biodiesel production. The novelty of this 
concept was locating small scale biodiesel plants (1-5 million L/yr) in existing regional industry hubs 
to provide guaranteed markets for products from the production process. By definition this concept 
loses the advantages associated with economies of scale. To address this deficiency an optimisation 
process was initiated in chapter two that focused on the reactor at the heart of the biodiesel 
production system.  
 
Chapter three formed the foundational step in this optimisation process as it was first necessary to 
determine which biodiesel production pathway should be chosen and subsequently optimised. After 
an extensive literature review of biodiesel technology, homogeneous catalyst technology was 
chosen as the most viable option at the time of writing. In chapter four a strategy to optimise this 
technology was developed on the basis of an in-depth analysis of the homogenous catalyst reaction 
medium.  
 
In this chapter a CFD model is developed for homogeneous catalyst reactor technology used in 
biodiesel production. According to the author’s knowledge this is the first time that CFD has been 
applied to biodiesel production technology – especially the reactor. It represents the central novelty 
of this thesis and provides a foundational body of knowledge that can be applied to other types of 
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model is to adequately represent the flow characteristics that are masked if one only considers the 
kinetics. 
  
The basis of the modelling work in this chapter is the tubular reactor developed by Bluediesel PTY 
LTD. This reactor technology achieves high conversions (>98%) in short residence times (~20min) 
through the use of high temperatures (>80°C). Using this reactor it was possible to not only guide 
but also validate the modelling work.  
 
The first section of the chapter provides some background to ANSYS CFX, the CFD modelling tool 
used in this thesis. Following this, a summary of the findings in chapter four are combined with 
experimental results to guide model development. Using these two guides a CFD model is 
subsequently developed for the dispersed flow regime present in the reactor. The modelling process 
focuses on the use of sensitivity analysis to determine appropriate settings.  
5.2  ANSYS CFX 
In chapter four CFD modelling was chosen as the most suitable tool to investigate the effects of 
reactor geometry and operating conditions on the methanolysis reaction. “Computational Fluid 
Dynamics or CFD is the analysis of systems involving fluid flow, heat transfer and associated 
phenomena such as chemical reactions” (Versteeg & Malalsekera, 2007). In this field, advanced 
commercial software packages have been developed to handle a range of complex modelling 
problems. 
 
The physics of almost any fluid flow and heat transfer phenomenon is governed by three 
fundamental principles, namely:  
  Conservation of mass 
  Conservation of momentum (Newton’s second law), and 
  Conservation of energy  
 
These three principles and their associated boundary conditions may be expressed mathematically 
in the form of integral or partial differential equations (PDE) (Douglas et al., 2005). Computational 
Fluid Dynamics (CFD) software solve for fluid flow by iteratively solving the algebraic forms of these 
underlying PDE (Kuzmin).  
 
All CFD software packages have three basic components: a pre-processor, solver and post-processor. 
The solver is the heart of the CFD system providing the solution to the governing flow equations over Chapter Five    CFD Model Development 
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the computational domain. The pre-processor and post-processor form the front and back ends of 
the solver providing the user-machine interface for definition of the computational domain and 
viewing of results respectively (Douglas et al., 2005).  
 
Figure 5.1: CFD software architecture 
 
Versteeg and Malalsekera (2007) outlined the general operations carried out in each of the three 
components of the software package. For many CFD users the solver is treated as a black box with 
the pre-processor allowing intuitive input of data and the post-processor visualisation of results. On 
top of the typical operations of a pre-processor most software packages provide the user with a 
suite of models (e.g.: turbulence and chemical reactions) to cover a wide range of flow conditions. 
Experience is needed when choosing the appropriate model for the problem at hand.  
 
The numerical solutions obtained by using a CFD solver for a flow problem represent the values of 
the physical variables at different points in the flow field. Post processors provide the user with an 
extensive range of options to interpret the results including a suite of visualisation techniques, table 
construction, complex calculation and report generation tools.  
 
A range of different CFD software packages are available. The distinguishing features of these are 
the nature and structure of the solver codes and the layout and features of both pre- and post- 
processors. ANSYS CFX and FLUENT enjoy a lion’s share of the commercial CFD market and in 2006 
FLUENT was purchased by ANSYS. Consequently both CFX and FLUENT are incorporated into the 
ANSYS workbench software package. As a result they share a common pre-processor and post-
processor, while; the solver is unique to each code. 
 
ANSYS CFX was chosen for use in this project because it can handle multi-phase flow with chemical 
reactions, is well supported and offered at a significant discount for research use. Since the 
underlying equations that govern fluid flow and their associated solvers have already been 
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developed it is not necessary to ‘re-invent the wheel’ in this study. Appendix C, however, does 
provide an introduction to the governing equations of fluid flow to provide some insight into the 
modelling process.  
5.3  Model Development 
The substantial capabilities of the ANSYS CFX software package make it possible to model a 
significant number of complex flows in a wide variety of geometries. These abilities, however, are 
meaningless if the physics of the flow problem have not been understood. That is, if the flow 
problem is described incorrectly the results are meaningless at best and misleading at worst. The 
discussion that follows firstly reviews the conclusions reached in chapter four and secondly 
examines the experimental results from flow visualisation studies to provide a basis for model 
description. In this particular case the experimental results serve not only as a guide for model 
development but also a means of qualitative validation.  
5.3.1  Reaction Medium 
In chapter five, investigations into the homogeneous catalysed methanolysis reaction highlighted the 
complex nature of the reaction mixture. In essence the methanolysis reaction is multiphase with the 
composition and thus the nature of the two phases changing during the course of the reaction. The 
reaction progression is thus affected by the underlying methanolysis kinetics, mass transfer between 
the two phases and the solubility of components in each phase. Studies into the phase behaviour 
have identified the reaction transitioning from a two phase mixture (methanol and oil) to another 
biphasic mixture (FAME and Glycerol/methanol) via a pseudo single phase emulsion. 
 
This investigation yielded two clear implications for model development: 
  At high agitation and temperatures greater than 60°C, the first two stages of the reaction 
(<80% conversion) can be treated as a single phase governed by second order reaction 
kinetics. 
  The final stage of the reaction (>80% conversion) must be treated as a two phase mixture, 
however, if the glycerol phase is dispersed, the mass transfer rate is not the limiting 
mechanism instead the reaction is controlled by component solubility and reaction kinetics. 
 
In the Bluediesel PTY LTD production system a ‘pseudo two stage’ reactor is used, the first stage is a 
pump mixed agitation tank that mixes the reactants (oil, methanol and methylate) and the second a 
tubular reactor (Figure 4.1). Unlike traditional two stage processes (see chapter three) there is no 
inter-stage separation of glycerol, thus the name ‘pseudo two stage’. The mixing tank operates in Chapter Five    CFD Model Development 
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excess of 60°C, causing the first and second stages of the reaction to occur rapidly. This corresponds 
to the first implication listed above which suggests the use of CFD modelling for the mixing tank is 
unwarranted. In fact, it would be possible to describe the reaction progression by solving a second 
order kinetic expression, as in Noureddini et al., (1997) using a software tool such as MATLAB.  
 
This second order model could be extended to the third reaction step, however, the high difference 
in density can result in the glycerol laden polar phase (glycerol, methanol and catalyst) separating 
from the non-polar phase (FAME and un-reacted oil) causing the reaction to cease prematurely. This 
is especially true for tubular reactors in which the flow can stratify on long straight runs with 
insufficient turbulence.  
 
CFD modelling was identified as an excellent tool to investigate the flow behaviour of the two 
phases in tubular reactors during the final stage of the reaction. The development of a CFD model 
allows different reactor designs (diameter and length) and operating conditions (flow-rate) to be 
easily trialled. The remainder of this chapter firstly introduces the experimental work conducted in 
the tubular reactor and secondly discusses the subsequent CFD model development.  
5.3.2  Flow Visualisation  
5.3.2.1  Method and Materials 
To provide qualitative direction and validation for the CFD model, the novel high temperature and 
pressure tubular reactor developed by Bluediesel PTY LTD was used to conduct flow visualisation 
studies. The reactor consists of numerous straight runs (5.8m) followed by tight (180°) bends 
constructed out of stainless steel tubing (10.26mm Internal diameter). The 6m tube lengths are 
joined by Swagelok unions containing turbulator devices. Before the tubular reactor a mixing tank is 
present in which the first two stages of the reaction rapidly occur (see Figure 4.1). As a result, the 
reactants typically enter the tubular reactor, in excess of 80% reacted and thus in the final stage of 
the reaction.  
  
Figure 5.2: Flow visualisation equipment 
 
To allow visualisation of the fluid flow, a 4m run of thick walled (2.5mm) borosilicate glass tube was 
plumbed into the midpoint of the reactor via three isolating valves (see Figure 5.2). This tube had an Chapter Five    CFD Model Development 
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internal diameter of 11mm which was required to achieve a pressure rating in excess of 300psi
1. The 
tube was joined together and to the stainless steel tube using Teflon ferrules in Swagelok unions. 
Figure 5.2 depicts the experimental equipment with the thick lines representing the glass tube, the 
thin lines representing the stainless steel tube and the double vertical lines the unions between 
lengths. The three isolation valves made it possible to isolate the flow visualisation from the rest of 
the reactor (Figure 5.3). 
 
Figure 5.3: Three isolation valves and glass tubing 
5.3.2.2  Results 
The flow visualisation results are summarised in Table 5.1, with the associated videos of these 
results available in Appendix E. The results in the first row are for refined canola oil (<0.1% FFA) 
which was reacted with methanol at a ratio of 6:1 and a catalyst concentration (Potassium 
methylate) of 0.75% weight of oil. Food colouring (red, 50ml) was added to the mixing tank before 
the reactor to provide a clear distinction between the polar and non-polar phase. 
 
The final three rows are results for Refined Bleached Dried (RBD) coconut oil (Procter and Gamble, 
Australia) which had been reacted for a long period of time with methanol at a ratio of 5:1 and 
catalyst concentration (Sodium Methylate) 0.5% weight of oil. Food colouring (green, 50ml) was 
added to the mixing tank before the reactor to provide a clear distinction between the polar and 
non-polar phase. The food colouring preferentially dissolves in the polar phase and provides a simple 
but effective method for multiphase flow visualisation (Zhou & Boocock, 2006a).  
 
The flow-rate was controlled using a variable speed drive on the high pressure pump that drove the 
reaction medium through the reactor. The flow visualisations for representative conditions are 
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summarised in Table 5.1. The superficial flow velocities for each case were calculated using the 
volumetric flow-rate (4.9L/Hz) and tube diameter (0.011m).  
 
Table 5.1: Description of videos contained in the attached CD 
File Name  Description  Transition Speed  Variables 
Canola.wmv 
Canola Oil used as feedstock, 
video shows transition from 
dispersed flow to stratified flow 
and back again 
18-19 Hz  Methanol Ratio: ~6:1 
Catalyst: ~0.75% 
Heater Out Temp: 118˚C
2 
Reactor Out Temp: 84˚C 
Midpoint Temp: 101°C 
Coconut S_D.wmv 
Coconut oil used as feedstock, 
video shows transition from 
stratified to turbulent flow 
25 Hz  Methanol Ratio: 5:1 
Catalyst: 0.5% 
Heater Out Temp:115˚C 
Reactor Out Temp: 67˚C 
Midpoint Temp: 91°C 
Coconut Turbulator 
High Temp.wmv 
Coconut oil used as feedstock, 
video shows the effect of the 
turbulator at a number of flow 
velocities 
15Hz, but re-stratifies, 
25 Hz required for fully 
turbulent flow 
Methanol Ratio: 5:1 
Catalyst: 0.5% 
Heater Out Temp:115˚C 
Reactor Out Temp: 67˚C 
Midpoint Temp: 91°C 
Coconut Turbulator 
Low Temp.wmv 
Coconut oil used as feedstock, 
video shows the effect of the 
turbulator at a number of flow 
velocities 
<20Hz, but re-stratifies, 
>30 Hz required for 
fully turbulent flow 
Methanol Ratio: 5:1 
Catalyst: 0.5% 
Heater Out Temp:52˚C 
Reactor Out Temp: 44˚C 
Midpoint Temp: 48°C 
 
Tables 5.2 and 5.3 contain snapshots taken from the visualisation results described in the first two 
rows of Table 5.1 respectively. In both cases there is a transition from horizontal stratified flow to 
dispersed flow. For the canola oil feedstock the transition took place between 0.26
3 and 0.27m/s, 
while for the coconut oil feedstock this took place between 0.34 and 0.36 m/s. This significant 
difference can be attributed to the different methanol content in each case. 
   
                                                           
2 Temperatures are +/- 3°C 
3 Although three decimal places are recorded in the tables, two decimal places provide a more realistic value 
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Table 5.2: Canola stratified to dispersed flow visualisation results 
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Table 5.3: Coconut stratified and dispersed flow visualisation results 
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The coconut based runs were performed using a mixture of esters and glycerol that had been sitting 
in the two reactors since the previous plant shut down (4 months) as a result the majority of the 
methanol had evaporated. On the other hand the canola results were recorded during production 
and the majority of residual methanol still resided in the glycerol phase. 
 
The increased methanol content has a very limited co-solvency effect between the glycerol and 
methyl esters (Negi et al., 2006), however, it significantly reduces the density and viscosity of the Chapter Five    CFD Model Development 
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glycerol phase (compare Tables 5.6 and 5.7). This effect reduces the turbulent energy required to 
disperse the polar phase into the non-polar phase and thus explains the lower velocity required to 
achieve dispersion in the canola based results.  
 
Tables 5.4 and 5.5 show snapshots of the turbulator results videos. The effect of the turbulator can 
be clearly seen with the incoming stream stratified and the outgoing stream dispersed. These 
results, however, are counterintuitive as the low temperature case (Table 5.5) shows the turbulator 
creating a single phase in the low temperature but not the high temperature case at 10Hz (0.143 
m/s). This can be explained by the experimental method. The 10Hz (0.143 m/s) low temperature 
case was conducted as the speed was lowered from 30 Hz, however, in the high temperature case 
the speed was increased from 10Hz (0.143 m/s). As a result, it is highly likely that there is a 
hysteresis effect present as it takes time for the dispersed polar phase to drop out of the non-polar 
phase as the flow throughout the reactor transitions to stratified flow.  
 
Table 5.4: Coconut turbulator at high temperature 
0.143m/s with turbulator  0.215m/s with turbulator 
   
0.286 m/s with turbulator  0.286m/s 1.8m after turbulator 
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Table 5.5: Coconut turbulator at low temperature 
0.143m/s with turbulator  0.286m/s with turbulator 
   
0.358 m/s with turbulator  0.358m/s 1.8m after turbulator 
   
 
In the high temperature case the clarity of the non-polar phase and sharp distinction between 
phases (at 10Hz – 0.143 m/s) reflects the long time that the plant has been running at this low 
velocity. 
 
5.3.2.3  Viscosity and Density 
Apart from the tube diameter and flow velocity, the key variables that determine flow behaviour are 
the viscosity and density of the two phases. To measure these properties a sample of the reaction 
medium was taken and allowed to settle. The viscosity and density of each phase were measured 
from 30°C to 70°C at 3°C increments using a Stabinger viscometer. Appendix B contains these results 
as well as the correlations with temperature determined through data fitting. The relationships 
contained in Appendix B were extrapolated to the reaction midpoint temperature (Table 5.1) to 
provide the viscosity and density values shown in Tables 5.6, 5.7 and 5.8. 
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Table 5.6: Fluid properties for the flow visualisation results in Row 1 
Phase  Density 
(kg/m
3) 
Viscosity 
(cP) 
Polar   902.4  0.851 
Non-polar   809.0  1.113 
 
Table 5.7: Fluid properties for the flow visualisation results in Rows 2 and 3 
Phase  Density 
(kg/m
3) 
Viscosity 
(cP) 
Polar   982.3  2.297 
Non-polar   819  1.110 
 
Table 5.8: Fluid properties for the flow visualisation results in Row 4 
Phase  Density 
(kg/m
3) 
Viscosity 
(cP) 
Polar   1016.7  7.632 
Non-polar   853.4  2.271 
5.4  Discussion 
The flow visualisation results in the previous section show that the two phase flow regime varies 
significantly with flow velocity. At low velocities, the flow stratifies while at higher velocities the 
polar phase becomes dispersed in the continuous non-polar phase. The first is undesirable as it limits 
mass transfer, while the second represents the intended design with each phase having access to 
the other and component solubility being the only limitation in the final stage of reaction. When 
considering various tubular reactor designs (diameter and length) and operating conditions (flow-
rate) it is necessary to predict the flow regime to prevent stratification. 
   
In single phase flow, the dimensionless Reynolds number (Re), shown in Equation 5.1, is used to 
predict the onset of turbulent flow.  
m
pU D

m
TP = Re
 
Equation 5.1: Reynolds number 
 
To account for two phase flow, the volume averaged mixture densities (ρm ) and viscosities (µm) were 
used as shown in Equations 5.2 and 5.3 rc and rd is the volume fraction of the continuous and 
dispersed phase respectively. Typically the glycerol phase accounts for 15% of the reaction mixture 
volume and this value has been used in these calculations. The calculated Reynolds number for 
stratified, transition and dispersed flows for both the canola and coconut cases shown in Tables 5.2 
and 5.3 are provided in Table 5.9. Chapter Five    CFD Model Development 
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d d c c r r      m  
Equation 5.2: Volume averaged mixture density
 
d d c c m r r     
 
Equation 5.3: Volume averaged mixture viscosity 
 
Spriggs (1973) and many other authors suggest that true laminar flow exists below a Reynolds 
number  of 2000, with a transition from laminar to turbulent flow between Reynolds numbers  of 
2000 and 3000. By examining the calculated results in Table 5.9 is clear that this criterion provides a 
somewhat reasonable match with the transition to turbulent flow in this case, with numbers above 
2000 corresponding with the polar phase being dispersed as recorded in Tables 5.2 and 5.3. 
Table 5.9: Reynolds number 
Superficial Velocity  Reynolds 
Number 
Canola (Table 5.2) 
0.215 m/s (Stratified) 
  1812 
0.243 m/s (Transition)  2048 
0.272 m/s (Dispersed)  2293 
Coconut (Table 5.3) 
0.172 m/s (Stratified)  1239 
0.272 m/s (Transition)  1959 
0.358m/s (Dispersed)  2579 
 
The use of Reynolds number provides a reasonable initial design estimate of the flow regime at a 
particular design velocity for tubular reactors. Unfortunately, the Reynolds number cannot capture 
the behaviour of the flow in more complex reactor geometries. The application of CFD modelling to 
this particular problem will provide further insight into the effect of reactor design on flow regime 
and provide a foundation for other more complicated reactor geometries. The difficulty in applying 
CFD modelling to this particular problem centres on the complexity involved in predicting the 
transition between stratified and non-stratified (dispersed flow). That is, the CFD model must be 
either set up as a stratified flow problem (Vallée et al., 2008) or it must be setup as a dispersed flow 
problem (Walvekar et al., 2009).  
 
Although there is no known research into CFD models for two phase liquid-liquid flow in biodiesel 
production, there has been extensive work conducted into two phase flows of oil and water. In the 
oil and gas industry the oil is typically less dense and more viscous than the water phase (Hussain, 
2004), while in biodiesel production the polar phase is denser than the non-polar phase. The 
viscosity of the polar phase depends strongly upon the methanol content of the reaction mixture. Chapter Five    CFD Model Development 
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Despite these differences, it is worthwhile to examine this large body of knowledge from the oil and 
gas industry before developing the CFD model in this novel field.  
 
The work of Al-Wahaibi et al (2007; 2007; 2009b, 2009a) provides significant insight into the 
transition between horizontal stratified and dispersed flow. The fundamental hypothesis of these 
works can be summarised in the quote below: 
 
“When the flow rates of oil and water increase, interfacial waves appear which are initially long 
compared to the pipe diameter. These waves will grow until they reach a certain wavelength and 
amplitude at which point the crests will break and drops start forming.” (Al-Wahaibi & Angeli, 2007) 
 
The experimental results contained in Appendix E clearly show the onset of these waves as the flow-
rate is gradually increased. The instability generated by these waves continues to grow with 
increasing flow velocity until the polar phase is completely entrained in the non polar phase.  
 
In investigations using air and water for nuclear reactor design, Vallee et al., (2008) developed a 
transient two phase model in CFX that effectively modelled waves at the water/air interface. 
Walvekar et al., (2009), on the other hand used Fluent 6.2 to develop a model of dispersed oil-water 
turbulent flow in a horizontal tube.  
 
In this project it was decided that the focus should be on the dispersed flow phenomena as this is 
the desired flow regime in the reactor. The remainder of this chapter firstly discusses the 
development of a dispersed model and then records the sensitivity analysis used to determine the 
most appropriate model inputs. 
 
5.5  Dispersed Model 
The literature review in chapter five and the experimental results in Table 5.2 and Table 5.3 clearly 
show that two phases (polar and non polar) are present in the biodiesel reaction mixture during the 
final stage of the reaction. ANSYS CFX 12 provides functionality to model dispersed two phase flow 
in three dimensions, i.e., immiscible liquid droplets in other liquids, via two different methods: 
Eulerian-Eulerian and Lagrangian particle tracking. The latter is suitable for dilute multiphase flow 
with low dispersed phase volume fractions. In this case Eulerian-Eulerian multiphase flow was 
chosen because the polar phase volume fraction remains virtually constant at 15% in the final stage 
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5.5.1  Physics and Flow Model 
In ANSYS CFX Eulerian-Eulerian multiphase flows can be modelled as either inhomogeneous or 
homogeneous. The former refers to the case where separate velocity and other relevant fields exist 
for each fluid, while the latter refers to multiphase fluids which share these fields. In the 
inhomogeneous model the fluids interact via interphase transfer (momentum and mass) terms while 
in the homogeneous model the transfer of momentum and mass is assumed to be very large (ANSYS, 
2009a).  In biodiesel production the fluids do not share the same velocity field (see Table 5.2) so 
inhomogeneous multiphase flow has been chosen. The dispersed nature of the flow requires the use 
of the particle model to describe the interphase transfer terms.  
5.5.1.1  Phase Properties 
The preceding experimental work and recent papers from Stamenkovic (2007; 2008) clearly show 
that the polar phase is dispersed in the non-polar phase at a volume fraction of 15%. The work of 
Stamenkovic et al., (2007; 2008) reported the droplet diameter in the final stage of the reaction to 
be a constant value between 0.05 and 0.06 mm. Using this data the droplet diameter of the 
dispersed polar phase has been taken as 0.055 mm. To represent the non-polar and polar phases, 
two fluids were defined with the relevant density and viscosity values provided in Tables 5.6, 5.7 and 
5.8. These density and viscosity values correspond to 70-90% conversion coming into the reactor 
(see chapter seven).  
 
The non-polar phase was defined as a continuous phase while the polar phase was defined as a 
dispersed phase with a diameter of 0.055 mm.  
5.5.1.2  Turbulence Model 
Most flows of practical engineering interest are turbulent with the turbulent mixing of the flow 
dominating the behaviour of the fluid (MARNETcfd, 2002). This case is no exception as the Reynolds 
numbers in Table 5.9 indicate. As the velocity is increased the dispersion of the polar phase 
corresponds to the flow transitioning from laminar to turbulent.  
 
The instability created by turbulence renders the governing equations almost impossible to solve 
directly, consequently models have been developed to describe turbulence  (MARNETcfd, 2002). The 
basic assumption of these turbulence models is that the flow velocity and pressure can be described 
as a mean value with superimposed fluctuations.  This gives rise to the Reynolds Averaged Navier 
Stokes (RANS) equations, which are the underlying equation engine of CFD models, as explained in 
Appendix C. ANSYS CFX provides the user with a range of turbulence models including: 
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  One-equation models 
  Two-equation models 
  Stress transport models 
 
Two equation models are the most common with the k-ε 
4considered the industry standard 
(MARNETcfd, 2002). For this model k-ε is used as the base case while the k-ω and SST models are 
also tried to determine their effect on results.  
 
The difference in density between the two phases necessitates the modelling of buoyancy. ANSYS 
CFX provides the user with a model for buoyancy based on the density difference of the two phases. 
The reference density was set equal to the continuous phase density to simplify the form of the 
momentum equation (ANSYS, 2009b).  
5.5.1.3  Interphase Forces 
Besides the phase morphology, turbulence model and inclusion of buoyancy the key input into a 
dispersed multiphase simulation is the interphase momentum (force) transfer. In ANSYS CFX the 
particle model is used to encapsulate interphase transfer (ANSYS, 2009b). ANSYS CFX provides 
models for five different interphase forces including: 
  Drag force 
  Lift force 
  Virtual mass force 
  Wall lubrication force, and  
  Turbulent dispersion force 
5.5.1.3.1  Drag Force 
According to the work of both Hussain (2004) and Stanbridge et al., (1999) the drag force is the most 
influential interphase force in dispersed fluid flow. In ANSYS CFX the drag force per unit volume is: 
    =    (   −   ) 
Equation 5.4: Drag force per unit volume 
Where:  
   = Drag force per unit volume between phases α and β 
U = Velocity vector of phases α and β 
   = Drag coefficient determined from dimensionless drag coefficient CD: 
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    =
3  
4 
         −     
Equation 5.5: Ansys drag coefficient 
 
Where: 
CD= Dimensionless drag coefficient 
   = Volume fraction of phase β 
  = Density of phase α 
D = Particle diameter 
 
Different drag models for the dimensionless drag coefficient (CD) are available in CFX. Hussain (2004) 
applied the Ishii-Zuber drag model to the flow of oil and water as this correlation is applicable to 
general fluid particles (ANSYS, 2009b). The Ishii-Zuber correlation takes different forms depending 
on whether the polar phase is sparse or densely distributed. By comparison between experimental 
results and calculated values it was determined that the densely distributed model was being used, 
which is shown below in Equation 5.6. 
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Equation 5.6: Ishii Zuber (densely distributed model) (ANSYS, 2009b) 
 
Where: 
Rem=Mixture Reynolds number 
U= Velocity vector (subscript c and d refer to continuous and dispersed phase respectively) 
ρ= Density (subscript c and d refer to continuous and dispersed phase respectively 
µ= Viscosity (d,c and m refer to dispersed, continuous and mixture viscosity respectively) 
 
This model is similar to the Schiller Naumann drag model (ANSYS, 2009b) which is based on the drag 
law for a single sphere. For a single sphere the drag coefficient is 24/Particle Reynolds number (Rep) 
for low particle Reynolds number and a constant 0.44 above this level. The main difference with this 
model is that a mixture viscosity is used (see Equation 5.6).  This drag model is used in the base case, 
with others trialled to determine their effect on the model results.  Chapter Five    CFD Model Development 
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5.5.1.3.2  Lift Force 
The lift force acts in a direction perpendicular to the direction of relative motion of the two phases 
(ANSYS, 2009b). ANSYS CFX models lift force acting on a dispersed phase in the presence of a 
rotational continuous phase using the relationship shown in Equation 5.7. 
 
  
  =           −     ×     (  ) 
Equation 5.7: Lift force (ANSYS, 2009b) 
Where: 
Fc
L= Lift force on a continuous particle in a rotational continuous phase 
ρc= Continuous phase density 
CL= Lift coefficient 
U= Velocity of phase (subscripts c, β and α refer to the continuous and other phases) 
rd= Dispersed volume fraction 
 
ANSYS CFX provides three in-built models for the lift coefficient used in Equation 5.7: 
  Saffman Mei 
  Legrendre and Magnaudet 
  Tomiyama 
The user also has the ability to set the lift coefficient directly. The lift force is strongly dominated by 
the slip velocity between the phases and the curl of the continuous velocity (see Figure 5.4). The 
limited rotational flow phenomena in the tube suggest that this force will have a minimal effect as 
was observed by (Hussain, 2004), however, it will be trialed.  
 
Figure removed for copyright purposes 
Figure 5.4: Lift force (a) and virtual mass force (b) on dispersed phase particles (Ranade, 2002) 
 
5.5.1.3.3  Virtual Mass Force 
When a dispersed phase particle accelerates relative to the continuous phase, some part of the 
surrounding continuous phase is also accelerated as shown in Figure 5.4b. This extra acceleration of 
the continuous phase has the effect of added mass or added inertia (Ranade, 2002). As a result, the 
force associated with this phenomenon is referred to as the virtual mass force. ANSYS CFX 
implements the virtual mass force in the form shown in Equation 5.8. Chapter Five    CFD Model Development 
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   =          
    
  
−
    
  
  
Equation 5.8: Virtual mass force (ANSYS, 2009b) 
Where: 
Fc
VM= Lift force  
rd= Dispersed volume fraction 
ρc= Continuous phase density 
CVM= Virtual mass coefficient 
DdUd/Dt= Acceleration of dispersed phase (subscript c refers to continuous phase)  
 
Equation 5.8 shows that the magnitude of the virtual mass force is dominated by the relative phasic 
accelerations.  
5.5.1.3.4  Wall Lubrication Force 
ANSYS CFX also provides a model for the wall lubrication force which attempts to encapsulate the 
phenomena of the dispersed flow concentrating in a region close to the wall but not immediately 
adjacent to the wall. This has been trialed in the model, however, using Hussain’s (2004) work as a 
guide it is unlikely to strongly affect the results. 
 
5.5.1.3.5  Turbulent Dispersion Force 
The turbulent dispersion force depends on the kinetic energy of the turbulence in the continuous 
phase (Hussain, 2004). ANSYS CFX provides both the Favre averaged model and the Lopez de 
Bertodano model for the turbulent dispersion force. The latter was one of the original models for 
the turbulent dispersion force , however, it is not possible to recommend universal values of CTD and 
the more universal Favre averaged drag model is recommended where appropriate values of CTD are 
unknown (ANSYS, 2009b). 
 
 
5.5.1.4  Base Case 
In the base case (Table 5.10) the lift, virtual mass, wall lubrication and turbulent dispersion force 
were not included, however, in the sensitivity analysis that follows the effect of these different 
models are determined and analysed.  
 
The base case for model development is summarised in Table 5.10. 
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Variable/Setting  Typical Value 
Dispersed droplet diameter  0.055mm 
Fluid Physical Properties  Table 5.7 
Free surface model  None 
Homogeneity  inhomogeneous 
Turbulence  
(Fluid dependent) 
Continuous: k-Epsilon 
Dispersed: Dispersed phase zero equation 
Surface tension coefficient  0.0292 J/m
2 
Drag Force  Ishii-Zuber 
Lift Force  None 
Virtual Mass Force  None 
Wall Lubrication Force  None 
Turbulent Dispersion Force  None 
 
The surface tension coefficient was required for the Ishii-Zuber correlation and was taken from 
(Allen et al., 1999).  
5.5.1.5  Boundary Conditions 
The boundary conditions for this model are summarised in Table 5.11. For the studies performed, 
the inlet turbulence intensity was set at 5% which is typical for pipe flows (Abraham et al., 2008). 
The outlet pressure was set at 20 psi, however, the magnitude of this pressure had a negligible 
effect on the results. 
 
Table 5.11: Boundary conditions 
Boundary  Value 
Inlet (Normal speed)  0.358ms
-1 
Outlet (Average Static Pressure)  20psi 
Tube wall  Smooth, no-slip wall 
 
5.5.2  Error and Uncertainty 
Before conducting parametric studies using the base case defined in Table 5.10 it is necessary to 
consider different sources of error and uncertainties in the model and determine how these can be 
minimised. In the best practice guidelines from MARNET CFD (2002) error was defined as a 
‘recognisable deficiency that is not due to a lack in knowledge’ while an uncertainty  was defined as 
a ‘potential deficiency that is due to a lack of knowledge’. 
 
Using the American Institute of Aeronautics and Astronautics (AIAA)  guidelines Versteeg and 
Malalsekera (2007) identified numerical errors, coding errors, user errors, input uncertainty and 
physical model uncertainty as the main sources for a lack of confidence in CFD modelling results.  
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5.5.2.1  Coding and User Errors 
Coding and user errors can be the most difficult to find, however, with a well tested code and an 
experienced user these are unlikely. Due to the commercial and highly developed status of ANSYS 
CFX it has been assumed that coding errors are negligible. Likewise, the experience gained over the 
duration of this project through continued exposure to this particular problem, training from ANSYS 
and interaction with experts has reduced the user errors to negligible levels. 
 
The remaining categories deserve further attention and are considered in the following sections, 
which are based on the work of Versteeg and Malalsekera (2007). 
 
5.5.2.2  Numerical Errors 
Numerical errors arise from the very nature of CFD in which systems of non-linear partial differential 
equations are solved in discretised form on meshes of finite time steps and finite control volumes 
that cover the region of interest and its boundaries. Three types of numerical errors are generally 
recognised including: 
  Round-off error 
  Iterative convergence error  
  Discretisation 
 
Round-off errors arise from the digital representation of real numbers. Computers store numbers 
with a finite number of significant digits, known as machine accuracy. This can be increased by 
choosing double precision and ensuring careful arrangement of floating point arithmetic.  
 
The discretised equations have an exact solution; however, limited computational and time 
resources mean that users must commonly suffice with a solution that is ‘close enough to 
convergence’. In ANSYS CFX this ‘level of convergence’ is measured through global residuals that are 
the domain averaged normalised absolute value of the local residuals (ANSYS, 2009a). In the ANSYS 
CFX training it was suggested that the RMS residuals should be less than 10
-4 for all sets of equations 
(ANSYS, 2007, 2009a). Furthermore, the ANSYS CFX solver modelling guide suggests that global 
imbalances or conservation targets are less than 1% (0.01) (ANSYS, 2009a). In this project the 
standard convergence criteria are used, however, in the parametric studies the effect of tightening 
these is examined. 
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Discretisation errors are due to insufficient time (time step) and space (meshed geometry domain) 
resolution as well as the truncation of the Taylor series approximations at each control volume (see 
Appendix C). The errors from these local sources (control volume) are propagated (amplified, 
advected and diffused) throughout the solution domain. According to the solver theory guide, the 
two most effective ways to reduce these sources of error are: 
 
“to increase the order accuracy of discrete approximations, e.g., use high resolution rather than 
upwind difference advection scheme and reduce the mesh spacing in areas of rapid solution 
variation” (ANSYS, 2009b) 
 
The latter is typically achieved by conducting a mesh independence study in which the mesh is 
continually refined and the base case run until it has no noticeable effect on the solution variables of 
interest. There is, however, a trade-off between resolution and solution time, consequently it is 
common that in the areas of the domain in which the variables do not change significantly the mesh 
is coarse, while in areas where variables change rapidly, e.g., near a wall, the mesh is much finer. In 
this project a mesh independence study has been conducted and the effect of advection scheme on 
the results is also investigated. 
 
5.5.2.3  Input Uncertainty 
Having considered sources of numerical error and identified methods for minimisation of error in 
this particular project it is necessary to consider the two sources of uncertainty: input uncertainty 
and physical model uncertainty. Input uncertainty is associated with differences between the real 
flow and the problem definition in a CFD model (Versteeg & Malalsekera, 2007). Data input can be 
broken into three areas:  
  Domain Geometry 
  Boundary conditions 
  Fluid properties 
 
Differences between the real flow domain e.g., tube, and the geometric domain used in the CFD 
model will always exist. Commonly these are the result of simplifications required for adequate 
meshing and the inability to model wall roughness. In this particular case the simple geometry 
reduces this level of uncertainty. The major simplification for the tube in this model is the treatment 
of the unions between glass tubes, which create a slight bump in comparison to the glass wall of the 
tube. The effect of this simplification has been assumed to be minimal.  Chapter Five    CFD Model Development 
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Apart from the shape and surface state of solid boundaries, it is also necessary to specify the nature 
and magnitude of input and output fluxes through the openings and walls of the model. This 
represents a particular challenge to CFD modelling and typically information available at the surface 
or opening of the model needs to be matched with a limited set of available boundary types in the 
model definition (Versteeg & Malalsekera, 2007). On top of this, the information available for the 
locations in question is typically partial at best.  
 
This work is no exception as the inlet has been defined as a flow with an average velocity and a 
specified level of turbulence intensity typical for pipe flow (Abraham et al., 2008), the tube has been 
modelled as a smooth wall and the outlet an average pressure. The uncertainty with the boundary 
conditions in this problem is mainly due to the inlet velocity profile as the pressure does not have a 
major effect on the flow.  
 
The uncertainty of the fluid properties has been addressed by conducting density and viscosity 
measurements of the two phases. This has served to reduce the contribution of this uncertainty to 
acceptable levels for this project.  
5.5.2.4  Physical Model Uncertainty 
To capture complex flow phenomena in a computationally economic manner CFD involves the use of 
semi-empirical physical models. The most pertinent models in relation to this project are the semi-
empirical turbulence models used to describe turbulent flow in the RANS equations. The empirical 
nature of these sub-models, the experimental uncertainty of the sub-model constants and the 
appropriateness of the chosen model for the flow to be studied all contribute to the level of 
uncertainty associated with the adequacy of the physical flow model. This source of uncertainty is 
further addressed in the comparison between different turbulence models; however, the use of the 
industry standard k-ε in the base case provides a good starting point.  
5.5.3  Geometry and Mesh Independence   
The flow domain of the biodiesel reactor was developed in ANSYS Design Modeller by extruding a 
sketch with the internal diameter (11mm) of the reactor tube.  Both the tube length and the 
diameter were setup as parameters to allow easy variation and sensitivity analysis. This flow domain 
mimics the experimental setup and is representative of the entire reactor except the bends and 
turbulators.  
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A three dimensional mesh for the tube was developed using the ANSYS meshing tool in Workbench 
12. The nature of the tube lends itself to sweep meshing with the level of refinement determined by 
the face mesh controls and the number of sweep divisions. As stated above a major source of 
discretisation error is the nature of the mesh. In the mesh independence study that follows the 
mesh has been systematically refined and the base case subsequently ran to examine the effect of 
the mesh on the values of key volume fractions at different locations in the tube. The polar phase 
volume fractions have been chosen as they indicate the level of stratification.   
 
The results of the mesh independence study for the face controls of a 1m tube are shown in Table 
5.12. Each of these different face mesh cases had 100 divisions (lengthwise) and was solved using a 
conservative automatic timescale. Each row of the table records the face controls, number of 
elements, time taken, Y+
5 value and results for each case. The results are summarised by the three 
variables PPV Top, PPV Middle and PPV Bottom. These stand for the line averages of the Polar Phase 
Volume fraction (PPV) at the locations (black lines) shown in Figure 5.5. 
 
Figure 5.5: Lines for polar phase volume fraction measurement  
Initially a tetrahedron mesh was applied with only a face size
6 control (rows  1-3). Row 4 shows that 
the inclusion of inflation, to provide a finer mesh at the boundary layer, had a significant effect on 
the three key variables. Rows 5 to 8 show the effect of continual refinement of the boundary layer 
through the use of tighter inflation controls on the mesh. This continual refinement is best reflected 
                                                           
5 Non dimensional wall distance for a wall bounded flow, it reflects the level of refinement of mesh near a wall 
with smaller values indicating higher refinement 
6 For swept meshing, a face mesh pattern is developed and this is then swept through the rest of the body, the 
size of the elements is determined by face size controls with Ex referring to the expansion factor for inflation Chapter Five    CFD Model Development 
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in the decreasing Y+ value for the non-polar phase.  Figures 5.6 to 5.9 depict the face mesh structure 
for the mesh controls described in rows 1,4,5 and 7 of Table 5.12.   
Table 5.12: Mesh refinement (Face Controls) 
Row 
# 
Face Controls 
Number of 
Elements 
PPV 
Top 
PPV 
Middle 
PPV 
Bottom 
Time 
(mins) 
Y+ Non-
polar 
phase 
1  Face Sizing: 0.0004m  75 600  0.0511  0.1501  0.2968  17  9.4 
2  Face Sizing: 0.0003m   121 900  0.0428  0.1501  0.3417  31  7.1 
3  Face Sizing: 0.0002m   189 000  0.0365  0.1500  0.4247  57  4.9 
4  Inflation: 10 layers, Max thickness = 3mm, EX 1.2 
Edge Sizing: 80 divisions (hard) 
Face Sizing: 0.0003m  
114 800  0.0462  0.1500  0.5866  62  2.0 
5  Inflation: 20 layers, Max thickness = 3mm, EX 1.1 
Edge Sizing: 80 divisions (hard) 
Face Sizing: 0.0003m 
196 500  0.0479  0.1500  0.6960  129
7  0.8 
6  Inflation: 25 layers, Max thickness = 4mm, EX 1.1 
Edge Sizing: 80 divisions (hard) 
Face Sizing: 0.0002m 
238 300  0.0497  0.1500  0.7095  113  0.6 
7  Inflation: 30 layers, Max thickness = 5mm, EX 1.1 
Edge Sizing: 80 divisions (hard) 
Face Sizing: 0.0001m 
307 200  0.0530  0.1500  0.7206  126  0.5 
8  Inflation: 30 layers, Max thickness = 3mm, EX 1.1 
Edge Sizing: 80 divisions (hard) 
Face Sizing: 0.0003m 
270700  0.0608  0.1500  0.7405  294
7  0.3 
 
Although it would be possible to continually refine the mesh to the point that little change was 
noticed, the simulation time becomes excessive. Furthermore, the face meshes that had further 
resolution near the boundary wall had high aspect ratios that caused instability in some cases. In 
light of the results shown in Table 5.12 a middle ground between simulation time and accuracy was 
chosen in the mesh given in row 5.  
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Figure 5.6: Face mesh row 1 
 
Figure 5.7: Face mesh row 4 
 
 
Figure 5.8: Face mesh row 5 
 
Figure 5.9: Face mesh row 7 
 
The level of mesh refinement is also affected by the number of sweep divisions in the mesh (these 
determine the thickness of the face mesh cells throughout the volume). Table 5.13 compares the 
results of simulations that have different sweep divisions using the face mesh shown in Figure 5.8. 
The number of sweep divisions has a minor effect on results as can be seen by comparing the PPV 
bottom variable in rows 1, 2 and 3 which represent cases with 50, 100 and 200 divisions respectively. 
To minimise solution times, 100 divisions will be used for 1m lengths and 50 divisions per meter will 
be used for the 4m and longer tube runs.  
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In CFD simulations a higher number of elements (control volumes) results in a longer solution time, 
however in both Table 5.12 and Table 5.13 there are some discrepancies in the correlation between 
the number of elements and solution time. This can firstly be explained by mesh structure, that is, a 
mesh with a higher aspect ratio (inflation) will take longer to solve than a lower aspect ratio mesh 
(standard tetrahedron mesh without inflation). The second reason for this discrepancy is the 
presence of initial conditions. In some cases, initial conditions were translated from the old mesh to 
the new mesh, however, other times this was not possible.  
 
Table 5.13: Sweep divisions 
 
To further reduce computational time, tubes are typically split in half and a symmetry plane is 
inserted (Hussain, 2004). This halves the number of control volumes and therefore essentially halves 
the number of equations to be solved at each iteration.  Row 4 of Table 5.13 provides the results 
from a simulation with the chosen face mesh on a half tube. Comparing the polar phase volume 
fractions to row 5 of Table 5.12 there is less than 4% (top fraction) difference between the two 
results. Ignoring the effect of initial conditions these simulations can be up to twice as fast as those 
for a whole tube, consequently, a half tube will be used for parametric studies.  
 
5.5.4  Solver Control 
As highlighted in section 0 solver control can also have a significant effect on the uncertainty of the 
results. Table 5.14 provides the results for simulations that investigated the effect of convergence 
criteria, time scale and advection scheme. Row 1 is a copy of row 5 from Table 5.12 and is provided 
as a reference. In row 2 the imbalance convergence criteria
8 was increased from 0.01 to 0.0001 
which changed the results by approximately 1.7%. Tightening the convergence by decreasing the 
residual limit from 10
-4 to 10
-6 had a similar effect. Increasing the timescale (rows 4 and 5) 
                                                           
8 The imbalance and residuals are measures of the level of convergence in the Navier stokes equations and 
represent the imbalance between in and out flows and the average of the error respectively 
Row 
# 
Sweep Divisions  Number of 
Elements 
PPV 
Top 
PPV 
Middle 
PPV 
Bottom 
Time 
(mins) 
Y+ Non-
polar phase 
1  50  98 250  0.0489  0.1500  0.7058  100  0.8 
2  100  196 500  0.0479  0.1500  0.6960  129  0.8 
3  200  393 000  0.0480  0.1500  0.6963  213  0.8 
4 Half 
Tube 
 
Inflation: 20 layers, Max 
thickness = 3mm, EX 1.1 
Edge Sizing: 40 divisions (hard) 
Face Sizing: 0.0003m 
Sweep Divisions: 100 
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significantly reduced the solution time with results similar to those with tighter convergence criteria. 
Finally changing the advection scheme from high resolution to the less accurate upwind scheme 
(row 7) affected the results by more than 50%.  
 
Table 5.14: Solver control  
Row#  Solver Control  Timescale 
(s) 
PPV 
Top 
PPV 
Middle 
PPV 
Bottom 
Time 
(mins) 
1  Reference 
Imbalances: 0.01 
Residuals: 10^-4 
Timescale:  
Advection scheme: High resolution 
0.0382  0.0479  0.1500  0.6960  129 
2  Imbalance limit tightened from 0.01 
to  0.0001 
0.0382  0.0484  0.1500  0.7078  217 
3  Residual limit tightened from 10
-4 to 
10
-6  0.0382  0.0488  0.1500  0.7092  444 
4  Time scale increased from 0.0319s 
to 0.319s 
0.319  0.0487  0.1500  0.7087  36 
5  Time scale decreased from 0.319s to 
0.1s 
0.1  0.0486  0.1500  0.7085  79 
6  Advection scheme changed to 
upwind 
0.0382  0.0765  0.1500  0.6081  140
9 
 
These investigations into mesh refinement and solver control, summarised in tables 5.12 to 5.14, 
have shown that the advection scheme and face mesh resolution are most influential. For the 
parametric studies that follow, a standard model setup has been developed that brings a balance 
between known error and time taken to reach convergence. These standard conditions are listed 
below: 
  Half tube with face mesh as described in row 5 of Table 5.12 
  4m long tube (representing experimental setup) 
  50 sweep divisions per meter 
  Element Count of 189 200 
  High resolution advection scheme 
  Time scale of 0.3s 
  Solver time of approximately three hrs on four cores of a dual, quad core cpu (3Ghz Xeon) 
server 
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This set of parameters establishes a base model that provides confidence in a low level of error. The 
base is used in the next section to conduct parametric studies to investigate different physical 
models.  
 
5.6  Parametric Simulation Results and Discussion 
Using the mesh and solver control conditions outlined in the previous section a number of 
parametric simulations were run on the basis of the simulation settings shown in Table 5.10. 
  
To adequately capture the results of these parametric simulations the polar phase volume fraction 
lines on the outlet (PPV Top and PPV Bottom) were moved to 4mm above and below the mid-point 
respectively. The standard simulation (Table 5.10) results are shown in Figure 5.10 to demonstrate 
the developing flow profile along the reactor tube and the location of the output variables (PPV Top, 
Middle and Bottom).  
 
Figure 5.10: Developing flow profile for base case 
 
When the results in Figure 5.10 are compared with the polar phase volume fractions on the tube and 
symmetry walls (Figure 5.11) the developing stratification can be clearly seen. Comparisons between 
the tube wall and symmetry plane at the outlet show that the core of the tube remains dispersed; 
however, as the flow progresses from the inlet to the outlet the two phases begin to stratify.  Chapter Five    CFD Model Development 
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Figure 5.11: Polar phase volume profiles on tube wall and symmetry plane 
 
The comparison of these simulation results with the experimental results shown in Table 5.3 clearly 
demonstrates that the base simulation predicts stratification of the two phases while the 
experimental results show mixing. To refine this simulation so that it more accurately reflects reality 
it is necessary to investigate the effect of different inputs. The effect of the different inputs can be 
examined using parametric studies on the base model. The remainder of this chapter discusses the 
results of these parametric studies which were carried out using the following systematic strategy: 
  Droplet diameter: 0.04mm to 0.07mm 
  Inlet Velocity and Turbulence Intensity: 0.1m/s to 1m/s 
  Turbulence model: SST and K-omega 
  Density and Viscosity: 5 and 10% either side of the base case values 
  Drag Force: Drag coefficient 200 - 10,000 
  Lift Force: Lift coefficient between 0.1 and 10 
  Virtual Mass Force: Virtual mass coefficient between 0.1 and 10 
  Wall Lubrication Force: Tomiyama with pipe diameter = 0.011m 
  Turbulent Dispersion Force: Lopez de Bertanado with a turbulent dispersion coefficient 
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5.6.1  Droplet Diameter  
The dispersed (polar) phase droplet diameter is a key variable in multi-phase simulations. It is used 
to determine the interfacial area for momentum, mass and energy transfer and can have a 
significant effect on simulation results. Table 5.15 summarises the results of parametric droplet size 
parameters between 0.04 and 0.07mm, while Figure 5.12 compares the smallest and largest droplet 
sizes.  
Table 5.15: Parametric droplet size studies 
Droplet Size 
(mm) 
PPV Top  PPV 
Middle 
PPV 
Bottom 
0.04  0.1454  0.1500  0.2494 
0.05  0.0198  0.1500  0.4984 
0.055  0.0021  0.1499  0.5961 
0.06  0.0002  0.1499  0.6551 
0.07  0.0000  0.1499  0.7019 
 
Figure 5.12: Comparison of droplet size simulation results 
Both Table 5.15 and Figure 5.12 show that stratification increases with increasing droplet size. As the 
droplet diameter is increased both the drag coefficient used by ANSYS CFX and the interfacial area 
reduces (see Equations 5.4, 5.5 and 5.6 ) ultimately reducing the drag force. As a result, the net 
effect of the gravitational force is greater (see Figure 5.13) causing greater stratification (Figure 
5.12). 
 
Figure 5.13: Forces acting on a falling polar phase droplet (Modified from (Stanbridge & Sullivan, 1999) ) 
Drag Force 
Gravity Force 
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When compared to the experimental results in Table 5.3, it is possible that a smaller droplet 
diameter should be used in this simulation, rather than the 0.055mm taken from Stamenkovic et al., 
(2007; 2008). This warrants further investigation as it is likely that the higher temperature in this 
study reduces the droplet diameter.  
5.6.2  Inlet Velocity and Turbulence Intensity 
In pipe flow, inlet velocity is one of the key variables affecting the level of turbulence. In multi-phase 
simulations a higher velocity will result in increased turbulence and a higher level of dispersion. 
Table 5.16 summarises the results of parametric velocity studies carried out in the velocity range 
0.1-1m/s. The lower velocities did not converge, which possibly reflects the need to examine them in 
a simulation using a stratified flow regime not a dispersed flow regime as mentioned earlier.  
Table 5.16: Parametric velocity studies 
Velocity 
(m/s) 
PPV Top  PPV 
Middle 
PPV Bottom 
0.1 
Did Not Converge 
0.2 
0.3  0.0075  0.1500  0.5233 
0.358  0.0021  0.1499  0.5961 
0.4  0.0075  0.1500  0.5233 
0.45  0.0242  0.1500  0.4342 
0.5  0.0533  0.1500  0.3398 
0.6  0.1230  0.1500  0.2296 
0.7  0.1513  0.1500  0.1874 
0.8  0.1526  0.1500  0.1701 
0.9  0.1513  0.1500  0.1623 
1  0.1502  0.1500  0.1576 
 
 
Figure 5.14: Comparison of results for velocity parametric studies 
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Both Table 5.16 and Figure 5.14 show that an increase in velocity reduces the level of stratification, 
however, even at the unrealistic velocity of 1 m/s the stratification is still present. Furthermore, the 
confidence level of the velocity measurement is 10%, consequently, varying this input within the 
confidence level will not bring the simulation results in line with the experimental results.  
 
The inlet boundary condition is also characterised by the turbulence intensity. In the base case this is 
set at medium (5% turbulence intensity). Table 5.17 compares the phase fractions between this base 
case and a case with high turbulence intensity, showing that this input has little effect on the results.  
 
Table 5.17: Inlet turbulence level 
Turbulence 
intensity 
PPV 
Top 
PPV 
Middle 
PPV 
Bottom 
Medium  0.0021  0.1499  0.5961 
High  0.0021  0.1499  0.5942 
 
5.6.3  Turbulence Model 
The effect of turbulence model was also investigated with the results summarised in Table 5.18 and 
Figure 5.15. Both the k-omega and SST turbulence models predict similar results with a higher level 
of stratification observed in the top section of the tube when compared with the k-epsilon model. 
These results show that the k-epsilon turbulence model results in the highest level of dispersion and 
therefore will continue to be used in this study. 
Table 5.18: Comparison of turbulence models 
Turbulence 
model 
PPV 
Bottom 
PPV 
Middle 
PPV 
Top 
k-epsilon  0.5961  0.1499  0.0021 
SST  0.3628  0.1500  0.0000 
k-omega  0.3415  0.1500  0.0000 
 
Figure 5.15: Turbulence model results Chapter Five    CFD Model Development 
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5.6.4  Density and Viscosity 
The density and viscosity of the phases can have a significant effect on the flow behaviour. Tables 
5.19 and 5.20 summarise the effect of systematically varying the density and viscosity of the polar 
and non polar phase by 5 and 10% above and below the measured values recorded in Table 5.7. It 
was found that Density (Table 5.19) had a greater effect than viscosity (Table 5.20) and was similar 
for both phases. That is, a reduction of 10% in the polar phase density (Table 5.19 row 8) gave similar 
results to a 10% increase in non polar phase density (Table 5.19 row 5). This can be attributed to the 
buoyancy force which is driven by the density difference between the two phases. If this difference 
is decreased the buoyancy force reduces and so does the stratification (Table 5.19 rows 5 and 8). 
 
The influence of density on the level of stratification aligns closely with the experimental 
observations recorded earlier in this chapter. Unlike the base case (coconut oil -Table 5.3) which has 
a density difference of 163.3 kg/m
3 (Table 5.7) the canola oil feedstock (Table 5.2) had a density 
difference of only 93.4 kg/m
3 (Table 5.6). This lower density difference, caused by differences in 
methanol content, resulted in the canola flow visualisation experiment transitioning from stratified 
to dispersed at a lower velocity than the coconut case (0.26m/s vs 0.36m/s).  
 
Table 5.19: Parametric study results for non polar phase and polar phase density 
Row # 
Non Polar 
Density 
(kgm
-3) 
Polar 
Density 
(kgm
-3) 
Non Polar 
Viscosity 
(Cp) 
Polar 
Viscosity 
(Cp) 
PPV 
Bottom 
PPV 
Middle 
PPV 
Top 
1  819  982.3  1.11  2.297  0.5961  0.1500  0.0021 
2  778  982.3  1.11  2.297  0.6636  0.1500  0.0003 
3  860  982.3  1.11  2.297  0.4206  0.1499  0.0474 
4  737  982.3  1.11  2.297  0.6885  0.1500  0.0001 
5  901  982.3  1.11  2.297  0.1955  0.1499  0.1492 
6  819  1031.1  1.11  2.297  0.6677  0.1499  0.0001 
7  819  932.9  1.11  2.297  0.3774  0.1500  0.0738 
8  819  883.8  1.11  2.297  0.1763  0.1500  0.1519 
9  819  1080.2  1.11  2.297  0.6919  0.1499  0.0000 
 
The viscosity on the other hand had a varied effect depending in which phase the viscosity change 
occurred. As expected the viscosity of the polar phase droplets had an almost negligible effect on 
the results as this viscosity does not affect the majority of the flow regime.  
 
The effect of the continuous phase viscosity on the flow regime was more significant. The result 
however seems counter-intuitive with a decrease in viscosity increasing stratification. Intuitively a 
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encouraging turbulence and promoting dispersion. In this case, however, the reduction in viscosity 
increased stratification. This can be understood by considering the effect of continuous phase 
viscosity on the drag coefficient. Examination of Equation 5.6 shows that a reduction in the 
continuous phase viscosity decreases the mixture viscosity, which increases the particle Reynolds 
number and thus decreases the drag coefficient which as discussed in the section on droplet 
diameter encourages stratification.  
 
Table 5.20: Parametric study results for non polar phase and polar phase viscosity 
Row # 
Non Polar 
Density 
(kgm
-3) 
Polar 
Density 
(kgm
-3) 
Non Polar 
Viscosity 
(Cp) 
Polar 
Viscosity 
(Cp) 
PPV 
Bottom 
PPV 
Middle 
PPV 
Top 
1  819  982.3  1.11  2.297  0.5961  0.1500  0.0021 
2  819  982.3  1.16  2.297  0.5783  0.1500  0.0038 
3  819  982.3  1.05  2.297  0.6147  0.1499  0.0010 
4  819  982.3  0.99  2.297  0.6299  0.1499  0.0004 
5  819  982.3  1.22  2.297  0.5587  0.1500  0.0072 
6  819  982.3  1.11  2.412  0.5961  0.1499  0.0023 
7  819  982.3  1.11  2.18  0.5987  0.1500  0.0020 
8  819  982.3  1.11  2.07  0.5985  0.1500  0.0019 
9  819  982.3  1.11  2.53  0.5961  0.1499  0.0024 
 
5.6.5  Interphase Forces 
In addition to the droplet size, inlet velocity, turbulence model and phase characteristics, the most 
influential inputs to the CFD model are the interphase forces. The sections that follow consider the 
effect of drag force, lift force, virtual mass force, wall lubrication force and turbulent dispersion force 
respectively.  
5.6.5.1  Drag Force 
Of the interphase forces the drag force is the most influential. ANSYS CFX models the drag force 
through a drag coefficient as described in Equations 5.4, 5.5 and 5.6. Different drag coefficient 
models are available including the ability to set a constant drag coefficient for the whole model. In 
the base case the Ishii Zuber model is used, which determines the drag coefficient on the basis of 
field variables through the relationships shown in Equation 5.6. Figure 5.16 provides a plot of the 
drag coefficient at the outlet when this model is used. With this model very high drag coefficients 
are present in the stratified region while the value in the dispersed region is around 5000.  
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ANSYS CFX also allows the user to set a constant drag coefficient throughout the whole simulation. 
Although this is unrealistic it does provide an indication of the effect of the drag coefficient on the 
flow regime. Table 5.21 summarises the results of varying the drag coefficient from 200 to 10,000. 
 
Figure 5.16: Drag coefficient surface plot at reactor outlet 
 
Table 5.21: Constant drag coefficient results 
Drag 
Coefficient 
PPV 
Bottom 
PPV 
Middle 
PPV 
Top 
200  0.9998  0.0407  0.0000 
500  0.9943  0.1386  0.0000 
1000  0.9311  0.1513  0.0006 
5000  0.4111  0.1501  0.0359 
10000  0.3104  0.1500  0.0682 
 
Figure 5.17 compares the results of two simulations using constant drag coefficients of 500 and 
10,000 respectively. These results show that a higher drag coefficient reduces stratification as 
discussed earlier (see Figure 5.13). Chapter Five    CFD Model Development 
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Figure 5.17: Comparison of constant drag coefficients 
 
5.6.5.2  Lift Force, Virtual Mass Force and Wall Lubrication Force 
Tables 5.22, 5.23 and 5.24 summarise the effects of the lift force, virtual mass force and wall 
lubrication force respectively. Each of these forces has a minimal effect on the polar phase 
distribution unless the coefficient was increased to unphysical levels. The limited effect of these 
interphase forces observed in this study harmonises with the work of Hussain (2004) who developed 
a CFD model of oil and water flow in a 9.7m test rig (25.4 mm internal diameter). In Hussain’s work, 
parametric investigation into the effect of these forces on the simulation demonstrated that they 
had an almost negligible effect.   
Table 5.22: Parametric lift coefficient studies 
Lift 
Coefficient 
PPV 
Bottom 
PPV 
Middle 
PPV 
Top 
0  0.5961  0.1499  0.0021 
0.1  0.6075  0.1500  0.0017 
0.5  0.6094  0.1500  0.0012 
1  0.6034  0.1500  0.0010 
2  0.5869  0.1500  0.0009 
10  Did Not Converge 
 
Table 5.23: Parametric virtual mass coefficient 
Virtual Mass 
Coefficient 
PPV 
Bottom 
PPV 
Middle 
PPV Top 
0  0.5961  0.1499  0.0021 
0.1  0.5958  0.1499  0.002138 
0.5  0.5956  0.1499  0.002136 
1  0.5955  0.1499  0.002136 
2  0.5955  0.1499  0.002136 
10  0.5982  0.1499  0.002165 Chapter Five    CFD Model Development 
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Table 5.24: Wall lubrication force 
Wall 
Lubrication 
PPV 
Bottom 
PPV 
Middle 
PPV Top 
-  0.5961  0.1499  0.0021 
Tomiyama  0.6150  0.1500  0.0013 
 
The reasons for the limited effect of these forces are due to the physical nature of this system. Both 
the slip velocity and relative phasic accelerations are low and consequently both the lift force and 
virtual mass force is negligible. Furthermore, the wall lubrication force is more applicable to larger 
diameter bubbles than small diameter droplets. 
 
5.6.6  Turbulent Dispersion Force 
The overwhelming conclusion of the above parametric studies is that there is a fundamental 
mismatch between the CFD model and the reality observed in the experiments. Even when the 
simulation velocity was increased to 1m/s, which is more than double the observed transition 
velocity (0.358m/s), stratification was still present. Hussain (2004) observed a similar phenomenon 
after conducting parametric studies into oil and water flow in a 9.7m, 25.4mm ID tube: 
 
“The comparison of the CFX prediction with the experiments reveals one overriding fact, namely that 
CFX predicts the evolution of separation whereas the experiments show the evolution of mixing!” 
 
To address this deficiency in the simulation it is necessary to consider an extra force acting on the 
particles. Adjunct Professor David Fletcher, from the University of Sydney, suggested that this force 
could be modelled in CFX using the turbulent dispersion force (Fletcher, 2009). 
 
Hussain (2004) reported that the turbulent dispersion force had a strong effect on the simulation 
results. Despite this effect stratification was still slowly occurring. The turbulent dispersion force 
strongly depends on the velocity gradients present in the flow regime which can easily be lost with a 
mesh that is too coarse. Examination of the mesh used in Hussain’s study (Figure 5.18) suggests that 
it was too coarse, especially in the boundary layer. This lack of resolution is mainly the result of 
limited computational resources available 6 years ago. Interestingly, the greatest amount of mesh 
refinement was in the tube centre which in this study was shown to have a minimal effect.  
Figure removed for copyright purposes 
Figure 5.18: The mesh used in Hussain’s (2004) parametric studies 
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The greater computational resources available at this time make it possible to further investigate the 
effect of the turbulent dispersion force. Initial investigations into this force were unproductive with 
both the Lopez de Bertanado and Favre averaged force failing to converge and simply oscillating at 
relatively high residual values. This was rectified by reducing the physical time-step to 0.01s and 
gradually increasing the turbulent dispersion coefficient using the following CEL (CFX Expression 
Language) expression: 
 
min(0.5,0.01*aitrn) 
Equation 5.9: Gradual increase of turbulent dispersion coefficient 
 
This ensured that the turbulent dispersion coefficient would build up to the desired value (0.5) in 
0.01 increments per iteration (aitrn is the variable name of the iteration number) while maintaining 
stability. In Equation 5.9, the 0.5 represents the actual coefficient used in the simulation, as after 50 
iterations 0.5 is the constant output. Table 5.25 shows the simulation results for different coefficient 
values.  
 
Table 5.25: Turbulent dispersion results 
Turbulent 
Dispersion 
Coefficient 
PPV 
Bottom 
PPV 
Middle 
PPV 
Top  
0  0.5961  0.1499  0.0021 
0.25  0.3165  0.1515  0.0535 
0.5  0.2772  0.1522  0.0646 
0.75  0.2563  0.1520  0.0730 
1  0.2426  0.1516  0.0796 
 
The effect of the turbulent dispersion force can be clearly seen in Figure 5.19. In comparison with 
the experimental results in Table 5.3 this simulation provides a much stronger reflection of the 
observed phenomena than the previous simulations. Above 0.5, further increases in the turbulent 
dispersion coefficient have little effect on the polar phase volume fraction.  Chapter Five    CFD Model Development 
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Figure 5.19: Polar phase volume fraction at the outlet with turbulent dispersion force 
 
As Figure 5.19 shows, the addition of the turbulent dispersion force allows the model to much more 
accurately reflect reality.  
 
To further investigate the use of the turbulent dispersion force 36 simulations were ran at different 
velocities and dispersion coefficients for comparison with the results shown in Tables 5.2 and 5.3. 
Figure 5.20 through to Figure 5.25 shows the results of the simulations for the spectrum of velocities 
shown in Table 5.2 for three differenet turbulent dispersion coefficients, 0.1, 0.25 and 0.4. A 
qualitative comparison suggests that a turbulent dispersion coefficient between 0.25 and 0.4 
provides a reasonable representation of reality.  
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Figure 5.20: Simulation results for Canola at velocities 0.243-0.32m/s with a TD of 0.1 
 
Figure 5.21: Simulation results for Canola at velocities 0.2-0.229m/s with a TD of 0.1 
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Figure 5.22: Simulation results for Canola at velocities 0.243 to 0.272 m/s with a TD of 0.25 
 
Figure 5.23: Simulation results for Canola at velocities 0.2-0.229m/s with a TD of 0.25 Chapter Five    CFD Model Development 
  152 
 
Figure 5.24: Simulation results for Canola at velocities 0.243-0.32m/s with a TD of 0.4 
 
Figure 5.25: Simulation results for Canola at velocities 0.2-0.229m/s with a TD of 0.4 
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Simulations were also run for the coconut cases shown in Table 5.3, with the results shown in Figure 
5.26 through to Figure 5.29. Like the canola simulations, qualitative comparison with the real cases 
confirms that the turbulent dispersion coefficient should be greater than 0.25 but less than 0.5.  
 
Figure 5.26: Simulation results for Coconut at velocities 0.315 – 0.358m/s with a TD of 0.25 
 
Figure 5.27: Simulation results for Coconut at velocities 0.272– 0.301m/s with a TD of 0.25 Chapter Five    CFD Model Development 
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Figure 5.28: Simulation results for Coconut at velocities 0.358 – 0.315m/s with a TD of 0.5 
 
Figure 5.29: Simulation results for Coconut at velocities 0.258 – 0.301m/s with a TD of 0.25 
  
The comparison of simulation results with experimental results shown in the above figures confirms 
the suitability of this CFD model for the prediction of flow dispersion/stratification in tubular 
methanolysis reactors. To be conservative a Turbulent Dispersion coefficient of 0.3 should be used in 
the model to determine whether a particular flow conditions is stratified or dispersed. Although, this Chapter Five    CFD Model Development 
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model has not been quantitatively validated, there is enough qualitative evidence to suggest the 
model is suitable for determining the flow pattern at a particular set of conditions.  
5.7   Conclusion 
This chapter has utilised the analysis in chapter four, experimental results and the features available 
in ANSYS CFX to develop a dispersed flow multi-phase CFD model in a tubular methanolysis reactor. 
Although this model only encapsulates a 4m section of the entire reactor it is a good representation 
of the entire reactor.  
 
This CFD model can now be coupled to a traditional kinetics model to create a comprehensive 
reactor model of the Bluediesel PTY LTD unit. Although it is possible to incorporate reaction kinetics 
into ANSYS CFX it is not feasible to develop a 580m long tubular reactor of sufficient resolution to 
house the reaction. Consequently, the results from the CFD model will form the input into the 
traditional kinetics model, providing a ground for the foundational assumption that the flow is 
dispersed.  
 
In chapter six, a second order kinetics model is developed on the basis of work conducted in chapter 
four and the results of this CFD model. The combination of these two tools provides a complete 
model for the optimisation process conducted in chapter seven.    Chapter Six    Ideal Methanolysis Reactor Model 
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6  Ideal Methanolysis Reactor Model 
 
Chapter Six 
IDEAL METHANOLYSIS REACTOR 
MODEL 
Key Points: 
o  Linkage between CFD model and kinetic model for methanolysis reactor 
o  Development process of the ideal kinetic model in MATLAB 
o  Validation of the kinetic model with experimental data 
6.1  Introduction 
In the previous chapter, Computational Fluid Dynamic (CFD) modelling was used to capture the 
multiphase phenomena observed in the final stage of the methanolysis reaction. This CFD model was 
developed to be used in conjunction with the single phase reactor model developed in this chapter.  
 
This single phase reactor model is built using kinetic models available in the literature (reviewed in 
chapter four). These kinetic models encapsulate mass transfer, solubility and kinetic effects. 
Although not mechanistically correct, these models are reliable if the two phases remain dispersed 
in the final stage of the reaction. The CFD model is used in conjunction with the single phase model 
to ensure the chosen flow conditions result in dispersed flow and thus the single phase model 
remains valid.   
 
In the development of the single phase model, both a batch and continuous model have been 
constructed. The batch model is used to examine the suitability of the kinetic models available in the 
literature, while the continuous model is used in the optimisation tool in chapter seven.  
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This chapter is similar to chapter five, in that, the focus is on model development. In the same way 
that ANSYS CFX was used as the development tool for the CFD model, MATLAB is used to develop 
the batch and continuous models as well as their respective Graphical User Interfaces (GUI).  
6.2  Single Phase 
In chapter five, a thorough investigation of the homogeneous alkaline catalysed methanolysis 
reaction identified that the reaction progressed in three stages. In short, the reaction transitions 
from a two phase mixture (methanol and oil) to another two phase mixture (FAME and glycerol) via 
a pseudo-single phase emulsion.    
 
Unlike others, Stamenkovic et al., (2008) explicitly incorporated the heterogeneous nature of the 
reaction mixture by segregating their model into three sections. The first section was controlled by a 
mass transfer equation based on interfacial area, the second stage used the pseudo second order 
mechanism proposed by Darnoko and Cheryan (2000b) and the final stage utilised the consecutive 
reversible reactions employed by most other researchers (Noureddini & Zhu, 1997; Vicente et al., 
2005b; 2006). 
 
The need to incorporate mass transfer into the reaction model was mainly due to the low 
temperatures (<30°C) used  in the work  of Stamenkovic et al., (2008). At these low temperatures 
the initial two phase stage of the reaction is not negligible. Most other researchers ignore this 
heterogeneity, assuming single phase behaviour throughout all three stages of the reaction. When 
assuming a single phase, the mass transfer effects (rate determining factor in the first stage) and the 
component solubility (rate determining factor in the final stage) are incorporated into the rate 
constants that are fitted to the experimental data.  
 
As highlighted in chapter four the effects of mass transfer in the first stage can be neglected if the 
temperature is over 65°C and the phases are dispersed by a high energy mixing event (Ma et al., 
1999; Zhou & Boocock, 2006a; Frascari et al., 2008; Frascari et al., 2009). Furthermore, in the final 
stage, the effect of mass transfer can be ignored if the reactants are dispersed and not stratified 
(Negi et al., 2007a; Negi et al., 2007b) with the component solubility incorporated into the rate 
constant.  
 
Most industrial processes operate at or over 65°C and are designed to ensure significant mixing in 
the early stages of the reaction. Since the focus in this project is industrial small scale reactors, the 
above observations can be used to simplify the reactor model to a point where it is both useable and Chapter Six    Ideal Methanolysis Reactor Model 
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reliable. This simplification has resulted in the two part modelling approach taken in this thesis with 
the single phase model incorporating mass transfer and solubility (as these effects are minimised at 
temperatures >65°C and high mixing) while the CFD model is used to ensure phase dispersion in the 
final stage at different flow conditions.  
 
Ideally, a complete two phase model of the homogeneous alkaline catalysed reaction medium would 
be used. In this model the effects of mass transfer, kinetics and component solubility would be 
separated. For this model to be developed, a significant amount of information and work are 
required. Chapter eight outlines what information exists to begin this development process and 
what further work is required.  
 
In addition to this, a proper consideration of dynamic mass transfer effects in the two phase model 
would require a CFD model of the full reactor to calculate the changes in interfacial area. Current 
computer resources would be stretched to solve the CFD model of a full PFR, considering a full 
reactor is hundreds of meters long and it took over three hours to just solve for fluid flow in half of a 
4m tube. A full model would not only incorporate fluid flow but mass transfer, solubility and kinetics.  
 
Although the two phase model has advantages, it is well beyond the scope of this project and still 
requires a large amount of experimental work.  The single phase model is adequate for this project, 
in that it still describes the reaction medium despite masking certain effects. Furthermore, it is 
useable, reliable and can be used in the optimisation process described in the following chapter. The 
remainder of this chapter discusses in detail the development of both the batch and continuous 
kinetic models.  
6.3  Programming Approach 
To develop the batch and continuous models, MATLAB was chosen. MATLAB is an engineering tool 
capable of handling complicated mathematical problems. It is used extensively in a number of fields 
for calculations involving matrices and models containing differential equations. MATLAB has its own 
programming language in which models can be developed. What follows is a description of the 
programming strategy, the use of object-orientated techniques and the use of Graphical User 
Interfaces (GUI) in the development of the batch and continuous models.  
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6.3.1  Programming Strategy 
The programming strategy for both batch and continuous models was designed to deliver maximum 
flexibility. As a result, the data for each component, the model calculations and the user interface 
were separated to create a flexible ‘plug and play’ basis for the optimisation tool developed in 
chapter seven. This strategy is summarised graphically in Figure 6.1. 
 
Figure 6.1: Graphical summary of programming strategy 
 
As outlined in the next section, the data for each component (triglyceride, diglyceride, 
monoglyceride, methanol, FAME, glycerol and catalyst) is stored in objects that are created when 
the GUI opens. The GUI acts as a ‘wrapper’ code, firstly constructing the objects, secondly setting 
appropriate data and thirdly calling appropriate methods based on the inputs from the user. The 
data and function calls are passed to the model object. The Model object takes this data to calculate 
initial conditions and call the solvers to determine the conversion in the reactor at the given 
operating conditions. The results from the MATLAB solvers are subsequently processed in the model 
object and then transferred to the GUI for display to the user.  
 
The advantage of this method is that the data stored in the component objects can be used by any 
model and the model can be utilised by any user interface. The hierarchy of the objects are outlined 
in the following section.  
6.3.2  Object Orientated Techniques 
To allow easy implementation of the model in a range of different formats, object orientated 
programming techniques have been used. Objects form the backbone of this model making it easy 
to modify and expand. Figure 6.2  summarises the object structure within the overall model. Objects 
within the program store the data (e.g.: molecular weight and density) and methods for calculation.  
Data  Data  GUI 
- User Input 
- Data Display 
Model  
- Setup for solvers 
- Storage of data  
- Calculation of 
initial conditions 
MATLAB 
Solvers 
Function Call  Results 
Component 
Objects  
- Component specific 
data (density and 
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Figure 6.2: Object structure for single phase model 
 
In this project two oils have been used in the experimental program: canola and coconut. The 
triglyerides, diglycerides, monoglycerides and FAME for both of these oils are different due to the 
fatty acid profile. The use of the component objects greatly simplifies the use of these two different 
oils as a new object can be created for each component by simply changing the density versus 
temperature relationship and molar mass. The use of a phase object facilitates the future 
development of a two phase model as this will just involve the addition of another phase. 
6.4  Batch Model 
The batch model was primarily developed as a stepping stone to the continuous model. Its main 
purpose is to evaluate the available kinetic models in the literature. Furthermore, the equations 
used in the batch model are essentially the same as those for a Plug Flow Reactor (PFR), with time in 
a batch reactor analogous to length along the tube in a PFR. 
6.4.1  Underlying Equations 
The engine behind the model is the system of differential equations that drives the chemical 
reaction. The batch reactor is the simplest form of chemical reactor in which there is no flow in or 
out of the reactor and the change in component mass is only driven by the chemical reaction. 
Almost all kinetic investigations to determine rate constants are carried out in isothermal, constant 
This is the highest level object 
which performs the calculations 
using the data stored in the 
phase object 
The phase object is 
essentially a container for 
the component objects. It is 
used to allow for a possible 
two phase model. 
Model objects 
Phase 
objects 
         
Objects of type Component 
Component objects include the data for each material in the 
reaction: triglyceride, diglyceride, monoglyceride, methanol, 
FAME, glycerol and catalyst. 
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volume, well stirred batch reactors (Levenspiel, 1999). Numerous studies into the kinetics of the 
methanolysis reaction are available in the literature as reviewed in chapter four. 
 
In these works, concentration measurements are taken over the course of the reaction to create a 
data set. This data set is fitted to a proposed mechanistic model to determine its suitability. If the 
mechanism provides a good fit to the data the kinetic rate constants can be determined. The rate 
constants are commonly investigated at a range of temperatures to establish the temperature 
dependency of the rate constants using the Arrhenius expression. 
 
The differential equation system developed in the works of Noureddini and Zhu (1997) and Vicente 
et al., (2005b; 2006) has been chosen as the basis for this model. In these works the reaction scheme 
shown in System 6.1 is used to develop the differential equations shown in System 6.2.  
3 3
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System 6.1:  Consecutive reactions in methanolysis, R1, R2 and R3 are fatty acid chains. TG = Triglyceride, DG= 
Diglyceride and MG = Monoglyceride. 
 
In System 6.2 the units of the concentration terms, Cxx, are (mol/L) and the units of the reaction rate 
constants are (L/mol s). The subscript in the concentration terms identify which components are 
being referenced. The subscript definitions are contained in the caption of Systems 6.1 and 6.2 and 
the rate constant numbers are as defined in System 6.1. 
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=  1       −  2         +  3       −  4         +  5       −  6           
      
  
=  5       −  6           
System 6.2: Governing set of differential equations characterising the stepwise conversion of TG to FAME (Noureddini & 
Zhu, 1997; Vicente et al., 2005b). Subscripts Me, FAME and Glyc refer to Methanol, FAME and glycerol respectively. 
 
As discussed in chapter four these differential equations are not consistent with the reaction 
mechanism as it is actually the methoxide ion that reacts with the glycerides (Doell et al., 2008). 
Vicente et al., (2006) investigated the effect of catalyst concentration on the reaction rate. 
Experimental results showed that the apparent rate constants increased linearly with catalyst 
concentration. This effect was incorporated into the model through the use of an effective rate 
constant as shown in Equation 6.1. 
   =   _1 
Equation 6.1: Effective rate constant 
 
Where k_n,  (n=1…6) is the rate constant, independent of concentration  and C is the catalyst 
concentration. The influence of temperature on the reaction was modelled using the Arrhenius 
equation (Equation 6.2 ) which shows the temperature dependency of the rate constant.  
 _1 =     
    
    
Equation 6.2: Reaction rate dependency on temperature 
 
In Equation 6.2 ko1 is the frequency factor, Ea (J/mol) the activation energy, T is the temperature in 
Kelvin and R is the gas constant (8.314 J/mol K). In the model, six Arrhenius expressions are used to 
calculate k_n (n=1…6). These expressions are based on the results of studies in the literature with 
catalyst concentration not included. These fundamental rate constants are then used with the 
catalyst concentration to calculate the effective rate constants used in System 6.2 according to the 
expression in Equation 6.1. 
 
6.4.2  Implementation in MATLAB 
To model the batch reactor a mass balance of the system must be developed. The generic mass 
balance for any chemical reactor is shown in Equation 6.3. In this balance the term disappearance is 
used in place of generation as the reactants are disappearing (this is equivalent to saying the 
products are being generated). 
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Input = Output +Disappearance + Accumulation 
Equation 6.3: Generic reactor mass balance 
 
In a batch reactor the first two terms in Equation 6.3 are irrelevant and the mass balance for each 
component is shown in Equation 6.4. 
 
Accumulation=-Disappearance 
   
  
= (−    ) 
Equation 6.4: Batch reactor mass balance (Levenspiel, 1999) 
Where na is the mols of component A,  ra is the chemical rate of disappearance of component A per 
unit volume and V is volume of the reactor.   
 
Using the concentration relationship (C=n/V) it is possible to insert the rate equations listed in 
System 6.2 into Equation 6.4 as shown in System 6.3. 
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System 6.3: Component mole balances for batch reactor 
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These equations are now in a form that can easily be used in MATLAB’s differential equation solver, 
ODE45. This solver is invoked using the following function call: 
[T,Y] = ode45(@odefun,tspan,y0) 
Where T and Y are the results vectors containing the results, @odefun is a handle to a function that 
determines the differential change in variables based on the current values of the variables, tspan is 
an array of time points that the variable values should be evaluated at (returned in T and Y) and y0 is 
the initial conditions.  
 
In odefun the equations shown in System 6.3 are implemented to calculate the differential changes 
in molar values at different levels of conversion (sent to the odefun by the ode45 solver). The data is 
transferred between function calls as mass variables, consequently the inputs to the odefun must be 
converted to moles and then back to mass after the calculations have been performed. 
 
Whilst using the model it was discovered that the differential equation solver, ode15s, provided a 
much faster solution time than ode45 with a negligible change in accuracy. This solver has been used 
in all subsequent modelling tasks. 
 
The reason for not using the concentration variables, shown in System 6.2, is that the change in the 
reaction mixture volume that occurs over the course of the reaction. The calculation for volume 
change is included in the odefun using Equation 6.5. This density relationship assumes that the 
mixture is ideal and that the volumes are therefore additive.   
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Equation 6.5: Overall change of volume (batch reactor) 
In Equation 6.5 V refers to the volume of the reacting mixture while m and ρ are the mass and 
density of each component respectively. The subscripts of each variable are defined in systems 6.1 
and 6.2. The change in volume is investigated in the batch reactor to determine the validity of using 
the constant density assumption in the continuous model.  
 
Initial conditions are calculated by the model depending on the values set by the user for the initial 
oil mass charged into the reactor, the methanol to oil molar ratio and the catalyst loading.  Chapter Six    Ideal Methanolysis Reactor Model 
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6.4.3  Graphical User Interface 
When the GUI is opened all the objects are created so that they can later be used by the model as 
the user interacts with the GUI, the layout of the GUI is shown in Figure 6.3. 
 
Figure 6.3: Screenshot of single phase batch model GUI 
 
The inputs for this model are contained in the top half of the GUI. On the left, the user can enter 
various initial conditions, while in the table on the right the user can enter rate constants. If the 
Arrhenius box is ticked, the frequency factor, activation energy and temperature are used to 
calculate the rate constant, with the catalyst concentration used to calculate the effective rate 
constant. If the box is un-ticked the user can enter their chosen rate constants into the ‘Effective 
Rate Constant’ column.  
 
The outputs in the lower half of the GUI provide opportunity for user interaction. Three plot modes 
are possible including the change in component mass, component mols and volume with reaction 
progression. The user can use the reaction slider to identify a point of interest in the reaction 
progression and the various concentrations as well as FAME yield and space time are displayed in 
the relevant text boxes.  
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6.4.4  Verification 
The major inputs into the batch model are the rate constants. Rate constants that match the 
mechanism shown in System 6.1 and System 6.2 are available in the literature from Vicente et al. 
(2005b; 2006), Noureddini et al. (1997) and Narvaez et al. (2007). Vicente et al. (2005b; 2006) 
provides the raw data as well as their own fitted pre-exponential factors and activation energies 
while Noureddini et al. (1997) and Narvaez et al. (2007) only provide the activation energies and a 
graph that contains the logarithms of the raw data.  
 
The data from each of these works is summarised in Table 6.1. The different results in these studies 
can be attributed to differing sampling techniques, different experiment conditions and different 
data fitting algorithms. Although the discrepancy could be attributed to different oil types used in 
each study, other studies performed on the same oil vary in the same manner, e.g., compare the 
results of Narvaez et al. (2007) and Darnoko and Cheryan (2000b).   
 
Table 6.1: Data from kinetics studies in the literature 
Rate Constant  (Vicente et 
al., 2006) 
(Vicente et 
al., 2005b) 
(Noureddini & 
Zhu, 1997) 
(Narváez et 
al., 2007) 
Oil  Brassica 
Carrinata 
Sunflower Oil  Soybean Oil  Palm Oil 
Catalyst  KOH 
0.5-1.5%wt-oil 
NaOH 
0.2%wt-oil 
NaOH 
0.2%wt-oil 
NaOH 
0.2-1%wt-oil 
Pre-exponential factors (L/mol.s) 
K01  8.6e15  3.4e12  Not given  Not given 
K02  1.5e11  9.8e12  Not given  Not given 
K03  1.1e15  2.1e17  Not given  Not given 
K04  2.8e11  1.2e17  Not given  Not given 
K05  4.6  537.9  Not given  Not given 
K06  Not given  Not given  Not given  Not given 
Activation Energy (J/mol) 
Ea1  104762.7  31656.2  56943  56300 
Ea2  70957.9  31014.3  40961  42900 
Ea3  92432.3  41557.8  78585  72600 
Ea4  70656.6  41107.2  46798  67600 
Ea5  12020.3  5955.5  -21697  25900 
Ea6  Not given  Not given  -43382  56700 
 
In their paper Vicente et al. (2006) provided the raw apparent constants that had been fitted to their 
concentration measurements. Furthermore, they provided estimates of the pre-exponential factor 
and activation energy for the Arrhenius equation (see Equation 6.2). Upon subsequent analysis it 
was found that there were significant errors between the raw values of the rate constants and those 
calculated through the Arrhenius equation and catalyst concentration. To investigate this, new pre-
exponential factors and activation energies were fitted using an optimising tool to minimise the Chapter Six    Ideal Methanolysis Reactor Model 
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relative absolute error between the raw data and that predicted by the Arrhenius equation. The 
comparison of these two results is shown in Table 6.2.  
 
Table 6.2: Error in Arrhenius model (Vicente et al., 2006) 
Rate 
Constant 
K0 (L/mol.s) 
(Vicente) 
Ea (J/mol) 
(Vicente) 
Relative 
Error 
K0 (L/mol.s) 
(Calculated) 
Ea (J/mol)  
(Calculated) 
Relative 
Error 
K1  8.6e15  104762.7  720%  8.410e9  67021.1  208% 
K2  1.5e11  70957.9  493%  2.1e13  82947.7  240% 
K3  1.1e15  92432.3  428%  2.8e15  95006.6  415% 
K4  2.8e11  70656.6  1211%  2.5e19  118818.1  595% 
K5  4.6  12020.3  356%  10  13500  171% 
K6  Not given  Not given  -  5.5e-15  -59000  1106% 
 
Although Table 6.2 shows a reduction in error, there is still a large discrepancy between the 
predicted values and the raw data values.  
 
The unsatisfactory errors present in the Arrhenius equation based on Vicente’s work led to a further  
investigation of the work of Noureddini and Zhu (1997). This work has for a long time been 
considered the benchmark kinetics study as it investigated not only kinetics, but also the effect of 
mixing intensity and temperature. To determine the un-provided pre-exponential factors the raw 
rate constants were first extracted from the paper (Fig. 6.) and then used with the provided 
activation energy to determine the most suitable pre-exponential factor. This method proved very 
effective with an average error of 60% which is significantly better than that shown in Table 6.2. 
 
In the work of Vicente et al. (2006) a linear correlation between catalyst concentration and rate 
constant was observed. This phenomenon was applied to the Arrhenius expressions derived from 
the work of Noureddinni and Zhu (1997) to allow the modelling of different catalyst concentrations. 
Furthermore, the pre-exponential factor was divided by sixty to convert from minutes to seconds. 
The resulting values for the Arrhenius expressions are shown in Table 6.3.  
 
Table 6.3: Activation energy and pre-exponential factors based on the work of Noureddinni and Zhu (1997) 
Rate 
Constant 
K0 (L/mol.s) 
(Vicente) 
Ea (J/mol) 
(Vicente) 
K1  4.133e7  56943 
K2  2.845e5  40961 
K3  5.67e11  78585 
K4  3.57e7  46798 
K5  7.98e-5  -21697 
K6  3.015e-13  -43382 
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The negative values for K5 and K6 represent the fact that the rate of reaction in the final stage 
decreases with increasing temperature. This is mechanistically unlikely and is most likely the result 
of the rate constants incorporating other effects like the increase in the rate of saponification at high 
temperatures. 
 
To verify these kinetics and thus the single phase batch model, the Arrhenius expressions shown in 
Table 6.3 were used in a model that was setup to mimic the operating conditions of the original 
experiment (Noureddini & Zhu, 1997). An example of the results at 50°C is shown in Figure 6.4.  
 
The conversion after forty minutes was calculated by the model to be 86.3%, which is within 1% of 
the values reported by Noureddinni and Zhu (1997). The model was also applied to the work of 
Vicente et al. (2006). It was found that the model was conservative compared to their results, 
however, this was deemed suitable as a reliable model that under-predicts conversion is more 
suitable for engineering design purposes until a more comprehensive model can be developed. 
  
 
Figure 6.4: Sample results for batch model 
 
In the remainder of this thesis the kinetics established here on the basis of soybean oil are applied to 
other oils, especially canola and coconut. It is assumed that different oils (if refined to the same 
level) will behave in a similar fashion to soybean oil despite the difference in fatty acid profile. For 
alkaline catalysed methanolysis Wu et al., (Wu et al., 2003)  demonstrates that the fatty acid 
compositions of biodiesel fuels are essentially identical to those of their corresponding vegetable oils 
(Chang & Liu, 2009). This implies that various fatty acid chains of the oil have essentially the same 
reactivity towards methanoxide and therefore different oils, if refined to the same level will have Chapter Six    Ideal Methanolysis Reactor Model 
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similar reaction kinetics (Chang & Liu, 2009). Consequently, it is reasonable to use the kinetics of 
soybean oil for a generic reactor model.   
6.5  Continuous Model 
Almost every chemical reactor can be simplified into some combination of the two ideal continuous 
reactors, commonly known as the Continuous Stirred Tank Reactor (CSTR) and Plug Flow Reactor 
(PFR). The continuous model described in the following section uses mathematical models of these 
reactors to build on the batch model described previously. The purpose of this model is to calculate 
the reactor outlet conversion on the basis of different reactor configurations, different residence 
times and different operating temperatures.  In this way the optimisation tool can use the 
continuous model to determine the optimum operating conditions.  
 
6.5.1  Underlying Equations 
In the development of the continuous model, ideal reactor models have been assumed for both the 
CSTR and the PFR. At this stage of model development these are reasonable assumptions and 
standard practice for similar reactions (Negi et al., 2007a). Furthermore, the small change in density 
(reaction volume) observed in the batch case makes it reasonable to assume that the continuous 
reactors can be simplified to constant density systems. Equations 6.6 and 6.7 provide models for the 
ideal CSTR and PFR (Levenspiel, 1999). 
 
  =
 
 
=
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Equation 6.6: Model for constant density ideal CSTR 
 
 
  =
 
 
= − 
   
−   
   
   
 
Equation 6.7: Model for constant density ideal PFR 
 
In Equations 6.6 and 6.7 τ is the residence time (s), V is the volume of the of the reactor (L), v is the 
volumetric flowrate (L/s), CA is the concentration of component A (mol/L), CA0 and CAf are the initial 
and final concentrations of component A (mol/L) and rA is the rate of reaction (chemical 
consumption) of component A (L/mol.s).  
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In the methanolysis reaction six separate equations must be developed to account for each 
component in the model. The equations for each component in the CSTR are shown in System 6.4, 
which contains the rearranged equations for each component using the generic formula shown in 
Equation 6.6. The variables used in System 6.4 are the same as those used in System 6.1 and System 
6.2, with the subscript 0 referring to the initial concentration as described in Equation 6.6.  
 
−    = − (− 1       +  2        ) −      
 
−    = − ( 1       −  2         −  3       +  4        ) −      
 
−    = −   3       −  4         −  5       +  6            −      
 
−    = −  − 1       +  2         −  3       +  4         −  5      
+  6          ) −      
−      = −   1       −  2         +  3       −  4         +  5      
−  6          ) −        
−      = −   5       −  6            −        
 
System 6.4: Component equations for constant density CSTR model 
 
By rearranging the equations in System 6.4 such that they equal zero, this group of equations can be 
solved using the MATLAB solver fsolve. Fsolve is a MATLAB function that solves a system of nonlinear 
equations specified by Equation 6.8 for x, where x is a vector and F(x) is a function that returns a 
vector value.  
 ( ) = 0 
Equation 6.8: fsolve equation 
 
In the model the six component equations are set to zero and implemented in a function that 
returns their calculated value on the basis of the current concentration (sent as a vector to the 
function). The initial conditions for this solver were determined from the batch model and have 
proved adequate for all test cases tried. 
 
The integral used to determine conversion in the ideal PFR (Equation 6.7) was not used in this work 
as it was too difficult to define explicit expressions for each rate equation as these are dependent on 
six independent variables. Instead the batch model equations listed in System 6.2 were used. Using Chapter Six    Ideal Methanolysis Reactor Model 
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this approach, time in the batch reactor is analogous to length in the ideal PFR. The same ode15s 
function call as the batch model is used with a simplified odefun as no volume calculation is 
conducted and concentrations are used directly.  
 
 Unlike the equations shown in System 6.3 concentration is used because of the constant density 
assumption. In the continuous model the change in concentration throughout the reactor is of little 
interest in optimisation and only the output concentration is used to determine the level of 
conversion.  
 
6.5.2  Graphical User Interface 
When the continuous GUI is opened all objects are created and subsequent inputs and actions of the 
user utilise these existing objects. The layout of the GUI is shown in Figure 6.5. 
 
 
Figure 6.5: Screenshot of single phase continuous model GUI 
 
The inputs for this model are contained in the top half of the GUI. The main input is the type of 
reactor used in the model evaluation with popup menus allowing the user to choose either a CSTR or 
PFR. Once a reactor is chosen, the appropriate picture is displayed on the user interface and the 
relevant flags set inside the model object. Users can then enter the volume (residence time) and Chapter Six    Ideal Methanolysis Reactor Model 
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temperature that each reactor operates at. Furthermore, it is possible to change the overall flow-
rate and density of the FAME product for the reactors which is used with the volume of each reactor 
to determine the residence time.  
 
Tables are used to display the concentration before, between and after the reactors. The input table 
is filled by the user and the values currently used are taken from the batch model at 0% conversion. 
Once the calculate button is clicked the residence time, conversion and output tables are filled out.  
6.5.3  Model Validation 
The major assumption associated with the change from the batch to continuous model is that the 
reaction medium is a constant density mixture, that is, its volume does not change. In the batch 
investigations the volume was found to vary by less than 5% in almost all cases and as a result, the 
density change was assumed to be negligible. This hypothesis was tested by comparing the 
calculated conversion in the batch model with that of the PFR with the same residence time. Using 
this method a 0.4% difference in conversion was observed at 65°C. By considering the uncertainty 
associated with the rate constants this error is considered negligible.  
 
Unlike the batch model there is the possibility of a change in temperature between the two reactors. 
The change in temperature causes a change in density which causes a change in volume and thus 
reactant concentrations. This factor can be more than 5% and has been incorporated into the model.  
 
Limited continuous reactor data is available in the literature to validate this model. To meet this 
need, experimental work was undertaken with industry partner Bluediesel PTY LTD. Appendix D 
outlines the experimental equipment and procedure to determine the measured conversions shown 
in Table 6.5. Experimentation was conducted in Bluediesel PTY LTD’s pilot plant which uses a CSTR in 
series with a PFR with no glycerol separation. For the experiment summarised in Table 6.4 coconut 
oil was the feedstock, methanol was the alcohol and sodium methoxide the catalyst.  
 
Table 6.4: Experimental conditions 
Feedstock  CSTR  PFR  Molar 
ratio
1 
Catalyst 
Loading  τ (min)  T(°C)  τ (min)  T(°C) 
Run A  28.6  62  16.3  98  4.6  0.6%wt-oil 
Run B  28.6  66  16.3  108  4.6  0.6%wt-oil 
Run C  23.8  62  13.5  105  4.6  0.6%wt-oil 
Run D  35.6  55  20.2  103  4.6  0.6%wt-oil 
Run E  28.6  52  16.3  85.4  5.35  0.6%wt-oil 
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In these experiments the methanol to oil molar ratio is lower than the typical value of 6:1 due to an 
operational error
2 in setting the pump stroke level during the experiments. In Table 6.5 run A is used 
as a baseline and Runs B to E are described in terms of their deviations from this baseline.  
 
Table 6.5: Measured conversion 
Run Description  Before 
Reactor 
Reactor 
Midpoint 
After 
Reactor 
Run A – Baseline  86.8%  94.2%  97.6% 
Run B – High temperature  85.3%  95.8%  92.1% 
Run C – Low residence time  -  93.2%  96.7% 
Run D – High residence time  86.7%  98.1%  98.6% 
Run E – High methanol ratio and low temperature  68.6%  88.7%  95% 
 
To validate the continuous model it was modified to handle coconut oil and evaluated at the 
operating conditions described in Table 6.4. The results of these model runs are shown in Table 6.6. 
On initial examination it is clear that in all cases except run E the measured conversions at ‘before 
reactor’ (outlet of the CSTR) are 10-12% higher than those calculated by the model. As explained in 
Appendix D the gas chromatographic method used to determine the conversion is not well suited to 
the low levels of conversion and these values may be unreliable. 
 
Table 6.6: Calculated conversion from model 
Run Description  Before 
Reactor 
After 
Reactor 
Run A – Baseline  75.5%  95.0% 
R un B – High temperature  76.9%  95.9% 
Run C – Low residence time  73.8%  94.4% 
Run D – High residence time  74.5%  96.2% 
Run E – High methanol ratio and low temperature  78.6  98% 
 
 In light of this discrepancy the validity of the CSTR model was investigated using the data of 
Darnoko & Cheryan(2000a) . In the work of Darnoko & Cheryan (2000a) a 1L CSTR was charged with 
palm oil, methanol, at a molar ratio of 6:1 to the oil and 1%wt-oil potassium hydroxide (KOH). 
Operation at 60°C and a residence time of 60 min for over 20hrs provided a consistent FAME yield of 
89.5%wt, with a relative standard deviation of 2.61%.  
 
Using the physical property data contained in Appendix B the component objects were modified to 
reflect that of palm oil and palm FAME. The CSTR model was then ran at the conditions described 
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above resulting in a yield of 91.9%. This lies within the standard deviation of the results, suggesting 
that the CSTR model is valid. It also supports the hypothesis that the measured conversions for the 
‘before reactor’ samples are unreliable. 
 
The conversion achieved in the CSTR has a bearing on the CFD model as it determines the input into 
the tubular reactor. The key inputs to the CFD model that relate to the level of conversion are the 
phase compositions. The phase composition only affects the CFD model by altering the density and 
viscosity of the phases. These do not change significantly in the final stage of the reaction (>75% 
conversion) and are based upon the measurements of the polar and non polar phase densities and 
viscosities as recorded in Appendix B -6. That is, even if the level of conversion used for the CFD 
model is out by 10% it has an almost negligible impact on the CFD model.  
 
The values for the outlet conversion of the model are within the error range (±3%) of the measured 
results for Run A, Run C and Run D. Run B is unlike the other results with the measured conversion 
dropping as the flow progresses through the reactor. This phenomenon is attributed to the back 
reaction that can occur at high temperatures and low methanol ratios. The model does exhibit this 
behaviour, however, it only occurs when the temperature is increased to 140°C. 
 
On top of the experimentation undertaken with coconut oil, Bluediesel PTY LTD also conducted an 
independent evaluation of their reactor system with canola oil. This evaluation was conducted at the 
conditions shown in Table 6.7 and the conversion was determined using  ASTM 6584
3. The model 
was also evaluated at these conditions and the result was within 0.2% of the measured conversion 
(see Table 6.7).  
 
Table 6.7: Independent reactor evaluation (Canola oil) 
Feedstock  CSTR  PFR  Molar 
ratio 
Catalyst 
Loading 
Measured 
Conversion 
Calculated 
Conversion  τ (min)  T(°C)  τ (min)  T(°C) 
Canola Oil  35  60  20  100  6  0.6  99.4
4  99.2 
 
The favourable comparison between the model results and the measured conversion in the majority 
of these cases suggests that the continuous model is a suitable basis for the optimisation conducted 
in chapter seven. 
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6.6  Conclusion  
In this chapter a single phase continuous reactor model was identified as the most suitable 
companion to the CFD model developed in chapter five. An object orientated approach was used in 
Matlab to develop both batch and continuous single phase models. The batch model was used to 
investigate the validity of different kinetic models available in the literature. The result of the batch 
validation process was the use of Arrhenius expressions derived from the work of Noureddini & Zhu 
(1997) in conjunction with the inclusion of catalyst concentration after the work of Vicente et al. 
(2005b; 2006).  
 
The kinetic inputs validated in the batch model were used in the continuous model. The continuous 
model was validated using experimental data and the work of Darnoko & Cheryan(2000a). The 
favourable comparison between experimental results and model results provides confidence in the 
use of the single phase continuous model in the optimisation process discussed in the following 
chapter.  
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7  Methanolysis Reactor Optimisation 
 
Chapter Seven 
METHANOLYSIS REACTOR 
OPTIMISATION 
Key Points: 
o  Definition of optimisation in relation to this work 
o  Development of an optimisation tool in MATLAB on the basis of the ideal 
reactor model in chapter seven 
o  Identification of optimum reactor configuration through integration of the 
CFD model (chapter FIVE) and optimisation tool  
7.1  Introduction 
In the context of continuous small scale reactor technology, the optimum is defined as the lowest 
total cost (capital and operating expenditure) while maintaining the level of conversion required in 
the relevant biodiesel fuel standard.  Finding the optimum solution, therefore, involves determining 
the operating conditions of the continuous reactor that delivers the lowest capital and operating 
expense.  
 
The continuous model developed in the previous chapter forms the heart of this optimisation 
process as it determines the level of conversion at various operating conditions. In optimisation 
language this model forms the role of a nonlinear constraint. This chapter firstly identifies which 
operating conditions are varied by the optimisation tool before outlining the cost inputs used in the 
objective function.  
 
With the optimisation handles and cost inputs clearly defined, the optimisation tool is subsequently 
developed in Matlab using the fmincon function. The CFD model, developed in chapter five, is then 
used to ensure that the flow regime at the optimum conditions is dispersed. The nature of the CFD Chapter Seven    Methanolysis Reactor Optimisation 
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model requires it to be a further nonlinear constraint that is separate to the optimisation tool. This 
optimisation process is summarised diagrammatically in Figure 7.1. 
 
Figure 7.1: Optimisation process  
7.2  Optimisation Goal 
Numerous studies on the optimisation of oil methanolysis are available in the literature. The 
majority of these studies are conducted for batch reactors on a bench top scale, with the focus on 
identifying the optimum reaction conditions. Typically these studies involve conducting designed 
experiments to see which combination of methanol to oil molar ratio, catalyst loading and operating 
temperature is required to achieve maximum yield (Dorado et al., 2004b; Vicente et al., 2005a; 
Leung & Guo, 2006; Singh et al., 2006).  
 
Optimisation of continuous methanolysis has also been conducted with the work of Vicente et al. 
(2007) developing quadratic equations for the biodiesel yield, the yield losses due to saponification 
and the methyl ester dissolution in glycerol as a function of reaction variables. The limitation of this 
empirical work is that it is only suitable for a particular catalyst (KOH) and no investigation of flow 
regime in the reactor is discussed. On the other hand, Myint & Mahmoud  (2008) developed a 
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comprehensive plant-wide model in the simulation tool Aspen Plus. This model was then used to 
minimise energy and water consumption, however, it also overlooked many of the intricacies 
associated with the reactor. 
 
The work in this project represents a unique contribution to the biodiesel literature as it focuses on 
the optimisation of a continuous reactor. By finding the minimum total cost of the reactor while 
maintaining high conversions, a foundation is provided to optimise the remainder of the biodiesel 
production plant for viable small scale production. 
 
The level of conversion determined by the continuous model developed in chapter six is used as a 
nonlinear constraint in the optimisation process. This result is compared to the required level of 
conversion, which is derived from the relevant fuel standard for a particular location. Almost all 
biodiesel fuel quality standards throughout the world are based on one or both of the European 
biodiesel Standard (EN 14214) or the American biodiesel standard (ASTM 6751). The parameters 
included in these standards are described in more detail in Appendix A and are used to ensure the 
fuel has low levels of contaminants and is suitable for use in diesel engines.  
 
The parameters of the standards that ensure adequate conversion of the glycerides (triglycerides, 
diglycerides and monoglycerides) into FAME are summarised in Table 7.1. ASTM 6751 only has one 
parameter for ensuring adequate conversion, total glycerol. This parameter calculates the total 
glycerol as the sum of the glycerol mass contained in the monoglycerides, diglycerides and 
triglycerides as well as the free glycerol which remains soluble in the FAME.  
 
Table 7.1: Standard parameters relating to triglyceride conversion 
Standard  Parameter  Test Method  Limit  Unit 
ASTM 6751  Total glycerol  D 6584  0.24 max  % mass 
ASTM 6751  Free glycerol  D 6584  0.02 max  % mass 
EN 14214  Monoglyceride content  EN 14105  0.80 max  % (mol/mol) 
EN 14214  Diglyceride content  EN 14105  0.20 max  % (mol/mol) 
EN 14214  Triglyceride content  EN 14105  0.20 max  % (mol/mol) 
EN 14214  Free glycerol  EN 14105  0.02 max  % (mol/mol) 
EN 14214  Total glycerol  EN 14105  0.25 max  % (mol/mol) 
EN 14214  Ester content  EN 14103  96.5 min  % (mol/mol) 
 
On top of the total glycerol parameter, EN 14214 also provides further limits on monoglycerides, 
diglycerides and triglycerides as well as a minimum ester content parameter. This parameter may 
seem unnecessary as it has been shown that if all other specifications for impurities are met, ester Chapter Seven    Methanolysis Reactor Optimisation 
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content will necessarily be over 98% (Environment Australia, 2003). The main reason for retaining 
this parameter is to ensure that a fuel that meets all the other parameters but is not made up of 
methyl esters is not unknowingly introduced into the market.   
 
The continuous model developed in chapter six calculates conversion in the form of a percentage of 
the theoretical ester yield. The theoretical ester yield is determined by assuming all triglycerides are 
completely converted to Fatty Acid Methyl Esters (FAME). Using the parameters listed in Table 7.1 it 
is possible to determine the level of conversion, calculated in this way, to meet the conversion 
related parameters in the fuel standard. This calculation resulted in a minimum theoretical 
conversion of 98.2% by mass. If this level of conversion is attained and other contaminants 
(methanol and catalyst) are removed, the fuel should meet the relevant standard.  
 
To ensure the model is conservative, the required level of theoretical conversion has been set at 
98.5%, thus the goal of the optimisation process is to determine the lowest total cost (capital and 
operating) of the reactor while maintaining at least 98.5% conversion. 
7.3  Optimisation Handles 
In determining the optimum reactor configuration and operating conditions for small scale biodiesel 
production, a number of variables can be used as handles to alter the level of conversion. The 
relative influence of each of these variables is discussed below.  
 
7.3.1  Reactor Configuration 
Reactor configuration ultimately affects conversion through the influence of mixing pattern. In most 
reactions the rate is determined by both the rate constants and the concentration of reactants. 
Different mixing patterns determine the concentration profile of reactants in the reactor. Levenspiel 
(1999) demonstrates that the Plug Flow Reactor (PFR) is always more efficient than a Continuous 
Stirred Tank Reactor (CSTR) for second and greater order reactions.   
 
As pointed out in chapter four, the methanolysis reaction is not a simple second order reaction, 
instead it is often described as an autocatalytic reaction due to the self-enhanced mass transfer rate 
throughout the reaction. For autocatalytic reactions in which the un-reacted reactants cannot be 
separated,  Levenspiel (1999) suggests the reactor configuration in Figure 7.2 as the optimal mixing 
pattern design. In this mixing pattern the CSTR operates at concentration levels that provide high Chapter Seven    Methanolysis Reactor Optimisation 
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reaction levels essentially overcoming the initial slow rate of reaction, while the PFR provides 
maximum concentration difference to provide high levels of conversion.  
 
Figure 7.2: Reactor configuration for autocatalytic reactions (Levenspiel, 1999) 
 
In industrial scale biodiesel production the operating temperatures in excess of 65°C and the high 
mixing intensity limit the severity of the autocatalytic effect causing the reaction to approach a 
typical second order reaction. In these cases it may be possible to use a single PFR or a number of 
CSTR’s in series instead of the configuration in Figure 7.2.  
 
As discussed in chapter three, many large scale production plants utilise two CSTR’s in series using 
inter-stage glycerol separation to drive the reaction to completion. This configuration has not been 
considered for the small scale case because of the extra operating complexity and cost associated 
with either centrifuge or decanter separation and two stage reactant dosing.  
 
The reactor configurations that will be investigated in this optimisation process include: 
  Single stage CSTR 
  Two stage CSTR 
  CSTR followed by PFR (Figure 7.2) 
  Single stage PFR 
 
Other configurations e.g., two stage PFR, are not meaningful as these are equivalent to one PFR with 
a total residence time equal to the residence time of the two reactors. Furthermore, Levenspiel 
(1999) shows that a PFR followed by a CSTR is not optimal for second order or autocatalytic 
reactions as the concentration profile in the reactor results in a very slow approach to equilibrium. 
As a result, this final possibility will not be considered.  
 
PFR 
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7.3.2  Residence Time 
The residence time or space-time of the continuous reactor determines its volume or size and 
therefore the capital cost of the reactor for a given throughput. Increasing the residence time 
increases the level of conversion in the methanolysis reaction. The optimum residence times for 
minimum total cost depend on the trade-off between the capital cost of the reactor and the 
operating cost of increasing the level of conversion via other means e.g., higher temperature. 
Residence time is therefore a key handle for determining conversion and will be varied by the 
optimisation tool.  
 
The optimisation process has been conducted at a fixed throughput of 2 million L/yr using coconut 
oil as a feedstock. The plant is assumed to operate continuously for 8000 hrs/year. Using the density 
of coconut FAME at 25°C as 0.88kg/L (calculated in Appendix B) the required volumetric flowrate for 
each reactor at their operating temperature is calculated in the model. This volumetric flowrate is 
used to calculate the residence time on the basis of the volume of each reactor.  
 
7.3.3  Methanol to oil ratio 
As discussed in chapter three, many studies find the optimum value for the molar ratio to be 
approximately 6:1 (Encinar et al., 2005; Leung & Guo, 2006). Higher ratios than this can drive the 
equilibrium to the product side, however, increase the glycerol separation difficulty and dilute the 
catalyst concentration. On the other hand, lower ratios may result in limited conversion and slow 
reaction rate. The balance between higher yield (increased methanol to oil molar ratio) against ease 
of glycerol separation and reduced reagent/energy consumption (decreased methanol to oil molar 
ratio) should be determined empirically in each case, however, 6:1 has been shown to be an 
excellent starting point (Schucardt et al., 1998).  
 
In this optimisation study, the methanol to oil ratio has been set at 6:1 as the effect of methanol to 
oil ratio on downstream unit operations has not been incorporated into the model.   
7.3.4  Catalyst Type and Loading 
The literature review in chapter four and model construction process in chapter six highlighted the 
pivotal role of the catalyst concentration in determining the rate of reaction and thus the level of 
conversion. This is the result of the rate constants being directly proportional to the catalyst 
concentration (Vicente et al., 2005b; Vicente et al., 2006). Consequently, an increase in the 
methoxide concentration results in an increase in the reaction rate.  
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The literature review in chapter three identified the methoxide catalysts as superior to hydroxide 
catalysts due to their purity. This superiority is evidenced by the fact that many plants throughout 
the world are currently using sodium methoxide (NaOCH3) at 0.5%wt-oil as their catalyst of choice 
(Rogerio, 2006). In most optimisation studies an optimum catalyst concentration is found after 
which the yield drops off due to an increase in the saponification rate or the formation of 
soaps(Dorado et al., 2004a). Higher catalyst concentrations also cause difficulty in post reaction 
purification operations.  
 
The model developed in this project has not yet incorporated the saponification reaction or the 
effect of catalyst concentration on downstream operations. As a result the catalyst type and loading 
have been set as constants in the optimisation inputs as sodium methoxide and 0.5%wt-oil 
respectively.  
7.3.5  Operating Temperature 
The effect of operating temperature on the methanolysis reaction is summarised in Figure 3.3. The 
optimum temperature ultimately depends on the interaction between the capital cost of equipment 
and the operating costs associated with higher temperatures. The strong effect of temperature on 
the reaction kinetics has highlighted this reaction variable as a handle to be modified by the 
optimisation tool.   
 
7.3.6  Summary 
In summary, the optimisation tool will vary the space time and temperature of different reactor 
configurations to determine the minimum total cost while maintaining conversion levels greater 
than 98.5%. The process model developed in chapter seven is essentially a non-linear constraint that 
determines the level of conversion on the basis of the values of the different handles. The CFD 
model acts as a further non-linear constraint that ensures the reaction mixture is dispersed. 
7.4  Optimisation Inputs 
The previous sections have described the constraints and handles used by the optimisation tool to 
find the minimum total cost for a continuous small scale homogeneous alkaline catalysed 
methanolysis reactor. The determination of minimum total cost on the basis of operating variables is 
defined as the objective function. The aim of the optimisation tool is therefore to minimise the 
objective function while maintaining the non-linear conversion constraint discussed above.  
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Determination of total cost requires both capital and operating costs. These two costs occur in 
different time-frames with the capital cost incurred in a short space of time at the beginning of the 
project and operating costs occurring over the lifetime of the project (Edgar et al., 2001). To equate 
these two costs to a common measurement the future operating costs need to be transformed into 
present day values. This section firstly outlines the capital cost of the two types of reactors, the 
operating costs for pumping, mixing and heating and finally converts the future value of the 
operational costs to present day values.   
7.4.1  Capital Costs 
The capital costs of the reactor are dependent on the material of construction, the number and type 
of pumps used, the operating temperature and pressure as well as the cost of the heater used to 
bring the reaction medium up to temperature.  
 
Numerous chemical engineering texts provide methods for estimating the capital and operational 
costs of large scale processes  (Perry & Green, 1998; Couper et al., 2005; Sinnot, 2005). These 
estimates typically have an accuracy of ±15-30%, however, they are only valid for large scale 
equipment. To provide estimates for capital costs on the small scale considered in this project, 
Bluediesel PTY LTD has provided estimates of capital cost gathered in their design processes. The 
capital costs for both the CSTR and PFR are investigated below. 
7.4.1.1  CSTR 
Figure 7.3 contains the P&ID for a possible CSTR design that is suitable for small scale production. 
Although this may not be the final design the cost inputs provide sufficient direction for similar 
designs.  
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Table 7.2: CSTR capital costs, provided by Bluediesel PTY LTD for June 2008 
Equipment  Equipment Type  Unit Cost 
($
1) 
Mix Pump and electric motor  Vane pump  200+5V 
Product Pump and electric motor  Vane pump  400+F 
Heater and vessel  Hot water  200+250P 
Level Transmitter and instrumentation  User dependent  1800 
Vessel  12” Stainless steel 
tube with caps 
200+10V 
 
In Table 7.2, F is the volumetric flowrate through the reactor, V is the reactor volume of the vessel 
and P is the heater power. The calculation of F and V are dependent on temperature and the 
residence time chosen by the optimisation tool and are calculated on the product flow (2 million L/yr 
at 0.88kg/L @25°C).  The calculation of P, shown in Equation 7.1, is based on the heat capacity. The 
factor 0.172 incorporates the heat capacity of the reaction mixture, the mass flowrate (constant in 
this optimisation study) and the conversion to kW, T is the difference between the inlet and reactor 
temperatures in °C. For the first reactor the input temperature is assumed to be 25°C. 
 
  = 0.172( ) 
Equation 7.1: Power calculation for 1
st stage heater 
 
These costs include installation costs, which are incorporated into the constant element of the cost.  
The cost of pressure equipment is not considered as the CSTR is operated at atmospheric pressure 
and is thus limited to 65°C (see chapter three). 
7.4.1.2  PFR 
Figure 7.3 contains the P&ID for a possible PFR design that is suitable for small scale production. 
Although this may not be the final design it is representative of other high temperature (>100°C) PFR 
that could be used. The high pressure pump is used to pressurise the reaction mixture to maintain 
the methanol in the liquid phase, while the pressure reduction device is used to slowly decrease the 
operating pressure of the reactor to prevent the formations of emulsions.  
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Figure 7.4: P&ID of PFR 
 
Table 7.3: PFR capital costs, provided by Bluediesel PTY LTD for June 2008 
Equipment  Equipment Type  Unit Cost 
($
2) 
High pressure pump and electric motor  Vane pump  400+5F 
Instrumentation, controllers and VSD  User dependent  3000 
Heater   Steam  500+250P 
Pressure Reduction Device  Adjustable channel  1500 
Reactor  Swaged tubes  500+236.6V 
or 
500+124.4V 
 
In Table 7.3 F, P and V have the same definition as in Table 7.2. The price for the reactor has two 
different options due to the possibility of using ½ inch tube or ¾ inch tube, the former is more 
expensive as more tube is required for an equivalent volume. The higher pressure capability of the 
tubular reactor increases the maximum operating temperature to 160°C. 
 
7.4.2  Operating Costs 
In a process plant a number of operating costs exist. Costs including testing, labour, transport, 
marketing and management overheads have not been incorporated into the optimisation problem 
as these are essentially constant for either type of reactor mentioned in the previous section. The 
two operating costs that have been chosen as inputs to the objective function are electrical power to 
drive pumps and cost of heat for the heaters.   
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Table 7.4: Operating cost, provided by Bluediesel PTY LTD for June 2008 
Operating Cost  Yearly 
consumption 
Cost of electricity CSTR (Mix and Product pump)  E(0.8F+4.1V) 
Cost of electricity PFR (High pressure pump)  E(5.1F) 
Cost of heat CSTR (Hot water)  9000*L*P 
Cost of heat PFR (Steam)  10000*L*P 
 
In Table 7.4, E is the cost of electricity in $/kWh and L is the cost of LPG in $/kWh. For the purposes 
of this analysis the values used in the case study in chapter two will be used; these are repeated in 
Table 7.5.  
Table 7.5: Electricity and gas costs 
Utility  Cost 
Electricity  $0.12/kWh 
LPG  $0.09/KWh 
 
7.4.2.1  Present Value of Operating Costs 
To determine the total cost, the operating and capital costs must be measured over the life time of 
the plant. The most common method of doing this is to calculate the present value of future 
operating expenses. Edgar (2001) provides the formula shown in Equation 7.2. 
 
  =   ×
(1 +  )  − 1
 (1 +  )   
Equation 7.2: Present value (Edgar et al., 2001) 
 
In Equation 7.2, P is the present value of a series of uniform future payments, each of value F, 
starting in the first period and ending in period n with a fractional discount rate i. The discount rate 
applied in this project is 7% and the duration of the project is 10 years.  
 
7.4.3  Objective Function 
Using these inputs an objective function was developed that calculated the total cost based on the 
present value of all operating costs and capital cost for each separate case. For both reactors all of 
the individual capital costs are summed and then multiplied by a capital factor, currently this is set at 
one. The capital factor allows the user to increase the capital cost of the reactor to investigate how 
this would affect the optimum design. The user can vary the effect of the operating cost by changing 
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7.5  Optimisation Tool 
Having defined the non-linear constraint and the objective function, the MATLAB method fmincon 
was used to determine the minimum cost for a number of different small scale reactor 
configurations. Fmincon is used with the following function call: 
 
[x,cost] = fmincon(fun,x0,A,b,Aeq,beq,lb,ub,nonlcon,options) 
 
In this function call fun and nonlcon are handles to the objective function and non-linear constraint 
function respectively, x0 is the initial conditions for optimisation, A,b,Aeq and beq are equality 
constraints that were not used in this work, lb and ub are the lower and upper bounds of the input 
variables respectively and options is a vector that allows options to be set within the solver.  
 
To allow different scenarios to be investigated a graphical user interface was developed that allowed 
the user to choose the reactor type, set upper and lower bounds, change costs that are used in the 
objective function and set initial conditions. After the optimise button is clicked the volume and 
temperature of each reactor, the reactant concentrations and the minimum cost is displayed. This 
user interface is shown in Figure 7.5. 
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7.6  Optimisation Results 
Using the reactor optimisation tool developed in the previous section the optimum operating 
conditions were found for the four configurations previously identified.  
7.6.1  Single Stage CSTR 
A single stage CSTR was unable to attain 98.5% conversion. Even with the unrealistic operating 
parameters shown in Table 7.6 it was only possible to achieve 97% conversion. Very few commercial 
production plants operate a single CSTR and this option is clearly not optimal in this situation.  
 
Table 7.6: Optimised CSTR operating conditions 
Variable  CSTR 
Volume   8000L 
Temperature   65°C 
Flowrate  330 L/hr 
Capital Cost  $124,480 
Operating Cost  $68,306 
Reactor Cost  $192,786 
7.6.2  Two Stage CSTR 
The two stage CSTR was also unable to attain 98.5% conversion, only reaching 98% conversion under 
the operating conditions shown in Table 7.7. The difference in operating costs between CSTR 1 and 2 
can be attributed to the heating costs with the first CSTR carrying the bulk of the burden in heating 
the reacting mixture.  
 
As discussed in chapter three, most commercial plants employ inter-stage separation to drive this 
reaction to completion. A future version of this optimisation model could include this option to 
compare with the Plug Flow Reactors.  
Table 7.7: Optimised two stage CSTR configuration 
Variable  CSTR 1  CSTR 2 
Volume   3000 L  3000 L 
Temperature   58°C  65°C 
Flowrate  327.5 L/hr  331 L/hr 
 
Capital Cost  $49,630  $48,690 
Operating Cost  $43,175  $21,785 
Reactor Cost  $92,805  $70,475 
Total  $163,280 
 
If more than two CSTR ‘s were placed in series, 98.5% conversion could be attained, however, as the 
number increases the flow approaches plug flow and a PFR should be considered. Leevijit (2008) Chapter Seven    Methanolysis Reactor Optimisation 
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investigated the performance of multiple CSTR in series and found that six reactors in series 
achieved high performance. Although a single reactor containing these six units could be 
constructed it is likely that its complexity is unsuitable for small scale production.  
 
7.6.3  Single Stage PFR 
The results for the PFR show that this type of reactor is more suitable for small scale production. 
Tables 7.8 and 7.9 summarise the operating conditions and total reactor costs for a ½” and ¾” PFR. 
The lower capital cost of the larger diameter reactor makes this reactor the better choice for small 
scale production, however, the slower velocity in this reactor may cause stratification which is 
investigated in the CFD model in the following section.  
Table 7.8: Optimised PFR operating conditions ¾” 
Variable  PFR 
Volume   150L 
Temperature   80°C 
Flowrate  334.3 L/hr 
Capital Cost  $28,580 
Operating Cost  $61,160 
Reactor Cost  $89,740 
 
Table 7.9: Optimised PFR operating conditions ½” 
Variable  PFR 
Volume   131.5L 
Temperature   83°C 
Flowrate  335.2 L/hr 
Capital Cost  $41,120 
Operating Cost  $64,130 
Reactor Cost  $105,250 
 
7.6.4  CSTR Followed by PFR 
As Tables 7.10 and 7.11 show the CSTR followed by the PFR provides the lowest total cost, slightly 
better than the single PFR. Although a two stage reactor is more complex than the single stage PFR 
the incorporation of the CSTR provides numerous benefits including:  
  Simple reactor heat up and shut down 
  Good reactor control 
  High energy event at the beginning of the reactor 
 
The first two advantages are made possible by allowing the reactor contents to be recirculated 
through the CSTR as the PFR is heated up and cooled down. The latter was shown to be important in 
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initial mass transfer stage of the methanolysis reaction in a PFR. In the CSTR and PFR configuration 
the high mixing in the CSTR overcomes this limitation. 
 
Table 7.10: Optimised CSTR and PFR configuration ¾” 
Variable  CSTR  PFR 
Volume   91.5L  132.2L 
Temperature   65°C  78.8°C 
Flowrate  329.5 L/hr  333.9 L/hr 
 
Capital Cost  $6,220  $24,620 
Operating Cost  $39,620  $16,510 
Reactor Cost  $45,840  $41,130 
Total  $86,970 
 
Table 7.11: Optimised CSTR and PFR configuration ½” 
Variable  CSTR  PFR 
Volume   153 L  103 L 
Temperature   65 °C  82.3 °C 
Flowrate  329.5  335.1 
 
Capital Cost  $7,145  $32,710 
Operating Cost  $39,890  $20,205 
Reactor Cost  $47,035  $52,915 
Total  $99,950 
 
7.6.5  Summary 
In this work the CSTR’s were shown to be unfeasible, however, if the CSTR’s could be modified at a 
low cost to operate at increased pressure and therefore a higher temperature they could compete 
with the PFR.  
 
The major cost for the each of these reactors is the portion of the total operating cost due to 
heating. In many small scale cases waste heat from the electrical generator could be used to raise 
steam and hot water for use in the biodiesel process. If this is done the optimum solution shifts to a 
smaller reactor operating at a higher temperature. The optimisation model developed in this project 
allows different projects to be evaluated on the basis of local operating conditions.   
 
After overcoming the initial mass transfer limitation only turbulence is required in the PFR to ensure 
the two phases do not stratify. The following section applies the CFD model, developed in chapter 
five, to the operating conditions shown in Table 7.10 to ensure there is significant turbulence to 
maintain dispersed flow.  
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It is useful to compare the output of the optimisation process with actual results from the plant. 
Although none of the conditions shown in Table 6.4 match exactly with the optimal conditions 
shown in Table 7.11 it is possible to say that the output of the optimisation work matches the 
optimisation trend experimentally observed by Bluediesel pty ltd.  
 
7.7  Flow Pattern at Optimised Conditions 
Having identified the reactor configuration and operating conditions in Table 7.10 as the optimum 
solution for small scale production, the CFD model, can be used to validate the assumption of 
dispersed droplets in the tubular reactor. The input conditions to the CFD model are summarised in 
Table 7.12. 
 
Table 7.12: CFD input variables used to validate Table 7.10 
Variable  Value 
 
Non-polar phase density (kg/m
3)  828.8 
Non-polar phase viscosity (cP)  1.33 
Polar phase density (kg/m
3)  920.2 
Polar phase viscosity (cP)  1.20 
Pipe internal diameter (mm)  16.65 
Inlet velocity (m/s)  0.426  
 
The density and viscosity values for the non polar and polar phase in Table 7.12 are taken from the 
coconut FAME and canola glycerol correlations in Appendix B. Canola glycerol was used as the 
methanol content of this phase better reflects the typical level of methanol that is present in a 
reacting mixture. The coconut glycerol as described previously had been sitting for an extended 
period of time and therefore had a lower than typical methanol content. Importantly glycerol is not 
oil specific and the substitution of the canola glycerol phase for the coconut glycerol phase is 
reasonable.  
 
The internal diameter of the ¾ “ tube was calculated on the basis of a 1.2mm wall thickness which is 
sufficient to provide the pressure capabilities of the reactor. The velocity was calculated using the 
volumetric flowrate and cross sectional area of the tube.  
 
The flow conditions described in Table 7.12 were simulated in the CFD model developed in chapter 
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same pattern as that shown in Figure 5.8 of chapter five. The turbulent dispersion coefficient was set 
as 0.5 as a medium between 0.25 and 1.  
 
The results of this simulation are shown in Table 7.13 and Figure 7.6. 
 
Table 7.13: Turbulent dispersion force in canola feedstock simulations 
Velocity 
(m/s) 
PPV 
Top 
PPV 
Middle 
PPV 
Bottom 
0.22  0.1443  0.1500  0.1581 
 
 
Figure 7.6: Outlet surface plot of polar phase volume fraction 
 
These results clearly show that the polar phase is sufficiently dispersed at the outlet when operated 
at the optimum conditions identified in Table 7.10. This validates the assumptions behind the single 
phase kinetic model developed in chapter seven, reinforcing the validity of the optimisation model.  
7.8  Conclusion 
In this chapter optimisation of the methanolysis reactor identified the CSTR - PFR configuration in 
Table 7.10 as the minimum total cost solution for small scale production. This optimisation was 
constrained by two non-linear functions, firstly the kinetic model developed in chapter six and 
secondly the CFD model in chapter five. The former constraint required the chosen operating 
conditions to achieve a minimum of 98.5% conversion, while the latter ensured the flow was 
dispersed, ultimately validating the assumptions behind the kinetic model. Chapter Seven    Methanolysis Reactor Optimisation 
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This optimisation is by necessity limited to the reactor and not the wider plant, however, unlike 
other studies like those of Myint (2008) it does not oversimplify the reactor and just focus on the 
post-treatment. Furthermore, this optimisation only considered economics, that is minimising cost, 
however, other parameters like energy could also be considered. In an investigation that did 
consider energy consumption in PFR and CSTR’s (Frascari et al., 2008) showed that minimum energy 
consumption was achieved with a tubular reactor using static mixers. This result reinforces the 
results of this work highlighting the advantage of tubular reactors in small scale biodiesel 
production.  
 
The following chapter concludes this work summarising the progress made in this project and 
identifies further work that can be conducted in this field. 
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8  Conclusion 
 
Chapter Eight 
CONCLUSION 
Key Points: 
o  Re-tracing of the doctoral journey 
o  Review of research achievements 
o  Opportunities for future work 
 
As originally stated in chapter one, this thesis has documented the research progress and thought 
process of this doctoral journey from project description to thesis submission. This journey is 
summarised diagrammatically in Figure 8.1 with each stage subsequently related to the chapters of 
the thesis in the paragraphs that follow. 
 
In chapter one, biodiesel was identified as one part of a multi-faceted solution to global warming 
and peak oil. Despite the numerous benefits associated with biodiesel, chapter one also highlighted 
a major cause of limited large scale uptake of biodiesel, namely feedstock availability.  
 
Feedstock limitations led to an in-depth evaluation of the biodiesel production system in chapter 
two which focused on feedstock, sustainability and economic viability. This analysis culminated in 
the development of a new production model built around small scale biodiesel production in the 
context of regional industry hubs. A case study was examined which showed that this is a viable way 
forward for the biodiesel industry in Australia.  
 
To increase the effectiveness of the technology used in this small scale production model, the focus 
of this work shifted to reactor optimisation. The ultimate goal of the optimisation process was to 
minimize the total cost of the reactor while maintaining high levels of conversion. The first step in 
this process was to conduct a detailed literature review of biodiesel reactor technologies to choose 
the appropriate catalyst for small scale production (chapter three).  
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Figure 8.1: Diagrammatic representation of PhD journey 
 
The second step was the development of a reactor model that could determine the level of 
conversion on the basis of reactor temperature and residence time (flow-rate). The first step in this 
process was further investigation into the homogeneous catalysed reaction medium. This 
investigation is recorded in chapter four and resulted in the choice of a two part model to represent 
the methanolysis reaction, with the first part focusing on flow characteristics to maintain dispersion 
of the reacting phases, and the second on kinetics to determine conversion. 
 
Due to the multiphase nature of the reaction medium, the first part was developed as a 
Computational Fluid Dynamic (CFD) model of the flow through Bluediesel PTY LTD’s tubular reactor 
in ANSYS CFX. This model drew heavily on literature in the field of oil and water flows and was 
verified with flow visualization studies of the reactor. The second part of the model was built in 
MATLAB on the basis of biodiesel kinetic studies and was verified with data from Bluediesel PTY 
LTD’s plant. The development process and verification of both these models is described in detail in 
chapters five and six respectively 
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Having developed the model it was applied in chapter seven to determine the minimum total cost of 
the methanolysis reactor. In the optimisation process the kinetic model essentially acted as a non-
linear constraint to determine the level of conversion at different operating conditions. The 
optimum reactor geometry and operating conditions chosen by the optimisation tool were then 
tested in the CFD model. This acted as a second non-linear constraint ensuring there was sufficient 
dispersion to validate the assumptions of the kinetic model.  
 
In short, this thesis presents a new production concept for biodiesel production in Australia while at 
the same time paving the way for computational fluid dynamic software to be used in methanolysis 
reactor modelling.  
 
8.1  Key Contributions 
The key novelty of this doctoral work is the application of CFD modelling to the methanolysis reactor 
at the heart of the biodiesel production system. To the best of the author’s knowledge no other 
publicly available work has been conducted in this area. Although the CFD model cannot be 
considered comprehensive in any sense, it has made a major contribution in defining the problem 
and identifying where further work is required. 
 
In addition to this, the analysis of the wider biodiesel production system in chapters one and two 
resulted in a novel production model developed specifically for the biodiesel industry in Western 
Australia in the current feedstock climate. 
 
These two novel areas of research resulted in two separate conference papers which are available in 
Appendix E as well as a review paper on supercritical production technology which forms part of 
chapter three. 
 
8.2  Future Work 
The work contained in this thesis lays a foundation for future work in three areas: 
  Development of a comprehensive two phase model 
  Plant-wide economic and energetic optimisation 
  Further development of the regional industry hub concept Chapter Eight    Conclusion 
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8.2.1  Two Phase Model  
The first area of future work is an extension of the two part model developed in chapters six and 
seven. As identified in chapter four the methanolysis reaction transitions from a two phase system 
to another biphasic system via a pseudo single phase emulsion. The current model simplifies this 
reality by using a combination of a two phase flow model that ignores kinetics and a single phase 
model that ignores mass transfer and component solubility. A more comprehensive and widely 
applicable two phase model could be developed that incorporates mass transfer, kinetics and 
component solubility. 
 
This model was not developed in this work because key empirical inputs to the model were 
unavailable. Table 8.1 outlines what information is required and what information is currently 
available in the areas of kinetics, mass transfer and component solubility. 
 
Table 8.1: Information required for two phase model 
Controlling factor  What information is 
required? 
What information is available? 
Kinetics  Frequency factors and 
activation energies for the 
six rate constants identified 
in chapter four.  
Numerous values are available in the literature, however, 
these encapsulate the effect of solubility and mass transfer. 
Doell et al. (2008) provides values for the rate constants 
k1,k3 and k5 determined in a truly single phase system. 
Unlike the other studies the values for these constants were 
very similar. This result better reflects the similar 
mechanisms encountered in each stage than other widely 
varying constants which encapsulate solubility and mass 
transfer effects. 
Mass Transfer  Interfacial area throughout 
the reaction and mass 
transfer rates 
Stamenkovic  et al. (2007; 2008) and Frascari et al. (2008; 
2009) have measured droplet size and suggested values of 
mass transfer rates. Interestingly, Stamenkovic et al. (2007) 
demonstrated that the droplet size rapidly decreased and 
then remained constant as the reaction transitioned from 
the first slow stage to the following two stages. This 
suggests that there is either a co-solvency or surfactant 
effect from one of the products that affects the coalescence 
and breakup relationships. The nature of this effect and 
good models for coalescence and breakup are required if a 
fully dynamic CFD model is to be created of the biodiesel 
reaction. Furthermore, the effect of temperature on droplet 
size must be adequately understood. 
Solubility  The liquid-liquid equilibrium 
(solubility) of each 
component in the two 
phases over the course of 
the reaction 
Numerous ternary phase diagrams are available for the 
major elements of the methanolysis reaction medium 
(FAME,methanol and glycerol) e.g., (Negi et al., 2006; Zhou 
et al., 2006; Jachmanian et al., 2007; Andreatta et al., 
2008). Actual measurements of the component distribution 
at the end of the reaction are available from (Chiu et al., 
2005; Zhou & Boocock, 2006b), these are most useful and 
would be an excellent starting point for the extrapolations 
required to model the solubility throughout the reaction.  
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This work provides a strong foundation for the development of this two phase model in three ways: 
  It is the first known application of CFD modelling to the methanolysis reaction, providing a 
foundation for future dynamic, mass transfer and solubility based models. 
  It provides a comprehensive literature survey highlighting valuable resources and areas 
where information is lacking. 
  It provides a benchmark against which to test the two phase model. 
 
Although the two phase model could be developed in MATLAB, it would not be possible to properly 
incorporate the effects of mass transfer, as this strongly depends on the flow dynamics in the 
reactor. Consequently it is suggested that the model be developed as a CFD model in software such 
as ANSYS CFX. If this were done the kinetics, mass transfer and component solubility relationships 
could be incorporated into the flow equations using user sub-routines. It is suggested that this 
model be firstly solved for a CSTR or batch reactor, as the computing resources do not exist to model 
the volume of a full tubular reactor. A key requirement of this future work would be quantitative 
validation which was not possible in this doctoral work.  
 
8.2.2  Plant-Wide Optimisation 
In this work the focus of the optimisation was minimisation of total cost for the methanolysis 
reactor. Further work could involve both economic and energetic optimisation of the entire biodiesel 
production system. Myint & Mahmoud (2008) performed such an optimisation study on a biodiesel 
process using Aspen plus to model the process and ICARUS to estimate its profitability. The work of 
Myint & Mahmoud (2008) could be furthered by incorporating more advanced models of the 
reactor, like that contained in this work and further integration between the unit operations.  
 
8.2.3  Regional Industry Hub development 
In chapter two a new production model was developed that improved the viability of small scale 
production systems by integrating them into regional industry hubs. This concept could be furthered 
to other emerging renewable energy technologies in the field of bioenergy and biofuels  and 
warrants further investigation. The key elements involved in this future research include: 
  Proximity and nature of  feedstock resources 
  Identification of  utility and biomass stream integration opportunities to reduce waste 
  Optimisation of individual processes 
This work would be most effectively conducted with an industry partner who has a financial interest 
in creating such a facility. Chapter Eight    Conclusion 
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8.3  Final Words 
In summary, it is the author’s opinion that there have been three key deliverables from this work. 
The first is that the two novel research results from this work, namely new production concept and 
application of CFD to the methanolysis reactor are a useful contribution to the field of biodiesel 
production research. Secondly, that the research conducted in this work is a useful foundation for 
the three future work opportunitiaes identified in the preceding section. Finally, that this work will 
be the start of an exciting career in renewable energy development for the better of humankind. 
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Appendix A Biodiesel Fuel Quality Standards 
Appendix A   
BIODIESEL STANDARDS 
A-1 Introduction 
To achieve wide levels of market acceptance biodiesel must be readily available with consistently 
high fuel quality (Knothe, 2001). This need for reliable quality has resulted in the development and 
adoption of fuel standards for biodiesel fuel quality in many countries throughout the world. Almost 
all of these standards are based on, or derived from one or both of the European biodiesel standard 
EN14214 and the American biodiesel standard ASTM 6751.   
 
The parameters and the associated limits defined in both of these fuel standards can be divided into 
two groups. The first group contains fuel parameters that have been derived from petro-diesel fuel 
standards (e.g., EN590 and ASTM D975), while the other group contains parameters specifically 
related to the chemical composition and purity of Fatty Acid Methyl Esters (Mittlebach, 1996). A 
summary of these two standards (EN 14214 and ASTM 6751) is provided in Tables A.1 and A.2 
respectively. 
A-2 Parameters 
A number of parameters defined in the standards are not influenced by the methanolysis reaction 
but relate to both the nature of the feedstock and post reaction refining with many parameters 
derived from pre-existing petrodiesel standards e.g., ASTM 975-97. Parameters that define the 
physical properties of biodiesel are directly related to the fatty acid profile and original contaminants 
of the feedstock, they include:  
  Cetane number 
  Cloud point 
  Distillation temperature 
  Density 
  Viscosity, and  
  Sulfur content 
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Table A.1: Parameters defined in EN 14214 as presented in (Knothe, 2006) 
Property  Test method  Limits  Units 
Ester content  EN 14103  96.5 min  % (mol/mol) 
Density; 15°C  EN ISO 3675, EN ISO 12185  860 - 900  kg/m3
 
Viscosity; 40°C  EN ISO 3104, ISO 3105  3.5 – 5.0  mm2/s 
Flash point  EN ISO 3679  120 min  °C 
Sulfur content  EN ISO 20846, EN ISO 20884  10.0 max  mg/kg 
Carbon residue (10% distillation residue)  EN ISO 10370  0.30 max  % (mol/mol) 
Cetane number  EN ISO 5165  51 min   
Sulphated ash  ISO 3987  0.02 max  % (mol/mol) 
Water content  EN ISO 12937  500 max  mg/kg 
Total contamination  EN 12662  24 max  mg/kg 
Copper strip corrosion (3h, 50°C)  EN ISO 2160  1  degree of corrosion 
Oxidative stability 110°C  EN 14112  6.0 min  hours 
Acid value  EN 14104  0.50 max  mg KOH/g 
Iodine value  EN 14111  120 max  g I2/100g 
Linolenic acid content  EN 14103  12.0 max  % (mol/mol) 
Content of FAME with ≥4 double bonds    1 max  % (mol/mol) 
Methanol content  EN 14110  0.20 max  % (mol/mol) 
MAG content  EN 14105  0.80 max  % (mol/mol) 
DAG content  EN 14105  0.20 max  % (mol/mol) 
TAG content  EN 14105  0.20 max  % (mol/mol) 
Free glycerol  EN 14105, EN 14106  0.02 max  % (mol/mol) 
Total glycerol  EN 14105  0.25 max  % (mol/mol) 
Group I metals (Na + K)  EN 14108, EN 14109  5.0 max  mg/kg 
Group II metals (Ca + Mg)  prEN 14538  5.0 max  mg/kg 
Phosphorus content  EN 14107  10.0 max  mg/kg 
 
Table A.2: ASTM biodiesel standard D 6751, as presented in (Knothe, 2006) 
Property  Test method  Limits  Units 
Flash Point (closed cup)  D 93  130.0 min  °C 
Water and sediment  D 3709  0.050 max  % volume 
Kinematic viscosity, 40°C  D 445  1.9 – 6.0  mm
2/s 
Sulfated ash  D 874  0.020 max  % mass 
Sulfur (ppm)  D 5453 
0.0015 max (S15) 
0.05 max (S500) 
%mass 
Copper Strip corrosion  D 130  No. 3 max   
Cetane number  D 613  47 min   
Cloud point  D 2500  Report  °C 
Carbon residue  D 4530  0.050 max  % mass 
Acid number  D 664  0.5 max  mg KOH/g 
Free glycerol  D 6584  0.020 max  % mass 
Total glycerol  D 6584  0.240 max  % mass 
Phosphorus content  D 4951  0.001 max  % mass 
Sodium/potassium  UOP 391  5 max. combined  ppm 
Distillation temperature
1   D 1160  360 max  °C 
                                                           
1 atmospheric equivalent temperature for 90% recovery Appendix A    Biodiesel Fuel Quality Standards 
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On the other hand, parameters that limit contaminant concentration, including: Flash 
point/methanol content
2; Sodium/Potassium concentration; Sulphated ash and water/sediment 
levels are influenced by the effectiveness of the post reaction treatment and refining. These are 
usually adapted from pre-existing diesel standards (e.g.:ASTM 975-97) to better suit the 
contaminants inherent in fuel produced via standard biodiesel processing techniques.  
 
As evidenced in chapter three, biodiesel is almost exclusively produced through the alkaline 
catalysed methanolysis of triglycerides with methanol. As a result, the product will commonly 
contain not only the desired alkyl ester
3 but also the following impurities:  
  Free glycerol 
  Un-reacted starting material (triglycerides(TAG)
4); 
  Reaction intermediates: monoglycerides (MAG
5) and diglycerides (DAG
6); 
  Residual alcohol and residual catalyst.  
 
The residual alcohol and residual catalyst contamination are limited by the parameters discussed in 
the previous paragraph. However, the second two contaminants, which directly reflect the degree of 
methanolysis/esterification reaction completion, are accounted for by the following parameters: 
  Ester content (EN 14214);  
  MAG, DAG and TAG content (EN 14214) 
  Total glycerol (ASTM 6751 and EN 14214)   
Determining the presence and ultimately the concentration of these constituents indicates the 
extent of reaction. In essence these reveal the amount of feedstock being converted to biodiesel at 
current operating conditions.  
 
In the American standard (ASTM 6751) there is only one parameter used to ensure completion of 
the methanolysis reaction; total glycerol. In EN 14214, limits are also placed on bound glycerol, 
however, further limits apply to MAG, DAG and TAG. The two test methods used to determine the 
values of these parameters are ASTM 6584 and EN 14105 respectively.  
 
                                                           
2 Although flash point of the methyl esters is determined by the fatty acid profile, the presence of methanol 
can drastically reduce this, thus flash point is another test for methanol content.  
3 If methanol is used: Methyl ester.  
4 Triglycerides are also known as triacylglycerides or TAG 
5 Monoglycerides are also known as monoacylglycerides or MAG 
6 Diglycerides are also known as diacylglycerides or DAG Appendix A    Biodiesel Fuel Quality Standards 
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According to Knothe (2006) both of these standard methods are based on the technique developed 
by Plank and Lorbeer (1995) which is further explored in Appendix D. The term total glycerol refers 
to both free and bound glycerol, where bound glycerol is the glycerol contained in the MAG, DAG 
and TAG compounds. This method utilises Gas Chromatography (GC) to separate the glycerol 
containing components from other product components and quantifies them through calibration 
with internal standards.  
 
A-3 Australia 
The Australian standard for biodiesel fuel quality is based on both ASTM 6751 and EN 14214 using 
parameters and limits defined in both standards (Environment Australia, 2003; Commonwealth of 
Australia, 2009). 
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Appendix B Component Physical Properties 
Appendix B 
COMPONENT PHYSICAL PROPERTIES  
In the first part of this appendix the physical properties for pure components, taken from literature 
are presented. The components examined include: 
  Vegetable Oils (Palm, Rapeseed and Coconut) 
  Methanol 
  FAME (Palm, Rapeseed and Coconut) 
  Glycerol 
  Catalyst 
The properties of the components that are of interest are: 
  Molecular Weight (g/mol) 
  Density (kg/L) 
  Dynamic Viscosity (cP) 
The last two are typically temperature dependent thus relationships reflecting this are presented.  
Following this literature review, experimental work carried out in this work is presented. 
Correlations for phase density and viscosity are extracted from this data and are shown here.  
 
B-1 Vegetable Oils 
B-1.1  Molecular Weight 
The molecular weight of a vegetable oil is calculated as the molar average molecular weight from the 
fatty acid profile. Equation B.1 shows this in mathematical form with the term ∑xiMWi referring to 
the average molecular weight of the fatty acids and the 38 arising from the presence of the glycerol 
molecule (Morad & Kamal, 2000).  
   38 3 i iMW x MW  
Equation B.1: Molecular weight of triglyceride 
 
Table B.1 shows the fatty acid profiles of three common oils, these values are indicative with each 
individual oil or fat requiring testing to determine the actual fatty acid profile. Although indicative Appendix B    Component Physical Properties 
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these values are a reasonable starting place for estimating physical properties of the oil and resulting 
biodiesel.  
Table B.1: Fatty acid profile of different oils 
Fatty Acid  MW  C:N
1 
Rapeseed 
Oil
2 % 
Palm Oil
3 
% 
Coconut 
Oil
4 % 
Caprylic  144.2  C8:0  0  0  9 
Capric  172.3  C10:0  0  0  6 
Lauric  200.3  C12:0  0  0.4  47 
Myristic  228.4  C14:0  0  1.1  17 
Palmitic  256.4  C16:0  4  43.8  9 
Palmitoleic  254.4  C16:1  0  0.1  0 
Stearic  284.5  C18:0  1  4.4  9 
Oleic  282.5  C18:1  60  39.90  3 
Linoleic  280.5  C18:2  25  9.6  0 
Linolenic  278.5  C18:3  9  0.2  0 
Others      1  0.5  0 
                                                           
1 Number of carbons in the fatty acid chain : Number of double bonds 
2Low Erucic acid p11 (Mittelbach & Remschmidt, 2006) 
3 (Darnoko & Cheryan, 2000b) 
4 Chromatography work in this project 
 
As an example, consider coconut oil with the fatty acid profile described in Table B.1. This oil has 
an average fatty acid molecular weight of 213.4 g/mol and according to Equation B.1 an average 
molecular weight of 678.3g/mol.  
 
For fatty acid profiles of a range of oils see Mittlebach & Remschmidt (2006). 
B-1.2  Density 
In general, the density of an oil decreases with molecular weight and increases with 
unsaturation (Coupland & McClements, 1997). The typical density of a vegetable oil at room 
temperature is between 870 and 930kg/m
3. Through thermal expansion of the oil an increase in 
temperature causes a proportional decrease in density. The following relationship can be used 
to describe this change: 
T 1 0       
Equation B.2: Temperature dependency of Density (Coupland & McClements, 1997) 
 
The constants ρ0 and ρ1 have been determined experimentally for a number of oils. Table B.2 
provides a list of the constants for the three major oils of interest in this work.  
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Table B.2: Densities of different oils compiled in (Coupland & McClements, 1997) 
Oil 
ρ0 
(kg/m
3) 
ρ1 
(kg/C.m
3) 
Reference 
Rapeseed  927.13  -0.66  (Noureddini et al., 1992a) 
Palm  893.37  -0.4054  (Chempro, 2007) 
Coconut  937.16  -0.7  (Noureddini et al., 1992a) 
 
These constants are valid through the range 37.8°C to 110°C 
  
B-1.3  Dynamic Viscosity 
Viscosity is a measure of resistance to flow and is a key variable in determining the flow regime 
within a tubular reactor. Liquid vegetable oils behave as Newtonian fluids over a wide range of 
shear rates and can thus be characterised by a single viscosity. If the oil or fat is solid, which is 
the case for Palm oil or Tallow below 30°C, the viscosity is non Newtonian. Typically the viscosity 
of an oil decreases exponentially with increasing temperature (Coupland & McClements, 1997).  
 
Noureddini et al. (1992b) measured the viscosities of a number of oils over the temperature 
range 37.8°C to 110°C. Three different viscosity correlations were used to fit the data, with two 
found to be effective for the oils of interest in this database, these are shown in Equation B.3 
and Equation B.4.  
2 T
C
T
B
A
e
 
   
Equation B.3: Correlation 1
 
CT
T
B
A
e
 
   
Equation B.4: Correlation 2 
In Equation B.3 and Equation B.4, T is the temperature in Kelvin and A,B,C are coefficients 
determined by data fitting(Noureddini et al., 1992b). Table B.3 lists the values of the constants 
found in Noureddini et al., (1992b) as well as the coefficients determined by least squares 
regression with the data from (Chempro, 2007) for palm oil. 
 
Table B.3: Dynamic viscosities of different oils compiled in (Coupland & McClements, 1997) 
Oil  A  B  C 
µ  at 
30°C 
µ  at 
65°C 
µ at 
100°C 
Corr. 
Reference 
Rapeseed  -24.46  6210  0.0267  41.8  18.8  8.5  2  (Noureddini et al., 1992b) 
Palm  -24.18  6210  0.0252  34.5  15.0  6.5  2  (Chempro, 2007) 
Coconut  1.0945  -2254  917780  25.9  11.6  5.2  1  (Noureddini et al., 1992b) 
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B-2 Methanol 
B-2.1  Molecular Weight 
The molecular weight of methanol is 32g/mol.  
B-2.2  Density 
The density correlation for methanol shown in Equation B.5 is taken from Perry & Green (1998)
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Equation B.5 
The constants for methanol are shown below: 
  C1 =2.288 
  C2 =0.2685 
  C3 = 512.64 
  C4 = 0.2453 
B-2.3  Dynamic Viscosity 
The relationship between the dynamic viscosity of methanol and temperature was taken from 
(Xiang et al., 2006). The viscosity data is at a pressure of 1.5 MPa (218 psi) as this is the operating 
pressure of the reactor, the temperature range of the data is 280K to 420 K. An exponential 
relationship was fitted to this data to allow ease use in various models, the relationship is shown 
in Equation B.6. 
T e
ms
kg 0115 . 0 016639 . 0 ) (
    
Equation B.6 
 
B-3 FAME 
B-3.1  Molecular Weight 
The molecular weight of FAME  is calculated on the basis of the molar average molecular weight 
from the fatty acid profile. Equation B.7 shows this in mathematical form with the term ∑xiMWi 
referring to the average molecular weight of the fatty acids and the 14 arising from the presence 
of the methyl group.  
   14 i iMW x MW  
Equation B.7 
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B-3.2  Density 
Like the oil feedstock, the fatty acid profile of the FAME determines its density. Using the fatty 
acid profile it is possible to determine the density of a biodiesel fuel derived from a particular oil. 
Table B.4 provides correlations for different oils that are available in the literaure. 
Table B.4: Densities of different FAME 
Oil 
ρ0 
(kg/m
3) 
ρ1 
(kg/C.m
3) 
Reference 
Rapeseed  887.25  -1.22  (Tate et al., 2006) 
Palm  882.7  -0.7  (Baroutian et al., 2008) 
 
Clements et al., (1996) suggests that the properties of biodiesel can be determined using its fatty 
acid profile and the properties of the component FAME.  The correlations for density with 
temperature for the most common components are shown in Table B.5.  
 
Table B.5: Densities of different FAME compiled 
FAME  Formula 
ρ0 
(kg/m
3) 
ρ1 
(kg/C.m
3) 
Reference 
Methyl Caprylate  C8:0  894.773  -0.886  (Liew et al., 1992) 
Methyl Caproate  C10:0  888.954  -0.830  (Liew et al., 1992) 
Methyl Laurate  C12:0  885.013  -0.795  (Liew et al., 1992) 
Methyl Palimtate  C16:0  879.094  -0.746  (Clements, 1996) 
Methyl Sterate  C18:0  877.325  -0.692  (Clements, 1996) 
Methyl Oleate  C18:1  888.357  -0.686  (Clements, 1996) 
Methyl Linoleate  C18:2  900.981  -0.722  (Clements, 1996) 
 
The density of coconut FAME has been calculated using the fatty acid profile in Table B.1 and the 
densities of the different FAME shown in Table B.5. 
B-3.3  Dynamic Viscosity 
The viscosity of FAME have received considerable attention in the literature because of its 
relevance to the atomisation of biodiesel in traditional diesel engines. The work of Allen et al., 
(1999) accurately predicted the kinematic viscosity of FAME mixtures at 40°C on the basis of the 
mass fraction of individual FAME. Krisnangkura et al., (2006) furthered this work by developing 
temperature dependent empirical correlations of FAME mixtures.  
 
  For saturated FAME with carbon numbers in the range of 6-12, equation 20 in 
(Krisnangkura et al., 2006): 
T
z
T
z
35 . 108 12 . 492
158 . 0 915 . 2 ln        
Where µ is the kinematic viscosity (centistokes), T is temperature in Celsius and z is the 
carbon number.  
  For saturated FAME with carbon numbers in the range 12-18, equation 21 in 
(Krisnangkura et al., 2006): Appendix B    Component Physical Properties 
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T
z
T
z
77 . 109 66 . 403
202 . 0 177 . 2 ln        
  For unsaturated FAME: 
o  18:1, equation 23 from (Krisnangkura et al., 2006) 
T
5 . 2051
03 . 5 ln      
o  18:2, equation 24 from (Krisnangkura et al., 2006) 
T
5 . 1822
51 . 4 ln      
These equations can be used to calculate the viscosity of the individual FAME at the desired 
temperatures. The value of interest, however, is the viscosity of the mixture which can be 
calculated using the mixing rule shown in Equation B.8 (Allen et al., 1999). 



n
i
FAME mixture
1
ln ln    
Equation B.8
   
B-4 Monoglycerides and Diglycerides 
B-4.1  Molecular Weight 
The molecular weight of Monoglycerides and Diglycerides are calculated on the basis of the 
molar average molecular weight from the fatty acid profile. Equations B.9 and B.10 show these 
in mathematical form for diglycerides and monoglycerides respectively, the term ∑xiMWi 
referring to the average molecular weight of the fatty acids from the fatty acid profile, xi refers 
to the mass fraction of a fatty acid, i the different acids and MW the molecular weight of these 
fatty acids. The 55 and 72 reflect the remaining portion of the glycerol molecule in each of the 
compounds.   
   55 2 i iMW x MW  
Equation B.9 
 
   72 i iMW x MW  
Equation B.10 
No data on the density and viscosity of monoglycerides and diglycerides could be found within 
the literature, consequently, data for oil has been used.  
B-5 Glycerol 
B-5.1  Molecular Weight 
The molecular weight of glycerol is 92.1 g/mol. Appendix B    Component Physical Properties 
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B-5.2  Density 
The density of glycerol is provided by Cheng (2008) and is shown in Equation B.11. 
T
m
kg
654 . 0 1277
3   




   
Equation B.11
  Where temperature is in °C, this equation provides best fit over the range 17-83°C. 
 
B-5.3  Dynamic Viscosity 
The effect of temperature on glycerol viscosity is taken from the work of Cheng (2008) and is 
encapsulated in the following equation 
)
70 9900
) 1233 (
exp( 12100 ) (
T
T T
cP

 
   
Where temperature is in °C, this equation is valid over the range 0-100°C. The difference 
between this correlation and the data was less than 3%. 
B-6 Density and Viscosity of Reaction Mixtures 
Two of the key inputs to the CFD model are the viscosity and density of the polar and non-polar 
phase. The literature contains extensive data for the temperature dependent density and 
viscosity for the individual components: oil, methanol FAME and glycerol, however, very little 
data for the viscosity and density of the polar and non-polar phase. To address this gap in the 
literature, measurements of the density and viscosity of the two phases in the temperature 
range of 30-65°C were taken using an Anton Paar Stabinger Viscometer. Using this data a 
temperature dependent correlation is developed for the feedstocks in question.  
B-6.1  Experimental Method 
Two 600ml samples were taken from the Bluediesel PTY LTD methanolysis reactor and allowed 
to settle for a long period of time. The first sample contained the reaction mixture from 
completely reacted coconut oil and methanol. The second sample contained the reaction 
mixture from completely reacted canola oil and methanol. The viscosity and density 
measurements were made using an Anton Paar SVM 3000 Stabinger Viscometer. This device 
simultaneously measures density and viscosity at pre-defined temperatures. The viscosity 
measurements are reproducible to 0.35% of the measurement, while the density are 
reproducible to 0.0005g/cm
3. The thermostat maintains temperature to within 0.005°C. 
 
B-6.2  Results 
The viscosity and density measurement results are shown in Tables B.6 to B.11.   Appendix B    Component Physical Properties 
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Table B.6: Density and viscosity of coconut FAME phase 
Temp 
Dynamic 
Viscosity 
Density 
°C  mPa.s  g/cm
3 
30  3.2313  0.8678 
35  2.9663  0.8638 
40  2.6661  0.8599 
45  2.4078  0.856 
50  2.1817  0.8518 
55  2.008  0.848 
60  1.8295  0.8437 
65  1.6526  0.84 
70  1.535  0.8359 
 
Table B.7: Density and viscosity of coconut glycerol phase 
Temp 
Dynamic 
Viscosity 
Density 
°C  mPa.s  g/cm3 
30  14.607  1.0317 
33  12.982  1.0296 
36  11.61  1.0275 
39  10.396  1.0253 
42  9.3513  1.0231 
45  8.4424  1.0209 
48  7.6347  1.0187 
51  6.923  1.0164 
54  6.2985  1.0137 
57  5.77291  1.0114 
60  5.2398  1.0091 
63  4.7953  1.0068 
66  4.409  1.045 
69  4.0069  1.0022 
72  3.7285  0.9998 
 
Table B.8: Density and viscosity of coconut mixture 
Temp 
Dynamic 
Viscosity 
Density 
°C  mPa.s  g/cm3 
30  4.2173  0.9188 
33  3.9259  0.917 
36  3.658  0.9142 
39  3.3647  0.9122 
42  3.1346  0.9101 
45  2.935  0.9083 
48  2.7494  0.9059 
54  2.4407  0.8999 
57  2.2979  0.8965 
60  2.1738  0.8917 
63  2.0624  0.89 
 
Table B.9: Density and viscosity of canola FAME phase 
Temp 
Dynamic 
Viscosity 
Density 
°C  mPa.s  g/cm3 
30  3.8195  0.8671 
33  3.5641  0.8647 
36  3.3342  0.8624 
39  3.1368  0.8601 
42  2.9366  0.8579 
45  2.7641  0.8557 
48  2.6065  0.8534 
52  2.416  0.8503 
55  2.2862  0.8479 
58  2.1673  0.8457 
61  2.0565  0.8435 
64  1.9412  0.8416 
67  1.8445  0.8386 
 
Table B.10: Density and viscosity of canola glycerol phase 
Temp 
Dynamic 
Viscosity 
Density 
°C  mPa.s  g/cm3 
30  3.5843  0.9584 
33  3.2913  0.9558 
36  3.013  0.9533 
39  2.8016  0.951 
42  2.5968  0.9484 
45  2.4132  0.9461 
48  2.2452  0.9436 
51  2.0945  0.941 
54  1.9585  0.9385 
57  1.8342  0.936 
60  1.7223  0.9336 
63  1.6189  0.9309 
 
Table B.11: Density and viscosity of canola mixture 
Temp 
Dynamic 
Viscosity 
Density 
°C  mPa.s  g/cm3 
30  5.5867  0.8912 
33  5.291  0.8883 
36  4.9997  0.8857 
39  4.652  0.8815 
42  4.372  0.8806 
45  3.9818  0.8784 
48  3.7498  0.8759 
51  3.5096  0.8734 
54  3.2933  0.8709 
57  3.0974  0.8687 
60  2.954  0.8662 
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B-6.3  Correlations 
The results in Tables B.6 to B.11 indicate the viscosity and density decreasing with increasing 
temperature, as expected. The differences between the viscosity and density measurements for 
the two FAME phases in Tables B.6 and B.9 can be attributed to the different FAME profile of the 
feedstock oils. The very different results for the two glycerol phases in Tables B.7 and B.10 can 
be attributed to the different methanol contents. The low methanol content in the coconut 
glycerol phase results in a viscosity that is significantly higher than the canola glycerol phase. 
B-6.3.1  Density 
Variations of liquid density with temperature are commonly correlated using the simple linear 
relationship shown in Equation (B.12) (Liew et al., 1992; Coupland & McClements, 1997).  
 
T 1 0        (B.12) 
 
Table B.12 contains the linear correlations for the data shown in Tables B.6 to B.11, with the R
2 
value suggesting the linear correlation is a good fit for these data sets.  
 
Table B.12: Density correlations of different phases and mixtures 
Phase  ρ0  ρ1  R
2 
Coconut FAME  891.8  -0.8  0.9999 
Coconut Glycerol  1055.1  -0.8  0.9996 
Coconut Mixture  946.6  -0.9  0.9868 
Canola FAME  889.8  -0.8  0.9997 
Canola Glycerol  983.2  -0.8  0.9999 
Canola Mixture  914.9  -0.8  0.9948 
 
Figures B.1 to B.6 show the correlations provided in Table B.12 superimposed on the 
experimental density data recorded in Tables B.6 to B.11. These plots and the R
2 values in Table 
B.12 show that the density correlations are reliable for the non polar and polar phases, however, 
the mixture data is less reliable. This is most likely the result of the emulsion breaking inside the 
measuring device.    Appendix B    Component Physical Properties 
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Figure B.1: Coconut FAME density 
 
 
Figure B.2: Coconut glycerol density 
 
 
Figure B.3: Coconut mixture density 
 
 
Figure B.4: Canola FAME density 
 
 
Figure B.5: Canola glcyerol density 
 
 
Figure B.6: Canola mixture density 
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B-6.3.2  Viscosity 
Liew et al., (1992) correlated liquid viscosity with temperature using the relationship shown in 
Equation (B.13). This relationship was fitted to the viscosity data in Tables B.6 to B.11 by varying 
the three coefficients to minimize the sum of the square of the errors. The values of the 
coefficients are shown in Table B.13. 
0
log
T T
n
m

     (B.13) 
Table B.13: Viscosity correlations of different phases and mixtures 
 
 
 
 
 
 
Figures B.7 to B.12 show the correlations provided in Table B.13 superimposed on the 
experimental viscosity data recorded in Tables B.6 to B.11. These plots and the average error 
values in Table B.13 show that the viscosity correlations are reliable for the non polar and polar 
phases as well as the mixtures. 
 
 
Figure B.7: Coconut FAME viscosity 
 
 
Figure B.8: Coconut glycerol viscosity 
 
   
1
1.5
2
2.5
3
3.5
20 30 40 50 60 70
V
i
s
c
o
s
i
t
y
 
(
c
P
)
Temperature (˚C)
Coconut FAME Viscosity
Exp.
Fitted
1
3
5
7
9
11
13
15
17
20 30 40 50 60 70
V
i
s
c
o
s
i
t
y
 
(
c
P
)
Temperature (˚C)
Coconut Glycerol Viscosity
Exp.
Fitted
Phase  m  n  T0  Average 
Error  
Coconut FAME  -2.133  750.0  19.85  0.57% 
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Figure B.9: Coconut nixture viscosity 
 
 
Figure B.10: Canola FAME viscosity 
 
 
Figure B.11: Canola glycerol viscosity 
 
 
Figure B.12: Canola mixture viscosity 
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Appendix C Introduction to CFD Modelling 
Appendix C 
INTRODUCTION TO CFD MODELLING 
C-1 Introduction to CFD modelling 
The physics of almost every fluid flow and heat transfer phenomenon is governed by three 
fundamental principles, namely:  
  Conservation of mass 
  Conservation of momentum (Newton’s second law), and 
  Conservation of energy 
  
These three principles and their associated initial and boundary conditions may be expressed 
mathematically in the form of integral or partial differential equations (PDE) (Douglas et al., 
2005). Computational Fluid Dynamics (CFD) software solve for fluid flow by iteratively solving the 
algebraic forms of these underlying PDE (Kuzmin).  
 
All CFD software packages have three basic components: a pre processor, solver and post 
processor. The solver is the heart of the CFD system with the solver code providing the solution 
to the governing flow equations over the computational domain. The pre-processor and post-
processor form the front and back end of the code providing the user-machine interface for 
definition of the computational domain and viewing of results respectively (Douglas et al., 2005).  
 
Figure C.1: CFD Software architecture 
Versteeg and Malalsekera (2007) outlined the general operations carried out in each of the three 
components of the software package, in the list that follows particular attention is paid to the 
finite volume method. This method is the most common (Douglas et al., 2005) and is relevant for 
this project. 
Solver 
Pre Processor 
Geometry 
Mesh 
Simulation set-up 
Post Processor 
Visualise Results 
Perform Calculations Appendix C    Introduction to CFD Modelling 
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  Pre-processor (Definition of the computational Domain): 
o  Geometry and mesh generation to specify the physical nature of the 
computational domain  
o  Generation of control volumes 
o  Definition of fluid properties, boundary and initial conditions 
o  Specification of physical and chemical phenomena to be modelled 
 
  Solver (evaluating the equations):  
o  Integration of governing fluid equations over all the control volumes in the 
domain 
o  Discretisation of the resulting equations into a set of algebraic equations 
o  Solution to the algebraic equations through an iterative method 
 
  Post-processor (understanding the results): 
o  Calculation of desired variables 
o  Visualisations (plots, contours, streamlines, etc…) of variables of interest 
 
For many CFD users the solver is treated as a black box with the pre-processor allowing intuitive 
input of data and the post-processor visualisation of results. On top of the typical operations of a 
pre-processor most software packages provide the user with a suite of models (e.g.: turbulence 
and chemical reactions) to cover a wide range of flow conditions. Experience is needed when 
choosing the appropriate model for the problem at hand. The numerical solutions obtained by a 
CFD method for a flow problem represent the values of the physical variables of the flow field.  
Post processors provide the user with an extensive range of options including a range of 
visualisations, table construction, complex calculation and report generation tools.  
 
A range of different CFD software packages are available. The distinguishing features of these 
are the nature and structure of the solver codes and the layout and features of both pre- and 
post- processors. The list below provides a sample of CFD codes/software packages that are 
available: 
  ANSYS CFX (commercial) 
  FLUENT (commercial) 
  STAR-CD (commercial) 
  PHOENICS (commercial) Appendix C    Introduction to CFD Modelling 
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  FEMLAB (commercial) 
  FEATFLOW (open-source) 
 
ANSYS CFX and FLUENT enjoy a lions share of the commercial CFD market and in 2006 FLUENT 
was purchased by ANSYS. Consequently both CFX and FLUENT are incorporated into the ANSYS 
workbench software package. As a result they share a common pre-processor and post-
processor, while the solver is unique to each code. 
 
ANSYS CFX was chosen for use in this project because it can handle multi-component/multi-
phase flow with chemical reactions, is well supported and offered at a significant discount for 
research use. The sections that follow summarise the fundamental equations that lie behind the 
solver in ANSYS CFX. 
  
C-2 Governing Equations of Fluid Flow  
According to Versteeg and Malalsekera (2007) the governing equations of fluid flow are 
mathematical statements of the conservation laws of physics: 
  Firstly, the mass of a fluid is conserved 
  Secondly, the rate of change of momentum equals the sum of the forces on a fluid 
particle (Newton’s second law) 
  The rate of change of energy is equal to the sum of the rate of heat addition to, and the 
rate of work done on a fluid particle (first law of thermodynamics) 
 
The fluid element centred on x,y,z (Figure C.2) forms the basis for the development of these 
equations. 
   
Figure C.2: Fluid element used to develop conservation equations (Versteeg & Malalsekera, 2007) 
This element is large enough that the macroscopic properties are not influenced by individual 
molecules but small enough so that the fluid properties at the faces can be accurately expressed 
by the first two terms of a Taylor expansion (Versteeg & Malalsekera, 2007). For example the 
pressure at the East face is given in Equation C.1. Appendix C    Introduction to CFD Modelling 
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x
x
p
p p z y x E 


 
2
1
) , , (  
Equation C.1: Pressure at the east face of the fluid element shown in Figure C.2 
 
In words this equation is: 
The pressure at the east face is equal to the pressure at the centre of the element + the change in 
pressure in the x direction multiplied by the distance between the centre and the east face. 
 
This notation assists in the development of the conservation equations. The derivation that 
follows is based on the work presented in Versteeg and Malalasekera (2007). 
 
C-2.1  Mass Conservation in 3D 
To derive the equation for mass conservation it is necessary to write a mass balance for the fluid 
element: 
 
Rate of increase of mass in fluid element = Net rate of mass flow into the fluid element 
 
The first half of this equation can be written in terms of the change in density multiplied by 
volume as shown in Equation C.2.: 
z y x
t
  



 
Equation C.2: Rate of increase of mass in the fluid element of Figure C.2 
 
The volume of the fluid, z y x    , is defined in the meshing process and does not change. 
However, the density of the fluid may change with time if it is compressible (e.g., gas). The mass 
flow rate across each face is given by the density multiplied by the area of the face and the 
velocity perpendicular to the face. For each of the six faces of the cube in Figure C.2, the taylor 
series approximation for velocity is used. The physical relevance of each term in Equation C.3 is 
shown in Figure C.3. Flows that increase mass are given a positive sign while flows that decrease 
it are negative.  Appendix C    Introduction to CFD Modelling 
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Figure C.3: Mass flows at each face 
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Equation C.3: Net rate of flow of mass into the fluid element across boundaries 
 
If Equation C.2 and Equation C.3 are substituted into the original mass balance and the 
expression simplified the resulting mass balance is shown in Equation C.4. 
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Equation C.4: Overall mass balance 
 
This is rewritten in compact vector notation in Equation C.5 and is known more properly as the 
unsteady three-dimensional mass conservation or continuity equation at a point in a 
compressible fluid.  
0 ) (  


u 

div
t
 
Equation C.5: Compact form of the mass conservation equation 
 
The first term is the rate of change in time of the density and the second the net flow of mass 
out of the element across its boundaries (convective term). For an incompressible fluid (i.e, a 
liquid), in which density is constant, this simplifies to Equation C.6. Appendix C    Introduction to CFD Modelling 
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0 ) (  u  div  
Equation C.6: Mass conservation equation for an incompressible fluid
1 
 
The mass conservation equation, shown in Equation C.5, was developed on the basis of a fluid 
element. This element has constant volume, with changes in mass (accumulation) due to mass 
flowing in and out of the element.  
 
To develop the conservation of momentum and energy equations it is much easier to consider a 
fluid particle. Unlike an element the fluid particle travels with the fluid. Figure C.4 depicts these 
two different approaches. The first is known as the Eulerian approach in which the fluid element 
occupies a fixed position. The second is the Lagrangian approach which involves tracking the 
particle through space. Thus the Lagrangian approach looks at properties of a particle as a 
function of its position (x,y,z) and time, t.  
 
 
Figure C.4: Two different approaches to fluid flow (lecture 2, (Kuzmin)). 
 
If a variable   is defined as the value of a property per unit mass for the particle, the total or 
substantive derivative of this property is given in Equation C.7. The total derivative is the 
variation of    with respect to time following the fluid particle through space.  
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Equation C.7: Total or substantive derivative 
                                                           
1 div, short for divergence is also represented by the following notation: div(u)=   u and can be 
physically interpreted as a local measure of “outgoingness” Appendix C    Introduction to CFD Modelling 
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For computational purposes we are more interested in developing equations for the rates of 
change of the property per unit volume (as was the case for the continuity equation). This is 
given by the product of the substantive derivative and the density. It can be shown (see 
(Versteeg & Malalsekera, 2007)) that this gives rise to the expression shown in Equation C.8. 
) ( u 
 
 div
t Dt
D



  
Equation C.8: Relationship between the substantive derivative of    and the rate of change of   for a fluid 
element 
 
In words this states that the: 
Rate of increase of   for a fluid particle = Rate of increase of   of fluid element + Net rate of 
flow of   out of fluid element. 
   
The relevance of this derivation to the development of momentum and energy equations is 
shown in Table C.1. In essence the relationship shown in Equation C.8 makes it possible to derive 
the momentum and energy equations for a particle and then convert them to a conservative 
form which is more suitable for computing.  
 
Table C.1: Rates of increase for relevant properties 
Equation     Total 
Derivative
2 
Conservative Form 
x-momentum  u 
Dt
Du
   ) (
) (
u u div
t
u





 
y-momentum  v 
Dt
Dv
   ) (
) (
u v div
t
v





 
z-momentum  w 
Dt
Dw
   ) (
) (
u w div
t
w





 
Energy  E 
Dt
DE
   ) (
) (
u E div
t
E





 
 
C-2.2  Momentum Equations in 3D  
Newton’s second law states that the rate of change of momentum of a fluid particle is equal to 
the sum of the forces on the particle as shown in Equation C.9. 
dt
dv
m F   
Equation C.9: Newtons law  
 
                                                           
2 The total derivative is also known as the non conservative form.  Appendix C    Introduction to CFD Modelling 
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From Table C.1 the rates of increase for x, y and z momentum per unit volume of fluid particle 
are given by: 
Dt
Dw
Dt
Dv
Dt
Du
   , ,  
In determining the sum of forces acting on the fluid particle two types of forces must be 
considered (Versteeg & Malalsekera, 2007): 
  Surface forces 
o  Pressure forces 
o  Viscous forces 
  Body forces 
o  Centrifugal force 
o  Coriolis force 
o  Electromagnetic force 
o  Gravity forces 
Surface terms are considered as separate to body forces which are incorporated into the 
equation using source terms.  
 
Surface forces are commonly referred to collectively as stress. The normal stress caused by 
pressure is denoted as p and is given a negative sign due to the sign convention that takes 
compressive stresses like pressure as negative. On the other hand the viscous stress normal to 
the surface is positive because it is tensile. The pressure is a normal stress denoted by p. Viscous 
stresses are denoted by τ, these are generally split into the 3 components for the 6 faces. The 
usual suffix notation for these stresses are τij – the stress component acts in the j direction on 
the surface normal to the i direction. 
 
Equation C.10 shows the three momentum equations derived by summing the forces for each 
respective dimension. 
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Equation C.10: Momentum equations in 3 dimensions 
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Respectively, these three equations are the x-component, the y-component and the z-
component of the momentum equation. In these equations, the surface stresses (τ and p) are 
accounted for explicitly, while the source terms (S) include contributions due to body forces e.g.: 
body force due to gravity would be modelled by SMx=0, SMy=0 and SMz = -ρg.  
 
As an example, the x momentum equation can be described as: 
 
The rate of increase of the x component of the momentum = The increase in pressure and viscous 
stresses acting in the x direction + The increase of the viscous stresses acting in the x direction on 
the surface normal to the y axis + The increase of the viscous stresses acting in the x direction on 
the surface normal to the z axis + The forces acting on the body in the x direction 
 
C-2.3  Energy Equation in 3D 
The energy equation is derived from the first law of thermodynamics, that is: 
 
The Rate of increase of energy of fluid particle = Net rate of heat added to fluid particle + net rate 
of work done on fluid particle 
 
This equation will be derived for the rate of increase of energy for a fluid particle per unit 
volume (Equation C.11). The energy of the particle, E, is the specific energy which is defined as 
the sum of the internal (thermal) energy, i, and kinetic energy ½(u
2+v
2+w
2). In this definition, 
gravitational potential energy is excluded by incorporating it as a body force which does work on 
the fluid particle as it moves through the gravity field.  
Dt
DE
  
Equation C.11: Rate of increase of energy 
 
The rate of work done on the particle by surface forces is equal to the product of the force and 
velocity components in the direction of the force. While the rate of heat added to the particle is 
equal to the heat flux across its boundaries which is related to the local temperature gradient by 
fick’s law of conduction. This gives rise to the energy equation shown in Equation C.12.  Appendix C    Introduction to CFD Modelling 
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Equation C.12: Energy equation in 3d 
 
In words this equation states: 
The rate of change of energy of a fluid particle is equal to the sum of the rate of work done on 
the particle (first two terms on RHS), the heat transferred to the particle (third term) and any 
source of energy (SE).  
 
For a detailed derivation of this equation see Versteeg and Malalasekera (2007). This reference 
also lists alternative forms of Equation C.12 in which it is rearranged to give expressions explicit 
in temperature (T), internal energy (i) and enthalpy (h) instead of specific energy (E).  
  
C-2.4  The Navier-Stokes Equations 
The five partial differential equations (PDE) above describe the flow of a fluid in 3 dimensions. 
Among these equations there are four thermodynamic variables that are unknown: ρ, p, i and T. 
Equations of state are used to relate those variables to reduce it down to two unknowns. In 
compressible flows (typically gases) the equations of state link the momentum, mass and energy 
equations. In incompressible flows (liquids) there are no density variations and there is no 
linkage between the energy equation and mass/momentum equations. Thus the flow field can 
be solved by considering the latter two and the energy equation only needs to be solved if the 
problem involves heat transfer.  
 
As further unknowns the governing equations contain the viscous stress components (τij). To 
make these equations useable, suitable models for viscous stresses are introduced. In most 
flows, viscous stress can be expressed as a function of local deformation or strain rate (known as 
the Newtonian model (Bennet & Myers, 1974)). That is, shear stress is a function of fluid 
viscosity and velocity. Substituting this model into the momentum and energy equations gives 
rise to the Navier-Stokes equations named after the two 19
th century scientists who derived 
them independently.  Appendix C    Introduction to CFD Modelling 
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Equation C.13: Navier-Stokes equations 
The second term in each of the momentum equations describes the viscous stresses acting on 
the fluid particle (notice the relationship between viscosity and velocity). While in the energy 
equation, the dissipation function () incorporates the work term due to viscous stress in the 
energy equation, representing a source of internal energy due to deformation work on the fluid 
particle. Table C.2 summarises the governing equations in their conservative form and provides 
two additional equations of state. Importantly this is a mathematically closed system with 7 
unknowns and 7 equations and can thus be solved to describe fluid flow.  
 
Table C.2: Governing equations for the flow of a compressible newtonian fluid (Versteeg & Malalsekera, 2007) 
Continuity    0 ) (  


u 

div
t
 
 
x-momentum   Mx S u grad div
x
p
u div
t
u
 


  


)) ( ( ) (
) (
 

u  
 
y-momentum  My S v grad div
y
p
v div
t
v
 


  


)) ( ( ) (
) (
 

u  
 
z-momentum  Mz S w grad div
z
p
w div
t
w
 


  


)) ( ( ) (
) (
 

u  
 
Energy    i S T kgrad div u pdiv i div
t
i
      


)) ( ( ) ( ) (
) (
u 

 
 
Equations of state: 
) , (
) , (
T i i
T p p




 
 Appendix C    Introduction to CFD Modelling 
  227 
C-2.5  Transport equation 
The common form of the equations shown above gives rise to a generic equation known as the 
transport equation. In this equation a general variable,  , is introduced so that all of the 
equations shown in Table C.2 as well as those for scalar variables (e.g, concentration) take the 
form shown in Equation C.14.  
  

S grad div div
t
   


) ( ) ( u  
Equation C.14: Transport equation 
In words: 
The rate of increase of   in a fluid element plus the rate of flow   out of a fluid element is equal 
to the rate of increase of   due to diffusion plus the rate of increase of   due to sources.  
 
From left to right these terms are known as: 
  The rate of change term 
  The convective term 
  The diffusive term, and  
  The source term 
To ensure a standard form the terms that are not shared by the equations are encapsulated in 
the source term.  
 
This equation is the starting point for computational procedures in the finite volume method 
(Versteeg & Malalsekera, 2007). The PDE equation is integrated over the control volume to give 
a statement of conservation of a fluid property for that finite control volume. The integrated 
form of this equation is then discretised and iteratively solved for each control volume to 
develop the solution.  
C-3 Turbulence 
Above a certain Reynolds number (UL/ν)
3 fluid flows become unstable exhibiting a chaotic and 
random state of motion in which pressure and velocity change continuously with time (Versteeg 
& Malalsekera, 2007). Below this Reynolds number the flow is said to be in the laminar region 
and can be completely described by the equations shown in Table C.2. Above the Reynolds 
number the random nature of the fluid flow makes it impossible to provide an economical 
description of the motion of all fluid particles. Typically this is dealt with using the Reynolds 
Decomposition in which the velocity is described by a steady mean value (U) with a fluctuating 
component u’(t) superimposed as shown in Equation C.15. 
                                                           
3 Where U and L are the characteristic velocity and length respectively and ν is the kinematic viscosity.  Appendix C    Introduction to CFD Modelling 
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) ( ' ) ( t u U t u    
Equation C.15: Reynolds decomposition of turbulent velocity 
 
The complex flow structure associated with turbulence consists of eddies of varying time and 
length scales. Although the eddies cannot create or destroy mass they transport fluid parcels 
that carry momentum and energy into and out of the control volume. This results in a 
momentum exchange that causes the fluid layers to experience additional turbulent shear 
stresses which are known as the Reynolds stresses (Versteeg & Malalsekera, 2007). 
Furthermore, if concentration and temperature gradients exist the flux in these properties 
created by the intense mixing (due to eddies) also needs to be accounted for.  
 
C-3.1  RANS Equations 
By incorporating the Reynolds decomposition into the Navier-Stokes equations we end up with 
the Reynolds Averaged Navier Stokes (RANS) equations. These describe the mean flow of the 
fluid with the derivation of these equations and their full form available in Versteeg & 
Malalsekera (2007). The equations give rise to six additional unknowns, the Reynolds stresses. 
To close the new mathematical system turbulence models are needed to predict the Reynolds 
stresses and scalar transport terms.  
 
A range of turbulence models have been developed to close the RANS system of equations. 
These equations are typically classified according to the number of extra transport equations 
that the model introduces into the fluid flow system of equations as shown in Table 1.3. 
Table C.3: Common turbulence models used in CFD (Versteeg & Malalsekera, 2007) 
Number of extra 
transport equations 
Model name 
Zero  Mixing Length model 
One  Spalart-Allmaras model 
Two  κ-ε model 
  κ -ω model 
  Algebraic stress model 
Seven  Reynolds stress model 
 
Other methods including Large Eddy Simulation and Direct Numerical Simulation deal with 
turbulence differently, however, they are more computational intensive and were deemed 
unnecessary in this study.  
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C-3.1.1  κ –ε Turbulence Model 
For a model to be useful in general purpose CFD it must have wide applicability, be accurate, 
simple and economical to run (Versteeg & Malalsekera, 2007). The κ -ε model is one of the most 
widely used turbulence models and is suitable for the nature of flow used in this work.  
 
The κ -ε model consists of two governing equations shown in Equation C.16, one for turbulent 
kinetic energy (κ), and one for the turbulent eddy dissipation (ε).  
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Equation C.16: Transport equations for κ and ε (Versteeg & Malalsekera, 2007) 
In words the equations are: 
Rate of change of κ or ε + Transport of κ or ε = Transport of κ or ε by diffusion + Rate of 
production of κ or ε – Rate of destruction of κ or ε  
 
The eddy viscosity,  t   is: 


  
2
C t   
These equations contain 5 adjustable constants Cµ, σκ, σε, C1ε and C2ε. The standard κ –ε model 
employs values for these constants that were arrived at after comprehensive data fitting over a 
wide range of turbulent flows (Versteeg & Malalsekera, 2007): 
Cµ=0.09 
σκ =1 
σε= 1.3 
C1ε=1.44 
C2ε=1.92 
The Reynolds stresses can be calculated from this model using the Boussinesq relationship.  
 
C-4 Discretisation and Iterative Solving 
From the preceding discussion it can be seen that fluid flow can be described by a fully closed 
system of partial differential equations. The heart of the Computational Fluid Dynamic Modelling 
codes are the solvers that discretise, integrate and iteratively solve this system of equations.  
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The first two elements of this process convert the set of partial differential equation to a system 
of coupled algebraic equations. Discretisation is really a two step process, in which the whole 
domain is firstly discretised by dividing it into control volumes. Secondly the equations are 
integrated and discretised over the control volume, this gives rise to a system of coupled 
algebraic equations (for more details on this scheme see the ANSYS help files). 
 
The coupled nature of these algebraic equations requires that they be solved iteratively to 
achieve convergence. At each iterative step the governing equations are solved sequentially. 
Zabaleta, (2007) outlined the general nature of this sequential process in commercial CFD codes 
as shown in Figure C.5 and described below:
 4 
 
  The momentum equations for all directions are solved using current pressure values 
(initially boundary conditions are used) in order to update the velocity field 
  The obtained velocities may not necessarily satisfy the continuity equation locally. To fix 
this, a ‘Poisson-type’ equation for pressure correction is derived from the continuity and 
linearised momentum equation. Using this pressure correction the pressure and 
velocities are corrected to achieve continuity.  
  Turbulence equations are solved with the corrected velocity field 
  Other transport equations (e.g.: energy, concentration etc…) are solved using corrected 
values of the variables 
  Fluid properties are updated 
  Additional source terms are updated 
  A convergence check is performed 
Figure removed for copyright purposes 
Figure C.5: Sequential numerical solution for commercial CFD solvers (Zabaleta, 2007) 
ANSYS CFX uses a multigrid incomplete lower upper factorisation technique (iterative solver) for 
solving the discrete system of equations of the form: 
] [ ] ][ [ b A    
Equation C.17 
Where [A] is the coefficient matrix, [ ] is the solution vector and [b] is the right hand side 
(ANSYS, 2007). In the iterative process the new solution is obtained from the old by adding the 
correction (
'  ): 
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' 1     
 n n  
Equation C.18 
The magnitude of the correction is a major determinant in the aggressiveness of the solver. This 
is often modified using a relaxation factor, when the correction is large it is called over-relaxed 
and convergence can be reached faster. When the correction is less than one the process is 
called under-relaxed, this is much slower than over-relaxed processes since the step change is 
small, but it is less likely to diverge (Zabaleta, 2007). 
 
The convergence criteria used in the solver are usually expressed in terms of residuals and 
imbalances. Using the notation of Equation C.17 the residuals in CFX are defined as the 
difference between the left and right hand sides of the equations:  
n n A b R     
Equation C.19: (ANSYS, 2007) 
These residuals are then normalised for solution monitoring and convergence criteria. Typically a 
converged solution has residuals that are less than 10
-4. An additional criteria is the conservation 
target or imbalances defined as flux in – flux out. It is good practice to set this in each case with a 
reasonable value being 1% (0.01) or less (ANSYS, 2007). 
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Appendix D Experimental Results 
Appendix D 
EXPERIMENTAL RESULTS 
D-1 Introduction 
Almost all of the literature associated with the methanolysis of fats and oil for biodiesel 
production reports experimental results for lab-scale batch experiments. In this work the 
development of a reactor model for continuous small to medium scale production requires 
validation data from an industrial scale reactor.  
 
A key element of this project is the industry partnership with Bluediesel PTY LTD, who provided 
their 1 million L/yr pilot scale facility for continuous scale experimentation. The layout of the 
reactor section of this plant is shown in Figure D.1 which shows that the Bluediesel PTY LTD pilot 
plant utilises a Continuously Stirred Tank Reactor (CSTR) followed by a Plug Flow Reactor (PFR). 
 
 
Figure D.1: Reactor configuration in the Bluediesel PTY LTD plant 
 
The reactor setup shown in Figure 4.1 was used for two types of experimentation, flow 
visualisation and conversion studies. The flow visualisation results were used to qualitatively 
validate the CFD model and are included in chapter six. The continuous conversion study results 
are used in chapter seven to validate the continuous model. The remainder of this appendix Appendix D    Experimental Results 
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summarises the experimental conditions, analysis techniques and interpretation of data behind 
the results used in chapter seven.  
D-2 Experimental Conditions 
Experimentation on an industrial scale is an order of magnitude more difficult than conducting 
experimentation on a bench scale. Incorrect operating conditions can cause the waste of 
hundreds of litres of reactants, ambient conditions can cause instability in operating conditions 
and control to predefined experimental designs can be almost impossible due to heater 
constraints, pressure constraints and pump flow-rate limits. Due to these factors, the 
experimental results reported in this appendix do not follow a particular experimental design 
but reflect what conditions the plant could actually achieve.  
 
The materials used in these experiments include: 
  Refined, Bleached and Dried (RBD) coconut oil (Procter and Gamble)  
  Anydrous methanol (Coogee Chemicals) 
  Sodium methoxide (25% wt in anhydrous methanol). 
  
The variables of interest for the continuous experiments are summarised in Table D.1. Residence 
time was calculated by dividing the volume of the reactor by the flow-rate at the entrance 
temperature. The methanol molar ratio and catalyst loading were calculated by using the 
estimated flowrates
1 of the oil, methanol and catalyst streams. The temperature of the PFR was 
calculated as the average of the inlet and outlet temperatures.  
Table D.1: Experimental conditions 
Feedstock  CSTR   PFR  Molar 
ratio
2 
Catalyst 
Loading  τ (min)  T(°C)  τ (min)  T(°C) 
Run A  28.6  62  16.3  98  4.6  0.6%wt-oil 
Run B  28.6  66  16.3  108  4.6  0.6%wt-oil 
Run C  23.8  62  13.5  105  4.6  0.6%wt-oil 
Run D  35.6  55  20.2  103  4.6  0.6%wt-oil 
Run E  35.6  52  16.3  85.4  5.35  0.6%wt-oil 
  
If run A is taken as a base-line, than the other runs in Table 6.4 can be described as follows: 
  Run B – High temperature 
                                                           
1 Calculated on the basis of output frequency from variable speed drive and pump displacement, all 
pumps are positive displacement 
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  Run C – Low residence time 
  Run D – High residence time 
  Run E – High methanol ratio and low temperature 
 
The following sections describe the method used to measure the conversion level in each 
experimental run. 
D-3 Measuring Conversion 
As already stated, the purpose of this experimentation is to determine the conversion attained 
in the continuous reactor configuration shown in Figure 4.1. To measure the extent of 
conversion the plant was operated at the experimental conditions shown in Table 6.4 for at least 
half an hour prior to taking samples. Samples were taken from before the tubular reactor, at its 
midpoint and its end and then analysed using Gas chromatography to determine ester content 
and thus conversion. The sampling procedure, which was extracted from different papers and 
modified to suit the available equipment, is described below:  
 
  When the plant has been at steady state (temperature constant) for half an hour, 500ml 
samples were taken from the mixing tank (before the reactor), the reactor midpoint and 
after the pressure reduction device (reactor end) 
  50 ml of 1M HCL was immediately added to neutralise the catalyst, the sample was 
shaken and the aqueous/glycerol phase was allowed to settle. (Singh et al., 2006) 
  After 10 min 50 ml of H2O was added, the sample again shaken and allowed to settle 
(Wang et al., 2007) 
  The sample was heated to 50°C under a vacuum of -80 kPag (CHECK) for 40 min to 
remove methanol (Wang et al., 2007) 
  The samples were then stored and analysed using the gas chromatographic method 
described in the following section. 
 
D-4 Experimental Gas Chromatographic Procedure 
 
A review of the literature identifies four major methods for the analysis of biodiesel reaction 
mixtures. Namely, Nuclear Magnetic Resonance (NMR) Spectroscopy, High Pressure Liquid 
Chromatography (HPLC), Near Infra-red  (NIR) Spectroscopy and Gas Chromatography (GC) 
(Knothe, 2001, 2006).  Although the first three are effective and in some cases simple the two 
major biodiesel fuel standards (EN 14214, ASTM 6751) stipulate the use of GC for determination 
of methanolysis reaction completion. This is due to the combination of relatively low cost and Appendix D    Experimental Results 
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high accuracy achievable with GC equipped with FID detectors. Using this information and the 
ready availability of a Perkin Elmer 8500 GC equipped with FID, GC has been chosen as the 
analysis method in this project.  
 
In the standards for biodiesel (see Appendix A) there are two types of GC methods. The first 
utilises a short non-polar column to rapidly distinguish and quantify classes of compounds 
including glycerol, methyl esters, monoglycerides, diglycerides and triglycerides. The second 
utilises a long slightly polar column to provide greater separation of the different FAME within 
the reaction mixture, to determine fatty acid profile and ester content. The first forms the basis 
for ASTM 6584 while the second is the basis for EN 14103.  
 
According to Knothe (2001) virtually all methods (with, if necessary appropriate modifications) 
reported in the literature for analysis of biodiesel are suitable for all biodiesel feedstock. Table 
D.2 provides a cross section of GC methods used and developed in biodiesel research by 
describing the equipment and method used. The first two entries use long polar columns 
providing good separation of compounds, while the second two entries utilise shorter non-polar 
columns to quickly quantify different classes of compounds. 
 
To summarise the information presented in Table D.2 it is useful to consider the research 
conducted into the methanolysis of cottonseed oil by Azcan et al. (2007). In this research two 
separate GC methods were applied to the methanolysis reaction products: 
  The first determined the fatty acid profile of the resulting methyl esters and utilised a 
60m long HP-Iinnowax column (polar) 
  While, the second method quantified MAG, DAG and TAG content using a 15m DB-5HT 
column (non-polar). 
 
In this example it is clear that both methods have advantages and disadvantages. The first 
provides detailed information regarding the nature of the feedstock and biodiesel, however, 
requires long run times and possibly column deterioration. While, the second provides less 
information yet can quickly quantify classes of compounds that are important in the production 
of biodiesel.  
  
The method used in this project was developed around a short non-polar column as this was 
readily available. It was based on the work of Freedman et al. (1986b) original research into 
capillary GC for biodiesel. Although this is similar to the methods used for determining classes of Appendix D    Experimental Results 
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compounds e.g.: ASTM 6854, it became clear that the amount of different length FAME could be 
determined.  The equipment used in this project and the associated method is described below: 
 
Equipment 
  Instrument: Perkin Elmer 8500 Gas Chromatograph 
  Detector: FID 
  Injector: Split/splitless  
  Column: 2.6mm 100% dimethyl-polysiloxane 
  Solvent: n-Heptane  
  Internal Standard: Methyl Heptadecanoate 
  Peak Integration: Peak Simple Software  
 
Method 
  Temperature program:  
o  100°C to 310°C @ 20°C/min (Freedman et al., 1986b)  
o  310°C (2 min)   
  Injector temperature: 380°C  
  Detector temperature: 350°C 
  Injection: 1µL manual injection  
 
The method shown above was based largely on advice from experienced GC operators and was 
confirmed by the work of Bannon et al.,(1985, 1986; 1987). In their final paper in a series of six 
that investigated high accuracy GC analysis of FAME they suggested that the split injector can be 
a source of trouble. To overcome this potential pitfall they suggested a three pronged solution: 
1.  Avoidance of syringe discrimination through high speed injection, 
2.  Rapid vaporisation of the sample through high injector temperatures, small sample 
volumes and low concentrations, and 
3.  The vaporised sample must be well mixed with the carrier gas through good inlet design 
(Bannon et al., 1987) 
 
Ideally an automatic injector would be used to solve the first problem, however, this was not 
available for this work and refined manual injection was deemed appropriate. The second was 
implemented, however, limitations were placed on sample dilution because of solvent cost and 
large amount of samples that required analysis.  Appendix D    Experimental Results 
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Table D.2: Review of gas chromatograph methods using FID 
Application  Column  Carrier Gas  Oven Temperature 
Program 
Injector 
Temperature 
Detector 
Temperature 
Characterisation of  olive 
and waste vegetable oil 
(Dorado et al., 2004b) 
30m x 0.25mm Supelcol 
wax 10 glass column 
with poly(ethylene 
glycol) film 0.25µm 
thick 
N2 1ml/min  165°C (2 min) 
165°C - 180°C @ 4°C/min 
180°C (3 min) 
180°C - 200°C @ 5°C/min 
200°C - 260°C @ 15°C/min 
260°C (2 min) 
Split/splitless 250°C  250°C 
Modification of EN 
14103 for tallow and 
determining short chain 
FAME (Schober et al., 
2006) 
30m x 0.25mm x 
0.25um HP-INNOWax 
column 
He 1000 kPa, 
1.3ml/min. Split 
flow 25ml/min 
150°C 
150°C - 220°C @ 5°C/min 
220°C (15 min) 
Split/splitless 
220°C 
250°C 
Simultaneous 
determination of  
glycerol, and mono-, di- 
and triglycerides in 
vegetable oil methyl 
esters by capillary gas 
chromatography (Plank 
& Lorbeer, 1995) 
2m x 0.53mm ID 
uncoated deactivated 
fused silica pre-column, 
connected in series 
with a 10m x 0.32mm 
fused silica column, 
coated with a 0.1 µm 
film DB-5 
H2 (3 ml/min) at 
50°C. N2 makeup 
gas at 0.5 bar.  
50°C (1 min) 
50°C - 180°C @ 15°C/min 
180°C-230°C @ 7°C/min 
230°C-370°C ballistically 
370°C (10 min) 
 
Cool on column  1µl  370°C 
Quantitative analysis for 
the methanolysis of 
soybean oil (Freedman 
et al., 1986b) 
1.8m x 0.32mm ID 
100% 
dimethylpolysiloxane 
column 
He/H2  (2-4ml/min 
as split ratio varied 
between 50-100:1) 
with split flow of 
200ml/min 
160°C - 350°C @ 30°C/min 
350°C (6 min) 
Split/splitless 350°C  350°C Appendix D    Experimental Results 
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The standard and sample preparation were derived with further dilution from the work of 
Schober (2006): 
 
  Standard preparation: 
o  Accurately weigh approximately 200mg of Internal Standard into 50ml of n-
heptane using a volumetric flask 
  Sample preparation:  
o  Weigh approximately 100mg of the raw reactor product which has been 
previously neutralised, washed and the heated under vacuum to remove 
methanol.  
o  Accurately measure 10ml of Internal Standard solution using a volumetric flask 
o  Add the solution to the sample. 
o  Rinse the volumetric flash with another 10ml of n-heptane and add to the 
sample. 
The resulting 20ml solution used for injection had the following approximate concentrations: 
  Internal Standard: 4mg/ml 
  Biodiesel Sample: 5mg/ml 
 
Finally, a standard Perkin-Elmer inlet design was used, as no other designs were available. 
 
Ester content was calculated according to the method shown in Equation D.1. This method is the 
basis of EN14103 and was taken from Schober et al. (2006). Ester content, represents the weight 
percentage of methyl esters in the final product after the purification process undertaken when 
sampling. According to Leung (2006) this is a close representation of the weight percentage of 
triglycerides converted to methyl esters, the measure of conversion calculated in the model. 
  
    % 100 / %     
Biodiesel
IS
Area Area Area Weight
Weight
IS IS FAME FAME  
Equation D.1: Conversion calculation 
 
It is known that the FID detector does not respond to the carbonyl atom present in FAME thus 
reducing the area of the detected peaks. This has a greater affect on short chain FAME as the Appendix D    Experimental Results 
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ratio of the carbonyl carbon to other carbons is quite high. Typically, response factors (or 
correction factors) are calculated from primary standards for each ester that take into account 
not only the FID response but also all other systemic errors in sample preparation and GC 
operation. Bannon et al (1985) clearly showed that if these systematic errors are reduced 
through optimisation it is possible to use the theoretical relative response factors in place of 
measured measured correction factors. These factors only account for the different response in 
the FID detector. They are shown below in Table D.3:   
 
Table D.3: Theoretical relative response factors 
FAME  Formula  Theoretical relative 
response factor 
Methyl Caprylate  C8:0  1.1927 
Methyl Caprate  C10:0  1.1233 
Methyl Laurate  C12:0  1.0771 
Methyl Myristate  C14:0  1.0440 
Methyl Palmitate  C16:0  1.0193 
Methyl Stearate  C18:0  1.000 
 
Data from the GC was passed through an analogue to digital converter to a computer running 
the software PeakSimple. PeakSimple is a free piece of software used for analysing data from 
chromatographs
1. This software was used to calculate the area of each ester peak, these areas 
were subsequently modified using the response factors shown in Table D.3 and finally used in 
Equation D.1 to determine conversion. An example chromatogram for coconut methyl esters is 
shown in Figure D.2.  
 
                                                           
1 For more information on PeakSimple see http://www.srigc.com/PeakSimple.htm Appendix D    Experimental Results 
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Figure D.2: Example chromatogram 
 
D-5 Results 
Using the chromatographic method outlined in the previous section the conversion values 
shown in Table D.4 were calculated for the operating conditions summarised Table D.1.  
 
Table D.4: Measured conversion 
Run Description  Before 
Reactor 
Reactor 
Midpoint 
After 
Reactor 
Run A – Baseline  86.8%  94.2%  97.6% 
R un B – High temperature  85.3%  95.8%  92.1% 
Run C – Low residence time  -  93.2%  96.7% 
Run D – High residence time  86.7%  98.1%  98.6% 
Run E – High methanol ratio and low temperature  68.6%  88.7%  95% 
 
Each sample was run through the gas chromatograph in triplicate with the value in Error! 
Reference source not found. being the average of the three values. The different results of the 
GC runs varied with 3% either side of the average representing the confidence level associated 
with the sampling approach and GC method. The values observed before the reactor are Appendix D    Experimental Results 
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unusually high for a CSTR operating under the conditions given in Table 6.4. It is quite possible 
that this GC method could be unsuitable for low levels of conversion in these samples. The 
relatively high concentrations of glycerides in samples with low conversion often cause 
problems in the injector inlet and in the column. As a result the accuracy of the measured 
conversions before the reactor are questionable.  
 
On the other hand, the conversions measured at the midpoint and after the reactor align with 
values expected and with independent tests conducted by Bluediesel PTY LTD.  
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ATTACHED CD 
E-1 CD Contents 
The folders contained on the CD are outlined below 
  Final CFD work 
o  A complete workbench project that contains the geometry, mesh, simulation 
input and post-processor settings for ANSYS CFX. The name of the project is 
chapter eight as it is the CFD model used in the optimisation study of chapter 
eight. 
  Final MATLAB work 
o  Contains a number of folders with batch and continuous models for different 
oils as used in chapter seven. In addition to this the optimisation tool developed 
in chapter eight is also included 
  Flow visualisation results 
o  Four movies as described in Table 5.1 
  Papers 
o  Copies of the papers described in the Publications section of this thesis 
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Glossary 
Acid Oil – When acid  is added to soap stock, the caustic is neutralized and FFA as well as mono-, di- 
and triglycerides are separated to give acid oil or acidulated soapstock (Geier et al., 2005) 
 
Cetane Number - A measure of the combustion quality of diesel corresponding to the percentage of 
cetane in a mixture with methylnaphthalene that would have the same performance, the higher the 
number the better.  
 
Carbonyl atom - The nucleophilic nature of the carbonyl atom results from it being electron deficient 
because of the double bonded oxygen (Sykes, 1982). 
 
Degumming – The use of water and decanting to remove phospholipids from raw oils 
 
Electrophillic - Electrophiles,’electron lovers’ contain electron rich regions which will readily react 
with nucleophiles. (Sykes, 1982) 
 
fig file – File used by GUIDE to store layout of a GUI 
 
Heat of Combustion - Energy content of the fuel (MJ/kg) when it is completely combusted in the 
presence of oxygen  
 
k-e, k-ω, SST – Turbulence models  
 
m file – Primary code file used in MATLAB 
 
Melting Point - The temperature at which the substance changes from a solid to a liquid 
 
Nulceophillic - The term nucleophile, ‘nucleus loving’ describes reagents that contain a region that is 
electron deficient.  
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Nucleophilic attack - Refers to the attack of the electrophile (methoxide ion) on the nucleophile 
(carbonyl atom) (Sykes, 1982) 
 
ODE45 – Matlab’s robust and accurate solver that is suggested as the first ‘port of call’ when solving 
a system of differential equations. 
 
Soapstock - The aqueous solution resulting from alkaline refining of crude vegetable oils containing 
FFA (in the form of soap), other water soluble compounds like phosphatides and emulsified mono-, 
di- and triglycerides (Geier et al., 2005). 
 
Supercritical -  Typically a material has three specific physical states (i.e.: gas, liquid and solid), 
however, it can be in a fluid state above the critical temperature in which condensation does not 
occur with increasing pressure (Sasaki et al., 2001). This is referred to as the supercritical state in 
which a fluid has different properties than those of a liquid or gas. The density approaches that of a 
liquid while its viscosity and transport properties are closer to that of a gas (Perry & Green, 1998). 
Supercritical fluids exhibit outstanding transport properties coupled with highly tuneable solvent 
properties (Ragauskas et al., 2006). 
 
Trap Grease – The oil/fat containing sludge removed from grease traps 
 
Viscosity – Resistance of a liquid to shear stress and hence to flow 
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