Abstract. We derive two new analogues of a transformation formula of Ramanujan involving the Gamma and Riemann zeta functions present in the Lost Notebook. Both involve infinite series consisting of Hurwitz zeta functions and yield modular relations. As a special case of the first formula, we obtain an identity involving polygamma functions given by A.P. Guinand and as a limiting case of the second formula, we derive the transformation formula of Ramanujan.
Introduction
In the volume [9] containing Ramanujan's Lost Notebook are present some manuscripts of Ramanujan in the handwriting of G.N. Watson. The first of these manuscripts contains the following beautiful claim (see [9, p. 220] ). t log α 1 + t 2 dt, (1.4) where γ denotes Euler's constant.
2000 Mathematics Subject Classification. Primary 11M06, Secondary 11M35. A.P. Guinand [2, 3] rediscovered the first equality in (1.4) in a slightly different form. Recently, B.C. Berndt and A. Dixit [1] proved both parts of (1.4) . A key element in their proof was the identity [7, p. 260 Ramanujan's paper [7] consists of other equations similar to (1.5) . Motivated by the use of (1.5) in deriving (1.4), we work with two other equations, namely equations (19) and (20) in [7] , to derive two new analogues of (1.4). However, it must be pointed out that equation (19) in [7] , as it stands, is incorrect. The second term on its right-hand side, namely, − 1 4 (4π) where Ξ(t) is as defined in (1.3). Theorem 1.3. For −1 < Re s < 1 and n real, we have
where again Ξ(t) is as defined in (1.3).
The identity (1.5) is the special case s = 0 of (1.7). Now we state the two key theorems in this paper which give two new analogues of (1.4). (1.8)
If α and β are positive numbers such that αβ = 1, then for Re z > 2 and 1 < c < Re
where Ξ is defined as in (1.3).
where ζ(z, x) denotes the Hurwitz zeta function. Then if α and β are any positive numbers such that αβ = 1,
where Ξ(t) is defined in (1.3).
This paper is organized as follows. In Section 2, we review some basic properties of Mellin transforms which are used subsequently. Then in Section 3, we derive an analogue of (1.4), namely (1.9), using two different methods, both of which make use of (1.6). In Section 4, we derive a second analogue of (1.4), namely (1.11), which makes use of (1.7), and gives (1.4) as a limiting case. Finally in Section 5, we prove (1.6).
Basic Properties of Mellin Transforms
Let F (z) denote the Mellin transform of f (x), i.e.,
Then the inverse Mellin transform is given by
where c lies in the fundamental strip (or the strip of analyticity) for which F (z) is defined. We also note the Mellin convolution theorem [6, p. 83 ] which states that if F (z) and G(z) are Mellin transforms of f (x) and g(x) respectively, then 
First proof: Replace s by z − 1 in (1.6) and then multiply the resulting two sides
2 e −nz , so that for Re z > 2 and n real, we have
The integral on the right-hand side of (3.3) can be viewed as the Mellin transform of the product of 1 e xe n − 1 and 1 e xe −n − 1 .
But from [10, p. 18, eqn. 2.4.1], we know that for Re z > 1,
Employing a change of variable t = xe n in (3.4), we deduce that
Similarly letting t = xe −n in (3.4), we find that
Thus from (2.3), (3.5) and (3.6), we see that for 1 < c < Re z − 1,
7) which can be written as
log α in (3.3) and (3.8) and combining them together, we arrive at
Upon simplification, this gives the last equality in (3.2). Now since 1 < c < Re z − 1, on the vertical line Re s = c, we have Re (z − s) > 1. So we can use the representation
Using (3.10) on the right-hand side of (3.9), we find, by absolute convergence, that 1 2πi
Now we know that for 0 < Re s < Re z, Euler's beta integral B(s, z − s) is given by
In other words, B(s, z − s) is the Mellin transform of 1
and as
. In particular, for 1 < c < Re z − 1, using (2.4) and (3.12), we find that
The integral in the second expression in (3.11) can also be directly evaluated using formula 5.78 in [5, p. 202] .
From (3.11), (3.12) and (3.13), we arrive at
Invoking (3.14) in (3.9), simplifying and rearranging, we see that
(3.15)
Now replacing α by β in (3.15), we see that
(3.16) Thus (3.15) and (3.16) establish (3.2) and this completes the proof of Theorem 3.1.
Second proof: Letting n = 1 2 log α in (3.3) and multiplying both sides by 1 Γ(z)
, we see that
where in the penultimate line, we have made a change of variable t = x √ α. Now, 
Using (3.19) in (3.18), we deduce that
Thus from (3.17) and (3.20), we derive (3.15). Following the same argument as shown in (3.16), we obtain the other equality in (3.2) as well. This finishes the second proof. 
( 3.22) 3.1. Guinand's formula as a special case of (3.2). Let ψ (k) (x) denote the k th derivative of the digamma function ψ(x) defined in (1.2), also known as the polygamma function of order k. In [3] , Guinand gave the following formula
where k ≥ 2. We derive this formula as a special case of (3.2). Let z be a natural number greater than 2. From (1.2), by successive differentiation, we find that
Thus,
where the change in the order of summation in the second equality is justified by absolute convergence. Then from (3.25) and (3.2), we obtain the following alternate version of (3.2) when z is a natural number greater than 2,
since Γ(z) = (z − 1)!. To obtain (3.23), we simply replace k by n, z − 1 by k, α by x and β by 1/x in the first equality of (3.26).
The second modular relation involving Hurwitz zeta functions
Theorem 4.1. Let 0 < Re z < 2. Define ϕ(z, x) as
where Ξ(t) is defined in (1.3) .
Proof. The asymptotic expansion of ζ(z, x) [4, p. 25] for large |x| and | arg x| < π is given by functions. The proof of (4.2) that we give is along the similar lines as the first proof in [1] except that here we have to take care of two parameters z and α instead of just α in [1] . We first prove the result for 1 < Re z < 2 and later extend it to 0 < Re z < 2 using analytic continuation. Replacing s by z − 1 in (1.7), we find that for 0 < Re z < 2, log α, we see that
Making a change of variable x = 2πt/ √ α in the integral on the right-hand side of (4.4), we see that
where
7) and
First,
where 10) and 
Since t > 0, expanding 1 (e 2πt − 1) in terms of its geometric series, interchanging the summation and integration because of absolute convergence and then using (4.12), we find that
1 − e −2πt 1 (e 2πt/α − 1)
where in the antepenultimate line, we have made a change of variable x = 2πt/α. Next we evaluate I 4 (z, α). Since Re z > 1, using (3.4) and the integral representation for Γ(z − 1), we find that
Hence from (4.9), (4.13) and (4.14), we conclude that
It remains to evaluate I 2 (z, α). Now from [10, p. 23, eqn. 2.7.1] for 0 < Re z < 1, we have
Thus employing a change of variable u = 2πt/α in (4.8) and then using (4.16) and the integral representation for Γ(z − 1), we see that
. Hence by analytic continuation, (4.2) holds for 0 < Re z < 2.
As a limiting case of (4.2), we obtain Ramanujan's transformation formula, i.e., equation (1.4) .
20)
and α and β are positive numbers such that αβ = 1, then
Proof. Let z → 1 in (4.2). Then using Lebesgue's dominated convergence theorem, we observe that
Now since ∞ n=1 ϕ(z, nα) and ∞ n=1 ϕ(z, nβ) converge absolutely and uniformly in a neighborhood of z = 1, which can be seen from (4.3), we observe that
Next using L'Hopital's rule, we see that and using L'Hopital's rule again, we observe that 
Multiplying (4.30) throughout by −1, we arrive at (4.21).
Proof of (1.6)
Here we show that the second term on the right-hand side of equation (19) in [7] ,
is not present and thus indeed that (1.6) is actually the correct version of equation (19) in [7] . Since the exposition in Sections 4 and 5 of [7] is quite terse, we will derive (1.6) giving all the details. We will collect and prove wherever necessary, several ingredients required for the proof along the way. First, equation (15) in [7] states that for Re s > −1 and αβ = 4π 2 , we have
(e 2πx − 1)(e 2πy − 1) dxdy. and by using the identity (see [7, p. 253 Hence using (5.11) in (5.9), inverting the order of integration because of absolute convergence and simplifying, we see that
(e 2πx − 1)(e 2πy − 1) cos tu du
dxdy, (5.13) and
Then from (5.12), (5.13) and (5.14), we have
Now we show that f is an even function of u.
If we let α = 2πe −2u and β = 2πe 2u in (5.1), upon simplification, we find that − 1)(e 2πy − 1) dxdy.
(5.16)
This proves that f is an even function of u. Also using the fact that Ξ(−t) = Ξ(t), we readily observe that f is also an even function of t.
Then from Fourier's integral theorem and (5.15), we deduce that for n real, Finally, we obtain (1.6) from (5.19) and (5.21).
Remark. Equation (1.7), for −1 < Re s < 1, is derived in a very similar manner as above, except that since Re s < 1, the first expression on the left-hand side of (5 .9) 
