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Let Xj (j = l,..., n) be i.i.d. random variables, and let Y’ = (Y, ,..., Y,,,) 
and X’ = (Xi ,..., X,) be independently distributed, and A = (ajk) be an tl x n 
random coefficient matrix with ajb = a,,(Y) for i, K = l,..., n. Consider the 
equation U = AX, Kingman and Graybill [Ann. Math. Statist. 41 (1970)] have 
shown U N N(0, I) if and only if X N N(0, I). provided that certain conditions 
defined in terms of the alk are satisfied. The task of this paper is to delete the 
identical assumption on Xi ,.. . , X,, and then generalize the results to the vector 
case. Furthermore, the condition of independence on the random components 
within each vector is relaxed, and also the question raised by the above authors 
is answered. 
1. INTRODUCTION AND SUMMARY 
Let X, ,..., X, be n (mutually) independent p-dimensional random vectors, 
and let there exist nonzero constants aj and bj (j = l,..., n) such that Za,Xj 
is independent of .DjXj . By considering all linear combinations C’X, , where 
C’ = (Cl ,..., c,), it follows from the well-known univariate result, first proved 
by SkitoviE [7] that the Xi are normally distributed. Ghurye and Olkin [l] 
generalized the result of SkitoviE when the scalars al and b, are replaced by 
p x p matrices Aj and Bj , and pointed out this reduction to the univariate 
case no longer holds. The same authors also discussed that if a matrix coef- 
ficient Aj , say, is singular but not zero, then some linear combinations of 
elements of the corresponding random vector Xj are normally distributed, 
but the distribution of Xj is partly arbitrary. The results of Ghurye and Olkin 
have been generalized [3]. Rao [5] dealt with the linear combinations of random 
vector problem with matrix coefficients by using the conditional expectation 
technique. He also gave an example that if X is a multivariate normal random 
vector and X = AY, then neither A nor the number of components of Y is 
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unique, where A is a matrix and Y is a vector of component N(0, 1) variables. 
In 1970, Kingman and Graybill [4] d iscussed the problem U = AV, where 
V is a random vector with independent and identically distributed (i.i.d.) 
random components, and A is a “random” matrix whose elements are measurable 
functions of other sets of random variables which are independent of the com- 
ponents of V. The first task of the present paper is to delete the identical 
assumption on the random components, and then generahze the univariate 
situation to the vector case. Next, the condition of independence on the random 
components within each vector is relaxed. Finally, some remarks are made, and 
the question raised by Kingman and Graybill [4] is answered. 
2. MAIN RESULTS 
Throughout this paper, random variables will be denoted by capital letters, 
and vectors and matrices by bold face capital letters. 0 and I denote zero and 
identity matrix, respectively, with appropriate order. A’, R(A) and det A are 
the transpose, rank, and determinant of A, respectively. A @ B denotes the 
direct sum of A and B. 
LEMMA 1. Let the random components of X’ = (Xl ,.. ., X,) be independent 
variables, not necessarily identical. Assume that all the moments of each component 
of X exist, and Y’ = (YI ,..., Y,) and X be independently distributed. Let 
A = (a,,,) be a p x p random matrix such that a,,, = a,,,(Y) for r, s = I,..., p, 
and AA’ = AA = I almost everywhere (a.&). Assume that E[a,,J and E[a:,,] 
exist, det(E[A]) # 0, and det(E[a:,,]) # 0. Then U = (U, ,,.., UP)’ = AX is 
distributed as N(0, I) $ and on@ if X is distributed as N(0, I). (If some of the 
variables are identically distributed, then the conditions det(E[A]) # 0 and 
wm,,1) # 0 can be modified as the case may be). 
Proof. The “if” part is obvious. To show the “only if” part assume 
U N N(0, I). Then U, - N(0, 1); 
E[zIp] = 0; (1) 
and 
E[U,27 = (2n)!/2Rn! (2) 
for r = 1 ,..., p and n = 1,2 ,... . 
Since X, are independent, to prove X - N(0, I) suffices to show [2,6] 
E[Xf+-l] = 0 (3) 
and 
E[Xy] = E[Uy] = (2n)1/2%! 
fors = 1 ,.,., pandn = 1,2 ,.... 
(4) 
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We show Eqs. (3) and (4) by induction on n. 
Write lJ, = x:,“=, ar,sXs , then we have 
f E[aTJ E[X,] = 0, 
S=l 
r = l,..., p. (5) 
Equations (5) are equivalent to a system of p homogeneous linear equations 
of E[X,], s = l,..., p. Under the condition det(E[A]) # 0, their only set 
of (trivial) solutions is 
-q-q = 0, s = l,...,p. (6) 
Since E[AA’] = E[I] implies 
E 5 a:,; [ 1 = i E[als8] = 1, r = 1,.-, P. s=l s-1 
From (2), (6) and (7), we have 
= i E[af,.J E[X?l 
s-1 
or 
il E[a:,8] E[X: - U,“] = 0, Y = l,..., p. 
(7) 
(8) 
Equations (8) are equivalent to a system of p homogeneous linear equations 
of E[Xs2 - Us2], s = l,..., p. Under the condition det(E[aF,J) # 0, the only 
set of solutions is E[X,s] = E[Ua2] for s = I,..., p. 
Next, assume that for all positive integers i < 11, 
and 
E[X:-l] = 0, 
E[e] = E[c], s = l,..., p 
(9) 
(10) 
are true. We want to show E[X,2”-‘1 = 0 and E[X2,“] = E[v] for s = l,...,p. 
Note that for any set of nonnegative integers 4 ,..., CL), 
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provided at least one of cyr ,..., CL, is odd. Furthermore, by formula (lo), we 
also have 
if 011 + ‘.. + 01~ = i < 71. 
The condition A’A = I implies 
so that 
Making use of the multinomial theorem, Eqs. (1) and (9), the last equation 
above reduces to 
tl E[cz~,~] &X2,“-I) = 0, Y  = I ,..., p. 
By the same argument, it yields EIXy-l] = 0 for s = l,...,p. Denote 
for r = l,..., p, where # is a homogeneous function of U, ,..., U, with degree 
2n, but the highest degree of 7J, is 2n - 2. Then 
by Eqs. (7), (9), (lo), (II), and the multinomial theorem. 
From (11) and (12), and using (2) and (7), we obtain 
(12) 
and assert that E[X,2”] = E[U,2”] for s = 1 ,..., p. Thus the proof is complete. 
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LEMMA 2. Let x’ = (Xl’ ,..., X,‘) and Xjt = (Xlj ,..., XSjj) be independent 
with p =: cyS1pj . Assume that Xlj ,..., Xsjj are i.i.d. for each j separately and 
the corresponding components of Xl ,..., X, such as XI, , X,, ,..., XI, may not 
be identically distributed. As in Lemma 1, define an orthogonal matrix A = (a,,,) 
such that a7,S = aT,S(Y), Y and X are independent distributed, E[a,,S] and Era:,,] 
exist, and R{E[AG]} = R{(E[a:,J)G} = n, where G = (G, @G, @ ... @G,) 
is a p x n matrix with Gj being a pj x 1 vector of unit elements. Assume that 
all the moments of each component of X exist and U = AX. Then U - iV(0, I) 
if and only if x - N(0, I). 
Proof. The proof of this lemma is parallel to that of Lemma 1 with minor 
changes and hence it can be omitted. 
In Lemma 2, if p, = ... = p, = 1, then p = n and Lemma 2 reduces to 
Lemma 1. Also notice that X - N(0, I) implies Xj - N(0, I), j = l,.,., n [6]. 
EXAMPLE. Let X = (X1’, Xi> = (Xl , X2 , X2 , X4), where Xl’ = (Xl, X2) 
and X,’ = (X3, X4) are independent, and X1 , X, are i.i.d. and Xa , X4 are 
i.i.d., but X1 and X3 may not be identically distributed. Let 
where a = yl/(3(y12 + y22)>1/2, #I = ~,/(3(~,2 + u22p, 
Y = (g)1/2 sin(Y2 - Y,) and 6 = ($)‘/2 cos(Y, - Y2), 
the random variables Y1 , Y2 , and Us are independent of X1 ,..., X4 and possess 
the joint density 
f(Y1rY2,YJ = 1, 0 <Yl,YZ,Y2 < 1 
= 0, otherwise. 
Define U = AX. Then all the conditions in Lemma 2 are satisfied and 
U - N(0, I) if and only if X - N(0, I). 
The condition of i.i.d. on the random components within each vector in 
Lemma 2 can be rel&ed. The following theorem deals with this problem. 
THEOREM. Let X’ = (X,‘,..., X,‘) and Xi, = (X,, ,..., XDjj) be independent 
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with p = ET=, pj , and the elements within Xj may not be i.i.d., but for each j, Skj 
(k = I,...,p,) satisfy 
E [Ez X$X:] = E[X,,] E [gz Xij-‘Xz] if t, is odd, 
if t, is even, 
(*I 
where k may take on some or all values of 1 j...) pj , and t, = 0, l,... . 
De+ an Orthogonal matrix A = (a,,,) such that a,,, = a+,8(Y), Y and Xj 
me mutually independent, and U = AX. Assume that E[ar,S] and E[a2,,,] exist, 
det(E[A]) # 0 and det(E[af,,]) # 0. Furth.ermore, assume that all the moments 
of each component of X, exist. Then U N N(0, I) ;f and only if X - N(0, I). 
Proof. We repeatedly use the formula (*). The remaining part of the proof 
is similar to that of Lemma 1 with appropriate modifications, and hence it is 
omitted. 
COROLLARY. In the theorem above, if the elements with& Xi (j = I,..., rz) 
are iden.ticaZZy distributed, then the conditions det(E[A]) # 0 and det(E[az,,]) # 0 
replace by R{E[AG]) = n and R{(E[aF,,])G} = n, respectively, where G = 
6% 0 G, 0 **.O W is a p x n matrix with G, being a’pj x 1 vector of unit 
elements. 
3. REMARKS 
Remark 1. In the general situation, if the mean vector of X, , say pj , is 
not a zero vector, then we can replace X, by X, - IS, . Without loss of generality, 
we can assume that the covariance matrix of X, is I, for if the covariance of 
Xi is Ci = QQ; ( assume that each E, is symmetric positive definite, since it 
is the most important case), then the covariance matrix of Q;‘Xj is I and we 
replace Xj by QT’Xj . 
Remark 2. The condition (ii) E[gz+l(Y,)] # 0 for n = 1,2,... in Theorem 
2.1 of [4] can be replaced by the weak condition E[g(Y,)] # 0 (see the context 
of proofs in Lemma 1) 
Remark 3. The authors Kingman and Graybill [4] raised the question, 
“It is also of interest to determine if the condition 
for some j l (13) 
is required in Theorem 3.1. We have not been able to show this.” The essential 
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thing is that from Z2 - x2(1), we cannot conclude 2 N N(0, 1) without imposing 
an additional condition, because given the distribution of 2s does not yield the 
distribution of 2. Thus if 22 -x2(1), we want Z to possess N(0, 1) an additional 
condition such as (13) is required. 
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