Let β > 1. We define a class of similitudes
Introduction
Let {g j } m j=1 be an iterated function system (IFS) of similitudes which are defined on R by g j (x) = r j x + a j , where the similarity ratios satisfy 0 < r j < 1 and the translation parameter a j ∈ R. It is well known that there exists a unique non-empty compact set K ⊂ R such that
We call K the self-similar set or attractor for the IFS {g j } m j=1 , see [10] for further details. The IFS {g j } m j=1 is called homogeneous if all the similarity ratios are equal. We say that {g j } m j=1
satisfies the open set condition(OSC) [10] if there exists an open set V ⊆ R such that g i (V ) ∩ g j (V ) = ∅, i = j and g j (V ) ⊆ V for all 1 ≤ j ≤ m. Under the OSC, Hausdorff dimension of K is just the similarity dimension which is the unique solution s of the equation m j=1 r s j = 1. Let A, B ⊆ R, we say A+B = {x+y : x ∈ A, y ∈ B} is the arithmetic sum of A and B. In dynamical systems, arithmetic sum of two Cantor sets is essential [19] . Palis and Takens [19] restricted A and B to the Cantor sets, which came up in their studies of homoclinic bifurcations of dynamical systems. Palis [19] posed a celebrated conjecture on the structure of arithmetic sum of any two regular Cantor sets in line. More specifically, if C 1 + C 2 has positive Lebesgue measure, then generally it has an interior, where C 1 and C 2 are two Cantor sets of the real line. This conjecture led to much work, see [15] , [14] , [3] , [4] , [6] , [2] and references therein. Moreira and Yoccoz [3] solved this conjecture eventually. Dekking and Károly [5] gave partial answer to the stochastic version of this conjecture. However, from fractal perspective relatively fewer papers considered the dimension and the fractal structure of the arithmetic sum of two self-similar sets. In this paper, we concentrate on the following two basic problems:
(1) What is the Hausdorff dimension of the arithmetic sum of two self-similar sets? (2) What is the fractal structure of the arithmetic sum of two self-similar sets?
Peres and Solomyak [21] showed that if C 1 is a two-part homogenous Cantor set (the IFS of C 1 is {f 0 (x) = ax, f 0 (x) = ax + 1 − a}, where 0 < a < 1), given a compact set F ⊆ R, then for almost all a ∈ (0, 1 2 ),
• if dim H (C 1 ) + dim H (F ) ≤ 1, then dim H (C 1 + F ) = dim H (C 1 ) + dim H (F ).
• if dim H (C 1 ) + dim H (F ) > 1, then µ(C 1 + F ) > 0, where µ denotes the Lebesgue measure.
The classical Marstrand projection theorem [11] states that dim H (π(A × B)) = min{1, dim H (A) + dim H (B)} holds for almost every projection π, where π denotes the orthogonal projection from R 2 to the one dimensional line and A, B ⊆ R. Nevertheless, this result does not provide any information for a specific projection, hence it does not answer problem (1) explicitly. Let F 1 and F 2 be the self-similar sets with IFS's {r i x + a i } n i=1 and {r
respectively. Peres and Shmerkin showed in [20] that if there exist i, j such that log r i log r
The hypothesis of this theorem is called the irrational assumption. This theorem partially answers question (1).
The fractal structure of the arithmetic sum of two self-similar sets is complicated. Mendes and Oliveira classified in [15] that for the homogeneous Cantor sets C λ and C γ , there are 5 types of topological structure. Anisca, Chlebovec and Ilie [1] , making use of similar discussion, generalized Mendes and Oliveira's result. They considered general Cantor sets which may not be homogeneous and their main result is similar to Mendes and Oliveira's statement.
In this paper, we shall consider the IFS's of F 1 and F 2 failing the irrational assumption. With a little effort, it may be shown that the IFS's
and {r
do not satisfy the irrational assumption if and only if there exist β > 1, n i and m j ∈ N such that r i = 1
Unless stated otherwise, in what follows we always assume that the similitudes of F 1 and F 2 are from
Without loss of generality, we let the IFS's of
respectively. Here, we replace
In what follows we use F if the self-similar set is general, while K is utilised if the similitudes are taken form S. For simplicity, we let the convex hull of
We shall prove that K 1 + K 2 is either a self-similar set or an attractor of some infinite iterated function system (IIFS) [13] , [9] . This result implies that K 1 + K 2 has certain similarity. Hence, to calculate the Hausdorff dimension of K 1 + K 2 is reduced to consider the dimension of the attractor of some IFS (IIFS). It is well known that generally it is difficult to calculate the Hausdorff dimension of a self-similar set. There are more difficulties for the infinite iterated function system even if the infinite iterated function system satisfies some separation condition (Here the attractor of the IIFS is in the sense of Definition 2.1, we will introduce this definition in the next section). In fact, even Peres and Shmerkin's dimensional formula above cannot find the exact Hausdorff dimension of F 1 + F 2 generally. Thus, we shall consider some cases which allow us to calculate the dimension. Due to this analysis, we observe that without the irrational assumption, the Hausdorff dimension of K 1 +K 2 is more complicated than Peres and Shmerkin's dimensional formula. In other words, it is not possible to offer a uniform dimensional formula for the case we consider.
The structure of the paper is as follows. In section 2, we introduce some basic results of infinite iterated function systems and define a crucial definition: Matching. At the end of this section, we state our main results. In section 3, we prove the main results. In section 4, we offer some examples for which we can explicitly calculate the Hausdorff dimension of K 1 + K 2 . Finally in section 5, we give some further remarks.
Preliminaries and Main results

Infinite iterated function systems
Before stating the main results, we introduce some necessary definitions and results of infinite iterated function systems. Infinite iterated function systems behave differently from IFS [12] [8]. There are two definitions of IIFS, see for example, [8] , [13] and [9] . Here we adopt Fernau's definition [8] . Here A denotes the closure of A.
Remark 2.1. If the cardinality of A is finite, then this definition coincides with Hutchinson's definition of self-similar set [10] . The existence and uniqueness of J can be found in [8] or in [16] . In [13] , Mauldin and Urbanski gave a similar definition of the attractor of IIFS, i.e. J 0 = i∈N φ i (J 0 ). However, for their definition the attractor J 0 may not be unique or compact, see example 1.3 from [8] . It is easy to see that J 0 = J. 
Under this separation condition, we can find the Hausdorff dimension of J 0 . The following result can be found in [13] , [17] or [9] . On the other hand, generally the Hausdorff dimension of J is more complicated even if the IIFS satisfies the open set condition, the main reason is the limit points of J 0 , see [9, Corollary 2] . For most cases, we shall prove that J = K 1 + K 2 is an attractor of some IIFS in the sense of Definition 2.1. This makes the dimension of K 1 + K 2 complicated. If the IIFS does not satisfy the open set condition, we may still have techniques to calculate dim H (J 0 ), however when the limit points of J 0 is uncountable, calculating the Hausdorff dimension of K 1 + K 2 is difficult. Therefore, whether the cardinality of the limit points of J 0 is countable or not is even more important than the open set condition. We mentioned above that J 0 = J, if J 0 and J are the same except for a countable set, then by the countable stability of Hausdorff dimension we have dim H (J 0 ) = dim H (J). We will give a sufficient condition which is reasonable such that under this condition J 0 coincides with J apart from a countable set. This is the main idea we will utilise when K 1 + K 2 is the unique attractor of some IIFS.
Definition of Matching
We introduce some definitions of the symbolic space. Let = {s 1 , s 2 , · · · , s n } N be a symbolic space endowed with distance d((a n ), (
m is a block with length m.
The value of the blockP
Similarly, we can define the value of an infinite sequence
Since the IFS's of Lemma 2.1.
Proof. For any x ∈ K 1 , we know that there exists (i n )
The lemma is a restatement of this fact.
Remark 2.2. Although the lemma above is very simple, the significance of this lemma is that we can translate over the problem, i.e. in order to study the sum of two numbers form K 1 and K 2 respectively, we only need to consider the sum of blocks form D 1 and D 2 .
Motivated by this lemma, we can define a crucial definition of this paper. Remark 2.5. We shall prove that if the cardinality of Matchings is finite, then K 1 + K 2 is a self-similar set, while K 1 +K 2 is the unique attractor of some IIFS, provided that the cardinality of Matchings is infinitely countable. 
} be the IFS of K 1 , K 2 is generated by {g 1 (x) = After we find all the possible Matchings, we denote this set by Now we state the main results of this paper.
Main results
Theorem 2.2. K 1 + K 2 is either a self-similar set or an attractor of some infinite iterated function system. More precisely, if the cardinality of Matchings is finite, we then have that K 1 + K 2 is a self-similar set. Otherwise
We have an interesting corollary of Theorem 2.2.
Corollary 2.1. Let F 1 and F 2 be the self-similar sets with IFS's {r i x+a i } n i=1 and {r 
We have that E = K 1 + K 2 except for a countable set. Moreover, if
where c is a positive constant. More precisely, 
Remark 2.6. It is well known that for any self-similar set F , dim P (F ) = dim B (F ) (in fact we have dim H (F ) = dim P (F ) = dim B (F )). Corollary 2.1 states that for arithmetic sum of self-similar sets this is still true. A minor modification enables us to prove following stronger results: for any n ∈ N + and {K i }
} is either a selfsimilar set or a unique attractor of some IIFS, where {K i } n i=1 are generated by the similitudes of S. Moreover,
Remark 2.7. The assumptions in Theorem 2.3 seems to be strong. However this class is the case which can guarantee that E = K 1 + K 2 except for a countable set.
Proofs of the main results
Proofs of Theorem 2.2 and Corollary 2.1
To begin with we assume that the cardinality of all Matchings is infinitely countable. Before we prove the main results, we need some preliminaries. For any x + y ∈ K 1 + K 2 with coding (x n + y n ) ∞ n=1 , where (x n ) and (y n ) are the codings of x and y respectively. We know that (x n ) ((y n )) can be decomposed into infinite blocks from D 1 (D 2 ), see the following figure
There are two floors in this figure. We call the top floor (bottom floor) the first floor (second floor). In the first floor the concatenation of each block X i is the coding of (x n ) ∞ n=1 , this is also true for the second floor. Let (a n ) ∞ n=1 be a coding of some point x + y ∈ K 1 + K 2 , i.e., (a n ) = (x n + y n ), where (x n ) ∞ n=1 and (y n ) ∞ n=1 are the coding of x ∈ K 1 and y ∈ K 2 respectively. We define C = {(a n ) : there exists N ∈ N + such that every finite block of (a N +i )
is not a Matching} Lemma 3.1. Let (a n ) ∈ C, for any ǫ > 0 we can find a coding (b n ) ∞ n=1 which is the concatenation of Matchings such that
Proof. Let (a n ) ∈ C and ǫ > 0, then there exists n 0 ∈ N such that β −n 0 < ǫ. Now, we choose (b n ) ∞ n=1 which is a coding of some point of E. We let b 1 b 2 b 3 · · · b n 0 = a 1 a 2 a 3 · · · a n 0 .
If a 1 a 2 a 3 · · · a n 0 is a Matching or the concatenation of some Matchings, then we can choose arbitrary tail (b n 0 +i ) ∞ i=1 which is the concatenation of Matchings. Subsequently we have that
where M is a positive constant and is independent on β. Hence we prove that there exists a point b ∈ E, i.e. b = (b n ) β , such that
If a 1 a 2 a 3 · · · a n 0 is not the concatenation of some Matchings, we assume a 1 a 2 a 3 · · · a n 0 is the prefix of X + Y , here X and Y may not have the same length, but we can still add their prefixes. We assume that
where |X i | denotes the length of the block X i , this condition means that X = X 1 * X 2 * · · · * X p and
· · · a n 0 . Now the remaining proof is the same as the first case.
Proof. For every ǫ > 0 and x + y ∈ K 1 + K 2 , we can find a coding (a n ) such that x + y = ∞ n=1 a n β −n . If there exists a subsequence of integer n k → ∞ such that (a 1 , a 2 , a 3 , · · · , a n k ) is a block generated by the concatenation of some Matchings, then by the definition of E
we have x + y ∈ E. If (a n ) ∈ C, by Lemma 3.1 there exists b ∈ E such that |b − x − y| < ǫ.
Proof. On the one hand, E = i∈N φ i (E), this equality implies that
i.e. we have
On the other hand, E = i∈N is a self-similar set since for every point x + y ∈ K 1 + K 2 , we can find a coding which is the concatenation of Matchings such that the value of this infinite coding is x + y. Now, we can prove Corollary 2.1. When the IFS's of F 1 and F 2 satisfy the irrational assumption, it is easy to prove Corollary 2.1 due to Peres and Shmerkin [20] . In fact, we can prove a stronger result. We recall their main result. 
Proof of Corollary 2.1: Firstly, we prove under the irrational assumption that dim
. We note that for any A, B ⊆ R, we have B − A = P π 4 (A × B), where P π 4 (A × B) denotes the projection of A × B on the y axis along lines having 45
• angle with the x axis. Therefore,
The second inequality holds since the projection is a Lipschitz map, the third inequality is due to the property of product of fractal sets, see the product formula 7.5, page 102, [7] . For the last equality, we use the fact that for any self-similar set, its Hausdorff dimension and the Box dimension coincide.
If K 1 and K 2 are generated by the similitudes of S and the cardinality of Matchings is infinitely countable, then we have dim
Lemma 3.2 and Theorem 3.1 form [13] . By Theorem 2.2, we know that K 1 + K 2 is a self-similar set if the cardinality of Matchings is finite. Hence, whether the irrational assumption holds or not we always have dim
Dimension of
Before proving Theorem 2.3, we discuss the cardinality of Matchings. Let ♯D be the cardinality of the Matchings generated by D 1 and D 2 . We say that D i is homogeneous if the length of every block in D i coincides. For simplicity we identify the bolcks of D i with the lengths of these blocks. There is one point we should keep in mind, i.e. different blocks of D i may have the same length. Hence we should count the multiplicity when some blocks have the same length.
We know that the digits of D i stand for the length of the blocks of D i and the similarity ratios, for example D 2 = {6, 10}, 6 refers to the similarity ratio β −6 and 10 means β −10 . Iterating the IFS of K 2 (see the formula (1)) the similarity ratios change. The original similarity ratios are β Proof. ⇐, for simplicity, we let D 1 = {k, k}, D 2 = {2k, 3k}. For other cases the discussion is similar. It is easy to find that ♯D is finite.
⇒, if ♯D is finite, we know that K 1 + K 2 is a self-similar set. Let (a n ) ∞ n=1 be the coding of some point x + y ∈ K 1 + K 2 . Therefore, (a n ) ∞ n=1 is the concatenation of Matchings. i.e., (a n )
can be decomposed into infinitely many blocks, these blocks are Matchings. We assume that It follows from this procedure that we can find an arbitrary long block (the block is constructed via the method mentioned above) which does not have Matchings. This contradicts with the fact that ♯D is finite. Thus, we assume that the length of all the blocks in D 1 is a. If for any iteration there always exist some blocks whose lengths are not the multipliers of a, then at every step we can construct a block (here the block is constructed via the methodology mentioned above) such that there are no Matchings appearing in this block, moreover, the block can be arbitrary long, which contradicts with the hypothesis again.
The following two examples can illustrate this idea of the proof. 
here we use the subscripts to represent the similarity ratios, e.g., 8 stands for the similarity ratios β −8 . Obviously we can find an increasing sequence (a n ) = (6, 14, 22, 30, 38, 46 · · · ) such that 4 ∤ a n , for any n ≥ 1, which yields that ♯D is not finite.
We have proved that if ♯D is finite, then K 1 + K 2 is a self-similar set. Comparing with the IIFS, there are more techniques which can calculate the dimensions of self-similar sets. For example, when the IFS of
and β is a Pisot number, we can explicitly calculate dim H (K 1 + K 2 ), the details can be found in [18] . Our main consideration is the case that K 1 + K 2 is the attractor of some IIFS.
By Lemma 3.2, we know that when ♯D is infinitely countable, E = K 1 + K 2 . If the limit points of E is uncountable, we cannot calculate the dimension of K 1 + K 2 in terms of the dimensional theory of IIFS. Hence, we need to find some classes that have dim
Let (a n ) ∞ n=1 be the coding of some point x + y ∈ K 1 + K 2 , i.e., (a n ) = (x n + y n ) where (x n ) and (y n ) are the codings of x and y respectively. Recall the definition of C, C = {(a n ) : there exists N ∈ N + such that every finite block of (a N +i )
is not a Matching}
We have Lemma 3.5. If C is countable, then we have that E = K 1 + K 2 apart from a countable set.
Proof. Firstly we have E = K 1 + K 2 , it remains to prove that there are only countable limit points of E which are not in E. For any x + y ∈ K 1 + K 2 = E, there is a coding (a n ) such that the value of this coding is x + y. If there exists n k → ∞ such that (a 1 a 2 · · · a n k ) is a Matching (or the concatenation of some Matchings), by the definition of E
, we know that x + y ∈ E. If (a n ) ∈ C, then E \ E is countable as C and the cardinality of all the Matchings are countable.
However, the converse statement of this lemma may not be correct. The following lemma gives the sufficient condition such that C is countable. It is easy to find that if we do not want the new Matchings to appear in the summed blocks of two floors we cannot choose blocks freely from the second step on. The figure below illustrates this idea.
From the analysis above, we see that the sequences in C are eventually periodical. Thus,we prove that C is countable.
Remark 3.1. The condition of the lemma is not necessary, for instance, let D 1 = {k, 2k} and D 2 = {k, k, · · · , k, 3k}, i.e. D 1 only has two blocks and the blocks in D 2 have length k except the last block with length 3k. We can similarly prove that in this case C is countable. We assume that (s 1 s 2 · · · s p ) < (t 1 t 2 · · · t q ), i.e, there exists 1 ≤ i 0 < p such that s k = t k for any 1 ≤ k ≤ i 0 − 1 and s i 0 < t i 0 . By the definition of c, φ s 1 s 2 ···sp (V ) ∩ φ t 1 t 2 ···tq (V ) = ∅. It remains to prove that φ(V ) ⊂ V for any V ∈ Φ ∞ . Let φ be generated by the MatchingR 1 * R 2 +T 1 * T 2 , whereR i andT i correspond to the similitudes H i (x) and I i (x) respectively. Let the length of R 1 * R 2 +T 1 * T 2 be k 0 . It is easy to find that 
Examples
In this section, we give some examples for which Theorem 3.1 cannot calculate the dimension. Example 4.1. Let K 1 = K 2 be the self-similar sets with IFS {g 1 (x) = Finally, we give an interesting open problem, in the Corollary 2.1, we have proved that dim P (F 1 + F 2 ) = dim B (F 1 + F 2 ), we know that if the IFS's of K 1 and K 2 fall in the setting of satisfying the irrational assumption, dim H (F 1 + F 2 ) = dim P (F 1 + F 2 ) = dim B (F 1 + F 2 ) . Otherwise, this beautiful equality still holds if the cardinality of all the Matchings is finite (K 1 + K 2 is a self-similar set). Hence, according to this analysis, we pose following open problem:
Open problem 5.1. If the cardinality of all the Matchings is infinite, when can we have
If the equality above fails, we have that K 1 + K 2 is not a self-similar set and that K 1 + K 2 is only a unique attractor of some IIFS.
