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ABSTRACT
SOLAR ENERGETIC PARTICLE PROPAGATION FROM 1 TO 5 AU
by
RONALD D. ZWICKL
An analysis of solar particle events, observed by 
the GSFC-UNH charged particle detector on board Pioneer 10 
and Pioneer 11 from March 1972 to December 1974 (from 1 to 
5 AU for each spacecraft), is carried out with the goal of 
experimentally determining the statistical average inter­
planetary propagation conditions from 3 to 30 MeV.
Three representative solar particle events from the 
Pioneer data set are discussed and then analyzed in terms of 
three current propagation models. Using results deduced 
from this analysis a numerical propagation model is develop­
ed that includes diffusion with a diffusion coefficient of
r>
the form kr=kQr , convection, adiabatic deceleration, and a 
variable coronal injection profile.
With the working numerical propagation model at hand, 
a statistical analysis of the entire Pioneer 10 and 11 data 
set is carried out by individually analyzing each of five 
parameters (tmax, 5 ltmax), J (tmax), Atg, t ) that are uniquely 
defined in a solar particle event.
The five individual parameter analyses are combined 
with tne results that the statistical average radial inter­
xi
planetary diffusion coefficient from 1 to 5 AU is given by 
<k^>=(1.2±0.4)xl021 cm2/sec with <3>=0.0±0.3 for 3.4 to 5.2 
MeV protons and <kr>= (2.6+0.6)xlO21 cm2/sec with <3>=0.0+0.3 
for 24 to 30 MeV protons. These results show, from 1 to 5 
AU and from 3 to 30 MeV, that kr is both independent of ra­
dial distance and approximately independent of rigidity 
{for k ^ P 01, where P = rigidity, a = -0.15+0.20).
The above diffusion coefficients are inconsistent 
with both the predictions of the diffusion coefficient from 
present theoretical transport models and with the diffusion 




In March 1972 Pioneer 10 was launched as the first 
deep space mission explicitly designed to explore the outer 
solar system. Its primary goal during the first 18 months 
of operation was the analysis of the properties of inter­
planetary space from the Earth (1 AU) to Jupiter (5 AU). In 
April 1973 Pioneer 11 was launched on a similar trajectory 
as its sister spaceship and with similar scientific goals.
Until 19 72 the majority of early spacecraft measure­
ments of solar particle events were limited to a narrow re­
gion of interplanetary space centered around the orbit of 
Earth. From the launch of the first satellite in the late 
1950's, which marked the beginning of the modern era in so­
lar particle research, to the middle of the 1960's all 
spacecraft were sent into orbit around the Earth. One series 
of spacecraft, Pioneers 6 through 9 launched in the middle 
to late 1960's, were distributed longitudinally around the 
Sun and were radially within 0.2 AU of the Earth's orbit.
This allowed the start of multispacecraft analysis and sig­
naled a big step forward in understanding the spatial char­
acteristics of solar particle events as well as galactic 
cosmic rays. However, the usefulness of these four Pioneer 
spacecraft was mainly limited to determining azimuthal var­
iations and, hence, not very helpful in improving our under-
1
2standing of the radial propagation of solar particle events. 
In fact, before the launch of Pioneer 10, the farthest out­
ward radial excursion was that of spacecraft sent to Mars 
(e.g., Mariner 4 at 1.6 AU). Thus, spacecraft had only 
covered a small radial range extending from 0.8 to 1.6 AU. 
Hence, prior to 1972, the spatial analysis of the interplan­
etary propagation of charged particles in solar particle, as 
well as Cosmic Ray, studies had been severely limited at 
energies observed by these spacecraft.
In order to obtain a better respective of the over­
all impact and importance of the Pioneer 10 and 11 charged 
particle data on the current ideas involving the propagation 
of solar particles, a brief review of the modern era in this 
field of study and the major consequences of the data ob­
tained by each new series of spacecraft is given below.
At the beginning of the 19 50’s, before the first 
spacecraft had been launched, very little was known about the 
properties of the local interplanetary medium. Those pro­
perties that were known had been deduced from either ground 
based measurements and thus were limited to very high energ­
ies ('v.l Gev), or from astrophysical observations. In fact, 
the modern era was ushered in by the astrophysical observa­
tion of the outward acceleration of a comet's tail which 
lead to the discovery of the continuous solar wind (Biermann, 
1951) and, thus, to the presently accepted theoretical hy­
drodynamic model of the solar wind by Parker (1958). During 
the same time period, a high energy (^ 1 Gev) solar particle
3event had been observed and analyzed in terms of a simple 
diffusion model (e.g. Meyer et al, 1956). However, very 
little was known at this time about the propagation condi­
tions in interplanetary space or about low energy solar par­
ticles whose existance had not yet been confirmed.
The spaceage formally started in the early 1960's 
with the launch of an Earth orbiting spacecraft. The first 
few orbiting scientific spacecraft were able to confirm the 
existance of the solar wind (Vg^400 km/sec), the interplane­
tary magnetic field ('vfew gamma) , and low energy solar part­
icle events (^1-100 MeV). With this new information on both 
the properties of the Sun and the composition of interplane­
tary space, the theory for the propagation of solar particl­
es was greatly expanded. The propagation of solar particles 
was no longer considered to be purely diffusive. In 1965 a 
general propagation equation was published that, in a slight­
ly modified form, is still used today {Parker, 1965). This 
equation is given by
= V* (k-VU) - V- (UVg) + | (cTU) (1.1)
where U = differential number density, k = tensor diffusion
coefficient, V = solar wind velocity, and a = (T+2E )/(T+E ) s o o
where Eq is the rest energy of particles with kinetic energy 
T. Tne three terms on the right-hand side of equation (1.1) 
represent diffusion, the transformation from the solar wind 
frame to the stationary spacecraft frame (convection), and
4adiabatic deceleration, respectively.
A more rigorous theoretical derivation of equation 
(1.1), in terms of the statistical fluctuations inherent in 
the interplanetary magnetic field (so called quasi-linear 
theory appeared in 1966— Jokioii, 1966; Roelof, 1966).
These theoretical derivations were not only able to repro­
duce the general transport equation given above, but they 
were also able to derive a diffusion coefficient, |c, from 
the magnetic field fluctuations— a most important result.
The importance of having a knowledge of k can be seen from 
equation (1.1). If k and the boundary conditions are known, 
then an exact solution can be found to the propagation equa­
tion. Note that jc is the only variable in the propagation 
equation that can not be directly measured and that ^ alone 
describes the charged particle propagation conditions in in­
terplanetary space. Typical values of k, obtained using the 
quasi-linear theory as determined from interplanetary magnet­
ic field measurements at Earth, are given by (Jokipii, 1971)
k„ ^ 5xl021 P^B^ cmz/sec
for Pil GV
kA ^ 2x1021 3^ cm2/sec
where k„ and kA are the diffusion coefficients that are par­
allel and perpendicular to the magnetic field respectively;
P is the particle's rigidity and is given by p=(B^/Z)(Eq+T) 
where B^= particle velocity/ velocity of light, Z= charge
5state of particle, T= kinetic energy and Eq = rest energy of 
the particle.
While the full transport equation (1.1) was being 
developed, work was also being directed toward finding an 
analytical solution for this equation that could be compared 
with the new low energy solar particle data. Such a compar­
ison would, of course, yield an independent determination of 
the interplanetary diffusion coefficient— i.e. independent 
of derived from the magnetic field data. Thus, the scat­
tering properties of the interplanetary plasma could be de­
termined from both the magnetic field that is contained 
within the plasma and by the solar particles that pass through 
the plasma.
The early solutions to the transport equation (1.1) 
delt only with the diffusive term in equation (1.1). These 
studies usually assumed a diffusion coefficient of the form 
kr=kQr and a impulsive injection of solar particles. The 
inner and outer boundary conditions that were used to obtain 
the analytical solution varied from model to model. The 
choice of the inner boundary condition does not appear to be 
very important while the choice of the outer boundary condi­
tion is important and, thus, has created quite a controversy 
in the last decade. The outer boundary condition has been 
assumed to be either a free escape or an infinitely distant 
boundary. The free escape boundary implies that particles 
passing through this boundary have escaped into a scatter- 
free region— i.e. they are no longer effected by the solar
6interplanetary magnetic field. This boundary condition for­
ces the intensity time profile calculated from the diffusion 
equation to decay exponentially at late times. The infinite 
outer boundary condition implies that the boundary lies at 
infinity and, hence, the particles never leave the influence 
of the solar interplanetary magnetic field. This boundary 
condition leads to an intensity time profile calculated from 
the diffusion equations which decays more slowly than an 
exponential at late times.
By the late 1960's and early 1970's analytic solu­
tions of the transport equation (1.1) were including the con­
vection and adiabatic deceleration terms. However, these 
analytic solutions were only possible for a diffusion coef­
ficient of the form k =k or kr=kQr. During this time per­
iod several studies also included a perpendicular diffusion 
coefficient, k± , that was usually assumed to be ^r2. Thus, 
a rather large number of studies of the transport equation 
were published by the early 1970's. Rather than belabor 
each of these studies, I have listed in table 1.1 each of 
the propagation models that have been published from 1963 to 
19 74 along with the type of diffusion coefficient and outer 
boundary conditions that were used in each study.
Keeping in step with the development of the solar 
particle propagation models during the mid-to-late 19 60's, 
the experimentalists were not only able to develop better 
charged particle detectors, they also were able to place 
these detectors onboard spacecraft that were launched into
TABLE l.l
MODELS BASED ON STANDARD FOKKER-PLAHCK EQUATION* 
Author Diffusion Coefficient Outer Boundary Comments
Conditions
Axford (1965) k ^ r 6 , k/^0 No Boundary Neglects convection and energy loss terms; 
assumes isotropic diffusing layer at the sun 
and anisotropic diffusion along field lines
Burlaga (1967) k =CONST, k ^ r 2 r 6 Boundary Neglects convection and energy loss terms; assumes radial field lines (ADB)
Englade (1971) kH=CONST,
k, ,'-r2 ,k, ^r?- 
“ 1 “2
Boundary Synthesis of coronal diffusion, energy loss, convection, and anisotropic diffusion. 
Predicts k„^kx at earth.
Feit (1969) kr'vr6,ke.rtt No Boundary Neglects convection and energy loss terms;
assumes k <<k e r
Fibich & Abraham , u jiggjj several approache s taken First to use Boltzmann equation approach. No comparison with data
Fisk & Axford 
(1968)
u5-t No Boundary
Assumes spherical symmetry, includes 
convections and energy loss terms
Forman (1971) k„ = kr-vr, k/^r2 Boundary Includes convection end energy loss terms; 
assumes radial field lines
Gleeson (1971) k |H/(vu)<<l
--- Steady state spherically symmetric model - 
used for quiet time calculations
Krimiqis
(1965)
kr -^rfl No Boundary Neglects convection and energy loss terms; 
assumes spherical symmetry
Lupton & Stone 
(1973)
k =CONST, k ^ r 2 JT o
k ^ r 2
Boundary Includes convection and energy loss terms; 
assumes diffusion tensor is diagonal in 
radial direction; obtains k^-k at Earth
Ncj & Gleeson 
(1971)
kr-.r No Boundary Includes convection and energy loss terms;
TABLE 1*1 CONTINUED
Author Diffusion Coefficient Outer Boundary Comments
Condition
Ng and Gleeson continued assumes spherical symmetry; k„=k r/cosz4i ; also shows k can produce exponential decay
Parker (1963) kr-vrB Both Several different models discussed: neglects 
convections and energy loss
Parker (1965) k=tensor. Boundary Adds convections and energy loss terms; 
discusses several models
Reid (1964) k =CONST 
corona No Boundary Assumes isotropic diffusion at the sun and scatter free propagation in interplanetary 
space
•All models assume k„is independent of energy(TJ, V(solar wind)=constant, and k^ 
is independent of energy (T) except for Englade (1971) where k ^ / T - .
9interplanetary space. These interplanetary spacecraft de­
tectors, along with their Earth oribiting counterparts, were 
able to measure the flux and anisotropy— i.e. flow pattern—  
time histories of the solar particle events in the 3-50 Mev 
energy range. By the start of the 1970's, and prior to the 
launch of Pioneer 10, a fairly complete picture of a solar 
particle event had been formed that was basically compatible 
with interplanetary propagation models. A typical, well be­
haved, solar particle event as seen at 1 AU can be described 
as follows (taken from McCracken et al, 1971). Within a few 
hours after their release from a solar flare, charged part­
icles are seen streaming outward along the local interplane­
tary magnetic field (see Figure 1.1 which is a reproduction 
of Figure 7 from McCracken et al, 1971). This diffusive 
streaming is caused by a large field-aligned negative density 
gradient. The diffusive anisotropy then decays with time 
until the field-aligned density gradient equals zero. At 
this point in time the anisotropy is due only to the convec­
tion of the magnetic field by the solar wind, and hence, is 
directed radially outward as shown in Figure 1.1. At very 
late times in the solar particle event a positive field- 
aligned density gradient is formed which partially cancels 
the ever-present radial convection anisotropy vector that 
gradually swings away from the field-aligned direction.
In addition to the above solar particle event char­
acteristics that are seen at a single spacecraft, multi­




EARLY TIM ES  










j c = V p U
VERY LATE  
T IM ES




DIST FROM SUN, A U
Fig, 7. The model for ihe evolution o f the anisotropy o f the cosmic ray solar flare effect, (a) Early 
times: a convective current, plus a diffusive current driven by a negative cosmic ray density gradient, 
as shown: (b) Lute times: a convective current alone. There is no diffusive current since the cosmic 
ray density gradient is zero: tel Very late times: a convective current, plus a diffusive current driven 
by a positive density gradient. A ll the above statements refer to the anisotropy observed at the
or bit of Earth.
Fig. 1.1 The anisotropy characteristics of a typical solar 
particle event as seen at 1 AU. This Figure is 
taken front Figure 7 of McCracken et al (1971) .
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craft show that a azimuthal particle gradient is also est­
ablished during these events (e.g. McCracken et al, 19 71? 
McKibben, 1972, 1973). This observation, when combined with 
the field-aligned flow of solar particles, suggested that 
particles diffuse longitudinally at the sun before escaping 
into interplanetary space. This experimental observation 
produced a flurry of new propagation models that convolved 
various solutions of the interplanetary propagation equation 
with a diffusive type solution for longitudinal propagation 
near the sun (e.g. Reinhard, 1975; Ng and Gleeson, 1976).
I would like to conclude the brief review by noting 
two weak points that exist in our understanding of the ex­
perimental and theoretical aspects of solar particle events. 
First, it should be emphasized that prior to the launch of 
Pioneer 10 in 1972, the observation of solar particle events 
was confined to a very small radial range (v0.8 to 1.6 AU). 
Thus, the radial solution of various models are based on a 
rather small sample of interplanetary space. And second, 
the diffusion coefficients, given by k„ and kx, that are de­
duced from the interplanetary magnetic field measurements 
have come under heavy attack lately. This attack is based 
upon several solar particle studies that show kA is neglig­
ible when compared to k„ and that the magnitude of k„ as de­
duced from the solar particle data appears to be much larger 
than the magnitude of k„ as deduced from the magnetic field 
data. Fortunately, both of these points are ideally suited 
for analysis by our detectors onboard Pioneer 10 and 11.
12
This thesis will explore for the first time on a 
grand scale the radial variation of the interplanetary pro­
pagation of solar cosmic rays. We do this by implementing 
the full complement of charged particle data obtained from 
the GSFC-UNH charged particle experiment onboard Pioneers 10 
and 11. We restrict ourselves to data obtained from launch 
to Jovian encounter {i.e., 1 to 5 AU) for each spacecraft.
As an Earth baseline reference we use similar charged part­
icle data from the GSFC detectors on board IMP-5 and IMP-7.
After a brief description in Chapter II of the GSFC- 
UNH detectors and their various modes of analysis, the com­
plete Pioneer 10 and 11 data set is presented. In Chapter 
III, three representative solar particle events from the 
Pioneer 10 data set are discussed and then analyzed in terms 
of three current propagation models.
Using the results from the individual event analysis, 
we have developed, in Chapter IV, a numerical propagation 
model that includes diffusion, convection and adiabatic de­
celeration, plus a variable diffusion coefficient of the
Q
form ^r=^0r where 6 can be either a positive or negative 
number. This numerical model is similar to that presented 
by Webb and Quenby (1973) except that a variable solar in­
jection profile is built into the model. We have also fol­
lowed the work of Ng and Gleeson (1971, 1975) and transform­
ed the differential equation describing the transport of 
solar charged particles on to a single corotating field line 
so that our model has true Archimedean spiral field lines
13
and not radial field lines.
With a working model at hand we turn to statistically
analyzing the entire solar particle data set in Chapter V.
Since our main goal in this thesis is to explore the general
properties of interplanetary propagation of solar particles,
we have decided to approach the events statistically instead
of attempting to fit each event individually as was done in
Chapter III. We do this by choosing five key parameters
that are uniquely defined in each solar particle event: 1)
t = time to maximum flux starting from the initial release max 3
at the Sun; 2) = anisotropy at tmax; 3) J f t ^ j  =
flux at t ; 4) At- = the time width of the event at J =max d
J(t )/5; and 5) t = decay time. Each parameter is indi­max '
vidually analyzed with respect to the numerical propagation 
model and a general kfvs. 0 contour plot is produced. Each 
contour plot describes the various combinations of k^ and 0 
that can produce similar fits to the same data set. After 
a detailed discussion of each parameter and its associated 
diffusion coefficient contour plot, a summary plot of k vs.
3 is made containing all five diffusion coefficient contours. 
Then restrictions imposed on our numerical model by the as­
sumptions (1) j (injection) E ^ , and (2) a near-impulsive 
injection time profile are discussed. An attempt is made to 
adjust kr and 0 to reflect approximate changes due to these 
two assumptions. The combined results of this analysis, 
carried out in two different proton energy ranges, 3.4 - 5.2 
Mev and 24-30 Mev, show that the average radial diffusion
14
coefficients between 1 and 5 AU and during the time period 
of the study are <kr>^ = (1.2+0.4)xl021 cm2/sec with <3>^ =
0.0±0.3 and <kr>2 g = (2.6+0.6)xlO21 cm2/sec with <3>2g = 
0.0±0.3, respectively. The subscripts 4 and 26 stand for 
the mean energy of their respective energy bands. Trans­
lating this into the field-aligned average mean free path, 
we find = 0.1810.06 AU and < ^ » > 2 6  = 0.15+0.04 AU eval­
uated at a radial distance of 1 AU. Ramifications of the 
and 3 results on diffusion theory, cosmic ray propagation 
theory, solar modulation studies and the interplanetary ac­




DETECTORS AND DATA ANALYSIS
Throughout this thesis I am mainly concerned with 
solar particle data that was obtained by the three GSFC-UNH 
charged particle detectors onboard the Pioneer 10 and Pio­
neer 11 spacecraft. Since I was not involved in the desiqn 
or the development of the GSFC-UNH detectors and since a 
recent paper by Stilwell et al (1975) describes in detail 
the various detectors and their associated electronics, I 
will only briefly discuss the basic design and performance 
characteristics of these detectors in this Chapter (Section 
2.1). The reader is referred to the Stilwell et al (1975) 
paper for a detailed discussion of the design of the GSFC- 
UNH charged particle detectors. Also included in this Chap­
ter are: a discussion of several particular data analysis
problems encountered when analyzing the rate and the sect­
ored rate data (Section 2.2); and a discussion of the gener­
al features of the solar particle events that occurred dur­
ing the time period March 1972 to December 19 74 while Pio­
neer 10 and 11 traveled from 1 to 5 AU— i.e. from the Earth 
to Jupiter, respectively (Section 2.3).
2.1 The GSFC-UNH Detectors
The three GSFC-UNH charged particle telescopes that 
are located onboard the Pioneer 10 and 11 spacecraft are
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illustrated in Figure 2.1. The high energy telescope (HET) 
is composed of seven solid state lithium-drifted detectors. 
The first two elements of the HET, labeled A and B, define 
the acceptance cone for the incoming particles along with 
providing two seperate measurements of dE/dX for each pulse 
height analyzed (PHA) particle. The bottom stack of 5 lith­
ium-drifted detectors are combined to form the three elements 
and where and are each composed of two lith­
ium-drifted detectors. This stack of five elements has two 
operational modes: If a particle stops in c±C2r as ^eter-
mined by using in anti-coincidence, then measures
the total energy of the particle; and second, if a particle 
penetrates the entire detector then an^ C 3 provide dE/dX
measurements of the particle. The energy range for this 
detector is from 20 to 56 Mev for stopping protons and >56 
Mev for penetrating protons. The energy range varies with 
each charge species Z measured by the HET in accordance with 
the range energy tables derived for this set of lithium- 
drifted detectors.
The low energy detector (LET-I), shown in Figure 2.1, 
is composed of four elements: D^,D2 ,E, and F. The first two 
elements, and D2 , are a pair of solid state silicon sur­
face barrier detectors that are used to define the acceptance 
cone for incoming particles. They also provide two dE/dX 
measurements for each incoming particle. The third element 
E is a lithium drifted silicon detector that is used to mea­
sure the total energy of particles analyzed by this detector.
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Fig. 2.1 The three GSFC-UNII charged particle telescopes HET, LET-I, and LET-II that 
are located onboard the Pioneer 10 and 11 spacecraft.
t->-j
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The last element F, which is also a lithium-drifted silicon 
detector, is always used in anti-coincidence. Thus, the LET- 
I is limited to analyzing particles in the stopping mode 
which covers the energy range 3 to 21.6 Mev for protons. As 
in the case of the HET detector, the LET-I detector is cap­
able of preforming a multi-dimensional pulse height analysis 
of each incoming particle that is useful in determining the 
composition of higher Z particles.
The third detector LET-II, shown in Figure 2.1, is 
composed of a collimator and the three elements S-^ ,S2, and 
S^. The element S^, which is a thin silicon surface barrier 
detector, and the collimator define the acceptance cone for 
the incoming particles for this detector. The second ele­
ment S2 is a larger lithium-drifted silicon detector that is 
used to measure the total energy of particles stopping in 
the detector. The last element S3 is used only in an anti- 
coincidence mode. There is also a small anti-coincidence 
ring in S^, called S2a, which is used to reduce the back­
ground contamination. Unlike the HET and LET-I detectors, 
the LET-II is not capable of preforming a multidimentional 
pulse-height analysis on each incoming particle. However, 
the LET-II detector is useful in measuring low energy pro­
tons, alphas, and electrons in the energy ranges 0.1-2.1 Mev, 
0.6-2.1 Mev, and ^0.1-1.0 Mev respectively.
The GSFC-UNH charged particle telescopes are design­
ed to operate in two basic modes of particle detection. The 
first mode of operation is the rate accumulation mode which
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is defined as the number of counts per unit of time regis­
tered by a particular logical set of elements within one of 
the three detectors. An example of a rate accumulation chan­
nel, taken from the LET-I detector, is given by the logic 
code DIDIIF where I and II are used in place of the numbers 
1 and 2 and the bar over the element F implies that F is in 
anit-coincidence with respect to DI and DII. This logic code 
implies that any charged particle that triggers both DI and 
DII but not F will be counted in this rate. Each of the 
three GSFC-UNH telescopes contain a variety of rates similar 
to the one illustrated above. A listing of all the opera­
tional coincidence rates formed by the three detectors along 
with the respective energy range and charge species for each 
rate are listed in Table 2.1. I have not listed any of the 
single element rates since they were not used during the 
course of this work.
In addition to the rates discussed above, the three 
GSFC-UNH detectors form 12 sectored rate channels that are 
each defined by eight 45° sectors. These 12 sectored rates, 
composed of seven proton and five electron rates, when taken 
together span the 0.1-56 Mev energy interval, and allow a 
direct determination of the solar particle flow pattern— i.e. 
the anisotropy. A detailed discussion of the calculation 
and accuracy of the anisotropy of charged particles as mea­
sured by a spinning finite geometry detector can be found in 
Appendix A.
The second basic mode of particle detection, which
TABLE 2.1












a ^b k 2c i i i all stopping particles
A 2BCIII >230 penetrating
a 2b k 2ci 20-30
A 2BK2CICII 30-45
A2BK2CICIICIll 45-56
a 1a 2bcT 1.0-2.0
a ^ b c i c i i 2.0-3.8
A1A2BCICIICIII 3.8-5.7
a 2b KjCT 20-30
A2BK1CIClT 30-45




didiij:d e 3f 5.6-21.6
DIDIIE2F 10.7-21.6
DIDIIIDE^F 11.7-21.6
SI..SIISII siii 1 a 0.20-2.15 3
SI2SIISIIaSIII 0.75-2.15 3
SI3SIISIIaSIII 1.25-2.15
TABLE 2 .1  (Cont.)
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SISII.SII SIII 4 a 6 . 6 - 2 1
Sectored Rates




SICSIISII SIII 5 a 0.12-2.15 3
SI.SIISII SIII b a 0.50-2.15 3
SI-SIISII SIII/ a 0.78-2.15










> 1 . 1
X. The line over the letters refers to a element in anticoin­
cidence.
2. The Alpha channel actually counts all particles with 2^2.
3. This channel also counts electrons.
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is avaliable only in the LET-I and HET detectors, is the PHA 
mode. The PHA mode retains the explicit voltage information 
that was created by the passage of a charged particle through 
each element of the detector. This multi-element voltage 
information, that is collected for each analyzed particle, 
is then compared to range energy relations for each charge 
species Z which are explicity derived for these detector ele­
ments. Thus, the particular charge species Z and energy for 
each analyzed particle can be determined via the PHA mode.
The PHA mode of analysis is generally more useful 
than the rate mode because the PHA mode reduces the back­
ground counting rate in any energy band by a factor of 'V'lO 
compared to the rate accumulation mode and because any de­
sired energy interval can be selected for study from ^3 to 
56 Mev for protons. Thus, I have used the PHA rate data 
whenever it was feasible throughout this thesis.
2.2 Data Analysis
The Pioneer 10 and 11 spacecraft were launched from 
the Earth in March 1972 and April 1973, respectively, on a 
journey that has taken both spacecraft by Jupiter. Their 
nearly identical Earth to Jupiter trajectories are shown in 
Figure 2.2 where a fixed Sun-Earth Coordinate system has 
been used and where each trajectory has been marked in one 
month intervals. Included in Figure 2.2 is a nominal arch- 
imedean spiral magnetic field line that is calculated from 
the spiral equation
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r - ro = (Va/Gs) (<f> - 4.0) (2.1)
with a solar wind velocity of 400 km/sec and with the 
Sun's angular velocity ^s=14.3°/day with respect to the fixed 
star coordinate system. These interplanetary spiral magnetic 
field lines, which fill the entire heliosphere, are produced 
by the outward flowing hypersonic solar wind that contains 
a frozen-in magnetic field and by the rotation of the Sun.
It is this combination of the solar wind and the frozen-in 
magnetic field with their associated flucuations which cause 
energetic particles to scatter, that produces the complicat­
ed question concerning cosmic ray and solar particle pro­
pagation within the Solar System.
A second and more useful description of the Pioneer 
10 and 11 trajectory data is shown in Figure 2.3 for the 
March 1972 to December 19 74 time period studied in this the­
sis. Figure 2.3 includes for each spacecraft: 1) a radial
distance scale shown at the top of the Figure; 2) the Pio­
neer minus the Earth longitude; and 3), the Pioneer plus the 
Earth field line solar connection longitudes as seen on the 
Sun and as calculated by equation 2.1 in the connection 
longitude coordinate system shown in the upper left hand 
corner of the Figure. The trajectory information in Figure
2.3 gives all the relevant spatial information needed for 
simultaneously calculating the location of both the Pioneer 
and Earth orbiting spacecraft at any time between March 1972 
to December 19 74.
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Figure 2.2 The X to 5 AU Pioneer 10 and 11 spacecraft tra­
jectory for a fixed Sun-Earth coordinate system. 
Also included for comparison are a nominal Arch­
imedean spiral magnetic field line calculated 
for a solar wind speed of 400 km/sec along with 
the garden hose angle iJj and their respective 
definitions.
Figure 2.3 The Pioneer 10 and 11 spacecraft trajectory data 
expressed as a function of time. Included are 
Pioneer 10, 11, and Earth orbiting spacecraft 
magnetic field line connection longitudes as 
seen on the Sun. These connection longitudes 
are calculated in the coordinate system shown in 
the upper left hand corner.
Figure 2.4 The fraction of the convection anisotropy seen 
by the Pioneer 10 and 11 spacecraft as a func­
tion of time. The angle (j) is defined as the 
angle between the Sun-spacecraft-Earth (see up­
per right hand corner). The dates below the 
time axis represent the start of solar particle 
events that are seen by either Pioneer 10 or 11. 
It is clearly seen that the observed convection 
anisotropy varies from event to event.
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The three GSFC-UNH charged particle telescopes lo­
cated onboard the Pioneer spacecraft are each mounted so 
that the mean detector look angle is perpendicular to the 
spin axis of the spacecraft which is pointed directly to­
wards the Earth during the entire interplanetary journey of 
each Pioneer spacecraft. Since the Earth and the Pioneer 
spacecraft lie approximately in the ecliptic plane, then the 
GSFC-UNH detectors are forced to rotate in a plane perpen­
dicular to the ecliptic plane. One major effect on the ob­
served particle data that is caused by the detectors spin­
ning perpendicular to the ecliptic plane can be seen by 
examining the Pioneer trajectory data and the nominal arch- 
imedean spiral field line shown in Figure 2.2. It can be 
seen from Figure 2.2 that the mean look angle of the detector 
will vary with time, and thus, will vary with respect to the 
direction of the nominal magnetic field line. Thus, the 
calculation of the anisotropy from the sectored particle 
data, taken during a solar particle event, can contain a 
systematic bias (see Appendix A). As an illustration of 
this geometrical effect we have calculated the value of the 
radial convection anisotropy— i.e. the anisotropy formed by 
the convection of the charged particles past the spacecraft 
by the solar wind— that would be seen by each Pioneer space­
craft as a function of time. The results are shown in Fig­
ure 2.4 where the angle <f> is defined as the Sun-spacecraft- 
Earth angle. The dates indicated along the time axis in 
Figure 2.4 mark the start of solar particle events that are
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observed by the Pioneer spacecraft from March 1972 through 
December 1974. Figure 2.4 clearly shows that nature of the 
systematic geometrical bias upon the calculation of the con­
vection anisotropy. A more detailed discussion of the vari­
ous statistical limitations and the systematic effects inher­
ent in any anisotropy analysis are presented in Appendix A.
The anisotropy data calculated during a solar parti­
cle event provides a very important information about the so­
lar particle propagation conditions in interplanetary space. 
All charged particle propagation theories predict that the 
magnitude and direction of the anisotropy with respect to 
the magnetic field, for any given set of propagation condi­
tions, will depend on the diffusion coefficient. Thus, a 
very important test of the propagation theories results from 
a comparison, at any given time, of the direction of the 
charged particle anisotropy to the direction of the inter­
planetary magnetic field during a solar particle event. For­
tunately, we have been able to obtain several months of the 
Pioneer 10 and 11 interplanetary magnetic field data during 
the March 1972 to December 1974 time period (E. Smith, pri­
vate communication). However, before this data could be 
compared to our anisotropy data the magnetic field data had 
to be transformed from the solar-interplanetary to the Pio­
neer inertial coordinate system (see Appendix B for a de­
tailed discussion of the transformation). A detailed com­
parison of the magnetic field and anisotropy data for two 
solar particle events is presented in Chapter III.
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2.3 The Data Set
The research presented in this thesis is mainly con­
cerned with the question of the interplanetary propagation 
of the low energy 3 to 30 Mev solar particles that are ob­
served by the two Pioneer spacecrafts in their respective 
journies to Jupiter (from 1 to 5 AU). As a representative 
sample of the solar particle data obtained and analyzed 
during this 2h year time period, we present in Figures 2.5 
and 2.6 the 24 hour averaged count rate data for three ener­
gy intervals from Pioneer 10 and 11, respectively. The low 
energy 0.5-2.15 Mev proton data are taken from the LET-I 
detector and represents a simple rate accumulation channel 
as discussed previously. The 3-5 and 22-30 Mev proton data 
in Figures 2.5 and 2.6 are taken from the PHA rate data from 
the LET-I and HET detectors, respectively. All three energy 
intervals display a large variation in the counting rate as 
a function of time, with the lower energy intervals showing 
a large number of increases. The larger increases in the 
proton count rate, that are indicated by the numbers 1-19 
for Pioneer 10 (Figure 2.5) and 1-10 for Pioneer 11 (Figure 
2.6), are related to solar flare activity on the Sun and are 
the subject of this study. These solar particle events are 
defined by the presence of >20 Mev particles at a flux rate 
of j>10 * part/cm2 *sr* sec*Mev. These solar particle events 
represent only a small fraction of the total number of charg 
ed particle events that are seen at lower energies (e.g. see
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Figure 2.6C). Both the low energy solar produced corotating 
events and the interplanetary produced energetic storm part­
icle events that have steep spectra compared to the solar 
particle events are eliminated from our analysis by the above 
high energy selection criteria. These types of events are 
only seen below %10 Mev. Thus, only solar particle events 
that are related to definite solar flare activity are ana­
lyzed. Each of the solar particle events shown in Figures 
2.5 and 2.6 for Pioneers 10 and 11, respectively, are list­
ed in Table 2.2 along with the solar flare association and 
relevant spacecraft trajectory information for each event.
The solar flare information in Table 2.2 includes: the Mc-
Math plage region that contains the flare; the solar lati­
tude and longitude of the McMath region; the size of the 
flare— called the Importance; and the time of the maximum 
in Universal Time (UT). The spacecraft trajectory informa­
tion, taken from Figure 2.3 for each event, includes; 1) 
the radius of the spacecraft; 2 ) the longitudinal sepera- 
tion A<£ between the Earth and the Pioneer spacecraft; 3) 
the corotation time Atr needed for the spiral magnetic field 
line seen at Earth to rotate around to the Pioneer space­
craft; 4) the Archimedean spiral field angle that is de­
fined in Figure 2.2 as the angle between the magnetic field 
and the radial direction; and 5) Aiji, the angle between the 
calculated Archimedean magnetic field line and the mean look 
angle of the detectors as seen in the ecliptic plane.
Three representative Pioneer 10 solar particle events,
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labeled by the numbers 6 , 12, and 14 in Figure 2.5, are an­
alyzed in detail in Chapter III with the aid of three current 
propagation models. The general conclusions drawn from this 
analysis in Chapter III will lead to the development of a 
more general numerical propagation model in Chapter IV.
With this numerical model in hand, we will return and stat­
istically analyze in Chapter V all of the numbered solar 
particle events shown in Figures 2.5 and 2.6.
33
Figure 2.5 The 24 hour averaged count rate data are pre­
sented for three energy intervals from the Pione­
er 10 charged particle detectors. The low en­
ergy 0.5-2.15 Mev proton data are taken from a 
LET-I rate accumulation channel, while the 3.36- 
5.15 Mev and 22.06-30.56 proton data are taken 
from the PHA rate channels in the LET-II and 
HET detectors, respectively. The numbers at the 
bottom of sections A through D represent the 
starting time of solar particle events.
Figure 2.6 The 24 hour averaged count rate data are pre­
sented for three energy intervals from the 
Pioneer 11 charged particle detectors. The low 
energy 0.5-2.15 Mev proton data are taken from 
a LET-I rate accumulation channel, while the 
3.24-5.19 Mev and 22.03-30.57 Mev proton data 
are taken from the PHA rate channels in the LET- 
II and HET detectors, respectively. The numbers 
at the bottom of sections A through D represent 
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Pioneer 10 and 11 Solar Flare Particle Events (Mar. 1972-Dec. 1974)
Event Solar Flare Identification^ Spacecraft Information__________
No. Date1 Region Location Imp. Ha (Max) Radius A<J>2 ^t 3 i|»lt IA<JM 5
(o) (D: H , fl) (AU> (o) (hrs) (o) (o)
Pioneer 10
1972
1 Mar. 6 11769 S07,E43 IB 05:0816 1.00 0.0 0 44 0
2 Mar. 28 -- -west limb- — -- 1.08 -6.1 19 46 6




1.22 -6.5 33 49 12
4 Apr. 26 11838 NO 8,W37 — -- 1.28 -5.4 37 51 21
5 May 28 11B95 N09,E30 2B 28:1332 1.57 4.6 48 57 41
6 June 8 11895 -west limb- — -- 1.67 9.7 49 59 45
7 June 16 11926 Sll,E52 — -- 1.75 13.8 50 60 47
8 July 19 -- -west limb- — -- 2.06 33.3 47 64 50








2.19 42.6 43 65 50
9a Aug. 4 11976 N14,E0 8 3B 04:0640 2.20 44.0 43 65 50
9b Aug. 7 11976 N14,W37 3b 07:1534 2.23 46.0 41 66 49
10 Aug. 16 11994 NO3 ,E7 7 — -- 2.31 52.4 39 67 48
11 Sep. 7 12016 S07,W87 — -- 2.50 68.7 30 68 45






2.93 111.5 0 71 35
TABLE 2.2 (Cont.)
Pioneer 10 and 11 Solar Flare Particle Events (Mar. 1972-Dec. 1974) -2-
Event Solar Flare Identification^ Spacecraft Information__________
No. Date1 Region Location Imp. Ha (Max) Radius A<}>2 At 3 if*1* lAi^l *
(o) (D:H,M) (AU) (o) (hr§) (o) (o)
Pioneer 10
1973
13 Apr. 17 12306 S10,W05 1B 11:1408 4.04 -96.7 -145 76 0








4.12 -82.8 -160 77 0






4.14 -79.3 -164 77 0
16 July 17 -- -- — -- 4.50 -16.2 -235 78 8
17 July 31 12461 N14,E45 3B 29:1329 4.59 1.6 -256 78 12
18 Sep. 8 12507 S18,W46 2B 07:1212 4.74 31.5 -291 78 19
19 Sep. 20 12513 -west limb- — -- 4.79 42.5 -305 78 21
Pioneer 11
1973
1 Apr. 11 12306 S10,W05 IB 11:1408 1.00 -3.0 6 44 0
2 Apr. 29 12322 N14,W73 2B 29:2104 1.07 -6.2 18 45 11
3 May 6 12336 S15,E19 IB 05:1722 1.11 -7.1 24 46 4
4 May 14 -- -- — -- 1.16 -7.6 29 48 3




Pioneer 10 and 11 Solar Flare Particle Events (Mar. 1972-Dec. 1974) -3-
Event Solar Flare Identification^ Spacecraft_Information__________
No. Date1 Region Location Imp. Ha (Max) Radius A$2 At 3 iji1* IAiJ/1 5
(o) (D:H,M) (AU) (o) (hrS) (o) (o)
Pioneer 11
1973








2.20 42.5 44 66 49
7 Sep. 17 12513 -west limb- — -- 2.29 49.6 42 67 48
8 Nov. 3 12584 S18 ,W85 2N 03:0034 2. 69 86.1 19 70 41
L974
9 Sep. 12 13225 U10,E61 2B 10:2146 4.64 3.2 -254 78 13
.0 Sep. 24 13225 N09,W62 2N 19:2240 4.69 14.2 -267 78 15
(a) Solar flare association data was taken from Solar-Geophysical Data Bulletins.
1. Date= the date of the event as seen on Pioneer.
2. A4>=4>e-i>p where <}>e=longitude of Earth and longitude of Pioneer.
3. Atr=Ar/Vs + AiJi/SJ where Ar^r^-r^ Vs=425km/sec, D=14.3°/day - 
and 0^= angular velocity of Pioneer.
4. tan (i{i ) =rft/Vs .




INDIVIDUAL SOLAR FLARE EVENT ANALYSIS
All the large solar flare-related particle events 
seen by Pioneer 10 and 11 during the time period March 1972 
to December 1974 have been analyzed in some detail. Here we 
select and individually analyze, using several propagation 
models, a few solar particle events that form a representa­
tive sample from this time period. We have, however, not 
attempted to make detailed model fits to any solar particle 
profile with an energy below ^3 Mev. There are two reasons 
for this cutoff. First, several of the key events do not 
have well-defined low energy flux orofiles. In addition the 
anisotropy profiles at these low energies show greatly in­
creased amplitudes that continue for longer periods of time 
than for the higher energy component. And second, at the 
lower energies the solar particle events become highly struc­
tured temporally. It becomes more difficult to differentiate 
between the interplanetary structure {e.g. shock spikes) and 
the coronal structure in both the flux and anisotropy time 
profiles. The net result is that a detailed analysis of 
this energy range would require a complete study within it­
self .
From the events illustrated in this Chapter we draw 
several general conclusions that are supported by the sum 
total of solar events. These conclusions will lead us to 
adopt a particular solar particle propagation model that,
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generally, best fits the data— at least above ^3 Mev. Re­
member, our final goal lies not in discovering the peculiar­
ities of individual events but in resolving the more general 
question concerning interplanetary propagation of solar 
particles.
3.1 June 8, 1972 Solar Particle Event
The June 8, 1972 solar particle event is associated 
with a flare on the western invisible hemisphere in McMath 
region 11895 (Shea and Smart, 1974). On June 8, 1972 Pioneer 
10 was located at 1.67 AU and 9.7° east of the Earth-Sun 
line. A scale drawing of the location of the Sun, Earth, 
and Pioneer 10 during this time period is shown in Figure 
3.1. Included in Figure 3.1 is a nominal Archimedean spiral 
interplanetary magnetic field line that is seen at Pioneer 
10 for a solar wind speed of ^400 km/sec. Since this nominal 
magnetic field line lies outside the opening angle of all 
three GSFC-UNH charged particle telescopes, then charged 
particles with very small pitch angles with respect to the 
nominal magnetic field line would not be detected by the 
Pioneer detectors. Thus, care must be taken when analyzing 
the anisotropy data from this solar particle event.
Using the Pioneer 10 solar wind data (Mihalov and 
Wolfe, 1974) that is shown in the second panel from the top 
in Figure 3.2, we find that the Pioneer 10 spacecraft has a 
solar connection longitude of ^90° W as compared to a solar 










4 0 0  ^  ARCHIMEDEAN
Spiral Field Line at 
P-IO
Location of P-IO 
on June 14,1972
Fig. 3.1 Scale drawing of the relative locations of the 
Sun, Earth, and Pioneer 10 on June 8, 1972. 
Included is a nominal Archimedean spiral mag­
netic field line for a solar wind speed of 'MOO 
km/sec. The direction of view and the full 
width opening angle of each of the three detec­
tors are shown as they appear in the ecliptic 
plane.
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craft IMP-5. Since the solar particles for this event orig­
inated from a flare on the western limb of the Sun, Pioneer 
10 should have a favorable solar connection longitude with 
respect to the location of the flare.
The Pioneer 10 solar particle data for the event of 
June 8, 1972 is shown in Figure 3.2. The top panel in Fig­
ure 3.2 shows hourly data from the LET-I detector for a back­
ground subtracted rate accumulation channel which covers the 
proton energy range from 3.2 to 21.6 MeV. Included in the 
same panel for Earth-based comparison is the IMP-5 back­
ground corrected 4.2 to 6.2 MeV proton channel. The second 
panel in Figure 3.2 contains the Pioneer 10 solar wind vel­
ocity data Vs for the time period of the June 8 event. The 
third panel of Figure 3.2 contains the corrected anisotropy 
magnitude (see Appendix A) for the Pioneer 10 3.2 to 21.6 
MeV protons. Included separately is W(e)— the magnetic 
field correction factor— which is equal to 1/cos (c) where 
e = angle between the mean magnetic field and its projection 
into the plane formed by the spinning detector. W(e) simply 
tells how far the mean magnetic field has deviated from the 
mean detector look angle. The bottom panel of Figure 3.2 
shows both the phase of the anisotropy, 9^ , for the Pioneer 
10 count rate data and the difference in phase between 9^
and d)_ where <f>n is the magnetic field phase. <f> is the 
B B 0
phase of the magnetic field vector in the plane of rotation 
of the charged particle detector. The circular data points 
in the 0r-(j)D plot indicates that the anisotropy is directed
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Figure 3.2 Pioneer 10 3.2-21.6 Mev proton data are shown
for the June 8, 1972 solar particle event. The 
top panel presents the hourly flux data from the 
LET-I detector as a function of time. Included 
for Earth based comparison are the 4.2-6.2 Mev 
proton data from IMP-V. The second panel con­
tains the Pioneer 10 solar wind data. The third 
panel shows the corrected anisotropy magnitude,
£, of the 3.2-21.6 Mev protons and the magnetic 
correction factor W(e) . When W(e) is large, the 
magnetic field lies outside the detector accep­
tance cone. The bottom panel shows the phase,
0^, of the anisotropy and the difference in the 
phase between the anisotropy and magnetic field 
phase. The circular data points in the 0 4>t> 
plot indicates that £ is directed outward along 
the magnetic field, while the X data points in­
dicate that £ is directed inward along the mag­
netic field. The curves denoted by (1),(2), and 
(3) are simultaneous fits to the j and £ time 
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outward along the magnetic field while the X data points in­
dicate that the anisotropy is directed inward along the mag­
netic field when the anisotropy is compared to an outwardly
directed magnetic field. The error in the 0r- L  data are
s a
determined by a combination of the standard deviation of the 
agnetic field, o0, and the phase statistical error suchm
that “total = ''aB+a9 •
The importance of the wandering magnetic field, re­
flected by W(e), is clearly seen in the anisotropy data (Fig­
ure 3.2). Whenever W(e) increased substantially, i.e. the 
magnetic field wandered out of the detector field of view, 
the anisotropy magnitude decreased abruptly— beyond the nor­
mal anisotropy amplitude decay— until well past the time-to- 
maximum flux. This effect can also be seen, to a smaller 
extent, in the flux and anisotropy phase measurements. Thus, 
the solar particles are clearly tied to the field lines until 
well past the time-of-maximum flux— to the time when the 
anisotropy amplitude reaches background. To clearly illus­
trate this point, we observe that the anistropy phase revers­
ed direction at 1400 on June 9, approximately 12 hours after 
the time of maximum. Upon examination of the interplanetary 
magnetic field data, we find that just prior to 1400 on June 
9, the magnetic field started making a slow continuous change 
in direction— a feature that resembles a kink-like structure. 
The result was a magnetic field that appeared to change dir­
ection. But the streaming of the particles remained along 
the direction of the magnetic field. The magnetic field
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later returned to its previous position, and along with this 
change the anisotropy phase returned to outward streaming.
To fully illustrate the ramifications of the Pioneer 
data on the interplanetary propagation of charged particles, 
we have examined our data for this and other events using 
three solar particle propagation models. The three propaga­
tion models are based on the interplanetary propagation equa­
tion (Ng and Gleeson, 1971)
Hr' -V & + "7 & (r2V> - Stt (aTU)=0 (3-1)r * r
where U= particle density, Vg= solar wind velocity, k= dif­
fusion coefficient, a=(T+2Eq)/ (T+Eq) where T= kinetic energy 
and Eq= rest energy of the particle. The first two terms of 
equation (3.1) represent diffusion while the last two terms 
represent convection and adiabatic deceleration. The three 
models are: 1) The Krimigis (1965) model which includes
diffusion only; 2) The Reinhard (1975) model which includes 
interplanetary diffusion and coronal diffusion; and 3), The 
Fisk-Ng model (Fisk and Axford, 1968; Ng, 1972; Ng and 
Gleeson, 1971) which includes interplanetary diffusion, con­
vection, and adiabatic deceleration. The Krimigis (1965)
model assumes k=k r for the diffusion coefficient, an im-o
pulsive injection for the initial inter-boundary condition, 
and a infinite free escape outer boundary— i.e. a boundary 
beyond which there is no scattering. The analytic solution 
to the remaining pure diffusion equation becomes (Krimigis, 
1965)
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U = U  -------  exp (-r 2/k (2-3) 2t) (3.2)
° t3/(2-3)
The Reinhard model uses the Krimigis model to represent the 
interplanetary propagation of charged particles. In addi­
tion to the above diffusion solution, Reinhard includes the 
possibility of solar coronal drift and diffusion of charged 
particles. Thus, the Reinhard solution of the propagation 
equation is a convolution of both the coronal and interplan­
etary terms which is given by (Reinhard 1975)
where <f>= angular distance from the flare site to the solar 
connection longitude of the observer; w= angular rotation of 
the Sun, 13.3°/day; (te ,td ,tl) are coronal propagation para­
meters given by te=0.56 hr/deg, td=0.22 hr/deg, tl=23 hr; 
and B^O from equation 3.2. The difference between the 
Krimigis and Reinhard models is due entirely to coronal pro­
pagation effects. The Fisk-Ng propagation model (Fisk and 
Axford, 1968; Ng and Gleeson, 1971; Ng, 1972), which ignores 
coronal propagation effects but includes energy loss effects, 
represents a analytical solution of equation (3.1) for a 
impulsive injection of solar particles an infinite free 
escape outer boundary and a diffusion coefficient of the
form k=k r. Their solution is o
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U = U" i -O t
_ (vs/2k0)-ll      _
where
n = ((2+vs/k0)2 + 16Vs (Y-J5)/3ko)Js (3.5)
and I (x) is a modified Bessel function of the first kind
and order n.
We have simultaneously fit both the flux and ani­
sotropy time profiles shown in Figure 3.2 to the three solar 
particle propagation models where curve (1) represents the 
Reinhard model, curve (2) represents the Krimigis model and 
curve (3) represents the Fisk-Ng model. Using y=3.0 and 
4>=5° in the Reinhard model, we find that, of the three pro­
pagation models, the Reinhard model (Curve 1) produced the 
best simultaneous fit to both the flux and anisotropy time
profiles from the onset of the event through the early decay
1
phase for a mean free path X^O.3 AU where anc^  vp=
particle velocity. Curve (2) representing the Krimigis mod­
el in Figure 3.2 was calculated by using the same values of 
X and 3 as found in the best fit curves for the Reinhard 
model. Thus, the difference between curves (1) and (2) il­
lustrate the effect of coronal propagation. Curve (3) was 
calculated by setting X=0.3 AU at r=l AU. All three curves 
are normalized to the same maximum flux at their respective 
time of maximum.
The Fisk-Ng model, curve (3) in Figure 3.2, shows
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the combined effects of a radial dependence in the diffusion
coefficient k and of convection and adiabatic deceleration, r
The radial dependence in kr increases the time to maximum 
while increasing the decay rate. This produces a poor fit 
at both ends of the flux time profile and an overestimate of 
the anisotropy time profile for X=0.3 AU. If is reduced, 
i.e. a reduced X, the decay rate is decreased but the time 
to maximum is increased. Thus, the fit will be better at 
late times but will be very poor at early times (see Forman, 
1971).
The Reinhard model, curve (1) in Figure 3.2, produc­
es the best simultaneous fit to the flux and anisotropy time 
profiles— until well after the time of maximum. The diver­
gence of the model and the data is expected at late times 
since convection and adiabatic deceleration effects were 
neglected. In comparing the Reinhard model with the pure 
diffusion model, we see that the addition of coronal propa­
gation delays the arrival of the first solar particles, pro­
duces a nearly exponential decay during the early decay 
phase, and prolongs the high anisotropy amplitude. The net 
result of adding coronal propagation— in effect a prolonged 
coronal injection profile— is to decrease the required inter­
planetary scattering mean-free path , This comes about 
since part of the diffusive-looking profile is generated by 
the coronal injection profile instead of being generated by 
interplanetary diffusion. At lower energies (<1 Mev) it has 
been suggested that the mean-free path is so large that in­
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terplanetary propagation becomes "scatter free" (Roelof and 
Krimigis, 1973; Roelof, 1972). The result is that the entire 
profile seen at Earth is due to coronal effects.
Finally, we have fit the IMP-5 data with Reinhard1s 
model as shown in Figure 3.2. All the parameters in the 
model that were used in fitting the Pioneer 3.2 to 21.6 Mev 
proton data at 1.67 AU were held constant, except the radial 
distance {1 AU) and the solar flare angle (35°). The fit is 
shown in the upper panel of Figure 3.2. We consider the fit 
to be remarkably good I There is structure in the IMP-5 data 
around the time-to-maximum flux that cannot be accounted for 
in any large-scale model. But, when the large-scale struct­
ure subsides, the predicted early decay phase appears to re­
flect the proper flux and slope of the IMP-5 data.
3.2 October 30, 1972 Solar Particle Event
The October 30, 1972 solar particle event is assoc­
iated with the highly active McMath region 12094. This re­
gion produced a flare of importance IN or larger every day 
from the 27th to the 31st of October. The largest flare of
this series occurred on October 29 with the H maximum phasea
at 1747 UT. The flare, importance 2N, was located at {S10, 
E05) and is assumed to be the starting point for our pro­
pagation models. At this time Pioneer 10 was located 111°E 
of the Earth-Sun line and at 2.93 AU. Using solar wind data, 
the calculated solar connection longitude for Pioneer 10 
lies between 10° and 20° west of the solar connection long­
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itude for IMP-5. This implies that the October 30 solar 
particle event is ideal for looking at interplanetary mag­
netic field effects on the propagation of solar particles 
out to 3 AU. The Pioneer 10 3.2 to 21.6 Mev proton data for 
the October 30 solar particle event is shown in Figure 3.3, 
The data format, including the model calculations, are ex­
actly the same as for the June 8, 1972 solar particle event, 
shown in Figure 3.2, except we do not have the Pioneer 10 
interplanetary magnetic-field data.
It is noticed that the flux of 3.2 to 21.6 Mev pro­
tons, ignoring the fine scale structure, is very classically 
diffusive— a slow rise to maximum followed by a very long 
decay. Therefore, if only the intensity profile were ex­
amined for this event, the conclusion regarding interplane­
tary propagation would have to favor a simple diffusive sol­
ution. However, if the anisotropy time profile is also ex­
amined for this event, then an entirely different conclusion 
would be made. This second conclusion is based on the ob­
servation that several distinct increases in the magnitude 
of the anisotropy occurred during the event and that these 
increases are incompatible with a simple diffusive solution. 
The Earth based anisotropy data measured by HEOS for this 
event shows that similar increases in the anisotropy magni­
tude occurs throughout the event (Domingo et al, 1976).
Specifically the anisotropy time profile in Figure
3.3 shows two distinct amplitude increases well past the 
initial onset of the event that are not related to any no-
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Figure 3.3 Pioneer 10 3.2-21.6 Mev proton data are shown for 
the October 30, 1972 solar particle event. The 
top panel presents the hourly flux data from the 
LET-I detector as a function of time. Included 
for Earth based comparison are the 4.2-6.2 Mev 
proton data from IMP-V. The second panel con­
tains the Pioneer 10 solar wind data. The third 
panel shows the corrected anisotropy magnitude,
E,, of the 3.2-21.6 Mev protons while the bottom 
panel shows the phase, 9r, of the anisotropy.
The curves denoted by (1), (2), and (3) are sim­
ultaneous fits to the j and £ time profiles by 
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ticeable solar wind disturbance. Along with the anisotropy 
amplitude increase late on November 1, the phase begins to 
swing through a well-regulated circle perpendicular to the 
ecliptic plane. During this phase swing the anisotropy am­
plitude stayed relatively constant while the solar particles 
appear to first stream inward, then later stream outward. 
Since we do not have the magnetic-field data, we cannot re­
solve several of the finer points concerning this complex 
set of anisotropy phase shifts. We do note, however, that 
the anisotropy at ^3 AU behaves in a similar manner to the 
anisotropy as seen at Earth (Domingo et al, 1976). These 
extremely high and prolonged anisotropies imply that there 
is very little scattering at these energies.
We have applied the same three propagation models 
used in fitting the June event to the October event. The 
starting time is assumed to be the maximum of the 2N flare 
starting at 1747 UT October 29. We have used the same para­
meters as in the previous analysis except that r=2.93 AU and 
the solar flare angle is v70°. The resulting curves are 
shown in Figure 3.3 for both the flux and anisotropy time 
profiles. The pure diffusion model (curve 2) gives a very 
poor fit since the experimentally observed solar particles 
arrive too late and the observed anisotropy is too large.
The fit does not improve if X is changed; e.g. if X is de­
creased, the predicted flux curve will give a better fit at 
early times but a worse fit at late times. The predicted 
anisotropy does not change with X and hence always gives a
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poor fit. The Fisk-Ng model produces a good fit to the ani­
sotropy time profile, but the predicted particles arrive 
over a day too late— again a very poor fit to the intensity­
time profile. The predicted particles can be made to arrive 
early only by increasing X beyond 1 AU, but then the decay 
occurs far too fast. The only reasonable fit to the first 
part of the event is again the Reinhard model (1975). This 
model also has the freedom to regulate the predicted early- 
arriving particles by adjusting the coronal parameters and 
thus maintaining a reasonable fit to the anisotropy profile. 
We believe that the failure of the Reinhard model to predict 
the late time increases in the anisotropy time profile is 
due to multiple solar particle injections or to a complex 
interplanetary stream structure as suggested by Domingo et 
al (1976). Unfortunately, without detailed magnetic-field 
data at Pioneer 10, we cannot differentiate between the 
above hypotheses.
Finally, we note that the October event lends support 
to several of the conclusions drawn from the June 8, 1972 
event. First, neither event showed the presence or influence 
of an outer free escape boundary. Second, there is no no­
ticeable diffusion perpendicular to the field lines— the 
prolonged anisotropy in the October event clearly indicates 
possible streaming along magnetic-field lines. Third, a 
clear coronal influence is seen in the 3.2 to 21.6 Mev pro­
ton data. And fourth, using anisotropy data from other 
energy intervals we can conclude that the mean free path X
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appears to increase with decreasing energy— at least in the 
energy range ^3 to 50 Mev.
3.3 May 3, 197 3 Solar Particle Event
On May 3 , 1973 Pioneer 10 was located 83° west of 
the Earth-Sun line and at 4.12 AU. Using the Pioneer 10 
solar wind data, the calculated solar connection longitude 
for the Pioneer 10 spacecraft lies between 140° to 180° east 
of the IMP-7 solar connection longitude. This places the 
Pioneer 10 connection longitude approximately on the east 
limb of the Sun as seen from the Earth. The May 3, 19 7 3 
solar particle event as seen at Pioneer 10 could be associ­
ated with a large 2B flare located in McMath Region 12322 at 
(N14, W73) with the Hq maximum at 2104 UT April 29 or with 
McMath Region 12336 located on the east limb. This latter 
region contained flare activity from its initial observation 
around May 1 until May 3 when a 2B flare occurred at (N7,
E80) with a H maximum at 0837 UT. The Pioneer 10 3.2 to a
21.6 Mev proton data for the May 3, 19 7 3 solar particle event 
is shown in Figure 3.4. The data format is exactly the same 
as in Figure 3.2. In the top panel the flux profile reflects 
a very classical-looking solar event— a sharp onset, a steep 
rise to maximum flux, and a smooth constant decay. These 
time-intensity profiles at 4.12 AU could be mistaken for 
similar events seen at Earth I On close inspection, the mag- 
netic-field data shows a sector boundary crossing at 0700 UT 
on May 3. Within our statistical resolution, the first-
63
Figure 3.4 Pioneer 10 3.2-21.6 Mev proton data are shown for 
the May 3, 1973 solar proton event. The top 
panel presents the hourly flux data from the LET- 
I detector as a function of time. The second 
panel contains the Pioneer 10 solar wind data.
The third panel shows the corrected anisotropy 
magnitude, £, of the 3.2-21.6 Mev protons and 
the magnetic correction factor W(e). When W{e) 
is large, the magnetic field lies outside the 
detector acceptance cone. The bottom panel shows 
the phase, 0£, of the anisotropy and the differ­
ence in the phase between the anisotropy and mag­
netic field phase. The circular data points in 
the 0£-4>b plot indicates that £ is directed out­
ward along the magnetic field, while the X data 
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arriving solar particles commenced at v0700 UT on May 3.
This correlation is believed to be more than a coincidence.
We believe that the solar particles were restricted from 
crossing the sector boundary, thus possibly delaying and 
skewing the resulting solar particle profiles. To support 
this argument, we note that none of the propagation models 
can account for such a steep rise during the onset phase of 
the event at this radial distance without invoking extremely 
large mean-free paths {X>1 AU). Also the anisotropy time 
profile does not support such a large X—  it decays too rap­
idly with time. Only if there was a large scattering region, 
with X<0.1 AU, in the local Pioneer 10 area could the pro­
files be predicted by any current propagation model. We be­
lieve that the existence of such a localized scattering re­
gion— when the magnetic field and the solar wind data show 
no irregularities— is very improbable.
The anisotropy amplitude for the May 3 solar part­
icle event again— as in the case of the June 8, 1972 solar 
particle event--indicates several spasmodic decreases that 
are associated with jumps in W(e), the magnetic field cor­
rection factor. Examples of this erratic behavior can be 
seen at 0100 UT on May 4 and at 0600 UT on May 6. These 
jumps in W(e) clearly indicate the wandering of the inter­
planetary magnetic field out of the detector look angle and, 
hence, show the field-aligned flow of solar particles. In 
support of this premise observe that the phase, illustrated 
in the bottom panel in Figure 3.4, stays relatively constant
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and that ^0° throughout the event; thus, implying
the streaming of particles along field lines for >4 days at 
a radial distance of >4 AU. Finally, we note the anisotropy 
amplitude increase associated with the slight flux enhance­
ment beginning early on May 6. During this time period there 
exist no large fluctuations in the magnetic-field amplitude 
or in the solar wind velocity, and the solar particles remain 
field-aligned. Thus, there appears to be no local cause for 
this sudden £ increase. The most reasonable alternative is 
to assume the disturbance is related to the solar corona in­
jection profile. This also implies that there cannot be a 
large amount of scattering out to 4 AU— at least for part­
icles with energies from 3.2 to 21.6 Mev.
The conclusions deduced from the May 3, 1973 solar 
particle event agree with those deduced from the June 8 and 
October 30 events. All three events failed to find either 
an outer free escape boundary or any cross field diffusion. 
These events do, however, show the existence of a coronal 
influence on the 3.2 to 21.6 Mev proton data.
The May 3, 19 73 event that was observed by Pioneer 
10 was not analyzed in terms of the three propagation models 
because a unique flare site could not be determined. As 
discussed at the beginning of this section, the flare asso­
ciated with this event could have been located in either the 
east limb McMath Region 12336 or the west limb McMath Region 
12322 since both regions showed strong flare activity just 
prior to the start of the May 3 event. The McMath Region
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located on the east limb of the Sun as seen from the Earth 
contained flare activity from the time of its initial ap­
pearance. Thus, even within this active region, it is im­
possible to determine a unique flare site. The west limb 
active region, on the other hand, had only one major flare 
during this time period and this flare produced a very high 
energy event that was clearly seen by Pioneer 11. Unfortu­
nately, the solar connection longitude of Pioneer 10 is lo­
cated on the east limb while both the flare site and the 
solar connection longitude of Pioneer 11 are located on the 
western limb. Thus, it is hard to believe, but not impos­
sible, that this western limb event produced the solar part­
icle event seen on Pioneer 10.
3.4 Results of Individual Event Analysis
We have presented and analyzed three representative 
solar particle events that were observed on Pioneer 10. Al­
though the above analysis was centered on the 3-21 Mev par­
ticle range, the general data coverage and analysis of the 
Pioneer 10 and 11 charged particle detectors extend to high­
er and lower energies. This particular energy region was 
chosen to exemplify the various general conclusions inferred 
from the entire data set and the entire energy range. We 
summarize below the major conclusions from this analysis re­
garding solar particle events from 3-50 Mev and from 1 to 5 
AU.
1) No evidence of an outer free escape boundary has been
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seen. Present Pioneer 10 data, that now extends beyond 
9 AU, continues to show no such boundary.
2) There is no noticeable diffusion perpendicular to the 
interplanetary magnetic filed. The anisotropy time 
profiles for every event, including all those simulta­
neously analyzed with interplanetary magnetic-field 
data, show only field-aligned streaming. Thus, kA is 
negligible in solar particle propagation models.
3) Using data from other energy intervals we can conclude 
that the scattering mean-free path X appears to in­
crease with decreasing energy. Unfortunately, we feel 
that it is not possible to deduce definitive values of 
X from the three models presented in this section.
This skepticism arises because X is model dependent, 
plus the fact that two of the models were unacceptable 
in fitting the events. The third model, Reinhard (1975), 
lacked convection and adiabatic deceleration, which, if 
included, tends to reduce the calculated value of X.
4) The solar particle event profiles, out to at least 5 AU, 
show a clear coronal influence. Using flux and aniso­
tropy data from other energy ranges, we find that the 
coronal influence dwindles with increasing energy. The 
extent of the coronal injection can easily be seen by 
simultaneous observation of the flux and anisotropy 
time profiles. One interesting consequence of propa­
gation models that include coronal effects (Reinhard, 
1975; Wibberenz and Reinhard, 1975; Ng and Gleeson,
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1976) and that simultaneously fit both the j and £ time 
profiles is that they necessarily produce lower values 
of X than models without this effect.
Using the above results, we now set out to build our 
own model. Using this working model, we will go back and 
perform a statistical study that includes all the solar 
particle events seen by Pioneer 10 and Pioneer 11 during 
their respective journeys to Jupiter (5 AU).
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CHAPTER IV
A NUMERICAL PROPAGATION MODEL FOR SOLAR PARTICLES
Until the early 1970's, solar particle nrooagation 
models had centered around finding exact solutions to the 
diffusion equation, first without, then later with convec­
tion and adiabatic deceleration (Axford, 1965; Burlaga, 1967; 
Feit, 1969; Fisk and Axford, 1968; Forman, 1971; Krimigis, 
1965; Lupton and Stone, 1973; Ng and Gleeson, 1971; Parker,
1963, 1965). The models generally assumed a simple form for
Bthe radial diffusion coefficient, kr=kgr , with some models 
including more elaborate combinations of perpendicular dif­
fusion and free excape boundaries. The first comprehensive 
numerical model, presented by Englade (1971), was seriously 
limited by its treatment of k„ and k± as quantities deter­
mined by the spectrum of interplanetary magnetic field ir­
regularities (Jokipii, 1966, 1971). Since 1971, two comp­
rehensive studies have been published which do treat k„ as a 
variable but which ignore k^. Webb and Quenby (1973) set
g
kr=kQr with -3<B<1, while Ng (Ng, 1971; Ng and Gleeson,
1975) investigates a variety of diffusion coefficients. The 
latest numerical model, proposed by Ng and Gleeson (1976), 
includes coronal diffusion as well as interplanetary diffu­
sion. It is similar to, but more exhaustive than the model 
used by Reinhard (Reinhard 1975, Wibberenz and Reinhard, 
1975). Lately a second approach has been taken to explain
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particle propagation. Based mainly on experimentally observ­
ed prolonged anisotropy time profiles seen at low energy 
(<1 Mev), these models assume "scatter-free" propagation be­
tween the Sun and Earth (Roelof, 1973, 1975). A later ver­
sion of the model includes an outer scattering region (Nolte, 
1974; Nolte and Roelof, 197 5) which allows the anisotropy to 
decay with time. We believe these models cast a new light 
on low-energy particle events, but they are not as rewarding 
as diffusion models when viewed over the entire 3-50 Mev 
particle range.
Using the above-mentioned diffusive models as our 
theoretical foundation and using a large body of established 
experimental facts from the Pioneer data related to solar 
particle events as seen in the 3-50 Mev region, we now devel­
op an experimentally consistent numerical propagation model 
starting from the full Fokker-Planck equation (Parker, 1965; 
Jokipii and Parker, 1970):
V
= V* (k-VU) - V- (uvs) + § “  ^  teTU> (4-1)
where U = differential number density, k = tensor diffusion
coefficient, V = solar wind velocitv, and a = (T+2E )/(T+E ) s “ o o
where Eq is the rest energy of particles with kinetic energy 
T. The three terms on the right-hand side of equation (4.1) 
represent diffusion, the transformation from the solar wind 
frame to the stationary spacecraft frame (convection) , and 
adiabatic deceleration, respectively. Terms representing
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interplanetary acceleration have been ignored.
In order to simplify equation (4.1) we make one prac­
tical assumption, the solar wind velocity is constant out to 
5 AU, and one experimentally observed assumption, k±=0, dif­
fusion coefficient perpendicular to the magnetic field (see 
Chapter III). Then, in spherical polar coordinates,
= Ji. tv rty-zW - k-CSr 3U.
31 r2 3r 1 r 3r sin 6 3<r
1 ,k qr 3U _ k„S2 3U. (4.2)
r sin9 3(f> " ckr r sin9 7$"
_L„L(r2UVa> + ? !s ^  (aTU)
.2
where k„ = diffusion coefficient parallel to the magnetic 
field, C=cos^, S=sin!|i, and ip is defined by tanijj= rf2sin0/Vs. 
Since ki=0, the particles will only diffuse along spiral 
field lines, which implies that equation (4.2) can be simp­
lified by using the transformation (Ng, 1972; Ng and Gleeson, 
1975) :
r'=r, 0 ' =0 , T'=T, t'=t, <f>1 =<J>-nt+J2 (r-r )/V (4.3)
where ^ = angular velocity of the Sun. It follows that
U (r,0 ,<}>,T,t) = U 1 (r,0 ,<J>' ,T,t) (4.4)
and the complete diffusion equation becomes ^
3U'_ 1 3 ... r28U' Vs 3 (r2U 1 ) 2 ^s 3
Jt “ ^7 W  r 3F 5 ^7 ” 97--- + 3 F W  (aTU }
where kr = k„cos2iJj. The primes can be dropped if we remember
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that equation (4.5) describes the particle population as 
seen along one corotating field line.
We now turn to the Crank-Nicholson numerical tech­
nique for solving equation (4.5) (Fisk, 1971; Webb and 
Quenby, 1973). Since this technique has been presented by 
Webb and Quenby (1973) and since we are using the same ap­
proach, the readers are referred to their paper for a detail­
ed discussion. We will only outline the procedure here. 
Before starting, however, a computational assumption must be 
made. There are three independent variables in equation 
(4.5): t,r,T. If all three variables are retained in the
numerical calculation, the computing time on our small com­
puter would be exorbitant (^1 hr. per complete field-line 
calculation). We therefore make the following standard as­
sumption: UVT Y ^ or j^T Y where j = flux of particles and
y = spectral index. Then,
I r 4? <“TU> “ - \ W-F “ (Y-'s)D
and the T variable is eliminated as a parameter.
Now define the dimensionless variables
T=tVs/ro ' R=r/ro (4,6)
where rQ = constant (1 AU). Substituting the above results 
into equation (4.5),
3U a 3 2U . . 3U .
74
with
a = k /V„ r' s
b = 1 - V R s
1 3kr
V 3 R
a - 1 a  + ^  - §>
(4.8)
To convert the above expressions into a workable numerical 
equation, we introduce the two-dimensional finite difference 
expressions (Webb and Quenby, 1973):
Ui)
3U _ 1 . j+1 _
3x “ k lui
H  1 (Tp - u5 + Uj+1 - Uj+1) 3R IE 1 i+1 i-1 i+1 i-1
3 2U (U ii+1 - 2Uj + Ui-1 + U - 2U?+1 + U?+J1 + 1 i-1 )
(4.9)
3R2 2h2
where i and j define the position step number in space and 
time, respectively, h and k represent the grid spacing 
(h=AR, k=Ai). Adopting the same notation as Webb and Quenby 
(1973), the finite difference equation becomes
(4.10)
C(l,i) uj** + C(2,i)U?+1 + c(3,i)uj*J = C(4,i)u1_1 + 
C(5,i)U? + C(6,i)uj+1
where






C (2 , i ) = 1 + —
h 2
(4.12)
_  j n . c i k  , b k  /-* t  s -  • \C (3 , l) = - --- + —  = - C (6,i)
2h2 4h
(4.13)
C(5,i) = 1 - ^ - d k
h
(4.14)
Up to this point our work has closely followed the work of 
Webb and Quenby (1973)— the only difference being we have 
not assumed a specific form for kr (equations 4.11 through 
4.14 are completely general).
ployed, but with a different inner boundary condition. The 
outer boundary condition is assumed, for computational con­
venience, to be a free escape boundary at R—10 AU. Webb and 
Quenby's work shows the free escape boundary condition has 
relatively little effect on the flux time profile if the 
boundary is situated sufficiently far away. Our work indi­
cates a boundary ^2 AU beyond the location of the calculated 
flux and anisotropy time profiles is sufficient. Since our 
study extends only to 5 AU, we choose 10 AU— a more than ad­
equate separation. The inner boundary condition is assumed 
to be an injection profile that varies with time, f(t). In 
terms of equation (4.10) this becomes U^=f (t^  ) , where all 
U^=0 at t=0 except U^. The boundary conditions still imply
To solve equation (4.10) their method is again em-
C (1,1) =C (3 ,m) =C (6,m)=0 (4.15)
where m= total number of pivotal points at a constant time.
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We can now numerically calculate by an iteration 
procedure U? for all i and j. The details are clearly out­
lined by Webb and Quenby (1973) and will not be discussed 
here. There is, however, one difference in technique worth 
enumerating. The complex change of variables involving the 
time parameter, recommended by them, is not needed to obtain 
a stable iteration. Instead we use a suggestion made by 
Fisk (private communication). An initial steep Gaussian 
distribution, centered at the injection release point, is 
assigned in the radial dimension rather than setting all 
radial uf terms equal to zero, i.e. U ^ e  we find for
a=l, the Gaussian distribution has no effect on the j and E, 
time profiles (a=l represents a fall-off of 10 by 0.5 AU 
for a step size of 0.05 AU).
The accuracy of the numerical model is dependent upon 
the r and t step size and they in turn are limited by the 
speed of the computer. Optimizing all three parameters gives 
Ar=0.05 AU, and At=0.1 hour or 6 minutes. This produces a 
CPU time of ^1 minute for each 100 hours calculated (1 min­
ute on DEC-10 = 3 minutes on IBM 360-50). The systematic 
error is <10% for j and <5% for £ over the entire r and t 
range.
We now have a versatile working numerical model. 
Without further guidance, years could be spent exploring the 
infinite combinations of injection profiles and diffusion 
coefficients allowed by this model. To help narrow the choice 
of parameters, we again turn to experimental observations.
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First, at low energies Roelof and Gold (private comminica- 
tion), using their solar wind mapping procedure, claim most 
solar particle events show exponentially decaying coronal 
profiles. Thus, we assume the solar injection profile to be 
of the form %exp(-t/t ). Second, the choice of the form of 
a diffusion coefficient can be narrowed by using the results 
from Chapter III where we have found that the Reinhard model
g
appeared to give reasonable results for kr=kQr with 3=0.
Q
We therefore assume the more general case and set kr=k^+k2 r • 
The model is now complete.
Typical results of the numerical model are illus-
Q
trated in Figures 4.1 through 4.6 where k ^ O  so that kr=kQr .  
The solar injection decay time is set at ts=0.05 hour or 3 
minutes— resembling an impulsive release. The other numer­
ical as well as propagation variables are the same in all 
six figures (numerical: h=0.Q5 AU, k=0.1 hr, and r^=10 AU;
propagation: Vs=400 km/sec, T=5.0 Mev, and Y=3.0). Figure
4.1 shows a family of flux and anisotropy time profiles 
where 3=0, kr=1021 cm2/sec, and each curve represents a dif­
ferent radial distance. The diffusive nature of the flux 
and anisotropy time profiles are clearly evident with in­
creasing r. The j (t,, ) decreases dramatically as t in-
ITtclX ITtclX
creases. The decay time is seen to increase with radius.
The anisotropy is higher and decreases more slowly with in­
creasing r. These characteristics depend critically upon 
the form and magnitude of the diffusion coefficient.
To better illustrate the importance of kr, five
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NUMERICAL DIFFUSION MODEL 
h = 0.05AU, k= O.l hr. , RE= 10AU 
Vt '  400 km/sec , T= 5.0 MeV, Y- 3.0 
K r* K z tf wilh 0 - 0  and Kr = I021cmz/sc. 




20 6040 60 100 120
T (hrs.)
Fig. 4.1 The flux j and anisotropy £ time profiles are cal­
culated from the numerical diffusion model for kr= 
1021 cm2/sec and 8=0. The curves illustrate the 
variation of j and £ as a function of time and 
radial distance.
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parameters— tmax, 5 (tmax) , J (tmax) f At5' and t— uniquely de­
fined in a solar particle event, are selected here for a more 
detailed presentation (see Chapter V Figure 5.1 for the de­
finition of the five parameters). Figure 4.2 shows the first 
parameter tmax as a function of r for various valuse of kr 
when 6=0 (Figure 4.2A) and for various values of 6 when kr 
(1 AU) = 1021 cm2/sec (Figure 4.2B). The curve crossover 
(Figure 4.2B) is a direct result of the normalization: kr=
1021 cm2/sec at 1 AU. Instead, if the curves were normal­
ized to a fixed t at 1 AU, they would not cross. We ob-max 1
serve that various combinations of 6 and kQ produce similar 
curves, i.e. (6=0, ko=5xl020 cm2/sec) and (6=-l, ko=1021 
cm2/sec) shown in Figure 4.2A and B, respectively. The 
small differences in these two groups of curves are most 
likely rendered unresolvable by the normal fluctuations 
present in any single parameter data set. Thus, theoretical 
results obtained using a single parameter analysis are us­
ually not unique— even within the framework of a simple 
numerical model.
To illustrate a second point that has recently, and 
incorrectly, been reported in the literature, we examine the 
anisotropy predictions at . The curves in Figure 4.3
show £ (t ) vs. r for various values of k when 6=0 (Fig-TQclX 3T
ure 4.3A) and for various values of 6 when kr (1 AU) = 1021 
cm2/sec (Figure 4.3B). As before, the curves show a cross­
over created by the particular normalization (Figure 4.3B), 
and a very strong dependence on 6. The point of interest
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I x |Ozo cm /secNUMERICAL DIFFUSION MODEL 
h *0 .0 5 A U , k=O.l hr, R0 = IOAU  
Vs> 4 0 0  Km/sec ,T=5.0MeV, 7 * 3 .0  
with j3 = 0  






NUMERICAL DIFFUSION MODEL 
h * 0 .0 5  A U , k= 0.1 hr, R3= 10AU 
Vs= 4 0 0  km /sec , T * 5.0 MeV, 7 = 3 .0  
/C ^ K ^ w i lh  /cr C1AU)= I0 2 lcm2/sec  





1.0 2.0 5.03.0 4 .0
RADIUS (AU)
Fig. 4.2 The t Parameter is calculated from tne numerical J max -
diffusion model as a function of radial distance 
for: (A) 0=0, k =variable; and (B) for ?.= vari­
able, kr (lAU)= lu21 cm2/sec. The crossover of the
t vs r curves in (B) are due to the normaliza- nax
tion of k at 1 AU.
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NUMERICAL DIFFUSION MODEL - 
h=0.05 A U , k= O.l hr, RB= 10 AU I 
T=5.0 MeV, r=  3 .0 ,  Vs* 4 0 0  km/sec 
Kr- k z tp wilh /3 = 0  
IN J  * 0 .0 5  hr
5x 10 cm /sec
-  ix lC 21 crrr/sec
5x iO  cm /sec
I x 10 cm /sec
7.05.0 6.01.0 2.0 3.0 4 .0
RADIUS (AU)
NUMERICAL DIFFUSION MODEL - 
T= 5.0 MeV, Y = 3 .0 , Vs =400 Km/sec ' 
Kt = Kz r *  with /?r (IAU) = !02 lcm2/sec 
IN J  = 0 .0 5  hr
6.0 7.01.0 2.0 3 .0 5.0
RADIUS (AU)
Fig. 4.3 The £ (t ) parameter is calculated from the numer-
IHcL X
ical diffusion model as a function of radial dis­
tance for: (A) 8=0, k =variable; and (B) for 8=
variable, k (1AU)=1021 cm2/sec. The crossover of 
the £(t )rvs r curves in (B) are due to the
IYVcLX
normalization of kr at 1 AU.
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with regard to the behavior of these curves concerns the re­
cently published data of McCarthy and O'Gallagher (1975, 
1976). Using a model that neglects coronal effects, con­
vection, and adiabatic deceleration, they analyze £ tt ) 
from a data set similar to that presented in this paper. 
Their conclusion, drawn from experimental data that shows 
£ (tmax) decreasing with r, states that interplanetary pro­
pagation "is well approximated by diffusion with a slowly 
increasing coefficient as one moves away from the sun." 
Specifically, they find 6=0.9+0.4. If Figure 4.3B is exam­
ined, it is abundantly clear that their conclusion is total­
ly inconsistent with our more general propagation model. In 
fact, using their data, and if their least squares fit is at 
all believable, 3^-1.5 instead of the value they propose. 
(Further discussion of their results will be presented in 
conjunction with our own data in Chapter V). This compari­
son clearly illustrates that convection and adiabatic decel­
eration effects must be included in any meaningful analysis 
of data at larger radial distances.
The remaining three parameters that are defined in 
each solar particle event are shown in Figures 4.4 to 4.6 
as a function of radial distance for various values of the 
diffusion coefficient. The J(t _) parameter, shown in Fig-IHciX
ure 4.4, is defined as the ratio of the flux j(t ) seenITtclX
at the radial distance R divided by the flux j1 ) seen
at 1 AU. As expected the magnitude of J(t , ) decreasesmax
with both increasing radial distance and smaller values of
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k^. The At5 parameter, shown in Figure 4.5, is defined as 
the time width of the solar particle event at 1/5 j(t ,w ).IUcLX
Figure 4.5 shows that At,, increases rapidly with increasing
radial distance for most values of k or 8. The last para-r
meter t , shown in Figure 4.6, represents the exponential 
decay time which is calculated during the early decay time 
period of a solar particle event. The t parameter curves 
closely resembles the At,, parameter curves in that both sets 
of curves increase rapidly with increasing radial distance 
for most values of kr and 6.
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Fig. 4.4 The J(tm ) parameter is calculated from the numer­
ical diffusion model as a function of radial dis­
tance for: (A) 3=0, kr= variable; and (B) for 6=
variable, k (1AU)=1021 cm2/sec. J (t ) is defined
IT TiicLX
as the ratio of the flux j{t ) seen at the radialmax
distance R divided by the flux j' (t ) seen at 1AU.
Fig. 4.5 The At^ parameter is calculated from the numerical 
diffusion model as a function of radial distance 
for: (A) 3=0, kr= variable; and {B) for 3= vari­
able, kr (lAU)=1021 cm2/sec. At^ is defined as the 
time width of the solar particle event at l/5j(t _„)•ITldX
Atj. is seen to increase rapidly with increasing 
radial distance for most values of kr or 3.
Fig. 4.6 The t parameter is calculated from the numerical 
diffusion model as a function of radial distance 
for: (A) 3=0, k = variable; and (B) for 3= vari­
able, kr (lAU)=1021 cm2/sec. r represents the 
exponential decay time during the early decay time 
period of a solar particle event. t , like At^, is 
seen to increase rapidly with increasing radial 
distance for most values of kr and 3-
xouu
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Normalized at IAU NUMERICAL DIFFUSION
MODEL =
h =0.05A U , k=O.I hr., R B = IOAU I  
Vs - 4 0 0  km/sec ,T= 5.0MeV, / - 3 0  - 
Kt • KZtf* with /3=0 __























h=0,05 AU, k=0,ihr, RB=IOAU 
:4 0 0 km/sec, T=5.0MeV,
INJ = 0.05hr.








h=0.05AU, k=O.I hr., RB= IOAU 
Vs= 4 0 0  km/sec, T = 5.0MeVt> 
y  = 3.0
Kr = KZ rP with Kr (IAU)=
I02lcm2/sec 
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NUMERICAL DIFFUSION 
MODEL
h=0.05 AU, k=0.t hr., RB = I0AU 
Vs=400km /sec, T=5.0MeV, 
y= 3.0
Kt -  k z with f3=0  
INJ=0.05hr.




h=0.05AU, k=0.1 hr., RB = IOAU 
Vs=400 km/sec, T =5.0 MeV, 
y  = 3.0
K r  = K Z t & with k>(1 AU) =
I0 2,cm2/sec 










STATISTICAL ANALYSIS OF SOLAR PARTICLE EVENTS FROM 1 TO 5 AU
Using the working numerical model developed in 
Chapter IV, we now turn to quantitatively answering the 
question: what is the best representative description for
the average interplanetary propagation of solar particles? 
Explicitly, we are after a representative form for the 
diffusion coefficient k„ (=kr/cos2^ ) which in turn leads to 
a definitive value of the mean free path A„via kn=^vA„.
There are two approaches that would lead us to our 
goal. We could individually fit events with the numerical
propagation model, then combine the results of each fit to 
find the average k„. Or we could collectively fit all the 
solar particle events by choosing certain parameters that 
are uniquely defined in each event, then fit the model to 
each complete parameter data set. The results for each 
parameter are then combined to form the average k„. To 
correctly apply the first approach, multispacecraft charged 
particle, solar wind, and magnetic-field data are needed.
At the present time such a complete data set is not avail­
able. Thus, we opt for the statistical parameter approach.
While this method cannot dig out unique individual event 
anomalies , it does allow for a fairly clear determination of 
the average propagation conditions.
A statistical parameter analysis should encompass as
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as many different characteristics of each event as possible. 
We have therefore selected five parameters that represent 
early as well as late time features in each simple solar 
particle event. These parameters are defined in Figure 5.1. 
Three of the parameters are well-known and have been examin­
ed in detail in Earth-based statistical studies— t ,max
J(t ), t (McCracken et al, 1971; Lanzerotti, 1973; Rein-
IllcLX
hard and Wibberenz, 1974; McKibben, 1972; Ma Sung et al, 
1975). A fourth parameter, the anisotropy at time of max­
imum, was initially studied by McCarthy and O'Gallagher 
(1976). The fifth parameter At5 has not been studied before 
and is defined as the time width of the event at 1/5 j (tmax)• 
Using the complete Pioneer data set, at 3.4-5.2 Mev 
and 24-30 Mev, we analyze each parameter with the numerical 
model described at the end of Chapter IV. A separate dis­
cussion will be presented for each parameter starting with 
the raw data and ending with a determination of the diffu­
sion coefficient. The results obtained from all five para­
meters are then combined for each energy range and discussed.
5.1 The Usable Data Set
During their respective launch to Jupiter encounter 
travel times, Pioneer 10 recorded 19 and Pioneer 11 record­
ed 10 solar particle events with j (20-30 Mev)>10 * p/sec* 
cmJ»sr Mev. Each of the 29 solar particle events are listed 
in Table 2.2 in Chapter II along with the pertinent solar
90
Parameters in 






5 0 6010 4020 3 0
t im e  (hrs)
Fig. 5.1 A typical solar particle event j vs time profile is 
drawn to demonstrate the definition of the 5 para-
meters W -  S'Vix*' J(tmax>' 4tS' T- The 5(tn.ax> 
data are taken from the anisotropy time profile.
The At^ parameter is defined to be the time width 
of the solar particle event at 1/5 of the maximum 
flux. The t parameter represents the early decay 
phase of an event.
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flare association and spacecraft-associated information.
Of these 29 events, several are too small for analysis
-  3
(j(20-30 Mev)<10 p/sec*cm2*sr Mev), while others have 
missing data during important time periods. At low energies 
local phenomena— e.g. shock spikes, sector boundaries, etc. 
— sometimes cause distortion in the j and £ time profiles.
A final problem, common to all parameters, is the variable 
spacecraft-flare connection longitude. All of the paramet­
ers used in this study are, to some degree, but some more 
than others, a function of the flare connection longitude 
(McCracken et al, 1971; McKibben, 1972; Lanzerotti, 1973; 
Reinhard and Wibberenz, 1974; Wibberenz and Reinhard, 1975; 
Schulze et al, 1975; Zwickl et al, 1975). Unfortunately 
there are 10 events that have spacecraft-flare connection 
longitudes >50° Thus, if the angular dependence is strong 
enough, these events should be eliminated from the final 
analysis. This leaves us with, depending upon the circum­
stances, 10 to 20 good events scattered over 4 AU— enough 
to get a useful determination of the average diffusion 
coefficient.
In order to nomalize the solar particle data at the 
two Pioneer spacecraft to Earth-based observations during 
this period of study, we have used data from the GSFC solar 
particle experiments on board IMP-5 and IMP-7. We used two 
simple rate channels from the IMP data that correspond 


















PIONEER 10 MARCH 1972 - DEC. 1973 24.1-30.6 1 20-56 .22 3 .4-5.21 3.2-21.6 0.15
PIONEER 11 APRIL 1973 - DEC. 1974 24.1-30.61 20-56 .22 3 .4-5.2 1 3.2-21.6 0.15
IMP 5 MARCII 1972 - DEC. 1972 20-30 - 2 4.2-6.2 - 0.212
IMP 7 JAN. 197 3 - DEC. 1974 25-80 - 2 4.0-23.5 - 0.39
1 From PHA Analysis
2 Geometry factor varies with energy from ^2.3 to 3.3 cm2/sr
3 In units of cm2/sec
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for details). However, we were not able to get comparable 
anisotropy data— IMP-5 did not have the capability to pro­
duce anisotropy data. For details of the GSFC charged 
particle detector on board IMP-5, see Van Hollebeke et al 
(1974) .
5.2 Statistical Parameter Analysis
5.2.1 First Parameter— tmax
Along with the data problems outlined above, tmax
has one additional limitation not associated with the other 
parameters: the parent flare must be identified. This
requirement, along with the previously mentioned restric­
tions, leaves 15 usable events of which four have space- 
craft-flare connection longitudes >50°. The Pioneer 10 and 
11 tmax data are shown in Figure 5.2 for the two energy 
intervals 24-30 Mev and 3.4-5.2 Mev. In each case the four 
large longitude separation events are marked by an X on top
of the data. The Earth-based IMP-5 and IMP-7 t data formax
spacecraft-flare connection longitudes <50° are included in 
Figure 5.2.
A complete listing of the Pioneer 10 and Pioneer 11
t data is given in Tables 5.2 and 5.3 for the 24-30 and max
3.4-5.2 Mev energy intervals, repectively. The IMP-5 and 
IMP-7 high and low energy tmax data are listed in Table 5.4 
and Table 5.5, respectively.
The data, shown in Figure 5.2, reveal several
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Fig. 5.2 The Pioneer 10 and 11 t data are shown as a func- 3 max
tion of radial distance. IMP-5 and IMP-7 t datamax
obtained during the same time period for spacecraft- 
flare separations <50° are included for Earth based 
comparison. The X above the Pioneer data indicates 
solar particle events with spacecraft-flare sepera- 
tions >50°. The area within the dashed lines rep­
resents the possible fit region by our numerical 
propagation model (see Figure 5.3).
Fig. 5.3 The k vs 3 diffusion coefficient contour maps are
derived from the analysis of the t, data with ourJ max
numerical propagation model. The Best fit contours 
represent all combinations of kr and 3 that produce 
a good average fit to the data. The Possible fit 
contours represent all combinations of k and 3 
that produce a fit to the data indicated between 
the two dashed curves in Figure 5.2. The vector 
diagrams indicated by INJ, Ay, and Total represent 
corrections to the diffusion coefficient contours 
for a nonimpulsive injection profile, a increasing 
spectral index, and the combination of both, re­
spectively. The corrections are discussed in 
Section 5.3.
1 I I I I I------ 1 1
250
200
PARAMETER t MAX 
2 4 -  3 0  MeV Protons 
All Events
J Pioneer 10 
$ Pioneer 11
*  >  5 0 °  s/c Flare Separation















_j_____ i_____ I_____ f_





3 .4  -5 .2  MeV Protons 
All Events 
^ Pioneer 10
|  Pioneer II
*  > 5 0 ° s /c  Flore Separation'
• IM P  5 &  7 /  _
/ *
« /




 !___ ■ < t i___ L.
2 .0  3 .0  4 .0
RADIUS (AU)
1022 ^  i r
Pioneer 10 and tl 
24 -3 0  MeV Protons 
Parameter tmax 
Model k ^ kqtP  







A X  1  
Total t_*






Pioneer lOand 11 -
3 .4 -5 .2M eV  Protons “  
Parameter tmax *“
Model K fK 0r& -



















J (t ) 3 max










1. 42±.16-2 3.19+.80+0 20±5
3 Apr. 18 1.22 23±5 .87±.13 1.09 7.60±.50-2 4.46±.50-1 32±2 20 + 2
5 May 28 1.57 62±2 .53+.20 1.42 3.62+.29-2 1.64+.25-1 70 + 20 35±4
6 June 8 1.67 -- .53+.20 1.51 5.70±.37-2 6.67+5.0-1 31 + 2 13+1
7 June 16 1.75 -- --- — 4.80±1.0-3 5.81+1.6-2 78+3 ---
8 July 19 2.06 --- .74+.24 1.68 3.32±.13-1 1.03+.10+1 29±1 ---
10 Aug. 16 2.31 35.5+2 . 78±.26 1.65 1.95+.22-2 3.81±.80-1 --- 36±4
11 Sep. 7 2.50 --- --- — 4.22+.15-4 5.06±.60-2 --- ---
12 Oct. 30 2.93 49.5+3 .30+.14 1.30 1.40*.16-3 7.03±1.1-3 96+10 31+4
1973
13 Apr. 17 4.04 163 ±3 -- — 1.38±.30-3 1.39±.30-2 66 + 6 32±5
14 May 3 4.12 108+3? --- — 7.48+.66-3 ---- 99±6 46 + 6
15 May 7 4.14 110±10 -- — 5.34+1.1-3 ---- 160+16 47±10
16 July 17 4.50 --- --- — ---- ---- --- 80 + 15
17 July 31 4.59 218±6 --- — 1.09+.26-3 2.58+.60-2 102+12 90 + 10
18 Sep. 8 4.74 48.5+6 --- — 6.20+1.7-4 1.37+.40-3 140+20 68 + 10
vo
TABLE 5.2(Cont.)
Pioneer 10 and 11 24 to 30 Mev Solar Flare Parameter Data (Mar. 1972 - Dec. 1974)
Event 
















2 Apr. 29 1.07 3.Oil .59±.04 1.09 4.01+.26-1 6.731.40-1 25+2 llil
3 May 6 1.11 --- --- — 5.30+1.2-3 ---- 34 + 5 ---
4 May 14 1.16 --- --- — 2.66±1.1-4 ? BG --- ---
5 July 29 1.83 20 + 3 .52±.27 1.59 1.93+.24-3 4.56+.70-2 108 + 6 4915
6 Sep. 7 2.20 51 + 3 .41+.28 1.64 3.10±.36-3 6.831.90-3 60 + 6 20 + 2
7 Sep. 17 2.29 --- --- — 3.12+.84-3 1.001.40+0 54 + 6 ---
8 Nov. 3 2.69 27 + 3 .361.20 1.42 1.36±.29-3 1.541.40-2 90 + 6 3017
1974
9 Sep. 12 4.64 131±4 .22±.11 1.10 2.66±.37-3 1.79+.30-3 16816 43±5
10 Sep. 24 4.69 1 1 H 6 .24+.02 1.11 7.03±.55-2 7.03+.60-2 126+6 4514
1. t = time from H„(max) of the flare to time of maximum flux observed at the spacecraft.max “
2. Amp= amplitude of £ (t ) times Corr— the correction factor (see Appendix A).max
3. jp= part/sec*cmz*sr*Mev, and jp/jJ= ratio of Pioneer to IM P  spacecraft which includes
a energy correction of 1.3 8 for IMP-5 and 0.26 for IMP-7. The last 2 characters for each 
value of jp and jp/jj refer to the power of 10, i.e. 1.42±.16-2 is 1.42±.16x10 2.
4. At-s time width of a solar particle event at (l/5)j(t ).
v _ j TT13.X
5. T=-j Oj/3t) and is calculated during the early decay time period.
TABLE 5.3




















2.25+.12+0 1.321.30+0 19i3 1011
3 Apr. 18 1.22 2515 . 75±.06 1.13 1. 02+.06+2 8.681.90-1 60+4 22 + 2
5 May 28 1.57 80+1 .25+.01 1.46 7. 6H.17+1 3.561.30-1 90116 3514
6 June 8 1.67 -- .86+.06 1. 56 4.131.09+0 3.97+.70-1 6713 3414
7 June 16 1.75 -- -- — 3.691.02+1 1.42+.10-1 48 + 3 45 + 5
8 July 19 2.06 -- .97+.03 1.73 1.341.04+1 4.22+.75+0 2312 --
10 Aug. 16 2.31 55 + 3 .681.14 1.70 3.831.12-1 2.561.60-1 -- --
11 Sep. 7 2.50 -- -- — 2.351.23-2 5.8212.0-2 -- --
12 Oct. 30 2.93 87±3 .711.08 1.34 1.681.10+0 3.811.40-3 159 + 6 7215
1973
13 Apr. 17 4.04 181 + 1 .33+.06 1.10 1.29+.08+0 1.621.10-1 56 + 6 46 + 4
14 May 3 4.12 114±3 .111.04 1.10 4.351.10+0 --- 10216 5313
15 May 7 4.14 105±10 .211.03 1.10 5.13+.27+0 2.10±.40+1? 15816 47+4
16 July 17 4.50 -- -- — --- --- -- >120+20
17 July 31 4.59 266 + 6 .361.09 1.13 2.02+.07-1 1.231.10-1 114 + 6 68 + 7
18 Sep. 8 4.74 61 + 6 .191.12 1.17 1.671.08-1 4.371.30-3 >200 ? 167120
vo
TABLE 5.3 (Cont.)










j < w ;





2 Apr. 29 1.07 13+2 .39±.11 1.12 5.37+.25+0 1.28±.10+0 33 + 2 1112
3 May 6 1.11 --- --- — 1.40±.13-2 5.72±1.7-2 --- ---
4 May 14 1.16 -- --- — 6.23+.24-1 1.65+.10+0 --- ---
5 July 29 1.83 43 + 4 .49+.18 1.62 5.78+.37-2 3.53+.25-2 12018 3614
6 Sep. 7 2.20 71±3 .30±.08 1.69 5. 95+.15+0 1.56+.10-1 54+3 2512
7 Sep. 17 2. 29 --- --- — 6.53+.94-2 1.40+.35+0 5716 ---
8 Nov. 3 2.69 57 + 3 .34±.20 1.47 5.32+.78-2 1.69+.30-2 11516 5516
1974
9 Sep. 12 4.64 193±2 ■> 1.10 2.05+.14+0 1.23±.10-2 132124 6716
10 Sep. 24 4.69 106 + 6 .46+.11 1.14 4.20+.14+0 9.05+.45-1? 15619 3013
1. Snax- time from Ha(max) of the flare to time of maximum flux observed at the spacecraft.
2. Amp= amplitude of £{t „) times Corr— the correction factor (see Appendix A).
TTlclX
3* jp= part/sec*cm2*sr*Mev, and jp/jj= ratio of Pioneer to IMP spacecraft which includes
a energy correction of 0.66 for IMP-5 and 0.14 for IMP-7. The last 2 characters for each
value of jp and jp/jj refer to the power of 10, i.e. 1.02±-06+2 is 1.02±.06xl02.
4. Atc= time width of a solar particle event at (1/5)j(t ).
5 _ x max
5. x=-j(3j/3t) and is calculated during the early decay time period.
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IMP- 5 and IMP-7
TABLE 5.4 
High1 Energy Parameter Data (1972 to 1974)










2 Mar, 28 -- 1.02+.19-2 2015 1 H 2
3 Apr. 18 7±3 3.901.20-1 1411 13 + 1
5 May 28 -- 3.051.18-1 51±4 2 H 2
6 June 8 -- 1.18+.80-1 2913 1212
7 June 16 -- 1.14±.08-1 3712 3014
8 July 19 -- 4.46±.33-2 651? --
10 Aug. 16 -- 7.07±.54-2 -- 7.7+1
11 Sep. 7 -- 1.151.14-2 -- --
12 Oct. 29 4 ±1 2.75+.16-1 2813 16i3
IMP-7
1973
2 Apr. 29 5±1 1.55+.01-1 19*1 4 013
3 May 6 -- --- -- --
4 May 14 -- 1.42±.31-4 -- --
5 July 29 -- 1.101.02-2 98*4 33 + 3
6 Sep. 7 3±1 1.181.01-1 1812 14 + 2
7 Sep. 17 -- 8.121.39-4 -- --
8 Nov. 3 3±1 2.30 + .02-2 20+2 i o n
1974
9 Sep. 12 3±1 3.861.02-1 68 + 2 15 + 1
10 Sep. 20 -- 2.601.01-1 87±4 9 + 1
1. High energy refers to 20-30 Mev for IMP-5 and 25-80 Mev for IMP-7.
2. No. is the Pioneer 10 event No. during 1972 and the Pioneer 11 
event No. during 1973 and 1974.
3. J(t ) is in units of part/sec*cm2>sr*Mev and -1 is read 10 l.lu&X
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IMP- 5 and IMP-7
TABLE 5.5 












2 Mar. 28 -- 1.13±.17+0 20 + 5 8±2
3 Apr. 18 19±3 7.8 0±.53 + 1 55 + 2 20 + 2
5 May 28 -- 1.42±.08 + 2 55+3 15 + 2
6 June 8 -- 6.91±1.1+0 35+3 20 + 2
7 June 16 -- 1.73+.10+2 50 + 5 50 + 5
8 July 19 -- 2.11±.33+0 65±? --
10 Aug. 16 -- 9.94+1.8-1 -- 13±2
11 Sep. 7 -- 2.6B±.82-1 -- --
12 Oct. 29 10±1 2.93+.18-2 
IMP-7
19 + 2 17+2
1973
2 Apr. 29 11 + 1 6.00+.50-1 19 + 1 --
3 May 6 -- 3.50±.60-2 -- --
4 May 14 -- 5.40+.15-2 -- --
5 July 29 -- 2.34+.03-1 92±6 19 + 2
6 Sep. 7 10±1 5.46+.01+0 18 + 3 19 + 2
7 Sep. 17 -- 6.68+.50-3 -- --
8 Nov. 3 12±1 4.51+.04-1 44±2 14 ±2
1974
9 Sep. 12 9±1 2.39+.01+1 78 + 4 27±2
10 Sep. 20 -- 6.64+.05-1 92 + 3 9±1
1. Low energy refers to 4-6 Mev for IMP-5 and 4-23*5 Mev for IMP-7,
2. No. is the Pioneer 10 event No. during 1972 and the Pioneer 11 
event No. during 1973 and 1974.
3. J ( t i s  in units of part/sec*cmJ*sr*Mev and -1 is read 10 l .
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interesting features. First, tmax clearly increases with
increasing radial distance. For protons ^30 Mev at Earth,
t , varies between 3 and 10 hrs. This is clearlv severalmax
times smaller than the average value seen at 4 to 5 AU.
Second, the fluctuations in t seem to increase withmax
increasing radial distance. This is expected since a small 
change in the solar particle propagation conditions at 1 AU 
will translate into a large effect on the solar particle 
event at 5 AU. And third, t is longer, on the average,
ITlclX
at lower energies. This is evident out to ^3 AU but is
hidden in the large fluctuations seen at larger radial
distances. This trend is also seen in the Reinhard and
Wibberenz (1974) data at Earth.
Due to the large fluctuations within the small data
set (Figure 5.2), it is impossible to obtain a single best-
fit value for k and 6 with our numerical model. Since allo
five parameter data sets show similar features, we have 
decided to construct equal probability contour maps of the 
diffusion coefficient in the kr vs. B plane (see Figure 5.3) 
where each contour is constructed by individually mapping 
the range 1019<kr<1022 cm2/sec and -2<B<2 with curves like 
those shown in Figures 4.2 through 4.6 in Chapter IV (thus 
implying that all values enclosed within a contour are 
equally probable . In order to portray the goodness of the 
fit, we have constructed two levels of contours: 1) the
best fit, 2) the possible fit. The best-fit contour encloses
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all (kr,3) values that reproduce a good average fit to the 
data. The possible fit includes (kr ,3) values that en­
compass most of the data (see dashed lines in Figure 5.2). 
This contour indirectly reflects the normal fluctuation of 
the data as seen through the model.
The k contour maps for the t parameter are 
jt max
shown in Figure 5.3. Here the size of the contour reflects 
the uncertainty present in the data while the jagged appear­
ance is related to the minimum 6 resolution used in obtain-: 
ing the curves (A£3=|) . We can see that at the higher 
energy kr is larger and centered at a lower value of 3.
But since kr 2 5 / k r 4 < v25^v4 wkere v 2 5  = avera9e velocity for 
24-30 Mev protons, the t data still suggest that
lUClX 4 ^
Exact calculation of the mean free path X will be postponed 
until all five parameters have been discussed and contours 
for kr and 6 determined in each case.
We have also taken the liberty of being somewhat 
lenient in developing the contours shown in Figure 5.3.
This philosophy was adopted because each parameter is known 
to depend upon various systematic effects ignored in this 
analysis by our model (e.g., variable injection profile, 
azimuthal distribuation, and a changing spectral index).
Our hope is that by individually analyzing five different 
parameters, each with a different mixture of systematic 
effects, and then combining the results, a better determin­
ation of kr and 3 can be made. The small vector diagrams 
labeled by INJ, Ay, and Total in Figure 5.3, will be dis-
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cussed in Section 5.3.
Finally, we note that the t data could be fit bv 1 max
other models. One example is the pure diffusion model where 
(Krimigis, 1965)
r2“6
^nax = 3kQ (2-B) (5‘1)
g
and kr=kQrp. The fit is very good for 0<3<1. However, for 
the same data, the 3 range and the magnitude of kr are higher 
for the pure diffusion model. This difference can clearly
be traced to the convection and deceleration terms present
in our model. To illustrate the magnitude of this differ­
ence, we invoke the Ng and Gleeson (1971) result which com­
bines the effects of deceleration and convection
Snax lNG* = Tn+ITk <5-21
3*
where n={ (2+V /k ) 2+16V (y-Js)/3k } and 3=1. Since n isb u s o
always greater than 2 for y>h, then it will turn out that
kQ in the diffusion expression is >kQ (NG) and, as a result,
t (NG) is always less then t obtained in the pure dif- max max
fusion model. Our model calculations show that a similar 
situation applies for other 3 values. Thus, the convection 
and deceleration terms do affect model calculations as early 
as the time to maximum and they become more important at 
larger radii. Similar results were obtained by Fisk and 
Axford (1968) from the comparison of analytical models with 
and without the convection and energy loss terms.
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5.2.2 Second Parameter - £ (t 0 )IT13X
The £ ) parameter is the most difficult to
obtain from the data. Simple rates must be used since the
PHA energy bands create a natural bias (see Roelof, 1974).
The rates, 3.2-21.6 Mev and 20-56 Mev, are selected so that
approximately the same mean energy is retained as for the
other parameters. The anisotropy is then calculated at the
t in the manner described in Appendix A. A complete max
listing of the Pioneer 10 and 11 anisotropy data along with 
the geometrical correction factor that was used in correct­
ing both the high and low energy anisotropy data are listed 
in Tables 5.2 and 5.3,respectively.
To obtain the most reliable £ (t ) data, we have
III 3 . X
applied a selection criteria that requires all spacecraft- 
flare connection longitudes be <50°, i.e. lie within the 
fast coronal propagation region (Reinhard and Wibberenz, 
1974). The final E, (t ) dataare shown in Figure 5.4.
IHclX
Although the data is limited, a slight downward trend in
values of C(t ) can be seen at both energies--at least max
during the first two AU. A second feature displayed in
Figure 5.4 is that the lower energy events tend to have a
larger £ (t ) than the higher energy events, an effect also m3x
seen at Earth.
We now fit this data (Figure 5.4) with our numerical 
model to form a second diffusion coefficient contour map.
The procedure is similar to that described in Section 5.2.1. 
The results are shown in Figure 5.5. As before, the higher
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Fig. 5.4 The Pioneer 10 and 11 E, (t ) data with spacecraft-
flare connection longitudes <50 are shown as a 
function of radial distance. The area within the 
dashed lines represents the possible fit region for 
our numerical propagation model (see Figure 5.5).
Fig. 5.5 The k vs S diffusion coefficient contour maps are
derivSd from the analysis of the £ (t_=v) data withinax
our numerical propagation model. Included in (B) 
are the McCarthy and O'Gallagher (1976) analysis of 
a similar set of £ (t. ) data via a pure diffusion
I r la X
model and a re-analysis of their data with our nu­
merical propagation model. The difference in kr 
and 6 between the two analysis is clearly related to 
the presence of convection and deceleration terms 
in our model.
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energy data has the larger kr . Here, however, the contours
reflect a larger k and a more negative 0 than the tr J max
data.
A similar study of has been reported using
Pioneer 10 and 11 data in the 3-21 Mev energy range by 
McCarthy and O'Gallagher (1975, 1976). They claim that 
£ (t ) decreases sharply with increasing radial distance.
ITiclX
We feel that £ (t ) does decrease with increasing r, butmax
not nearly so dramatically as presented by McCarthy and 
O'Gallagher. The differences in the data sets are clearly 
related to our more stringent corrections and selection 
criteria (i.e., low energy corotating structure is elimin­
ated from our data). We have included in Figure 5.5 the 
McCarthy and O'Gallagher results plus a re-evaluation of 
their data using our propagation model. The differences 
between their and our values for kr and 3 are overwhelming I 
The average deduced kr changes from 4x1021 cm2/sec to 7x1020 
cm2/sec while the average 0 changes from 0.9 to -1.5. Thus, 
the differences in deduced values for 0 and kr are directly 
related to the convection and adiabatic deceleration terms 
neglected by McCarthy and O'Gallagher (1976). The effects 
due to a nonimpulsive injection profile in this analysis are 
neglectable and cannot explain these differences.
5.2.3 Third Parameter - J(t _„)JTlcLX
It is impossible with a single spacecraft to deter­
mine the radial dependence of J(t ) since solar events can
Ill
vary as much as 1^0** in flux— a range greater than the pre­
dicted radial variation. To rectify this situation, we 
have obtained IMP-5 and IMP-7 data to act as an Earth base­
line {see Table 5.1). We then normalize the energy range of
the respective detectors and form the ratio J (t _ )/Jx (t , )p iucix x max
where P=Pioneer and I=IMP. The J(t ) data from eachmax
spacecraft and for both the high and low energy intervals 
for each solar particle event are listed in Tables 5.2 
through 5.5. All events for which data exist at both space­
craft, excluding those with possible local effects near
t , are shown in Figure 5.6. The two events (Figure 5.6B) max  ^ ^
with question marks refer to data possibly associated with 
forward and reverse shock pairs (Smith and Wolfe, 1976) and 
are not considered as reliable in this study. Events with 
spacecraft-flare connection longitudes >50° have small 
arrows above them indicating the direction the data would 
move if an azimuthal correction was made, based on an ex­
ponential azimuthal distribution (see McCracken et al, 1971; 
McKibben, 1972). A detailed azimuthal correction could not 
be made without further azimuthal information for each event. 
An examination of the arrows above the data in Figure 5.6 
reveals that an azimuthal correction would not significantly 
reduce the scatter in the data. Thus, we present and 
analyze the data without any azimuthal correction.
Like the other parameters discussed earlier, the
J (t ) ratio data shows a definite trend in Figure 5.6; in max ^
this case it decreases with increasing radial distance. The
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Figure 5.6 The ratio of Pioneer to IMP flux at t ,3 max
J_ (t )/JT (t ), are shown as a function of P max ' I ' max '
radial distance. The area within the dashed
lines represents the possible fit region for our
numerical propagation model (see Figure 5.7).
Figure 5.7 The kr vs 3 diffusion coefficient contour maps
are derived from the analysis of the ratio of the
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J(t ) ratio data also shows very large fluctuations in max
magnitude at all radial distances and at both the high and 
low energy intervals.
We apply our numerical model to the data in Figure 
5.6 with the assumption that any theoretical fit between 
the dashed lines represents a "possible fit"— a very gene­
rous approach. The resulting diffusion coefficient contour 
maps are shown in Figure 5.7. There are three interesting 
differences between the contours presented in Figure 5.7 and 
those of the previous two parameters. First, the contour 
maps are much larger— a consequence of the substantial fluc­
tuations in the data. Second, the range of 6, 0 to 2 for 
the "best fit," is higher. And third, there is very little 
difference between the high and the low energy contour maps. 
The last two results represent the influence of the syste­
matic effects (coronal and interplanetary) as seen through
J(t ) . max
An interesting point can be made by comparing the
calculated flux at the t at two different radii. Themax
pure-diffusion theory predicts 
J (r ,t ) r. 3
J*(r*.t ) = <5'3»1 1 max 2
where r^=inner radii and r2 =outer radii. The ratio falls off
“  3exactly as r and is completely independent of the diffu­
sion coefficient 1 Thus, it is theoretically impossible for 
this model to predict any variation other than a r-3 falloff.
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There are only two ways out of this dilemma. One way would 
be to add coronal diffusion. This would necessarily imply 
that all variations in the data, for any energy, are due 
entirely to coronal diffusion. Or secondly, convection and 
decleration could be added. Results from our numerical 
model shows that the exponent 3 in the ratio defined in 
equation 5.3 can actually vary from 0.6 to 7.3 for -2<8<2 
and for 102°<kr (1AU)<1022 cm2/sec. This is a more than 
sufficient variartion to account for all the data fluctua­
tions .
5.2.4 Fourth Parameter— At^
The fourth parameter, At^, represents the time width 
of an event at 1/5 the maximum flux. At any one radial 
distance it represents the combination of coronal and inter­
planetary propagation. The coronal influence on At^ at 
Earth can be seen in Figure 5.8 where the 20-30 Mev IMP-5 
and IMP-7 data from March 197 2 to December 1974 (see Tables 
5.1, 5.4, and 5.5) have been plotted vs. their spacecraft- 
flare connection longitudes. Generally, the data shows very 
small fluctuations for events within 50° of the nominal 
connection longitude (^60W), but the data displays a very 
definite increase in magnitude for eastern events— an effect
also seen in the t parameter (Lanzerotti, 1973; Reinhardmax
and Wibberenz, 1974). The event with the question mark is 
derived from the last of a complex chain of events occurring 
in September 1974. The event has a complex structure that
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is most likely due to multiple injections and thus is 
questionable. Because of the strong connection longitude 
effect displayed in Figure 5.8, which contains the same 
events as seen by Pioneer 10 and 11, we impose the following 
selection criteria: Only events with spacecraf t-flare con­
nection longitudes ^50 will be analyzed, i.e. those with a 
favorable connection longitude. Note that this criteria 
does not require the exact knowledge of where or when the 
particles are released but only from what general active 
region.
The restricted Pioneer 10 and 11 At,. data set is
presented in Figure 5.9. The complete At,. data set is
listed in Tables 5.2 and 5.3. The At,, data set seen in
Figure 5.9 shows that At,, increases rapidly as r varies from
1 to 5 AU. Both energies show fluctuations at large radial
distances. To examine the origin of these fluctuations we
have run the numerical model for widely varying injection
decay times, 0.05 to 10 hours, while holding the diffusion
coefficient constant,k =2.16x102 1cmz/sec and 3=0. Ther
results show that at 1 AU, 14^At^<36 hours, while at 5 AU, 
142<At <150 hours— a variation of 22 hours at 1 AU but only— b—
8 hours at 5 AU. Thus, coronal effects can cause the scatter
seen at small r but they become less important at large r
where interplanetary propagation conditions dominate, i.e.
variation in k . Also we can infer from the small scatter r
in the data near 1 AU in Figure 5.9 that coronal effects are 
less important at higher energies.
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Figure 5.8 The IMP-5 and IMP-7 Ate data are shown as a func­
tion of spacecraft-flare connection longitude.
The Ate data are seen to increase for Eastern 
flare events.
Figure 5.9 The Pioneer 10 and 11 Ate data with spacecraft- 
flare connection longitudes <50 are shown as a 
function of radial distance. The area within 
the dashed lines represent the possible fit 
region for our numerical propagation model (see 
Figure 5.10).
Figure 5.10 The k vs B diffusion coefficient contour maps 
are derived from the analysis of the At^ data 
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There is one event, denoted with a question mark in 
Figure 5.9, that lies well outside the normal range of fluc- 
tion. Upon examination of the flux time profile for this 
event, we find that not only is there considerable structure 
present but also several solar wind increases that look like 
a forward and reverse shock pair (Hundhausen and Gosling, 
1976; Smith and Wolfe, 1976). Thus, the data point is most 
likely invalid for studying the average interplanetary pro­
pagation conditions.
As before, a set of At^ vs. r curves are derived 
with the use of the numerical model and applied to the data 
set. The contours for the diffusion coefficient are shown 
in Figure 5.10. These diffusion coefficient contours are
similar to but lower and more confined than the J{t „ )max
contours. Again, the general 0 range is higher for At^
than for t „ and £ (t ) with the only overlapping region iticix max
occurring for 0^0. The high-energy contour is again con­
fined to higher values of kr than the lower energy contour
— as is the case for the t „ and £ (t „ J parameters.max max
5.2.5 Fifth Parameter - x
The decay-time parameter is the only parameter that 
exclusively examines the late-time profiles of events— a 
time when the injection profile, along a single field line, 
should be less important and the effects of convection and 
adiabatic deceleration should be more important. The inter­
planetary azimuthal profile, however, can still be important
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and can cause large variations in the decay-time constant 
{McCracken et al, 1971; McKibben 1972, 1973). Since good 
multispacecraft data at the same radial distance does not 
exist during the time period of this study, a useful ex­
perimental correction for the azimuthal profile cannot be 
determined or applied to our data. To help reduce the 
effect of the azimuthal profile on the x data set, we have 
imposed the criteria that only data with spacecraft-flare 
connection longitudes 550° will be used. Also, throughout 
this analysis we have defined the decay-time constant as
_ i
x = -J(3J/3t) where J= flux of solar particles at time t. 
This expression was used for all experimental and theoret­
ical calculations.
The decay-time constant is not always independent 
of time— it can vary during an event {McKibben, 1972). In 
order to minimize this problem in the data, we have always 
experimentally determined x starting ^1 day after the tmaj£ 
of an event. Thus, t should be called the early decay-time 
constant.
The x vs r data are shown in Figure 5.11. The com­
plete t data set for all four spacecraft are listed in 
Tables 5.2 through 5.5. Included for comparison in Figure 
5.11 are IMP-5 and IMP-7 data at Earth for the same events. 
We note that the higher energy data are very closely grouped 
out to 5 AU, except for one event that, because of a low 
intensity, might be influenced by the background flux level, 
while the lower energy data shows a larger dispersion.
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Besides the definite energy dependence displayed in Figure
5.11, both sets of data show a well-defined, almost linear 
increase in t  with increasing r. A straight-line fit to the
data produces a good fit with a slope of 9±2 hr/AU for the 
24-30 Mev protons and a slope of 16±4 hr/AU for the 3.4-5.2 
Mev protons (shown in Figure 5.11). The intercept of the 
straight-line fit passes through the origin at the lower 
energy but not at the higher energy. We can produce a rea­
sonable fit to the high-energy data with the intercept pass­
ing through the origin (slope=10.5+2 hr/AU); however, then 
the IMP data are almost all too large.
In order to get an intuitive feeling of the influ­
ence of the diffusive vs. the convective and deceleration 
terms during the decay phase, we utilize the simplified 
analysis presented by Forman (1970). Forman assumed that 
CVsU>>k*AU where C = Compton-Getting factor and that j^E 'r. 
Thus,
T = 2V~ (2+ay) (5.4)
s
If the deceleration term had been neglected, equation (5.4) 
would reduce to r=r/2V which represents only convection.
To illustrate the importance of these effects, both the con­
vection and convection plus deceleration approximations have 
been plotted in Figure 5.11 where we have assumed <y>=2.4 
for lower energies and <y>=3.25 for higher energies, which 
are the average values of the spectral index for all near- 
Earth solar particle events. The pure convection curve,
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Figure 5.11 The Pioneer 10 and 11 x data wi£h spacecraft-
flare connection longitudes <50 are shown as a 
function of radial distance. IMP-5 and IMP-7 
x data that were obtained during the same time 
period and under the same criteria are included 
for Earth based comparison. Curves derived by 
Forman (1970) with the assumption of j^E  ^are 
displayed for propagation of solar particles by 
convection only and for convection plus decel­
eration. A straight line fit to the t data shows 
that x is a function of energy.
Figure 5.12 The kr vs 3 diffusion coefficient contour maps
are derived from the analysis of the t data with 
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slope = 49 hr/AU for Vg = 425 km/sec, produces a poor fit to 
both the high and the low energy data, while the convection 
plus deceleration curve, slope = 21.6 hr/AU, produces a 
slightly high but acceptable fit to the low energy data.
Only a small amount of diffusion need be added to the cal­
culated convection plus deceleration curve to reproduce the 
best fit curve. The calculated convection plus deceleration 
curve, slope = 17.3 hr/AU, gives a poor fit to the high en­
ergy data. This disagreement, although larger than for the 
low energy data, can, with the addition of diffusion, bring 
the calculated and the experimental curves into agreement.
The numerical propagation model is now applied to 
the x data shown in Figure 5.11. Since the experimental x 
data were all calculated within a fixed ^1-day interval
after the t of an event, we have therefore applied a max
similar criteria to x calculated from the numerical pro­
pagation model. Specifically, we calculate x at each radial 
position by using the flux calculated over a 10-hr. interval
centered 17 hrs. after the t . The set of calculated x vs.max
r curves, similar to those presented in Figure 4.6 in Chapter 
IV for the x parameter, are then compared with the experi­
mental data. The resulting diffusion coefficient contour 
maps are displayed in Figure 5.12. We see that the result­
ing contours are very similar to those presented for At,. 
except that they show slightly higher values of kr and B-
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Finally, we note that during the early decay-time 
period presented in the above calculations the numerical 
model predicts a small outward diffusive streaming in addi­
tion to the convective streaming. This prediction is com­
pletely in agreement with the qualitative model first dis­
cussed by McCracken et al (19 71) and the later quantitative 
models of Ng and Gleeson (1971) and Lupton and Stone (1973). 
They all basically conclude that: 1) at early times, before
the radial peak-in-flux arrives, the diffusive and the con- 
vection-deceleration terms will add; 2) during the radial 
peak-in-flux, which always occurs after the , only the
convection-deceleration terms apply; and 3) at late times the 
diffusive term will oppose the convection-deceleration term. 
This implies that x will be first smaller, then equal to, 
and finally greater than the values calculated by equation 
5.4. This type of behavior is, to some degree, similar to 
what McCracken et al (1971) and McKibben (1972, 1973) have 
observed and similar to what we have observed in the Pioneer 
data. It also implies that the early experimental decay 
data, Figure 5.11, reflects conditions prior to the arrival 
of the radial peak-in-flux.
5.2.6 A Summary of All Five Parameters
We have now presented and discussed in detail each
of the five data parameters. Each parameter has been dis­
cussed in light of the azimuthal solar-flare particle pro­
file and its possible effect on the data. A criteria that
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required a spacecraft-flare solar connection longitude of 
<50° was imposed if the data seemed to require it. We know 
that this criteria alone is not sufficient to eliminate the 
entire systematic effect of the azimuthal profile on each 
data parameter, but we are limited both by our numerical 
approach and by the lack of sufficient multispacecraft data 
to impose a more rigorous criteria.
Other systematic effects are also undoubtedly pre­
sent in each single parameter analysis. For example, the 
mathematical form of the numerical injection profile and its 
respective decay time were held constant throughout the 
analysis (INJ^exp(-t/t ), t =0.05). Since the particular t
o 5  b
was chosen to closely represent impulsive injection and since 
we have already shown that finite coronal injections are 
important, especially at low energies, a systematic coronal 
injection effect could also be present.
We should point out that the azimuthal particle 
profile and the coronal injection profile do not mean the 
same thing. Since out model looks only at particle propag­
ation along one corotating field line, the term coronal in­
jection profile corresponds to a particle time profile theo­
retically restricted to a single corotating field line. The 
azimuthal profile, meanwhile, describes the particle profile 
over many corotating field lines at the same time. When we 
make the basic assumption that a fast coronal propagation 
region exists, it implies that the azimuthal profile is 
constant throughout the region and, thus, a single coronal
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injection profile would apply to all corotating field lines 
within this region. If the fast propagation region does not 
exist, then the actual experimental profile will be reflect­
ed in the coronal injection time profile that is needed to 
describe the data. Only in this way would the two expres­
sions imply a similar meaning.
Another limitation of the numerical model that could 
result in a systematic bias in the analysis of each para­
meter is the assumption that jvE  ^ where y = constant in 
space and time.
All of the above systematic effects are inherent in 
each parameter. Since each parameter represents a different 
look at the solar particle event, we expect that each para­
meter will contain a somewhat different combination of these 
systematic effects.
Up to this time our attention has been centered on 
a separate discussion of each parameter. We now wish to 
combine the five diffusion coefficient contour maps and 
discuss the results. This approach should allow us to make 
several interesting conclusions.
First, if the model can simultaneously fit all five 
statistical parameters, then the model must accurately re­
flect the statistical average interplanetary propagation 
conditions. Second, the combination of all five parameters 
should eliminate average diffusion coefficient. And third, 
if the model does not produce satisfactory results from the 
combined contours of all five parameters, then we can place
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restrictions on the type of model that might work.
Figure 5.13 presents the high-energy possible fit 
and best fit diffusion coefficient contours for all five 
parameters. Looking first at the possible fit contours in 
Figure 5.13A, we see that not only are four of the five 
contours closely grouped but they surprisingly display a 
region of overlap {denoted by the cross-hatched shading) ex­
tending over the following range: -0.2<<3><0.0 and 1.2x1021
<<kr><4. 0x102 1cm2/sec where <@> and < c^r> refer to the stat­
istical average values evaluated at 1 AU. If we now look at 
the best fit contours for the same energy, Figure 5.13B, we 
find that four of the five contours meet at a single point 
defined by {Zwickl et al, 1976): <3>=0.0 and <kr>=3.0x1021
cm2/sec at 1 AU. Since all points within a particular con­
tour are equally probable, then the single point described 
above by the best fit contour is capable of simultaneously 
explaining all the experimental data derived from the four 
parameters— on a statistically average basis.
The fact that the t contour is somewhat low com­ma x
pared to the other parameters is not totally surprising since 
we believe that this parameter represents our most unreliable 
parameter. There are two reasons for this belief. First, 
the traax is the only parameter that requires the exact know­
ledge of where and when the solar-flare particles are re­
leased. The inability to identify the flare location of 
solar events has eliminated a large number of events from 
this analysis. It is also possible to incorrectly identify
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Figure 5.13 A summary plot of kr vs 0 is shown that includes 
all five diffusion coefficient contours for 24 
to 30 Mev protons for both (A) the Possible fit 
and (B) the Best fit. A small region of over­
lap, created by four of the five diffusion coef­
ficient contours, is indicated by the shaded 
region in (A). This region reduces to a single 
point in (B) that is located at kr=3xl021cm2/sec 
and 3=0.
Figure 5.14 A summary plot of kr vs 3 is shown that includes 
all five diffusion coefficient contours for 3.4 
to 5.2 Mev protons for both (A) the Possible fit 
and (B) the Best fit. These low energy contours 
do not converge as well as the high energy 
contours.
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the parent flare and thus bias the t data. And second, amax
variation in the injection time or a longer injection time 
profile can also cause large changes in t x * Both of these 
effects, when incorporated in the numerical propagation 
model, are seen to increase kr and thus will lead to a better 
agreement with the other four contours.
Figure 5.13 also presents another interesting ob­
servation: the £ (tinax) contour is exlusively responsible
for severely limiting the range of <(3>. If £ (t ) was not 
included in this study, then both the possible and the best 
fit contours— representing the three parameters At-, J(t„,„),D lTlcLX
and t— would allow <f3> to vary from less than 0 to greater 
than 1. This, of course, implies that £; ( t i s  an exteme-ITlciX
ly important parameter in any complete solar particle event 
study.
We believe that, in spite of the low t contour,r max
the overlap region created by the other four parameter con­
tours (Figure 5.13A) implies that our numerical model ad­
equately describes, in a statistical manner, the 24-30 Mev 
proton solar particle data. We also feel that the <kr> and 
<B> values listed above for the best and possible fit con­
tours are representative of the average statistical inter­
planetary propagation conditions during the time period of 
this study.
We now turn our attention to the low-energy contours
shown in Figure 5.14. Here the t contour is again low,3 max
but more importantly the contours show a wider dispersion.
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To illustrate this we note that there is only one point in 
Figure 5.14A. where four of the five possible fit contours 
overlap (<B>=0, <kr>= 2x1021cm2/sec), but the same four 
parameters, when examined with the best fit contours (Fig­
ure 5.14B), show a wide dispersion at this point. Since the 
dispersion produced by all five contours cannot be explained 
by a single less reliable parameter— as with the high-energy 
data— we are forced to conclude that our numerical diffusion 
model, with its near impulsive injection profile, does not 
do as good a job of simultaneously fitting all the parameters 
as for the high-energy data.
5.3 Improvements in the Numerical Analysis
In the last section we used the same numerical oara- 
meters in our propagation model in the analysis of both the 
high and the low-energy data. We found that the combination 
of a near-impulsive injection with a temporally constant 
spectral index y produced a reasonably good fit to the high- 
energy data but not as good a fit to the low-energy data.
We cannot be certain if the model becomes less reliable at 
low energies because of our assumption involving near-impul­
sive coronal injection profiles or because of our assumption 
involving the validity of diffusive propagation. To examine 
this question more closely we have reanalyzed each of the 
five parameter data sets using a numerical propagation model 
which has a longer injection time profile. This analysis 
and its results are presented in Section 5.3.1.
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We have also examined the assumption, inherent in 
our numerical propagation model, of a temporally constant 
spectral index y by analyzing the spectrum from 3.4-5.2 Mev 
and from 24-30 Mev, both during the time to maximum flux and 
during the decay phase for each solar particle event in this 
study. The results from this spectral analysis and its 
effect upon the diffusion coefficient contours calculated by 
our numerical propagation model are discussed in Section 
5.3.2.
5.3.1 The Nonimpulsive Injection Profile
We have reanalyzed the low-energy data for each of 
the five parameters using a longer injection decay time 
(tg^5 hr.) while retaining the same form of the exponential 
injection profile. The high-energy data have also been re­
analyzed using a longer injection decay time (tg^ l hr.). 
These two particular decay times were selected to reflect 
both a clear deviation from the near-impulsive injection 
profile used in the last section and the stronger coronal 
influence seen at low energies (Roelof et al, 1975).
This second analysis of the data was carried out in 
exactly the same manner for each parameter as discussed pre­
viously. The resulting diffusion coefficient contours for 
each parameter are very similar in shape and are slightly 
shifted in position from those of the previous analysis. To 
illustrate the magnitude and direction of the shift, we have 
included in each of the vs. 6 plots (Figures 5.3, 5.5,
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5.7, 5.10, and 5.12) a small vector diagram showing the 
change in kr and 3 (labeled by INJ). If the contours are 
moved the length of and in the direction of the arrows in 
the vector diagram, then the resulting contours include the 
effect of a prolonged injection of solar particles.
The examination of the prolonged injection correc­
tions to the diffusion coefficient contours for each para­
meter reveals several interesting features. First, the size 
of the correction is different for each parameter. Second, 
the vector direction of the correction is different for each 
parameter except tmax and t ,  which display a similar vector 
direction for both kr and 3. And third, the magnitude of 
the correction is dependent upon the length of the injection. 
This implies that the corrections are more important at 
lower energies where the coronal influence is stronger.
The above features, caused by the variation of the 
theoretical injection profile, along with the diffusion 
coefficient summary plots (Figures 5.13 and 5.14) and the 
general numerical model, lead us to several interesting re­
sults. First, we find that any prolonged injection profile 
will produce results similar to those presented above. 
Specifically, by direct application of our numerical model 
to other nonimpulsive injection profiles, we have found that 
all variations of the injection profile produce the same 
shift in direction as that seen in the above example for 
each parameter. The magnitude, however, is variable and will 
increase with longer or more delayed profiles. Second,
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using the INJ analysis presented above, we find that includ­
ing the effect of a prolonged injection profile improves the 
diffusion coefficient summary plots— even at 24-30 Mev. Ex­
plicitly, we find the INJ correction to four of the five 
parameters improves the summary plots. Only in the case of 
the t parameter does the INJ correction fail to produce a 
better fit in the summary plot. Fortunately, the x correct- 
tion is very small and does not overshadow the value of the 
other four parameters. And third, each parameter reflects 
the systematic effect of a prolonged injection profile in a 
different manner (see the respective INJ vector diagrams in 
Figures 5.3, 5.5, 5.7, 5.10, and 5.12). This implies that 
it is not possible to get a unique unbiased result for the 
diffusion coefficient form a single statistical parameter 
analysis— as we discussed earlier. However, by combining 
several parameters, as in this analysis, the systematic 
effects can be reduced and a reliable range of values deter­
mined for the diffusion coefficient— if the applied model 
correctly reflects the interplanetary propagation conditions.
5.3.2 The Variation of y with Radial Distance
The t parameter data, presented in Section 5.2.5, 
was examined by our numerical propagation model with a temp­
orally constant spectral index— i.e., j^E We found that 
our model which includes diffusion could explain the differ­
ences seen in Figure 5.11 between the experimental best-fit 
curve and the convection plus deceleration curve for both
141
the high and low-energy data. There is, however, an alter­
native explanation that can explain the differences between 
the experimental best fit curve and the convection plus 
deceleration curve seen in both energy intervals: namely a
spectral index that increases with increasing energy.
Forman (1970) has shown, by assuming an arbitrary spectrum 
of nonrelativistic particles and solving the convection plus 
deceleration differential equation, "that as a function of 
time the spectrum in a ln(U) versus ln(T) plot will preserve 
its shape, while moving downward and to..." lower energies. 
Then, since solar particle events generally show a steeper 
spectrum at higher energies (Van Hollebeke et al, 1975), and 
since solar particle events are observed at later times at 
larger radii, should increase as r increases for solar 
particle events observed in the same energy interval.
In order to examine the above comments more closely, 
a systematic analysis of the energy spectrum has been carried 
out for each solar particle event in the Pioneer 10 and 11 
data set. In this analysis the spectrum has been calculated 
at 3.2-5.4 Mev and at 24-30 Mev by using a least squared fit 
to several PHA energy bands surrounding each energy interval. 
In addition, y was calculated both during the time of max­
imum flux and during the early decay time period. The com­
plete Pioneer 10 and 11 y(t ) and y(x) data sets are
It lc lX
listed in Table 5.6 for both the 24-30 Mev protons and the 
3.4-5.2 Mev protons. Since Van Hollebeke et al (1975) show 
that y(t ) at energies ^20 Mev probably depends upon the
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flare-connection longitude separation, we have analyzed only 
those events with separations <50°. The resulting y )
and y(i) vs. r data are presented in Figure 5.15. For an
Earth-based comparison, Figure 5.15 includes y(t x) data 
from IMP-5 during 19 72 that have a flare-connection longitude 
separation <50°. A complete listing of the IMP-5 Y (tm ) 
data for both the 20-30 Mev protons and 4-6 Mev protons are 
presented in Table 5.7.
The spectral data in Figure 5.15, like the data pre­
sented by Van Hollebeke et al (1975) , displays a large amount 
of scatter. Nevertheless, several interesting experimental 
observations can be made. The high-energy data, shown in the 
bottom portion of Figure 5.15A for Y ) and Figure 5.15B 
for y (t ), clearly indicate an increasing spectral index with 
increasing radial distance. To get a quantitative estimate 
of the increase, a straight line has been fit to the high-
energy y (t ) data, with the result that
ITlclX
Y (t__„) = y(Earth) + (0.351.15) (r-1) (5.5)
JTlaX
where r is measured in AU and the large error reflects the 
uncertainty in the data. This slope also provides an app 
roximate fit to the y(i) data.
The low-energy data for both y(t_a„) and y(t ) areItlciX
consistent with a probable small increase with radius. A 
straight-line fit to the y (t„„) data producesluo-X




Pioneer 10 and 11 Solar Flare Spectra1 data (Mar. 1972 - Dec. 1974)
Event 24-30 Mev 3.4-5.2 Mev
No. Date Radius(AU) T(ttaaxJ y (t ) Y (T)
1972
Pioneer 10
2 Mar. 28 1.08 2.6+ .3 --- 2.41.3 ---
3 Apr. 18 1.22 -- -- 2.61.4 3.21.3
5 May 28 1.57 3.61.5 3.9± .4 2.51.2 3.01.3
6 June 8 1.67 2. 6± . 3 3.8+ .4 1.41.2 1.51.2
7 June 16 1.75 4.3+.5 -- 3.41.4 3.51.4
8 July 19 2.06 2.91.3 3. 0± . 3 1.21.2 1.21.2
9a Aug. 4 2.20 3.4± . 3 3.0± . 3 2.21.3 1.8+.2
9b Aug. 7 2. 22 3.3± . 4 4.51.4 1.21.2 1.91.2
10 Aug. 16 2.31 3.3±. 3 -- 1.51.3 --
11 Sep. 7 2.50 2.91.4 -- 1.9+.2 --
12 Oct. 30 2.93 4.1*.5 -- 3.01.3 --
1973
13 Apr. 17 4.04 4.7+.5 5.01.5 2.81.3 2.71.3
14 May 3 4.12 3.2±.4 3.2±.4 3.2±.3 3.31.3
15 May 7 4.14 4.01.4 5.3±.5 1.91.2 2.51.3
16 July 17 4.50 2.71.3? 3.31.5? 1.71.3 2.21.3
17 July 31 4.59 3.1+.4 -- 3.61.4 3.61.4?
18 Sep. 8 4.74 3. 4*.3 4.21.5 3.31.3 3.51.4
1973
Pioneer 11
2 Ap r . 29 1.07 2.0±.2 2.91.3 1.01.2 1.31.2
3 May 6 1.11 2.71.4 3.81.4 1.51.2 1.91.2
4 May 14 1.16 2.91.3 -- 2.H.3 --
5 July 29 1.83 2.01.3 2.21.3 2.1+.2 2.11.3
6 Sep. 7 2.20 3.7+.3 3.71.4 3.31.4 3.71.3
7 Sep. 17 2.29 2.7+.3 -- 1.61.2 --
8 Nov. 3 2.69 2.61.3 3.21.4 1.51.3 2.1+.3
1974
9 Sep. 12 4.64 4.3+.5 6.0H.0 1.8+.3 2.41.3
10 Sep. 24 4.69 3.1+.4 3.31.4 1.81.3 1.81.3
1. v(t ) is calculated at t  ^ while y (t ) is calculated during 1 max max
the early decay phase ^1-2 days after .
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TABLE 5.7
IMP-5 Solar Flare Spectra Data (Mar. - Dec. 1972)
Event y (W
No. Date 20-30 Mev 4-6 Mev
2 Mar. 28 2.3±.3 2.3+.3
3 Apr. 18 2 . 9± . 2 3.0± .2
5 May 28 3.3± . 2 3 . 2± . 2
6 June 8 3.2±.3 1.71.3
7 June 16 4.1±.2 2.5± .2
8 July 19 2.7±.3 2.11.2
10 Aug. 16 2.9±.4 1.5+ .2
11 Sep. 7 1.7 ± . 3 2.11.2
12 Oct. 30 3.7 ±.2? 3.71.2
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Figure 5.15 The Pioneer 10 and 11 y(t „) and y (t) data,ITlcwC ^
with spacecraft flare connection longitudes <50, 
are shown as a function of radial distance in 
(A) and (B), respectively. The IMP-5 y (tlUdX
in (A) that was obtained during 1972 and which 
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It is also possible to argue that this data is consistent 
with a slope of zero by assuming the increase is due to a 
lack of sufficient data.
When the spectral data for each solar particle event 
is examined in Tables 5.6 and 5.7, which includes the energy 
subset of data in Figure 5.15, we find that y { T ) > y ( t = ) for
™ THclX
each energy interval. Again using the complete data set, we 
find that y is always larger for the high-energy data than 
for the low-energy data. This relationship generally holds 
on an event-by-event basis as well as on an average basis.
The experimental observations outlined above imply 
that, not only does the spectrum increase with radial dis­
tance, it also changes throughout the event. These two ob­
servations could, of course, be due to the same cause since
events seen at larger radial distances are seen at much
later times. These effects, although more dominant at the 
higher energy, also seem to exist at the lower energy.
These facts imply that the assumption j^E  ^ in our numerical 
model is not strictly valid.
To date no systematic study has been made on the 
limitations of the power law approximation with regard to
solar particle propagation. There appear to be two comp­
lementary reasons for the lack of such a study in the past. 
First, analytical solutions to the diffusion equation exist 
only for the case of a simple power law. The complete equa­
tion can be solved numerically for any functional form of 
the spectrum, but the computer compilation time will be
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enormous. The speed of our computer prohibits such a de­
tailed study. And second, although the spectrum does change 
with time and energy, diffusion models that assume a simple 
power law appear to produce a good fit to the experimental 
data. Thus, there has been no practical need for such a 
study in the past.
The Pioneer 10 and 11 spectral data presented above 
(Figure 5.15) suggests that there is now a need for a comp­
rehensive theoretical study of the effects of a variable 
energy spectrum during the solar particle events and that 
this study should examine y as a function of time, radius, 
and energy. Since our numerical model uses the power law 
approximation, we are unable to perform such a detailed 
study with our data. However, we can perform an approximate 
analysis that should give us a rough idea of the magnitude 
of the effect on our data, as follows. First, a data set is 
analyzed with the numerical model at a fixed value of y.
Then y is increased and the analysis is repeated. The dif­
ference between the two results, denoted by Ay, should re­
present the effect of an increasing y. Although this method 
of analysis is somewhat crude, we believe that it will indi­
cate the kind of effect y(t,E) has on the data.
We have carried out the above analysis for each of 
the five parameters. Here we have used Ay values, suggested 
from the straight line fits to the data from 1 to 4 AU in 
Figure 5.15, of 1.0 and 0.5 for the high and low-energy data, 
respectively. The resulting shifts in the diffusion coeffi-
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cient for each parameter are shown, as before, as small 
vector diagrams (labeled by Ay) in Figures 5.3, 5.5, 5.7, 
5.10, and 5.12.
We see that the results for each parameter generally 
predict a very small but variable shift in the original dif­
fusion coefficient contours. The largest effect is seen in 
the t  parameter— as we would expect. Remember that all five 
parameters are treated exactly alike in the analysis; thus 
the resulting variation in the vector plots are a direct re­
flection of the variation of y on each parameter. We also 
see that the vector diagrams for the five parameters show a 
scatter in the 0 direction similar to that shown in the INJ 
results; however, four of the five Ay vector diagrams in­
dicate a decrease in the magnitude of kr *
5.3.3 Summary of INJ and Ay corrections
In the last two subsections the two major limitations 
of our original single parameter numerical analysis were 
individually presented and discussed. We now want to combine 
the results of those studies and discuss their combined 
effect on our original analysis.
The INJ and Ay corrections are quantitatively com­
bined for each parameter by adding the individual vector 
diagrams. The resulting vector diagrams for each of the 
five parameters are labeled TOTAL and are displayed in Fig­
ures 5.3, 5.5, 5.7, 5.10, and 5.12. The five TOTAL vector 
diagrams, when taken together, exhibit several interesting
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features. First, the INJ correction is generally dominant 
at either energy except during the decay phase of a solar 
particle event. During the decay phase, not only is the Ay 
correction larger than the INJ correction, but the two cor­
rections partially concel. The 5 (t__„) parameter also shows
KlcLX
a somewhat larger Ay correction, but in this case the two 
corrections add. Second, the TOTAL correction for each 
parameter at each energy reflects a different magnitude and 
direction, thus illustrating again that each parameter rep­
resents a different combination of the systematic effects, 
and third, the TOTAL correction for each parameter when 
applied to the summary diffusion contour plots (Figures 5.13 
and 5.14) shows that all of the contours move closer togeth­
er. This strongly indicates that these corrections to the 
numerical model are needed to obtain the best description of 
the data.
To illustrate the improvement that the INJ and 
corrections make in the summary plots, we have replotted 
each set of contours in Figures 5.13 and 5.14 with the TOTAL 
correction included. The adjusted Possible and Best fit 
diffusion coefficient contours for the high and low-energy 
data are shown in Figures 5.16 and 5.17, respectively. The 
shaded region in both figures represents the overlap region 
of four of the five parameters— the tmax parameter is ex­
cluded as before. The black dot represents the geographical 
center of the overlap region.
The adjusted summary plots produce a tremendous im-
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provement in the ability of the five individual parameter 
contours— at each energy— to simultaneously overlap when 
compared to the earlier summary plots (Figures 5.13 and 
5.14). Several of the more interesting features of the im­
proved summary plots are seen to be: 1) the overlap region
of the high-energy contours is greatly expanded; 2) an 
overlap region now exists in the Possible fit low-energy
data; and 3) the t contours, although still somewhat low,max 3
show a region of overlap with the other four parameters for 
bhe Possible fit contours at both energies. Thus all of 
the contours, for each energy and for each degree of fit 
(Possible and Best), display a much better simultaneous 
overlap after adjustment for the two corrections I1JJ and Ay. 
We believe the adjusted summary plots in Figures 5.16 and
5.17 strongly indicates that a numerical diffusion model 
which includes a nonimpulsive solar injection profile, a 
spectral index that increases with energy, along with con­
vection and adiabatic deceleration can adequately explain 
solar particle events— at least out to 5 AU.
We observe that, while the addition of the INJ and 
Ay corrections to our model produces a vast improvement in 
the size of the overall summary plot overlap region, they 
only slightly reduce <^r> at both energies and only slightly 
increase the value of <B> at the higher energy. Specific­
ally, the final corrected values are:
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Figure 5.16 A adjusted summary plot of k vs 3 is shown 
that includes all five diffusion coefficient 
contours for 24 to 30 Mev protons for both (A) 
the adjusted Possible fit and (B) the adjusted 
Best fit. The addition of the INJ and the Ay 
corrections have caused all five diffusion co­
efficient contours to converge. The overlap 
region is much larger in (A) for the adjusted 
Possible fit than in Figure 5.13. A overlap 
region now exists between four of the five 
parameters for the adjusted Possible fit con-, 
tours.
Figure 5.17 A adjusted summary plot of kr vs 3 is shown 
that includes all five diffusion coefficient 
contours for 3.4 to 5.2 Mev protons for both 
(A) the adjusted Possible fit and (B) the ad­
justed Best fit. The addition of the INJ and 
Ay corrections have caused all five diffusion 
coefficient contours to converge. A overlap 
region now exists within the adjusted Possible 
fit contours (the shaded region in (A)).
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<k >. = (1.2+0.4)xl021cm2/sec <$>* = 0.010.3
r 4 4 {5.7)
<k^>2 g = (.2. 6 + 0.6 )xl0 2acm2/sec <^>26 = 0.010.3
where 4 and 26 refer to the mean energy of each energy in­
terval (3.4-5.2 Mev and 24-30 Mev). The errors in this case 
directly represent the overlap region and imply that any
value of <k > or <B> that falls within the error limitation r
is equally probable. These values represent— via the dif­
fusion coefficient— the statistical average interplanetary 
propagation conditions for all of the solar particle events 
in this study, which covers the range of 1 to 5 AU and the 
time period March 1972 to December 1974.
We can obtain a statistical average value of the 
radial mean free path <^r> from the above results by using 
the classical relationship ^r=3v^r * They give
(5.8)
<Ar>4 = CO.0910.03) AU , <Ar>26 = (0‘075±0•02°) AU
which are independent of r. We can calculate the field- 
aligned < j^_l> by using the transformation kr=cos2^ k ^  where 
iJj=Qr/Vs. Thus, <X-j^>=<Ar>/coszijj. To illustrate the differ­
ence between <^^1> ant* <^r>f we assume vs=400 km/sec and
evaluate <X-.,> at 1 AU. Thus, at 1 AU
11 (5.9)
<X11>4 = CO.18 + 0.06) AU , <ah >26 “ C°*0.5±0.04) AU
5.4 Discussion
In this paper we have taken a somewhat different 
approach than usual in analyzing the solar particle events
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observed by Pioneers 10 and 11. Instead of analyzing each 
event individually, we have opted to analyze all of the 
events statistically. There were several reasons for se­
lecting this method of analysis. First, any complete pro­
pagation model— i.e., one that offers diffusion, convection 
and adiabatic deceleration, plus nonimpulsive injection—  
contains too many variables to be uniquely determined by a 
single solar particle event observed at one spacecraft, even 
if the complete flux and anisotropy time profiles exist.
The addition of a second spacecraft located at Earth cannot 
offer much help in obtaining unique values for the propaga­
tion variables {i.e., diffusion coefficient in our model) 
unless it is located along the same spiral field line. Also, 
if a series of solar particle events are individually ana­
lyzed and the resulting propagation variables averaged, it 
is not possible to determine if the average value is accur­
ate or if it contains a systematic bias (e.g., a variable 
coronal injection profile, azimuthal effects, or a time-de­
pendent spectrum). Second, we are only interested in the 
average statistical propagation conditions from 1 to 5 AU 
for particle events occurring during the time period March 
1972 to December 1974. We are not particularly interested 
in individual event anomalies. And, third, by combining 
several individual parameter analyses a statistical average 
value of the interplanetary propagation conditions can be 
obtained. This statistical average value should signifi­
cantly reduce the systematic effects inherent in any single
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parameter or individual event analysis.
From the analysis in the last section we find that:
1) the variation of the injection profile and the variation 
of the spectrum produces a different influence on the diff­
usion coefficient contours for each parameter; 2) the total 
effect of these variations produces a vast improvement in 
the summary contour plots; and 3) an overlap region exists 
in each summary plot— at both energies. Thus, we can con­
clude that not only was our assumption essentially correct 
concerning the different mixture of systematic effects for 
each parameter, but that the final results for <kr> and <B> 
must represent a better determination of the actual statis­
tical average values than any single parameter or single 
spacecraft analysis. Of course a very important consequence 
of this entire analysis is the fact that our numerical model 
can accurately reproduce the average statistical properties 
of all the parameters for all solar particle events down to 
3 Mev. Thus, an accurate representation of interplanetary 
propagation from 1 to 5 AU is produced by using a diffusion 
model that includes a finite injection profile, a realistic 
spectrum, convection and adiabatic deceleration.
Since the above model realistically represents inter­
planetary propagation conditions from 1 to 5 AU and from 3 to 
30 Mev, then the statistical average values of <kr> and <3>, 
presented in the last section, must represent the average 
diffusion coefficient over the same radial and energy range. 
And hence, for the first time we are able to calculate 
accurate values for <^)1> in the inner heliosphere. We
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now want to briefly discuss the ramifications of our results 
on the following related areas: 1) cosmic ray transport
theory; 2) solar modulation of galactic cosmic rays; and 
3) interplanetary acceleration theories.
5.4.1 Cosmic Ray Transport Theory
In order to see the full effect of our results on 
current theoretical models for the transport of cosmic rays, 
we have prepared a X„ (1 AU) vs. rigidity plot (Figure 5.18) 
that includes our two experimental <X„> data along with 
several theoretically predicted curves for A„ taken from 
Figure 14 of Hedgecock (1975). We have used Hedgecock's re­
sults since they are derived from interplanetary magnetic 
field data during 1972— a time period that includes the first 
portion of our study. Thus, we can be reasonably certain 
that any major differences between our data and the theoret­
ical predictions are due to the theoretical model calcula­
tions and not to magnetic field changes. The three curves 
in Figure 5.18, based on Jokipii's theory for a small cyclo­
tron radius limit and denoted by J (Jokipii, 1971), Q1 
(Quenby et al, 1974), and Sa (Sari, 1973), are all approxi­
mately a factor of 10 below our calculated values. Thus, a 
serious discrepancy exists between the solar particle de­
duced and the magnetic field deduced magnitude of XM.
We have not included the A„ curves calculated by 
Hedgecock (19 75) from the Klimas and Sandri (1973a,b) trans­
port model in Figure 5.18 since the Klimas and Sandri model
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Figure 5.18 Curves of X„ calculated via current cosmic ray 
transport theory from magnetic field data in 
1972 by Hedgecock (1975) are included in the 
X„ (1AU) vs rigidity plot along with our two 
experimental X„ data and X„ data from three 
other studies. The three theoretical curves 
(J/Q'fS1) are taken from the work of Jokipii 
(1971), Quenby et al (1974), and Sari (1973) 
respectively. The experimental X„ data are 
calculated from solar particle propagation 
studies, except for the McKibben data which 
was calculated from the radial gradient data 
observed on Pioneer 10 and 11. The data 
clearly indicates that X„ does not continue 
to decrease with rigidity below ^1 GV as 
indicated by all current transport models.
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used a gaussian correlation function instead of the exper­
imentally observed power spectrum of magnetic field fluctua­
tions in calculating the Fokker-Planck diffusion coefficient. 
We note Fisk et al (1974) have shown that the transport theory 
of Klimas and Sandri is equivalent to the transport theory 
of Jokipii (1971) when similar assumptions for the power 
spectrum are used.
data and the theoretical calculations of X„. Our data shows 
X„ decreases slightly with increasing rigidity P while all 
of the models show XM increasing with increasing P. To fully 
illustrate this P dependence in a qualitative manner# we 
first assume a very general form of the diffusion coeffi­
cient
where P = rigidity, k = constant, $, = v/c, v = mean part-o *
icle velocity, and c = velocity of light. Since our earlier 
analysis showed that <B> = o for both energy intervals, this 
leaves only two unknowns in equation (5.10). Then using the 
two values of <kr> given earlier, we can solve for a and kQ. 
The results are
<k > ^1.2 x 1022cm2/sec for <a> = 0 o
We note that a close examination of the individual event 
data for each of the five parameters at each energy shows
A second important discrepancy exists between our
(5.10)
<a> = -0.15+0.20 (5.11)
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that all the data, event by event, agrees with the interpre­
tation that <a><0. Thus, our data shows that <a><0 while 
all the theoretical models illustrated in Figure 5.18 show 
<a> ^  at the energy range in question.
To further illustrate the limitations of the theo­
retical models for A„ for rigidities below 1GV, we have in­
cluded calculations of A„ from several other studies in 
Figure 5.18. The two higher energy A„ data points in Figure
5.18 were derived from the values of kr that were calculated 
by McKibben et al (1975) from their radial gradient measure­
ments for 29-67 Mev protons and for >70 Mev protons. The 
error indicated for the McKibben et al data is our interpre­
tation of the limitations imposed both by their radial grad­
ient data and by the assumptions used in calculating from 
the spherically symmetric force-field propagation model 
(G=CV/kr where G = radial gradient, C = Compton-Getting 
factor, V = solar wind velocity). The McKibben et al lower 
rigidity data point is somewhat questionable since both the 
propagation model they used in calculating k^ is inaccurate 
below ^600MV and the Compton-Getting factor is close to zero 
(C^0.1±0.1). The lower rigidity A„ data (0.1 to 1 Mev), in­
dicated in Figure 5.18 by the rectangle, are inferred from 
the solar particle work of Roelof and Gold (private commun­
ication). As a representative example of X„ at low rigid­
ities, we have included in Figure 5.18 the calculated A„ 
value for 0.5 to 2.0 Mev from Palmer et al (1976). We can 
clearly see that the total data set is inconsistent with the
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present theoretical models for the calculation of X„. The 
total data set suggests that X„ decreases with increasing 
rigidity below a few hundred MVI
It has been suggested by Roelof (see Roelof 1973, 
1975; Roelof and Krimigis, 1973) that the low-energy ('vl Mev) 
solar particles seen at Earth actually violate the basic 
premise of diffusion theory because X„ is so large that fo­
cusing along field lines becomes important. At higher ener­
gies where A„ is smaller, focusing could still be important 
when combined with diffusion theory, as shown by Earl (1974, 
1976). However, Earl's work does not change the basic limi­
tation of the presently accepted diffusion theory— it pre- 
diets A„ at low rigidities.
Another major difference between our results and 
current theory for the diffusion coefficient is expressed by 
our result <£5>=o, i.e. kr independent of r. In a recent re­
view of the current status of propagation theory, Volk (1975) 
points out that "independent of the type of power spectrum" 
theories for the diffusion coefficient predict k^ ^r3 except 
at the solar poles where the magnetic field is radial. We 
note that the more recent work of Morfill et al (1976) , by 
including "medium scale variations" of the interplanetary 
magnetic field, predicts kr^ constant with increasing radial 
distance for vi Gev protons. However, it is not clear to us 
that their work predicts the correct rigidity dependence of 
k^ at lower rigidities. The work of Skadron and Holleweg 
(1976) also predicts a near constant kr from 1 to 5 AU, but
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. . . .  htheir calculated kr is a function of rigidity— i.e., tP
at low rigidities.
5.4.2 Solar Modulation of Galactic Cosmic Rays
Since solar and galactic particles that have the same 
energy are generically identical with respect to propagation 
conditions, then they both must possess the same diffusion 
coefficient. Thus, our new experimentally determined diffu­
sion coefficients are directly applicable to the study of 
the solar modulation of galactic cosmic rays below ^1 GV.
Solar modulation studies have usually assumed a 
separable form for the diffusion coefficient, i.e.
kr (r,P) = k1 (r)k2 (P)B1 (5.12)
with a typical example of the form of each component of the 
diffusion coefficient given by (Fisk, 1974):
k^(r) ^exp(r'/r0) where r'=r-l, and 
k ^ P ^ p 3* for P<0 . 35 GV
From the diffusion coefficients given above (Fisk, 1974) , we 
can see that many of the early modulation studies have used 
functional forms of the diffusion coefficient at low rigid­
ities that disagree with our results. Several studies on 
solar modulation have included the term k2 (P)r° constant for
P<P (Lezniak and Webber, 19 71; Schmidt, 1972; Urch and " c
Gleeson, 1972). Much of this work was prompted by the low 
energy turn-up in the electron spectrum which was believed
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to be due to electrons of galactic origin. However, since 
the discovery of the 1-10 Mev Jovian electron bursts at 
Earth (Teegarden et al, 19 74; Krimigis et al, 1976; Mewaldt 
et al, 1976), the idea of a galactic origin for the low 
energy electron turn-up has been questioned. More import­
antly is the fact that the magnitude of the diffusion coef­
ficient, utilized in all the recent modulation studies, is 
based on the theoretical calculations and is therefore ^10 
times smaller than the magnitude of our k^. With the above 
discussion in mind, we believe that our calculated k^ is 
sufficiently different from the kr used by modulation stud­
ies, that any earlier modulation calculations that were 
based upon the theoretically calculated diffusion coeffi­
cient at low rigidities must be questioned.
As a simple illustration of the effect of our <kr> 
on solar modulation studies, we will employ the spherically 
symmetric force-field approximation to the modulation equa­
tions to make two calculations in the 24-30 Mev energy 
range. We note that the following calculations should be 
taken as an illustration only, since this approximation 
could be inaccurate below ^200 Mev {Gleeson and Urch, 1973; 
Fisk, 19 74). First, we calculate radial gradients for pro­
tons based on our <kr>. If we assume that there is neglig­
ible streaming, then the radial gradient is given by G = 
CVs/kr where C = Compton-Getting factor and Vg = solar wind 
velocity. Taking Vg = 400 km/sec and C^O.l for 26 Mev pro­
tons, we find that G^2.3%/AU when using <kr> = 2.6 x 1021 cm2/
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sec. This value is seen to be consistent with the radial 
proton gradient measurements of McKibben et al (1975) for 
29-67 Mev protons (G = 4.2±2.6%/AU).
Second, we calculate the effect of the value of <k > 
on the size of the modulation region as viewed through the 
modulation parameter <j> (r) . The modulation parameter is de­
fined as (Gleeson and Axford, 1968)
4> (r) =
vsdr
3'k^  (r) eik2 (p)
R ,T .V dr
3?F^ <5'13>rr
where k^(r) is defined in equation (5.12), R = location of 
the outer boundary of the modulation region, 6^ = v/c, and 
<p (r) is given in units of GV. Using the result <a>^0 from 
equation (5.11), l^fP) = PQ constant and PQ represents the 
value of the rigidity where k^ becomes rigidity dependent. 
Now assuming the value of <^r> that we have derived is valid
over the entire modulation region, then
3lPoVs C R " r )
< H r ) =  <Tr>—  ( 5 * 1 4 )
Since our value of <k > is ^10 times larger than the normally 
assumed value of kr, equation (5.14) predicts that the outer 
boundary of the modulation region R will be ^10 times larger 
than previously calculated for the same <f>. To get an esti­
mate of the value of R, we assume P ^0,6 GV, V = 400 km/o s
sec, and 4) = 250 MV from 1972 to 1974. Then R ^25 AU. An
independent estimate of the value of the modulation parameter 
per AU can also be determined by putting our value of kr into
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equation (5.14) and making the above assumptions for Pq and 
V . Then <j>(r)/AU^10 MV/AU.
5
5.4.3 Interplanetary Acceleration of Solar Particles
Recently, a rather interesting hypothesis has been 
suggested by McDonald et al (1976). From a simultaneous 
study of Pioneer 11 and IMP-7 low energy ("^ 1 Mev) corotat- 
ing proton events from 1 to 4 AU, they conclude that the in­
creased flux seen at large radii during these events is 
caused by interplanetary acceleration on propagation theory 
are rather extensive, we now want to discuss the possibility 
of its existence within the data set presented in this paper.
Since our data set explicitly excludes corotating
events, a direct comparison of the results from the two
studies is impossible. However, we can study our restricted
data set for similar effects. If we now look at the ratio
of the J(t ) parameter data (Figure 5.6), and the result- n\3x
ing theoretical fit to this data— along with the corrections 
to the fit (Figure 11), and the final corrected summary 
plots (Figures 20, 21), we find that all the diffusion co­
efficient contours are consistent with the model used in 
this analysis— at least down to 3 Mev. Thus, we find that 
interplanetary acceleration need not be invoked to explain 
solar particle events above 3 Mev. Also, we have separately 
examined the McDonald et al (1976) corotating events in the 
3.4 and 5.2 Mev energy range and have found that the same 
phenomena of a higher flux at a larger radial distance exists
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at these higher energies. This implies that the phenomena 





We have presented a systematic analysis of low en­
ergy (3.4 to 5.2 Mev and 24 to 30 Mev) solar particle events 
observed during the time period March 1972 to December 19 74 
by Pioneer 10 and 11 while each spacecraft traversed the 
inner heliosphere from the Earth to Jupiter (1 to 5 AU).
The analysis of these events was presented in two parts.
The first part consisted of analyzing individually three 
representative solar particle events that were observed on 
Pioneer 10. Two of the three events— June 8, 1972 and Oct­
ober 30, 1972— were analyzed in terms of three existing so­
lar particle propagation models (Reinhard, Krimigis, and 
Fisk-Ng). The major conclusions drawn from this analysis 
are summarized oelow.
1) No evidence of an outer free escape boundary has been 
seen. Present Pioneer 10 data that now extends beyond 9 
AU, continues to show no such boundary.
2) There is no noticeable diffusion perpendicular to the in­
terplanetary magnetic field. Thus, kx is negligible in 
solar propagation models.
3) Using data from several energy intervals we conclude that 
the scattering mean-free path X appears to increase with 
decreasing energy. Unfortunately, it is not possible to 
deduce definitive values of A from the three propagation
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models presented in Chapter III. This skepticism arises 
because X is model dependent and because the best model—  
the Reinhard model— lacked convection and adiabatic dec­
eleration, which, if included, tends to reduce the calcu­
lated value of X.
4) The solar particle event profiles, out to at least 5 AU, 
show a clear coronal influence. Using flux and anisotro­
py data from several energy ranges, we find that the co­
ronal influence dwindles with increasing energy. One in­
teresting consequence of propagation models that include 
coronal effects is that they necessarily produce lower 
values of X than models without this effect.
The second part of the solar particle event analysis 
consisted of simultaneously analyzing all of the events via 
several individual parameter studies (Chapter V). We sel­
ected five parameters (tmax, 5 (tmax)/ J (fcmax^' At5'T* that 
would not only be uniquely defined in each event but that 
would also represent different aspects of each event. The 
five parameter data sets evaluated at two energies, along 
with the later analysis of the spectral data, revealed the 
following experimental observations as a function of in­
creasing radial distance.
1) tmax displays an energy dependent, almost linear, increase 
with r. Rather large fluxuations were also seen in the 
data.
2) 5 (t x) shows a slight downward trend with r. This par­
ameter also shows an energy dependence.
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3) A ratio of J(t ) at Pioneer 10 or 11 to J(t ) atmax max
Earth reveals a sharp decrease with r (^r-2 to r-1*). The 
data is energy dependent and displays large fluctuations.
4) The Atg parameter shows a steep linear increase with r.
The low energy data shows much larger fluctuations near 
Earth than the high energy data. The data also appears 
to be energy dependent— especially near Earth.
5) The t parameter displays a well ordered, energy dependent, 
linear increase with r.
6) The value of the spectral exponent y, besides showing an 
exceptionally large variation from event to event, is 
apparently energy, radius, and time dependent. However, 
the radius and time variations are believed to be related.
Our goal throughout this thesis was to use the com­
bined Pioneer 10 and 11 solar particle data to determine the
interplanetary propagation conditions for solar and galactic 
charged particles from 1 to 5 AU. In order to obtain this 
goal, we selected a propagation model that allowed the widest 
possible range of variability. Using results from the an­
alysis of several individual events from Pioneer 10 in Chap­
ter III, we determined that the best model must include dif­
fusion, convection, adiabatic deceleration, and a variable 
injection profile. A spectrum that varied with energy could 
not be included because of computer limitations. The prin­
ciple results of the analysis— i.e. with the propagation
model applied to each parameter individually and to all
five parameters collectively— are summarized below. The re­
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suits are strictly applicable from 1 to 5 AU and from ^3 to 
30 Mev.
1) A prolonged injection profile at the Sun is seen to be 
necessary at both energy intervals studied. It is more 
important at low energies but is still needed for good 
results at higher energies.
2) A propagation model that includes a spectrum that varies 
as a function of energy appears to give a better fit to 
the data during late times in a solar particle event.
This effect does not appear to be large.
3) With the above two effects taken into account, our numer­
ical model can adequately explain all of the solar part­
icle event data in this study. Thus, we believe that the 
propagation model mentioned above reflects the actual in­
terplanetary propagation conditions for solar flare part­
icles down to 3 Mev.
4) The statistical average interplanetary diffusion coeffic­
ient for the time period March 1972 to December 19 74, is 
given by
<kr > 4 = (1. 2±0 .4 )xl0 2 1 cm2/sec , < S > i* = 0.0+0.3
<kr>26 = (2.6+0.6)xl021 cm2/sec , <8>26=0.0+0.3
where 4 and 26 refer to the mean energy of each energy in­
terval. This translates into a magnetic field aligned mean 
free path, at Earth, of <A„>i*= (0.18+0.06) AU, <Xn> 2 6 = (0.15 
±0.04) AU.
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5) Our results imply that <A„> is approximately independent 
of rigidity from 3 to 30 MeV. By combining our results 
with those of other studies (Figure 5.18), we find that 
the rigidity dependence, P, of A„ appears to be U-shaped-
, -i.e. a<0 for P<0.1 GV, a^O for 0.1<P<1 GV, and a>0 for 
P*1 GV.
6) The above experimental results for A„ and k^ imply that 
methods for the derivation of the cosmic ray diffusion 
coefficient, as they now exist, are invalid below ^1 GV 
(see Figure 5.18). Current propagation models, using 
theoretically derived diffusion coefficients, cannot pre­
dict the observed variation of A„ vs r and the observed 
radial independence of kr. This of course implies that 
there is no theoretical justification for using any cos­
mic ray diffusion model at low rigidies at this time. 
However, since the application of the diffusion model in 
our analysis produced consistent results, we can only con­
clude that a correct theoretical explanation of the dif­
fusion coefficient at low rigidities is still needed.
7) Since the majority of solar modulation studies have used 
diffusion coefficients at low rigidities that are vastly 
different both in form and in magnitude from our calcu­
lated kr , we believe that results from such studies are 
questionable. A re-evaluation of low rigidity modulation 
calculations is needed.
8) We found, by using our diffusion coefficient and the force 
field approximation for the propagation of galactic cosmic
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rays, that radial gradients should only be on the order of 
a few per cent per AU and that the modulation region for 
galactic cosmic rays should be on the order of 25 AU.
9) Interplanetary acceleration effects, of the type describ­
ed by McDonald et al. (1976) , were not found in our study 
of solar particle events. Thus, the phenomena must be 
restricted to low energy corotating events.
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APPENDIX A
LIMITATIONS OF THE COS APPROXIMATION 
AS APPLIED TO THE COSMIC-RAY ANISOTROPY
During the past decade numerous studies have been 
made, via spacecraft, of the solar and galactic cosmic-ray 
anisotropy in the 1 to 100 Mev energy range. Generally the 
studies involve particle detectors rotating perpendicular to 
the spacecraft spin axes which allow the incoming particle 
rate data to be divided into either four 90° sectors or 
eight 45° sectors. The individual sector count rates are 
then collectively fit to a COS curve which determines the 
amplitude and phase of any resulting anisotropy (Bartley et 
al, 1971). We shall call this procedure the COS approxima­
tion by a simple COS curve in two dimensions.
In reviewing the literature on the cosmic-ray ani­
sotropy, we have failed to find any systematic study concern- 
ing the validity and limitations of the n harmonic COS ap­
proximation so widely in use. Nor have we found a suitable 
study discussing how to determine and extract a valid ani­
sotropy from the large quantities of data that are produced 
by today's complicated particle detectors. Thus, the goal 
of this paper is to develop simple yet reliable analytic ex­
pressions for the geometric corrections and error analysis 
that can be applied to a large volume of data.
Various other methods of determining the charged
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particle anisotropy have been presented in the last few 
years. For an aggregate of particle detectors, each located 
in a slightly different position with respect to the spin 
axis of the spacecraft, a spherical harmonic analysis ap­
pears most reasonable (Sanderson and Page, 1974; Sanderson 
and Hynds, 1975). This would allow a complete 3-dimension­
al determination of the charged particle anisotropy. How­
ever, if there is only one detector and the mean look angle 
of the detector is perpendicular to the spin axis of the 
spacecraft, then the spherical harmonic analysis must be re­
placed by the COS approximation. For modern particle detec­
tors that employ more than 8 sectors (usually 16 sectors), 
the grey tone representation introduced by Gold et al (1975) 
is favorable. We note that the COS approximation requires 
only 5 sectors to determine the physically meaningful first 
and second harmonics of the anisotropic particle distribu­
tion. Thus, no new information is gained by increasing the 
number of sectors above 5. The only effect will be a reduc­
tion in the geometric effect as shown in section A.2, and a 
slightly improved determination of the phase angles.
With these considerations in mind, we have carried
out a detailed analysis of the COS approximation, which is
thpresented below. Starting with a n harmonic Fourier se­
ries, we derive in section A.l the most general equations 
for the anisotropy £ and the phase 6 applicable to the COS 
approximation. In section A.2, we derive corrections to the 
anisotropy caused by the finite geometry of a particle de-
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tector, and in section A.3 the standard errors, so often 
overlooked, are calculated. To check the accuracy of the 
calculations and to examine the effects produced by limited 
count rates, a computer simulation using Poisson statistics 
was performed. The results which are presented in section 
A.4 show that: First, the calculations are accurate; sec­
ondly, the measured anisotropy, on the average, is always 
greater than the true anisotropy. This effect, due entirely 
to Poisson statistics, says that even if the average true 
anisotropy is zero, the average measured anisotropy is great­
er than zero.
A.l Anisotropy - derivation
We start by expressing the particle distribution 
function ]fj in terms of the general expression for a Fourier 
series applied to a set of r equidistant data points (Chap­
man and Bartels, 1951)
2n+l<r
ifi (6i) = A q + E A n cos(n6i-0n ) (A.l)
n=l
where Aq = zeroth harmonic, An = magnitude, and the summa­
tion is bounded by 2n+l<r. Here 0^ refers to the direction 
of the equi-distant data point i while ©n refers to the dir­
ection of intensity maximum for the n^h harmonic. In apply­
ing eg. (A.l) we note that r = number of sectors and n = har­
monic manner. Thus the number of sectors limits the number 
of possible harmonics; i.e. four sectors allow only the first
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harmonic and eight sectors allow up to and including the 
third hamonic. Expanding eq. (A.l),
iJj (9 . ) = A + v ' i' o
2n+l<r
n=l
a cos(n9.) + b sin(n0.) n i n  i
where a = A cos (9 ) and b = A sin (6 ). n n n n n n
It follow that, for 2n+l<r,
-1
) = tan (b /a ) , A = /a 2 + b 2n n' n' ' n n n
(A. 2)
(A.3a)
and by definition (Chapman and Bartels, 1951)
f = A /A ^n n' o (A. 3b)
We now seek expressions for a^, bn, and AQ that will 
best fit the function rp (0^ ) to the count rate data in 
each sector i. Using the method of least squares, defined 
by (Chapman and Bartels, 1951)
y2 = ± I 
r i=l
(A.4)
we want to minimize y2 with respect to each coefficient, 
i.e.
3y:
3X =n o (A.5)
where X = Aq, an, bn» After carrying out the intermediate 
manipulations, the results are
where 2n + 1 < r. Together eqs. (A.3) and (A.6) determine 
for all allowable harmonics from the experimental data 
provided that each sector can be considered as a single 
point. However, in reality each sector has a finite width 
and cannot be considered a single point.
A.2 Anisotropy Corrections for Finite Detector Geometries
We now want to derive corrections to the measured 
anisotropy that are due to a finite geometry detector.
First, we look at the general case to demonstrate what is 
involved in solving the problem exactly. Then several rea­
sonable approximations are made so that simple analytic ex­
pressions can be found for the first and second harmonics of 
the anisotropy. Note our aim is to find accurate correc­
tions that avoid long numerical calculations.
Consider any charged particle detector that is lo­
cated perpendicular to the spin axis of a spacecraft. Let 
the plane of rotation, defined by the mean look angle of the 
rotating detector, be divided into p sectors. Then the av-
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erage particle distribution seen in one sector is
gfljT f(e,*)d0d* 
a w  a0d*
(A.7)
where f (0 rcf>) = particle distribution and dG/d0d<J>= differen­
tial geometry factor described by the spherical polar coor­
dinates 0 and <(>. Since eq. (A.l) is used to define the 
particle distribution function, assume
f1 (6 r 4>) = A + Z A cos (ny) (A. 8)
n=l n
where y=Y(e,t}>) and y=o lies along the mean interplanetary 
magnetic field. The prime indicates f' (0,<|>) holds only in 
the frame of reference moving with the solar wind. The av­
erage anisotropy is determined by transforming eq. (A.8) 
from the solar wind to the spacecraft frame which gives f (0, 
<t>), then eq. (A.7) is solved numerically for each sector. 
These operations can also be performed in reverse to find 
the real anisotropy along the interplanetary magnetic field 
( Ipavich, 1974; Gold et al, 1975).
The above, although accurate, is a very complicated 
process. A great deal of computer time is spent essentially 
determining the correction to the anisotropy which is actu­
ally small for our range of interest.
We now want to derive approximate analytic relations
describing the correction factor W . where £ (True) =J n n n n
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(Measured). First, we restrict ourselves to charged part­
icle energies above 1 Mev. Then the transformation from the 
solar wind to the spacecraft frame is small (Ipavich, 1974; 
Gold et al, 1975) and the first order Comrton-Getting ani­
sotropy correction is adequate. Second, notice from eqs.
(A. 7) and (A. 8 ) ,
cos(ny) = Wn <cos(ny)>
Thus, Wn can be determined by an average over only one gen­
eral sector. Finally, assume that an "effective" opening 
angle, 2a, can be found such that dG/d0d<}> = constant. This 
is a very good approximation for small anisotropies. Com­
bining all of the above, eq. (A.7) reduces to
<cos (ny)> =
f 9 + a 
d0
0 - a j
4a
$ + - + a 
* P
dtf> cos(ny) (A. 9)
4> - - - a
v P
where the integration limits represent integration over one 
"effective" sector of length 2tt/p and width 2a. The spher­
ical polar coordinates are defined such that 8 is measured 
from the spin axis of the spacecraft and 0 is measured in 
the plane of rotation formed by the mean look angle of the 
detector. It follows that
cos(y) = cos (9) cos (9') + sin(0) sin(6') cos (4>-<j>1) (A.10)
189
where (©' , c|>f > represent the location of the magnetic field 
vector. Notice the projection of cos (y) onto the 4>-plane 
gives
cos(y) -*• sin(0') cos ($-(}>1) = cos (e) cos ' )
where e = tt/2 - e 1 . This implies that the n=l particle dis­
tribution is reduced by a constant factor, cos(e) , when pro­
jected into the <J>-plane. By a similar manipulation and after 
integration by eq. (A.9), it can be seen that the n=2 part­
icle distribution is approximately reduced by a constant 
factor cos2 (e) when projected into the <f)-plane. Since the 
basic physical interest is in the first and second harmonics, 
we now assume 0 ’ = tt/2 and multiply eq. (A.9) by cosn (e).
The final analytical expressions follow:
Case 1; n=l
For cos (y) = sin{0) cos (<f>-<{>1 ) , eq. (A.9) gives
, . sin(-+ot)
<cos(y)> = cos(e) {S—n ^ — ^  } Cos(y) (A.11)
a (g+a)
This implies a correction factor of




For cos(2y) = 2 cos2(y)-l, eq. (A.9) gives approximate­
ly
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1 eir, Sint‘TT + 2(X )
<cos(2y)> = cos2(e) - { — *- +1} {-=-— £----  } (A.13)
2 a (^+2a)
where a constant term, independent of y , of ^ (1-sin(2a)/2a) 
has been neglected. This implies an approximate correction 
factor of
l  a f i r -  + 2 a )
W2{a,p,e) = {-----  } {--- ^ --- } {---P2„-----} (A.14)
cos2 (e) sin(2a)+2a sin(—  +2a)
Figure A.l and A. 2 exemplify the effect of the correc­
tion factor, from eq. (A.12), for various values of a, p,
and e. In Figure A.l is plotted as a function of e, the 
angle between the interplanetary magnetic field and its pro­
jection into the plane of rotation of the detector. Includ­
ed in Figure A.l is a family of curves representing various 
values of a for a fixed number of sectors, p=8. Notice 
is approximately constant for e below 30° and is quite small 
for a less than 20°. Figure A.2 shows as a function of a 
for two commonly used values of p. It is clearly seen that 
the p=8 curve yields much smaller values of W^, which in 
turn produces more accurate measured anisotropies.
As a representative example of the above analysis, 
consider the GSFC-UNH charged particle detectors located on 
the Pioneer 10 and Pioneer 11 spacecraft. The largest effec­
tive half-width angle is vl8° and p=8. If we assume e=o, 
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Fig. A.l Variation of the correction factor as a function
of e the angle between the interplanetary magnetic 
field and its projection into the plane of rota­
tion of the detector. Each curve represents a 
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Fig. A.2 Variation of the correction factor as a function 
of detector effective half-width opening angle 
and number of sectors. The effects are purely 
geometrical.
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gives 1^=1.47. Thus, the first harmonic correction is very 
small but noticeable. The second harmonic correction is 
large, which implies any measured but uncorrected bidirec­
tional anisotropy magnitude would be seriously undervalued.
So far we have considered the reduction in the ani­
sotropy produced by a real detector and by a variable mag­
netic field. Another separate correction to the anisotropy 
is necessary due to a background count rate present in all 
real particle detectors. To derive this relationship, as­
sume the background count rate is isotropic. Using eq. (A.3), 
the true anisotropy for any harmonic is given by
A  A i
Cn (true) = j £ ftrue) = s-Sg = J357JJ- (measured)
(A.15)
where B=Background count rate and Aq= average measured count 
rate. This term, which is exact providing B is isotropic, 
must now be added to eqs. (A.12) and (A.14) to form the most 
general correction factor.
In conclusion we feel that the corrections derived 
above are reasonable approximations to the more general case. 
Not only are the corrections easy to apply, but they can be 
calculated without reference to the magnetic field data 
which can be added later. In practice cos(e) is usually not 
included in the correction factor but is monitored individ­
ually.
A.3 Standard Errors
We now look for a reasonable standard error that is 
applicable to both the magnitude and phase of the measured 
anisotropy. Here, as before, the final goal is to find 
simple analytical expressions that will allow a confident 
interpretation of the data.
We start by examining the influence of the counting 
rate on the anisotropy. In order to relate the error 
produced by the initial data to the anisotropy as derived by 
the Fourier expansion, we introduce the standard definition 
of the variance (Hoel, 1971)
a 2 _ z (|£ )2 a 2 (A.16)
P i=l a*i ^1
where a 2 is the variance of y. in sector i, P is the func- 
Vi i
tion of interest, and o^2 is the variance of the function.
In this problem r represents the total number of sectors and
y. is defined as the number of counts in sector i. This re- J i
lation, as given above, is valid only if the various y^ are
independent of each other and if the counts per sector are
high enough to use a statistical distribution. Since the
cosmic ray particles obey a Poisson statistical distribution,
a 2= y.. Then the standard variance for the amplitude and v . 12 X
phase, for any harmonic n , are given by
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Using the definition of £n from eq. (A.3),
3? W 3A A 3A^n _ n , n _ _n  o,
5y7 A 3y. A 3y.o 1 o i
2W 2 A £ 2
— — {a cos(n6.) + b sin(n9.) — - } (A.18)
rA2 j. n i n  1 2 W 2
o5n
where W is the correction factor discussed in the last sec- n
tion and £n is the true anisotropy. Similarly
39 2 w 2
= ~ an2 >" 2 {a sin (n0.) - b cos(n9.)} (A. 19)
3yi r Ao ?n n 1 n 1
Now combining these expressions with eq. (A.17) and utiliz­
ing the relationships applicable to a finite set of Fourier 
orthogonal functions (Chapman and Bartels, 1951), the exact 
results are
2 W 2 2 W 2
ac2 =  tT  (1 + D ), a 2 = — r“—r— 2 (1 “ D ) (A.20)E r A n 0 r A £ n'n o  n o n
where
W 2
D = — . — 2 {(a 2 - b 2) cos(2n0.) + 2a b sin(2n9.)}y.A £ i=l n n i n n i Jrin r o n
(A.21)
and -l£D <1. It should be pointed out that D = ±1 only if n n
all the particles arrive in one sector. Of course any such 
distribution violates the original assumption of a cosine
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distribution and the numerical result for £ would not ben
meaningful. Also if the distribution is isotropic, then
Dn=o due to the oscillating terms. These results imply that
Dn<<;l when £n is small, which coincidentally is the only
time the cosine fit can be valid. We therefore assume D =o.n
Now defining the total counts for all sectors as C=r Aq , and 
defining the error as the square root of the variance, we 
obtain the simple error expressions
  °£
a£ = Wn /2/C ' °e = (A. 22)
n n 'n
where £n represents the true anisotropy. Observe that the
error is merely a combination of the geometrical smoothing
effects which is represented entirely by WR, and the actual
limited Poisson count rate represented by C. The phase error
is also related inversely to the anisotropy magnitude but
this is not unexpected since 0 becomes undefined as £ ■+ o.n n
The above results allow large quantities of data to 
be processed to find relevant anisotropies without examin­
ing each piece of data by hand. Likewise, the errors pre­
determine the minimum value of £ that can be seen for an
given count rate and for a given time period.
A.4 The Background Anisotropy
In order to test the effect of the count rate C on 
the measured anisotropy and in order to test the validity of 
the derived error expressions as illustrated by eq. (A.22),
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we developed a computer simulation of the COS fit to the 
cosmic-ray anisotropy. A brief description of the simula­
tion along with a detailed discussion of the surprising re­
sults and their implications are given below.
We begin by considering only the first harmonic of 
the anisotropy. Here the correction factor is set equal to 
one since the interest is only in the variation with respect 
to C. The simulation then consists of the following steps. 
First, select a perfect COS distribution of amplitude and 
phase 0^. Second, fit this distribution to a set number of 
sectors r and total counts C. Third, read each sector count 
rate into a Poisson random number generator that is normal­
ized to the total counts C. Finally, the resulting sector 
count rates are refit by a COS distribution as defined in 
eqs. (A.l) - (A.6). This process is repeated a few thousand 
times for each C so that an average and standard deviation 
can be formed for both the anisotropy magnitude and phase. 
The results for various values of as a function of C with 
r=8 are shown in Figure A.3. Observe that the average ani­
sotropy amplitude, shown in the lower section of Figure A.3, 
is denoted by the dashed line while the solid lines repre­
sent one standard deviation from the average. In the upper 
section of Figure A . 3, the phase error is denoted by the 
dashed line while the solid line represents one standard de­
viation from the average. The key results in Figure A.3 are 
seen to be the following:
1) The average anisotropy amplitude accurately reproduces
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Fig. A.3 Results of a computer simulation of the aniso­
tropy COS fit. The first harmonic anisotropy 
amplitude is shown as a function of the total 
count rate for various values of £. The cal­
culated standard deviation for the amplitude 
and phase are included for comparison. Notice 
the finite isotropic background anisotropy.
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the initial amplitude for large values of C. But as C 
decreases the average amplitude always increases compar­
ed to the initial amplitude.
2) For a zero initial anisotropy, i.e. isotropic conditions, 
there always exists a finite measured amplitude that is 
due entirely to Poisson statistics. In fact, our stud­
ies show that this background anisotropy follows very 
closely the relationship
Kbg ^ /37C ± /I7c (A.23)
where /l/C represents one standard deviation. This for­
mula is depicted by black dots in Figure A.3. The ac­
tual average calculated isotropic background amplitude 
is the bottom dashed curve with ± one standard deviation 
described by the solid lines. The physical consequence 
of these first two remarks is simple: all measured ani­
sotropy amplitudes are biased in the upward direction.
3) The error oQ , although not drawn in Figure A.3, is al-
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ways slightly larger than the standard deviation calcu­
lated from the simulation. The difference between the 
two is not large and tends to decrease C.
4) The error oa converges with the standard deviation for
61
large values of C, but for small values of C the two 
curves diverge radically. The region where the break­
down occurs can be seen in Figure A.3 to be related to 
the area where the average anisotropy amplitude starts
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to increase. This region begins when the background 
anisotropy is no longer small compared to the actual 
anisotropy. Above this zone, denoted empirically by 
^ 2£bg, the phase error is accurate.
To investigate the above observations in more detail, 
the simulation was rerun for the case of the first harmonic 
anisotropy divided into four sectors. If we again plot the 
calculated anisotropy amplitude vs. the total counts C, the 
resulting curves are identical to the case of the first har­
monic anisotropy that was divided into eight sectors— includ­
ing the isotropic background curves. Thus, the Poisson 
statistical variation is independent of the number of sec­
tors and depends only upon the total number of counts.
Rerunning the simulation for cases considering the 
second harmonic with four or eight sectors shows similar re­
sults to those discussed above. There appear to be no major 
differences between any of the observations. But this is to 
be expected since the derived standard error expressions are 
independent of both the harmonic number and the number of 
sectors.
Finally, in order to check the applicability of the 
isotropic background anisotropy, we have examined actual 
data from the GSFC-UNH cosmic-ray detector located on Pio­
neer 10 during times when the anisotropy is known to be 
small. A typical sample of the calculated anisotropy ampli­
tude as a function of the total number of counts is shown in 
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Fig. A . 4 Actual calculated anisotropy amplitude data from the LET-I detector on board
Pioneer 10. The predicted isotropic background amplitude is shown for comparison.
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eq. A.23 is overlayed in Figure A.4 as the dashed line while 
the solid lines represent one standard deviation from the 
mean. The agreement between theory and actual data is re­
markable. We take this agreement as confirmation of the 
validity of the calculated isotropic background anisotropy.
We have also examined the Rao et al (1967) data on 
the quiet time galactic cosmic-ray anisotropy in the same 
manner as above. The resulting data are shown in Figure A.5. 
Clearly the anisotropy amplitude and, by association, the 
phase for tiie 45-90 Mev proton data are meaningless. Even 
tne best 7.5-45 Mev data point, although more than one 
standard deviation above the mean isotropic background, is 
most likely influenced by it. Certainly the amplitude and 
phase are not as accurate as reported.
We note that Rao et al (19 67) had expressed their 
concern about the validity of £ for the 45-90 Mev proton 
energy interval and that other groups have iqnored this 
warning and have used this information in their present-day 
models (e.q. Forman and Gleeson, 1975).
For completeness, we now briefly consider the prob­
lem of correcting the measured first harmonic anisotropy 
amplitude so that the influence of the isotropic background 
anisotropy is taken into account. Since the magnitude of
was established by the simulation program, the problem isoG
approached empirically. First# a measured £ curve from the 
simulation program is selected. Then various functions are 
fit to the average measured £ in an attempt to reproduce the
F i c r .  A
.70
•  4 5 - 9 0  MeV 
o 7 5 - 4 5  MeV
From RAO.U.R., et a!., 
J.Geophys. Res., 7 2 ,4 3 4 3 ,1 9 6 7
}  (RAO, et al.).60
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5 Rao et al (1967) quiet time anisotrooy data compared to calculated isotropic 
background anisotropy. The number above each data ooint represents the data 
subset number as given in table 2 of Rao et al (1967).
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true initial anisotropy. The empirical function that best 
corrects the various £ curves is given by
4 (true) = *
U 2 - 1/C - 35/C3/2)1/2 for C>350
l/o “ (A'24)(£2 - 2.88/C) for 0350
where C is the total number of counts and E= W, E,1 meas
where is given by eq. (A. 12) and 1-s the actual
J. ItlGcLS
measured anisotropy. The result of this correction can be 
seen in Figure A.6. In practice this correction can only be 
used when Cmeas > 5 ^ .
A. 5 Conclusion
We have presented a systematic study of the cosmic- 
ray anisotropy COS approximation. The initial equations de­
rived from the Fourier series expansion for the nfc^  harmonic 
component of the anisotropy are completely general. This 
includes the equations derived from the least squares fit 
which allow a determination of the anisotropy for any har­
monic n such that 2n + 1 < r where r is the number of sec­
tors . Although several assumptions were made in determining 
the simple analytic smoothing corrections given in section 
A.2, we believe that they are accurate provided only that 
the cosmic-ray distribution can be approximated by a COS ex­
pansion and that the average energy of the particles are 
£ 1 Mev.
We conclude, after detailed investigation and im- 
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Fig. A.6 The anisotropy background correction resulting from eq. (A.24). The 
£(measured) curves are taken from the computer simulation.
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1) The error expressions in eq. (A.22) are accurate and
easy to apply to large amounts of data. We urge that 
they be adopted as a standard whenever the COS approxi­
mation is used in determining the anisotropy.
2) The isotropic background anisotropy exists and is well- 
described by £bg ^ /3/C ± /1/C. £bg will influence E, 
for low count rates.
3) Smoothing factor corrections, such as those in section
A.2, must be applied in any detailed comparison of the
measured anisotropy with theory.
4) The three-dimensional direction of the interplanetary 
magnetic field must be included in any detailed analysis 
of the cosmic-ray anisotropy.
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APPENDIX B
COORDINATE TRANSFORMATION OF THE MAGNETIC FIELD
The mean look angle of each of the three GSFC-UNH 
charged particle detectors on board Pioneer 10 and 11 spins 
in a plane that is perpendicular to the spin axis of the 
spacecraft. Thus, a logical three dimensional coordinate 
system to use in analyzing the charged particle anisotropy 
data from these three detectors is a coordinate system that 
has one axis along the spin axis of the spacecraft. The 
particular coordinate system used to analyze the charged 
particle data is the Pioneer inertial spherical coordinate 
system that is shown in Figure B.1A. This coordinate sys­
tem is defined by the z'-axis that lies along the spin axis 
of the spacecraft and by the x'-axis which is perpendicular 
to both the z'-axis and the direction of the North ecliptic 
pole E.
Unlike the charged particle data which basically re­
presents a two dimensional measurement of charged particles 
that enter the plane of rotation of the detector, the inter­
planetary magnetic field data is measured in all three di­
mensions and, hence, is independent of the local spacecraft 
coordinate system. Since the interplanetary magnetic field 
originates at the Sun, the logical coordinate system to use 
would be one that is centered at the Sun. The particular 
coordinate system used in presenting the interplanetary
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magnetic field data is shown in Figure B.1B and is called 
the solar-interplanetary coordinate system. This coordinate 
system is defined by the R-axis which is directed radially 
outward from the Sun to the Pioneer spacecraft and by the 
T-axis which is perpendicular to both the R-axis and the 
direction of the Sun's spin axis.
Since the charged particle anisotropy data and the 
interplanetary magnetic field data are calculated in differ­
ent coordinate systems, a comparison of the two data sets 
cannot be made until a coordinate transformation is made for 
one of the data sets. We now want to derive a coordinate 
transformation that will transform the magnetic field data 
from the solar-interplanetary to the Pioneer inertial 
spherical coordinate system.
The experimental data recorded by each experiment 
onboard the Pioneer spacecraft comes complete with a listing 
of the coordinates of both the spacecraft and the Earth for 
each time interval. These coordinates use the Ecliptic co­
ordinate system that is defined by the north ecliptic pole 
(the 2-axis) which is perpendicular to the ecliptic plane 
and by the vernal equinox (X-axis). The ecliptic plane is 
defined as the plane formed by the rotation of the Earth 
about the Sun and the vernal equinox is defined as the point 
where the Sun crosses the plane of rotation formed by the 
Earth's spin axis passing from south to north. From this 
list of trajectory information we define the following 
quantities in terms of the ecliptic coordinate system:
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Figure B.l The Pioneer inertial spherical coordinate system 
that is used as a basis for the analysis of the 
charged particle data and the Solar-Interplane­
tary coordinate system that is used as a basis 
for the analysis of the magnetic field data are 
shown in {A) and (B), respectively. The Pioneer- 
inertial coordinate system is defined by the Z'- 
axis that lies along the spin axis of the space­
craft which points directly at Earth, and by the 
X'-axis that is perpendicular to the direction 
of the North Ecliptic pole and the Z'-axis. The 
Solar-Interplanetary coordinate system is defined 
by the R-axis that is directed radially outward 
from the Sun and by the T-axis that is perpen­
dicular to the Sun's spin axis f2 and the R-axis.c s
Figure B.2 The five rotation transformations and their ro­
tation angles ^,Q,\pte, and 6 are given in A 
through E respectively. The first three rota­
tion transformations (A, B, and C) define the 
transformation of a vector from the Ecliptic 
to the Solar-Interplanetary coordinate system. 
The last two rotation transformations define 
the transformation of a vector from the Ecliptic 
to the Pioneer-inertial coordinate system.
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<j>= longitude of the spacecraft 
8= latitude of the spacecraft 
a= longitude of the Earth 
B= latitude of the Earth
rs= radial distance from the Sun to the spacecraft
r = radial distance from the Sun to the Earth e
fte= longitude of the spin axis of the Sun ftg, fte=14.6°
ft = latitude of the spin axis of the Sun ft , ft =7.25°. np ^ s np
We define the ecliptic coordinate system to be a spherical 
coordinate system with spherical polar coordinates r,9O°-0,
4) and cartesian coordinates X,Y,Z. Also, for convenience 
throughout tnis Appendix let cosine=C and sine=S, i.e. 
cos(0)=C0 and sin(0)=S0.
We want to transform a vector from one coordinate 
system to a second coordinate system. To do this we adopt 
the matrix rotation transformation technique developed in 
Chapter 4 of the text Classical Mechanics by Goldstein.
Since the procedure is discussed in detail by Goldstein, we 
assume tnat the reader can read or has already read Gold­
stein and, thus, nas a basic knowledge of the matrix trans­
formation technique.
We start by transforming a vector— i.e. the magnetic 
field vector— from the ecliptic to the solar-interplanetary 
coordinate system. This is accomplished by the following 
rotation transformations. First, rotate about the Z-axis 
of the ecliptic coordinate system an angular amount 4> as 
shown in Figure B.2A. The transformation matrix is given by
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Ctf S(f) 0
A = —s<(> C(t> 0 (B.l)
0 0 1
where <f> is the longitude of the spacecraft. Second, rotate 
aoout the new Y^-axis by an angular amount 9 as shown in 
Figure B.2B. The transformation matrix is given by
B =
C9 0 S0 
0 1 0  
-se o C6
(B. 2}
where 6 is the latitude of the spacecraft. And, third, 
rotate about the new X2 _axis by an angular amount  ^as shown 
in Figure B.2C. The transformation matrix is given by
C =




where is the projection of the Y^-axis onto the T-axis as 
shown in Figure B.2C. ^ is defined by the relationships
Cip =
Sip =
sn se (sn s4>-cft c<f>)+cecftnp e e _____ np
ISsxR|
-Sfl S (Q +<|») np ' e r
(B. 4)
QgxR|
where ft and R are vectors defined by the X-Y-Z coordinates s
(SO. Cft , -Sfi Sf2 , Cf2 ) and (C6C<J>, C6S4>, S0) respectively, np e np e np
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The denominator represents the determinant of the cross
A A
product between and R.
The A, B, and C rotation transformations, when com­
bined in the specific order CBA, will transform a vector 
from the ecliptic to the solar-interplanetary coordinate 
system. Since we are interested in the reverse coordinate 
transformation, the matrix CBA must be inverted. The re­
sulting transformation matrix valid for transforming a mag­
netic field vector from the solar-interplanetary coordinate 
system to the ecliptic coordinate system is given by
(CBA)_1=
cec<f> -C4>s<t>+si|jsecct> -sijis<j)-cij/sec<i>
C0S(J) Ci|jC4)+SiJJS0S<f> StJjC4>-C^S0Sc^ 
S0 — S ipC 0 CtpCO
(B.5)
To complete the general transformation, we now 
transform from the ecliptic to the Pioneer Inertial coordi­
nate system. Since the X'-axis of the Pioneer Inertial co­
ordinate system lies in the ecliptic plane that is formed by 
the X and Y axis, only two rotations are necessary to com­
plete the transformation. We start by rotating about the 
Z-axis of the ecliptic coordinate system an angular amount 
e as shown in Figure B.2D. The transformation matrix is 
given by
D =







where e is defined by the vector relationship cos (e) = (X'*X) /
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X1||X|. Explicitly e is given by
Ce =
r C0S<j>-r CgSct s e
{r2C28+r2C20-2r r CBC0C (4>-a)}**
G S G S
(B.7)
And second, rotate about the new X'-axis an angular amount 6 
as shown in Figure B.2E. The transformation matrix is given
by
E =
1 0  0
0 C6 S6 
0 -S5 C<5
(B. 8)
where 6 is given by the relationship
C<5 =
r Sg-r S9 e s
{ r2+r2-2r r (C3C0C (cjj-a) +S8S0) I’*5e s
(B. 9)
Tne D and E rotation transformations, when combined 
in the specific order ED, will transform a vector from the 
ecliptic to the Pioneer inertial coordinate system. The re­
sulting transformation matrix is given by
ED
Ce -Se 0 
C5Se CSCe S<5 
-SSSe -SSCe C6
(B.10)
Finally, by combining the five rotation transforma­
tions in the specific order ED(CBA)  ^the magnetic field 
vector is transformed from the solar-interplanetary to the 
Pioneer inertial coordinate system. The resulting transfor-
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Ce (“CijjS(t)+S^ S0C4))-Se (CiJjC^ +S^ SQStJ))
C5Se (-Ci|jS(J)+S^ S0C4i)+C6Ce (C^ C(f.+Si|/SeSc|3)-S<5St|>C0 
-S5S£ (-C\|;S(j) + Si|;S0C(t)) -S<5Ce (C^ jC^+S^S6Scf)) -C6S^C0
*c e (s^s<j>+cij>sec<t>}-s£ CSt^jc^— c^ses4>)
-C5Se (Si|iS<()+C^ S0Ct})) +C<5Ce (Si/jCtJj-C^ Se S0 ) +S6C^C0 
S6Se (S^ S(|)+C4jSeC({))-S6C£ (S^ C4>-C S^0S<t))+C6C^ C0
(B.ll)
It is worthwhile to mention that the transformation 
of the magnetic field vector from the solar-interplanetary 
to the Pioneer inertial coordinate system could have been 
accomplished by only three rotational transformations. 
However, the rotational angles for these three transforma­
tions are dependent upon the known trajectory information 
which is given in terms of the ecliptic coordinate system. 
Thus, it is just as easy to carry out the five simple rota­
tion transformations outlined above which use the ecliptic 
coordinate system as it is to carry out three rotation 
transformations that would require more complicated calcula­
tions to find the proper rotation angles.
As a final problem we note that the Pioneer space­
craft magnetic field data is collected according to the 
spacecraft Universal Time (UT) whereas the charged particle 
anisotropy data is collected according to the Earth's Uni­
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versal Time. Thus, the magnetic field data when compared to 
the anisotropy data must be shifted according to the light 
time t which is defined as the time it takes for light to 
travel from the Pioneer spacecraft to Earth. In terms of 
the previously defined coordinates
t = ( r 2+r2-2r r (Cf3C9C {(J)-a)+S0S0) ) ’^/C ' {B.12)6 S 6 5
where C'= velocity of light.
