On the simplicity of Kac modules for the restricted Lie superalgebra
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1 Introduction
Let g = gl(m,n) be the general linear Lie superalgebra over a field F with char.F =
p > 2. Then g is a restricted Lie superalgebra. The Kac module of g is a finite
dimensional module (see Sec.2) induced from a simple g0¯-module. In the charac-
teristic zero case, the simplicity of Kac modules is determined by typical weights
(see [5]) which were defined using a symmetric bilinear form on H∗, where H is the
maximal torus of g consisting of diagonal matrices. In the case that char.F = p > 2,
the simplicity of the Kac modules was studied in [9, 11]. In the restricted case, it
was shown in [11, Th.2.2] that the simplicity of the Kac modules is determined by a
polynomial. But the conclusion that this polynomial coincides with the polynomial
P (λ) defined in complex number case ([5]) modulo p is stated without proof([11,
Prop. 2.1]). In more general cases, the simplicity of the Kac modules was studied
in [9], in which one has to assume p > nm to determine an analogous polynomial.
The main goal of the present paper is to present a characteristic free approach
to determine the above-mentioned polynomial. Then we study its application to the
nonrestricted simple modules for g. The paper is arranged as follows. Sec. 2 is the
preliminaries. In Sec. 3 we discuss the simplicity of the Kac modules. In Sec. 4 we
prove the main theorem. By applying the main theorem we show in Sec. 5 that,




Let g = gl(m,n) be the general linear Lie superalgebra(See [5]). Then g has a
standard basis consisting of matrices {eij |1 ≤ i, j ≤ m+ n}. Set I = I0 ∪ I1, where
I0 = {(i, j)|1 ≤ i < j ≤ m or m+ 1 ≤ i < j ≤ m+ n},
I1 = {(i, j)|1 ≤ i ≤ m < j ≤ m+ n}.
We denote eji with j > i by fij . Then we get g1¯ = g−1 ⊕ g1, where
g1 = 〈eij |(i, j) ∈ I1〉 g−1 = 〈fij|(i, j) ∈ I1〉.
Let g+(resp. g−) be the subalgebra g0¯ + g1(resp. g0¯ + g−1) of g. The parity of the
basis elements is given by
e¯ij = f¯ij =
{
0¯, if (i, j) ∈ I0 or i = j
1¯, if (i, j) ∈ I1.
Let H = 〈eii|1 ≤ i ≤ m+n〉, and let T be the linear algebraic group consisting
of (m+ n)× (m+ n) invertible diagonal matrices. Then we have Lie(T ) = H . Let
Λ =: X(T ) = Zǫ1 + Zǫ2 + · · ·+ Zǫm+n. The set of positive roots of g relative to T
is Φ+ = Φ+0 ∪ Φ
+
1 , where
Φ+0 = {ǫi − ǫj |(i, j) ∈ I0}, Φ
+











and set ρ(m,n) =: ρ0(m,n)− ρ1(m,n) ∈ Λ.
Denote by N+(resp. N−) the Lie sub-superalgebra of g spanned by the elements
eij , (i, j) ∈ I(resp. fij , (i, j) ∈ I). By the PBW theorem ([1]) we have the triangular
decomposition of U(g):
U(g) ∼= U(N−)⊗ U(H)⊗ U(N+).
Let h(U(g)) be the set of all homogeneous elements in U(g). For each x ∈ h(U(g)),
we have a derivation [x,−] on U(g) defined by
[x, y] = xy − (−1)x¯y¯yx, y ∈ h(U(g)).
It is easy to see that






y¯ky1 · · · [x, yi] · · · yt,
for y1, · · · , yt ∈ h(U(g)).
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Let ǫˇi be the 1-psg: Gm −→ T such that each t ∈ Gm is mapped into a diagonal
matrix with all entries equal to 1 but the ith equal to t if i ≤ m, and t−1 if i > m.
Then the 1-psg’s ǫˇi form a Z-basis of Y (T ). The nondegenerate paring([3]):
X(T )× Y (T ) −→ Z : (λ, µ) 7→ 〈λ, µ〉
induces a symmetric bilinear form on Λ defined by
(ǫi, ǫj) = 〈ǫi, ǫˇj〉 =
{
δij , i ≤ m
−δij , i > m.
Assume the Lie superalgebra g is defined over a field F. We identify H∗ with
Λ⊗ZF. Then the bilinear form above is extended naturally toH
∗. In case char.F = 0,
this is exactly the one given in [5]. Suppose char.F = p > 0. For each λ ∈ Λ = X(T ),
the tangent map dλ: H −→ F, by [4, 1.2], is a linear map satisfying dλ(h[p]) =
(dλ(h))p for all h ∈ H . By identifying dǫˇi(1) with eii if i ≤ m and −eii if i > m, we
see that dλ is exactly λ⊗ 1 ∈ Λ ⊗Z F = H
∗. For each λ ∈ Λ, we write λ⊗ 1 ∈ H∗
also as λ.




(λ+ ρ(m,n), α), λ ∈ H∗.
λ ∈ H∗ is referred to as typical if fm,n(λ) 6= 0
3 The simplicity of Kac modules
Let g be the Lie superalgebra gl(m,n) over a field F. Let U(g)(resp. U(g+); U(g0¯);
U(g−1)) be the universal enveloping superalgebra of g(resp. g
+; g0¯; g−1)(see [1]).
Let M be a U(g0¯)-module. For µ ∈ H
∗, define the µ-weight space of M by
Mµ = {x ∈M |hx = µ(h)x for all h ∈ H}.
For any positive odd root α = ǫi − ǫj ∈ Φ
+
1 , (i, j) ∈ I1, let hα = [eij , fij ] = eii + ejj.
It is easy to check that µ(hα) = (µ, hα), for any µ ∈ Λ, α ∈ Φ
+
1 . Therefore we get
hαx = (α, µ)x for any x ∈Mµ. If x ∈Mµ, then
fijx ∈ Mµ−(ǫi−ǫj) and eijx ∈Mµ+ǫi−ǫj
for any (i, j) ∈ I0. A nonzero vector v
+ ∈Mµ is said to be maximal if eijv
+ = 0 for
all (i, j) ∈ I0.
Let M0(λ) be a simple U(g0¯)-module generated by a maximal vector of weight
λ ∈ H∗. We can view M0(λ) as a U(g
+)-module by letting g1 act trivially on it.
Then the induced U(g)-module
K(λ) = U(g)⊗U(g+) M0(λ)
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is called a Kac module. In case F = C, [5, Prop. 2.9] says that K(λ) is simple if
and only if λ is typical.
Note: In the case that char.F > 0, the maximal vector in the U(g0¯)-module
M0(λ) and hence its weight λ ∈ H
∗ may not be unique.
Let M0(λ) be a simple U(g0¯)-module generated by a maximal vector of weight
λ ∈ H∗. If char.F = p > 0, then M0(λ) is finite dimensional by the Jacobson’s
theorem(see [7, Th. 2.4]), so is the Kac module K(λ).
By definition, we have
K(λ) ∼= U(g−1)⊗F M0(λ)
as U(g−1)-modules.
Let us define an order on the set I1 as follows:
(i, j) ≺ (s, t) if and only if j > t or j = t but i < s.
We write (i, j)  (s, t) if (i, j) ≺ (s, t) or (i, j) = (s, t). Define fij ≺ fst if (i, j) ≺
(s, t). For each subset I ⊆ I1, let fI denote the product Π(i,j)∈Ifij in this order. In
particular, fφ = 1. Then it is clear that K(λ) has a basis
fI ⊗ vi, I ⊆ I1, i = 1, · · · s,
where v1, · · · , vs is a basis of M0(λ). Note that fijfst = −fstfij ∈ U(g−1) ⊆ U(g),
for any (i, j), (s, t) ∈ I1. Then it is easily seen that, by multiplying appropriate f
′
ijs(
(i, j) ∈ I1) to any nonzero element x ∈ K(λ), one obtains fI1⊗v with 0 6= v ∈ M0(λ).
It is easy to check that, for any (i, j) ∈ I0,
(∗) fijfI1 = fI1fij , eijfI1 = fI1eij.
For each subset I ⊆ I1, we denote by eI the product Π(i,j)∈Ieij in the reversed order
of I1. For each (i, j) ∈ I1, let
> (i, j)(resp. ≥ (i, j);< (i, j);≤ (i, j); )
denote the subset
{(s, t) ∈ I1|(s, t) ≻ (i, j)}
(resp.{(s, t) ∈ I1|(s, t)  (i, j)};
{(s, t) ∈ I1|(s, t) ≺ (i, j)};
{(s, t) ∈ I1|(s, t)  (i, j)}).
For (i, j), (s, t) ∈ I1 with (i, j) ≺ (s, t), we denote by ((i, j), (s, t)) the subset
{(i′, j′) ∈ I1|(i, j) ≺ (i
′, j′) ≺ (s, t)}.
Let us write eI1fI1 ∈ U(g) in terms of the triangular decomposition of U(g)(see
Sec.2):









±), f(h), u0i ∈ U(H).
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Note that U(g) is a T -module under the adjoint action. Denote by wt(u) the weight
of a weight vector u ∈ U(g). Then since wt(eI1fI1) = 0, so that wt(u
+
i ) = −wt(u
−
i )
we get u+i ∈ F if and only if u
−
i ∈ F.
Let vλ be a maximal vector in M0(λ) ⊆ K(λ). Then we get
eI1fI1vλ = f(h)vλ = f(h)(λ)vλ.
The following proposition was proved in [6] in the case F = C, and proved in [11] in
the restricted case.
Proposition 3.1. Let λ ∈ H∗. Then K(λ) is simple if and only if f(h)(λ) 6= 0.
Proof. By the formula (∗) above, the subspace fI1 ⊗M0(λ) ⊆ K(λ) is also a simple
U(g0¯)-module, and which is clearly annihilated by g−1. It follows that
U(g1)fI1 ⊗M0(λ) = U(g)fI1 ⊗M0(λ),
is a U(g)-submodule of K(λ).
Suppose K(λ) is simple. Then U(g1)fI1 ⊗M0(λ) = K(λ). Since dimU(g1) =
dimU(g−1), K(λ) has a basis consisting of elements
eIms, I ⊆ I1, s = 1, . . . , r,
where m1, . . . , mr is a basis of fI1⊗M0(λ). Choose m1 = fI1⊗vλ, where vλ ∈M0(λ)
is a maximal vector of weight λ. Then we have
0 6= eI1fI1 ⊗ vλ = 1⊗ f(h)(λ)vλ,
and hence f(h)(λ) 6= 0.
Suppose f(h)(λ) 6= 0. Assume K = K0¯ ⊕K1¯ is a nonzero submodule of K(λ).
Let x ∈ h(K) be a nonzero vector. Apply appropriate fij ’s to x to obtain fI1⊗m ∈ K
with 0 6= m ∈ M0(λ). From the formula (∗) above it follows that fI1⊗vλ ∈ K, since
M0(λ) is a simple U(g0¯)-module. Then we get
eI1fI1 ⊗ vλ = 1⊗ f(h)(λ)vλ ∈ K,
so that vλ ∈ K. This gives K = K(λ), and hence K(λ) is simple.
4 The main theorem
In this section we give a characteristic free approach to determine the polynomial
f(h)(λ).
Lemma 4.1. Let 1 ≤ i ≤ m. Then ei,m+nf>(i,m+n)vλ = 0.
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et,m+n, if i = s, t < m+ n
eis, if i < s, t = m+ n
0, otherwise.
Then we have













where αst ∈ Z2. Note that the second summation is equal to zero, since et,m+n
commutes with all fij((i, j) ∈ I1) with fij ≻ fst.
We claim that the first summation is also equal to zero. In fact, we have, in
the case where s > i, t = m+ n,









where the last equality is given by the fact that fsj ≻ fij .
Theorem 4.2. For each λ ∈ H∗, we have f(h)(λ) = fm,n(λ).
Proof. We have
eI1fI1vλ = e>(1,m+n)(e1,m+nf1,m+n)f>(1,m+n)vλ
= e>(1,m+n)(e11 + em+n,m+n)f>(1,m+n)vλ
− e>(1,m+n)f1,m+ne1,m+nf>(1,m+n)vλ
(Using Lemma 4.1) = e>(1,m+n)(e11 + em+n,m+n)f>(1,m+n)vλ
= (λ+ α1)(e11 + em+n,m+n)e>(1,m+n)f>(1,m+n)vλ
= (λ+ α1, ǫ1 − ǫm+n)e>(1,m+n)f>(1,m+n)vλ,
where λ+ α1 is the weight of f>(1,m+n)vλ.
Using Lemma 4.1, we compute e>(1,m+n)f>(1,m+n)vλ in a similar way. Continue
the process, we get
eI1fI1vλ = Π
k
i=1(λ+ αi)(eii + em+n,m+n)e>(k,m+n)f>(k,m+n)vλ
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= · · ·
= Πmi=1(λ+ αi)(eii + em+n,m+n)e≥(1,m+n−1)f≥(1,m+n−1)vλ
= Πmi=1(λ+ αi, ǫi − ǫm+n)e≥(1,m+n−1)f≥(1,m+n−1)vλ.
For each 1 ≤ i ≤ m, it is easily seen that the weight of f>(i,m+n)vλ is




By a straightforward computation we have, for each 1 ≤ i ≤ m,
(1) (−ρ0(m,n)− ρ1(m,n) +
i∑
k=1
(ǫk − ǫm+n), ǫi − ǫm+n) = 0.
Applying the formula (1), we have
(λ+ αi, ǫi − ǫm+n) = (λ+ ρ(m,n), ǫi − ǫm+n)
for any 1 ≤ i ≤ m, which gives
f(h)(λ) = Πmk=1(λ+ ρ(m,n), ǫk − ǫm+n)e≥(1,m+n−1)f≥(1,m+n−1)vλ.
We now prove the theorem by induction on n. The case n = 1 follows immediately
from the above equation. Assume the case n− 1 and consider the case n. Note that

















(ǫk − ǫm+n), ǫi − ǫj) = 0
for all i ≤ m < j < m+ n, so that
(λ+ ρ(m,n− 1), ǫi − ǫj) = (λ+ ρ(m,n), ǫi − ǫj).
Then we have by the induction hypothesis that
f(h)(λ) = Πmk=1(λ+ ρ(m,n), ǫk − ǫm+n)Πi≤m<j<m+n(λ+ ρ(m,n− 1), ǫi − ǫj)
= Π(i,j)∈I1(λ+ ρ(m,n), ǫi − ǫj) = fm,n(λ).
Corollary 4.3. Let g = gl(m,n) be defined over F with char.F = p > 2. Then
K(λ) is simple if and only if Π(i,j)∈I1(λ+ ρ(m,n), ǫi − ǫj) 6= 0.
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5 Applications of the main theorem
In this section, we assume g = gl(m,n) is defined over a field F of characteristic
p > 0. We abbreviate ρ(m,n) to ρ. Then g is a restricted Lie superalgebra (see[1])
with the p-map [p] the pth power map.




(xp − x[p] − χ(x)p)v = 0
for all x ∈ g0¯, v ∈ M . Let uχ(g)(resp. uχ(g0¯); uχ(g
+); uχ(g
−)) be the quotient
superalgebra of U(g)(resp. U(g0¯); U(g
+); U(g−)) by its Z2-graded two-sided ideal
generated by the central elements
xp − x[p] − χ(x)p, x ∈ g0¯.
Then M is a uχ(g)-module. The superalgebras uχ(g0¯), uχ(g
+) and uχ(g
−) are all
viewed canonically as subalgebras of uχ(g).
Recall the subalgebras g1 and g−1 of g. Let U(g1) and U(g−1) be their enveloping
algebras, and u(g1) and u(g−1) their images in uχ(g).
Lemma 5.1. There is a F-vector space isomorphism:
uχ(g) ∼= U(g−1)⊗ uχ(g0¯)⊗ U(g1).
Proof. Let Iχ(resp. I
0
χ) be the two-sided ideals of U(g)(resp. U(g0¯)) generated by
the central elements(cf [7]) xp − x[p] − χ(x)p, x ∈ g0¯. By the PBW theorem(see [1])
we get
U(g) ∼= U(g−1)⊗ U(g0¯)⊗ U(g1).























uχ(g) ∼= U(g−1)⊗ U(g0¯)⊗ U(g1)/U(g−1)⊗ I
0
χ ⊗ U(g1)
∼= U(g−1)⊗ uχ(g0¯)⊗ U(g1).
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It follows from the lemma that u(g±1) ∼= U(g±1).
To study the representations of uχ(g), by applying the automorphisms of the
Lie superalgebra g we may assume χ(eij) = 0 for all (i, j) ∈ I0(see [8]). Let M be a
simple uχ(g0¯)-module. Then M contains a maximal vector v
+ of weight µ for some
µ ∈ H∗(cf. [2]). Since M is simple, M is generated by v+. Denote M by M(µ). We
view M(µ) as a uχ(g
+)-module annihilated by g1.
Set
Kχ(µ) = uχ(g)⊗uχ(g+) M(µ).
Let us note that the maximal vector and the weight µ need not be unique.
Let π : U(g) −→ uχ(g) be the canonical epimorphism. Then π maps U(g
+)(resp.
U(g−); U(g0¯)) onto uχ(g
+)(resp. uχ(g
−); uχ(g0¯)). Using the epimorphism M(λ) can
be viewed as a U(g+)-module annihilated by g1. Define the F-linear mapping
φ : K(λ) = U(g)⊗U(g+) M(λ) −→ Kχ(λ)
such that φ(u ⊗ x) = π(u) ⊗ x for all u ∈ U(g), x ∈ M(λ). It is easily seen that
φ is a U(g)-module epimorphism. By comparing dimensions we obtain that φ is an
isomorphism.
For eI1 , fI1 ∈ U(g), let us denote their images in uχ(g) also by the same
notation. Let vλ be a maximal vector in the uχ(g
+)-module M(λ) of weight λ.
Then by applying the isomorphism φ we see that in Kχ(λ)







For any uχ(g0¯)-moduleM , M is viewed as a uχ(g
+)-module by letting g1M = 0,
we define the induced functor from the categories of uχ(g0¯)-modules to the categories
of uχ(g)-modules by
Ind(M) = uχ(g)⊗uχ(g+) M.
Clearly Ind is an exact functor and Ind(M) = Kχ(λ) in case M is a simple uχ(g0¯)-
module M(λ).
For any u(g1)-module N = N0¯ ⊕N1¯, let us denote
Ng1 = {x ∈ N |gx = 0 for any g ∈ g1}.
Lemma 5.2. For the left regular u(g1)-module u(g1), we have u(g1)
g1 = FeI1.
Proof. Clearly we have eI1 ∈ u(g1)
g1 . Since u(g1) ∼= U(g1), u(g1) has a basis eI , I ⊆
I1. For any nonzero x =
∑
cIeI ∈ u(g1), if there is I ( I1 such that cI 6= 0, then
we have eijx 6= 0 for some (i, j) ∈ I1. This gives u(g1)
g1 = FeI1
Theorem 5.3. If χ(hα) 6= 0 for all α ∈ Φ
+
1 , then uχ(g0¯) and uχ(g) are Morita
equivalent.
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First we show that Kχ(λ) is simple for any λ ∈ H
∗. Let N = N0¯ ⊕ N1¯ be
a nonzero submodule of Kχ(λ). Take a nonzero elements v ∈ N , by applying
appropriate fij((i, j) ∈ I1) we get fI1 ⊗ x ∈ N for some 0 6= x ∈ M(λ). We may
assume x is a weight vector.i.e., x ∈M(λ)µ for some µ ∈ H
∗. SinceM(λ) is a simple
















i ) is the product of fij(resp. eij ; ess),
(i, j) ∈ I0, 1 ≤ s ≤ m+ n, ci ∈ F and vλ is a maximal vector of the weight λ.






i . Since each eij and fij
with (i, j) ∈ I0 commutes with fI1 , by applying f to fI1⊗x ∈ N we get fI1⊗vλ ∈ N .
Applying eI1 to which we get
Π(i,j)∈I1(λ+ ρ, ǫi − ǫj)vλ = Πα∈Φ+
1
(λ+ ρ)(hα)vλ ∈ N.
Note that hpα − h
[p]
α − χ(hα)
p in uχ(g), so that
λ(hα)
p − λ(hα) = χ(hα)
p,
which implies that λ(hα) /∈ Fp. Since ρ(hα) = (ρ, α) ∈ Fp for any α ∈ Φ
+
1 , we get
Πα∈Φ+
1
(λ+ ρ)(hα) 6= 0, which gives vλ ∈ N . Therefore N = Kχ(λ), so that Kχ(λ) is
simple.
Next we show thatKχ(λ)
g1 = M(λ). Note that the subspace fI1⊗M(λ) ⊆ K(λ)
is annihilated by g−1. Since eij , fij, (i, j) ∈ I0 commutes with fI1, the subspace is a
simple uχ(g
−)-submodule of Kχ(λ). Since Kχ(λ) is simple, we have




K−χ (fI1 ⊗M(λ)) = uχ(g)⊗uχ(g−) (fI1 ⊗M(λ)),
where fI1 ⊗M(λ) is viewed as a uχ(g
−)-module annihilated by g−1. By the com-
parison of dimensions we have that Kχ(λ) is isomorphic to K
−
χ (fI1 ⊗ M(λ)) as
uχ(g)-modules. Thus, as u(g1)-modules, we have
Kχ(λ) ∼= u(g1)⊗F fI1 ⊗M(λ),
from which it follows that
Kχ(λ)
g1 ∼= u(g1)
g1 ⊗ fI1 ⊗M(λ)
∼= eI1fI1 ⊗M(λ)
= M(λ),
where the last equality is given by the fact that eI1fI1vλ 6= 0.
From above discussion, we have that the functor (, )g1 is right adjoint to Ind. By
a similar argument as that for [2, Th. 3.2], uχ(g0¯) and uχ(g) are Morita equivalent.
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