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Abstract
We determine the number of cusps of minimal Picard modular surfaces.
The proof also counts cusps of other Picard modular surfaces of arithmetic
interest. Consequently, for each N > 0 there are finitely many commensu-
rability classes of nonuniform arithmetic lattices in SU(2, 1) that contain
an N-cusped surface. We also discuss a higher-rank analogue.
1 Introduction
To study the cusps of locally symmetric spaces, it is most natural to begin
with the minimal elements of each commensurability class. From there, one
can, ostensibly, use the combinatorics of covering spaces to study the rest of
the commensurability class. The purpose of this paper is to study the cusps
of minimal arithmetic complex hyperbolic 2-orbifolds. Equivalently, we study
cusps of maximal nonuniform arithmetic lattices in PU(2, 1). These algebraic
surfaces are often called Picard modular surfaces, and their fundamental groups
Picard modular groups.
We begin with two remarks. First, by Mostow–Prasad rigidity, when Γ is
an irreducible lattice in any semisimple group except SL2(R), the corresponding
locally symmetric quotient M is uniquely determined by Γ. Therefore, there is
no ambiguity in saying ‘the cusps of Γ’ as opposed to ‘the cusps of M ’. For
SL2(R), there is an easy counterexample: the free group on two generators is
the fundamental group of both the thrice-punctured sphere and once-punctured
torus. Second, it is a consequence of work of Borel and the arithmeticity theorem
of Margulis that a lattice Γ in a semisimple Lie group is arithmetic if and only
if there are infinitely many distinct isomorphism classes of maximal lattices in
its commensurability class. In fact, Γ is nonarithmetic if and only if there is a
unique maximal element in its commensurability class.
If Γ < PU(2, 1) is a maximal arithmetic lattice, it is best described using
Bruhat–Tits theory. See §3. The preceding section, §2, is a brief review of
complex hyperbolic geometry and some of the algebraic tools we use. The goal of
§4 is to count cusps of minimal Picard modular surfaces. The results are difficult
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to state without the notation of §3, so we refer to §4 for precise statements.
The main technical result is Theorem 4.8. The formula for a minimal surface is
roughly the following.
Theorem 1.1. Let M be a minimal Picard modular surface, defined via a her-
mitian form over the imaginary quadratic field k. Then there exists a nonnega-
tive integer n, depending explicitly on M , such that M has
3n
hk
hk,3
cusps, where hk is the class number of k and hk,3 is the order of the three-
primary part of the class group of k.
In short, the proof involves counting the number of cusps for particular
congruence subgroups of a given lattice, then using these counts to determine
the number of cusps for the minimal surface. These congruence subgroups are
natural generalizations of Hecke’s subgroups Γ0(N) in PSL2(Z) (cf. the groups
considered in [3]). Using Bruhat–Tits theory, one is then able to move around
the commensurability class and keep track of the action on cusps. The proof
is inspired equally by Zink’s study of cusps of lattices in unitary groups [18]
and Chinburg–Long–Reid’s paper on cusps of minimal arithmetic hyperbolic
3-orbifolds [3].
Our primary application of Theorem 1.1 is to the classification, up to com-
mensurability, of noncompact finite volume complex hyperbolic orbifolds. The
following, which we prove at the end of §4, utilizes work of Ellenberg–Venkatesh
[4] on torsion in the ideal class group.
Theorem 1.2. For any N > 0, there are only finitely many commensurability
classes of Picard modular surfaces containing an element with N cusps.
It remains unknown whether or not there are infinitely many commensura-
bility classes of nonarithmetic complex hyperbolic 2-orbifolds. For hyperbolic
3-space, Chinburg–Long–Reid [3] proved the analogue to Theorem 1.2, but there
are infinitely many commensurability classes of non-commensurable hyperbolic
knot complements (e.g., twist knots), so arithmetic assumption is crucial.
We also prove a higher-rank version of Theorems 1.1 and 1.2. Let Γ <
SU(r + 1, r) be a maximal nonuniform lattice with r > 1. By the monumen-
tal work of Margulis, Γ is automatically arithmetic. All nonuniform arithmetic
lattices in SU(2, 1) arise from hermitian forms in k3, where k is any imaginary
quadratic field. In higher rank, there are other methods of producing nonuni-
form arithmetic lattices, all of which arise from hermitian forms over division
algebras with involution of second kind. We say that a lattice is of simple type
if it arises from a hermitian form over an imaginary quadratic field. As in [18],
the methods of Theorem 1.1 extend to higher rank lattices of simple type.
Theorem 1.3. Let Γ < SU(r+1, r) be a maximal nonuniform lattice of simple
type, and set q = 2r+ 1. Then there exists a number n, depending explicitly on
2
Γ, so that Γ has
qn
hrk
hk,q
cusps, where hk is the class number of k and hk,q is the order of the subgroup
of the class group of k consisting of elements with order dividing q.
Since SU(2, 1) has R-rank one, cusps correspond to topological ends of the
corresponding orbifold. In higher rank, ‘cusps’ correspond to maximal chains
P0 ⊂ P1 ⊂ · · · ⊂ Pr of parabolic subgroups. For geometric interpretations, see
[1]. When q is prime, all nonuniform lattices are of simple type. This allows us
to give a full classification of the commensurability classes of locally symmetric
spaces with SU(r + 1, r)-geometry containing a one-cusped element.
Theorem 1.4. For r > 1 and 2r + 1 prime, there are only finitely many com-
mensurability classes of locally symmetric spaces with SU(r+1, r)-geometry con-
taining a one-cusped element. Furthermore, assuming the Generalized Riemann
Hypothesis, there are only finitely many commensurability classes containing an
N -cusped element for any N > 0.
We also show how, for each r ≥ 1, one can construct infinitely many homeo-
morphism classes of one-cusped orbifolds with SU(r+1, r)-geometry. However,
none of the spaces we build are manifolds. The following seems to be a signifi-
cant gap in our understanding of complex hyperbolic manifolds.
Question. Does there exist a one-cusped complex hyperbolic 2-manifold?
Restrictions on the possible cusp cross-sections are given by unpublished
work of Neumann–Reid and Kamishima [7]. There are one-cusped hyperbolic
manifolds commensurable with the modular curve, and, though the figure-eight
knot is the unique arithmetic knot complement [14], several Bianchi groups
PSL2(Od) contain a one-cusped manifold. See also [9]. The corresponding ques-
tion for higher dimensional hyperbolic manifolds also appears to be unsolved.
2 Preliminaries
2.1 Complex hyperbolic geometry
Let V be a three-dimensional complex vector space equipped with a nondegen-
erate hermitian form h of signature (2, 1). In this paper, h will typically be the
form with matrix
h0 =

0 0 10 −1 0
1 0 0

 .
The complex hyperbolic plane is H2C = P(V−) ⊂ P2, where V− is the set of
h-positive vectors in V . With the metric associated to h, the biholomorphic
isometry group of H2C is PU(2, 1).
3
The ideal boundary ∂∞H
2
C of complex hyperbolic space is the image in P
2
of the h-isotropic vectors V0. For h0, H
2
C has homogeneous coordinates


z1z2
z3

 : 2 Re(z1z3)− |z2|2 > 0


and ∂∞H
2
C is 


z1z2
z3

 : 2 Re(z1z3)− |z2|2 = 0

 .
A complex hyperbolic 2-orbifold is H2C/Γ, where Γ < PU(2, 1) is a discrete
subgroup of isometries such that H2C/Γ has finite volume. Isometries fall into
three categories based upon their action on H2C and its ideal boundary. An
isometry is elliptic if it has a fixed point in the complex hyperbolic plane, loxo-
dromic if it is not elliptic and has two fixed points on the ideal boundary, and
is parabolic if it is not elliptic and fixes exactly one point on the ideal boundary.
A lattice Γ is called uniform ifH2C/Γ, or equivalently PU(2, 1)/Γ, is compact.
Otherwise it is nonuniform and H2C/Γ has a finite number of topological ends.
A lattice is nonuniform if and only if it contains parabolic elements.
The cusp set of Γ is the set of all fixed points of parabolic elements in Γ.
There is a natural Γ-action on the cusp set, and a cusp of Γ is a Γ-equivalence
class of fixed points of parabolic elements in Γ. The topological ends of H2C/Γ
are in one-to-one correspondence with the cusps of Γ. As mentioned in the
introduction, by Mostow–Prasad rigidity, the number of cusps of H2C/Γ is an
invariant of the lattice. Therefore, we will alternate freely between saying ‘the
cusps of Γ’ and ‘the cusps of H2C/Γ’ throughout.
2.2 Algebra of hermitian forms
Let V be a vector space of dimension n over the number field k. If Ok is the ring
of integers of k, a lattice L ⊂ V is an Ok-submodule such that L ⊗Ok k = V .
Since Ok is a Noetherian ring, there is an isomorphism of Ok-modules
L ∼=Ok I1 ⊕ · · · ⊕ In,
where each Ij is a fractional ideal of k. This decomposition is determined up to
isomorphism by the ideal class cl(L), which is the class of the product I1 · · · In
in the ideal class group of k. That is, two lattices L1 and L2 are isomorphic as
Ok-modules if and only if they have the same dimension and cl(L1) = cl(L2).
Now, suppose that k is an imaginary quadratic field and that h is a non-
degenerate hermitian form on V . Then h is determined up to isomorphism by
det(h), considered as an element of Q×/Nk/Q(k
×) [15, Chapter 10]. A hermi-
tian lattice is a pair (L, h), where L is a lattice in V and h a hermitian form.
Hermitian lattices are then classified up to isomorphism by cl(L) and det(h).
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We say that a hermitian lattice (L, h) is unimodular if
L = {x ∈ V : h(x,L) ⊂ Ok}.
The lattice h0 from §2.1 is unimodular with respect to the standard lattice O3k
for that basis. More generally, if I is a fractional ideal of k, we call (L, h)
I-modular if
L = {x ∈ V : h(x,L) ⊂ I}.
If V is odd-dimensional and (L, h) is unimodular, then L contains an odd vector,
so given a reduced element x ∈ L, there exists y ∈ L such that h(x, y) = 1. This
fact will be crucial in what follows.
3 Picard modular groups
3.1 Arithmetic subgroups of SU(2, 1)
Let k be an imaginary quadratic field and h a hermitian form on k3 of signature
(2, 1). If Gh is the Q-algebraic group such that
Gh(Q) ∼= {A ∈ SL3(k) : tAhA = h},
then Gh(R) ∼= SU(2, 1), i.e., Gh is a Q-form of SU(2, 1). Though there are
two isomorphism classes of hermitian forms over k with given signature and
dimension, all the Gh over a fixed k are Q-isomorphic [12, §1.2].
The subgroup
Gh(Z) = {A ∈ SL3(Ok) : tAhA = h},
is a nonuniform lattice in SU(2, 1). Its commensurability class depends only on
k, and these lattices give all nonuniform arithmetic lattices in SU(2, 1) up to
commensurability. That is, commensurability classes of nonuniform arithmetic
lattices are in one-to-one correspondence with imaginary quadratic fields. Any
lattice commensurable with Gh(Z) is called a Picard modular group. Special
amongst the Picard modular groups are the principal arithmetic lattices, which
we now describe.
3.2 Principal arithmetic lattices
Fix an imaginary quadratic field k with integer ring Ok, set
h0 =

0 0 10 −1 0
1 0 0

 ,
and let G be the associated Q-form of SU(2, 1). For any prime p of Q, consider
the Qp-points G(Qp) of G. If p splits in Ok, then G(Qp) is isomorphic to SL3(Qp).
When p is inert or ramifies, let kp be the completion of k at the prime ideal
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of Ok above p. This is a quadratic extension of Qp, and G(Qp) is the unitary
group of h0 under this extension.
For each p, let Kp be a compact open subgroup of G(Qp), and suppose that
Kp = G(Zp) for all but finitely many p. (Note that this integral structure comes
from our above choice of basis. The important point is that G(Zp) is hyperspecial
for each p [16, §3.5].) Then
Kf =
∏
p
Kp < G(Af )
is a compact open subgroup, where Af is the finite adele ring of Q, and ΓKf =
Kf ∩G(Q) defines a lattice in SU(2, 1) commensurable with G(Z). In fact, G(Z)
is amongst these lattices, where Kp = G(Zp) for all p. We will always denote
the lattice G(Z), the standard Picard modular, by Γstd.
The conjugacy classes of maximal compact open subgroups of G(Qp) are
determined by the vertices of the local Dynkin diagram of G(Qp). The cases
of interest to us are worked out in detail in the examples of [16]. However, a
concrete set of maximal parahoric subgroups will be helpful in understanding our
method of counting cusps, so we briefly recall the construction, via stabilizers
of lattices in k3p, below.
3.3 Parahoric subgroups
When p splits in Ok, representatives for the conjugacy classes of maximal com-
pact open subgroups, i.e., the maximal parahoric subgroups, of G(Qp) are
Kv0p = SL3(Zp)
Kv1p =



 a11
1
pa12
1
pa13
pa21 a22 a23
pa31 a32 a33

 ∈ SL3(Qp) : ajk ∈ Zp


Kv2p =



 a11 a12
1
pa13
a21 a22
1
pa23
pa31 pa32 a33

 ∈ SL3(Qp) : ajk ∈ Zp

 .
If x1, x2, x3 is the corresponding basis for Q
3
p, then K
v0
p is the stabilizer of the
standard Zp-lattice,
Kv1p = stab
{
a
p
x1 + bx2 + cx3 : a, b, c ∈ Zp
}
,
Kv2p = stab
{
a
p
x1 +
b
p
x2 + cx3 : a, b, c ∈ Zp
}
.
Equivalently, these are the stabilizers of three vertices, v0, v1, and v2, of the
corresponding Bruhat-Tits building. These vertices determine a chamber t0 of
the building, which is a triangle. Let K0p be the associated Iwahori subgroup
Kv0p ∩Kv1p ∩Kv2p ,
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that is, the group of elements which are upper-triangular modulo p.
If p is inert or ramified, the building is a tree. Let Op be the ring of integers
of the quadratic extension kp of Qp and π a uniformizer for Op. Extend complex
conjugation on k/Q to the nontrivial Galois involution of kp/Qp.
There are two conjugacy classes of compact open subgroups,
Kv0p = G(Zp) =
{
A ∈ SL3(Op) : tAh0A = h0
}
,
the stabilizer in SU(h0, kp) of the standard Op-lattice, and
Kv1p =

A =

 a11
1
πa12
1
πa13
πa21 a22 a23
πa31 a32 a33

 ∈ SU(h0, kp) : ajk ∈ Op

 ,
which is the stabilizer in SU(h0, kp) of the Op-lattice
{a
π
x1 + bx2 + cx3 : a, b, c ∈ Op
}
.
The vertices v0 and v1 are adjoined by an edge e0, which is a chamber of the
building. Its stabilizer is the Iwahori subgroup
K0p = K
v0
p ∩Kv1p =



 a11 a12 a13πa21 a22 a23
πa31 a32 a33

 ∈ SU(h0,Op)

 .
In fact, one can show that preserving h0 also forces the (3, 2)-coordinate to be
divisible by π, so K0p is upper triangular modulo π.
Remark. When 2 ramifies in Ok, a slight modification is required at the prime
above 2. See [16].
3.4 Maximal lattices
Since G is a Q-form of SU(2, 1), it has Strong Approximation. Therefore, for any
Kf as above, there exists g ∈ G(Q) so that each factor of gKfg−1 is contained
in one of the K
vj
p of §3.3. Furthermore, the action of G(Qp) on the Bruhat–Tits
building at p is special [16, §3.2], from which it follows that if Γ < G(Q) is a
maximal lattice, then Γ = ΓKf for some compact open subgroup of G(Af ), and
each factor of Kf stabilizes a vertex of the building. Therefore, we can, and do,
assume that any ΓKf < G(Q) is such that each factor is contained in one of the
groups K
vj
p .
However, the ΓKf which are maximal in G(Q) do not necessarily determine
the maximal lattices in G(R) ∼= SU(2, 1). Let G be the corresponding Q-form
of PU(2, 1). Then every maximal arithmetic lattice in PU(2, 1) defined by a
hermitian form on k3 is contained in G(Q) (see [11, Proposition 4.2]), but the
projection from G(Q) to G(Q) is not necessarily surjective. One can describe
this phenomenon explicitly via lifts to the general unitary group. The lift g
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of some element of G(Q) to GU(2, 1) will have a special unitary representative
lying in G(Q) if and only if det(g) is a cube in k.
However, each maximal lattice in SU(2, 1) in our commensurability class is
the normalizer in G(Q) of some ΓKf [2, Proposition 1.4]. We may also assume
that each factor of Kf is either one of the vertex stabilizers K
vj
p , or is an Iwahori
subgroup K0p . Even further, when p is inert or ramified, every element of G(Qp)
acts by special automorphisms, so we may assume that Kf is Iwahori only at
split primes (see [12, §2.2]).
Let Γ < G(Q) be a maximal lattice, normalizing the lattice ΓKf . Let I be
the set of (split) primes for which Kf is Iwahori at p, so Kf is one of the groups
K
vj
p for all other p. Then, we have the following upper bound for [Γ : ΓKf ],
which will be of use several times throughout this paper.
Proposition 3.1 (See [2, 12]). Let Γ and ΓKf be as above. Then
[Γ : ΓKf ] ≤ 31+|I|hk,3,
where hk,3 is the order of the 3-primary part of the class group of the field k
from which the algebraic group G is defined.
Sketch. Since the ideas behind the proof are relevant later, we give a sketch. If
k 6= Q(√−3), then the center of SU(2, 1) is not contained in Γ, since the center
is ζ3 Id, where ζ3 is a primitive 3
rd root of unity. When k = Q(
√−3), ΓKf is
normalized in U(2, 1) by an element conjugate to

1 0 00 ζ3 0
0 0 1

 .
While this element has a unitary representative with entries in Q(
√−3), a spe-
cial unitary representative has entries in Q( 3
√
ζ3). This accounts for the first
factor of 3.
For any prime p at which Kf is Iwahori, there is an order 3 element of
PGL3(Qp) which permutes the three lattices defining a chamber of the build-
ing. In other words, a conjugate acts on the Bruhat–Tits building by an order
three automorphism of the triangle with vertices v0, v1, v2. If such an element
preserves h, then it normalizes ΓKf but also does not have a special unitary
representative with entries in k, hence the factor of 3|I|.
Since the image of Γ in PU(2, 1) is in G(Q), let g be a representative for
g0 ∈ Γ in the general unitary group with entries in k. Then
tghg = αh
for some α ∈ Q×, from which it follows that | det(g)|2 = α3. This lift is well-
defined up to an element of (k×)3, so we have a map
Γ/ΓKf → ker
(
Nk/Q : k
×/(k×)3 → Q×/(Q×)3) .
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There is a natural identification of this kernel with order three elements of
the class group of k. Choose a non-unit element x representing a nontrivial
class in k×/(k×)3 for which Nk/Q(x) = y
3 ∈ Q×. Then, the principal ideal (x)
decomposes as a product of prime ideals Pα11 · · ·Pαrr , and
r∏
j=1
P
αj
j P
αj
j = (x)(x) = (y)
3 = (p1)
3β1 · · · (pr)3βr ,
where y = pβ11 · · · pβrr as a product of rational primes.
Since pj = Nk/Q(Pj) for pj split or ramified, αj = 3βj for those j. If pj is
inert, then (pj) = Pj, so 2αj = 3βj, so αj is still divisible by 3. This implies
that (x) is a product of 3rd powers of ideals,
(x) = I31 · · ·I3r = (I1 · · ·Ir)3.
Since x is not a cube, Ix = I1 · · · Ir is not a principal ideal. Therefore Ix
represents an element of the class group of k with order dividing 3. That is, the
class of Ix lies in the 3-primary component of the ideal class group.
4 Cusps of Picard modular groups
4.1 Cusps of standard Picard modular groups
The first step in counting cusps of Picard modular groups is to describe the cusp
set (see §2.1). The notation of §3 is used throughout this section. Let Γ < G(Q)
be a maximal lattice which normalizes ΓKf as in §3.4. Since SU(2, 1)→ PU(2, 1)
is central, and since the center of SU(2, 1) acts trivially on H2C ∪ ∂∞H2C, there
is no issue with considering lattices in SU(2, 1), as opposed to their image in
PU(2, 1). The following lemma is known, cf. [3] and [11, §4.7].
Lemma 4.1. The cusp set of Γ is independent of its commensurability class
and equals P2(k) ∩ ∂∞H2C, i.e., the set of h0-isotropic lines in k3.
Therefore, to count the number of cusps of Γ, we will to count the Γ-
equivalence classes of h0-isotropic lines in k
3. To each h0-isotropic line ℓ there
corresponds an ideal class of k as follows. For any x ∈ ℓ, consider the fractional
ideal
Ix = {α ∈ k : αx ∈ O3k}.
The ideal class of Ix depends only on ℓ. Call this ideal class cl(ℓ).
If ℓ and ℓ′ are γ-equivalent for some γ in the standard Picard modular group
for h0, Γstd, then cl(ℓ) = cl(ℓ
′), since γ preserves L0 = O3k and has determinant
one. There is also a converse, due to Zink [18]. We sketch the proof, highlighting
the ideas used later in this paper. The key fact, which is the reason for our
specification of h0 and L0, is that L0 is unimodular for h0.
Theorem 4.2 ([18]). Let ℓ and ℓ′ be h0-isotropic lines in k
3. Then ℓ and ℓ′ are
Γstd-equivalent if and only if cl(ℓ) = cl(ℓ
′). Given any ideal class c of k, there
exists an h0-isotropic line ℓ with cl(ℓ) = c.
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Proof. Let φ : ℓ → ℓ′ be an abstract Ok-module isomorphism taking ℓ ∩ L0 to
ℓ′ ∩ L0. Zink proves that there exists an h0-preserving automorphism γ : L0 →
L0 which restricts to φ as follows.
There exist isotropic vectors x ∈ ℓ ∩ L0 and y ∈ L0 such that h0(x, y) =
1, by unimodularity (and since k3 has odd dimension). Then, we can find a
decomposition of L0 as an Ok-module
Iℓx⊕ I1y ⊕ I2z,
where Iℓ, I1, and I2 are fractional ideals and
h0(x, z) = h0(y, z) = 0,
h0(z, z) 6= 0.
Note that cl(Iℓ) = cl(ℓ) and I1 ∼= HomOk(ℓ,Ok), where ℓ denotes ℓ with the
complex conjugate Ok-module structure.
There is a similar decomposition with respect to ℓ′ with generators x′, y′,
and z′. This defines an element γ of Γstd which takes ℓ to ℓ
′ by
γ(x) = x′, γ(y) = y′, γ(z) = z′.
This preserves h0 by construction, so γ ∈ Γstd. (Note that γ might not have
determinant one, but after changing our choice of basis by a unit of Ok, the
determinant is one.)
To construct an isotropic line with given ideal class c, let c be a fractional
ideal representing c and c′ = HomOk(c,Ok). Then the abstract rank two Ok-
module c⊕ c′ is unimodular for the hermitian form H defined by
H(c, c) = H(c′, c′) = 0, H(x, x′) = x′(x), x ∈ c, x′ ∈ c′.
Set d = c−2 and extend H to the rank three Ok-module L = c⊕ c′ ⊕ d by
H(x, y) =
xy
N(c)2
, x, y ∈ d
H(c, d) = H(c′, d) = 0.
Then L is an odd unimodular lattice of rank three with respect to H , which
has signature (2, 1). It has the same class as L0 by construction, so it is isomor-
phic to L0 equipped with h0. The line generated by the image of c in k3 is an
isotropic line with ideal class c.
Corollary 4.3 ([18, 17]). The standard Picard modular group Γstd has hk cusps,
where hk is the class number of k = Q(
√−d). More generally, if L is a lattice in
k3 which is unimodular with respect to some hermitian form h, then the lattice
Aut(L, h) in SU(2, 1) has hk cusps.
The remainder of this section generalizes Zink’s ideas and the general ap-
proach of [3] to count the number of cusps for Γ and some of its congruence
subgroups. First, we consider cusps of a suitable generalization of the Hecke
congruence subgroup Γ0(N). This count is then used to count cusps of the
maximal lattice.
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4.2 Cusps of congruence subgroups
We now define the subgroups Γ(P1,P2,B) of Γstd that generalize Hecke’s sub-
groups Γ0(N) of the modular group. Let P1 and P2 be disjoint finite sets of
rational primes which split in Ok, and B a third disjoint finite set of primes.
Then Γ(P1,P2,B) is the subgroup of those γ ∈ Γstd for which the reduction of
γ modulo p has the form 
∗ ∗ ∗∗ ∗ ∗
0 0 ∗

 p ∈ P1

∗ ∗ ∗0 ∗ ∗
0 ∗ ∗

 p ∈ P2
and is upper triangular modulo p for all p ∈ B.
Note that P1 and P2 determine the two parabolic subgroups of SL3(Fp) con-
taining the Borel subgroup of upper triangular matrices. The groups SU(3,F2p)
and SO(3,Fp) have no proper parabolic subgroups which properly contain a
Borel subgroup, which is why all the primes in P1 and P2 are split. Write
B = Bs ∪ Bi ∪ Br as a disjoint union of its split, inert, and ramified primes,
respectively.
Proposition 4.4. The space H2C/Γ(P1,P2,B) has
2|P1|+|P2|+|B
i|+|Br|3|B
s|hk
cusps.
Proof. By Strong Approximation for Γstd, it suffices to consider one prime p.
Since the reduction of Γstd modulo p maps onto the corresponding Fp-group [16,
§3.5], it suffices to count Γ(P1,P2,B)-orbits of isotropic lines modulo p. Each
algebraic group G(Fp) over Fp, SL3(Fp), SU(3,F2p), or SO(3,Fp), acts transitively
on the isotropic lines modulo p.
For the primes in P1, P2, or a nonsplit prime of B, there are two orbits of
isotropic lines modulo p under the corresponding reduction modulo p. In each
case, the two orbits are represented by (1, 0, 0) and (0, 0, 1). For the split primes
in B, there are three.
For each orbit of isotropic lines modulo p and each element c of the class
group of k, it remains to show that there is an isotropic line in k3 with ideal
class c and whose reduction modulo p lands the specified orbit. Let ℓ′ be any
isotropic line with cl(ℓ′) = c and let ℓ
′
be the reduction of ℓ ∩ L0 modulo p.
Then there exists γ ∈ G(Fp) so that γ(ℓ′) = ℓ. Since the reduction is surjective,
there exists γ ∈ Γstd whose reduction is γ. Then ℓ = γ(ℓ′) has reduction modulo
p equal to ℓ. This completes the proof.
The following lemma will allow us to apply Proposition 4.4 to study a general
maximal lattice.
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Lemma 4.5. Let Γ < G(R) be a maximal lattice commensurable with the stan-
dard Picard modular group Γstd. Then, we can conjugate Γ so that Γ ∩ Γstd is
of the form Γ(P1,P2,B).
Proof. Suppose that Γ normalizes the principal arithmetic lattice ΓKf = Γ ∩
G(Q). We can assume after a conjugation that Kf is contained in a product of
the K
vj
p as above, so
Γ ∩ Γstd = Γ ∩ G(Q) ∩ Γstd = ΓKf ∩ Γ.
The lemma follows from the description of each K
vj
p given in §3.3.
4.3 Proof of the main result
Let Γ < SU(2, 1) be a maximal arithmetic lattice, k be the number field from
which it is defined, and ΓKf < G(Q) the principal arithmetic lattice that it
normalizes, where G is the Q-form of SU(2, 1) determined by k and the hermitian
form
h0 =

0 0 10 −1 0
1 0 0

 .
Conjugate so that the p-component of Kf equals K
vj
p or the Iwahori subgroup
K0p for every p, and is only equal to K
0
p for some finite set of rational primes
which split in Ok.
Let I be the set of primes for which the p-component of Kf is K
0
p . Let ΞKf
be, as in [2] (their notation is ΞΘ), the set of p in I such that Γ contains an
element cp which acts nontrivially on the chamber of the Bruhat–Tits building
at p corresponding to the Iwahori subgroup K0p . Then cp normalizes K
0
p , and
its image in PGL3(Qp) has order 3.
Finally, let Γstd be the standard Picard modular group, G(Z) for h0, and
Γstd its normalizer in G(Q). Now, we prove some auxiliary results necessary for
the proof of Theorem 1.1.
Proposition 4.6. If Γstd is the standard Picard modular group for h0 as above,
then [Γstd : Γstd] = 3hk,3.
Proof. One can prove this directly via Galois cohomology and Strong Approxi-
mation, as in [8] or [2], but we give an elementary (though morally equivalent)
argument. By Proposition 3.1,
[Γstd : Γstd] ≤ 3hk,3,
so it suffices to prove the opposite inequality. The element of determinant ζ3
from the proof of Proposition 3.1 generates the factor of 3 when k = Q(
√−3),
and completes the proof in that case. The center of SU(2, 1), thus of Γ is cyclic of
order 3, generated by the scalar matrix ζ3 Id. When k 6= Q(
√−3), this subgroup
is not in Γ, so it generates a three-fold extension. This completes the proof when
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hk,3 = 1. Now, we need to exhibit an element g ∈ G(Q) that normalizes Γ for
each order three element of the class group of k.
Let J ⊂ Ok be a non-principal ideal such that J3 is principal. If {e1, e2, e3}
are the standard basis vectors for k3, then
L0 = O3k = Oke1 ⊕Oke2 ⊕Oke3.
Set
L1 = Je1 ⊕ Je2 ⊕ Je3 ⊂ L0.
Then L1 is (n)-modular for h, where (n) = JJ . Since J3 is principal, cl(L1) =
cl(L0), so we can find a decomposition of L1, akin to that of Theorem 4.2, as
Oke′1 ⊕Oke′2 ⊕Oke′3,
where h(e′j1 , e
′
j2
) = 0 or ±n. This means that there is an isomorphism g from
L0 to L1, sending ej to e′j. The linear extension of g to k3 then, by definition,
lies in the general unitary group of h and scales h by n.
We claim that g normalizes Γstd. Indeed, since J is an ideal of Ok, it follows
that any γ ∈ Γ fixes L1, so g−1γg is an automorphism of L0 of determinant
one. Since g is in the general unitary group, g−1γg is still in the special unitary
group. In particular, g−1γg ∈ Γstd.
Finally, let gI and gJ be two elements as above, constructed with respect
to the ideals I and J , where each represents distinct three-torsion in the class
group. Then the cosets gIΓstd, gJΓstd ⊂ Γstd are disjoint. Indeed, gI and gJ will
scale h by different factors, even up to multiplication by scalar matrices (which
multiply determinants by a cube of k), so their cosets must be distinct. This
proves that [Γstd : Γstd] ≥ 3hk,3 and completes the proof of the proposition.
Corollary 4.7. Let Γstd be the standard Picard modular group for h as above,
Γstd its normalizer, and g ∈ Γstd one of the elements constructed in Proposition
4.6, built with respect to the ideal J of Ok. Then g acts on the cusps of Γ by
cl(ℓ)
g7→ cl(J)−1cl(ℓ).
In particular, cl(g(ℓ)) 6= cl(ℓ) for any isotropic line ℓ ⊂ k3.
Proof. Recall that cl(ℓ) is computed with respect to L0, not L1 = g(L0). Let
ℓ be an isotropic line, x ∈ ℓ, and Ix the fractional ideal of k associated to ℓ, so
cl(ℓ) = cl(Ix). Consider the ideal Ig(x), the set of λ ∈ k for which λg(x) ∈ L0.
If λg(x) ∈ L0, then jλg(x) ∈ L1 for all j ∈ J , so
jλx ∈ g−1(L1) = L0.
That is, jλ ∈ Ix for all j ∈ J , so JIg(x) ⊆ Ix.
Now, consider J−1Ix. Since
J−1 = HomOk(J,Ok),
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if j−1µ ∈ J−1Ix,
j−1µg(x) = j−1g(µx),
and µx ∈ L0 by definition, so g(µx) ∈ L1. Write
g(µx) = j1e1 + j2e2 + j3e3,
with jα ∈ J , α = 1, 2, 3. Then j−1(jα) ∈ Ok for all α = 1, 2, 3, so j−1µ ∈ Ig(x).
Thus, J−1Ix ⊆ Ig(x), i.e., Ix ⊆ JIg(x), so the two ideals are equal. This implies
that cl(g(ℓ)) = cl(J)−1cl(ℓ), as desired.
Now we are ready to state and prove the main technical result of this paper.
Theorem 4.8. Let Γ < SU(2, 1) be a maximal arithmetic lattice, and ΓKf the
principal arithmetic lattice that it normalizes. Let I be the set of (necessarily
split) rational primes for which the p-component of Kf is an Iwahori subgroup,
and mKf = |I r ΞKf |. Then H2C/Γ has
3mKf
hk
hk,3
cusps.
Proof. Let Γstd be the standard Picard modular group for h0 as above (so The-
orem 4.2 applies) and Γstd its normalizer. Consider the diagram of subgroups
in Figure 1, from which we will prove the theorem two stages.
Γ
KK
KK
KK
KK
KK
K Γstd
ss
ss
ss
ss
ss
ΓKf
KK
KK
KK
KK
KK
Γ ∩ Γstd Γstd
ss
ss
ss
ss
ss
Γ(P1,P2,B)
Figure 1: The intersection of Γ and Γstd.
First, assume k 6= Q(√−3). We will deal with Q(√−3) at the end of the
proof. Then Γ ∩ Γstd = Γ(P1,P2,B) has 2m13m2hk cusps by Lemma 4.4, where
m1 and m2 are explicitly determined by Kf . We claim that if ℓ is an isotropic
line and g ∈ Γ ∩ Γstd is such that cl(ℓ) = cl(g(ℓ)), then either g ∈ Γ(P1,P2,B)
or g is in the center of SU(2, 1), which is cyclic of order three and acts trivially
on all cusps. Equivalently, Γ ∩ Γstd has
2m13m2hk
1
3 [Γ ∩ Γstd : Γ(P1,P2,B)]
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cusps.
If g is in the center, ζ3 /∈ Q(
√−d) since d 6= 3, so g /∈ Γ. That the center
acts trivially on isotropic lines is evident. Now, suppose g is not central and
that cl(ℓ) = cl(g(ℓ)) for g ∈ Γ ∩ Γstd. We must show that g ∈ Γstd, which is
precisely the content of Corollary 4.7.
Now, consider Γ ∩ Γstd < Γ. First, this contains elements cp = c for p ∈ I,
where I is the set of (split) primes for which the p-component of Kf is K
0
p .
These elements generate the extension Γ/ΓKf , and Γ/ΓKf is an elementary
abelian 3-group. Every such element identifies the three equivalence classes of
cusps (for each ideal class) corresponding to the fact that the reduction modulo
p of ΓKf ∩Γstd is the Borel subgroup of SL3(Fp). There are, by definition, ΞKf
such elements.
Also, for each p /∈ I such that Kp is not G(Zp) = Kv0p , ΓKf contains an
element which identifies the two classes of isotropic lines modulo p which are
not identified by Γ∩Γstd. One can see this explicitly via Strong Approximation
and the reduction modulo p of ΓKf as described in [16, §3.11]. This shows that
Γ has
3|IrΞKf |hk
1
3 [Γ ∩ Γstd : Γ(P1,P2,B)]
cusps. It remains to show that this equals the expression in the statement of
the theorem.
To show that [Γ ∩ Γstd : Γ(P1,P2,B)] = 3hk,3, it suffices by Proposition 4.6
to show that
[Γstd : Γ ∩ Γstd] = [Γstd : Γ(P1,P2,B)].
These intersections are exactly determined by reductions modulo p, where the
reduction of Γstd modulo p is a subgroup of the general linear, unitary, or
orthogonal group modulo p, depending on the decomposition of p in Ok. This
is well-defined by realizing of each element of Γstd as an element of the general
unitary group of h with entries in Ok.
Then, the reduction of Γ ∩ Γstd modulo p is the appropriate parabolic or
Borel subgroup of the general linear, unitary, or orthogonal group. In each case,
the Borel subgroup, and thus each parabolic subgroup, contains the center. This
implies that the index of the parabolic subgroup in the full Fp group is equal
to the corresponding index for the reduction modulo p of Γstd. This means
precisely that [Γstd : Γ ∩ Γstd] equals [Γstd : Γ(P1,P2,B)], as required. This
proves the theorem for d 6= 3.
Now, consider the case k = Q(
√−3). The group Γ ∩ Γstd is generated over
Γ(P1,P2,B) by a special unitary representative of the element of determinant
ζ3 from the proof of Proposition 4.6, which acts trivially on cusps. This proves
that Γ ∩ Γstd has
2m13m2hk
1
3 [Γ ∩ Γstd : Γ(P1,P2,B)]
cusps, as in the other cases. The proof going from Γ ∩ Γstd to Γ is exactly the
same as above.
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4.4 Commensurability classes containing N-cusped elements
Theorem 4.9. For any natural number N , there only exist finitely many com-
mensurability classes of arithmetic complex hyperbolic 2-orbifolds containing an
orbifold with at most N cusps.
Proof. It suffices to prove that
hk
hk,3
→∞
as d → ∞, where k = Q(√−d). It is a classical result of Siegel that for every
ǫ > 0 there is a constant c(ǫ) such that
hk > c(ǫ)|dk| 12−ǫ,
where dk is the discriminant. More recently, Ellenberg and Venkatesh [4] proved
that there is another positive constant c′(ǫ) so that
hk,3 ≤ c′(ǫ)|dk| 13+ǫ.
(Also, see [10] and [6] for earlier bounds which suffice here.) Therefore
hk
hk,3
≥ c(ǫ)
c′(ǫ)
|dk| 16−2ǫ.
Fixing a small ǫ and letting d→∞ proves the theorem, since
dk =
{
d d ≡ 1 (mod 4)
4d d 6≡ 1 (mod 4).
for square-free d.
Remark. It is relatively easy to show that there are infinitely many distinct one-
cusped elements in each commensurability class for which hk,3 = hk. Choosing
Kfs for which the non-hyperspecial vertex is chosen at arbitrarily large inert
primes gives an infinite family of non-isomorphic lattices, all of which are 1-
cusped. This construction works for any natural number N for which N =
hk/hk,3 for some imaginary quadratic field k.
Finally, we end with a table of the known d for which Q(
√−d) determines
a 1-cusped orbifold. Though the list of imaginary quadratic fields for which
hk,3 = hk is finite, we do not know if this table is complete (see [5]).
5 Higher rank
5.1 Cusps in higher rank
We now consider nonuniform lattices in SU(r + 1, r) for r > 1. By Margulis’s
Arithmeticity Theorem, all such lattices are arithmetic, so each nonuniform
16
hk d
3, 4, 7
1 8, 11, 19
43, 67, 163
23, 31, 59, 83, 107, 139
3 211, 283, 307, 331, 379
499, 547, 643, 883, 907
9 4027
27 ∅
Table 1: Some Q(
√−d) which give 1-cusped orbifolds.
arithmetic lattice in SU(r + 1, r) is commensurable with G(Z), where G is an
isotropicQ-form of SU(r+1, r). We now briefly describe the possible nonuniform
commensurability classes, and describe how one determines the cusps for lattices
of simple type.
In short, commensurability classes of nonuniform lattices arise from her-
mitian forms on Dm, where D is a central simple division algebra over the
imaginary quadratic field k with involution of second kind. If D has degree d,
then dm = 2r + 1. If q = 2r + 1 is prime, there is a unique commensurability
class of nonuniform lattices in SU(r + 1, r) for every imaginary quadratic field,
and these are all the nonuniform commensurability classes. The case d = 2r+1
and m = 1 determines cocompact lattices, since D is a division algebra.
The situation for the commensurability class of a nonuniform lattice of simple
type is exactly the same as for SU(2, 1). The maximal lattice Γ normalizes a
principal arithmetic lattice ΓKf forKf < G(Af ) as before. Furthermore, we may
again assume that Kf is hyperspecial at all but finitely many places, stabilizes
a vertex of the Bruhat–Tits building at all but split primes of Ok, and is an
Iwahori subgroup at some finite set I of split primes. In fact, the proofs carry
through verbatim, with the odd integer q instead of 3. See [13] for details.
In this setting, a cusp of Γ corresponds to conjugacy classes of chains of
parabolic subgroups in Γ. See [1]. Recall that an isotropic flag for the hermitian
form h is a strictly ascending chain of h-isotropic subspaces
{0} = F0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fn ⊆ Cn.
If h is a hermitian form of signature (r+1, r) on kq, q = 2r+1, then a maximal
isotropic flag in kq is of the form {Fj}, where Fj has dimension j, and 0 ≤ j ≤ r.
That is, the maximal isotropic subspace of kq has dimension r. For our purposes,
it suffices to record the following.
Proposition 5.1. Suppose there is a Q-form of SU(r+1, r) of simple type over
the imaginary quadratic field k such that Γ is commensurable with G(Z). Then
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cusps of Γ are in one-to-one correspondence of Γ-orbits of maximal h-isotropic
flags
F = {Fj}rj=0 ⊂ kq.
5.2 Zink’s Theorem in higher rank
We now describe Zink’s Theorem for SU(r + 1, r), which is the first step to
generalizing Theorem 1.1 to Theorem 1.3. Choose h to be the unimodular (for
the standard Ok-lattice L0) hermitian form

1
. .
.
1
±1
1
. .
.
1


,
where ±1 is chosen such that det(h) = 1, let G be the associated Q-algebraic
group, and Γstd = G(Z) the special automorphism group of the hermitian lattice
(L0, h).
Theorem 5.2 ([18]). Let Γstd be as above. Then Γstd has h
r
k cusps.
Proof. The proof is a direct generalization of the methods employed in the proof
of Theorem 4.2. The goal is to count Γstd-orbits of maximal isotropic flags F
in kq. The maximal isotropic flags have dimension r, so a flag is a chain of
subspaces
F0 = {0} ⊂ F1 ⊂ · · · ⊂ Fr,
where Fj has dimension j over k. Therefore, Fr ∩ L0 is an Ok-module of rank
r, so Fj+1/Fj has rank one and we can associate to Fj+1 the ideal class of
(Fj+1 ∩ L0)/(Fj ∩ L0).
This associates to each flag an element of hrk.
Since n is odd and h is unimodular, we can find h-isotropic vectors x1, . . . xr
and y1, . . . , yr so that
L0 = I1x1 ⊕ · · · ⊕ Irxr ⊕ I ′1y1 ⊕ · · · ⊕ I ′ryr ⊕ I0z0,
where Ij = Fj ∩ L0, and the I ′j correspond to another isotropic flag F ′ which
determines the Ok-homomorphisms of F to Ok. The vector z0 is h-independent
from F and F ′ and non-isotropic. Note that this decomposition is analogous to
the one used in Theorem 4.2, with ‘isotropic line’ replaced with ‘isotropic flag’.
The same exact methods as in the proof of Theorem 4.2 show that two
isotropic flags are Γ-equivalent if and only if they represent the same element
of hrk, and that for each r-tuple in h
r
k there exists a maximal isotropic flag
representing that element.
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5.3 Cusps of maximal lattices
We now describe how Theorem 4.8 generalizes to give Theorem 1.3. Since the
notions of congruence subgroups and the ‘Hecke congruence subgroups’ Γ0(N)
become extremely complicated, given that the number of choices of proper
parabolic subgroups grows with r, it is more natural to go straight to the main
result. Recall the notation of §5.2, and we assume r > 1, so arithmeticity is
automatic.
Theorem 5.3. Let Γ < SU(r + 1, r) be a maximal lattice of simple type, de-
fined via the imaginary quadratic field k. Conjugate Γ so that it normalizes the
principal arithmetic lattice ΓKf . Let I be the number of (split) primes for which
Kf is an Iwahori subgroup and mKf = |I r ΞKf |. Then Γ has
qmKf
hrk
hk,q
cusps.
Proof. Consider Figure 1, where the bottom group is now best called just Γ ∩
Γstd. Since the p-component of Kf is either K
0
p or one of the groups K
vj
p , each
reduction modulo p of Γ ∩ Γstd is a parabolic subgroup of the corresponding
Fp-group that contains the Borel subgroup of upper triangular matrices. Each
parabolic subgroup has mp orbits of maximal isotropic flags modulo p, where
mp = 1 for almost every p. Therefore, Γ ∩ Γstd has
hrk
∏
p
mp
cusps. Indeed, the number of orbits of lines modulo p is explicitly determined
by the type of the corresponding parabolic subgroup.
Since q is odd, every unit of Ok is a qth power, unless q ≡ 3 (mod 4) and
k = Q(
√−3). We assume for now that every unit is a qth power in k. The
necessary adjustments for d = 3 and q ≡ 3 (mod 4) are exactly the same as the
case q = 3. Let Γstd be the normalizer of Γstd in SU(r + 1, r). The center of
SU(r + 1, r) is cyclic of order q, and k contains no qth roots of unity for r > 1.
The argument in Proposition 4.6 carries over unaltered to q-dimensions to show
that
[Γ : Γ] = qhk,q.
See also [13].
Furthermore, a direct generalization of Corollary 4.7 shows that Γ∩Γstd has
hrk
hk,q
∏
p
mp
cusps. Indeed,
[Γ ∩ Γstd : Γ ∩ Γstd] = [Γstd : Γstd],
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again from considering reductions modulo p, and each element of Γstd not in
Γstd acts on h
r
k by multiplication by cl(J), where J is some fractional ideal for
which Jq is principal. (Note that Js may be principal for some divisor s of q.)
However, for each p where the p-component is a vertex stabilizer of the
building, i.e., is not Iwahori, there exists an element of ΓKf < Γ for which the
reduction modulo p identifies the mp isotropic subspaces left inequivalent by
the reduction of Γ ∩ Γstd modulo p. Since the case where mp = q corresponds
precisely to when the reduction modulo p of Γ ∩ Γstd is upper triangular, we
have that Γ has
qmKf
hrk
hk,q
cusps.
Suppose that q is prime. Then every nonuniform arithmetic lattice in SU(r+
1, r) for r > 1 is of simple type. Theorem 1.4 is trivial for N = 1. Assuming
the Generalized Riemann Hypothesis, Ellenberg–Venkatesh [4] prove that hk,q
grows like |d| 12− 12q+ǫ. We then get Theorem 1.4 exactly the same as Theorem
4.9. Constructing infinitely many commensurable one-cusped manifolds is also
done exactly the same as in the remark of §4.4. However, now the commensu-
rability classes that produce a one-cusped element come precisely from the nine
imaginary quadratic fields of class number one.
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