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Abstract—We develop an assume-guarantee contract frame-
work for the design of cyber-physical systems, modeled as closed-
loop control systems, under probabilistic requirements. We use a
variant of signal temporal logic, namely, Stochastic Signal Tempo-
ral Logic (StSTL) to specify system behaviors as well as contract
assumptions and guarantees, thus enabling automatic reasoning
about requirements of stochastic systems. Given a stochastic
linear system representation and a set of requirements captured
by bounded StSTL contracts, we propose algorithms that can
check contract compatibility, consistency, and refinement, and
generate a controller to guarantee that a contract is satisfied,
following a stochastic model predictive control approach. Our
algorithms leverage encodings of the verification and control
synthesis tasks into mixed integer optimization problems, and
conservative approximations of probabilistic constraints that
produce both sound and tractable problem formulations. We
illustrate the effectiveness of our approach on a few examples,
including the design of embedded controllers for aircraft power
distribution networks.
I. INTRODUCTION
Large and complex Cyber-Physical Systems (CPSs), such
as intelligent buildings, transportation, and energy systems,
cannot be designed in a monolithic manner. Instead, designers
use hierarchical and compositional methods, which allow as-
sembling a large and complex system from smaller and simpler
components, such as pre-defined library blocks. Contract-
based design is emerging as a unifying formal compositional
paradigm for CPS design and has been demonstrated on sev-
eral applications [1], [2]. It supports requirement engineering
by providing formalisms and mechanisms for early detection
of integration errors, for example, by checking compatibility
between components locally, before performing expensive,
global system verification tasks. However, while a number
of contract and interface theories have appeared to support
deterministic system models [3], [4], the development of
contract frameworks for stochastic systems under probabilistic
requirements is still in its infancy.
Deterministic approaches fall short of accurately capturing
those aspects of practical systems that are subject to variability
(e.g., due to manufacturing tolerances, usage, and faults),
noise, or model uncertainties. While trying to meet the specifi-
cations over the entire space of uncertain behaviors, they tend
to produce worst-case designs that are overly conservative.
Moreover, several design requirements in practical applications
cannot be rigidly defined, and would be better expressed as
probabilistic constraints, e.g., to formally capture that “the
room temperature in a building shall be in a comfort region
with a confidence level larger than 80% at any time during
a day.” Providing support for reasoning about probabilistic
behaviors and for the development of robust design techniques
that can avoid over-design is, therefore, crucial. This need
becomes increasingly more compelling as a broad number
of safety-critical systems, such as autonomous vehicles, uses
machine learning and statistical sensor fusion algorithms to
infer information from the external world.
An obstacle to the development of stochastic contract
frameworks and their adoption in system design stems from
the computational complexity of the main verification and
synthesis tasks for stochastic systems (see, for example, [5],
[6]), which are needed to perform concrete computations with
contracts. A few proposals toward a specification and contract
theory for stochastic systems have recently appeared, e.g.,
based on Interactive Markov Chains [7], Constraint Markov
Chains [8], and Abstract Probabilistic Automata [9], [10].
However, these frameworks mostly use contract representa-
tions based on automata, which are more suitable to reason
about discrete-state discrete-time system abstractions. They
tend to favor an imperative specification style, and may show
poor scalability when applied to hybrid systems.
A declarative specification style is often deemed as more
practical for system-level requirement specification and valida-
tion, since it retains a better correspondence between informal
requirements and formal statements. In this paper, we develop
an A/G contract framework for automated design of CPSs
modeled as closed-loop control systems under probabilistic
requirements. We aim to identify formalisms for contract
representation and manipulation that effectively trade expres-
siveness with tractability: (i) they are rich enough to represent
hybrid system behaviors using a declarative style; (ii) they are
amenable to algorithms for efficient computation of contract
operations and relations.
We address these challenges by leveraging an extension
of Signal Temporal Logic (STL) [11], namely, Stochastic
Signal Temporal Logic (StSTL), to support the specification
of probabilistic constraints in the contract assumptions and
ar
X
iv
:1
70
5.
09
31
6v
2 
 [c
s.S
Y]
  3
0 J
un
 20
17
2guarantees. We show that the main verification tasks for
bounded StSTL contracts on stochastic linear systems, i.e.,
compatibility, consistency, and refinement checking, as well
as the synthesis of stochastic Model Predictive Control (MPC)
strategies can all be translated into mixed integer programs
(MIPs) which can be efficiently solved by state-of-the-art
tools. Since probabilistic constraints on stochastic systems
cannot be expressed in closed analytic form except for a small
set of stochastic models [12], we propose conservative approx-
imations to provide optimization problem formulations that
are both sound and tractable. We illustrate the effectiveness of
our approach with a few examples, including the synthesis of
controllers for an aircraft electric power distribution system.
Related Work. A generic assume-guarantee (A/G) contract
framework for probabilistic systems that can also capture
reliability and availability properties using a declarative style
has been recently proposed [13]. Our work differs from this
effort, since it is not based on a probabilistic notion of
contract satisfiability. In our approach, probabilistic constraints
appear, instead, as predicates in the contract assumptions and
guarantees.
We express assumptions and guarantees using StSTL, which
is an extension of STL [11]. STL was proposed for the speci-
fication of properties of continuous-time real-valued signals
and has been previously used in CPS design [2]. A few
probabilistic extensions of temporal logics have been proposed
over the years to express properties of stochastic systems.
Among these, Probabilistic Computation Tree Logic (PCTL)
was introduced to expresses properties over the realizations
(paths) of finite-state Markov chains and Markov decision
processes [14] by extending the Computation Tree Logic
(CTL) [15]. While PCTL can reason about global system
executions and uncertainties about the times of occurrence
of certain events, certain applications are rather concerned
with capturing the uncertainty on the value of a signal at a
certain time. This is the case, for instance, in the deployment
of stochastic MPC schemes in different domains. By using
StSTL, we can express requirements where uncertainty is
restricted to probabilistic predicates and does not involve
temporal operators. While being expressive enough to cover
the applications of interest, this restriction is also convenient,
since it allows directly translating design and verification prob-
lems into optimization and feasibility problems with chance
(probabilistic) constraints that can be efficiently solved using
off-the-shelf tools.
Closely related to StSTL, Probabilistic Signal Temporal
Logic (PrSTL) [16] has been recently proposed to specify
properties and design controllers for deterministic systems
in uncertain environments, captured by Gaussian stochastic
processes. Our work is different since it focuses on developing
a comprehensive contract framework that supports both verifi-
cation and control synthesis tasks. Our framework can reason
about a broader class of systems, including linear systems with
additive and control-dependent noise and Markovian jump lin-
ear systems. Moreover, it supports non-Gaussian probabilistic
constraints that cannot be captured in closed analytic form, by
formulating encodings of synthesis and verification tasks that
can produce sound and efficient approximations.
II. PRELIMINARIES
As we aim to extend the Assume-Guarantee (A/G) contract
framework [1] to stochastic systems, we start by providing
some background on A/G contracts and Stochastic Signal
Temporal Logic (StSTL).
A. Assume-Guarantee Contracts: An Overview
The notion of contracts originates from assume-guarantee
reasoning [17], which has been known for a long time as
a hardware and software verification technique. However, its
adoption in the context of reactive systems, i.e., systems that
maintain an ongoing interaction with their environment, such
as CPSs, has been advocated only recently [1], [18].
We provide an overview of A/G contracts starting with a
generic representation of a component. We associate to it a
set of properties that the component satisfies, expressed with
contracts. The contracts will be used to verify the correctness
of the composition and of the refinements. A component is
an element of a design, characterized by a set of variables
(input or output), a set of ports (input or output), and a
set of behaviors over its variables and ports. Components
can be connected together by sharing certain ports under
constraints on the values of certain variables. Behaviors are
generic and could be continuous functions that result from
solving differential equations, or sequences of values or events
recognized by an automaton. To simplify, we use the same
term “variables” to denote both component variables and ports.
We use [[M ]] to denote the set of behaviors of component M .
A contract C for a component M is a triple (V,A,G),
where V is the set of component variables, and A and G are
sets of behaviors over V [3]. A represents the assumptions
that M makes on its environment, and G represents the guar-
antees provided by M under the environment assumptions. A
component M satisfies a contract C whenever M and C are
defined over the same set of variables, and all the behaviors
of M are contained in the guarantees of C once they are
composed (i.e., intersected) with the assumptions, that is, when
[[M ]]∩A ⊆ G. We denote this satisfaction relation by writing
M |= C, and we say that M is an implementation of C.
However, a component E can also be associated to a contract
C as an environment. We say that E is a legal environment
of C, and write E |=E C, whenever E and C have the same
variables and [[E]] ⊆ A.
A contract C = (V,A,G) is in canonical form if the union
of its guarantees G and the complement of its assumptions
A is coincident with G, i.e., G = G ∪ A, where A is the
complement of A. Any contract C can be turned into a contract
in canonical form C ′ by taking A′ = A and G′ = G∪A. We
observe that C and C ′ possess identical sets of environments
and implementations. Such two contracts C and C ′ are then
equivalent. Because of this equivalence, in what follows, we
assume that all contracts are in canonical form.
A contract is consistent when the set of implementations
satisfying it is not empty, i.e., it is feasible to develop
implementations for it. This amounts to verifying that G 6= ∅,
where ∅ denotes the empty set. Let M be any implementation;
then C is compatible if there exists a legal environment E for
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Fig. 1. Components in the control loop and their interactions.
M , i.e., if and only if A 6= ∅. The intent is that a component
satisfying contract C can only be used in the context of a
compatible environment.
Contracts can be combined according to different rules.
Composition (⊗) of contracts can be used to construct complex
global contracts out of simpler local ones. Let C1 and C2
be contracts over the same set of variables V . Reasoning on
the compatibility and consistency of the composite contract
C1 ⊗ C2 can then be used to assess whether there exist
components M1 and M2 such that their composition is valid,
even if the full implementation of M1 and M2 is not available.
To reason about consistency between different abstraction
layers in a design, contracts can be ordered by establishing a
refinement relation. We say that C refines C ′, written C  C ′,
if and only if A ⊇ A′ and G ⊆ G′. Refinement amounts to
relaxing assumptions and reinforcing guarantees. Clearly, if
M |= C and C  C ′, then M |= C ′. On the other hand, if
E |=E C ′, then E |=E C. In other words, contract C refines
C ′, if C admits less implementations than C ′, but more legal
environments than C ′. We can then replace C ′ with C.
Finally, to combine multiple requirements on the same com-
ponent that need to be satisfied simultaneously, the conjunction
(∧) of contracts can also be defined so that, if a component
M satisfies the conjunction of C1 and C2, i.e., M |= C1 ∧C2,
then it also satisfies each of them independently, i.e., M |= C1
and M |= C2. We refer the reader to the literature [1]
for the formal definitions and mathematical expressions of
contract composition and conjunction. In the following, we
provide concrete representations of some of these operations
and relations using operations on StSTL formulas.
B. Stochastic Signal Temporal Logic (StSTL)
We use StSTL to formalize requirements for discrete-time
stochastic system and express both contract assumptions and
guarantees. However, similarly to STL, StSTL also extends to
continuous-time systems.
Stochastic System. We consider a discrete-time stochastic
system in a classic closed-loop control configuration as shown
in Fig. 1. The system dynamics are given by
x0 = x¯0, xk+1 = f(xk, uk, wk), k = 0, 1, . . . (1)
where f is an arbitrary measurable function [19], xk ∈ Rnx
is the system state, x¯0 is the initial state, uk ∈ Rnu is the
(control) input, and {wk}∞k=0 is a random process on a com-
plete probability space, which we denote as (Ω,F ,P), using
the standard notation, respectively, for the sample space, the
set of events, and the probability measure on them [19]. Each
element Fk of the filtration F denotes the σ-algebra generated
by the sequence {wt}kt=0, while we set F−1 = {∅,Ω} as
being the trivial σ-algebra. We assume that the input uk is
a function of the system states {xt}kt=0 and both xk and uk
are Fk−1-measurable random variables [19]. We also denote
as zk = (xk, uk, wk) the vector of all the system variables
at time k. Finally, we abbreviate as z = z0, z1, . . . a system
behavior and as zH = z0, . . . , zH−1 its truncation over the
horizon H .
StSTL Syntax and Semantics. StSTL formulas are defined
over atomic predicates represented by chance constraints of
the form
µ[p] := P{µ(v) ≤ 0} ≥ p, (2)
where µ(·) is a real-valued measurable function, v is a random
variable on the probability space (Ω,F ,P), and p ∈ [0, 1]. The
truth value of µ[p] is interpreted based on the satisfaction of
the chance constraint, i.e., µ[p] is true (denoted with >) if and
only if µ(v) ≤ 0 holds with probability larger than or equal to
p. StSTL also supports deterministic predicates as a particular
case. If µ(v) is deterministic, then µ[p] holds for any value of
p if and only if µ(v) ≤ 0 holds. In this case, we can omit the
superscript [p]. We define the syntax of an StSTL formula as
follows:
ψ := µ[p] | ¬ψ | ψ ∨ φ | ψ U[t1,t2]φ | G[t1,t2]ψ, (3)
where µ[p] is an atomic predicate, ψ and φ are StSTL formulas,
t1, t2 ∈ R+ ∪ {+∞}, and U and G are, respectively, the
until and globally temporal operators. Other operators, such
as conjunction (∧), weak until (W), or eventually (F) are also
supported and can be expressed using the operators in (3).
The semantics of an StSTL formula can be defined recur-
sively as follows:
(z, k) |= µ[p] ↔ P{µ(zk) ≤ 0} ≥ p,
(z, k) |= ¬ψ ↔ ¬((z, k) |= ψ)
(z, k) |= ψ ∨ φ ↔ (z, k) |= ψ ∨ (z, k) |= φ,
(z, k) |= ψU[t1,t2]φ ↔ ∃i ∈ [k + t1, k + t2] : (z, i) |= φ∧
(∀j ∈ [k + t1, i− 1] : (z, j) |= ψ),
(z, k) |= G[t1,t2]ψ ↔ ∀i ∈ [k + t1, k + t2] : (z, i) |= ψ.
As an example, (z, k) |= G[t1,t2]φ means that φ holds for
all times t between t1 and t2. Intervals may also be open or
unbounded, e.g., of the form [t1,+∞). In this paper, we focus
on bounded StSTL formulas, that is, formulas that contain no
unbounded operators. StSTL reduces to STL for deterministic
systems, with the exception that the atomic predicate has the
form µ(v) ≤ 0 rather than µ(v) > 0, as in STL. A difference
between StSTL and PrSTL is in the interpretation of the
negation of an atomic predicate. In PrSTL the semantics of
negation is probabilistic, i.e., if (z, t) |= λtαt holds for an
atomic PrSTL predicate λtαt , which is equivalent to stating thatP{λαt(zt) < 0} > 1−t, then (z, t) |= ¬˜λtαt is interpreted asP{λαt(zt) > 0} > 1−t, so that ¬˜λtαt and λtαt can be true at
the same time. StSTL keeps, instead, the standard semantics
of logic negation.
4III. PROBLEM FORMULATION
We can concretely express the sets of behaviors A and
G in a contract using temporal logic formulas [2] and, in
particular, StSTL formulas. We then define an StSTL A/G
contract as a triple (V, φA, φG), where φA and φG are StSTL
formulas over the set of variables V . The canonical form of
(V, φA, φG) can be achieved by setting φG := φA → φG. The
main contract operators can then be mapped into entailment
of StSTL formulas. We define below the verification and
synthesis problems addressed in this paper.
Problem 1 (Contract Consistency and Compatibility Check-
ing). Given a stochastic system representation S as in (1) and
a bounded StSTL contract C = (V, φA, φG) on the system
variables V , determine whether C is consistent (compatible),
that is, whether φG (φA) is satisfiable.
Problem 2 (Contract Refinement Checking). Given a stochas-
tic system representation S as in (1) and bounded StSTL
contracts C1 = (V, φA1, φG1) and C2 = (V, φA2, φA2) on
the system variables V , determine whether C1  C2, that is,
φA2 → φA1 and φA1 → φG2 are both valid.
Problem 3 (Synthesis from Contract). Given a stochastic
system representation S as in (1), a bounded StSTL contract
C = (V, φA, φG) on the system variables V , and time horizon
H , determine a control trajectory uH such that (zH , 0) |=
φA → φG.
Example 1. We consider the following system description:
xk+1 =
[
1 1
0 1
]
xk +
[
1 + 0.3wk,1 −0.2wk,2
−0.2wk,2 1 + 0.3wk,1
]
uk, (4)
where wk = [wk,1, wk,2]T follows a standard Gaussian distri-
bution, i.e., wk ∼ N (0, I) for all k, I being the identity matrix.
We assume that the first state variable at time 0, [1, 0]x0, is
in the interval [1, 2] and require that with probability smaller
than 0.7 the first state variable at time 2 does not exceed 1.
We can formalize this requirement with the following StSTL
contract C1 = (φA1, φG1) in canonical form:
φA1 := (1 ≤ [1, 0]x0) ∧ ([1, 0]x0 ≤ 2),
φG1 := φA1 → ¬(P{[1, 0]x2 ≤ 1} ≥ 0.7),
(5)
where, for brevity, we drop the set of variables in the contract
tuple. Assumptions and guarantees are expressed by logical
combinations of arithmetic constraints over real numbers and
chance constraints, all supported by StSTL. We intend to verify
the consistency of C1.
Given the assumption on the distribution of wk, it is possible
to show that there exists a constant matrix Λ1/21 ∈ R3×3 such
that the constraint P {[1, 0]x2 ≤ 1} ≥ 0.7 translates into a
deterministic constraint1 f(x0, u0, u1) ≤ 0, where
f(.) =[1, 2]x0 + [1, 1, 1, 0]
[
u0
u1
]
− 1+ (6)
+ F−1(0.7)
∥∥∥∥∥∥Λ1/21
u0u1
1
∥∥∥∥∥∥
2
,
1Details on how to compute such a matrix Λ1/21 are provided in Sec. IV.
F−1 is the inverse cumulative distribution of a standard
normal random variable, and ‖.‖2 is the `2 norm. Hence, the
contract is consistent if and only if there exists (x0, u0, u1)
that satisfies
([1, 0]x0 < 1) ∨ ([1, 0]x0 > 2) ∨ f(x0, u0, u1) > 0. (7)
To solve this problem, we can translate (7) into a mixed integer
program by applying encoding techniques proposed in the
literature [20]. However, since one of the constraints in (7)
is non-convex, using a nonlinear solver may be inefficient and
usually requires the knowledge of bounding boxes for all the
decision variables. Moreover, analytical expressions of chance
constraints may not be even available in general [12]. Similar
considerations hold for the problems of checking compatibility,
refinement, and for the generation of MPC schemes.
Sec. IV addresses the issue highlighted in Example 1 by
providing techniques for systematically computing mixed in-
teger linear approximations of chance constraints and bounded
StSTL formulas for three common classes of stochastic linear
systems. To effectively perform the verification and syn-
thesis tasks in Problem 1-3, we look for both under- and
over-approximations of StSTL formulas. For example, if the
under-approximation of (7) is feasible, then we can conclude
that C1 is consistent. However, infeasibility of the under-
approximation is not sufficient to conclude about contract
inconsistency; for this purpose, we need to prove that the over-
approximation of (7) is infeasible.
IV. MIP ENCODING OF BOUNDED STSTL
We present algorithms for the translation of bounded StSTL
formulas into mixed integer constraints on the variables of a
stochastic system. A MIP under-approximation of an StSTL
formula ψ is a set of mixed integer constraints CS(ψ) whose
feasibility is sufficient to ensure the satisfiability of ψ. A MIP
over-approximation of ψ is a set of mixed integer constraints
CN (ψ) which must be feasible if ψ is satisfiable. When
tractable closed-form translations of chance constraints are
available, the formula under- and over-approximations coin-
cide and provide an equivalent encoding of the satisfiability
problem. Otherwise, our framework provides under- and over-
approximations in the form of mixed integer linear constraints.
We start by discussing the translation of atomic predicates.
A. MIP Translation of Chance Constraints
Our goal is to translate chance constraints into sets of
deterministic constraints that can be efficiently solved and
provide a sound formulation for our verification and synthesis
tasks. Since approximation techniques depend on the structure
of the function µ(·) and the distribution of zk at each time k,
we detail solutions for three classes of dynamical systems and
chance constraints that arise in various application domains.
We denote by S(µ[p]) ≤ 0 the under-approximation of the
chance constraint, i.e., the set of mixed integer constraints
whose feasibility is sufficient to guarantee the predicate satis-
faction. Similarly, we denote by N(µ[p]) ≤ 0 the chance con-
straint over-approximation, i.e., the set of constraints whose
feasibility is necessary for the predicate satisfiability.
5For simplicity, we present approximations of nonlinear
constraints consisting of single linear constraints. Piecewise-
affine approximations can also be used to arbitrarily improve
the approximation accuracy [21] at higher computation costs.
1) Linear Systems with Additive and Control-Dependent
Noise: We consider the class of stochastic linear systems
governed by the following dynamics
xk+1 = Axk +Bkuk + ζk,
[Bk, ζk] = [B¯k, ζ¯k] +
N∑
l=1
[B˜l, ζ˜l]wk,l,
(8)
where wk = [wk,1, . . . , wk,N ]T ∈ RN follows the normal
distribution N (w¯k,Θk), and B¯k and ζ¯k, for each k, and
B˜l and ζ˜l, for each l ∈ {1, . . . , N}, are constant matrices
and vectors, respectively. The resulting matrix Bk and vector
ζk are stochastic and model, respectively, a multiplicative
and and additive noise term. This model has been used, for
instance, to represent motion dynamics under corrupted control
signals [22] or networked control systems affected by channel
fading [23]. Requirements such as policy gains or bounds
on the states for these systems are often expressed by the
following chance constraint:
P{µ(zk) ≤ 0} ≥ p, µ(zk) = aTxk + bTuk + c. (9)
The next result provides an exact encoding for (9). Let
u[0,k] =
[
uT0 , . . . , u
T
k
]T
be the vector of the control inputs
from u0 to uk. We denote by Θ
(l1l2)
k the l1-th row and l2-th
column element of the covariance matrix Θk, and by F−1 the
inverse cumulative distribution function of a standard normal
random variable.
Theorem 1. The chance constraint (9) on the behaviors of
the system in (8) is equivalent to
λ1(x0,u[0,k]) + F
−1(p)λ2(x0,u[0,k]) ≤ 0, (10)
where λ1 is given by
λ1(x0,u[0,k]) = a
TAkx0 + b
Tuk + c
+
k∑
t=1
aTAk−t(ζ¯t−1 + B¯t−1ut−1)
+
k∑
t=1
N∑
l=1
aTAk−t(ζ˜l + B˜lut−1)w¯t−1,l,
(11)
and λ2 is an `2-norm of the system inputs
λ2(x0,u[0,k]) =
∥∥∥∥Λ1/2k−1 [uT[0,k−1], 1]T∥∥∥∥
2
. (12)
The scaling matrix Λ1/2k−1 is deterministic for the given dynam-
ics (8) and chance constraint (9) and can be computed as a
square root matrix of Λk−1, obtained as follows:
Λk−1 =
[
Λ1,1 Λ1,2
ΛT1,2 Λ2,2
]
,
Λ1,1 = diag(αk−1, . . . , α0), Λ1,2 = [βk−1, . . . , β0]T ,
Λ2,2 =
k∑
t=1
N∑
l1=1
N∑
l2=1
aTAk−tζ˜l1a
TAk−tζ˜l2Θ
(l1l2)
t−1 ,
∀t ∈ {0, . . . , k − 1} :
αt =
N∑
l1=1
N∑
l2=1
B˜Tl1(A
t)TaaTAtB˜l2Θ
(l1l2)
k−1−t,
βt =
N∑
l1=1
N∑
l2=1
aTAtζ˜l1a
TAtB˜l2Θ
(l1l2)
k−1−t.
(13)
Proof. The state xk of the stochastic system (8) is known to
be a linear function of the Gaussian sequence {wt}k−1t=0 , hence
it follows a Gaussian distribution. This also applies to µ(zk).
In fact, by substituting (8) into the expression for µ(zk), we
obtain
µ(zk) = a
TAkx0 + b
Tuk + c
+
k∑
t=1
aTAk−t(ζ¯t−1 + B¯t−1ut−1)
+
k∑
t=1
N∑
l=1
aTAk−t(ζ˜l + B˜lut−1)wt−1,l.
(14)
Therefore, µ(zk) is linear in the random variables wt−1,l, l ∈
{1, . . . , N} and also follows a Gaussian distribution. Next, we
derive the mean and the standard deviation of µ(zk).
Since the random vector wt−1 follows the Gaussian distribu-
tion N (w¯t−1,Θk), the expectation of its l-th element wt−1,l
is w¯t−1,l. Let λ1 = E{µ(zk)} be the expectation of µ(zk).
Then, we obtain
λ1 = a
TAkx0 + b
Tuk + c+
k∑
t=1
aTAk−t(ζ¯t−1 + B¯t−1ut−1)
+
k∑
t=1
N∑
l=1
aTAk−t(ζ˜l + B˜lut−1)w¯t−1,l,
which is (11). To derive the standard deviation of µ(zk), we
first write µ˜ = µ(zk)− E{µ(zk)} into a more compact form,
µ˜ = Bk−1u[0,k−1] + Zk−1 = [Bk−1, Zk−1]
[
u[0,k−1]
1
]
,
where Bk−1 and Zk−1 are random matrices defined as follows
Bk−1 =
N∑
l=1
[
aTAk−1B˜lw˜0,l, . . . , aT B˜lw˜k−1,l
]
,
Zk−1 =
k∑
t=1
N∑
l=1
aTAk−tζ˜lw˜t−1,l,
w˜t−1,l = wt−1,l − w¯t−1,l.
6Then, we obtain
E{µ˜2} = E
{[
uT[0,k−1], 1
] [BTk−1
ZTk−1
]
[Bk−1, Zk−1]
[
u[0,k−1]
1
]}
=
[
uT[0,k−1], 1
]
E
{[BTk−1
ZTk−1
]
[Bk−1, Zk−1]
}[
u[0,k−1]
1
]
and, by renaming the positive semidefinite matrix
Λk−1 = E
{[BTk−1
ZTk−1
]
[Bk−1, Zk−1]
}
, (15)
we can finally write
E{µ˜2} =
∥∥∥∥Λ1/2k−1 [uT[0,k−1], 1]T∥∥∥∥2
2
= λ22,
saying that λ2 in (12) corresponds to the standard deviation of
µ(zk). The full expression for Λk−1 in (15) can be obtained by
computing the expectation E{·} and observing that E{w˜t,l} =
0 and E{w˜t,l1w˜t,l2} = Θ(l1l2)t , which leads to (13).
Finally, the chance constraint (9) on the random variable
µ(zk) following the distribution N (λ1, λ2) is equivalent to
λ1 + F
−1(p)λ2 ≤ 0,
which corresponds to (10), as we wanted to prove.
In (10), λ1 is a linear function of its variables, and λ2 is
an `2-norm of the system inputs. While (10) is convex when
p ≥ 0.5, this is no longer the case for p < 0.5. In both cases,
we provide an efficient linear approximation by applying a
classical norm inequality to derive lower and upper bound
functions λu2 and λ
l
2 for λ2(.) as follows:
λu2 (x0,u[0,k]) =
knu+1∑
j=1
∣∣∣∣eTj Λ1/2k−1 [u[0,k−1]1
]∣∣∣∣ ,
λl2(x0,u[0,k]) =
1√
knu + 1
λu2 (x0,u[0,k]),
where eTj is the j-th row of the identity matrix I and nu is the
dimension of uk. Then, an under-approximation S(µ[p]) ≤ 0
for (10) is given by{
λ1(x0,u[0,k]) + F
−1(p)λu2 (x0,u[0,k]) ≤ 0, p ≥ 0.5
λ1(x0,u[0,k]) + F
−1(p)λl2(x0,u[0,k]) ≤ 0, p < 0.5. (16)
Similarly, an over-approximation N(µ[p]) ≤ 0 can be obtained
as follows:{
λ1(x0,u[0,k]) + F
−1(p)λl2(x0,u[0,k]) ≤ 0, p ≥ 0.5
λ1(x0,u[0,k]) + F
−1(p)λu2 (x0,u[0,k]) ≤ 0, p < 0.5. (17)
2) Markovian Jump Linear Systems: Markovian jump lin-
ear systems are frequently used to model discrete transitions,
for instance, due to component failures, abrupt disturbances,
or changes in the operating points of linearized models of non-
linear systems [24]. They are characterized by the following
dynamics
xk+1 = Akxk +Bkuk + ζk,
[Ak, Bk, ζk] = [A(wk), B(wk), ζ(wk)],
(18)
where Ak, Bk, ζk are all functions of wk, and the sequence
{wk}∞k=0 is a discrete-time finite-state Markov chain. We
assume that, for all k, wk takes a value wlk ∈ {w0, . . . , wN}.
We use w[0,k−1] and w[l0,lk−1] to denote, respectively,
the random trajectory w0, . . . , wk−1 and a particular scenario
wl0 , . . . , wlk−1 . P{w[0,k−1] = w[l0,lk−1]} is the probability
of occurrence of the scenario w[l0,lk−1]. Moreover, for each
scenario, we introduce a binary variable b(w[l0,lk−1]) which
evaluates to 1 if and only if µ(zk) ≤ 0 holds for the
scenario w[l0,lk−1]. Then, an exact encoding for the chance
constraint (9) on a Markovian jump linear system is given by
the following result.
Theorem 2. The chance constraint (9) on the behaviors of the
system in (18) is equivalent to the following MIL constraints
k−1∑
t=0
N∑
lt=0
b(w[l0,lk−1])P{w[0,k−1] = w[l0,lk−1]} ≥ p,
λ(x0,u[0,k],w
[l0,lk−1]) ≤ 0↔ b(w[l0,lk−1]) = 1,
(19)
where λ(x0,u[0,k],w[l0,lk−1]) ≤ 0 enforces that the particular
scenario satisfies the chance constraint. λ(·) can be computed
as follows:
λ(·) = aTAk−1x0 + Bk−1u[0,k] + Zk−1 + c
Ak−1 =
[
A(wlk−1), · · · , A(wl0)
]
,
Bk−1 =
[
aTAk−1B(wl0), . . . , aTB(wlk−1), bT
]
Zk−1 = aTAk−1ζ(wl0) + . . .+ aT ζ(wlk−1),
(20)
with u[0,k] = [uT0 , . . . , u
T
k ]
T .
Proof. For a given scenario w[l0,lk−1] for the Markovian jump
linear system in (18), the system state xk is a deterministic
function of u[0,k−1] = [uT0 , . . . , u
T
k−1]
T . We can then express
the constraint µ(z) = aTxk + bTi uk + c ≤ 0 as in (20). The
probability P{aTxk + bTuk + c ≤ 0} can be computed by
considering all the possible scenarios for w[0,k−1] as follows:
P{aTxk + bTuk + c ≤ 0}
=
k−1∑
t=0
N∑
lt=0
P{aTxk + bTuk + c ≤ 0,w[l0,lk−1]}
=
k−1∑
t=0
N∑
lt=0
P{aTxk + bTuk + c ≤ 0|w[l0,lk−1]}·
P{w[0,k−1] = w[l0,lk−1]}.
(21)
Whether the constraint aTxk+bTuk+c ≤ 0 is satisfied or not
under a given scenariow[l0,lk−1] is a deterministic event, hence
the probability P{aTxk + bTuk + c ≤ 0|w[l0,lk−1]} is either
1 or 0, and corresponds to the value of the binary indicator
variable b(w[l0,lk−1]). By introducing b(w[l0,lk−1]) into (21),
the chance constraint P{aTxk+bTuk+c ≤ 0} ≥ p reduces to
the first constraint in (19), where the probability P{w[0,k−1] =
w[l0,lk−1]} is given by the transition probability matrix of the
Markov chain. The second constraint in (19) directly descends
from the definition of b(w[l0,lk−1]). Therefore, constraints (19)
and (20) provide an exact encoding of the chance constraint (9)
7TABLE I
DETERMINISTIC ENCODINGS OF THE CHANCE CONSTRAINT P{µ(zk) ≤ 0} ≥ p
System dynamics Constraint function µ(zk) Distribution of wk Exact
Under-approx
S(µ[p])(zk) ≤ 0
Over-approx
N(µ[p])(zk) ≤ 0
xk+1 = Axk +Bkuk + ζk,
[Bk, ζk] = [B¯k, ζ¯k] +
∑H
l=1[B˜l, ζ˜l]wk,l
aT xk + b
Tuk + c Normal N (w¯k,Θk) (10) (16) (17)
xk+1 = Akxk +Bkuk + ζk,
[Ak, Bk, ζk] = [A(wk), B(wk), ζ(wk)]
aT xk + b
Tuk + c
Discrete-time finite-state
Markov chain (19) (19) (19)
xk+1 = Axk +Buk,
ξk =
[
xTk , u
T
k
]T wTk ξk + c Normal N (w¯k,Θk) (23) (24) (25)
for a Markovian jump linear system, which is what we wanted
to prove. The implication in (19) can be translated into MIL
constraints using standard techniques [25].
3) Deterministic Systems with Measurement Noise: We
consider a system
xk+1 = Axk +Buk, ξk =
[
xk
uk
]
,
subject to constraints of the form
P{µ(zk) ≤ 0} ≥ p, µ(zk) = wTk ξk + c, (22)
where wk follows the normal distribution N (w¯k,Θk). This
setting can be used to represent uncertainties in perception,
e.g., in the detection of environment obstacles to the trajectory
of autonomous systems [16]. As for the system in Sec. IV-A1,
an exact translation of (22) [16] leads to
w¯Tk ξk + c+ F
−1(p)
∥∥∥Θ1/2k ξk∥∥∥
2
≤ 0, (23)
which may result in non-convex constraint. Again, by using a
norm inequality to bound the `2-norm in (23), we provide an
under-approximation of (22) in the form
w¯Tk ξk + c+ F
−1(p)
nz∑
j=1
∣∣∣eTj Θ1/2k ξk∣∣∣ ≤ 0, p ≥ 0.5,
w¯Tk ξk + c+
F−1(p)√
nξ
nξ∑
j=1
∣∣∣eTj Θ1/2k ξk∣∣∣ ≤ 0, p < 0.5, (24)
where ej is the j-th column of the identity matrix, and an
over-approximation in the form
w¯Tk ξk + c+
F−1(p)√
nξ
nξ∑
j=1
∣∣∣eTj Θ1/2k ξk∣∣∣ ≤ 0, p ≥ 0.5,
w¯Tk ξk + c+ F
−1(p)
nξ∑
j=1
∣∣∣eTj Θ1/2k ξk∣∣∣ ≤ 0, p < 0.5. (25)
Table I provides a summary of the encodings in this section.
B. MIP Under-Approximation
We construct a MIP under-approximation CSk (ψ) of a for-
mula ψ by assigning a binary variable bSk (ψ) to the formula
such that bSk (ψ) = 1 → (z, k) |= ψ. We then traverse the
parse tree of ψ and associate binary variables with all the
sub-formulas in ψ. Following the semantics in Sec. II-B, the
logical relation between ψ and its sub-formulas is then recur-
sively captured using mixed integer constraints. The translation
terminates when all the atomic predicates are translated.
Our encoding is different from the ones previously proposed
for deterministic STL formulas [20], in that the truth value of
the Boolean variable b associated to each atomic predicate
(µ ≤ 0) is not equivalent to the predicate satisfaction. Instead,
b = 1 is only a sufficient condition for predicate satisfaction, as
we are only able to associate b with an under-approximation
S(µ[p])(zk) ≤ 0. Because b = 0 cannot encode the logical
negation of the predicate, we deal with atomic predicates
and their negations separately. Specifically, we convert any
formula into its negation normal form and associate distinct
Boolean variables, e.g., b and b¯, to each atomic predicate and
its negation, respectively. We use both b and b¯ to translate any
Boolean and temporal operator involving the predicate or its
negation in the formula. We illustrate this approach on some
special cases below.
ψ = µ[p]: We requires that bSk (µ
[p]) = 1 implies the
feasibility of a sufficient condition for (z, k) |= µ[p] by the
following constraint
S(µ[p])(zk) ≤ (1− bSk (µ[p]))M, (26)
where M is a sufficiently large positive constant (“big-M”
encoding technique) [25], and S(µ[p])(zk) ≤ 0 is the chance
constraint under-approximation.
ψ = ¬µ[p]: If an under-approximation S(¬µ[p])(zk) ≤ 0
is available, then we require
S(¬µ[p])(zk) ≤ (1− bSk (¬µ[p]))M. (27)
Otherwise, we recall that P(µ(zk) ≤ 0) < p is equivalent to
P(µ(zk) > 0) > 1−p. To bring this predicate into a standard
form, we require that P(−µ(zk) +  ≤ 0) ≥ 1− p+ , where
 > 0 is a sufficiently small real constant. We can then use
the encoding in (26) to obtain
S((−µ+ )[1−p+])(zk) ≤ (1− bSk (¬µ[p]))M. (28)
ψ = G[t1,t2]φ: To encode the bounded globally predicate
we add to CSk (ψ) the mixed integer linear constraint
bSk (G[t1,t2]φ)↔ ∧t2i=t1bSk+i(φ), (29)
requiring that bSk (G[t1,t2]φ) = 1 if and only if b
S
k+i(φ) = 1
for all i ∈ [t1, t2]. The conjunction of the bSk+i(φ) is then
translated into mixed integer linear constraints using standard
techniques [20].
ψ = ¬G[t1,t2]φ: When globally is negated, we augment
CSk (ψ) with the mixed integer linear constraint
bSk (¬(G[t1,t2]φ))↔ ∨t2i=t1bSk+i(¬φ), (30)
8showing how we push the negation of a formula to its sub-
formulas in a recursive fashion until we reach the atomic
predicates.
For brevity, we omit the encoding for the other temporal op-
erators, which directly follows from the semantics in Sec. II-B
and the approach in (29) and (30). If (26) and (28) are linear,
then CSk (ψ) is a mixed integer linear constraint set. Based on
the above procedure, the following theorem summarizes the
property of the MIP under-approximation.
Theorem 3. CSk (ψ) is a MIP under-approximation of ψ, i.e.,
if CSk (ψ) is feasible and z∗ is a solution, then ψ is satisfiable
and (z∗, k) |= ψ.
Proof. We first prove the theorem for the atomic predicates
µ[p] and ¬µ[p]. We observe that CSk (µ[p]) is equivalent to the
conjunction of the constraints (bSk (µ
[p]) = 1) and (26). If
CSk (µ[p]) is feasible, then S(µ[p])(zk) ≤ 0 must hold. Since
S(µ[p])(zk) ≤ 0 is a sufficient condition for the satisfaction
of the predicate, we conclude (z∗, k) |= µ[p]. Similarly,
the feasibility of CSk (¬µ[p]) implies (z∗, k) |= ¬µ[p] using
constraint (27).
We now consider a formula ψ such that Theorem 3 holds for
all its sub-formulas. Without loss of generality, we discuss ψ =
φ1U[t1,t2]φ2; the same proof structure can be applied to other
temporal or logical operators. CSk (ψ) contains the following
constraints
bSk (ψ) = 1, b
S
k (ψ) = ∨t2i=t1(bSk+i(φ2) ∧i−1j=t1 bSk+j(φ1)),
CSk+i(φ1) \ {bSk+i(φ1) = 1}, CSk+j(φ2) \ {bSk+j(φ2) = 1},
for all i ∈ [t1, t2] and j ∈ [t1, t2 − 1]. We use CSk+i(φ1) \
{bSk+i(φ1) = 1} to denote the set of constraints in CSk+i(φ1)
except for the constraint (bSk+i(φ1) = 1). If CSk (ψ) is feasible,
then bSk (ψ) = 1 must hold, hence there exists i ∈ [t1, t2]
such that bSk+i(φ2) ∧i−1j=t1 bSk+j(φ1) = 1. We then obtain that
bSk+i(φ2) = 1 holds as well as b
S
k+j(φ1) = 1, ∀ j ∈ [t1, i−1].
This ensures that CSk+i(φ1) and CSk+j(φ2), ∀ j ∈ [t1, i − 1],
are feasible. Since Theorem 3 holds for φ1 and φ2, we also
have (z∗, k + i) |= φ2 and (z∗, k + j) |= φ1 ∀ j ∈ [t1, i− 1],
hence (z∗, k) |= φ1U[t1,t2]φ2, which is what we wanted to
prove.
It is possible that both the CSk (ψ) and CSk (¬ψ) under-
approximations are infeasible, in which case we cannot make
any conclusion on whether ψ or ¬ψ are satisfiable. To con-
clude on the unsatisfiability of a formula, we resort to a MIP
over-approximation.
C. MIP Over-Approximation
To generate an over-approximation of ψ, we associate a
binary variable bNk (ψ) to ψ and seek for a set of mixed integer
constraints CNk (ψ) so that (z, k) |= ψ → bNk (ψ) = 1. Creating
an over-approximation only differs in the interpretation of the
atomic propositions, since we now use deterministic mixed
integer constraints that are necessary for the satisfaction of
the chance constraints in the formula. As in Sec. IV-B, we
deal with an atomic predicate and its negation separately, and
provide necessary condition for their satisfaction as follows.
ψ = µ[p]: We assign a binary variable bNk (µ
[p]) so that,
if the over-approximation N(µ[p])(zk) ≤ 0 is not satisfied,
then bNk (µ
[p]) is false. We, therefore, add the following mixed
integer constraint:
N(µ[p])(zk) ≤ (1− bNk (µ[p]))M, (31)
where M is a large enough positive constant [25].
ψ = ¬µ[p]: If an over-approximation N(¬µ[p])(zk) ≤ 0
is available, then we add a binary variable bNk (¬µ[p]) and the
mixed integer constraint
N(¬µ[p])(zk) ≤ (1− bNk (¬µ[p]))M. (32)
Otherwise, since P(µ(zk) ≤ 0) < p implies P(−µ(zk) ≤
0) ≥ 1− p we require
N((−µ)[1−p])(zk) ≤ (1− bNk (¬µ[p]))M. (33)
Other logic and temporal operators are encoded as in
Sec. IV-B. By similar arguments, we obtain the result below.
Theorem 4. CNk (ψ) is a MIP over-approximation for the
formula ψ, i.e., if CNk (ψ) is infeasible, then ψ is unsatisfiable.
Proof. We need to prove that (z, k) |= ψ is sufficient for the
feasibility of CNk (ψ). Let first ψ be the atomic proposition
µ[p]. Since N(µ[p])(zk) ≤ 0 is a necessary condition for the
satisfaction of µ[p], we obtain (z, k) |= µ[p] → N(µ[p])(zk) ≤
0. Then, if µ[p] is satisfiable, the conjunction of (31) and
bNk (µ
[p]) = 1 holds, which is equivalent to the feasibility of
CNk (ψ). A similar argument can be used for ¬µ[p].
When ψ is a generic formula, let Theorem 4 hold for the
sub-formulas of ψ. Then, if a sub-formula is satisfiable, its
over-approximation is feasible. Without loss of generality, we
consider ψ = ¬(φ1U[t1,t2]φ2). (z, k) |= ψ is equivalent to
∧t2i=t1((z, k + i) |= ¬φ2 ∨i−1j=t1 (z, k + j) |= ¬φ1)
being true, meaning that for all i ∈ [t1, t2] either (z, k+ i) |=
¬φ2 holds or there exists j ∈ [t1, i − 1] such that (z, k +
j) |= ¬φ1. Since both ¬φ1 and ¬φ2 are sub-formulas of ψ,
(z, k+i) |= ¬φ2 and (z, k+j) |= ¬φ1 imply, respectively, that
CNk+j(¬φ1) and CNk+i(¬φ2) are feasible. We deduce that for all
i ∈ [t1, t2] either bNk+i(¬φ2) = 1 or there exists j ∈ [t1, i− 1]
such that bNk+j(¬φ1) = 1. Since the relation between bNk (ψ),
bNk+j(¬φ1), and bNk+i(¬φ2), as encoded in CNk (ψ), is
bNk (ψ) = ∧t2i=t1(bNk+i(¬φ2) ∨i−1j=t1 bNk+j(¬φ1)), (34)
we infer that bNk (ψ) = 1 is feasible. The feasibility of
CNk (ψ) is then proved since a feasible solution for CNk (ψ)
can be obtained by solving the conjunction of the constraints
CNk+j(¬φ1) \ {bNk+j(¬φ1) = 1} for all j ∈ [t1, t2 − 1],
CNk+i(¬φ2) \ {bNk+i(¬φ2) = 1} for all j ∈ [t1, t2], con-
straint (34), and bNk (ψ) = 1.
V. CONTRACT-BASED VERIFICATION AND SYNTHESIS
We formulate verification and synthesis procedures that
leverage under- and over-approximations of bounded StSTL
contracts to solve Problem 1-3 for the classes of stochastic
systems introduced in Sec. IV-A. A first result provides sound
9procedures to check contract consistency and compatibility
(Problem 1).
Theorem 5. Let S be a stochastic system belonging to one of
the classes introduced in Sec. IV-A (Table I); let C = (φA, φG)
be an A/G contract where φA and φG are bounded StSTL
formulas over the system variables. If over- and under-
approximations are available for both φA and ¬φA∨φG, then
the following hold:
1) If CS0 (φA) is feasible, then C is compatible.
2) If CN0 (φA) is infeasible, then C is not compatible.
3) If CS0 (¬φA ∨ φG) is feasible, then C is consistent.
4) If CN0 (¬φA ∨ φG) is infeasible, then C is not consistent.
Proof. By Theorem 3, if CS0 (φA) is feasible, then φA is
satisfiable, which indicates that C is compatible. On the
other hand, by Theorem 4, if CN0 (φA) is infeasible, then
φA is unsatisfiable, hence C is incompatible. The results on
consistency can be obtained in the same way.
The following result addresses refinement checking (Prob-
lem 2).
Theorem 6. Let S be a stochastic system belonging to one
of the classes introduced in Sec. IV-A (Table I); let C1 =
(φA1, φG1) and C2 = (φA2, φG2) be A/G contracts whose
assumptions and guarantees are bounded StSTL formulas over
the system variables. If over- and under-approximations are
available for ψ1 = ¬φA2 ∨ φA1 and ψ2 = (φA1 ∧ ¬φG1) ∨
(¬φA2 ∨ φG2), then the following hold:
1) If CN0 (¬ψ1) and CN0 (¬ψ2) are infeasible, then C1  C2.
2) If CS0 (¬ψ1) or CS0 (¬ψ2) are feasible, then C1 6 C2.
Proof. The proof proceeds as in Theorem 5, by directly
applying the definition of contract refinement. By Theorem 4,
if CN0 (¬ψ1) and CN0 (¬ψ2) are infeasible, then ¬ψ1 and ¬ψ2
are unsatisfiable, hence ψ1 and ψ2 are valid. We therefore
obtain than φA2 → φA1 and (¬φA1 ∨ φG1)→ (¬φA2 ∨ φG2)
are valid, hence C1  C2 by definition. Similarly, CS0 (¬ψ1)
or CS0 (¬ψ2) being feasible implies that either ψ1 or ψ2 are
not valid formulas by Theorem 3. We therefore conclude that
C1 6 C2 holds.
The above decision procedures are not complete. For in-
stance, it is possible that CS0 (φA) is infeasible and CN0 (φA)
is feasible, in which case we are not able to conclude on
the satisfiability of φA. In this case, we increasingly refine
piecewise-affine under- and over-approximations of chance
constraints until we obtain an answer.
Finally, as an application of Theorem 5, we provide a
framework for the design of stochastic MPC schemes using
StSTL contracts. We show how a stochastic optimization
problem can be generated by enforcing contract consistency
on the system in Fig. 1 to obtain a control trajectory which
solves Problem 3.
Example 2 (Generation of Stochastic MPC Schemes). In
stochastic MPC, the controller measures the plant state xk at
time k and derives a control input uk by solving a stochastic
optimization problem. The plant state xk+1 is a function of uk
and the random external signal wk according to the system
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dynamics. Given a stochastic system described as in (1),
where the environment input (disturbance) wk at each time
k follows a distribution D, let the bounded StSTL contract
C = (Qx0 ≤ r, φ) capture the system requirement that φ be
satisfied if the initial state x0 is in the polyhedron represented
by set of linear inequalities Qx0 ≤ r for a fixed matrix Q and
vector r.
Control synthesis can then be formulated as the problem
of finding a control trajectory u that makes C consistent and
optimizes a predefined cost. For a finite horizon H , this trans-
lates into requiring that the guarantees of C are satisfiable
in the context of its assumptions, hence the conjunction of the
following constraints
(zH , 0) |= (Qx¯0 ≤ r)→ φ, xk+1 = f(xk, uk, wk),
wk ∼ D, x0 = x¯0,
for k = 0, 1, . . . ,H − 1, must be feasible, while optimizing a
cost function JH(x0,uH). By calling ψ := (Qx0 ≤ r) → φ
and using Theorem 5, we can finally solve this problem using
the under-approximation CS0 (ψ) obtained as described in Sec.
IV over the horizon H , which provides the following stochastic
optimization problem:
min
uH
JH(x0,u
H), s.t. CS0 (ψ) (35)
to be executed in a receding horizon fashion. It is then
possible to extend previous results on MPC from STL spec-
ifications [20] to stochastic linear systems.
VI. CASE STUDIES
We implemented the verification and synthesis procedures in
Sec. V in the MATLAB toolbox SCANS (Stochastic Contract-
based Analysis and Synthesis). As shown in Fig. 2, SCANS
receives as inputs a system description in one of the classes
of Sec. IV-A, a set of bounded StSTL contracts, a time
horizon H , and a set of verification or synthesis tasks. In
the verification flow, SCANS computes under- and over-
approximations of contract assumptions and guarantees and
perform consistency, compatibility, and refinement checking
of user-defined contracts using the results in Theorem 5
and Theorem 6. In the synthesis flow, SCANS follows the
procedure in Example 2 to generate a stochastic optimization
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problem from a user-defined contract, which can be executed
in a receding horizon scheme.
We illustrate the effectiveness of our approach on two
examples. The first example utilizes both under- and over-
approximations of StSTL formulas to perform contract com-
patibility, consistency, and refinement checking. The second
example uses a formula under-approximation to synthesize an
MPC controller for an aircraft power distribution network.
SCANS uses YALMIP [26] to formulate mixed integer pro-
grams, GUROBI [27] to solve mixed integer linear programs,
and BMIBNB (in YALMIP) to solve mixed integer nonlinear
programs. All experiments ran on a 3.2-GHz Intel Core i5
processor with 4-GB memory.
A. Contract-Based Verification
We check compatibility and consistency for the contract and
system in Example 1. By applying Theorem 5 and the under-
approximation in Sec. IV-B, we find that CS0 (φA1) is feasible,
and so is CS0 (¬φA1 ∨ φG1). Therefore, contract (φA1, φG1)
is both compatible and consistent. Since the system is in the
class of Sec. IV-A1, our encoding uses (16) and (17). Given
a contract C2 defined as follows:
φA2 := [1, 0]x0 ≤ 3,
φG2 := φA2 → G[1,3]¬(P{[1, 0]x2 ≤ 2} ≥ 0.6),
we can also check that C2  C1 by using the results
in Theorem 6. Moreover, to show the effectiveness of the
proposed approximation, we increase the system dimension
by redefining the dynamics as follows:
xk+1 = Axk +Bkuk,
Bk = I + 0.3
wk,1 . . .
wk,1
− 0.2
 wk,2. . .
wk,2

where A is a Jordan matrix constructed using blocks of
dimension 2 as in (4). Contract refinement checking on a
system with 100 state variables took about 20 ms using the
proposed approximate encoding, which is a 20× reduction in
execution time with respect to the exact encoding.
B. Requirement Analysis and Control Synthesis for Aircraft
Electric Power Distribution
An aircraft power system distributes power from generators
(engines) to loads by configuring a set of electronic control
switches denoted as contactors [28]. As shown in the simpli-
fied diagram of Fig. 3, physical components of a power system
include generators, AC and DC buses, Transformer and Rec-
tifier Units (TRUs), contactors (C1-C11), loads, and batteries.
The controller, which is also denoted as Load Management
System (LMS) and is not shown in the figure, determines the
configuration of the contactors at each time instant, in order to
provide the required power to the loads, while being subject
to a set of constraints, e.g., on the battery charge level.
A hierarchical LMS structure was proposed for aircraft
power systems, which adopts two controller levels and is
AC Bus 1 AC Bus 2
GEN 1 GEN 3 GEN 2
TRU TRU
DC Bus 1
Sheddable
DC Loads 1
Non-sheddable
DC Loads 1
Battery 1
DC Bus 2
Sheddable
DC Loads 2
Non-sheddable
DC Loads 2
Battery 2
C1 C3
C2 C4
C5
C6 C7
C8 C9 C10 C11
Fig. 3. Simplified diagram of an aircraft power distribution system.
based on a deterministic model of the system [29]. A high-
level LMS (HL-LMS) operates at a lower frequency (e.g.,
0.1 Hz) and provides advice on the contactor configuration
as obtained by solving an optimization problem. The control
objective is to provide power to the highest number of loads at
each time (minimize load shedding) and reduce the switching
frequency of contactors, hence the wear-and-tear associated
with switching. A low-level LMS (LL-LMS), working at a
faster frequency (e.g., 1 Hz) takes critical decisions to place the
system in safety mode by shedding non-essential loads every
time a generator fails. The LL-LMS accepts the suggestion of
the HL-LMS only if it is safe.
We adopt the same model for the system architecture and
the dynamics as in this reference design [29]. The system
state is represented by the state of charge of the batteries,
which are allowed to, respectively, discharge or charge when
the generator power is insufficient or redundant with respect
to the load power. The system contains a number of generators
Ns = 3 and a number of AC (DC) buses Nb = 2, where each
bus must be connected to a functional generator or TRU to
receive power. Each DC bus has Nsl = 10 sheddable loads
and Nnsl = 10 non-sheddable loads, which are shown as
lumped components in Fig. 3. The maximum power supplied
by the three generators is 100 kW (GEN1), 100 kW (GEN2),
and 85 kW (GEN3). However, differently from the reference
design [29], the power demand of each load is now a Gaussian
random variable. The average power demand assumes the
values in Table II of our reference [29], while the variance is
0.1 times larger than the average value. A controller based on
stochastic MPC has been recently proposed for a similar power
system model [30]. In this section, we show that SCANS is
able to automatically design a controller that follows the same
approach but can handle a richer set of specifications.
We use StSTL to express the control specification ψ for
the HL-LMS, involving both deterministic constraints on the
network connectivity [29] and stochastic constraints on the
battery levels. Sample requirements in ψ, over a time horizon
of 20 steps, are formalized as follows:
• The battery charge level Bj shall not be less than 0.3
with probability larger than or equal to 0.95, i.e.,
[1,20](0.3−Bj)[0.95], j = 1, . . . , Nb, (36)
• If the battery level Bj at time 0 is less than or equal to
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0.25, then there exists a time in at most 5 steps at which
Bj equals or exceeds 0.4 with probability larger than or
equal to 0.95, i.e., for all j = 1, . . . , Nb:
(Bj − 0.25 ≤ 0)→ > U[0,5](0.4−Bj)[0.95], (37)
• If a generator is unhealthy, then it is disconnected from
the buses. By denoting with h = (h1, . . . , hNs) the binary
vector indicating the health status of the generators, where
1 stands for “healthy," and with δj = [δ1,j , . . . , δNs,j ]
T
the vector whose component δi,j is 1 if and only if
generator i ∈ {1, . . . , Ns} is connected to bus j, this
requirement can be translated as
[0,20](δi,j − hi ≤ 0), ∀ i ∈ {1, . . . , Ns}. (38)
By calling ψ the conjunction of all system requirement asser-
tions, such as the ones above, the system-level contract is
CS = ((∀j ∈ {1, . . . , Nb}: Bj0 ∈ [0.2, 1])∧
∑Ns
j=1 hj ≥ 2, ψ),
stating that the specification ψ must be satisfied if the initial
battery level is between 0.2 and 1 (20% and 100% of the full
level of charge) and if there are at least two healthy generators.
SCANS was able to verify the consistency of CS using
the result in Theorem 5 and generate a stochastic MPC
scheme for the HL-LMS. We relied on the mixed integer
linear under-approximation of ψ into the constraint set CS0 (ψ)
because of the large number of variables (more than 400)
in the optimization problems. When parsing ψ, deterministic
constraints encoding the atomic propositions (0.3 − Bj)[0.95]
were formulated using (16). CS0 (ψ) and the control objective
formed the optimization problem solved by the HL-LMS every
10 s to provide suggestions to the LL-LMS. We observe that
constraint (37), capturing more complex transient behaviors,
was not present in previous formulations [30], while it could
be easily expressed in StSTL and automatically accounted for
in our MPC scheme.
In every simulation run, GEN2 is shut down at time 34 to
test the response of the LMS. The contactor signals indicating
the connection of the 3 generators to the 2 AC buses are in
Fig. 4. First, we observe that the LL-LMS connects GEN3 to
bus 2 at time 34 to immediately replace the faulty generator
GEN2, before the HL-LMS can respond to this event at time
40. Meanwhile, because the average total power consumption
of either bus 1 or bus 2 exceeds 85 kW (the maximum power
supplied by GEN3), the LL-LMS sheds the loads at time
34 in Fig. 5. Conversely, the HL-LMS does not detect this
shutdown until time 40. Once a new optimal configuration is
computed, as shown in Fig. 4, the HL-LMS realizes that GEN2
must indeed be disconnected from bus 2 (requirement (38))
and proposes a configuration that connects GEN1 and GEN3
alternatively to the two buses. This prevents load shedding (all
loads are now powered again) and better resource utilization,
since the battery can now be effectively charged when GEN1 is
connected and then used to provide extra power when GEN3 is
connected. While the switching activity increases in this new
configuration, the switching frequency is always compatible
with the requirements and minimized by the MPC scheme.
The trajectories of the battery charge level from 50 simula-
tion runs are shown in Fig. 6. We see that the constraint (36)
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Fig. 4. Contactor signals for the connection between generators (engines)
and buses. The connection is present when the signal evaluates to 1.
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Fig. 5. Contactor signals for the connection between sheddable loads and DC
Bus 2. The connection is present when the signal evaluates to 1.
is effective since the battery level mostly remains above 0.3
after time 0. Moreover, most of the battery profiles starting
from the initial condition B1,0 = B2,0 = 0.225 climbs above
0.4 before time 5, which is consistent with requirement (37).
Finally, the rate of satisfaction of the constraint Bj ≥ 0.3,
as estimated using 500 simulation runs, is larger than 0.95
at all times, which is consistent with requirement (36). One
optimization run takes 0.05 s on average and 0.24 s in the
worst case.
VII. CONCLUSIONS
We developed an assume-guarantee contract framework and
a supporting tool for the automated verification of certain
classes of stochastic linear systems and the generation of
stochastic Model Predictive Control (MPC) schemes. Our
approach leverages Stochastic Signal Temporal Logic to spec-
ify system behaviors and contracts, and algorithms that can
efficiently encode and solve contract compatibility, consis-
tency, and refinement checking problems using conservative
approximations of probabilistic constraints. We illustrated the
effectiveness of our approach on a few examples, including
the control of aircraft electrical power distribution systems.
Our tool can automatically design stochastic MPC schemes
for a richer set of specifications than in previous work. Future
work includes the investigation of mechanisms to improve the
accuracy and scalability of our framework.
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Fig. 6. Battery charge level over time for 50 simulation runs.
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