In this paper, we present an efficient tree-based formulation for exact stochastic simulation algorithm (SSA) to improve the search for the next reaction firing. There are two implementations considered: one based on a complete binary tree and one based on the Huffman tree, an optimal tree for data compression.
INTRODUCTION
In recent years, the modeling and simulation of biological systems has become an emergent research field in computational systems biology. In particular, the stochastic simulation algorithm (SSA) [1] has been widely accepted as a computational framework for investigating the important role of inherent fluctuation and noise of biochemical systems, e.g. gene expression and biochemical networks. SSA uses a Monte Carlo simulation technique to sample the system state, where the firings of each reaction define a Poisson process by exploiting reaction propensity aj. SSA simulates the system by a two-step approach: finding, with probability (aj/ i ai), the next reaction firing, and then updating the system accordingly. There are two well-known implementations of SSA, namely the First Reaction Method (FRM) and the Direct Method (DM). Various improvements have been introduced to SSA both exact and approximated ones, i.e., the Next Reaction method (NRM), and the τ -leaping method.
In this work, we present a tree-based formulation and its implementation for improving the original SSA method (more details are Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. in [3] ). Using a complete tree allows binary search, which is more efficient than the linear search used in many variants of SSA. Then we switch to the Huffman tree [2] to minimize the number of comparisons performed during search. We finally compare the different approaches.
TREE SEARCH FOR SSA
In this section, we first detail how to apply binary search over a complete tree to SSA. Secondly, we examine the possibility of using a Huffman tree instead.
Complete binary tree search. Complete binary trees are binary trees in which every level contains as much nodes as possible, except possibly the last one, in which however all the leaves are on the left part. Complete binary trees can be represented by using an array with 2m − 1 elements, in which the first m − 1 ones represent the internal nodes of the tree, while the trailing m represent the leaves. We record the propensities of the m reactions in their own leaf, while we let each internal node to carry the sum of the values stored in its children. In other words, each internal node carries the sum of all the propensities of the reactions under that node.
In order to select a reaction Rj firing with the required probability aj/ i ai we proceed as follows. We take r randomly from the uniform distribution U (0, 1). We then compute the search value s = (r m j=1 aj). Starting from the root, we travel down the tree, following the left or right branches according to whether the propensity sum stored in the left one is smaller than the search value. Whenever we take a right branch, we adjust the search value by subtracting from it the value stored in the left branch. Eventually, we reach a leaf with the wanted probability.
For updating the system state, we need to update the propensities for several reactions, according to a reaction dependency graph. For each update, we modify a whole leaf-to-root path, exploiting the fact that the parent of node i is located at position ⌊i/2⌋.
Evaluation. The procedure above performs a number of comparisons equal to the height of the tree, which is logarithmic on the number of reactions m. However, while using a complete tree minimizes the height of the tree, this does not necessarily minimizes the comparisons in the average case.
Indeed, the average number of comparisons is Tm = m j=1 wjDj where wj is the weight of Rj, and Dj is the depth of the leaf corresponding to Rj. The weight wj is the probability of Rj being selected to fire. In a complete tree, the Dj are roughly equal, we are performing the same number of comparisons in every case: the likely event of picking a fast reaction requires the same computational effort of the unlikely event of picking a slow reaction.
Huffman tree search. Intuitively, the performance of the complete tree search can be improved, especially for multi-scale systems featuring both fast and slow reactions. The main idea would then be to place fast reactions close to the root, while slow ones farther from it. This observation is very closely related to well-known results in data compression. Indeed, the minimization of Tm is the main objective of the Huffman data compression algorithm, so we could exploit the same technique to obtain optimal performance in our setting. The basic idea is then to build the tree by repeatedly merging trees in a forest. Initially the forest contains only trees with one node, corresponding to single reactions. Then, the two trees t1,2 having minimum root value are replaced with a new tree having a fresh node as the root and t1,2 as children. The value for the new root is the sum of the values of its children. This is repeated until the forest contains a single tree; further, it can be efficiently performed by using a heap.
Since each node in Huffman tree has two children, we can still use an array with size 2m − 1 for representing the Huffman tree. However, unlike for complete trees, we now need to use pointers to left/right children, as well as to the parent (used when updating the propensities).
A good candidate for the weight function is the propensity function aj since this choice leads to fewer comparisons performed when finding fast reactions (which have large propensities). However, during the whole simulation, reaction firings affect the propensity of reactions, which can also change rapidly. This happens, for example, whenever the reaction has a very large rate constant but a small number of reactant molecules. When the amount of its reactants changes, its propensity significantly changes. After having updated the propensity, our tree may be no longer optimal, i.e. no longer an Huffman tree. In this case, we face the choice of either proceeding with a non-optimal tree (which could still be near the optimum, though), or rebuilding the Huffman tree. Rebuilding the tree is rather expensive, so we need to find a trade-off. For this reason we prefer to keep using a non-optimal tree for some predefined (and tunable) number of steps, postponing the reconstruction of the tree after those steps. Note that the choice of this parameter only affects the performance, while the results are still exact.
Further, to cope with propensities changing rapidly, we slightly modify the weights wj so to assign a higher weight to those reactions which are more likely to change. When a reaction fires, we can estimate the probability it will increase (decrease) the propensity of reaction Rj as |conflicts(Rj)|/m (|favors(Rj)|/m) where conflicts(Rj) (favors(Rj)) is the set of reactions that affect and compete with (favor) Rj. The estimated weight of reaction Rj after k simulation steps is then:
where α1, α2 are parameters denoting the average change amount. For simplicity, we assign it to the stochastic rate constant for the reaction at hand i.e, α1 = −α2 = kj.
EXPERIMENTAL RESULTS
We now report on some simulation results for various models summarized in Table 1 . In Fig. 1-2 we compare four algorithms: The DM algorithm we used was adapted so to exploit a reaction dependency graph for updating the propensities of the affected reactions. The results have been computed for 500, 000 simulation steps on an Intel Core i5-540M processor. For the Huffman Tree Search, we picked the tunable parameter k = 100, 000, so causing the tree to be rebuilt every 100, 000 steps, i.e. 5 times in the whole simulation.
As shown in Fig. 1 , when simulating small models, the difference between linear search and binary search is not very significant. However, when using the larger models binary search is nearly 50% faster than linear search, and Huffman Tree Search still gain another ∼ 20% in comparisons with respect to Complete Tree Search. The overall performance also benefits from using the Huffman tree.
CONCLUSIONS
In this paper we applied the Huffman tree to the SSA, the de facto standard for simulating biochemical systems, so to reduce the number of comparisons to find the next reaction firing. We performed some preliminary experiments, which proved this approach viable. We leave as future work to study how the choices of the weights wj and the number of steps between rebuilding k affect performance.
