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Abstract
This dissertation discusses the modeling of breakdown of gases under nano-second laser discharges,
the plasma kernel dynamics, the plasma core decay, and the subsequent post-discharge hydro-
dynamics, together with some of its engineering applications (e.g., flow control and ignition of
combustible mixtures). A non-equilibrium model for laser-plasma interaction has been developed
and validated for the purpose of this study. The computational framework has been, then, used to
investigate the plasma kernel dynamics under different ambient conditions (e.g., pressure), laser pa-
rameters (e.g., power density and beam wavelength), mode-beating temporal pulse histories (e.g.,
single-mode and multi-mode nano-second discharges), and pulse configurations (e.g., single-pulse
and dual-pulse nano-second discharges).
The hydrodynamics is described based on the chemically reactive Navier-Stokes equations, and
non-equilibrium effects are accounted for using multi-temperature models. Laser-plasma interac-
tions in the nano-second time-scale are modeled using a kinetic approach for the photons of the
laser beam via the Radiative Transfer Equation (RTE), where multiphoton ionization (MPI) and
inverse Bremsstrahlung (IB) have been included self-consistently. Validation was performed with an
extensive comparison of quantities of interest (e.g., absorbed energy and plasma emission) predicted
by the Laser-Induced Breakdown (LIB) model with the corresponding experimental measurements
in a wide range of operating conditions.
For single-pulse and single-mode discharges, the laser generated plasma exhibits a two-lobe
structure (as also observed from the experiments) with the plasma waves developing both in the
backward (i.e., toward the laser source) and forward (i.e., away from the laser source) directions;
the analysis of the dynamics suggests that the kernel evolution results from a radiation-driven
wave that is: (i) triggered by MPI, (ii) sustained by energy deposition in IB interactions, which
compensates for the energy lost by free-electrons in ionizing collisions, and (iii) guided by both
ii
MPI and ionization by electron impact (IE). When the single-pulse operates in a multi-mode
configuration, the LIB model predicts the formation of periodic plasma kernel structures (similar
to experimental observations), with the periodic scattered spots being functions of the modulating
frequency, and their phenomenology following the same mechanism (guided by both MPI and IE).
Results also show that the nano-second discharge is followed by the formation of a strong
ellipsoidal shock wave that propagates outwardly (away from the focal point) with a shock strength
that decreases with time, until degeneration into a spherical acoustic wave (within a few micro-
seconds). The plasma core decay is driven by a strong vorticity field that is generated in the ionized
gas as a result of a baroclinic torque associated with the misalignment between the radial gradient
of density (due to the sudden gas expansion) and the strong gradient of pressure (initiated by
the radiative energy transfer). A dual-pulse configuration (with the energy deposition separated
in a first ultraviolet laser pulse for pre-ionization purposes, and a second near-infrared pulse for
the main energy deposition shifted in both time and space) can be used to control the dimension,
shape, and maximum temperature of the plasma kernel, as well as the vorticity generation process
and plasma core decay.
Finally, this work also investigated some engineering applications of LIB, such as flow con-
trol. The simulation results showed that the laser-generated thermal spot can be used effectively
for controlling the aerodynamic forces and the shock-wave/boundary-layer interaction in super-
sonic/hypersonic flows over complex geometries. Future directions are also highlighted for the
investigation of the effectiveness of laser energy deposition on the enhancement of the reaction ki-
netics in combustible mixtures, and on the use of lasers to control the Deflagration-to-Detonation-
Transition (DDT) for applications such as Pulse Detonation Combustor (PDC).
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−3]
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ξij stoichiometric coefficient for to species j in the reaction i
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Zels electronic partition function
zηs transport systems coefficient for shear viscosity
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−3 s−1]
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−3 s−1]
xxv
ωr,mpis mass production term for generic species s due to MPI [kg m−3 s−1]
Ωr total energy production term due to radiative processes [J m−3 s−1]
Ωr,c total energy production term due to collimated radiative processes [J m−3 s−1]
Ωr,mpi total energy production term due to MPI [J m−3 s−1]
Ωr,ib total energy production term due to IB [J m−3 s−1]
Ωre free-electron-electronic energy production term due to radiative processes [J m
−3 s−1]
Ωr,mpie free-electron-electronic production term due to MPI [J m−3 s−1]
Ωr,ce free-electron-electronic energy production term due to collimated radiation [J m−3 s−1]
Ωvt vibrational-translational energy exchange term [J m−3 s−1]
Ωcv chemistry-vibration energy exchange term [J m−3 s−1]
Ωve vibrational-electronic energy exchange term [J m−3 s−1]
Ωte heavy-particle free-electron energy exchange term [J m−3 s−1]
Ωie free-electron energy exchange term in electron-impact ionization reactions [J m−3 s−1]
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Laser-induced breakdown (LIB) of gases was reported for the first time in 1963 by Maker, Terhune,
and Savage [1] after having focused through a converging lens a beam from a Q-switched ruby laser
at 694 nm, that resulted in a spark around the beam waist similar to the one observed in experiments
conducted with capacitive discharge devices.1 Since then, several studies have been conducted over
a wide range of laser power densities, wavelengths, and ambient conditions to understand the
mechanism leading to plasma generation and growth [2, 3, 4, 5, 6], and experiments have shown
that, for a given gas, the breakdown threshold intensity depends on several parameters such as
ambient pressure and laser wavelength [5].
Laser discharges can be classified based on the duration of the optical pulse. The lifetime of
an optical pulse (also known as pulse temporal width or pulse length) can be varied within a large
range [7]: with an electro-optic modulator, pulses duration from tens of pico-seconds to arbitrarily
long values can be obtained as a result of modulating a continuous-wave light source; laser diodes
can drive pulse durations of few nano-seconds or even hundreds of pico-seconds; Q-switched lasers
can generate laser pulses ranging from hundreds of pico-seconds to several nano-seconds; mode-
locked devices can develop pulses with duration ranging from few femto-seconds to hundreds of
pico-seconds.
The focus of this thesis is on nano-second laser pulses, and a thorough review is provided
in Section 1.3. Differences between nano-second and femto-second lasers concern not only the
optical system, but also the mechanisms leading to energy absorption [8]. In fact, femto-second
1For this reason, the phenomenon was reported as an optical breakdown (or laser spark), even if this terminology
is appropriate only when the breakdown mechanism is an avalanche ionization.
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pulse duration is shorter than relaxation times in typical gas-plasmas (e.g., electron-heavy energy
transfer, electron heat conduction, hydrodynamic expansion time [8]).2 Compared with nano-
second laser-generated plasmas, femto-second discharges remain a rather novel field of research. The
advancements on mode-locked lasers with chirped-pulse amplification produced a strong interest
in femto-second pulses in the last decades [9, 10]. A short list of applications comprises [10, 11,
12, 13, 14, 15]: remote sensing, laser ignition, formation of plasma waveguides, Laser Wakefield
Accelerator, Plasma Beat Wave Accelerator, and Plasma Wakefield Accelerator. Femto-second
pulses are not considered in the remainder of this work; a comprehensive review of the subject is
out of the scope of the thesis, and a brief overview is provided hereafter. For more details, the
reader can consult the review works of Couairon [16] and Chin [17]. Femto-second discharges are
also referred to as intense-short laser pulses [18, 19], since their very short pulse length results in
a laser intensity six orders of magnitute higher than nano-second pulses having the same energy.
The laser temporal period is much shorter than the collision time for atmospheric gases, meaning
electron impact ionization and inverse Bremsstrahlung (see Section 1.3.1) can be neglected [10].
The laser-plasma interaction is strongly non-linear, and the strength of the forcing electric field
can exceed that of the nuclear coulomb fields. The intensity of state-of-the-art femto-second laser
beams can achieve values of the order 1021 Wcm−2 [11]. At these intensities, plasma waves can
be generated with magnitudes that can accelerate electrons to relativistic energies [20, 21]. When
the electron oscillation velocity (quiver velocity) reaches values close to the speed of light, the
index of refraction of the gas-plasma can change [11, 12, 22], and if the laser power is high enough
diffraction can be overcome, resulting in a so-called relativistic optical guiding of the laser beam.
The main non-linear phenomena of interest for the propagation of the high-intensity laser pulse
are Kerr self-focusing, and photo/multiphoton ionization [11, 22]. The Kerr effect characterizes
the dependence of the medium refractive index on the laser intensity. The spatial modulation
of the refractive index (that is a result of focusing a high-power laser on a gas) can produce a
lensing effect that can cause a self-focusing (or collapse) of the beam before the geometrical focal
point. Self-focusing is expected to overcome diffraction when the laser power exceeds a critical
threshold [20, 21]. Self-focusing is a highly non-linear phenomenon, and in the absence of other
2Those processes start occurring on the order of several pico-seconds after laser absorption.
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competing processes would cause the collapse of the laser beam to zero size [10]. In some gases (e.g.,
air) the beam self-focusing is counteracted by photo ionization [22]; in fact, if the laser intensity is
sufficiently high, photo ionization generates free-electrons that modify the index of refraction in the
opposite direction of the Kerr effect. Photo ionization can be classified in the multiphoton regime
or in the tunneling regime. Multiphoton ionization (see Section 1.3.1 for a detailed description) can
be summarized as the production of a free-electron by the absorption of multiple photons. On the
other side, tunneling ionization can be regarded as the deformation of the potential barrier of an
atom (or molecule) by the optical laser radiation, and the subsequent exit of an electron previously
trapped into the atomic (or molecular) Coulomb field.
Presently, laser-induced plasmas find use over a variety of engineering and medical technologies,
such as propulsion (both electric and chemical propulsion) [23, 24, 25, 26, 27, 28, 29, 30], plasma
assisted ignition of combustible mixtures [31, 32, 33, 34, 35, 36], laser ablation propulsion [37, 38,
39], flow control [10, 40, 41, 42], laser machining and surface processing [43, 44], Laser-Induced
Breakdown Spectroscopy [45, 46, 47], medical diagnosis [48], laser photo-dynamic therapy [49], and
laser surgery [50, 51]. A detailed review of these applications is outside the scope of the current
thesis. A synopsis regarding some of the primary applications in the Aerospace Engineering field
is provided in Section 1.2.
1.2 Applications
Laser-induced plasmas find application over a wide range of engineering technologies. For propul-
sion applications, for instance, both electric and chemical propulsion devices may benefit from
plasma properties given their ability to generate high specific impulses [23, 24, 25], and to enhance
reaction kinetics [26, 27, 28, 29, 30], respectively. Recently, plasma-assisted ignition has drawn a
lot of attention due to the potential of improving ignition reliability, enhancing flame stabilization
and reducing pollutant emission [31].
Laser energy deposition provides advantages, compared to traditional electrical spark ignition,
such as freedom in positioning the ignition source, lowering the lean limit, and lack of quenching
from electrodes [33, 34]. On the other hand, one of the main limitations is the formation of strong
blast waves, which tend to carry away an important amount of deposited energy [35]. In recent
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Figure 1.1: Flow ignition schematics.
years, dual-pulse laser energy deposition has been investigated as an alternative to single laser
discharges. As a matter of fact, it was shown that decoupling the initial ionization (by means of a
first UV laser) from the main energy deposition (using a second NIR discharge) allows control of
the electron temperature, electron number density and size of the plasma kernel [32, 33, 34].
Laser-generated plasmas find application also in the field of flow control. In Aerospace Engi-
neering high speed flows are inherent in a wide variety of fields including rocket-powered vehicles,
entry into planetary atmospheres, scramjets, ground testing, and supersonic flight [10]. The flow-
fields in these applications are characterized by shocks, non-equilibrium, and radiation. Knowledge
and control of these phenomena are paramount for successfully developing new technologies. In
recent numerical and experimental studies it was identified that a laser-induced thermal spot could
lead to drag reduction, favorable modification of aerodynamic forces, and shock control [10, 41, 42].
Flow control is achieved via three steps: (a) an instantaneous laser heating, (b) thermal density
perturbation associated with pressure equilibration of the heated zone, and (c) interaction of the
thermal spot with existing flow structures [52, 53]. For supersonic/hypersonic flows over blunt
bodies, such as spheres, laser energy deposition has been identified as an efficacious strategy for
momentarily decreasing the pressure on the wall, with a resulting attenuation of the aerodynamic
load on the body surface during flight. The first drag reduction experiments were performed in
a Mach 2 Argon flow with a CO2 laser [54, 55]; measurements showed that ≈ 80% of the laser
energy was absorbed by the plasma, with a weak dependence on the flow velocity and the laser
pulse repetition frequency, and that the drag was reduced by ≈ 45%. Adelgren [40, 56, 57] studied
4
1) Laser generates 
hot plasma
2) Plasma cools and 
generates shock
3) Thermal spot 
convects into 
existing structure
Figure 1.2: Flow control schematics.
the influence of laser energy deposition upstream of a sphere at Mach 3.45, reporting a decrease of
≈ 50% in the stagnation pressure that lasted over 50 µs. Moreover, for other geometries, like dou-
ble cones, laser-generated plasmas might be used to control shock-wave/boundary-layer interaction
to enable more favorable operating regimes in applications such as supersonic/hypersonic engine
intakes [58].
In previous literature, the modeling efforts [59, 60, 61] mostly focused on developing fast and
robust numerical schemes for including physical-chemical non-equilibrium phenomena. On the
other hand, in these works the laser discharge is often very simply modeled by means of tuning
parameters for calibrating phenomenological single absorption cross section, or even omitted alto-
gether, with the entire energy deposition replaced by an ad hoc initial condition inferred from the
experiments.
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Finally, LIB finds application also in the fields of spectroscopy (Laser-Induced Breakdown
Spectroscopy, LIBS) [45, 46, 47], where a laser pulse is focused on a sample to provoke its optical
excitation and then the emitted light from the plume provides a spectral signature, and in ablation
[62], where an intense laser beam can be focused on a condensed matter surface for generating
thrust with a jet of plasma (similar to a chemical rocket) [37, 63].
In order to enhance the use of laser-generated plasmas in engineering applications, we believe
that the presence of tuning knobs and ad hoc empirical parameters should be minimized in physical-
chemical models for Laser-Induced Breakdown. Motivated by this, and by the investigation of the
breakdown kernel dynamics (as explained in Section 1.4), we develop here a physics-based model
for laser-generated plasmas where the radiation field, the coupled gas response, the collisional and
radiative processes, and the non-linear hydrodynamic phenomena are treated self-consistently.
1.2.1 The Center for Exascale Simulation of Plasma-Coupled Combustion
The present study is funded by the Predictive Science Academic Alliance Program II (PSAAP II)
through the Center for Exascale Simulation of Plasma Coupled Combustion (XPACC).
The ultimate goal of XPACC is the advancement of predictive science within an academic en-
vironment in support of long-term efforts of the Department of Energy (DOE) and its National
Nuclear Security Administration (NNSA) laboratories (Los Alamos National Laboratory, Lawrence
Livermore National Laboratory, and Sandia National Laboratories) [64]. This implies the devel-
opment of new techniques for generating reliable predictions of complex multi-physics problems
by means of state-of-the-art computational platforms. XPACC’s target is the physics-based and
simulation-based modeling of plasma-coupled combustion aimed at advancing aerospace propul-
sion systems [64]. Full-system-application demonstrations have been conducted annually with the
purpose of testing the comprehensive capabilities of the center in making reliable predictions (i.e.,
from the physics-based modeling to the computer science). The full-system applications considered
within the five-year center effort were: (a) LIB ignition, mediated by a co-annular dielectric-
barrier discharge (DBD) plasma, of a hydrogen fuel jet in a turbulent boundary-layer air cross flow
[26, 64, 65], and (b) supersonic combustion in the ACT-II Air Force Office of Scientific Research
(AFOSR) facility [64, 66] (see Figure 1.3) where LIB was used to seed a transient ignition kernel
6
(TIK).
Figure 1.3: ACT-II facility (left), and LIB ignition schematics in XPACC full-system application
(right); from Ref. [67].
The role of this work in the center is the construction of a physics-based model for Laser Induced
Breakdown in gases, through which we predict the radical production, heat release and vorticity
generation associated with the laser energy deposition.
1.3 Nano-second laser pulses
The focus of this work is on nano-second laser discharges. Plasma can be generated by breaking
down a neutral gas mixture with focused optical radiation, as mentioned in Section 1.1. The
neutral gas is initially transparent to laser radiation; within the first tens - hundreds of pico-
seconds (depending on laser wavelength, laser power density, and ambient conditions) an initial
seed of electrons is generated via multiphoton ionization and the mixture becomes partially opaque;
during the first nano-seconds a highly conductive plasma is formed under the influence of the laser
energy being absorbed by the free-electrons.
The scope of this section is limited to the description of laser-induced plasma, of blast wave
and pressure-density perturbations following the optical breakdown in gases, and to an outline of
the main breakdown phenomena. The collective literature on nano-second pulses is massive, and
largely beyond the scope of the current work. A review of the relevant published works is provided
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in Section 1.3.2. For an in-depth detailed description the reader can consult [2, 3, 4, 68].
1.3.1 Breakdown physics of nano-second discharges
The energy deposition in the nano-second laser pulses considered in this work occurs through the
steps schematically summarized in Figure 1.5 [5, 69, 70, 71, 72]: (i) creation of priming electrons
(via multiphoton ionization), (ii) absorption of energy from the incident beam (in electron-heavy
inverse Bremsstrahlung interactions and multiphoton ionization), (iii) avalanche/cascade ionization
by electron impact.
Figure 1.4: Emission from an experimentally laser-generated plasma.
After the onset of the cascade ionization, the continuum absorption coefficient of the plasma
increases strongly due to the large degree of ionization [6, 73]. As a result, the laser-generated
plasma becomes opaque and its boundary moves towards the laser source. Under some conditions
the plasma boundary also grows away from the laser as shown in Figure 1.4. These plasma waves
are referred to as backward and forward waves (or rear and front lobes), respectively [74].
The laser absorption is followed by a post-breakdown phase where a strong shock is generated
by the large increase of pressure (see Figure 1.6) [75, 76, 77, 78, 79]. This shock propagates away
from the focal region, and its strength decreases with time. At the end of the pulse, the shock
front is ellipsoidal in shape (with the major axis aligned with the direction of propagation of the
laser beam), and it becomes spherical within micro-seconds and quickly weakens into an acoustic
wave. After hundreds of nano-seconds (depending on laser energy input and background pressure)
the shock front detaches from the plasma core, which collapses due to vorticity generated in the
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Figure 1.5: Breakdown schematics for nano-second pulses: (i) creation of priming electrons
via multiphoton ionization, (ii) absorption of energy from the incident beam in electron-heavy
inverse Bremsstrahlung interactions and multiphoton ionization, (iii) avalanche/cascade ionization
by electron impact.
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the plasma axis [80, 81, 82, 83].
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M >> 1
t ' 10 5 s
M < 1
Figure 1.6: Post-breakdown schematics.
As mentioned at the beginning of this Section, the stages through which the breakdown mecha-
nism of nano-second discharges is thought to occur (see Figure 1.5) are dominated by multiphoton
ionization (that generates the priming electrons), electron-heavy inverse Bremsstrahlung interac-
tions (that represents the main energy absorption mechanism), and avalanche (or cascade) ion-
ization by electron impact. In the following paragraphs, multiphoton ionization (MPI), inverse
Bremsstrahlung (IB), and electron avalanche (or cascade) ionization are reviewed and discussed.
Multiphoton Ionization. Multiphoton ionization is a reactive radiative process that initiates
the plasma generation mechanism in nano-second laser discharges. It requires the simultaneous
absorption of several photons by an atom or molecule to produce its ionization [2, 3, 5].
For a collimated monochromatic beam (with wavelength λl) carrying photons of energy hP ν
(where hP is the Planck constant, and ν is the frequency of the photon), the MPI reaction reads:
A + mhP ν → A+ + e− , (1.1)
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where A is a generic atom/molecule, A+ is its next ionization stage (e.g., if A is a neutral particle
then A+ is its first ionization stage, if A is a singly ionized particle then A+ is its second ionization
stage, and so on), e− is a free-electron, and mhP ν represents the energy absorbed by A from m
photons of energy hP ν. For the reaction (1.1) to occur, the number of absorbed photons must exceed
the ionization potential of A, εIA . The probability of photon/multiphoton ionization is related to the
photoionization cross-section, which depends on the energy of the photon (i.e., on the wavelength
of the laser radiation) and on the target being considered (i.e., on the ionization barrier that a
bound electron must overcome for a certain atom/molecule). Several photons of energy below
the ionization threshold may actually combine their energies to ionize an atom/molecule [5]. This
probability decreases rapidly with the number of photons required, but the development of very
intense, pulsed lasers still makes it possible [5]. In the reaction (1.1), the heavy-particles A and
A+ are considered stationary, while the photon is traveling at the speed of light; the free-electron






e− + εIA . (1.2)
Details of the MPI model adopted for this work can be found in Chapter 2.
Inverse Bremsstrahlung Inverse Bremsstrahlung is a non-reactive radiative process that con-
stitutes the main source of laser energy deposition for nano-second discharges [5]. It is the opposite
of Bremsstrahlung radiation, i.e. the electromagnetic radiation emitted by a particle (e.g., a free-
electron) that decelerates through an interaction (e.g., deflection) with another particle (e.g., an
atomic nucleus); the moving particle loses kinetic energy that is converted into a photon (i.e.,
radiation), according to energy conservation.
Conversely, during the inverse Bremsstrahlung process, the free-electron absorbs a photon (or
a number of photons) upon interaction with a particle, and its kinetic energy increases. For the
IB process to happen and for the electron to be able to absorb a photon, interaction with a heavy-
particle (e.g., collision or deflection) is crucial, because when an electron acquires energy it also
gains momentum [84], and since the photon momentum is negligible an additional interaction
partner is required to satisfy conservation of energy and momentum [84]. For a monochromatic
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beam (with wavelength λl) carrying photons of energy hP ν, the IB reaction reads:
A + e−(ε) + hP ν → A + e−(ε∗) , (1.3)
where A is a generic atom/molecule, e−(ε) is a free-electron carrying energy ε, and e−(ε∗) represents
the same electron excited upon absorption of hP ν. In order to assimilate enough energy to reach the
ionization potential, an electron must absorb several photons via IB. However, these absorption
processes are coupled with stimulated emission of photons under the effect of laser radiation.
The chances of those events are similar, but the absorption probability prevails [84]. In turn,
a free-electron stochastically acquires and loses energy (in the amount of hP ν quanta), but its
energy gradually increases until it reaches the ionization potential. The coefficient for inverse
Bremsstrahlung absorption and stimulated emission can be obtained with a semi-classical approach
[84, 85]. Finally, as demonstrated by Raizer [84], the average rate of increase of electron energy
under the effect of optical radiation can be expressed as the difference between the rate of true
absorption and the rate of stimulated emission. Details of the IB model adopted for this work can
be found in Chapter 2.
Cascade ionization For nano-second lasers, the primary mechanism of production of free-
electrons is the cascade ionization dominated by electron impact [5, 84]. In fact, upon photon
absorption from the laser radiation via IB, free-electrons become energetic enough to ionize by
impact the gas through the reaction:
A + e− → A+ + e− + e− . (1.4)
The rate of production of electrons via electron impact ionization (IE) depends not only on the
rate at which the free-electron energy increases in time under the effect of the optical radiation, but
also on the losses that slow down the cascade. Free-electrons, in fact, can lose energy as a result
of collisions with heavy-particles that in turn might get excited in their rotational, vibrational
or electronic states [5]; moreover, the number of electrons might also be depleted by means of
three-body attachment/recombination and two-body dissociative attachment/recombination [5, 84].
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When the free-electrons accumulate an energy higher than the ionization potential, reaction (1.4)
happens with high probability and, as a result, one free-electron produces two free-electrons, which
then absorb laser energy via IB and the entire cycle starts again, giving rise to an exponential
growth of the number of electrons [68]. More details on cascade/avalanche ionization can be found
in Chapter 2.
1.3.2 Review of relevant works
Early comprehensive characterizations of laser-induced breakdown phenomena have been addressed
by Yuri Raizer [68] and Claudio De Michelis [71], who provided a thorough review of breakdown
mechanisms, plasma growth under the influence of the laser pulse, and plasma kernel decay in the
post-discharge phase. Several authors reported measurements of threshold parameters (e.g., total
electron number density or ionization fraction) for gas breakdown at different pressures [30, 86, 87]
and different laser frequencies [88, 89]. These investigations suggested the crucial role of avalanche
cascade ionization and diffusion losses during the breakdown. Raizer [68, 84] found that for cascade
ionization driven laser-generated plasmas the intensity threshold is proportional to the square of the
laser frequency, while Buscher [88] measured a reduction of that threshold for shorter wavelengths,
suggesting an increasing relevance of multiphoton ionization (MPI) in the ionization process for
more energetic photons.
Plasma kernel dynamics. The plasma kernel dynamics is strongly affected by the laser tempo-
ral operating mode (single or multi), as shown in recent experimental investigations by Nishihara
et al. [74], where multi-mode lasing was associated with fluctuations of the breakdown location and
formation of local periodic micro-structures at the plasma boundary. Several mechanisms have been
proposed to explain the dynamics of plasma formation [77, 79, 90, 91, 92, 93, 94]: breakdown wave
theory, hydrodynamic mechanism, radiation supported wave, and plasma-lens effects. According
to the breakdown wave theory [90], once the plasma kernel is generated, the incoming laser radi-
ation is absorbed by plasma layers, which move progressively towards the laser source due to the
increase of plasma opacity, preventing downstream propagation of the beam. The hydrodynamic
mechanism is inspired by detonation-wave theory and postulates that the breakdown is caused by
a strong propagating shock which, upon its passage, triggers dissociation and ionization in the
13
undisturbed gas [77, 79]. The hypothesized radiation supported wave mechanism assumes that the
laser-generated plasma is created due to absorption by the ambient gas of UV radiation emitted by
the hot kernel, within which temperatures can reach values up to 106 K [77, 91]. Finally, according
to the plasma-lens effects theory, the gradients of the plasma refractive index can re-focus the beam,
moving the focal point downstream and leading to the apparent breakdown/forward wave [93, 94].
Figure 1.7: Plasma waves formation: (a) breakdown wave, (b) detonation wave, (c) radiation
supported wave, (d) plasma-lens wave.
Modeling efforts. Modeling of LIB in gases requires the self-consistent solution of the gov-
erning equations for the material gas and the radiation field by accounting for the most relevant
collision and radiative processes under non-equilibrium conditions. This represents a formidable
challenge particularly when performing multi-dimensional simulations. In light of this, simplifying
assumptions are often introduced. The main simplification pertains to the modeling of devia-
tions from Local Thermodynamic Equilibrium (LTE). By LTE we mean that the rate of collisions
among gas-plasma particles (which are expected to be dominant over radiative transitions) are such
that the plasma state (e.g., chemical composition) is able to adapt without temporal lag to any
temporal/spatial change of the ambient conditions (e.g., pressure and temperature). Given these
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conditions, the translational and internal energy distribution functions are Maxwell-Boltzmann at
the common local temperature, and the number densities of the chemical components are obtained
via solution of a non-linear algebraic set of equations arising from the law of mass action [95].
Any deviation from the aforementioned conditions is considered Non-LTE (NLTE). This defini-
tion of LTE is somewhat different from the one usually employed within the plasma diagnostics
community, and it coincides with what Cristoforetti et al. [96, 97] call Complete Thermodynamic
Equilibrium (CTE) in their review of conditions for assessing LTE in LIBS applications.
For the lasers considered in this work, since the time interval of the laser pulse is very short, the
energy deposition process is (almost) isochoric, and cascade ionization occurs over time-scales which
are much shorter than the pulse length. For this reason many authors treat the free-electrons as a
fluid, since the error caused by using this assumption is expected to have a negligible effect on the
plasma dynamics. This has been confirmed in Refs. [96, 97, 98] where it was shown that electron-
electron collisions can lead to a fast equilibration of the bulk of the Electron Energy Distribution
Function (EEDF) for ionization fractions as small as 10−4. Concurrently, the dominant character
of collisional processes (e.g. excitation/de-excitation and ionization/re-combination) over radia-
tive transitions allows establishment of a Boltzmann distribution for the excited electronic states of
heavy-particles [97]. Under these circumstances the plasma formation may be modeled based on the
multi-temperature NLTE approach where free-electrons and excited electronic states are in equilib-
rium at their own temperature, Te, whereas the translational and rotational degrees of freedom of
heavy-particles (i.e., atoms and molecules) follow a Maxwell-Boltzmann distribution at the heavy-
particle temperature Th (often referred to as the gas temperature). A separate temperature may
also be introduced to describe the population of vibrational states of molecules (three-temperature
NLTE model) [99].
The first predictions of LIB were based on one-dimensional configurations and assumed the
plasma to be in LTE [90]. Recently, LIBs in gases have been studied via a loosely coupled solution
of the Navier-Stokes and radiative transfer equations in multi-dimensional configurations [33, 60,
100, 101, 102, 103, 104, 105], where MPI is considered important only for the formation of priming
electrons. This reasoning is based on the argument that the rates of MPI and electron-impact
ionization are very distinct. Motivated by this, the initial flowfield is seeded with an artificial cold
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plasma to account for MPI, or with a small initial high enthalpy volume for which the shape and
distribution are inferred from experiments. However, the results discussed in this thesis clearly
show that MPI plays a major role in the overall breakdown and not just in the production of
priming electrons. Kandala et al. [60, 100] developed a non-equilibrium model for laser energy
deposition in air where MPI is negelcted (and accounted for via a small number of seed electrons
that are used to initiate the electron cascade at the beginning of the simulation), and the absorption
and reflection coefficients are calibrated by comparison with experiments for different laser pulse
energies and focal lengths. Schneider et al. [32] analyzed the control of air plasma in the wake of
a laser-induced filament by means of a second nano-second laser discharge using a Joule heating
term in a one-dimensional cylindrical geometry, and demonstrated that near- and mid-infrared laser
pulses can be used to tailor the plasma decay in the wake of a filament by increasing the electron
temperature and, thus, the plasma lifetime; the above authors mimic the plasma filament induced
by the first femto-second laser with an ad hoc distribution for the electron and ion densities, which
are in turn used as an initial condition for the simulation of nano-second laser energy deposition.
Yalin et al. [33] showed experimentally that the plasma formation assisted by UV pre-ionization
in a dual nano-second pulse is associated with reduction of the breakdown threshold, and that
it is possible to generate conditions in which the avalanche ionization can provide a controlled
energy release in such a way to reach the temperature for thermal ignition without full plasma
breakdown; the above authors also obtained reasonable agreement with the experiments using a
numerical one-dimensional cylindrical model, where the contribution of avalanche ionization for
the two lasers is calculated assuming that the ionization rate is given by the ratio of Joule heating
power and ionization potential, with the aid of an empirical parameter (which depends on the
fraction of absorbed energy that is assumed to be going into ionization). Tropina et al. [106, 107]
and Mahamud et al. [34] developed a model of thermal ignition by dual-pulse laser energy addition
where the first UV pulse is not modeled but is accounted for by selection of ad hoc initial conditions,
and the electron heating associated with the energy deposition of the second discharge is modeled
with a Joule heating term and with an empirical parameter that determines the fraction of absorbed
laser energy that goes into heating and vibrational excitation. These authors have shown that the
first UV energy deposition is a viable technique for controlling the kernel growth, shape, and ignition
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delay time. Dumitrache et al. [108, 109, 110, 111] and Butte et al. [112] conducted experiments
on plasmas generated via dual-pulse laser energy deposition for ignition applications; one of the
main findings was that, by overlapping two pulses, the breakdown requirements were substantially
reduced, with combustion temperatures reached in larger volumes; moreover, their Schlieren images
have shown that different spatial and temporal off-setting of the two pulses was able to generate
significantly different plasma kernel structures and gasdynamic evolution. Dumitrache et al. [113]
also performed a numerical study of the hydrodynamics induced by a dual-pulse pre-ionization
laser set-up, where the entire discharge phase was modeled with an ad hoc initial condition inferred
from experiments. The main finding of the above work was that the geometrical details of the
deposition (e.g., spatial offset of the focal points) have an important effect on the kernel dynamics,
and, thus, on the early flame development.
Shortcomings. Beside the approximate description of MPI, the above-mentioned papers often
make use of ad hoc initial conditions inferred from experiments, and/or parameters (e.g., absorption
cross-section for inverse Bremsstrahlung) whose values are obtained via experimental calibration
instead of atomic data on elementary kinetic processes. The self-consistent NLTE model adopted
in this work avoids the above empiricism, introducing a physics-based description that includes
the radiation field, coupled gas response, collisional and radiative processes, and non-linear hy-
drodynamic phenomena [67, 114, 115, 116]. Multiphoton ionization, inverse Bremsstrahlung, and
cascade ionization are self-consistently included in such a way to avoid any artificial seed plasma
and experimentally calibrated parameters. The plasma is modeled based on the system of multi-
temperature NLTE Navier-Stokes equations. The propagation of the laser beam is modeled via a
flux-tube formulation for the Radiative Transfer Equation (RTE) [114].
1.4 Objective of the thesis
Understanding the mechanism at the base of Laser Induced Breakdown is critical to numerous areas
of modern technology. All these applications are strongly characterized by non-equilibrium chem-
istry and radiation. The understanding and control of these physical phenomena are critical for
successful engineering and design of future technology. The objective of this work is the construc-
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tion of a physics-based model for nano-second laser-generated plasmas, hydrodynamic phenomena
and pressure-temperature-density fields. The characterization of laser-induced breakdown in non-
equilibrium plasmas will enable better understanding of the formation, propagation and dynamics
of the plasma kernel generated by the laser energy deposition. Experiments show the formation
of two plasma waves (rear and front, see Figure 1.4), generated by the laser energy deposition.
We propose a mechanism that is (i) triggered by MPI, (ii) sustained by energy deposition in IB
interactions, which compensates for the energy lost by free-electrons in ionizing collisions, and (iii)
guided by both MPI and ionization by electron impact (IE).
The rest of this dissertation is structured as follows. Chapter 2 presents the governing hydro-
dynamic equations. Thermodynamic and transport properties are discussed in Chapters 3 and 4,
respectively. In Chapter 5 the chemistry model, the collisional processes of interest for nano-second
discharges, and the energy exchange terms are discussed in detail. Chapter 6 presents the governing
equations for the radiation field, and the radiative processes considered in this work. Chapter 7
summarizes the non-equilibrium computational framework for laser-plasma interaction that has
been used in work. In Chapter 8 the LIB model validation and the investigation of the plasma
kernel dynamics are reported in detail. Chapter 9 shows the post-discharge hydrodynamics and
the engineering applications of laser energy deposition considered in this work. Finally, Chapter
10 summarizes the most important results and implications, and highlights some recommendations
for future research.
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The theoretical findings, the non-equilibrium model, and the results discussed in this thesis have
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7. A. Alberti, A. Munafò, A. Sahai, C. Pantano, and M. Panesi. FEM simulation of laser-
induced plasma breakdown experiments for combustion applications. In 55th AIAA




The gases considered in this work are mixtures of free-electrons, neutrals and ions, where each
component is assumed to be described as an ideal gas. Only positively charged ions are taken
into account, including multiple ionization stages. The radiation field is treated as an ensemble
of photons using a Kinetic Theory approach [117]. The gas mixtures (denoted by the set Smix)
considered in this study, together with their chemical components, are:
Sair = {e−,N,O,N2,NO,O2,N+2 ,O+2 ,NO+,N2+,N+N3+,N4+,N5+,O+,O2+,O3+,O4+,O5+} , (2.1)
Soxygen = {e−,O,O2,O+2 ,O+,O2+,O3+,O4+,O5+} . (2.2)
The number of ionization stages included in every mixture has been established upon species-
convergence study on the percentage of laser energy absorbed during the discharge (more details
are presented in Chapter 8). In the remainder of this thesis, the set of heavy-particles (i.e., atoms
and molecules) will be stored for convenience in the set indicated with the symbol Sh, the set of
molecules in Sm, the set of atoms in Sa, and the set of ions (sub-set of Sh) in Schh .
The physics-based description of the gas-plasma is obtained starting from the kinetic equation
(which yields the density distribution of particles in the 6D phase space) by taking velocity mo-
ments. It is possible, in fact, with the perturbation method of Chapman and Enskog to retrieve
the hydrodynamic equations for conservation of mass, momentum and energy (e.g., Navier-Stokes
equations, see Section 2.4). In the derivation of these equations, the diffusive, viscous and heat
conductive transport fluxes arise in the form of velocity integrals of the particle distribution func-
tions [118, 119], and they can be evaluated with the perturbation method of Chapman and Enskog
(see Section 2.4 and Chapter 4).
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2.1 LTE composition
In chemically reacting gas-plasma mixtures the concentration of each species can be determined
through a corresponding species continuity equation. If chemical reactions are sufficiently fast
(when compared to other macroscopic processes), the mixture composition can be directly obtained
from statistical mechanics, given pressure, temperature and elemental mass/mole fractions.1
The mixture is formed by independent chemical components (Ai , i ∈ Sinmix), and dependent
chemical components (Ai , i ∈ Sdemix);2 in order to compute the equilibrium composition, a minimal
set of chemical reactions is made as a result of writing the formation of the dependent components




ξijAj i ∈ Sdemix , (2.3)
where ξij is the stoichiometric coefficient corresponding to species j in the reaction i. Equilibrium
of the chemical reactions is enforced by [120]:
∑
j∈Sinmix
ξij lnXj − lnXi = lnKi i ∈ Sdemix , (2.4)












where gi is the species Gibbs free energy (gi = hi − T si, see Chapter 3), and T is the equilibrium







i ∈ Sinmix , (2.6)
where ñ is the element number density, n is the mixture number density, zi is the elemental fraction
of element of i, and
∑
j∈Smix Xj = 1. This represents a closed system for the mole fractions. The
computed equilibrium composition for Sair is reported in Figures 2.1 and 2.2.
1The mixture composition, in this case, corresponds to the LTE composition.



















Figure 2.1: LTE composition at 101 325 Pa for Sair with 79% elemental fraction of N2 and 21%
elemental fraction of O2 (neutral particles). Lines are values computed with plato (see Chapter
7), symbols are from Rini et al. [121].
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Figure 2.2: LTE composition computed with plato (see Chapter 7) at 101 325 Pa for Sair with
79% elemental fraction of N2 and 21% elemental fraction of O2 (ionized particles).
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2.2 Kinetic equation
At a microscopic level, equilibrium and non-equilibrium for a mixture are described in terms of
distribution function of its components. The distribution function of a generic component s in
the state b is indicated with the symbol Fs,b(r,u, t), where r = [x, y, z] is the 3D physical space,
u = [ux, uy, uz] is the 3D velocity space, a = [ax, ay, az] is the 3D acceleration, and (r,u) is the
6D phase-space. Fs,b(r,u, t) dx dy dz dux duy duz represents the number of particles of type s in
the state b that at time t are in the volume ([x, y, z], [x + dx, y + dy, z + dz]) with velocity in the
interval ([ux, uy, uz], [ux + dux, uy + duy, uz + duz]).























where the left-hand side is the material derivative of the distribution function in the 6D phase-
space (differential operator, also known as streaming operator), and the right-hand side is the sum
of the radiation term and the collision term (non-linear integral operator that is a function of
the exchange processes, including elastic and inelastic collisions).3 Equation (2.7) is, in turn, a
7D (six dimensions of the phase-space plus time), non-linear integro-differential equation; in the
absence of the right hand side, Equation (2.7) represents an advection equation in 6D, known as the
Vlasov equation, where the advection component in the physical space (i.e., ui ∂Fs,b/∂xi) is linear,
while advection in the velocity space (i.e., ai ∂Fs,b/∂ui) can be non-linear [117, 118, 119]. Under
equilibrium conditions, the H-theorem shows that the solution of (2.7) is given by the Maxwellian
distribution function [118, 119]. A direct numerical simulation of Equation (2.7) with a detailed
model of the collision term would require a massive computational cost. Moreover, in addition to the
high-dimensionality of the non-linear integro-differential equation, for a multi-component plasma
one needs to solve a separate kinetic equation per component, where the time scales associated
with every element might differ by orders of magnitude (e.g., free-electrons are much lighter than
3For material particles, this term includes processes occurring in collisions and the change of internal state due to
radiation; for photons, it accounts for processes such as emission, absorption and scattering.
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heavy-particles, and their transport takes place on much shorter characteristic time scales). For
this reason, different methods have been developed to solve Equation (2.7) for multi-component
plasmas [101], and they can be classified in two distinct groups: particle models (briefly outlined
in Section 2.3) and fluid models (see Section 2.4).
2.3 Particle-in-Cell
The Particle-in-Cell (PIC) method aims at solving Equation (2.7) by discretizing the distribution
function as an ensemble of pseudo-particles [11, 101]. The evolution of the distribution function
is, then, obtained by solving the equations of motion, derived from Equation (2.7), for the pseudo-
particles under the influence of external forces.
In the literature, several authors make use of fully explicit PIC algorithm for LIB simulations,
where particles are loaded into a discretized domain, and the charge and current densities at the
nodes are calculated by assigning to the grid the charge and current of particles in the vicinity.
Then, the charge and current densities are used to advance the fields in the domain under the
influence of driving forces, and the updated fields are used to move the particles to new locations
via the equation of motion [11, 122]. The drawback of fully explicit PIC simulations is that they
are computationally very intensive [123].
For ultra-short lasers (e.g., femto-second pulses) only the region around the driver is of interest;
for this reason several authors developed algorithms that follow the driver by solving the field
equations after making transformation into a moving frame [123, 124]. A breakthrough in the realm
of ultra-short lasers was the development of quasi-static PIC descriptions, where the simplifying
assumption is that the time evolution of the driver and the plasma are very distinct [11].
The benefit of a Particle-in-Cell approach is that instead of addressing the solution of (2.7) for
the distribution function, it is just necessary to follow the trajectories of the pseudo-particles, and
the distribution function can be recovered afterwards [101].
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2.4 Fluid equations
For the so-called plasma fluid methods, a closed set of moment equations with transport coefficients
can be derived starting from Equation (2.7) for both gases and radiation [117, 118, 119]. The
procedure involves taking moments of the Boltzmann equation, by multiplying both sides of (2.7)
by the collisional invariants (i.e., the number of particles in each internal energy level, the total
momentum, and the total energy) and by integrating over the velocity space. The full derivation
is out of the scope of this thesis, and details of the procedure can be found in [118, 119].4
The main issue associated with the moment approach is that each moment equation is coupled
with a higher order moment variable, and the closure can be obtained only upon assumptions




2 F2s,b + ...).
5 The expansion approach used in this work for the closure of the fluid
equations is the Chapman-Enskog method [118, 119], where the small parameter ε is taken as the
ratio between the mean-free-path and a macroscopic length-scale. This method is valid only if the
plasma is dominated by collisions and if the distribution function is very close to equilibrium (i.e.,
Maxwellian distribution function). The moment equations can always be expressed as a system of
conservation laws (e.g., the zeroth and first order Chapman-Enskog expansions result in the system
of Euler and Navier-Stokes equations [118, 119]). This allows for the application of very efficient
numerical methods for determining the solution.
2.4.1 State-to-State Chapman-Enskog
The Chapman-Enskog method focuses on getting asymptotic solutions of the Boltzmann equation
by writing the velocity distribution function as a truncated series of a perturbation parameter
(i.e., the gas is represented at successive orders of the perturbation parameter being equivalent
to different time-scales) [118, 119, 125]. The Chapman-Enskog method is firmly rooted for multi-
component gases without internal energy, where only elastic collisions take place. When the effects
4Correspondingly, for the radiation field we can define Fs,b as the distribution function for the photons, and then
apply the kinetic equation (2.7) for its evolution in time in the phase-space. The full derivation is beyond the scope
of this thesis, and details of the procedure can be found in [117].
5For instance, in the energy conservation equation this issue emerges in the introduction of the high-order heat
flux term, which cannot be determined without the distribution function or constitutive relations. More details are
provided in Section 4.
27
of internal structure, inelastic and reactive collisions are included, the application of the Chapman-
Enskog method becomes more challenging (due to the wide spectrum of time-scales involved). In
strong non-equilibrium flows, the characteristic times for hydrodynamics and relaxation processes
are similar, hence the governing equations for flow quantities should be coupled to the equations for
the chemical kinetics [126]. When the Knudsen number is small enough, a multi-scale Chapman-
Enskog expansion method makes it possible to derive conservation equations for continuum flows.
In the literature, the multi-scale Chapman-Enskog method has been applied to the treatment
of internal energy relaxation in a mono-component gas with discrete internal energy levels [127,
128]. The coexistence of fast and slow collisions results in thermal non-equilibrium between the
translational and internal energy modes. The perturbation is derived starting from dimensional
analysis, where collisions are divided into two categories, depending on the magnitude of the net
internal energy jump.6
As shown elsewhere [127], it is possible to extended the Chapman-Enskog method for the
Boltzmann equation to gases with internal energy, inelastic, and reactive collisions in such a way
as to obtain a hydrodynamic description which is purely state-to-state (State-to-State Chapman-
Enskog). The application of the aforementioned method enables us to obtain an open form set of
hydrodynamic equations,7 where each internal energy level (i.e., every state b = r, v, e in terms of
rotational degree of freedom r, vibrational degree of freedom v and electronic degree of freedom e)
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6For fast collisions, the scaling is supposed to be less than the energy threshold represented by a fraction of
a characteristic thermal energy, and it is controlled by a small parameter [127]. For fast binary collisions the
perturbation parameter depends on the particle velocities. The role of such collisions is to thermalize the translational
and internal energy modes [127].
7A closed form description can be obtained with an asymptotic expansion of the Boltzmann equation [127].
8Every quantum state (in terms of rotational, vibrational and electronic modes) r, v, e of every particle s is modeled
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where fields ρ, p and e are, respectively, the density, pressure and mass specific energy (when
referring to a particular chemical component, sub-scripts are appended to the fields: e.g., ρα is
the partial density of generic component α). The generic set (s, r, v, e) represents the rotational,
vibrational and electronic quantum state of particle s, and the quantum-allowed states are gathered
in the set IR,V,E. E is the specific total energy, h is the specific enthalpy, H = E + p/ρ, τij is
the viscous stress tensor, and Jαi is the diffusion flux of generic component α in direction i. The
ω and Ω are mass and energy production terms due to NLTE collisional (C) and radiative (R)
processes. The non-conservative term pe− (∂ui/∂xi) in Equation (2.12) represents the work of the
plasma electric field [114]. The set of equations (2.8)-(2.12) represents the conservation equation
of gasdynamics, where a mass conservation equation is written for every quantum state (in terms
of rotational, vibrational and electronic modes) r, v, e of every particle s of the gas. In this way,
the internal energy levels are treated as if they were separate pseudo species s, r, v, e. Moreover,
these balance equations are in open form, and constitutive relations are needed in order to express
the transport fluxes and the mass production terms as functions of the flow properties and their
gradients [129].
2.4.2 Multi-temperature
Three-temperature NLTE. Cascade ionization occurs over time-scales which are much shorter
than the nano-second laser pulse length; in turn, the collisional processes (e.g., ionization, re-
combination, excitation, and de-excitation) dominate over radiative transitions,9 and a Boltzmann
9In other words, the laser radiation is not strong enough to deform the distribution function from its equilibrium
distribution.
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distribution can be established for the excited electronic states of heavy-particles. Hence, the
plasma formation may be modeled with a multi-temperature NLTE approach (as mentioned in
Chapter 1), where free-electrons and excited electronic states are in equilibrium (at a temperature
Te), whilst the translational and rotational degrees of freedom of heavy-particles (i.e., atoms and
molecules) follow a distinct Maxwell-Boltzmann distribution (at a temperature Th), and a differ-
ent temperature can be established for the population of vibrational states of molecules (three-
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+ Ωte + Ωie + Ωde − Ωve + Ωre , (2.17)
where t and xi are, respectively, time and the ith spatial coordinate (in a Cartesian reference
frame). Fields ρ, p and e are the density, pressure and mass specific energy, respectively. When
referring to a particular chemical component or energy mode, sub- and super-scripts are appended
to the fields. For example, ev is the plasma vibrational energy per unit-mass, and ρs is the partial
density of component s. The plasma specific total energy, E, is obtained by adding the kinetic
energy contribution to the thermal one, E = e+ uiui/2. The total enthalpy is H = E + p/ρ. The
symbols τij and qi represent the viscous stress tensor and heat-flux vector, respectively, and J
s
i is the
diffusion flux of s in direction i. The non-conservative product pe− (∂ui/∂xi) in Equation (2.17)
represents the work of the self-consistent electric field of the plasma, that operates to prevent
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charge separation [73].10 The ω and Ω are mass and energy production terms due to NLTE
collisional (C) and radiative (R) processes (see Chapter 5 for more details and for the description
of Ωvt,Ωcv,Ωve,Ωte,Ωie,Ωde terms). Given the ideal gas assumption, the plasma pressure follows
from Dalton’s law [118]. In turn, the gas pressure is given by p = ph + pe− , where pe− = nekBTe
and ph = nhkBTh are the free-electron and heavy-particle partial pressures (respectively), kB
represents Boltzmann’s constant, and ne− and nh indicate the number density of free-electrons and
heavy-particles (respectively), with nh =
∑
s∈Sh ns.
Based on the temperatures and densities [67, 114, 115], the plasma considered in this thesis is
expected to be collision dominated, which allows for a hydrodynamic description [118, 119, 130],
as explained in Section 2.4. The molecular mean free path is much smaller than the characteristic
lengths, and the collision frequencies between particles are much larger than the characteristic
frequencies, so the translational degree of freedom deviates little from the Maxwell-Boltzmann
distribution. The plasma dynamics are thus well described with Navier-Stokes equations, where
transport phenomena are expressed through linear constitutive relations [117, 118, 119, 130].
In light of this, the system of equations considered in this work for the multi-component gas-
plasma is the set of chemically reactive three-temperature NLTE Navier-Stokes equations (2.13)-
(2.17). The heavy-particle temperature, Th, applies to the translational and rotational energy
modes of heavy-particles (i.e, atoms and molecules), whereas a distinct vibrational temperature,
Tv, accounts for the molecular vibrational relaxation. The excited electronic states of the heavy-
particles and the free-electrons are assumed in thermal equilibrium at their own temperature, Te
[99]. Blast wave phenomena associated with LIBs are taken into account via a simultaneous and
self-consistent solution of the governing equations for the fluid (including NLTE kinetics) and the
laser beam.
Since this represents the system of governing equations employed throughout the thesis, more
details are presented in Chapters 3, 4, and 5.
Two-temperature NLTE. The system of equations (2.13)-(2.17) can be simplified by modeling
non-equilibrium effects with a two-temperatures model approach (two-temperature NLTE model).
10The expression can be derived from the free-electron momentum equation when neglecting inertial and diffusive
terms [73, 114].
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A justification is based on the rapid energy transfer between the translational mode of free-electrons
and the vibrational mode of molecules and the rapid equilibration of the low-lying electronic states
of heavy-particles with the ground electronic state at the electronic temperature [99]. In turn,
the Non-Local Thermodynamic Equilibrium is described by assigning a temperature Th to the
rotational mode of molecules and to the translational degree of freedom of heavy-particles, and a
temperature Tv = Te = Tve to the electronic excitation of heavy-particles, to the vibrational mode
of molecules and to the translational degree of freedom of free-electrons. The chemically reactive
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+ Ωte + Ωvt + Ωie + Ωde + Ωrve, (2.21)
where ρeve is the vibronic energy density, and the source terms on the right-hand side of Equa-
tion 2.21 account for the local creation/destruction of vibronic energy associated with vibrational-
translational exchange in inelastic molecule heavy-particle collisions, creation/destruction of vibra-
tional and electronic energy in dissociation reactions, elastic energy exchange in collisions among
heavy-particle and free-electrons, creation/destruction of free-electron energy in electron impact
ionization and dissociation reactions, and radiative processes (more details can be found in Section
5 and elsewhere [99]).
One-temperature NLTE. The system of equations (2.18)-(2.21) can be simplified even further
if thermal equilibrium is enforced by considering all the energy modes populated at the same
temperature Tv = Te = Th = T (one-temperature NLTE model); in this description the plasma
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state is still not able to adjust instantly to temporal/spatial change of the ambient conditions (e.g.,
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= Ωr . (2.24)
If the non-equilibrium constraint in the kinetics is also released, not only are the translational
and internal energy distribution functions Maxwell-Boltzmann at the common local temperature T ,
but also the number densities of the chemical components can be obtained via solution of algebraic
equations arising from the law of mass action (LTE model).11




The set of governing equations presented in Chapter 2 demands the characterization of the thermo-
dynamic properties of the gas-plasma that can be obtained using statistical mechanics [118, 119].
The gas mixture comprises a large number of atoms, molecules, and free-electrons, moving
across the physical space with a certain amount of translational energy. Moreover, atoms and
molecules have a given amount of internal energy related to the positions of the bound electrons
with respect to the nucleus, called electronic excitation. In addition, molecules also have two other
degrees of freedom: rotation and vibration. When the temperature reaches absolute zero (i.e.,
0 K), the energy content of each mode attains its minimum,1 that is zero in the case of rotation
but non zero for the other modes [131].
A rigorous derivation of thermodynamic properties is beyond the scope of this thesis, and
it can be found in [131, 132, 133]. Atoms, being composed of only one nucleus, can only have
translational and electronic energy modes, while molecules also have rotational and vibrational
degrees of freedom. In the following sections, the final expressions of the thermodynamic properties
are provided for the translational mode (Section 3.1), and for the internal modes (Section 3.2).
Mixture properties are shown in Section 3.3.
3.1 Translational degree of freedom
Equipartition of energy is used for modeling the mass-specific translational energy of each chemical
component as a function of the generic temperature T [118, 119]:





s ∈ Smix . (3.1)
1This is also called the ground state.
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In turn, the translational enthalpy per unit mass reads:
htrs (T ) = e
tr




and the translational entropy per unit mass can be expressed with the Sackur-Tetrode equation:






















ln p . (3.3)
3.2 Internal degrees of freedom
All species in Sh have quantized electronic states. Moreover, molecules also possess quantized
rotational and vibrational energy levels that are coupled together.2 The coupling, however, plays
a major role only at temperatures for which the rotation and the vibration are so strong that
most of the molecules have already dissociated [132]. For this reason, a significant simplification
in the description of plasma components can be safely introduced by neglecting the coupling and
treating the molecules as rigidly rotating and harmonically oscillating objects. The rotational and
vibrational degrees of freedom are included in the specific energy of molecules, and their functional
forms are obtained quantum-mechanically (as functions of the generic temperature T ) based on
the rigid-rotor and harmonic-oscillator models [118, 119], respectively:
erots (T ) =
kB T
ms
s ∈ Sm , (3.4)




exp(T vibθs /T )− 1
s ∈ Sm , (3.5)
where the characteristic vibrational temperature of species s is represented by the symbol T vibθs . The
contribution of excited electronic states to the specific energy of atoms and molecules is included
assuming a Maxwell-Boltzmann distribution of the quantum states at a temperature T (consistently
2The rotational motion of a molecule, in fact, is affected by its vibrational movement, and vice-versa.
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with the use of multi-temperature models):










s ∈ Sh , (3.6)
where Esi denotes the energy of the electronic state i of heavy-particle s (for states in the set
Is), gsi is the degeneracy (i.e., statistical weight) of the electronic state, and Z
el
s is the electronic
partition function:








s ∈ Sh . (3.7)
The respective specific enthalpies coincide with the modal expressions of the specific internal
energy [131, 132, 133],3 and the contributions to specific internal entropies are given by:

























































where T rotθs is the characteristic rotational temperature of species s, and σs is the symmetry num-
ber.4
3.3 Mixture properties
The energy, enthalpy, and entropy of a generic atom i ∈ Sa are obtained by summing the contri-
bution of translation and electronic energies, and they can be expressed as:
ei(Th, Te) = e
tr
i (Th) + e
el
i (Te) + e
f
i Sa , (3.11)
hi(Th, Te) = ei(Th, Te) +
kB
ma
Th Sa . (3.12)
3hrots (T ) = e
rot
s (T ), h
vib
s (T ) = e
vib
s (T ), and h
el
s (T ) = e
el
s (T ).
4The symmetry number is equal to 1 or 2 depending on whether the molecule is heteronuclear or homonuclear).
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si(Th, Te) = s
tr
i (Th) + s
el
i (Te) Sa . (3.13)
A generic molecule i ∈ Sm also exhibits additional degrees of freedom, and the expressions for the
energy, enthalpy, and entropy are obtained by summing the vibrational and rotational contributions:
ei(Th, Tv, Te) = e
tr
i (Th) + e
rot
i (Th) + e
vib
i (Tv) + e
el
m (Te) + e
f
i i ∈ Sm , (3.14)
hi(Th, Tv, Te) = ei(Th, Tv, Te) +
kB
mi
Th i ∈ Sm , (3.15)
si(Th, Tv, Te) = s
tr
i (Th) + s
rot
i (Th) + s
vib
i (Tv) + e
el
m (Te) i ∈ Sm , (3.16)
















ln 2 . (3.19)
Finally, for a mixture of atoms, molecules and free-electrons, the vibrational, free-electron-





























s (Th) + ρe
v(Tv) + ρe
e(Te) , (3.22)
where the partial densities are obtained from the number densities (ρs = nsms), and e
f
s is for
species s the specific formation energy.5
5The formation energies of ions are obtained from the formation energies of the corresponding neutrals and the
ionization potential [114].
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Air mixture. The thermodynamic data needed to evaluate Equations (3.1)-(3.22) are taken from:
Gurvich tables [134] (for the formation energies of neutrals and for the characteristic vibrational
and rotational temperatures of molecules), NIST database and the ABBA collisional-radiative data
[135, 136] (for the degeneracies and energies of electronic states of atoms and molecules).
The number of electronic levels (in terms of energies of the electronic states, Esi , and de-
generacies, gsi) retained is limited for mathematical and physical reasons. Several physics-based
truncation methods are investigated in the literature [132]. In this work we follow the approach of
Refs. [95, 114].
Figure 3.1 shows the comparison of the total thermal energy density for different air mixtures,
where Air 19 represents the full set Sair (with ionization stages considered up to the fifth level),
and Air 15 and Air 13 correspond to subsets of Sair where only three ionization stages (Air 15 )
or two ionization stages (Air 13 ) of N and O are considered. Figure 3.2 shows the equilibrium
speed of sound [95]. Figure 3.3 shows the mixture equilibrium specific heat at constant pressure at
101 325 Pa (Cp = ∂h/∂T ). The peaks in the Cp for T ≥ 15 000 K are associated with the successive
ionization stages of N and O, and the sharp decrease of Cp for T > 85 000 K is due to reaching
the fifth (and last) ionization stage considered in this work for atomic nitrogen and atomic oxygen
(i.e., N5+ and O5+).
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Figure 3.1: Total energy density (top) and specific enthalpy (bottom) (LTE at p = 101 325 Pa,
with 79% elemental fraction of N2 and 21% elemental fraction of O2). Comparison of different air
mixtures computed in this work with plato, and comparison with Gupta et al. [137] and Bacri et
al. [138].
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Figure 3.2: Equilibrium speed of sound (LTE at p = 101 325 Pa, with 79% of N2 and 21% of O2):
comparison of different air mixtures computed in this work with plato (top), and comparison with
Barbante et al. [139] (bottom).
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Figure 3.3: Cp = ∂h/∂T for Sair (LTE at p = 101 325 Pa, with 79% elemental fraction of N2 and
21% elemental fraction of O2). Comparison of different air mixtures computed in this work with





Transport fluxes represent the closure for the system of governing equations, when dissipative
effects are taken into account. For the system of chemically reactive multi-temperature Navier-
Stokes equations presented in Chapter 2, the closure requires knowledge of diffusion fluxes Jsi ,
viscous stress tensor τij , and heat-flux vector qi. This Chapter presents a synopsis of the methods
used for the evaluation of transport properties starting from kinetic theory. More details and the
rigorous derivation can be found in [95].
4.1 The kinetic theory of gases
The kinetic theory of gases, based on the Boltzmann equation (2.7), describes the behavior of atoms
and molecules in a statistical sense, and the expression of the transport fluxes demands knowledge
of the distribution function (that is a solution of the Boltzmann equation).
4.1.1 Binary collisions
Figure 4.1 shows an elastic collision between two generic particles α and β from a coordinate
system moving with particle α. The quantity b is called the impact parameter and it represents
the distance between α and the asymptote of the trajectory of β. The scattering angle ξ measures
the angular distance between the asymptotes. The initial relative velocity is represented by the
symbol cα,β.
Neutral-neutral interactions. Neutral particles interact in short-range interactions with cross-
sections of the order ≈ 10−20m−2. The interaction potential is modeled at high temperatures with a
repulsive exponential form (Born-Mayer potential), while at low temperatures the (m, 6) potential
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Figure 4.1: Schematic of elastic binary collision seen in a frame moving with the α-particle.
is used [143, 144]:













T > 2000 K ,









The Lennard-Jones potential is retrieved when m = 12. Data used in this work for the parameters
m,Φ0, σ for the mixtures under investigation are reported in Section 4.1.2. More details can be
found in [143, 144].
Charged-charged interactions. A charged particle moving in a plasma mixture interacts with
the free-electrons and the other positive ions along its trajectory, in such a way that the plasma
stays quasi-neutral on scales greater than the Debye length λD. For this reason collisions between
charged particles can not be treated as binary encounters for distances smaller than the Debye
length (since a cloud of electrons contained in a sphere having radius equal to the Debye length
should also be taken into account). By treating the collective charged interactions as an equivalent
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binary interaction, the kinetic model is still valid [144], and a screened Coulomb potential (Debye-










where the negative sign represents attractive (ion-electron) interactions, and the positive sign mod-
els repulsive (ion-ion and electron-electron) interaction. Data used in this work for the mixtures
under investigation are reported in Section 4.1.2. More details can be found in [143, 144].
Charged-neutral interactions. Charged-neutral interactions entail quantum-mechanical ef-
fects, with cross sections for the interaction potential based on experimental values or sophisti-
cated quantum-mechanical calculations [143, 144]. Elastic collision integrals are computed using
the Born-Mayer potential. Additionally, if the positive ion collides with a neutral particle and cap-
tures a valence electron (causing a transfer of the electron from the neutral particle to the ion) the
charge transfer is resonant and produces a predominant contribution in the collision integrals. Data
used in this work are summarized in Section 4.1.2. More details can be found in [144, 145, 146].
4.1.2 Collision integrals
The collision integrals can be interpreted as generalized cross-sections for the binary collisions.
They are functions (through the interaction potential for the interaction considered: i.e., neutral-
neutral, charged-charged, and charged-neutral) of the scattering angle resulting from the collision
for all the possible combinations of prescribed initial relative velocity and impact parameter, and
their evaluation requires multiple integrations (for averaging over all the possible relative energies
and geometrical configurations) [143, 144, 147].









(j + 1)![2i+ 1− (−1)i]
∫ ∞
0
exp(−γ2) γ2j+3 Q(i)α,β(γ) dγ α, β ∈ Smix , (4.1)
where γ is a function of the relative velocity magnitude (cα,β) and the reduced mass of the colliding
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The reduced collision integrals are equal to π σ2 when the interacting particles are modeled as
impenetrable rigid spheres having radius σ.
Tα,β is the temperature for the interaction, and it is taken as the free-electron temperature
Te for electron-electron and electron-heavy interactions, and the heavy-particle temperature Th
for heavy-heavy interactions. The pair (i, j) represents the double Sonine-Laguerre polynomial










b db , (4.2)
where ξ is the scattering angle, and b is the impact parameter (see Figure 4.1). The scattering
angle is computed from conservation of momentum, conservation of energy, and conservation of
angular momentum for the binary collision, giving an integral relation for ξ that is explicit from
the interaction potential [119]:





1− b2/r2 − Φ(r)/12mα,β c2α,β
]1/2 , (4.3)
where Φ(r) is the inter-molecular potential for the considered interaction (i.e., neutral-neutral,
charged-charged, or charged-neutral), and rm is the lower limit for the integration and it represents
the closest distance between the colliding particles during the encounter [148, 149].
In this work, curve fits for reduced collision integrals for neutral-neutral and neutral-singly-
charged-ion interactions are taken from [144, 150], for neutral-multiply-charged-ions interactions
from [151], for free-electron-neutral interactions from [144, 150], and for charged-charged interac-
tions a screened Coulomb potential with cutoff distance taken as the Debye shielding length is used
with curve fits from [150, 152, 153].
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4.1.3 Solution of the Boltzmann Equation
As mentioned in Chapter 2, the Euler equations can be obtained for a gas in equilibrium (i.e.,
in the absence of gradients in composition, velocity and temperature) as a particular solution of
the Boltzmann equation by multiplying the Boltzmann equation by the collision invariants and
by integrating over the velocity space considering a Maxwellian distribution. In order to include
dissipative effects, the Boltzmann equation has to be solved for a system out of equilibrium (i.e.,
when gradients in temperature, velocity and composition are not zero), and an approximate solution
can be obtained by linearization of the Boltzmann equation around the equilibrium state with the
perturbation method proposed by Chapman and Enskog.
The constitutive relations for transport fluxes (i.e., heat-flux, viscous stress tensor, and diffusion
fluxes) in the system of equations (2.13)-(2.17) can, in fact, be obtained based on the first-order
Chapman-Enskog approximation applied to the Boltzmann equation [119]. For a simple gas, the
application of this recovers Newton and Fourier’s laws for the stress tensor and heat flux vector,
respectively, with explicit expressions for the transport coefficients. The so obtained transport
properties are expressed in terms of bracket integral operators,1 that are evaluated using Galerkin
projection with Sonine-Laguerre polynomials basis functions [114, 119, 126]. The transport coef-
ficients are, in turn, recast as the solution of linear systems expressed in terms of the generalized
cross sections (i.e., collision integrals, see Section 4.1.2).
4.2 Transport coefficient formulas
In this work, the first-order Chapman-Enskog method is applied assuming a Maxwellian reaction
regime, for which the reactive and inelastic collisions do not contribute to transport phenomena
[114, 125, 154]. In turn, the shear viscosity (η) and the heavy-particle translational thermal con-




































































































































In the above system of equations, Xs is the mole fraction of species s, the coefficients z
η
s and zλs
are solution components of the linear transport systems, Q̄
(i,j)
s,p are the reduced collision integrals
[119], n is the gas number density, Gηs,p and Gλs,p are entries of the multi-component shear viscosity
and thermal conductivity transport symmetric matrices (respectively) [114, 119], and Ds,p are the










s, p ∈ Smix
)
, (4.6)
where Ts,p is the free-electron temperature for electron-electron and electron-heavy interactions,
and it is the heavy-particle temperature for heavy-heavy interactions. The free-electron thermal
47













































Figure 4.2: Shear viscosity for different air mixtures computed in this work with plato (top)
and comparison with [142, 155] (bottom) (LTE at p = 101 325 Pa, with 79% elemental fraction of
N2 and 21% elemental fraction of O2).
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Figure 4.3: Heavy-particle translational thermal conductivity for different air mixtures computed
in this work with plato (top) and comparison with Scoggins et al. [141] (bottom) (LTE at
p = 101 325 Pa, with 79% elemental fraction of N2 and 21% elemental fraction of O2).
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Q̄(2,2)e,e − 7Q̄(2,3)e,e + 5Q̄(2,4)e,e
]
.
Finally, the rotation, vibration, and electronic excitation of heavy-particles are accounted into































where Crots , C
vib
s , and C
el
s are the rotational, vibrational and electronic specific heats per unit mass
(respectively),2 and Ds,p are the binary diffusion coefficients. The stress tensor and the heat-flux

























s (T )/dT .
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Figure 4.4: Free-electron translational thermal conductivity for different air mixtures computed
in this work with plato (top) and comparison with Scoggins et al. [141] (bottom) (LTE at








































eels (Te)Js,i , (4.14)
where δij is the Kronecker’s delta, and the translational enthalpies are h
tr
s (T ) = e
tr
s (T ) + kbT/ms.
It is worth mentioning that in Equations (4.12)-(4.14) pressure and thermal diffusion are neglected
[119, 125, 126]. In this work, the mass diffusion fluxes are evaluated using a Fickian diffusion law




















s ∈ Smix , (4.15)
where Xs are the mole fractions, ys are the mass fractions, M and Ms are the mixture and com-






Figures 4.2 - 4.7 show the comparison of viscosity (Figure 4.2) and thermal conductivity (trans-
lational of heavy-particles and free-electrons in Figures 4.3 - 4.4, internal of heavy-particles in
Figure 4.5, and rotational-vibrational of molecules in Figure 4.7) in between different air mixtures,
where Air 19 represents the full set Sair (with ionization stages considered up to the fifth level),
and Air 15 and Air 13 correspond to subsets of Sair where only three ionization stages (Air 15 ) or
two ionization stages (Air 13 ) of N and O are considered. Comparison with transport properties
reported in the literature for air plasmas is also shown.
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Figure 4.5: Contribution of internal modes of heavy-particles (rotation, vibration and electronic
excitation) to thermal conductivity for different air mixtures computed in this work with plato
(top), and comparison with Scoggins et al. [141] (bottom) (Local Thermodynamic Equilibrium










































Vanden Abeele et al.
Figure 4.6: Contribution of rotation of molecules (top) and vibration of molecules (bottom) to
thermal conductivity computed in this work with plato compared with Vanden Abeele et al. [143]
(Local Thermodynamic Equilibrium Conditions; p = 101 325 Pa).
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Vanden Abeele et al.
Figure 4.7: Contribution of electronic excitation to thermal conductivity computed in this work
with plato compared with Vanden Abeele et al. [143] (Local Thermodynamic Equilibrium Con-
ditions; p = 101 325 Pa).
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Chapter 5
Chemistry and energy exchange
Chemical reactions and energy exchange source terms are paramount for the accurate description
of high enthalpy gas-plasmas; they allow accounting for changes in the mixture associated with
finite-rate chemistry and exchanges of energy between the internal energy modes. Thermal non-
equilibrium models differ from each other depending on the way they describe the interaction across
the excitation of the internal energy degrees of freedom and the macroscopic kinetic mechanisms
utilized.
5.1 Chemical non-equilibrium model













ir are the stoichiometric coeff-
cients for the ith reactant and product, respectively.
According to the Law of Mass Action [118], the net rate of production for species i subjected

























where ωir is the mass production term of species i associated with the rth reaction, ωi is the global
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mass production term for species i, kf,r is the forward reaction rate constant of the rth reaction,
and kb,r is the backward reaction rate constant. Those rates can be expressed in the semi-empirical
Arrhenius Law formulation as follows:







where Ar, nr,Θr are the constants associated with the rth reaction, and T is the rate-controlling
temperature (see Tables A.1, A.2, and A.3 in Appendix A for the values used in this work for the
chemical reactions of interest, and Section 5.1.1 for the discussion on influence of internal energy
non-equilibrium on the kinetic processes). The forward reaction rates are evaluated by fitting
experimental data, and the backward rates are estimated using the detailed balance [118].
5.1.1 Influence of internal energy non-equilibrium on the kinetic processes
The species production rates due to chemical reactions depend on non-equilibrium between the in-
ternal energy modes. Within the context of a multi-temperature description of non-equilibrium, the
reaction rates (kf,r and kb,r) for the generic reaction r are obtained by multiplying the equilibrium
value by a non-equilibrium factor, that establishes its dependence on the internal temperature.
We have followed Park’s model [159, 160] to account for vibrational non-equilibrium effects on
the dissociation processes associated with heavy-particle impacts. The temperature T in Equation
(5.4) is replaced by the averaged temperature T qh T
q−1
v , with q = 0.5 throughout this work for
dissociation reactions via heavy-particle impacts (i.e., the rate controlling temperature is
√
Th Tv,
see Tables A.1, A.2, and A.3 in Appendix A).
For reactions involving collisions with free-electrons (e.g., electron impact dissociation, asso-
ciative ionization, and electron impact ionization), the correction is performed by setting the rate
controlling temperature as the free-electron temperature Te for kf,r and/or kb,r (depending on
whether free-electrons are reactants and/or products of the reaction considered, see Tables A.1,
A.2, and A.3).
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5.2 Non-radiative collisional processes
The collisional kinetic processes considered in the self-consistent three-temperature model are:
• dissociation by heavy-particle and electron impact,
• ionization by electron impact,
• particle exchange (e.g., Zel’dovich reactions),
• charge exchange,
• associative ionization.
The relevant data, based on the works by Park [161], Itikawa [162, 163], Lopez [164], Lennon [165],
Yoon [166], Kim [167], Hwang [168], Balakrishnan [169], Alamo [170], and Janev [171, 172, 173], are
summarized in Tables A.1, A.2, and A.3 in Appendix A where the Arrhenius Law fitting parameters
to evaluate the forward rate coefficients, kf , are also reported. The backward rate coefficients, kb,
are obtained based on micro-reversibility and are evaluated at the temperature indicated in Tables
A.1, A.2, and A.3, as indicated by Kinetic Theory [126]. The
√
Th Tv dependence, as discussed in
Section 5.1.1, of the forward rate coefficients for heavy-particle impact dissociation is the heuristic
method (introduced by Park [159, 160]) to account for the effects of vibrational non-equilibrium
on dissociation.
5.3 Species production rates
The mass production terms, ωcs , due to the collisional processes are obtained based on zeroth-
order reaction rate theory [125, 126], which corresponds to a Maxwellian reaction regime in the
Chapman-Enskog expansion [125, 126]. When this is done, these terms depend only on the local
chemical composition and temperatures. Considering, for example, the electron-impact ionization




A+ + 2e− , (5.5)
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the mass production term for the free-electron, the neutral particle, and ion particle are:
ωce− = me− ṅe− , ω
c
A = −mAṅe− , ωcA+ = mA+ ṅe− , (5.6)
where ṅe− = ne−
[
kf (Te)nA − kr(Te)nA+ne−
]
. Similar expressions hold for the other reactive colli-
sional processes.
5.4 Energy exchange terms
The modeling of NLTE effects with multiple temperatures requires volumetric source terms ac-
counting for energy transfer among degrees of freedom (e.g., translation of atoms/molecules and
vibration of molecules) and chemical reactions (e.g., dissociation, ionization). These are represented
by the Ω terms on the right-hand-side of Equations (2.15)-(2.17), which account for [99]:
• creation/destruction of vibrational energy due to vibrational-translational exchange in inelas-
tic molecule heavy-particle collisions (Ωvt),
• creation/destruction of vibrational energy in dissociation reactions (Ωcv),
• energy exchange in elastic collisions among heavy-particle and free-electrons (Ωte),
• creation/destruction of free-electron energy in electron impact ionization reactions (Ωie),
• creation/destruction of free-electron energy in electron impact dissociation reactions (Ωde),
• and inelastic energy exchange between vibration of molecules and free-electrons (Ωve).
The Ωvt energy exchange is computed based on the Landau-Teller model [174], with the vt
relaxation times evaluated based on the semiempirical formula of Millikan and White [175] with a





evibs (Th)− evibs (Tv)
τvts
, (5.7)
1The correction is needed in order to prevent the relaxation times from becoming smaller than the time required
for a collision to take place. As the temperature rises, the relaxation follows a diffusion type process [160], and the











where Mj is the molar mass of species j, and τ
vt
sj are the the atom-molecule and molecule-molecule
relaxation times [99, 160, 175].







s (Tv) , (5.9)
where ωs is the mass-production term.
The remaining vibrational-electronic exchange term (Ωve) and the collisional energy transfer


































where Rie and Rde are the set of reactions for ionization by electron-impact and dissociation by
electron-impact (respectively), ωre− is the free-electron mass-production term for reaction r, ∆Er are
the reaction activation energies (corresponding to the ground-state dissociation/ionization energy
of the reactant heavy-particle), τves is the relaxation time for vibrational-electronic energy (taken





















The radiation field is based on the Radiative Transfer Equation (RTE) [117]. For numerical simu-
lations of lasers, it is convenient to split the radiation field into a collimated component (that rep-
resents the incoming laser intensity) and a non-collimated component (that represents the plasma
response in terms of radiation emitted, absorbed and scattered), as schematically represented in
Figure 6.1. Both collimated and non-collimated components are governed by coupled Radiative
Transfer Equations that describe the evolution in time, space, and direction of the monochromatic
intensity, Iλ, as a result of emission, absorption, and scattering of electromagnetic radiation. The
global rate of energy gain per unit volume of the material gas due to the radiative processes has to
account for both the collimated (superscript r,c) and the non-collimated (superscript r,nc) parts




e and Ωr = Ωr,c + Ωr,nc.
The modeling of the collimated radiation field (i.e., laser beam), the emission and re-absorption
from the laser-induced plasma, and the radiative processes considered in this work are presented
in the remainder of this Chapter and in Appendix B. The definition of monochromatic intensity
and its relation to the photon distribution function are discussed in Section 6.1; the collimated and
non-collimated parts of the radiation field are introduced in Sections 6.2 and 6.3, respectively; and
radiative processes are presented in Section 6.4.
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Figure 6.1: Radiation schematics.
6.1 Monochromatic intensity
Monochromatic intensity is the fundamental radiation quantity in a particle approach to light
radiation (i.e., if light is described as an ensemble of mass-less particles called photons), and the
Radiative Transfer Equation might be considered as the kinetic equation for the photons [117, 181].
We can in fact define a distribution function for the photons φ(r,p, t) (where r = [x, y, z] and
p = [px, py, pz] are the vectors of position in the physical space and momenta, respectively),
1 and
then apply the kinetic equation (2.7) for the evolution of φ in time in the phase-space.
The monochromatic intensity is related to the photon distribution function, and it is defined
such that Iλ(r, n̂, t) dλ dΩ̂ represents the flux of radiant energy in the wavelength range [λ, λ+ dλ]
within the infinitesimal solid angle dΩ̂ centered around direction n̂, at position r, at time t [117].
In turn, the Radiative Transfer Equation for Iλ can be recast from the kinetic equation, and
1From its definition, the distribution function for the photons φ(r,p, t) is such that φ(r,p, t) dx dy dz dpx dpy dpz
represents the number of photons that at time t are in the volume ([x, y, z], [x + dx, y + dy, z + dz]) with momenta
([px, py, pz], [px + dpx, py + dpy, pz + dpz]).
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where c is the vacuum speed of light (i.e., the speed at which the photons travel), κλ is the
monochromatic absorption coefficient (including stimulated emission), ελ is the monochromatic
emission coefficient, σλ is the scattering opacity, and Φλ(si) is the scattering phase function (repre-
senting the probability that a ray coming from direction si is scattered toward xi). Equation (6.1)
represents a radiative energy balance along direction xi for a medium that emits, absorbs and scat-
ters radiation. Along the line of sight (i.e., along xi) the spectral radiative intensity is decreased
according to the photons that are absorbed (i.e., −κλIλ) and/or scattered away from the line of
sight (i.e., −σλIλ), and it is augmented according to the photons that are emitted (i.e., ελ) and/or
scattered toward the line of sight (i.e., σλ/(4π)
∫
4π Iλ(si)Φλ(si)). In-scattering of radiation toward
the line of sight collects and couples components from all directions, and in turn is calculated by
integration over the entire 4π solid angle. More details can be found in Appendix B and in Refs.
[117, 181].
6.2 Collimated radiation
The collimated laser beam, with wavelength λl, is modeled as steady, neglecting emission, scatter-




= −κλlIλl , (6.2)
where n̂i is the direction cosine of the ith axis, and κλl denotes the monochromatic absorption
coefficient (corrected for stimulated emission) at the beam wavelength. The intensity distribution is
obtained by solving the RTE via a flux-tube formulation [114] that is based on the hollow cylindrical
volume schematically represented in Figure 6.2. The x direction represents the laser axis, and the
thickness of the hollow cylinder is such that the laser intensity can be approximated as a constant




, where wu and wl stand for the upper
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radius and lower radius of the annular section, respectively. Using the par-axial approximation (i.e.,
ds = dx, where s is the curvilinear coordinate following a laser ray [114, 182])), energy conservation
for the hollow cylinder can be expressed in terms of the laser beam radiative heat-flux (qr,ci ), which





n̂iIλ dΩ̂ dλ . (6.3)










dΩ̂ dλ , (6.4)








κλIλ dΩ̂ dλ . (6.5)
Equation (6.5) does not specify any functional form of the laser (e.g., Iλ is general). Given the
monochromatic and collimated spectral and directional nature of a laser beam, its intensity can be
expressed using the Dirac’s δ function: Iλ = Iλlδ(λ − λl)δ(ni − t̂i), where t̂i is the unit-vector of
propagation (see Figure 6.2). Using this definition for Iλ in Equations (6.3) and (6.5) we can write:
qr,ci = Iλl t̂i ,
∂qr,ci
∂xi
= −κλlIλl . (6.6)
Equations (6.6) represent the laser radiative heat-flux (which coincides with the laser intensity)






= κλlIλl . (6.7)
Finally, the energy conservation for the hollow cylinder reads:
qr,c(x+ ∆x)A(x+ ∆x)− qr,c(x)A(x) = −κλl (x̃) qr,c(x̃)A(x̃) ∆x , (6.8)










A(x +  x) = ⇡
⇥




Figure 6.2: Flux-tube schematic.
where x ≤ x̃ ≤ x + ∆x, and the monochromatic absorption coefficient (corrected for stimulated
emission) is taken at the beam wavelength (details can be found in Section 6.4). Equation (6.8)
can be considered in the limit for ∆x→ 0:
∂IλlA
∂x
= −κλlIλlA , (6.9)












where the argument of the exponential function is the local optical thickness measured from the
boundary location (xb) from which the incoming laser source is applied.
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6.3 Non-collimated radiation
The non-collimated component of radiation represents the plasma response to the incoming laser.
The heated gas emits radiation in all directions (i.e., in the entire 4π solid angle) and in the entire
spectrum (as schematically represented in Figure 6.1), as a function of temperature and local
composition, according to the Radiative Transfer Equation (6.1) with monochromatic emission




= −κλIλ + 4π
∫ ∞
0
εncλ dλ , (6.11)






















Figure 6.3: Monochromatic absorption coefficient at T = 15 000 K (Local Thermodynamic Equi-
librium Conditions; ρ = 1 kg/m3).
For the laser-plasma systems investigated in this work, emission losses are expected to play
a minor role [60, 100, 114, 177], hence this contribution is disregarded and accounted for in a























Figure 6.4: Monochromatic absorption coefficient at T = 50 000 K (Local Thermodynamic Equi-
librium Conditions; ρ = 1 kg/m3).












where σSB is the Stefan-Boltzmann constant, and the average absorption coefficient entering in the
















where Bλ is Planck’s function, and the monochromatic absorption coefficient κλ accounts for bound-

















































where Zs is the net nuclear charge, me− is the electron mass, qe− is the electron charge, ns is
the number density of generic species s ∈ Sh, nl and nu are the lower- or upper-level number
densities (respectively) for the generic species s accounted in the transition l → u considered, Lbbs
is the set of bound-bound line transitions considered for s, Lbfs is the set of bound-free transitions
considered for s, σbfl is the photo-ionization cross-section for bound state l ∈ Lbfs (of s ∈ Sh)
according to the semi-classical model of Kramers and Unsöld [185, 186], Blu and Bul are the
Einstein coefficients for stimulated emission, and ζ luλ is the Voigt line-shape for a specific bound-
bound (l → u) transition (complete redistribution is assumed, and ζ luλ is convoluted considering a
Gaussian shape for Doppler broadening and a Lorentzian shape for natural-collisional broadening,
see Appendix B for more details). It is worth mentioning that stimulated emission is included
in bound-free and free-free terms; for bound-free radiation this is possible only upon assuming
that the bound-states are Boltzmann populated, and that the number densities of the components
involved are in Saha equilibrium (i.e., LTE conditions).3
In the evaluation of the bound-bound and bound-free contributions only atomic lines have been
considered, with the relevant data (e.g., Einstein coefficients) taken from the NIST database [190].
The quantity α in Equation (6.12) is introduced to compensate for limitations of the diffusion
approximation. The former, in fact, is expected to be reasonably accurate within the plasma
kernel where, due to the large pressures, the gas is optically thick. On the other hand, close to
the boundary between the kernel and the surrounding cold ambient gas, Equation (6.12) leads to
a poor description of radiative transfer due to its inability to account for the strong directional
dependence of the intensity. Figures 6.5 and 6.6 compare the average photon mean free path, 1/κr,
computed in this work with reported data [187, 188, 189].
Given the minor role represented by emission losses, in the reminder of this work the non-
3This assumption is made for computing the correction factor associated with the non-collimated radiation (i.e.,
for computing κλ in Equation (6.13)). Given the minor role represented by emission losses, in this work the non-
collimated component of the radiation field is disregarded from the self-consistent LIB model, and the correction
factor is included only in the results of Figures 8.11 and 8.12.
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Figure 6.5: Average photon mean free path, 1/κr, for ionized air computed in this work, and
data by Park [187, 188] and Kosarev [189] (LTE at ρ = 0.1 kg/m3).
collimated component of the radiation field is disregarded from the self-consistent LIB model, and
it is only included in the form of correction factors in the results of Figures 8.11 and 8.12.
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Figure 6.6: Average photon mean free path, 1/κr, for ionized air computed in this work, and
data by Park [187, 188] and Kosarev [189] (LTE at ρ = 1.0 kg/m3).
6.4 Radiative processes
The main radiative processes for nano-second discharges are multiphoton ionization (MPI) of heavy-
particles, and inverse Bremsstrahlung (IB) in electron-heavy interactions. Given the diffusion
approximation for the non-collimated component of the radiation field (as explained in Section
6.3),4 the radiative energy exchange source terms in the system of governing equations (Ωr and Ωre
in Equations (2.15) and (2.17), respectively) coincide with Ωr,c and Ωr,ce , and they are the sum of
the MPI and IB contributions: Ωr = Ωr,c = Ωmpi +Ωib and Ωre = Ω
r,c
e = Ωmpie +Ω
ib. The IB energy
exchange is the same for both the plasma and free-electrons due to the assumption of stationary
heavy-particles [117]. The radiative processes considered, together with the associated mass and
energy exchange terms, are introduced and explained in the reminder of this Section.
4For the non-collimated component of the radiation field Ωr,nc and Ωr,nce are recast in the form of radiative heat-
flux with radiative thermal conductivity λr,nc, and they are included in the form of correction factors. Given the
minor role represented by emission losses, they are disregarded in the reminder of this thesis, and only included in
the results of Figures 8.11 and 8.12.
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6.4.1 Multiphoton ionization
MPI is responsible for the production of priming electrons, and for a collimated monochromatic
beam the MPI rate coefficient for a heavy-particle A is:





where m is the integer number of photons of frequency ν that A must simultaneously absorb for
the reaction A+mhP ν → A+ + e− to occur [3, 5, 6]. The mth order MPI cross section, σmpiA,m, for
neutrals and charged ions (up to two ionization stages) have been computed based on the Grey-
Morgan’s formula [3]. The cross-section order is determined based on energy conservation for an





, where hP ν
is the photon energy,5 and m is the minimum number of photons that A must absorb for the MPI
reaction to happen. The Grey-Morgan’s formula is derived by solving a series of rate equations
for the virtual states of atoms and molecules (up to the continuum) being populated as a result of
photon absorption. Since atoms and molecules can only exist in quantized energy states, a photon
can be absorbed only if a resonance occurs between an allowed energy level and the quantum
energy hP ν. After the first absorbed photon, from the uncertainty principle the life-time of the
virtual excited state of energy hP ν cannot exceed ∆t ≈ 1/ν [3]. In turn, excitation to a second
higher energy virtual level can happen only if a second photon is absorbed within this time, and the
resulting excited virtual energy state will have a life-time of ≈ 1/2ν [3]. It follows that an atom or
a molecule can be ionized as a result of multiple photon absorption events that successively drive
the reacting particle to higher and higher virtual energy states, until the ionization potential (εIA)
is reached, as schematically represented in Figure 6.7.
The photon flux, ΓhP ν , required to ionize the generic particle A may be obtained as follows [3].
Consider NA particles (in their stable energetic ground state, j = 0) in a control volume irradiated
by a laser beam formed by photons of energy hP ν creating a flux ΓhP ν . At a given time, some
particles may have absorbed several photons and might exist in a high-energy virtual state (j =
1, 2, ...,m − 1), while others may have absorbed none. If fr is the fraction of particles in the rth




















A + m hP ⌫ ! A+ + e 
Figure 6.7: Multiphoton ionization schematics.
level, the number of particles in the excited rth virtual state will be frNA. Assuming that the
number of particles in the ground state is always much greater than the concentration in any
virtual state (i.e, fr approaches unity at any given time), that fr−1 is always greater than fr,
and that stimulated emission and downward transitions different from transitions to the ground
state directly are ignored, we can write a system of rate equations for upward and downward
transitions from the various states as functions of ΓhP ν , fr, and NA. By imposing the simplifying
assumptions mentioned above, Grey-Morgan [3] showed that the ionization rate per particle in a
spatially uniform and temporally constant ΓhP ν can be expressed as (6.17). The cross-section for a
single jump, σ, (i.e., for the transition between two consecutive virtual states r and r+ 1) is often
treated as a constant, with a value of the order 10−16 cm2 considered averagely representative of
the entire spectrum [5]. This approach has also been adopted in the present work. By fitting the
value of this cross section to obtain the best agreement between the theoretical and experimental
breakdown thresholds in different rare gases, several authors investigated the evolution of the
absorption cross-section as a function of the wavelength. The value leading to the best agreement
with experiments is σ ≈ 6 × 10−16 cm2 for λl = 532 nm [191], which has been used here. In turn,
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the mass exchange terms for the species undergoing MPI are:
ωr,mpiA = −mAṅmpie− , ω
r,mpi








where ṅe− = nAk
mpi
A is the volumetric production rate of free-electrons [114]. The energy exchange
terms for the whole plasma and for the free-electrons due to m-photon absorption can be evaluated





. The plasma absorbs the m-photon energy






















The priming free-electrons produced via MPI absorb the laser energy in inverse Bremsstrahlung
interactions, as schematically represented in Figure 6.8.
A + hP ⌫ + e




Figure 6.8: Inverse Bremsstrahlung schematic.
The IB process, as opposed to MPI, is not reactive, so only energy exchange must be considered.
In this case, the volumetric energy deposition (as shown in Section 6.2) is [114, 117]:
Ωr,ib = κibλlIλl , (6.20)
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where the plasma IB absorption coefficient (corrected for stimulated emission) is evaluated by
summing all electron-heavy contributions [73, 192, 193], and for stationary heavy-particles and












where Sh represents the heavy-particles, c is the vacuum speed of light, hP and kB are the Planck
and Boltzmann constants, and Qes(λ, Te) are the IB absorption cross-sections. For electron-ion












s ∈ Schh , (6.22)
where qe− is the electron charge, ε0 is the permittivity of free space, and Schh represents the subset of
charged particles within Sh. This formula is accurate for the target temperature and pressures, even
without quantum corrections via Gaunt factors, due to the long range of electron-ion interactions
[114]. For electron-neutral encounters, the absorption cross-sections have been computed based on




σibesf(ε)dε s ∈ Sneh , (6.23)
where Sneh represents the subset of neutral particles, and with the assumption of Maxwellian elec-

































s ∈ Sneh , (6.25)
where Q̃es are momentum transfer cross-sections taken from [194].
Figures 6.10 and 6.11 compare the absorption cross-section for N and O with the ab initio
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calculations by Geltman [193] and experimental measurements by Taylor and Caledonia [195, 196].
IB energy transfer is more efficient at long wavelengths due to the larger values of the Qes. Figure
6.9 shows the total IB absorption coefficient. On the same plot, the curves obtained using the
Taylor and Caledonia experimental fits for electron-neutral interactions and the phenomenological
model proposed by Kandala and Candler [60] are also reported. Using the experimentally fitted
data from Taylor and Caledonia [195, 196] does not significantly modify the absorption coefficient
at low temperatures. This is not the case for the model proposed by Kandala and Candler (with
an effective absorption cross section equal to 10−20 m2K) which overestimates absorption at low
temperatures.











Kandala et al. (Q = 10-20 m2 K)
Self-consistent Kroll-Watson
Self-consistent Taylor-Caledonia
Figure 6.9: Inverse Bremsstrahlung absorption coefficient of ionized air (LTE at ρ = 1.2 kg/m3).
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6 = 5 7 m
6 = 500 nm
Figure 6.10: Inverse Bremsstrahlung absorption cross-section of N at λ = 500 nm (broken lines)
and λ = 5 µm (solid lines) predicted by the model by Kroll and Watson [72] and the ab initio
calculations by Geltman [193]. The experimental measurements from Taylor and Caledonia [195,
196] (square symbol) are for λ = 5 µm.
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6 = 5 7 m
6 = 500 nm
Figure 6.11: Inverse Bremsstrahlung absorption cross-section of O at λ = 500 nm (broken lines)
and λ = 5 µm (solid lines) predicted by the model by Kroll and Watson [72] and the ab initio
calculations by Geltman [193]. The experimental measurements from Taylor and Caledonia [195,




The governing equations are solved numerically in axi-symmetric form using the hegel plasma
solver (High-fidElity tool for maGnEto-gasdynamics appLications) [114] and the plato thermo-
chemical library (PLAsmas in Thermodynamic nOn-equilibrium) [67, 114, 197]. The discretization
is performed in space, first, then in time. The axi-symmetric formulation of the system of governing
equations is presented in Section 7.1. The formulation for the spatial discretization is discussed in
Section 7.2, and the time integration is presented in Section 7.3.
7.1 Axi-symmetric formulation
The axi-symmetric form of the flow governing equations (2.15)-(2.17) is obtained by translating to









= yS + Saxi , (7.1)
where U = [ρs, ρui, ρE, ρe
v, ρee] is the vector of conservative variables, Fi = [ρsui, ρuiuj +
pδi,j , ρuiH, ρuie
v, ρuie
e] is the inviscid flux vector, Di = [−Jsi , τij , (τijuj − qi), −qvi , −qei ] is the
diffusive flux vector, S = [(ωcs + ω
r
s ), 0, Ω
r, (Ωvt + Ωcv + Ωve), (−pe− ∂ui∂xi + Ω
te + Ωie + Ωde −
Ωve + Ωre )] is the source term vector, and S
axi = [0, 0, (p− τφφ), 0, 0] is the additional source term





































Given the dissimilarities in the physical properties involved, the governing equations for the flow
and for the collimated radiation are discretized in space following different methods: the gas is
discretized with a finite-volume method, while for the laser radiation a ray-tracing technique is
implemented [114]. The two formulations are discussed in Sub-Sections 7.2.1 and 7.2.2, respectively.
7.2.1 Spatial discretization for the gas
For the generic quadrilateral cell (schematically represented in Figure 7.1) having volume Vi,j and
area Ai,j , the cell-centered finite-volume discretization of the flow governing equations reads [114]:
∂Ui,j
∂t
Vi,j = Ri,j = −(Rci,j −Rdi,j) + Rsi,j , (7.4)
where U = [ρs, ρui, ρE, ρe
v, ρee] is the vector of conservative variables, and the terms on the
right hand side are the convective, diffusive fluxes, and source terms components of the residual
vector (Ri,j) [114].
The inviscid fluxes are computed with the AUSM+ function [198, 199], and in order to obtain
second-order spatial accuracy the reconstruction is performed with the muscl scheme [200, 201]
on the primitive variables (i.e., partial densities, velocity components and temperatures). Van
Albada's slope limiter is used to avoid spurious oscillations due to shocks [202]. The gradients
along the axial and radial directions for the diffusive fluxes, the circumferential component of
the stress tensor in the axisymmetric source terms, and the non-conservative term pe−∂ui/∂xi in




(i, j   1/2)
(i, j + 1/2)
(i + 1/2, j)
(i  1/2, j)
(i  1, j)
(i, j + 1)
(i + 1, j)
(i, j   1)
Figure 7.1: Two-dimensional structured grid schematic.
7.2.2 Spatial discretization for the laser beam
The laser beams considered in this thesis are nano-second pulses. In the diffraction limited case,
and under the par-axial approximation, the laser intensity distribution can be considered Gaussian
[114, 182]. The flux-tube formula (6.10) enables accounting for the laser beam attenuation due to
absorption. Equation (6.10) is enforced on a two-dimensional structured grid with a ray tracing
approach. Nr curved rays are traced in the grid, and each one is discretized with Np points.
1 Since
the laser beam is considered Gaussian, the shape of the rays is assumed hyperbolic. Therefore their








1The effective number of rays is 2Nr + 1, since every ray needs to be defined with an upper bound and a lower
bound, in order to construct the annular cross-section (see Figure 6.2).
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where a and b depend on the focal length (f), beam diameter at the focusing lens (D), and focal














Figure 7.2: Optical system and laser beam model schematic.
The incoming laser rays are parallel to the optical axis before entering the focusing lens; ac-
cording to the par-axial approximation (and by taking into account the diffraction limit),3 upon





The asymptotic slope of the focal ray is obtained considering the approximation (from the par-axial
approximation [114, 182]): tan(αl) ≈ sin(αl) ≈ αl. In turn, the slope of every ray is set with a
2The focal radius (also known in the literature as beam waist or minimum beam width) is the distance on the
focal plane at which the laser intensity falls to e−2 of its axial value [203].
3Diffraction becomes important at the focal point since the sizes of beam waist and wavelength are comparable.
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In the simulation set-up, the upper bound for b is specified in input, and it is always set larger
than three times the standard deviation on the focal plane (that is equal to wf/2) [114]. It is
worth mentioning that the hyperbola having b = 0 (i.e., the laser ray that before encountering the
focusing lens runs along the optical axis) corresponds to an angle α = 0 (i.e., that ray does not
experience any deviation, and also after crossing the focusing lens still runs along the optical axis).
After the ray trajectories are imposed, the laser intensity distribution at the incoming boundary
(x = xb) is imposed by assuming a Gaussian evolution in time for single-mode operating fashion, and
a Gaussian evolution with a high beating-mode frequency for multi-mode operating fashion. The
duration of the laser pulse and its temporal standard deviation are computed based on experimental
measurements; the radial standard deviation at the incoming boundary is computed based on the
local spot size; the laser intensity distribution, finally, is imposed in such a way that the total
energy entering the domain (El) during the laser discharge (∆t) is equal to the laser energy. More
details can be found in Chapter 8 and in [82, 114, 177, 204].
After these steps are performed in pre-processing, the intensity along each ray is obtained with
Equation (6.10), where the initial value is given by the boundary distribution and the optical
thickness is assessed via trapezoidal integration assuming constant absorption coefficient on the
grid cells. In order to obtain the cell-centered values of the local intensity (needed for the finite-
volume method) from the so-obtained intensity at all points on the discretized rays, a weighted
average is carried out, with weights taken as the inverse of the distance between the cell centroids
and the ray points.
7.3 Temporal discretization
The integration in time is split in two parts: (i) early times when radiative energy deposition (i.e.,
discharge phase) and strong non-equilibrium phenomena (i.e., discharge and early post-discharge
phases) are present, and (ii) late times when the laser source is turned off, the non-equilibrium
plasma core decays, and a strong shock front propagates into the surrounding quiescent ambient
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gas (i.e., late post-discharge phase).
7.3.1 Discharge and early post-discharge phases
For the laser pulses considered in this work, early times are for t / 1 µs. The time-integration of






(1 + χ)Un+1i,j − (1 + 2χ)Uni,j + χUn−1i,j
∆t
]
= ψRn+1i,j + (1− ψ)Rni,j , (7.8)
where ∆t is the global time-step, and the choice of χ = 1/2, ψ = 1 gives the three-point backward
formula (second-order accurate in time); the time advancement to time-level n + 1 is performed
based on levels n and n−1 by means of a dual-time-step procedure, where the pseudo time-derivative














= ψRn+1,k+1i,j + (1− ψ)R
n
i,j , (7.9)
where k is the index for the dual-time inner advancement, and ∆τi,j is its pseudo-time step. To
quicken the convergence, ∆τi,j is established based on the local Courant-Friedrich-Lewy (CFL) and
Von Neumann (VN) numbers [114].









; the linearization of the residual (Rn+1,k+1i,j ) is carried
out by considering only the contributions of source terms and diffusive fluxes.4 The resulting
sparse linear system is handled by hegel [114], and the solution is obtained through the GMRES
method with restricted Additive Schwartz pre-conditioner, as implemented in the PETSc library
[114, 205, 206]. The radiation field is updated every inner iteration, in order to ensure second-order
accuracy in time. The convergence in pseudo-time (i.e., in the inner time-marching k index) is
4This is justified by the fact that the convective fluxes do not substantially contribute to the numerical stiffness
[114].
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where Ni, Nj , Ne are the number of grid cells along x and y directions and the number of governing
equations (respectively), N = NiNjNe, ve is the set of mass fractions, velocity components and
temperatures (and δve represents the corresponding variations), and We = atol + rtol|ve| (with
the absolute and relative tolerances, atol and rtol, specified by the user) [114]. The convergence
is assessed based on a user-specified tolerance for ||Err||.
7.3.2 Late post-discharge phase
After the temperatures in the plasma core decrease sufficiently for the diffusive fluxes not to repre-
sent a severe restriction for the time-step (i.e., around t ' 1 µs), a second-order symmetric Strang
splitting technique [114, 207] is used for the time integration, with Equations (7.4) divided into two
contributions: (i) chemical kinetics, and (ii) fluxes (including source terms due to the geometry).
The time advancement [t, t+∆t], in turn, is performed in three stages: an intermediate solution
step is obtained by advancing through ∆t/2 the flux contribution with a Strong-Stability-Preserving
(SSP) two-stage Runge-Kutta method (second-order accuracy); then the so-obtained solution is
used as initial condition for advancing the chemical kinetics contribution in the full interval [t, t+∆t]
using a second-order Backward-Differentiation-Formula (BDF2) method, as implemented in the
lsode library [208]; finally, the Strang splitting is completed by advancing the so-obtained solution





The purpose of the present Chapter is two-fold, covering the validation via comparison against
experiments of the NLTE model for LIB in gases presented in Chapter 2, and the study of the
plasma kernel dynamics during breakdown. The remainder of the Chapter is structured as follows.
Section 8.1 describes the validation through comparison with experiments. Section 8.2 presents the
analysis of the breakdown mechanism. NLTE effects are examined in Section 8.3. The effects on
the plasma kernels formation and growth of mode-beating operating fashion and dual-pulse set-up
are examined in Sections 8.4 and 8.5, respectively.
8.1 Validation of the physical model
This Section discusses validation through comparison with experiments. After the laser geometry
is determined from experimental measurements, calculations of laser-induced plasmas in air have
been performed. Systematic comparison against experiments are carried out in terms of absorbed
energy and radiative signature of the plasma obtained from emission images. To demonstrate the
accuracy of the air LIB model, simulations and experiments have been performed by changing
parameters such as input energy, beam wavelength, and ambient pressure which have a strong
impact on plasma formation and propagation [5].
8.1.1 Experimental set-up
Figure 8.1 shows the experimental arrangement for the beam profiling measurement along the
laser axis. The intensity-attenuated, second harmonic of the Nd:YAG laser (Spectra Physics,
Quanta-Ray Pro-250-10), in single mode operation (injection-seeded), was focused by a 75-mm
plano-convex lens (Thorlabs, LA1608-A) and imaged directly onto a CMOS camera (Mightex, BTE-
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Case El [mJ] λl [nm] τ [ns] f [mm] pa [Pa] Ta [K]
SM-1 30 532 6.5 100 101 325 288.00
SM-2 60 532 6.5 100 101 325 288.00
SM-3 100 532 6.5 100 101 325 288.00
SM-4 30 532 7.0 100 101 325 288.00
SM-5 30 355 6.8 100 101 325 288.00
SM-6 50 532 7.0 100 101 325 288.00
SM-7 50 355 6.8 100 101 325 288.00
SM-8 50 532 7.7 75 3800 294.65
SM-9 50 532 7.7 75 8900 294.65
SM-10 50 532 7.7 75 19 400 294.65
SM-11 50 532 7.7 75 29 200 294.65
SM-12 50 532 7.7 75 49 000 294.65
SM-13 50 532 7.7 75 59 400 294.65
SM-14 50 532 7.7 75 68 700 294.65
SM-15 50 532 7.7 75 88 900 294.65
SM-16 50 532 7.7 75 98 700 294.65
SM-17 50 532 7.7 75 99 400 294.65
SM-18 60 532 5.0 100 101 325 288.00
SM-19 60 532 8.0 100 101 325 288.00
Table 8.1: Cases under investigation: laser input energy, wavelength, temporal FWHM, focal
length, ambient pressure and temperature. For all the cases, the focal radius and beam diameter
at the focusing lens are 7.3 µm and 9.8 mm, respectively (based on experiments).
Figure 8.1: Optical set-up of the beam profiling measurement.
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B050-U), mounted on a translation stage. The FWHM (based on the conventional e−2 criterion
[203]) of the normalized Gaussian intensity distribution was used to define the beam width. The
dimensions of the vacuum chamber, to measure the parametric dependence on the transmitted
energy, are 10 cm × 10 cm × 10 cm with 3-way optical access through quartz glass, as shown in
Figure 8.2. The transmission of the breakdown energy pulse at 532 nm or 355 nm was measured
by a pyroelectric sensor (OPHIR, 30A-P-SH), placed at 75 mm from the plasma location. The
fraction of the pulse energy attenuated through the optical windows was compensated for, to
obtain 100% energy transmission in the vacuum condition. The range of the chamber pressure
for the experimental cases SM-8 through SM-17 (see Table 8.1) was 0 kPa− 100 kPa, adjusted by
supplying high-purity synthetic air. The temporal FWHMs were evaluated as the mean values of
the statistical fluctuations in the laser pulse width, and an uncertainty of ≈ ±0.3 ns was estimated
based on the standard deviation of these fluctuations. The plasma kernel development was recorded
by an ICCD camera (Andor Technology, iKon-M 934) with a UV lens (Coastal Optical Systems,
105-mm f/4 UV-MICRO-APO). Additional details are reported elsewhere [74].
Figure 8.2: Top-view photograph of the experimental arrangement for the transmission energy
measurements.
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8.1.2 Beam width distribution
The predicted beam width was compared with a measurement with a reduced input energy in
order to avoid the plasma. This procedure led to a beam waist (based on the conventional e−2
intensity ratio criterion [203]) of wf = 7.3 µm. This value was used together with the measured
beam diameter at the focusing lens (D = 9.8 mm) to predict the intensity distribution, from which
the FWHM beam width was then extracted. Figure 8.3 compares the computed and measured
beam profiles. The agreement is best close to the focal plane and deteriorates slightly away from
it.
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Figure 8.3: Comparison between computed and experimental beam width distributions (FWHM
criterion).
8.1.3 Simulation set-up
The governing equations (2.13)-(2.17) are solved numerically in axi-symmetric form using the
hegel plasma solver (see Chapter 7). The computational grid consists of a two-dimensional Carte-
sian structured mesh made of quadrilateral cells (see Figure 8.4). The focal plane, where the beam
width is minimum, is at x = 0. To resolve the strong gradients in the focal region a power-law
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stretching is adopted in x and y [114]. The minimum axial (∆x) and radial (∆y) grid spacing are
set to 1 and 0.5 µm, respectively, which are sufficient based on grid convergence studies on the axial
(Lx) and radial (Ly) extension of the plasma kernel, as well as convergence on the absorbed energy.
The difference in the fields obtained with the fine and next-coarser grids are smaller than 0.5%.
Boundary conditions are implemented using ghost cells [114]. On the axis, symmetry is imposed
via mirroring. Finally, zero-gradient is applied on the left, right and top boundaries (see Figure
8.4).
Figure 8.4: Schematic illustrating the simulation set-up for grid and boundary conditions.
The laser beam propagates from left to right in Figure 8.4. The intensity distribution at the
incoming (left) boundary, IB(r, t), is imposed based on the characteristics of the laser and the
focusing system (taken from the experiments published in [74], and described in Section 8.1.1):
input energy (El), temporal full-with at half-maximum (FWHM) (assuming a Gaussian time-
evolution), beam waist/focal radius (wf ), beam diameter at the focusing lens (D), and focal length
of the lens (f). The flowfield is initialized as quiescent (i.e., zero velocity) with the pressure and
temperature specified in the experimental facility. The complete list of cases studied in this work
is provided in Table 8.1.
8.1.4 Parametric study on input energy, wavelength and background pressure
Input energy. We compare with experiments [74] for a single-mode λl = 532 nm laser. The
simulations correspond to cases SM-1, SM-2 and SM-3 of Table 8.1. Figure 8.5 compares the
absorbed energy as a fraction of the input energy with the measured non-transmitted energy. The
simulations predict an absorbed energy that is within 10 % of experiments. The missmatch is
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Figure 8.5: Comparison between predicted absorbed energy and experimental non-transmitted
energy (i.e., absorbed and scattered) for cases SM-1, SM-2, and SM-3.
thought to have two causes. First, as stated above, the experimental results include the effects
of eventual scattering losses, which are not incorporated in the air LIB model. The scattering of
incident radiation by a laser-induced plasma has been extensively investigated in the literature for
different ranges of laser power densities, wavelengths, and for different mixtures [209, 210, 211,
212, 213]. For the cases under investigation, the integrated scattered energy due to Rayleigh, Mie,
and Thomson scattering combined together is expected to be a few percent of the incident energy,
with scattering losses measured up to ≈ 10 % for some operating mode (e.g., multi mode-beating
pulse) [74]. The scattering fraction is expected to be proportional to the laser intensity and to the
diameter of plasma kernel [214], entailing a maximum scattered loss at 100 mJ for the breakdown
cases presented in this work (i.e., when the plasma kernel has the larger diameter, and the laser
intensity is much greater than the breakdown threshold). This is consistent with the prediction
being below the measurements in Figure 8.5. Similarly, the model does not account for re-emission
of energy from the hot kernel, which may be partly absorbed by the surrounding colder layers.
This is expected to have two consequences: decrease of the maximum temperature and increase of
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the size of the absorbing kernel. Both facts are expected to contribute positively to the absorbed
energy. A decrease in the maximum temperature is beneficial since the absorption coefficient for
inverse Bremsstrahlung reaches a maximum and then decreases at high temperatures (see Figure
6.9). At the same time, a larger plasma kernel may offer a greater blocking area to the incoming
radiation. The effect of plasma re-emission and absorption on energy deposition is estimated in
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Figure 8.6: Free-electron temperature along the laser axis (top) and perpendicular to it along the
focal plane (bottom) for cases SM-1, SM-2, and SM-3 at 3 ns (left) and 9 ns (right) .
Figure 8.6 shows the temperature profiles of free-electrons along the laser axis and perpendicular
to it along the focal plane for cases SM-1, SM-2, and SM-3 at different times. For higher energy
input the plasma kernel grows larger (both axially and radially), and with a very marked asymmetry
between front and rear lobes. The latter (on the left in the simulation domain), in fact, absorbs
most of the incoming radiation and grows very rapidly toward the laser source.
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Wavelength. A comparison between computed and measured absorbed energy was also per-
formed by changing the beam wavelength. The four situations correspond to cases SM-4, SM-5,
SM-6 and SM-7 of Table 8.1. For the ambient pressure (1 atm), IB represents the main mechanism













numerical simulation 30 mJ
experiment 30 mJ
numerical simulation 50 mJ
experiment 50 mJ
Figure 8.7: Comparison between predicted absorbed energy and experimental non-transmitted
energy (i.e., absorbed and scattered) for cases SM-4 and SM-5 (red) and cases SM-6 and SM-7
(black).
for energy deposition. Under these circumstances, the deposited energy is expected to decrease
for decreasing wavelengths as cross-sections for IB becomes smaller (see also Figures 6.10-6.11).
This trend is observed in experiments and is correctly reproduced by the present simulations as
shown in Figure 8.7. The deviation between measurements and calculations is between 5 and 15 %,
and is larger at short wavelengths. The increasing discrepancy, beside emission and scattering
losses mentioned before, is thought to be linked to uncertainties/inaccuracies of the adopted MPI
cross-sections. At short wavelengths, simulation results are more sensitive to MPI cross-sections
values since, with more energetic photons, this process is more efficient, progressively becoming as
important as ionization by electron impact.
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Background pressure. The ambient pressure dependence was investigated using cases SM-8
through SM-17 in Table 8.1. The absorbed energy predicted by the LIB model is compared with

















Figure 8.8: Comparison between predicted absorbed energy and experimental non-transmitted
energy (i.e., absorbed and scattered) for cases SM-8 through SM-17.
experiments in Figure 8.8. The LIB model is in good agreement with the observations, with the
maximum deviation from the experiments in the absorbed energy being within 15 %. The increasing
mismatch in between prediction and measurements as a function of background pressure is thought
to be associated with neglect of plasma emission and re-absorption, that is expected to be more
significant at higher pressures (where the energy deposition is more efficient and, consequently, the
temperatures are higher). This aspect is further investigated and discussed in Section 8.1.5.
Figure 8.9 shows the profiles of pressure along the laser axis and of electron number density
perpendicular to laser axis along the focal plane for cases SM-13 and SM-17 as functions of time
during the discharge. The rear lobe (growing to the left toward the laser source) is more energetic
than the front one, and the asymmetry increases with pressures.
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Figure 8.9: Pressure along the laser axis (left) and electron number density perpendicular to laser
axis along the focal plane (right) for cases SM-13 (top) and SM-17 (bottom).
8.1.5 Forward propagation of parametric uncertainties and diffusion
approximation
Some parameters cannot be readily determined, and a systematic uncertainty is associated with
them. To understand how this affects results, we propagate the uncertainties based on laser focal
radius wf , laser focal length f , and laser period τ to the prediction. The energy deposition was
found to be a strong function of both τ and wf . An uncertainty of 25% on τ leads to a 10%
uncertainty of absorbed energy, as shown in Figure 8.10. The energy deposition mechanism is
more efficient for shorter pulses and smaller focal radii, for which the associated intensity is higher.
A greater intensity not only increases the value of absorption coefficients for IB and MPI and
the radiative heat flux (as explained in Section 6 and in [67, 114, 115]), but also anticipates the
reach of the breakdown intensity threshold, and, hence, the onset of avalanche ionization, allowing
94
for a larger fraction of the energy input being absorbed. This explains the smaller percentage of
absorbed energy predicted from the self-consistent LIB model for cases SM-8 through SM-17 in
Figure 8.8 (for which τ = 7.7 ns) when compared with cases SM-1, SM-2, and SM-3 in Figure 8.5
(that have τ = 6.5 ns).













Figure 8.10: Energy absorption dependence on laser period (cases SM-2, SM-18, and SM-19).
Moreover, in Section 8.1.4 it is conjectured that the possible cause for the observed under-
predicted values of the absorbed energy could be due to neglecting plasma emission and re-
absorption. To assess the validity of this hypothesis, radiative transfer within the plasma was
taken into account in a simplified manner by means of a heat conduction model (i.e., diffusion
approximation) [117, 183]. To investigate the effect of the diffusion approximation for radiative
transfer, the simulations discussed in Section 8.1.4 were repeated by adding the radiative heat-flux
(6.12) in the total and free-electron/electronic energy equations. For cases SM-8 through SM-17,
the lower bound of the experimental uncertainty on laser period τ was considered (i.e., τ = 7.4 ns).
Figure 8.11 compares the absorbed energy for two values of α with experiments. For the sake of
completeness, the results using the baseline LIB model (i.e., without including Eq. (6.12)) are also
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displayed. The inclusion of plasma emission and re-absorption (though in an approximate manner)
allows for a better agreement with experiments, as expected. In particular, the predicted absorbed
energy is within the experimental error bounds. The results suggest that the radiative plasma
response (i.e., emission and re-absorption) could improve the model. A more accurate treatment
of the non-collimated component of the radiation field will be the subject of a future investigation.
Figure 8.12 shows the free-electron temperature at t = 16 ns along the laser axis (top) and per-
pendicular to it (bottom) for case SM-17. The peak temperature in the plasma kernel experiences
a significant drop when accounting for radiative energy exchange and is smaller for increasing α
(i.e., as the medium becomes optically thicker). As a result of the radiant energy exchange, the
size of the plasma kernel becomes larger as confirmed by the radial temperature profile. In light
of this, the laser-generated plasma is able to offer a larger blockage area to the incoming radiation
from the beam, resulting in an increase of the absorbed energy as confirmed by the results in Figure
8.11.
8.1.6 Plasma radiative signature
The comparison between computed and measured absorbed energy discussed above shows that
the LIB model is in good agreement with experiments for a broad range of operating conditions
(e.g., ambient pressure, power density, wavelength). However, the absorbed energy provides only
a limited amount of information on the plasma dynamics.
We further compare with emission images extracted from the simulations. These images are
generated by collecting the radiation emitted by the laser-induced plasma within a narrow region
of the spectrum (at λ = 500 nm, with 10 nm FWHM spectral window, in this work). These
images show the time-evolution of the size of the plasma kernel. In experiments, the radiation
emitted by the plasma is collected at each vertical location y of a detector (see Figure 8.13). The
emission intensity (convoluted in time) comes mostly from the continuum radiation of plasma, and
the bandpass filter at 500 nm transmits the line emission of the nitrogen ion, N+, whose spectral
density becomes relatively small due to the Stark line broadening during the first 20 ns. The signal
arriving at the detector, Iλ(y), may be evaluated by solving the RTE along the line-of-sight (x) for
96
















 numerical simulation , = 10-5
 numerical simulation , = 10-4
experiment
















 numerical simulation , = 10-5
 numerical simulation , = 10-4
experiment
Figure 8.11: Comparison between predicted absorbed energy (with and w/o optically thick cor-
rection) and measured non-transmitted energy (i.e., absorbed and scattered) for cases SM-1, SM-2,
and SM-3 (top), and cases SM-8 through SM-17 with lower experimental bound for τ (bottom).
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Figure 8.12: Free-electron temperature distributions including optically thick correction at t =
16 ns (case SM-17) along the axial (top) and the radial direction (bottom). The radial temperature
profile has been extracted on the focal plane (i.e., x = 0).
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Figure 8.13: Schematic illustrating the notation and reference frame adopted to generate emission
images for an axi-symmetric plasma kernel.
an optically thin plasma:
∂Iλ(x, y)
∂x
= ελ(x, y), (8.1)
where ελ is the the mono-chromatic emission coefficient (accounting only for free-free transitions
in the present case). By adopting the reference frame and notation of Figure 8.13, Eq. (8.1) may













Equation (8.2) was obtained assuming zero incident radiation at x = −
√
R2 − y2, with R being
the radius of the plasma kernel. In the limit R→ +∞ (which is often a very good approximation)
the signal at the detector, Iλ(y), is the Abel transform of the function ελ(x, y) (with y taken
as a parameter). To compare with experiments, the result obtained by evaluating Eq. (8.2) is
convoluted with the instrument gate function which, in the present case, is a Gaussian having
FWHM = 10 nm and centered at λ = 500 nm.
Figure 8.14 compares the emission images generated from simulations (case SM-17) with the
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Figure 8.14: Emission images for case SM-17 (expressed in Arbitrary Units normalized at t =
18 ns): numerical simulations left, experiments right.
corresponding experimental results after the onset of breakdown (t = 8 ns) and towards the end of
the pulse (t = 18 ns). For the sake of clarity, the intensity has been normalized with respect to the
maximum value at t = 18 ns in both cases. The plasma evolution shows the formation of a two-lobe
structure [114], developing both towards the laser source (backward wave) and in the same direction
as the beam (forward wave). This feature has been experimentally observed in Argon [93, 94] and
air [215]. The related formation mechanism is investigated in Section 8.2. The LIB model is able to
reproduce the experimentally observed plasma waves. It is worth mentioning that this result was
achieved without going through a calibration procedure of the parameters (e.g., IB cross-sections)
entering the physical model. Moreover, the predicted sizes of the plasma kernel (in both the radial
and axial directions) are in good agreement with observations. This is further illustrated in Figure
8.15 showing one-dimensional slices extracted from the emission images in Figure 8.14, where the
early time (t = 8 ns) is shown on the top and the end of the pulse (t = 18 ns) on the bottom.
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Figure 8.15: One-dimensional slices of emission images at t = 8 ns (top) and t = 18 ns (bot-
tom) for case SM-17 (Arbitrary Units normalized by the maximum intensity at t = 8 ns and
t = 18 ns, respectively): perpendicular to the laser axis at x = −0.4613 mm (top left) and at
x = −0.7802 mm (bottom left) for rear lobe, along the laser axis (center), perpendicular to laser
axis at x = 0.4097 mm (top right) and at x = 0.6585 mm (bottom right) for front lobe.
The axial extent of the laser generated plasma kernel is very well predicted by the LIB model as
a function of time, with the outermost sharp boundaries accurately aligned with the experimental
evidences, as can be seen from the images in the center. Radial slices are also taken for both the
rear (on the left) and front (on the right) lobes. The axial position of the radial slices has been
determined based on the location of peak emission in the rear and front direction. As a result,
slices at t = 8 ns are taken at x = −0.4613 mm and x = 0.4097 mm, and slices at t = 18 ns are
taken at x = −0.7802 mm and x = 0.6585 mm. As it can be inferred, the LIB model performs well
also in dynamically anticipating the radial size of the kernel. The largest discrepancies between
experiments and predictions are observed in the radial direction around the focal plane, where the
plasma emission is slightly underestimated. At this location, refractive effects (currently not taken
into account) are expected to play a non-negligible role due to large free-electron concentration
gradients.
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8.2 Breakdown mechanism and plasma kernel dynamics
The comparison with experimental emission images in Section 8.1.6 has shown that the laser
generated plasma exhibits a two-lobe structure, developing in both the forward and backward
directions. In the present section, we explain these features.
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Figure 8.16: Time evolution of density perpendicular to laser axis at the focal plane for case
SM-17.
Tsuda et al. [93, 94], who performed LIB experiments in Argon, also considered what leads to
these features. They took the observed backward wave (towards the laser source) as a breakdown
wave (one of the three mechanism proposed by Raizer [90] and summarized in Section 1.1), assuming
that laser-induced plasma was optically thick to the incoming radiation. They conjectured that the
gradients of the plasma refractive index re-focused the beam, moving the focal point downstream
and leading to the apparent breakdown/forward wave.
Here, refractive effects are not included, and a different mechanism is proposed for the lobes.
A radiation-driven wave which is: (i) triggered by MPI, (ii) sustained by energy deposition in
IB interactions, which compensate for the energy lost by free-electrons in ionization by electron
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impact (IE) reactions, and (iii) guided by both MPI and IE. As the simulations show, MPI is
the root process for the two plasma waves and its role is as important as that of IE, even after
the cascade has started. This contrasts with the common belief that MPI is only relevant for the
production of the first priming electrons. To demonstrate this, the time-evolution of the MPI and
IE contributions to the mass production term for free-electrons (in units of electrons produced per
cm3 per second) are reported in Figure 8.17 for case SM-17 of Table 8.1.
Before the breakdown (t < 0.5 ns), MPI is the dominant process. The shape of the production
term is maximum at the focal point (where the beam intensity is maximum) and symmetric as, in
this phase, the gas is essentially transparent to the incoming radiation. The cold priming electrons
produced via MPI at the early stages of the breakdown absorb energy in IB interactions. Once they
become energetic enough a cascade ionization starts around the focal point by IE (t = 1 ns). As the
breakdown proceeds, the reactants for MPI are depleted in the plasma core and, at the same time,
the gas density decreases due to the strong radial expansion, as can be seen in Figure 8.16. As a
result, the plasma becomes transparent to the incoming radiation in the center, and the maximum
of energy deposition shifts to the boundaries of the kernel (center and bottom of Figure 8.17),
where MPI still creates cold free-electrons that quickly start to absorb radiation via IB. Since the
attenuated beam is not completely absorbed after crossing the rear plasma lobe and the core, new
MPI-generated electrons appear in the front lobe, and by absorbing the incoming laser energy flux
drive the forward plasma wave. The above analysis indicates that, beside the crucial role played by
MPI, the propagation of the forward wave is made possible by the radial expansion which prevents
the core of the laser-induced plasma from becoming optically thick. The former is a hydrodynamics
effect (accentuated by the large speed of sound due to high temperatures) that cannot be accounted
for by zero-dimensional models, where it is assumed that the energy deposition is so fast that the
heating is isochoric. The present simulations, on the contrary, demonstrate that this is not a good
assumption for the present conditions.
The evolution of the two-lobe plasma kernel can also be seen in the evolution of the free-
electron temperature and mole fraction distributions in Figure 8.18 for case SM-17. During plasma
formation, temperatures peak around 150 000 K − 450 000 K (depending on background pressure
and laser parameters) and the gas becomes fully ionized in the core. These maximum temperatures
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Figure 8.17: Time-evolution of production term of free-electrons due to MPI and IE along laser
axis (case SM-17).
are in general agreement with values reported in the literature [71, 73, 78, 216, 217]. In general,
the extent of the rear lobe is both axially and radially larger than the forward one, as also observed
in experiments [209, 215]. The peak values for p and Te at the shock location are larger for the
rear lobe due to beam attenuation while crossing the plasma region. The presence of the second
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Figure 8.18: Development of the two-lobe plasma kernel for case SM-17: free-electron temperature
(top), free-electron mole fraction (bottom).
peak confirms that the mixture is not totally opaque, and the laser is able to propagate through
the medium and ionize the neutral gas in the transmitted region.

















Figure 8.19: Velocity of the rear and front plasma lobes (case SM-13).
Figures 8.19 and 8.20 show the propagation speed of the backward and forward waves for cases
SM-13 and SM-17. The front lobe (forward wave) is slower, since, as discussed above, more energy
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Figure 8.20: Velocity of the rear and front plasma lobes (case SM-17).
is deposited in the backward wave reaching a peak speed of approximately 120 km/s for case SM-17.
The speed peaks when the pressure is maximal, and then decreases quickly with the laser decay,
and the hot plasma kernel expands and cools down. Similar trends are obtained for all the other
cases, with the forward wave being consistently slower than the rear one, and speeds being higher
at greater absorbed energy.
The energy deposition process and the plasma waves dynamics are a strong function of input
energy. As shown in Figure 8.21, based on the pressure along the optical axis at t = 2 ns, the
development of the front and rear lobes strongly depends on the laser power density. In fact, at
higher input energies, where the onset of breakdown occurs earlier, the fractional absorbed energy
increases, with the majority of the radiation being deposited in the front facing the laser source
(i.e., in the rear lobe). This results in larger sizes of the plasma kernel, which become more and
more asymmetric with increasing energy. This is consistent with observations and occurs also when,
for fixed input energy, the ambient pressure is increased (see Figure 8.22 for pressure distribution

















Figure 8.21: Pressure distribution along laser axis at t = 2 ns for cases SM-1, SM-2, and SM-3.
in the shape of the lobes and their propagation speeds diminish at decreasing pressures, as can be
observed by comparing Figures 8.19 and 8.20.
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Figure 8.22: Pressure at t = 12 ns along the laser axis for cases SM-10, SM-13, and SM-17.
8.3 Non-equilibrium effects
Simulations show that the life-time of molecules at the core of the plasma kernel is short. As soon
as the first electrons are created, after a few hundreds of pico-seconds, the mixture starts becoming
partially opaque and the laser energy is absorbed via IB. The temperature of free-electrons Te rises
abruptly and guides both electron impact dissociation and ionization. The plasma kernel appears
completely dissociated after fractions of nano-seconds, and completely ionized after a few nano-
seconds. In turn, from the onset of the breakdown, the energy in the vibrational mode of molecules
is negligible.
This can also be observed by comparing the results of the full three-temperature model here
developed with a reduced two-temperature model, where the vibrational energy is considered equi-
librated with the electrons at the vibronic temperature Tve [67, 99, 114]. Figure 8.23 shows that
minor differences between the maximum values of Te and Tve are observed only at the sub-nano-
second scale, when the mixture is still not completely dissociated; for case SM-2, after 0.5 ns the
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Figure 8.23: Case SM-2: maximum temperatures at the onset of breakdown for 3T, 2T, and 1T
models (lines are free-electrons temperatures, lines with symbol are heavy-particles temperatures).
values of free-electron temperature in 2T-NLTE and 3T-NLTE are the same, as well as the values of
temperature of heavy-particles. The energy deposition mechanism and the energy absorbed by the
medium do not show appreciable differences when considering a two-temperature model in place
of the full three-temperature, with the relative difference in absorbed energy being less than 0.01%
in between 2T-NLTE and 3T-NLTE. On the contrary, the same breakdown case with electrons
assumed equilibrated with the other energy modes at a single temperature (i.e., 1T-NLTE) shows
an absorbed energy ≈ 5% smaller than that obtained with the 2T-NLTE and 3T-NLTE models.
Also the spatial profiles of the plasma fields (e.g., temperatures, pressure, composition, etc.) for
2T-NLTE and 3T-NLTE models do not show appreciable differences, while the one-temperature
assumption implies macroscopic deviation for the above fields; this can be observed for the tem-
perature of heavy-particles in Figure 8.24. The comparison suggests that, for this set of conditions,


















Figure 8.24: Case SM-2: temperature of heavy-particles at 1 ns along the laser axis.
8.4 Influence of mode-beating pulse on the breakdown dynamics
In some laser regimes, periodic structures of plasma kernels are observed for both femto-second
and nano-second discharges [22, 74, 218, 219], and several mechanisms have been proposed for
their description, such as self-focusing [220], lens aberration [221], and hydrodynamic instabilities
[222]. For intense, short laser pulses (intensity in the range 1013W cm−2) self-focusing has been
identified as the leading mechanism for the generation of such spots [223], but the scattered kernels
are experimentally observed also at lower intensities. Nishihara et al. [74] reported that the offset
between the periodic structures in nano-second discharges seems to agree with the spatial periods
predicted with the local hydrodynamic instability generated by the interference on the plasma
surface in between excited and transmitted waves. According to the hydrodynamic instability
theory, in fact, the lateral transmission of radiative heat flux to the breakdown region and the
sudden plasma expansion combined together might result in non-homogeneous refraction, that can
longitudinally produce periodic structures (with the period being a function of the laser wavelength
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and the angle of inclination of the Bessel beam to the axis) [222]. However, in the same work [74],
Nishihara et al. also observed that the periodic structure of the electron density distribution was
related to the laser mode-beating frequency, suggesting that the multi-mode pulse would not only
provide seeding to the initial perturbation for the instability development, but actually generate
the periodic kernel structures at each peak of the high frequency beating mode.
The purpose of this Section is the application of the non-equilibrium model for laser-generated
plasmas presented in Chapter 2 to discharges in quiescent air under a mode-beating temporal
nano-second pulse for the investigation of the plasma kernels formation and growth.
8.4.1 Simulation set-up
The computational domain is a two-dimensional Cartesian structured mesh made of quadrilateral
cells with the focal plane located at the origin. The minimum axial (∆x) and radial (∆y) grid
spacings are set equal to 1 µm and 0.5 µm, respectively, and a power-law stretching is adopted in
the x and y directions in order to resolve the strong gradients in the focal region. Since the results
obtained with the 3T-NLTE and 2T-NLTE models are indistinguishable (see Section 8.3), for the
sake of computational time the reduced 2T-NLTE system of governing equations (2.18)-(2.21) in
axisymmetric form is considered in this Section. At the edges of the domain, boundary conditions
are enforced using ghost cells [114]: mirroring is imposed on the laser axis for ensuring symmetry,
and zero-gradient is applied on the left, right and top boundaries.
Figure 8.25: Schematic of the simulation set-up.
The laser beam propagates from left to right, as schematically reproduced in Figure 8.25, and
its intensity at the boundary (x = xb) is imposed as a function of input energy, temporal profile,
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beam radius at the focal point, beam diameter at the focusing lens, and focal length of the optical
system. The boundary distribution of intensity at the incoming boundary is assumed Gaussian
in the radial direction. The time evolution is also considered Gaussian for the single-mode laser
operation, while for the multi-mode cases the temporal history is fitted from the experimental
calculations [74] (in Section 8.4.2) or modeled as a Gaussian with a high beating-mode frequency
(fbm) (in Section 8.4.3):















where the standard deviations (σy, στ ), the laser FWHM temporal period (τ), and I0 are input
parameters that are functions of the laser temporal history, input energy, and geometry of the opti-
cal system (e.g., determined from experimental measurements). Details about the implementation
of the flux-tube formulation for the laser beam propagation can be found in Chapter 7. For the
initial conditions, the flowfield is initialized as quiescent, at equilibrium with specified temperature
and pressure.
8.4.2 Model Validation
This Section discusses the model validation for the temporal operating mode (i.e., multi-mode-
beating pulse) through comparison with experiments performed by Nishihara et al. [74] for dis-
charges in atmospheric ambient air at different laser input energies.
The temporal laser history has been fitted from the experimentally calculated waveform in the
multi-mode case from [74] (Figure 3(b) in the aforementioned work by Nishihara et al.), as can be
observed in Figure 8.26 for the laser normalized intensity.
We compare the absorbed energy (as a fraction of the input energy) predicted by the non-
equilibrium LIB model with the non-transmitted energy measured in [74] for the multi-mode λ =
532 nm laser with focal length 100 mm. The beam width at the focal point and diameter of the
optical system at the focusing lens are wf = 7.3 µm and D = 9.8 mm, respectively. It is worth
mentioning that wf is within the prediction of Nishihara et al. in [74], where in the absence of fluid
expansion they predicted a focal radius of 10 µm, with this value being an over-estimate based on
the razor edge method (as reported in [74] itself and in [224]). The background initial conditions
112











Figure 8.26: Temporal history of the laser normalized intensity.
are for equilibrium quiescent air at 288 K and 101 325 Pa. The simulation predicts an absorbed
energy that is within the uncertainty of the experimental measurements, as reported in Figure
8.27.
The gas mixture is initially transparent to the electromagnetic laser radiation, and the first
plasma kernel is formed at the focal point upon energy absorption via MPI. The so-formed priming
electrons trigger the cascade ionization and the plasma becomes opaque. The electrons become
very energetic as a result of energy absorption via IB, and the free-electron-vibronic temperature
Tve increases abruptly. A double lobes structure is formed, with a rear lobe that grows backward
to the left (moving up the laser beam) and a front lobe that grows to the right (moving away from
the laser source). More details about the breakdown mechanism and the forward and backward
plasma waves dynamics are presented in Section 8.2.
With the laser operating in a multi-mode beating fashion (as explained in Section 8.4.1), local
inhomogeneities are observed in the formation of the plasma kernels, compatibly with experiments
from Nishihara et al. [74]. This is shown in Figure 8.29, where the mole fraction of free-electrons
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Figure 8.27: Percentage of predicted absorbed energy compared with experiments [74].
and their temperature are reported at different times during the breakdown. Moreover, Figure
8.28 shows the maximum value of electron number density for the three cases investigated, and the
periodic structure can also be observed here. An analysis of Figure 8.28 suggests that the periodic
structures are functions of the mode-beating frequency, with the inhomogeneities being formed at
each peak of the laser power. This hypothesis is investigated in Section 8.4.3.
Figure 8.30 reports the evolution of the plasma boundaries along the laser axis, where the
plasma edge is established at the peak location of the gradient of electron mole fraction Xe− . The
x − t diagrams for the cases investigated are in good agreement with the experiments from [74]
(3σ bounds are shown for the observations).1 Figure 8.31 compares the emission images generated
from simulations with the corresponding experimental results after the energy coupling.
The discrepancy is thought to be primarily associated with the uncertainty on measuring the
breakdown location, that Nishihara et al. [74] quantify for the multi-mode cases with a distribution
1The x− t diagram shows the growth of the plasma boundaries along the laser axis (rear lobe moving toward the
left and front lobe moving toward the right) as a function of time, with the time origin being on the top of the verical
axis (i.e., time inreases top-to-bottom), and the focal point being at x = 0 mm.
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Figure 8.28: Maximum value of electron number density during the multi-mode discharge.
function that stretches along the axial direction of about 0.4 mm (having the most probable value
near the focal point). Moreover, some laser parameters cannot be easily determined with measure-
ments from experiments, and a systematic uncertainty is intrinsically associated with them. In
order to assess the effect on the results, we propagated the uncertainties on laser focal radius (by
considering its over estimate based on the razor edge method reported by Nishihara et al. [74],
rf = 10 µm), and laser focal length (by simulating a 20% uncertainty, f = 80 mm). The results in
terms of percentage of energy absorbed, evolution of the plasma boundaries along the laser axis,
and plasma emission at the end of the pulse are reported in Figures 8.32 and 8.34.
8.4.3 Parametric study
The results in Section 8.4.2 have shown that the non-equilibrium model is able to reproduce the
formation of the two-lobe structure with the periodic scattered spots, as also observed in the
experiments [74]. In the present section we investigate and explain these features.













































Figure 8.30: Temporal evolution of plasma boundaries compared with experiments from [74] for
the input pulse energies of: (a) 30 mJ, (b) 60 mJ , and (c) 100 mJ.
75 mm, beam width at the focal point wf = 7.3 µm, and diameter of the optical system at the
focusing lens D = 9.8 mm. The selected temporal parameters (see Equation (8.3)) for the multi-
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Figure 8.31: Time integrated plasma emission images at the end of the pulse: numerical simula-
tions (top), experiments (bottom).

















Figure 8.32: Percentage of predicted absorbed energy (with upper-bound of focal radius and 20%
forward propagated uncertainty on focal length) compared with experiments [74].
mode pulse are: τ = 6.5 ns, with a dominant mode-beating frequency (fbm) of 250 MHz, 500 MHz,
750 MHz, 1000 MHz, 1500 MHz, and 2000 MHz, and amplitude Abm = 0.5. The complete list of



































Figure 8.33: Temporal evolution of plasma boundaries (with upper-bound of focal radius and
20% forward propagated uncertainty on focal length) compared with experiments from [74] for the
input pulse energies of: (a) 30 mJ, (b) 60 mJ , and (c) 100 mJ.
1 mm 1 mm1 mm1 m
60 mJ 100 mJ
Figure 8.34: Time integrated plasma emission images at the end of the pulse: numerical simula-
tions (with upper-bound of focal radius and 20% forward propagated uncertainty on focal length)
(top), experiments (bottom).
BM-2, and BM-4 is reported in Figure 8.35 for the normalized laser intensity.
The energy absorbed from the laser in the cases BM-0 through BM-6 is reported in Figure 8.36,
where it is shown that a mode-beating laser operating fashion is associated with more energy being
deposited when compared with the equivalent single-mode laser pulse (≈ 2−3% difference). This is
thought to be due to a slightly higher local laser intensity associated with the multi-mode lasers (for
the same input energy); a greater intensity, in fact, increases the value of absorption coefficients for
both IB and MPI [177], allowing for a larger fraction of the laser energy to be absorbed. Moreover,
the energy deposition is maximized for case BM-2, with the fractional absorptivity being ≈ 0.5%
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Case fbm [MHz] Abm [#] Ta [K] pa [Pa]
BM-0 0 0 288 101 325
BM-1 250 0.5 288 101 325
BM-2 500 0.5 288 101 325
BM-3 750 0.5 288 101 325
BM-4 1000 0.5 288 101 325
BM-5 1500 0.5 288 101 325
BM-6 2000 0.5 288 101 325
Table 8.2: Case name, input energy, temporal FWHM, laser wavelength, mode-beating frequency,
mode-beating amplitude, ambient temperature and pressure.
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Figure 8.35: Temporal history of the laser normalized intensity for cases BM-0 (black), BM-2
(red), and BM-4 (blue) of Table 8.2.
higher than cases BM-4, BM-5, and BM-6.
The LIB model for case BM-2 also predicts a more elongated front lobe of the plasma struc-
ture when compared with cases BM-4 and BM-6, as reported in Figure 8.37 for the free-electron
temperature at 10 ns, and for the plasma boundary evolution in the x− t diagram. In general, the
multi-mode laser pulses are associated with a more elongated plasma structure, when compared
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Figure 8.36: Absorbed energy as a function of mode-beating pulse for cases BM-0 (fbm = 0 MHz),
BM-1 (fbm = 250 MHz), BM-2 (fbm = 500 MHz), BM-3 (fbm = 750 MHz), BM-4 (fbm =
1000 MHz), BM-5 (fbm = 1500 MHz), BM-6 (fbm = 2000 MHz).






























Figure 8.37: Free-electron temperature along the laser axis for cases BM-0, BM-2, BM-4, and
BM-6 at 10 ns (left); x− t diagram of plasma boundary evolution along the laser axis (right); solid
lines are rear lobe and broken lines are front lobe.
with case BM-0 (i.e., single-mode); the rear lobe (on the left in the simulation domain), in fact,
grows more rapidly for cases BM-2, BM-4, and BM-6 compared with case BM-0 (as can be observed
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on the solid lines in the right image of Figure 8.37), while the rear lobe (on the right boundary of
the simulation domain) appears moving with the same speed for cases BM-0, BM-4, and BM-6 and
more rapidly for case BM-2 (as can be observed on the broken lines in the right image of Figure
8.37). This is consistent with the results on the percentage of laser energy being absorbed (see
Figure 8.36), and it is thought to be associated with the combined effect of radiation attenuation,
plasma radial/axial expansion, and the IB absorption coefficient being a non-monotonic function
of the free-electron temperature [177]. In fact, once the priming free-electrons start absorbing the
incoming collimated radiation, the multi-mode local peaks of the laser intensity drive a more effi-
cient breakdown mechanism at the beginning of the discharge (i.e., larger MPI and IB absorption
coefficients), resulting in a large fraction of laser energy being deposited each time the laser power
rises.
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Figure 8.38: Temporal history (0 ns ≤ t ≤ 3.5 ns) of the laser normalized intensity for cases BM-0
(black), BM-2 (red), BM-4 (blue), and BM-6 (yellow) of Table 8.2.
Figure 8.38 shows a temporal zoom for the normalized laser intensity in the interval 0 ns ≤ t ≤
3.5 ns, and the corresponding free-electron temperatures along the laser axis is reported in Figure
































































































Figure 8.39: Free-electron temperature along the laser axis for cases BM-0, BM-2, BM-4, and
BM-6 at 0.5 ns ≤ t ≤ 3.0 ns.
deposition for case BM-2 (i.e., Iλ/I0 is overall larger) and, as a result, the associated free-electron
temperature is maximized (see top images of Figure 8.39). In the time interval 1 ns ≤ t ≤ 1.5 ns the
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laser intensity of case BM-4 (blue in Figure 8.38) globally carries more radiative energy compared
with the other cases, while for case BM-6 (yellow in Figure 8.38) the time history completes one
period of the high-frequency beating mode; as a result, the free-electron temperature of case BM-4
rises sharply (see center left image of Figure 8.39). Marching forward in time, during the interval
1.5 ns ≤ t ≤ 2.0 ns case BM-6 completes another period of the high-frequency beating mode, while
cases BM-2 and BM-4 are in the low power wave of their respective time histories. As a result, the
free-electron temperature of case BM-6 increases abruptly (see center right image of Figure 8.39).
Finally, during 2 ns ≤ t ≤ 3 ns case BM-2 shows again the more favorable conditions for energy
deposition, and in turn the associated free-electron temperature sharply rises again (see bottom
images of Figure 8.39).
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Figure 8.40: Pressure distribution along laser axis (left) and radial density distribution (right)
at 5 ns.
At around 5 ns, the large increase of pressure (see left Figure 8.40) associated with the absorbed
laser energy generates a strong gas-dynamic shock, as can be observed from the radial density
distribution reported in Figure 8.40 (right). The sudden expansion is stronger for case BM-2, since
the gradients in the field quantities are larger compared with cases BM-0, BM-4, and BM-6. This,
together with the low power wave of the laser temporal history for case BM-2 during the interval
5 ns ≤ t ≤ 6 ns (see Figure 8.41), prevents the free-electron temperature to rise again (i.e., the
sudden expansion compensates for the IB energy absorption), as can be observed in Figure 8.42
(top right). In turn, a larger fraction of the laser optical radiation is able to get past the plasma
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Figure 8.41: Temporal history (3.5 ns ≤ t ≤ 7.5 ns) of the laser normalized intensity for cases
BM-0 (black), BM-2 (red), BM-4 (blue), and BM-6 (yellow) of Table 8.2.
rear lobe and be absorbed by the front lobe. The same does not happen for cases BM-4, and BM-6,
since in the same time interval at least one new peak of the laser intensity temporal history (two
peaks for case BM-6, see Figure 8.41) deposits enough energy to sustain the growth of the rear
lobe (see Figure 8.42 center and bottom right), and consequently, radiation attenuation precludes
the laser energy from being efficiently deposited in the front lobe.
Local inhomogeneities due to the formation of the periodic plasma kernels are observed in all
the multi-mode cases BM-1 through BM-6. Both the contour of the electron mole fraction for cases
BM-2 and BM-4 (shown in Figure 8.43) and the maximum values of free-electron temperature and
electron number density (shown in Figure 8.44 and in Figure 8.45, respectively) suggest that the
distance between the scattered spots is a function of the modulating frequency. In particular, each
peak in electron number density is predicted to be formed with a frequency of ≈ 2 ns for case
BM-2, ≈ 1 ns for case BM-4, and ≈ 0.5 ns for case BM-6, as reported in Figure 8.45. Those values
correspond to the inverse of the mode-beating frequencies of the analogous cases: 500 MHz for case


































































































Figure 8.42: Pressure (left) and free-electron temperature (right) along the laser axis for cases
BM-2 (top), BM-4 (center), and BM-6 (bottom).
The breakdown mechanism behind the onset and dynamics of the periodic structures of plasma









Figure 8.43: Electron mole fraction for cases BM-2 (left) and BM-4 (right).
MPI and ionization by electron impact (IE), and the plasma wave is supported by laser radiation
as a result of energy being deposited via IB interactions (that compensate for the energy lost by
free-electrons in IE reactions), as explained in Section 8.2.
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Figure 8.44: Maximum value of free-electron temperature during the multi-mode discharge.


































































Figure 8.45: Maximum value of electron number density (top) and x − t diagram of plasma
boundary evolution along the laser axis (bottom) for cases BM-2 (left), BM-4 (center), and BM-6
(right).
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8.5 Effects of dual-pulse set-up on the energy deposition
In combustion applications, laser energy deposition provides advantages compared to traditional
electrical spark ignition (such as freedom in positioning the ignition source, decrease in the lean
flamability limit, and lack of quenching from electrodes) [33, 34]. However, effectiveness can be
dimished by the formation of strong blast waves, which can carry away significant energy [35] which
could otherwise be used to serve the objectives of the application. Dual-pulse energy deposition
is an alternative. Decoupling the initial ionization (by means of a first UV laser) from the main
energy deposition (using a second NIR discharge) improves control of the electron temperature,
electron number density, and size of the plasma kernel [32, 33, 34].
A main goal of the present Section is to apply the physics-based model presented in Chapter
2 to discharges in quiescent air and pure oxygen under dual-pulse nano-second set-up for the
investigation of the effectiveness of this approach (as an alternative to single laser discharges) for
controlling electron temperature and size of the plasma kernel.
8.5.1 Simulation Set-up and Model Validation
The simulation domain is discretized by a two-dimensional quadrilateral Cartesian structured mesh
(as per Figures 8.4 and 8.25). It is initialized with quiescent gas at the prescribed temperature and
pressure for the scenarios considered. Since the results obtained with the 3T-NLTE and 2T-NLTE
models are indistinguishable (see Section 8.3), for the sake of computational time the reduced
2T-NLTE system of governing equations (2.18)-(2.21) in axisymmetric form is considered in this
Section. In all simulations, the laser beam travels in the positive x direction (left to right), starting
from the corresponding prescribed boundary distribution of incoming radiation for the selected focal
length. Gaussian spatial and temporal intensity distributions are assumed. The first pre-ionizing
UV pulse is focused at (xf,UV, yf,UV). The following NIR pulse is focused at (xf,NIR, yf,NIR). Both
lasers have focal radius (rf ), focal length (f), beam diameter at the focusing lens (D), and a
temporal FWHM that varies depending on the scenario. Boundary conditions are implemented
using ghost cells [114]. On the axis, symmetry is imposed via mirroring. Finally, zero-gradient is
applied on the left, right and top boundaries (see Figures 8.4 and 8.25).
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Figure 8.46: Comparison between predicted maximum heavy-particle temperature Th with ex-
periments in air [112].
To further validate the adopted model for a dual-pulse laser configuration, we compare with
the experiments of Butte et al. [112]. These are in quiescent air (T = 298 K, p = 1 atm). A UV
pulse (λ = 266 nm, FWHM = 7 ns) with energy 20 mJ, is followed by a NIR pulse (λ = 1064 nm,
FWHM = 10 ns) with energy 40 mJ. These are focused at the same point with a delay of 15 ns
between them.
At the end of the first pre-ionizing UV discharge, the maximum temperature of free-electrons
and heavy-particles is around 35 000 K, and approximately 35% of the input energy is absorbed.
In the second NIR discharge, around 68.5% of the 40 mJ is absorbed. Figure 8.46 compares the
predicted maximum value of the heavy-particle temperature with experiments. The LIB model is in
fair agreement with the experiments and slightly over-predicts the value of Th in the post-discharge
phase. This is thought to be due to the absence of plasma emission and re-absorption. We already
have shown that these can cause modest energy loss and a concomitant decrease of temperature
(see Section 8.1.5). We omit these effects here for simplicity. With significant empiricism, the
model does match the data sufficiently closely.
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8.5.2 Effects of spatial and temporal off-setting
For all cases considered, the pre-ionizing UV pulse is focused at (xf,UV, yf,UV) = (0, 0) mm. Then,
after a 15 ns delay (between peaks) the NIR pulse is focused at yf,NIR = 0mm and three axial
locations: (i) L xf,NIR = −2 mm, (ii) C xf,NIR = 0 mm, and (iii) R xf,NIR = 2 mm (see Figure
8.47). Both lasers are assumed to have a beam waist of 20 µm, a focal length of 100 mm, a beam
diameter at the focusing lens of 10 mm, and a time profile with FWHM of 10 ns. The wavelengths
and energies are the same as those of Section 8.5.1. Two additional cases have been considered with
only the NIR laser, with energies of 60 mJ (case DP-0) and 40 mJ (case DP-1). Case DP-1 matches
the NIR pulse of the L, C, and R dual-pulse cases. The case DP-0 energy is the sum of the UV
and NIR input energies of dual-pulse cases L, C and R. The initial condition is quiescent molecular
Oxygen at pressure 100 000 Pa and temperature 300 K. Table 8.3 summarizes all cases studied
presently. The remainder of this Section discusses the laser-induced plasma dynamics during the
discharge.
Case Ein,UV [mJ] xf,UV [mm] Ein,NIR [mJ] xf,NIR [mm]
DP-0 n/a n/a 60 0
DP-1 n/a n/a 40 0
L 20 0 40 −2
C 20 0 40 0
R 20 0 40 2
Table 8.3: Energy and focus offsets for the cases simulated.
Plasma kernel distribution. UV-laser generated plasma is symmetrically elongated and thicker
before and after the narrow focus point (Figure 8.48) with peak temperature ≈ 100 000 K. The
plasma core is strongly ionized with maximum pressure ≈ 200 atm. It absorbs 29.67 % of the 20 mJ
beam energy.
The following NIR pulse focuses onto this ionized mixture. The absorbed energy for the three
different focal points is reported in Table 8.4. The LIB model predicts lower absorption for both
the L and R cases, which is expected since, for case C, the beam is most intense in the more ionized
region, whereas for cases L and R a large part of the focal region extends beyond the pre-ionized gas
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Figure 8.47: Dual-pulse configuration schematics: top temporal shift of UV and NIR pulses,
bottom spatial locations and related shifts of focal point for the NIR pulse (the UV pulse is focused
at the origin).
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Case Eabs,NIR [%] Tve, max [K] pmax [atm] ne, max [m
−3]
DP-1 68.79 453 900 11 260 3.94× 1026
L 75.14 453 500 15 400 4.73× 1026
C 83.99 248 200 4300 2.36× 1026
R 79.31 429 700 10 200 3.97× 1026
Table 8.4: NIR pulse: absorbed energy and maximum values of vibronic temperature, pressure
and free-electron number density.
(see Figure 8.48). The continuum absorption coefficient increases with the square of the number
density of free-electrons, which enhances absorption. The model also predicts greater absorption
for case R compared to case L. This is also expected since, for case L, the portion of the NIR beam
preceding the focal point focuses on a weakly ionized medium, where absorption is small.
Case Eabs,TOT [%] Lx [mm] V [mm
3]
DP-0 81.34 2.77 0.2308
DP-1 68.79 2.18 0.1568
L 58.26 6.04 0.3214
C 64.17 5.49 0.3097
R 61.05 5.78 0.3477
Table 8.5: NIR pulses (cases DP-0 and DP-1) and dual-pulses (cases L, C and R): total absorbed
energy, axial extension and volume of the plasma kernel at the end of the pulse.
By the end of the discharges, the plasma kernel is notably asymmetric for cases L through R
as seen in the images in Figure 8.49 and in the one-dimensional profiles along the laser/optical
axis in Figure 8.50. Cases L and C are similar, with an energetic rear lobe (toward the left in the
simulation domain) and a weaker front wave (on the right). Case R generates a different plasma
structure, with an inverted distribution of the energy between the fore and aft lobes.
Hydrodynamics. The axial velocity for the first pulse is smooth and directed outwardly at the
beginning, then, as soon as the two-lobe structure forms, the peak pressure shifts from the focal
point to the plasma waves due to the laser energy deposition dynamics. This drives a velocity back
to the nominal focal point. The NIR laser encounters this complex structure, at the time when
these two higher-pressure regions of the kernel are pushing the plasma inward.
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Figure 8.48: Plasma kernel created by the pre-ionizing UV pulse at t = 15 ns: (a) mole fraction
of free-electrons Xe− , and (b) vibronic temperature Tve.
Figure 8.49: Vibronic temperature Tve at t = 40 ns: (a) case L, (b) case C, and (c) case R.
Figures 8.51 and 8.52 show the pressure and axial velocity along the laser axis at different times
for the three cases during the subsequent NIR pulse. For both case L and C, this mostly strengthens
the backward plasma wave. As a result, the rear lobe moves rapidly towards the laser source (on the
left) and the associated inward directed pressure gradient further accelerates the inward velocity,
pushing the hot plasma towards the original focus. The energy deposition for case R mostly occurs
in the front wave (on the right), and similarly its velocity inversion is enhanced, and the hot plasma
in this right lobe moves quickly towards the center. For case R, also the rear wave is excited since
this backward front blocks the incoming laser radiation; at the end of the discharge phase (i.e.,
at t = 40 ns), in fact, the pressure peak for case R is located on the rear lobe (as can be seen in
Figure 8.51(c)), while the temperature reaches its maximum in the front lobe (Figure 8.50). This is
related to the combined effect of radiation attenuation, plasma radial/axial expansion, and inward
motion of the hot plasma driven by the inward directed pressure gradient. While the front and
rear lobes expand radially (which decreases their pressure) and grow axially, both the blockage
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Figure 8.50: One-dimensional slices of vibronic temperature Tve at t = 40 ns.
area and the absorption path increase, leading to a large fraction of laser radiation being absorbed
before reaching the front lobe (on the far right). At the same time the large inward axial velocity
moves hot plasma to the focal plane (i.e., toward x = 0). This results in more total energy being
absorbed for case C when compared with cases L and R (as reported in Table 8.4). It also means
larger radiative heat-fluxes experienced locally by the rear lobe than by the front lobe for case L
and C throughout the entire discharge, and vice-versa for case R until the blockage area and the
absorption path increase enough to attenuate the radiation reaching the front lobe (i.e., t > 35 ns,
as shown in Figure 8.51(c)).
8.5.3 Comparison with single pulses
For comparison, cases DP-0 and DP-1 are also reported. For the dual-pulse configurations, the LIB
model predicts larger Tve (Figure 8.53) in cases L and R when the NIR focus coincides with the
core of the plasma lobes. Here concentration of free-electrons is highest. It is notable that case C
deposits the most energy but has lower temperatures than the other cases. The single equivalent-
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Figure 8.51: Pressure evolution along laser axis: (a) case L, (b) case C, and (c) case R.
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Figure 8.52: Axial velocity evolution along laser axis: (a) case L, (b) case C, and (c) case R.
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Figure 8.53: Maximum vibronic temperature Tve.
energy pulse of case DP-0 leads to higher Tve when compared with dual-pulse configurations, and
even the single case DP-1 NIR energy pulse leads to higher vibronic temperatures. Table 8.5
reports the axial extent and the volume of the plasma kernel for all the cases.2 The LIB model
predicts a more elongated and larger plasma kernel for the dual-pulses. For LIB-seeded ignition,
the control of electron temperature and size of the plasma kernel can moderate the strength of the
generated blast wave. These simulations show how the dual-pulse laser energy deposition might be
advantageous, as suggested in recent experimental investigations [33, 112].
2The plasma boundary is established at the peak location of the gradient of electron mole fraction Xe− .
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Chapter 9
LIB post-discharge and applications
The purpose of the present Chapter is to investigate the plasma kernel decay during the post-
breakdown phase, and to apply the self-consistent non-equilibrium LIB model to multi-physics
problems of engineering interest. Since the results obtained with the 3T-NLTE and 2T-NLTE
models are indistinguishable (see Section 8.3), for the sake of computational time the reduced
2T-NLTE system of governing equations (2.18)-(2.21) in axisymmetric form is considered in this
Chapter.
The remainder of the Chapter is structured as follows. Section 9.1 describes the shock dynamics
of the laser-generated blast wave. Section 9.2 presents the effects of spatial offsetting of the two
lasers (UV plus NIR) used in a dual-pulse set-up (see Section 8.5) on plasma kernel evolution and
decay. Finally, Section 9.3 shows the application of the LIB model to flow control around a blunt
body and a double cone.
9.1 Post-breakdown laser-generated blast wave
For additional validation of the LIB model in the post-discharge phase, we also simulated a 50 mJ
single-mode laser input case in atmospheric air (p = 101 325 Pa, T = 288 K) at λ = 532 nm, focal
length 35 mm, focal radius 7.3 µm, beam diameter at the focusing lens 6.3 mm, and laser temporal
FWHM τ = 6.3 ns.1
As a result of laser-energy being deposited, sharp temperature and pressure gradients develop
within the plasma kernel. Those gradients generate fluid motion, and the internal energy of the
gas-plasma is transformed into kinetic energy [81]. A shock wave is formed during the nano-second
time scale, as can be seen from Figure 9.1; the high temperature plasma kernel rapidly propagates
1Experiment conducted at University of Illinois at Urbana-Champaign [36, 115].
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radially, expanding away from the focal region. The structure exhibits an elongated shape and
the shock is stronger in the radial direction.2 While, at the beginning, the density at the shock
boundary increases, the density in the plasma core decreases (to conserve mass behind the shock
front [81]). At later times, during the radial growth of the laser-generated blast-wave, the density
at the shock front decreases and, concurrently, density at the core increases. As time progresses,
the shock front becomes spherical, as reported in Figure 9.2, and then it vanishes in a sound wave.
The shock diameter evolution as a function of time is reported and compared with experiments in
Figures 9.3 and 9.4.
Figure 9.1: Early post-discharge 2D profiles for 50 mJ energy input.
2This is related to the imbalance in laser deposition; the asymmetry, typical of early times, disappears while the
shock front expands into the surrounding gas.
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Figure 9.2: Late post-discharge 2D profiles for 50 mJ energy input.
As the blast wave and the plasma kernel grow outwardly, the plasma core cools down. The laser-
generated shock wave separates from the plasma core at times t > 0.5 µs, as can be observed from
the gradient of density profiles in Figure 9.2 where the gradient map shows two distinct boundaries:
an external one representing the shock and an internal one portraying the edges of the plasma kernel.
This shows that the plasma kernel and the blast wave move with comparable velocities at early
times (see the gradient of density profiles in Figure 9.1), but then the expanding shock increasingly
becomes spherical while detaching from the hot core. The core, on the other hand, becomes more
and more asymmetric after the decoupling, with the deformation being associated with the plasma
fronts collapsing inwardly (see Chapter 8 and Section 9.2 for more details).
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Figure 9.3: Post-discharge shock horizontal location for single-mode 50 mJ laser.

























Figure 9.4: Post-discharge shock vertical location for single-mode 50 mJ laser.
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9.2 Effects of dual-pulse set-up on the plasma core decay
In this Section, the effect on plasma kernel evolution and decay of the spatial offsetting of the two
lasers (UV plus NIR) used in a dual-pulse approach (see Table 8.3 in Section 8.5) is presented.
9.2.1 Shock dynamics
After the pulses, the plasma evolves. A shock wave grows radially, approaches a spherical shape,
and eventually decays to be an approximately acoustic wave after tens of microseconds.













Figure 9.5: Maximum pressure p in the early post-discharge phase.
The initial shock starts near the complex boundary of the kernel, as shown in Figure 9.12. In all
cases the backward lobe has a larger radial size. The region around the focal plane is characterized
by a large pressure and temperature values, due to combined action of the two inward moving
plasma fronts. This can also be observed in the early post-discharge velocity profiles in Figure 9.13.
The maximum pressure decays rapidly in the first few hundred of nanoseconds, with pmax reaching
the value of ≈ 8 atm for all cases by t ≈ 1 µs, as shown in Figure 9.5.
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Figure 9.6: Maximum heavy-particle temperature Th.
As the blast wave propagates, it approaches a spherical shape, as can be observed in Figure 9.19.
Although the pressure and shock dynamics appear to be similar for the three cases, the decay of
the plasma core is different. For cases L and C the strong right-moving velocity front penetrates
into the front lobe, whereas for case R the strong-front left-moving lobe slightly takes over. The
temperature profile evolution in Figure 9.7 shows that during the decay the front and rear lobes are
still distinct for cases L and C, with the stronger and hotter rear lobe expanding radially quicker
and, in turn, decreasing its temperature more rapidly. In contrast, the decay of the plasma core for
case R is more complex, where the stronger front lobe appears to contain two separate centers of
expansion, whereas the weaker rear lobe behaves as a single center of expansion. Figure 9.6 shows
the value of the maximum temperature of heavy-particles during the post-discharge phase. In all
cases Th decays very rapidly and drops below 10 000 K after ≈ 7 µs.
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Figure 9.7: Post-discharge evolution of heavy-particle temperature Th: case L (left), case C
(center), and case R (right).
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Figure 9.8: Maximum of absolute value of baroclinic torque for case L during the discharge.













Figure 9.9: Maximum of absolute value of baroclinic torque in the early post-discharge phase for
cases L, C, R.
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Figure 9.10: Maximum vorticity clockwise (CW) and counter-clockwise (CCW) for case L during
the discharge.
9.2.2 Vortex structures
Vortex structures form at different times by different mechanisms [81, 83]. During the early post-
discharge phase (t < 500 ns) the non-equilibrium gas is still strongly ionized, with a mole fraction
of electrons of Xe− = 0.8 (which persists with Xe− > 0.4 up to t ≈ 4 µs). The main source of
vorticity in the early post-discharge phase is the baroclinic torque [81, 83] t = (∇ρ×∇p)/ρ2 due to
misalignment between the radial density gradient (due to the sudden expansion) and the pressure
gradient generated by the laser energy deposition. It is maximum at the boundaries and at the
edges of the plasma kernel. Figures 9.8 and 9.9 show the maximum value of the baroclinic torque
up to t < 500 ns, whereas the maximum vorticity (i.e., ωφ,max = (∇ × u)φ,max) is reported in
Figures 9.10 and 9.11.
Vorticity is higher at early times for cases L and R compared to case C. The more energetic rear
and front lobes (for case L and case R, respectively) are characterized by stronger gradients and,
in turn, by a stronger baroclinic production. As the plasma kernel expands radially, the baroclinic
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Figure 9.11: Maximum of absolute value of vorticity in the early post-discharge phase for cases
L, C, R.
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Figure 9.12: Evolution of pressure distribution during the post-discharge phase: case L (left),
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Figure 9.13: Evolution of velocity magnitude during the post-discharge phase: case L (left), case


















Figure 9.14: Post-discharge production of vorticity at 40 ns, 60 ns, and 80 ns: baroclinic produc-
tion term (on top figures) is shown in comparison with the viscous term (on the mirrored bottom
figures) for case L at the selected times.
torque drops significantly, while the rear and front lobes move axially toward each other. This can
also be observed in Figure 9.14, where the baroclinic production of vorticity is compared with the
viscous contribution (i.e., |∇×(∇·τ/ρ)|φ,max) at early times for case L. Figures 9.15–9.17 show the
vorticity, velocity, and density and pressure fields and their gradients at t = 200 ns. The velocity
shows the strong rotation of the plasma and the formation of the velocity inversion that drives the
outermost plasma back to the focal point.
At later times, t > 500 ns, the effect of baroclinic torque diminishes substantially, with its
maximum value falling ≈ 3 orders of magnitude since the end of the NIR discharge, as the intensity
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of pressure and density gradients diminishes. Figure 9.18 shows the complex velocity field at 10 µs.
At these time-scales the vorticity generation is associated with both baroclinic production and
the collapse of the plasma core (i.e., with the reverse flow around the center of expansions, as
described above); the vorticity field appears more complex than a single toroidal vortex ring, with
the vorticity magnitude being larger in the vortexes closer to the plasma axis (as can be observed
from the streamlines reported in Figure 9.20).
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Figure 9.15: Post-discharge plasma kernel at t = 200 ns (case L): (a) vorticity, (b) velocity
magnitude, (c) density, (d) pressure, (e) density gradient, (f) pressure gradient. The arrows in the
velocity map denote the local direction of the flow, whereas those in the density and pressure maps
denote the direction of their gradients.
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Figure 9.16: Post-discharge plasma kernel at t = 200 ns (case C ): (a) vorticity, (b) velocity
magnitude, (c) density, (d) pressure, (e) density gradient, (f) pressure gradient. The arrows in the
velocity map denote the local direction of the flow, whereas those in the density and pressure maps
denote the direction of their gradients.
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Figure 9.17: Post-discharge plasma kernel at t = 200 ns (case R): (a) vorticity, (b) velocity
magnitude, (c) density, (d) pressure, (e) density gradient, (f) pressure gradient. The arrows in the
velocity map denote the local direction of the flow, whereas those in the density and pressure maps
denote the direction of their gradients.
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Figure 9.18: Velocity magnitude at 10 µs: case L (left), case C (center), and case R (right).












Figure 9.19: Post-discharge evolution of pressure: case L (left), case C (center), and case R
(right).
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Figure 9.20: Late post-discharge evolution of velocity magnitude with streamlines: case L (left),
case C (center), and case R (right).
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9.3 Flow control application
The model described in Chapter 2 is applied for controlling the flow around a spherical blunt
body (Section 9.3.1) and around a double cone (Section 9.3.2). For all the simulations, a single
laser pulse with period τ = 10 ns FWHM, input energy 283 mJ, and wavelength 532 nm has been
selected (values are taken from [225], with beam waist wf = 25 µm, focal length f = 100 mm, and
beam diameter at the focusing lens D = 10 mm). Boundary conditions are implemented using
ghost cells [114]. On the axis, symmetry is imposed via mirroring. Zero-gradient is applied on the
outlet boundary. No-slip isothermal wall is enforced on the blunt body and double cone surfaces.
Supersonic inlet is applied on the left boundary.
9.3.1 Blunt body
For this test-case, the geometry has been selected from [40, 225]. The blunt body is a sphere with
diameter 25.4 mm. The inlet conditions are taken from [40, 225], with free-stream Mach number
3.45. After the steady state is reached, a single laser pulse is focused at the distance of one radius
or one diameter upstream of the sphere. The wall temperature has been set equal to 250 K. Grid
convergence has been determined on the basis of the location of the shock stand-off distance at
steady state for the three grids g1-BB, g2-BB, and g3-BB, as reported in Table 9.1 and Figure
9.22 in comparison with literature [226]. The grid convergence for the laser energy deposition has
been inferred from the results presented in Chapter 8, and the grid gLIB-BB has been obtained by
further refining g3-BB to accommodate 1 µm spacing at the focal point.
Grid ξmax – ξmin [µm] η [µm] dx× dy LIB [µm×µm]
g1-BB 400 – 400 25 N.A.
g2-BB 200 – 200 5 N.A.
g3-BB 100 – 100 1 N.A.
gLIB-BB 50 – 1 1 1 × 1
Table 9.1: Grid name for blunt body test case, maximum and minimum dicretization along the
wall (ξ), dicretization perpendicular to the wall (η), discretization in the LIB focal point along
laser axis (dx) and perpendicular to it (dy).
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Figure 9.21: Grid convergence on shock stand-off distance as a function of minimum grid area at
the wall (ξmin × η). Percentage difference of stand-off distance with respect to gLIB-BB.
Steady state. The steady state Mach contour in Figure 9.22 shows that a detached bow shock
in front of the blunt body is formed, and its location is very well predicted in the entire domain
up to a convergence on the stand-off distance of ≈ 0.1% by the simulation with the grid g3-BB,
as shown in Figure 9.21. In order to achieve convergence also in the energy deposition, the focal
region has been refined up to a discretization dx× dy = 1 µm× 1 µm.
Laser discharge. The laser is focused one radius or one diameter upstream of the blunt body
after the steady state is reached. The vibronic temperature (Tve) during the discharge is reported
in Figure 9.23, and its maximum value reaches ≈ 250 000 K; the characteristic two lobes structure is
very well reproduced, with a plasma wave moving toward the laser source (on the left) and another
one moving in the opposite direction. The percentage of energy deposited is equal to ≈ 15% of
the laser input energy, which is consistent with the values predicted in Section 8 for discharges in
such low density/pressure air flows. The hot plasma region after the discharge (at t = 100 ns) has
a volume of ≈ 3.8 mm3, that is within the experimentally measured V0 = 3± 1 mm3 [40, 225].
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Post-discharge. After the discharge, in the post-breakdown phase, the hot plasma equilibrates
with the surrounding neutral gas while convecting into the blunt body bow-shock structure. The
results are qualitatively identical for the laser pulse focused one radius or one diameter upstream
























Figure 9.22: Steady state shock position from simulations compared with Billig [226] (left), and
steady state Mach contour (right).
Figure 9.24 shows the mole fraction of electrons in the post-discharge phase at 300 ns, 600 ns,
and 900 ns. It can be seen that early vortex structures are generated in the focal plane perpendicular
to the laser axis; as mentioned in Section 8.5, these structures are generated by an inversion of
the velocity field in the plasma kernels (both in the forward and backward lobes); this is related
to the large pressure gradients and the quick radial expansion that the plasma undergoes during
the first few hundred nano-seconds after the discharge, and this gives rise to the formation of the
characteristic third ring lobe at the focal plane. The results of the simulation clearly show that the
flow-field is severely altered due to the upstream energy addition. The hot plasma in the upstream
region expands radially deflecting the free-stream flow, and the blast wave moves toward the blunt
body.
Figures 9.27 and 9.28 show the normalized pressure and the gradient of density profiles in the
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Figure 9.23: Vibronic temperature in the discharge phase. Laser focused one radius upstream.
post-discharge phase. The blast wave starts interacting with the bow shock of the blunt body
at the time of ≈ 5 µs, with the perturbations reaching the sphere surface a few micro-seconds
later at around 7 µs. The laser-generated blast wave is weaker compared with the blunt body bow
shock. At ≈ 10 µs the blast wave penetrates the bow shock and starts reflecting from the wall.
At the same time, the hot core of the laser generated plasma starts interacting with the shock
structure of the blunt body. While penetrating the bow shock at 10 µs − 30 µs, the heated spot
generates a decrease of the local Mach number, resulting in a distortion of the bow shock; this is
observed in experiments and it is called the lensing effect [40, 225, 227]. During this deformation,
an expansion wave is transmitted to the surface of the blunt body, where the pressure is decreased
(as also seen in experiments [40]). Outside of the central part, on the contrary, the pressure peaks
in the surrounding of the reflection of the blast wave. At this point, the hot plasma still does not
interact with the wall of the sphere, and a re-circulation region is formed in front of the blunt
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body. As the time progresses, the convex bow shock triggered by the lens effect moves into the
free-stream (around 15 µs − 25 µs); this new structure starts interacting with the hot plasma, and
the Mach number gradually increases behind the laser-generated blast wave, producing an increase
in pressure behind the bow shock. The blast wave keeps moving toward the wall of the sphere,
together with the hot plasma and also the distorted bow shock (around 25 µs − 30 µs); the latter
is moving at a lower speed, due to the re-circulation region and the lensing effect. As a result, the
repeatedly reflected shock waves generated close to the wall join the reflected shock wave in the
central region in front of the sphere. The supersonic flow penetrates the shock structure in front of
the blunt body from the lateral part around the pressure peaks. These peaks decrease in magnitude
and move outward as the low pressure region at the center grows in volume. At the same time the
hot plasma starts spreading laterally. The central shock wave reflected by the wall generates an
increase of the pressure in front of the sphere (around 30 µs − 50 µs). The central pressure peak
reaches values higher than the steady state pressure before the laser energy deposition, as can be
observed in Figure 9.25. Finally, at later times after 50 µs, the pressure distribution at the wall and
in the shock layer gradually relaxes to the initial steady state profile, with the bow shock returning
to its initial location around 80 µs.
Figure 9.24: Electron mole fraction in the early post-discharge phase. Laser focused one radius
upstream.
The simulation results show that a momentary decrease of ≈ 40 % in the center-line surface
pressure was reached (as reported in Figure 9.25) as a result of depositing energy in front of the
blunt body. The interaction of the laser-generated hot plasma (and associated blast wave) with
the existing bow shock structure of the sphere caused the bow shock to momentary move upstream
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while an expansion fan propagates toward the wall. This demonstrates that laser energy addition
is an effective means for momentarily decreasing the surface pressure at supersonic flow conditions.
In turn, this also indicates that laser energy deposition technique should be further investigated
as a flow control strategy for attenuating the aerodynamic drag in supersonic/hypersonic flight.
These findings are consistent with the experimental evidence published in [40] for the same test-
case geometry, free-stream conditions, and laser set-up. It is worth mentioning that the simulation
reported in this Section differs from the experiment in the direction of the laser axis (i.e., parallel
to the free-stream here, and perpendicular to it in [40]).












t = 0 7 s
t = 10 7 s
t = 20 7 s
t = 50 7 s
Figure 9.25: Normalized pressure at the wall. θ = 90◦ is the top shoulder, and θ = 180◦ is the
stagnation point. Laser focused one radius upstream.
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t = 0 7 s
t = 20 7 s
t = 30 7 s
t = 60 7 s
Figure 9.26: Normalized pressure at the wall. θ = 90◦ is the top shoulder, and θ = 180◦ is the
stagnation point. Laser focused one diameter upstream.
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Figure 9.27: Normalized pressure in the post-discharge phase. Laser focused one radius upstream.
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10 µs 20 µs
25 µs 30 µs
35 µs 40 µs
Figure 9.29: Normalized pressure in the post-discharge phase. Laser focused one diameter up-
stream.
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For this test case, the geometry has been selected from [228, 229]. The double cone has a 25◦/55◦
shape, with an overall length of 193.68mm, as schematically reproduced in Figure 9.31.
Figure 9.31: Double cone schematic for the selected 25◦/55◦ set-up.
Steady state. The inlet conditions are those of Run 4 from [228, 229], that are taken from
the experiments performed in air at the LENS XX tunnel at the CUBRC, with free-stream Mach
number 12.82 (details of the LENS XX facility can be found in [230, 231]). The wall temperature has
been set equal to 300K. A second set of simulations was also performed with the inlet conditions
of Run 43 in air flow from [232]; details of the experimental facility for this second set of test cases
can be found in the aforementioned works and in [233]. For this double cone simulation the wall
temperature has been set equal to 296.2K (as specified in [232]).
Grid convergence has been determined for the Run 4 selected from [228, 229] on the basis of the




















Figure 9.32: Double cone (Run 4 from [61]): Mach number (left), Tve (center), and Th (right).
grids g1-DC, g2-DC, and g3-DC, as reported in Table 9.2 and Figure 9.34. For Run 43 the same
grid that passed the convergence test in Run 4 (i.e., g3-DC ) has been used. The grid convergence
for the laser energy deposition has been inferred from the results presented in Chapter 8, and the
grid gLIB-DC has been obtained by further refining g3-DC to accommodate 2 µm spacing at the
focal point.
Grid ξmax – ξmin [µm] η [µm] dx× dy LIB [µm×µm] N [#]
g1-DC 400 – 400 4 N.A. 40 000
g2-DC 200 – 200 2 N.A. 160 000
g3-DC 100 – 100 1 N.A. 640 000
gLIB-DC 400 – 10 1 2 × 2 800 000
Table 9.2: Grid name for double cone test case, maximum and minimum dicretization along the
wall (ξ), dicretization perpendicular to the wall (η), dicretization in the LIB focal point along laser
axis (dx) and perpendicular to it (dy), total number of grid points (N).






























Figure 9.33: Double cone (Run 4 from [61]): pressure (left) and gradient of pressure (right).
pressure profiles in Figures 9.32-9.33 show that hegel is able to reproduce the characteristic
complex structures associated with hypersonic flows over double cone geometries; from the gradient
of pressure and the pressure contours the interaction of the oblique shock with the separation
shock and the bow shock (leading to a triple point) is clearly distinct, together with the resulting
transmitted shock that impinges in the boundary layer at the intersection with the reattachment
shock. The two triple points turn out to be very close to each other for Run 4, and just spaced
0.15mm. The position of these structures is very well predicted in the entire domain up to a
convergence on the location of separation point, reattachment point, and triple point of ≈ 0.50%
by the simulation with the grid g3-DC, as shown in Figure 9.34. Figure 9.35 shows the value of
pressure at the wall (with x = 0 cm being the nose of the double cone) in comparison with the
experiments. The results for Run 43 are reported in Figures 9.36 and 9.37.3
Laser discharge. The effectiveness of laser energy deposition on the control of boundary-layer
growth and shock-wave/boundary-layer interaction has been examined with the selected geometry
3For this case a proper steady state was impossible to reach, given the unsteadiness in the supersonic jet down-
stream of the two triple points. Figure 9.36 shows instantaneous realizations, while Figure 9.37 reports the average















Figure 9.34: Double cone (Run 4 from [61]): grid convergence as a function of minimum grid























































Figure 9.37: Double cone (Run 43 from [232]): wall pressure.
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(double cone with 25◦/55◦) and with p = 100 kPa, T = 250 K, M = 6.3 as free-stream conditions
in equilibrium air. The same discretization that passed the convergence test in Run 4 (i.e., g3-DC )
has been used, and in order to better describe the laser energy deposition the focal region has been
refined up to a discretization of dx× dy = 2 µm× 2 µm at the focal point.
After the complex shock structures form as a result of the hypersonic flow impinging on the
wall, a pre-discharge time integration has been performed for t = 40 µs. After that, a laser beam
is focused 3 cm upstream of the vertex of the double cone. Figure 9.38 shows the free-electron
temperature during the breakdown phase, and Figure 9.39 reports the mole fraction of free-electrons
at 25 ns. The percentage of energy deposited is ≈ 86% of the laser input energy, which is consistent
with the values predicted in Section 8 for discharges in such background values of density and
pressure for air flows. The hot plasma region after the laser discharge (at t = 100 ns) has a volume
of ≈ 3.9 mm3.








Figure 9.39: Free-electron mole fraction at the end of the discharge phase (25 ns).
Post-discharge. After the discharge, in the post-breakdown phase, the hot plasma kernel moves
toward the double cone, while equilibrating with the surrounding neutral gas and expanding ra-
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dially. Figures 9.40 and 9.41 show the pressure profile during the post-discharge phase at 200 ns,
400 ns, and 800 ns, and the Mach contours at 1 µs, 2 µs, 4 µs, and 8 µs.
200 ns 400 ns 800 ns
p [Pa]
4.5⇥ 106 8.9⇥ 1061.0⇥ 105
4 cm
Figure 9.40: Pressure during the early post-discharge phase.
The hot plasma kernel enters the oblique shock of the double cone at around 12 µs, as reported
in Figure 9.44. When the laser-generated blast wave interacts with the oblique shock at the double
cone nose, the plasma kernel starts changing shape, as a result of a baroclinic torque induced by
the the misalignment between the density change across the laser-generated shock and the pressure
gradient across the oblique shock, as reported in Figure 9.43. In turn, the impinging high enthalpy
ellipsoidal structure becomes distorted, and its shape diverges in a vortex ring (also called thermal
ring in the literature), as also observed from experiments [58]. This thermal ring eventually reaches
the double cone surface, and in doing so it introduces disturbances in the boundary layer that in
turn becomes more resistant to transition against adverse pressure gradients, as also observed in
experiments [234]. Figure 9.44 shows the post-discharge phase, with the blast wave entering the
shock layer and perturbing the boundary layer. In the case of the single laser pulse interaction
simulated, the shock layer appears altered, with the laser-generated blast wave causing an increase
of the momentum density during its passage (see Figure 9.42). A fuller boundary layer is responsible
for slightly pushing the separation shock downstream, since the excited boundary layer is now more
robust against the adverse pressure, as also observed from experiments [58, 234]. Experiments on
high frequency repetitive laser energy deposition discharges have shown that the shock pattern can
be modified and the oscillation of both separation and reattachment shocks can be controlled in
such a way as to stabilize the shock system by suppressing the natural low-frequency unsteadiness
[58]. Moreover, experimental studies also show that laser pulse energy repetition can permanently
and substantially stabilize the flow structure by adjusting the position of the triple point to a
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Figure 9.41: Mach number during the post-discharge phase.
favorable location that is oscillation free [58].
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Figure 9.42: Momentum density during the post-discharge phase.
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Figure 9.43: Pressure (top) and density (bottom) at 18 µs. The arrows in the pressure and density
maps denote the direction of their gradients.
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Figure 9.44: Gradient of pressure during the post-discharge phase.
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Chapter 10
Concluding Remarks and Future
Directions
This Chapter consists of two sections. First, the results and main accomplishments obtained within
the effort of this thesis are summarized in Section 10.1. Then, a list of recommendations for future
studies is discussed in Section 10.2.
10.1 Concluding Remarks
A multi-scale, multi-physics non-equilibrium model for laser-plasma interaction has been developed
and thoroughly validated for the investigation of the main phenomena governing the breakdown
mechanism and the plasma kernel dynamics under the effect of focused optical radiation.
Non-equilibrium effects were described using a three-temperature fluid model. The space-time
evolution of the collimated beam was modeled based on a flux-tube formulation for the radiative
transfer equation. The flow governing equations were solved numerically using an implicit-explicit
(IMEX) second-order accurate Finite-Volume method. Laser-induced plasma simulations were
performed for nano-second length pulses for a range of ambient conditions (e.g., pressure) and
laser characteristics (e.g., input energy, wavelength). The experimental data do not provide a time-
history of the non-transmitted energy, hence the model was validation by comparing the predicted
absorbed energy at the end of the pulse with the measurements. In all the cases investigated in this
work, the absorbed energy was in good agreement with experiments. Even better agreement was
observed when including plasma emission and re-absorption by means of a diffusion approximation,
suggesting potential improvements for the physical model. The evolution of the plasma kernel was
then compared with experiments by looking at emission images. Simulations were able to correctly
predict the axial and radial sizes of the plasma and, more importantly, to reproduce the propagation
of the forward and backward plasma waves previously observed in experiments in air and Argon. A
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formation mechanism for the above waves was proposed by inspecting the free-electron production
terms due to multiphoton ionization (MPI) and ionization by electron impact (IE). The outcome of
the above analysis suggested that the waves are: (i) triggered by MPI which creates new priming
electrons in the cold undisturbed gas, (ii) sustained by energy deposition via inverse Bremsstrahlung
(IB) which compensates for energy losses experienced by free-electrons during cascade ionization,
and (iii) guided by both MPI and ionization by electron impact (IE). In the above mechanism, MPI
is the guiding process of the plasma waves. This is in opposition to the common view that considers
MPI important only at early times (e.g., around pico-second time-scales). Also, the strong radial
expansion experienced by the plasma prevents the former from becoming completely opaque to the
incoming radiation. This fact allows for the propagation of the forward wave without resorting to
plasma-lens effects invoked by other investigators.
Application to a multi-mode nano-second laser in quiescent ambient air at Ta = 288 K and
pa = 101 325 Pa has shown that the kernel formation and dynamics are strongly influenced by
the mode-beating pulse operating regime, as also observed experimentally, with the local periodic
microstructures originating during the peaks of the high mode-beating frequency.
Application to a dual-pulse configuration, consisting of an initial ultraviolet (UV) nano-second
pulse for pre-ionization purposes, followed by a time-shifted near-infrared (NIR) nano-second pulse
to deposit energy onto the pre-ionized mixture, was also considered. Simulations predict an in-
creased efficiency (in terms of energy deposition) and a larger size of the plasma kernel compared to
a single-pulse set-up. Moreover, the case where the two pulses have the same focal point results in
much lower temperatures compared to the cases where the focal point of the NIR pulse is shifted.
The results show that the dual-pulse approach is a viable alternative to single laser discharges for
controlling the electron temperature and the size of the plasma kernel. The post-discharge phase
which follows shows that spatial offsetting of the two pulses leads to significantly different plasma
kernel evolutions, confirming that the way in which the energy is deposited strongly affects the
kernel dynamics. Vorticity is generated in the flow at both short and long time scales via different
processes. At early times, baroclinic torque is the leading mechanism, while at later times vorticity
is mainly generated by the reverse flow in the plasma core that causes its collapse. Baroclinic
production was found to be a strong function of the laser deposition dynamics (i.e., of the spatial
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offsetting of the two nano-second pulses). As a result, this work shows that the dual pulse set-
up can be used effectively to control the vorticity generation process associated with laser energy
deposition (and, in turn, the plasma core decay); in fact the baroclinic production of vorticity is
associated with the plasma kernel’s dimensions and shape, and these can be tailored by shifting
the focusing of the UV and NIR pulses in space and time.
The numerical results presented in this thesis for LIB applications to flow control suggest that
the thermal spot can be used effectively for controlling the aerodynamic forces and the shock-
wave/boundary-layer interaction in supersonic/hypersonic flows over complex geometries (confirm-
ing the experimental evidences). Since we included self-consistently both the laser-induced break-
down chemical kinetics and the shock wave dynamics (without the assistance of a tuning parameter
and/or ad hoc simplifying assumptions inferred from the experiments), the computational frame-
work is able to handle complex multi-physics problems for predictive applications, enabling the
possibility of a simulation-based/physics-based engineering design of flow control via laser energy
deposition. The rapid growth of laser technology promises design of on-board laser systems for con-
trolling the boundary-layer separation to produce more favorable operating regimes in applications
such as supersonic/hypersonic engine intakes.
10.2 Recommendations for future studies
10.2.1 Physical and numerical modeling
The self-consistent non-equilibrium model for laser-plasma interaction developed and presented in
this thesis can be improved in several ways.
First of all, it is advisable to extend the LIB computational framework to 3D, since the
plasma kernel evolution and decay, with the associated vorticity generation, are inherently three-
dimensional phenomena. This represents a formidable challenge, especially from the computational
cost standpoint, since LIB multi-temperature, multi-species, multi-scale non-equilibrium calcula-
tions demand very fine grids to achieve spatial convergence of the solution. This issue could be
mitigated with the use of higher-order methods in hegel, such as Weighted Essentially Non-
Oscillatory (weno) reconstruction schemes. Preliminary results in this direction show advantages
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from using the weno 5th order scheme, when compared with the second order muscl recontruc-
tion, thanks to the faster convergence rate and the high accuracy achieved (especially for long
integration times, due to the low numerical dispersion and dissipation errors [235]).
Secondly, as highlighted in Section 6.3, the non-collimated part of the radiation field has been
neglected in the self-consistent model (since it is expected to play a minor role during the breakdown
onset and dynamics), and then included in a simplified manner by means of a heat conduction
approximation (see Section 8.1.5, where the non-collimated radiation has been included in the form
of a correction factor in the results of Figures 8.11 and 8.12). Simulation results have shown better
agreement with the experimental measurements when including plasma emission and re-absorption
by means of the aforementioned diffusion approximation, suggesting potential further developments
for the physical model. Future studies should focus on improving this component of the radiation
model by considering a rigorous solution of the 3D Radiative Transfer Equation (6.1). This too
represents a formidable challenge, since the radiation emission (by the high temperature plasma)
and re-absorption (by the surrounding cold layers of gas) is a 3D phenomenon, with photons emitted
(and re-absorbed) in the entire spectrum and in all the directions. In turn, the source terms for
the system of governing equations associated with this non-collimated component of the radiation
should be obtained upon solution of the monochromatic RTE in the entire spectrum (since this
part of the radiation is not monochromatic) and in the entire solid angle (since this component is
non-collimated).
Looking ahead, the radiation modeling could also be improved with the inclusion of scattering
and refraction phenomena, here neglected since they are expected to play a marginal role for
nano-second lasers in the selected regimes. The percentage of laser energy that is scattered by
the plasma kernel, for instance, is expected to be a few percent of the incoming laser energy [74]
(e.g., 3% scattering loss at 100 mJ) and it is possible that it vanishes at 30 mJ (with a smaller
plasma diameter). The source of scattering can be identified in all of Rayleigh, Thomson, and
Mie scattering. The scattering fraction is expected to be proportional to the laser intensity and
to the 6th power of the plasma kernel diameter, in first approximation [214]. Scattering processes
can be classified in two different categories: out-scattering of radiation away from the line of sight,
and in-scattering of radiation toward the line of sight (see Appendix B for more details). The
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former can be modeled similarly to the absorption process, while the latter collects and couples
components of radiation from all directions (and thus should be calculated by integration over
the entire solid angle). Concerning refractive effects, when the electron oscillation velocity reaches
values close to the speed of light, the index of refraction of the gas-plasma can change [11, 12, 22],
and if the laser power is high enough diffraction can be overcome. The Kerr effect characterizes
the dependence of the medium refractive index on the laser intensity. The spatial modulation of
the refractive index can produce a lensing effect that can cause a collapse of the beam before the
geometrical focal point (if the laser power exceeds a critical threshold [20, 21]). Ionization, on
the other hand, is a competing processes that generates free-electrons that modify the index of
refraction in the opposite direction of the Kerr effect. These highly non-linear optics phenomena
are neglected in the current work, since the laser power is several orders of magnitude lower than
the critical threshold, but they are expected to play a major role in the breakdown dynamics of
pico-second and femto-second lasers.
Finally, the results presented in this thesis have shown that for the selected set of nano-second
laser conditions the breakdown is accurately represented with a multi-temperature approach (see
Section 8.3). However, when considering different regimes (e.g., femto-second discharges and/or
higher laser intensities), more refined non-equilibrium models might be needed. For example, if the
radiation field is strong enough to distort the free-electron distribution function, the continuum
assumption might have to be relaxed for the electrons. In this case a full kinetic description is
needed for the free-electrons, and their mass flux (in the diffusion term) and source terms (right-
hand side of governing equations) have to be evaluated directly from the Boltzmann equation
(e.g., through spherical harmonic expansion) and can be parameterized as a function of the laser
radiation.
10.2.2 Potential applications to detonative propulsion
The self-consistent non-equilibrium model developed and presented in this thesis can be utilized
to study a wide range of problems. We introduced in Chapter 9 applications to flow control
over complex geometries in supersonic/hypersonic flights. Focusing of optical radiation can also
be employed in combustion, where the laser energy deposition provides advantages compared to
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traditional electrical spark ignition (see Section 1.2). The absence of tuning knobs and ad hoc
empirical parameters in our framework allows extrapolation of predictive capabilities in order to
be able to assess, quantitatively, the underlying physical mechanisms.
Pulse Detonation Combustors (PDCs, see Figure 10.1), for instance, are devices that in-
termittently generate detonation waves (i.e., supersonic combustion phenomena propagating at
2000 − 3000 ms−1 and composed of both shock waves and combustion waves) [236]. Since a pulse
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Figure 10.1: Axial symmetric Pulse Detonation Combustor schematic. Laser focused at the
origin, with laser source located on the right.
detonation cycle has higher theoretical thermal efficiency than other heat cycles (such as Bray-
ton and Humphrey), PDC has been expected to apply to various fields, such as attitude control
thrusters of rockets, reaction control systems of micro-satellites, small-sized engines for supersonic
flow, and shock wave generation at high repetition rates [30, 236, 237, 238, 239]. Since PDC gener-
ates one detonation wave every cycle, time and distance which are necessary for each phase should
be shortened so that generation of detonation waves will be more frequent in such a way that PDC
(by responding more quickly) can be both more controllable and smaller. In this context, laser
energy deposition is an interesting technique for controlling the deflagration-to-detonation transi-
tion (DDT).1 Preliminary results on quiescent stoichiometric C2H4 +O2 and H2 +O2 at standard
1After ignition, laminar flame propagates, and because of burned gas expansion, a compression wave will form
before the laminar flame. This, in turn, generates increased temperature, pressure, and velocity of the unburned gas.
Concurrently, the unburned gas flow increases the flame front velocity and area, triggering an amplification of the
burning velocity. Because of higher burning rates, the heat released per unit time by the flame also increases, and
new compression waves are formed. This cycle turns a laminar flame into a turbulent one, and the temperature and
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temperature and pressure initial conditions (Tin = 300 K and pin = 101 325 Pa) with a 200 mJ
laser at 532 nm show that hegel is able to reproduce this complex mechanism in a cylindrical
PDC having radius 5 mm. For poly-atomic molecules: (i) thermodynamic properties have been
modeled with the rigid-rotor and harmonic-oscillator assumptions, taking into account that those
particles have multiple ways of rotating and vibrating (see Refs. [95, 198] for more details), and
data for evaluating the thermodynamic functions are taken from [134, 135, 136, 190]; (ii) transport
properties have been evaluated through collision integrals computed using a Lennard-Jones poten-
tial (for neutral-neutral interaction), a polarization potential (for neutral-charged interaction), and
a screened Coulomb potential (for charged-charged interaction), with momentum transfer cross-
sections taken from Shirai et al. [240]; (iii) collisional kinetic processes are evaluated with data
taken from Park [161], Itikawa [162, 163], Lopez [164], Lennon [165], Yoon [166], Kim [167], Hwang
[168], Balakrishnan [169], Alamo [170], and Janev [171, 172, 173], and they are summarized in
Tables A.1, A.2, and A.3 of Appendix A (where the Arrhenius Law fitting parameters to evalu-
ate the forward rate coefficients, kf , are also reported, and the backward rate coefficients, kb, are
obtained based on micro-reversibility). Figure 10.2 shows the position of the shock front (facing
the laser source) as a function of time for the C2H4 + O2 (left) and H2 + O2 (right) mixtures.
Hydrogen-Oxygen combustion presents an inflection point for the shock front position, where the
front speed increase is presumably associated with transitioning from deflagration to detonation.
More preliminary results are shown in Appendix C. The self-consistent inclusion of laser-induced
breakdown phenomena, non-equilibrium chemical kinetics, and shock wave dynamics (without the
assistance of any tuning knobs and/or simplifying empirical parameter) allows for physics-based
predictive design, given high-level requirements on specific impulses and exhaust velocities, of op-
timal PDCs with laser energy deposition (e.g., through dual-pulse set-ups) used for controlling the
deflagration-to-detonation transition.
pressure increase leads to local formation of explosions. Shock waves and chemical reaction triggered by the local
explosion combine together and propagate, forming a detonation wave [236].
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Figure 10.2: Shock front position as a function of time for stoichiometric C2H4 + O2 (left) and
H2 +O2 (right).
10.3 Epilogue
The invention of lasers represents a milestone for mankind, and the developments of laser technology
in the last decades enabled a large number of engineering applications to become reality. This
thesis work is produced at a time in history when computer-aided solution of governing equations
for complex multi-physics, multi-scale, multi-dimensional, non-equilibrium problems permits the
investigation and the understanding of the underlying breakdown physical phenomena that are
paramount for successfully design present and future engineering applications. In this context, I
feel grateful for having had the privilege of conducting my research in this domain, and proud for
having produced the contribution that you can read in this thesis. As I write this epilogue for my
doctoral dissertation, I cherish the hope that the new results presented herein will prove useful for
the scientific community and inspire future researchers in their studies.
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Appendix A: Collisional Processes
and Arrhenius law fitting parameters
Process M A [cm3 s−1 mol−1] n Θ [K] Tf Tb
N2 + M −→←− 2N + M N,O,N+,O+ 3× 1022 −1.6 113 200 √ThTv Th
N2 + M −→←− 2N + M N2,NO,O2,NO+,O+2 ,NO+ 7× 1021 −1.6 113 200
√
ThTv Th
O2 + M −→←− 2O + M N,O,N+,O+ 1× 1022 −1.5 59 500 √ThTv Th
O2 + M −→←− 2O + M N2,NO,O2,NO+,O+2 ,NO+ 2× 1021 −1.5 59 500
√
ThTv Th
NO + M −→←− N + O + M N,O,N+,O+ 1.1× 1017 0 75 500 √ThTv Th




− −→←− 2N + e− 1.2× 1025 −1.6 113 200 Te Te
O2 + e
− −→←− 2O + e− 1.425× 1016 0.005 155 000 Te Te
N + e− −→←− N+ + 2e− 4.46× 1029 −2.64 168 600 Te Te
O + e− −→←− O+ + 2e− 7.136× 1025 −1.88 155 500 Te Te
N2 + e
− −→←− N+2 + 2e− 0.45× 1014 0.539 180 078 Te Te
O2 + e
− −→←− O+2 + 2e− 0.21× 1013 0.75 152 700 Te Te
NO + O −→←− O2 + N 8.4× 1012 0 19 450 Th Th
N2 + O −→←− NO + N 6.4× 1017 −1 38 400 Th Th
O + O −→←− O+2 + e− 7.1× 102 2.7 80 600 Th Te
N + N −→←− N+2 + e− 4.4× 107 1.5 67 500 Th Te
O + N −→←− NO+ + e− 8.8× 108 1 31 900 Th Te
Table A.1: Summary of collisional processes with modified Arrhenius law fitting parameters for
the calculation of the forward rate coefficients with data from [161, 162, 163, 164, 165].
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Process M A [cm3 s−1 mol−1] n Θ [K] Tf Tb
O + NO+ −→←− N+ + O2 1.0× 1012 0.5 77 200 Th Th
N2 + N
+ −→←− N + N+2 1× 1012 0.5 12 200 Th Th
N + O+2 −→←− O2 + N+ 8.7× 1013 0.14 28 600 Th Th




−→←− O2 + N+2 9.9× 1012 0 40 700 Th Th
O + O+2 −→←− O2 + O+ 4.0× 1012 −0.09 18 000 Th Th
N + NO+ −→←− O+ + N2 3.4× 1013 −1.08 12 800 Th Th
NO+ + O2 −→←− O+2 + NO 2.4× 1013 0.41 32 600 Th Th
NO+ + O −→←− O+2 + N 7.2× 1012 0.29 48 600 Th Th
O+ + N2 −→←− N+2 + O 9.1× 1011 0.36 22 800 Th Th
NO+ + N −→←− N+2 + O 7.2× 1013 0 35 500 Th Th
N+ + e− −→←− N2+ + 2e− 0.489× 1014 0.445 354 282 Te Te
N2+ + e− −→←− N3+ + 2e− 0.33× 1016 0.0735 614 360 Te Te
N3+ + e− −→←− N4+ + 2e− 0.5998× 1015 0.1156 951 373 Te Te
N4+ + e− −→←− N5+ + 2e− 0.498 886× 1014 0.212 1 158 800 Te Te
O+ + e− −→←− O2+ + 2e− 0.23× 1015 0.327 438 729 Te Te
O2+ + e− −→←− O3+ + 2e− 0.738× 1015 0.186 654 103 Te Te
O3+ + e− −→←− O4+ + 2e− 0.1845× 1015 0.225 986 005 Te Te
O4+ + e− −→←− O5+ + 2e− 0.178× 1015 0.1569 1 372 540 Te Te
Table A.1 (Continued): Summary of collisional processes with modified Arrhenius law fitting
parameters for the calculation of the forward rate coefficients with data from [161, 162, 163, 164,
165].
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Process M A [cm3 s−1 mol−1] n Θ [K] Tf Tb
H2 + M −→←− 2H + M H,H+ 1.915× 1020 −1.0735 55 105 √ThTv Th
H2 + M −→←− 2H + M H2 1.7867× 1017 −0.5165 52 530 √ThTv Th
H + O2 −→←− OH + O 3.52× 1016 −0.7 8589.80 Th Th
H2 + O −→←− OH + H 5.06× 104 2.67 3165.55 Th Th
H2 + OH −→←− H2O + H 1.17× 109 1.3 1829.33 Th Th
H2O + O −→←− 2OH 7.0× 105 2.33 7320.935 Th Th
H + OH + M −→←− H2O + M O,H,O2,OH,HO2,H2O2 4.0× 1022 −2.0 0 Th Th
H + OH + M −→←− H2O + M H2O 4.8× 1023 −2.0 0 Th Th
H + OH + M −→←− H2O + M H2 1.0× 1023 −2.0 0 Th Th
H + O + M −→←− OH + M O,H,O2,OH,HO2,H2O2 4.71× 1018 −1.0 0 Th Th
H + O + M −→←− OH + M H2O 56.52× 1018 −1.0 0 Th Th
H + O + M −→←− OH + M H2 11.75× 1018 −1.0 0 Th Th
O + OH + M −→←− HO2 + M O,H,O2,OH,HO2,H2O2 8.0× 1015 0 0 Th Th
O + OH + M −→←− HO2 + M H2O 96.0× 1015 0 0 Th Th
O + OH + M −→←− HO2 + M H2 20.0× 1015 0 0 Th Th
HO2 + H −→←− 2OH 7.08× 1013 0 148.415 Th Th
HO2 + H −→←− H2 + O2 1.66× 1013 0 414.095 Th Th
HO2 + H −→←− H2O + O 3.1× 1013 0 865.956 Th Th
HO2 + O −→←− OH + O2 2.0× 1013 0 0 Th Th
HO2 + OH −→←− H2O + O2 4.5× 1014 0 5500.02 Th Th
HO2 + HO2 −→←− H2O2 + O2 1.03× 1014 0 5556.55 Th Th
H2O2 + H −→←− HO2 + H2 2.3× 1013 0 4000.596 Th Th
H2O2 + H −→←− H2O2 + OH 1.0× 1013 0 1804.075 Th Th
H2O2 + OH −→←− H2O + HO2 7.59× 1013 0 3659.87 Th Th
H2O2 + O −→←− HO2 + OH 9.6× 106 2.0 2008.54 Th Th
H2 + e
− −→←− 2H + e− 6.690× 1016 −0.1347 108 400 Te Te
H + e− −→←− H+ + 2e− 9.215 36× 1013 0.417 858 159 182 Te Te
H2 + e
− −→←− H+2 + 2e− 0.259× 1014 0.5567 179 700 Te Te
Table A.2: Summary of collisional processes with modified Arrhenius law fitting parameters for
the calculation of the forward rate coefficients with data from [165, 166, 167, 168, 169, 170].
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Process M A [cm3 s−1 mol−1] n Θ [K] Tf Tb
C + e− −→←− C + H + e− 1.438× 1013 5.967× 10−1 9.290× 104 Te Te
CH2 + e
− −→←− C + H2 + e− 6.8345× 1011 6.48× 10−1 1.069× 105 Te Te
CH2 + e
− −→←− CH + H + e− 6.482× 1012 6.60× 10−1 1.10× 105 Te Te
CH3 + e
− −→←− CH2 + H + e− 4.109× 1012 6.989× 10−1 1.22× 105 Te Te
CH3 + e
− −→←− CH + H2 + e− 5.3547× 1011 7.171× 10−1 1.2788× 105 Te Te
CH4 + e
− −→←− CH2 + H2 + e− 8.680× 1011 6.95× 10−1 1.209× 105 Te Te
CH4 + e
− −→←− CH3 + H + e− 6.33× 1012 6.72× 10−1 1.139× 105 Te Te
C2 + e
− −→←− 2C + e− 9.90× 1012 6.26× 10−1 1.0× 105 Te Te
C2H + e
− −→←− C2 + H + e− 4.2996× 1012 6.72× 10−1 1.139× 105 Te Te
C2H + e
− −→←− C + CH + e− 5.156× 1011 7.518× 10−1 1.39× 105 Te Te
C2H2 + e
− −→←− C2 + H2 + e− 1.25× 1012 6.683× 10−1 1.1275× 105 Te Te
C2H2 + e
− −→←− C2H + H + e− 7.107× 1012 6.188× 10−1 9.87× 104 Te Te
C2H2 + e
− −→←− C + CH2 + e− 4.2463× 1011 7.099× 10−1 1.255× 105 Te Te
C2H2 + e
− −→←− 2CH + e− 2.326× 1011 7.382× 10−1 1.348× 105 Te Te
C2H3 + e
− −→←− C2H2 + H + e− 5.61× 1013 4.7498× 10−1 6.460× 104 Te Te
C2H3 + e
− −→←− C2H + H2 + e− 1.092× 1013 5.28× 10−1 7.621× 104 Te Te
C2H3 + e
− −→←− C + CH3 + e− 1.59× 1012 5.9× 10−1 9.138× 104 Te Te
C2H3 + e
− −→←− CH2 + CH + e− 8.63× 1011 6.2359× 10−1 1.0× 105 Te Te
C2H4 + e
− −→←− C2H2 + H2 + e− 1.226× 1013 5.395× 10−1 7.881× 104 Te Te
C2H4 + e
− −→←− C2H3 + H + e− 7.824× 1012 5.922× 10−1 9.173× 104 Te Te
C2H4 + e
− −→←− 2CH2 + e− 4.508× 1011 6.761× 10−1 1.15× 105 Te Te
C2H4 + e
− −→←− CH3 + CH + e− 5.03× 1011 6.683× 10−1 1.127× 105 Te Te
C2H4 + e
− −→←− C2H2 + H2 + e− 1.226× 1013 5.395× 10−1 7.881× 104 Te Te
C2H4 + e
− −→←− C2H3 + H + e− 7.824× 1012 5.922× 10−1 9.173× 104 Te Te
CH+ + e− −→←− C + H+ + e− 8.550× 1014 2.99× 10−1 6.7789× 104 Te Te
CH+ + e− −→←− C+ + H + e− 1.75× 1012 5.737× 10−1 1.51× 105 Te Te
CH+2 + e
− −→←− C + H+2 + e− 8.975× 1011 5.562× 10−1 1.446× 105 Te Te
CH+2 + e
− −→←− CH + H+ + e− 9.639× 1013 4.71× 10−1 1.145× 105 Te Te
CH+2 + e
− −→←− CH+ + H + e− 7.04× 1012 5.6797× 10−1 1.49× 105 Te Te
CH+2 + e
− −→←− C+ + H2 + e− 3.104× 1012 5.379 86× 10−1 1.377× 105 Te Te
CH+3 + e
− −→←− CH2 + H+ + e− 4.04× 1013 5.3798× 10−1 1.377× 105 Te Te
CH+3 + e
− −→←− CH+2 + H + e− 2.402× 1013 5.254× 10−1 1.33× 105 Te Te
CH+3 + e
− −→←− CH + H+2 + e− 3.302× 1012 5.4719× 10−1 1.4118× 105 Te Te
CH+3 + e
− −→←− CH+ + H2 + e− 6.391× 1012 5.6797× 10−1 1.492 85× 105 Te Te
CH+4 + e
− −→←− CH2 + H+2 + e− 1.487× 1013 4.8896× 10−1 1.2032× 105 Te Te
Table A.3: Summary of collisional processes with modified Arrhenius law fitting parameters for
the calculation of the forward rate coefficients with data from [165, 171, 172, 173].
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Process M A [cm3 s−1 mol−1] n Θ [K] Tf Tb
CH+4 + e
− −→←− CH+2 + H2 + e− 1.493× 1014 3.71× 10−1 8.539× 104 Te Te
CH+4 + e
− −→←− CH3 + H+ + e− 1.3956× 1014 4.34× 10−1 1.0289× 105 Te Te
CH+4 + e
− −→←− CH+3 + H + e− 9.16× 1014 3.094× 10−1 7.01× 104 Te Te
C+2 + e
− −→←− C+ + C + e− 9.704× 1013 4.39× 10−1 1.045× 105 Te Te
C2H
+ + e− −→←− C2 + H+ + e− 2.09× 1013 5.317× 10−1 1.3539× 105 Te Te
C2H
+ + e− −→←− C+2 + H + e− 4.6819× 1013 4.788× 10−1 1.1695× 105 Te Te
C2H
+ + e− −→←− CH + C+ + e− 5.79× 1012 5.4475× 10−1 1.402× 105 Te Te
C2H
























































































− −→←− CH4 + C+ + e− 1.2657× 1013 4.809 56× 10−1 1.1765× 105 Te Te
C + e− −→←− C+ + 2e− 0.31× 1014 0.591 0.122× 106 Te Te
CO + e− −→←− CO+ + 2e− 4.5× 1014 0.275 163 000.0 Te Te
C+ + e− −→←− C2+ + 2e− 0.5586× 1015 0.27 0.285× 106 Te Te
C2+ + e− −→←− C3+ + 2e− 0.766 98× 1014 0.326 0.559× 106 Te Te
C3+ + e− −→←− C4+ + 2e− 0.650× 1014 0.221 0.777 878× 106 Te Te
C4+ + e− −→←− C5+ + 2e− 0.3152× 1010 0.750 459 0.446 487× 107 Te Te
Table A.3 (Continued): Summary of collisional processes with modified Arrhenius law fitting
parameters for the calculation of the forward rate coefficients with data from [165, 171, 172, 173].
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Process M A [cm3 s−1 mol−1] n Θ [K] Tf Tb
CH + e− −→←− CH+ + 2e− 7.09× 1012 6.934× 10−1 1.3142× 105 Te Te
CH2 + e
− −→←− CH+2 + 2e− 8.343× 1012 6.8266× 10−1 1.2691× 105 Te Te
CH3 + e
− −→←− CH+3 + 2e− 1.935 676× 1013 6.1269× 10−1 1.236 79× 105 Te Te
CH4 + e
− −→←− CH+4 + 2e− 7.867 65× 1013 5.124× 10−1 1.630× 105 Te Te
C2H + e
− −→←− C2H+ + 2e− 6.1144× 1012 7.8637× 10−1 1.280 755× 105 Te Te
C2H2 + e
− −→←− C2H+2 + 2e− 1.0329× 1015 3.6468× 10−1 1.785× 105 Te Te
C2H3 + e
− −→←− C2H+3 + 2e− 5.2366× 1012 7.5665× 10−1 1.1495× 105 Te Te
C2H4 + e
− −→←− C2H+4 + 2e− 2.8957× 1012 7.9285× 10−1 1.316× 105 Te Te
CH + e− −→←− C + H+ + 2e− 4.844× 109 1.071 588 1.9493× 105 Te Te
CH2 + e
− −→←− C + H+2 + 2e− 2.753 78× 1012 5.528× 10−1 2.874 95× 105 Te Te
CH2 + e
− −→←− CH + H+ + 2e− 1.730× 1011 7.53× 10−1 2.579× 105 Te Te
CH2 + e
− −→←− CH+ + H + 2e− 7.1874× 1012 6.2644× 10−1 1.8193× 105 Te Te
CH2 + e
− −→←− C+ + H2 + 2e− 2.05× 1010 9.3301× 10−1 1.978 58× 105 Te Te
CH3 + e
− −→←− CH2 + H+ + 2e− 2.265× 109 1.1296 2.123× 105 Te Te
CH3 + e
− −→←− CH+2 + H + 2e− 2.917 79× 1013 5.514 656× 10−1 1.786 95× 105 Te Te
CH3 + e
− −→←− CH + H+2 + 2e− 9.709 94× 109 8.467 21× 10−1 2.3190× 105 Te Te
CH3 + e
− −→←− CH+ + H2 + 2e− 5.3676× 1011 7.32× 10−1 1.88× 105 Te Te
CH4 + e
− −→←− CH2 + H+2 + 2e− 3.669× 104 1.958 2.62× 105 Te Te
CH4 + e
− −→←− CH+2 + H2 + 2e− 7.5248× 1010 9.294 677× 10−1 1.848× 105 Te Te
CH4 + e
− −→←− CH3 + H+ + 2e− 1.968 38× 1011 8.7111× 10−1 2.8679× 105 Te Te
CH4 + e
− −→←− CH+3 + H + 2e− 7.8268× 1012 6.757× 10−1 1.631 66× 105 Te Te
C2H + e
− −→←− CH+ + C + 2e− 1.0647× 1010 1.054 2.323× 105 Te Te
C2H + e
− −→←− C+ + CH + 2e− 1.586× 1011 7.944× 10−1 2.595× 105 Te Te
C2H2 + e
− −→←− C2H+ + H + 2e− 9.642× 1012 6.237× 10−1 2.05× 105 Te Te
C2H2 + e
− −→←− CH+ + CH + 2e− 1.786 99× 1012 6.9835× 10−1 2.782 89× 105 Te Te
C2H2 + e
− −→←− C+ + CH2 + 2e− 9.3537× 1010 8.9322× 10−1 3.273 95× 105 Te Te
C2H2 + e
− −→←− H+ + C2H + 2e− 8.8783× 1011 7.505 59× 10−1 2.762 74× 105 Te Te
C2H3 + e
− −→←− C2H+2 + H + 2e− 2.1458× 1012 7.553× 10−1 1.434 69× 105 Te Te
C2H3 + e
− −→←− C2H+ + H2 + 2e− 2.796 78× 1011 8.7805× 10−1 1.522 88× 105 Te Te
C2H3 + e
− −→←− CH+2 + CH + 2e− 1.8965× 1011 6.949× 10−1 2.326 58× 105 Te Te
C2H3 + e
− −→←− CH+ + CH2 + 2e− 3.7515× 1012 5.8816× 10−1 2.984× 105 Te Te
C2H3 + e
− −→←− C+ + CH3 + 2e− 6.660× 1011 6.819 69× 10−1 2.511× 105 Te Te
C2H3 + e
− −→←− H+ + C2H2 + 2e− 7.6115× 1011 6.8197× 10−1 2.511× 105 Te Te
Table A.3 (Continued): Summary of collisional processes with modified Arrhenius law fitting
parameters for the calculation of the forward rate coefficients with data from [165, 171, 172, 173].
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Process M A [cm3 s−1 mol−1] n Θ [K] Tf Tb
C2H4 + e
− −→←− C2H+2 + H2 + 2e− 4.074× 1011 8.995× 10−1 1.6676× 105 Te Te
C2H4 + e
− −→←− C2H+3 + H + 2e− 4.1896× 1012 7.250× 10−1 1.621× 105 Te Te
C2H4 + e
− −→←− CH+2 + CH2 + 2e− 7.6856× 1010 8.31× 10−1 2.475× 105 Te Te
C2H4 + e
− −→←− CH+3 + CH + 2e− 8.380× 1010 8.312× 10−1 2.475× 105 Te Te
C2H4 + e
− −→←− CH+ + CH3 + 2e− 6.35× 1011 6.11× 10−1 3.1941× 105 Te Te
CH+ + e− −→←− C+ + H+ + 2e− 4.22× 1013 4.949× 10−1 3.4136× 105 Te Te
CH+2 + e
− −→←− CH+ + H+ + 2e− 2.153× 1013 5.053× 10−1 3.576× 105 Te Te
CH+3 + e
− −→←− CH+2 + H+ + 2e− 1.618× 1013 5.08× 10−1 3.6229× 105 Te Te
CH+4 + e
− −→←− CH+3 + H+ + 2e− 2.3415× 1013 4.7974× 10−1 3.188× 105 Te Te
C+2 + e
− −→←− 2C+ + 2e− 5.772 88× 1013 4.921× 10−1 3.37× 105 Te Te
C2H
+ + e− −→←− C+2 + H+ + 2e− 3.473 55× 1013 5.109× 10−1 3.668× 105 Te Te
C2H




















































− −→←− CH+4 + C+ + 2e− 9.401 77× 1012 5.121× 10−1 3.687× 105 Te Te
CO + O + M −→←− CO2 + M CO 9.030× 1014 0 1.5× 103 Th Th
CO + O + M −→←− CO2 + M H2,CH4 1.204× 1015 0 1.509 659× 103 Th Th
CO + O + M −→←− CO2 + M C2H4,C2H2 1.806× 1015 0 1.509 659× 103 Th Th
CO + O + M −→←− CO2 + M CO2 2.107× 1015 0 1.509 659× 103 Th Th
CO + O + M −→←− CO2 + M O2,H2O 3.612× 1015 0 1.509 659× 103 Th Th
CO + O + M −→←− CO2 + M H,O,OH,C2H3 6.02× 1014 0 1.509 659× 103 Th Th
CO + O + M −→←− CO2 + M CH,CH2,CH3 6.02× 1014 0 1.509 659× 103 Th Th
CO + O + M −→←− CO2 + M HO2,H2O2,N2 6.02× 1014 0 1.509 659× 103 Th Th
Table A.3 (Continued): Summary of collisional processes with modified Arrhenius law fitting
parameters for the calculation of the forward rate coefficients with data from [165, 171, 172, 173].
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Process M A [cm3 s−1 mol−1] n Θ [K] Tf Tb
C+ + CO −→←− CO+ + C 1.0× 1013 0 31 400.0 Th Th
C + O −→←− CO+ + e− 8.8× 108 1.0 33 100.0 Th Te
CO + OH −→←− CO2 + H 4.76× 107 1.228 3.522× 101 Th Th
CO + O2 −→←− CO2 + O 2.50× 1012 0 2.405× 104 Th Th
CO + HO2 −→←− CO2 + OH 1.50× 1014 0 1.187 598× 104 Th Th
CH + O −→←− CO + H 5.70× 1013 0 0 Th Th
CH + H2 −→←− CH2 + H 1.107× 108 1.790 8.403 769× 102 Th Th
CH2 + H2 −→←− H + CH3 5.0× 105 2.00 3.638× 103 Th Th
CH2 + OH −→←− CH + H2O 1.130× 107 2.00 1.509 659× 103 Th Th
CH2 + CH −→←− C2H2 + H 4.0× 1013 0 0 Th Th
CH2 + CH2 −→←− C2H2 + H2 3.20× 1013 0 0 Th Th
CH3 + OH −→←− CH2 + H2O 5.60× 107 1.60 2.727 45× 103 Th Th
CH3 + HO2 −→←− CH4 + O2 1.0× 1012 0 0 Th Th
CH3 + H2O2 −→←− HO2 + H2O 2.450× 104 2.470 2.606 678× 103 Th Th
CH3 + CH −→←− C2H3 + H 3.0× 1013 0 0 Th Th
CH3 + CH2 −→←− C2H4 + H 4.0× 1013 0 0 Th Th
CH4 + H −→←− CH3 + H2 6.60× 108 1.620 5.4549× 103 Th Th
CH4 + O −→←− CH3 + OH 1.020× 109 1.50 4.327 689 5× 103 Th Th
CH4 + OH −→←− CH3 + H2O 1.0× 108 1.60 1.570× 103 Th Th
CH4 + CH −→←− C2H4 + H 6.0× 1013 0 0 Th Th
CH4 + CH2 −→←− 2CH3 2.460× 106 2.0 4.1616× 103 Th Th
C2H3 + H −→←− C2H2 + H2 3.0× 1013 0 0 Th Th
C2H3 + O −→←− CH3 + CO 4.80× 1013 0 0 Th Th
C2H3 + OH −→←− C2H2 + H2O 3.0110× 1013 0 0 Th Th
C2H3 + CH3 −→←− C2H2 + CH4 3.92× 1011 0 0 Th Th
C2H4 + H −→←− C2H3 + H2 5.070× 107 1.930 6.516 695× 103 Th Th
C2H4 + O −→←− OH + C2H3 1.510× 107 1.910 1.882 04× 103 Th Th
C2H4 + OH −→←− C2H3 + H2O 3.60× 106 2.0 1.258 049× 103 Th Th
C2H4 + O2 −→←− C2H3 + HO2 4.220× 1013 0 3.059× 104 Th Th
C2H4 + CH3 −→←− C2H3 + CH4 2.270× 105 2.0 4.6296× 103 Th Th
Table A.3 (Continued): Summary of collisional processes with modified Arrhenius law fitting
parameters for the calculation of the forward rate coefficients with data from [165, 171, 172, 173].
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Appendix B: The Equation of
Radiative Transfer
This Appendix describes the Radiative Transfer Equation as the kinetic equation of a photon-gas,
the phenomenological emission and absorption coefficients, and the absorption/emission processes
associated with bound-bound, free-bound, and free-free transitions. The following description is a
synopsys of the book “Kinetic Theory of Particles and Photons” by J. Oxenius [117]. The reader
interested in the topic can find more details in the aforementioned citation.
Radiative Transfer Equation
As mentioned in Chapters 2 and 6, the evolution of the distribution function for a material particle
















The right-hand side of equation (2.7) is the collision term, and it can be decomposed in a creation



















If we consider the distribution function for a photon gas (φ(r,p, t), see Section 6.1) in an



















where the collision terms that appear on the right-hand side describe the creation and destruction
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of photons, and ci is the speed of light in the direction of propagation of the photon (i.e., xi). It is
worth mentioning that, since the velocity of photons is constantly equal to the speed of light, the
force term is not present (i.e., ai ∂φ/∂ui = 0).

























where n̂i represents the unit vector of propagation of the photon, and the terms in the right-hand

















The terms eλ and aλ are the creation coefficient and the destruction coefficient, respectively. In fact,
eλ dλ dΩ̂ represents hP ν times the creation rate (per unit time and unit volume) of photons, and
aλIλ dλ dΩ̂ represents hP ν times the destruction rate (per unit time and unit volume) of photons
[117]. Since the creation of photons (via emission or scattering) is always formed by a spontaneous









where ελ is representing the spontaneous creation alone. In turn, we can also write the right-hand












= eλ − aλIλ = ελ − κλIλ ,









2Note that the destruction term is proportional to the specific intensity λIλ(i.e., it is proportional to the number
of photons present).
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= −κλIλ + ελ . (B.5)
The coefficients ελ and κλ are defined as functions of the emission, absorption, and scattering
radiative processes of a specific particle species.3
Emission and Absorption
Emission and absorption processes are readily evaluated in terms of absorption (aλ) and spon-
taneous emission (ελ). Once their functional form is known, the phenomenological absorption
coefficient (κλ) can be obtained from equations (B.3)-(B.4). We can consider three main cate-
gories of radiative processes: Bound-Bound Transitions, Free-Bound Transitions, and Free-Free
Transitions.
Bound-Bound Transitions. The rate of spontaneous emission of photons for bound-bound
transition from an upper level (u) to a lower level (l), with particles in the upper level having
velocities in the range (v,v + dv) is defined as:




where fu is the normalized velocity distribution of particles in level u, Aul is the Einstein coefficient
for spontaneous emission, and ηul is the atomic emission profile (see Ref. [117] for more details).









fu ηul dv is the emission profile.
3In this thesis work scattering processes are neglected.
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The absorption rate of photons by particles in lower level l with velocities in the range (v,v+dv)









fl αlu dv is the absorption profile, Blu is the Einstein coefficient for absorption, and
αlu is the atomic absorption profile (see Ref. [117] for more details).
If we introduce the Einstein coefficient for stimulated emission (Bul), κ
ul







λ − nuBul ψulλ
]
. (B.9)




λ , and the line-shape ζλ can be
obtained through convolution between a Gaussian profile for Doppler broadening and a Lorentzian
profile for natural-collisional broadening.
Free-Bound Transitions. The rate of spontaneous recombinations for free-bound transition
with free-electrons having velocities in the range (v,v+dv) and producing a photon at wavelength
λ is:
n+ v ne− fe− dv σ+0 dΩ̂ , (B.10)
where fe− is the normalized electron velocity distribution, and σ+0 is the differential spontaneous
recombination cross section.
The emission coefficient for the free-bound transition can be determined using conservation
of energy, under the assumption of stationary ions, electrons Maxwell distributed, and isotropic
electron velocity distribution [117]:





)3/2 [hP ν − (E+ − E0)] exp
[




where (E+−E0) is the energy difference between the ionic and neutral particle. The aλ coefficient,
in turn, is easily obtained from:
a0+λ = n0 σ0+ , (B.12)
212
and κ0+λ of the free-bound transition is obtained using equations (B.3)-(B.4).
Free-Free Transitions. The coefficients ελ and aλ for photons associated with free-free tran-
sitions of electrons in the proximity of heavy, stationary (which may be ions or neutral atoms)
are:
εffλ = hP ν nh ne−Aλ , (B.13)
affλ = hP ν nh ne−Bλ , (B.14)











where αλ and βλ correspond to spontaneous free-free emission and free-free absorption (i.e., they
are the analogues of the Einstein coefficients Aul and Blu [117]). κλ of the free-free transition can
be obtained assuming a Maxwellian electron velocity distribution, using equations (B.3)-(B.4), and








2 + hP ν .
Scattering
Scattering processes are not accounted for in this work; a comprehensive review is out of the scope
of the current Appendix, and just a synopsys is provided in the remainder of this section. The
reader interested in the topic can find more details in [117, 181].
Scattering of light can be modeled in terms of photon collisions with other particles. For
Rayleigh and Thomson scattering, the collision is considered elastic and, in turn, the frequencies of
the incoming and outgoing photons are equal [117]. Raman scattering, on the contrary, represents
an inelastic photon collision. Photon scattering can be considered an instantaneous process, with
4Primed symbol if for post-interaction, and un-primed symbol for pre-interaction.
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intermediate excited states of the colliding particle being only virtual. This is not the case of
resonant photon scattering, where the frequency of the incoming photon is in resonance with an
electronic transition of the colliding particle, and re-emission of the scattered photon is time-delayed
(i.e., the excited states of the particle are real and can be observed).
Out-scattering. Attenuation by scattering (i.e., out-scattering of radiation away from the line
of sight) can be modeled similarly to the absorption process, since part of the radiation is removed
from the direction of propagation [181]. The difference between out-scattering and absorption
is that for the latter the absorbed radiative energy flux is converted into internal energy of the
medium’s components, while for scattering the energy is merely reoriented along another direction
(i.e., it will appear as augmentation along a different line of sight). The radiation intensity scattered





= −σλIλ dxi ,
where σλ is the scattering coefficient.
In-scattering. Augmentation of radiation intensity associated with scattering (i.e., in-scattering
of radiation toward the line of sight) collects and couples components from all directions, and thus
should be calculated by integration over the entire 4π solid angle. The radiation intensity scattered











where σλ is the scattering coefficient, and Φλ(si) is the scattering phase function (representing
the probability that a ray coming from direction si is scattered toward xi). If equal amounts of




H2 + O2 Pulse Detonation Combustor
Sair−hydrogen = Sair ∪ {H, H2, OH, H2O, HO2, H2O2, H2+, H+}
Figure C.1: H2 +O2 case: vibronic temperature (left) and mole fraction of free-electrons (right)
at the end of the laser pulse.
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Figure C.2: H2 +O2 case: pressure (left) and temperature of heavy-particles (right) contours in
the early post-discharge phase.
Figure C.3: H2 + O2 case: mole fraction of H2O (left) and mole fraction of OH (right) in the
post-discharge phase.
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Figure C.4: H2 +O2 case: pressure contour in the late post-discharge phase.
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C2H4 + O2 Pulse Detonation Combustor
Sair−ethylene = Sair−hydrogen ∪ {C, CO, CO2, C2, CH, CH2, CH4, C2H, C2H2, C2H3, C2H4,









Figure C.5: C2H4+O2 case: vibronic temperature (left) and mole fraction of free-electrons (right)
at the end of the laser pulse.
Figure C.6: C2H4 +O2 case: pressure (left) and temperature of heavy-particles (right) contours
in the early post-discharge phase.
218
Figure C.7: C2H4 +O2 case: mole fraction of CO2 (left) and mole fraction of OH (right) in the
post-discharge phase.
Figure C.8: C2H4 +O2 case: pressure contour in the late post-discharge phase.
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