We derive the relation between the biases of correlograms and of estimates of auto-regressive AR(k) representations of stationary series, and we illustrate it with a simple AR example. The new relation allows for k to vary with the sample size, which is a representation that can be used for most stationary processes. As a result, the biases of the estimators of such processes can now be quantified explicitly and in a unified way.
Introduction
Let {  }  1 denote a time series. Consider fitting to this data an AR() model
where the sequence {  } is i.i.d. with mean 0 and variance  2 . It is not assumed that this AR model generates the data or that  is fixed as  → ∞. However, we will assume that the series is weakly stationary in the sense of having second-order moments that are bounded as  increases, hence ruling out local-to-unity AR representations for example. Because of the Wold decomposition theorem, the data-generating process (DGP) of such a series can be written as an MA(∞) with orthogonal errors, which (1) would be approximating by the invertibility of the MA representation. A few examples of such DGPs include stationary cases of ARMA, fractional I(), the Gegenbauer ARMA (or GARMA) processes of Gray, Zhang, and Woodward (1989) and their extension by Giraitis and Leipus (1995) , processes with spectral singularities away from the origin as in Giraitis, Hidalgo, and Robinson (2001) and Hidalgo (2005) , and the cyclical long-memory process CM( ) of Abadir and Talmain (2011) .
Let the auto-correlation function (ACF) of {  } be denoted by   (where
where R is the Toeplitz matrix
which is assumed to be positive definite (hence invertible).The autocovariance function can be estimated by  :=  −1
 + and the corresponding correlogram is  :=   0 , yieldingρ andR as estimators of ρ and R. The sample auto-covariance matrix isΓ := 0R , which is invertible with probability 1. Denote the least squares estimator (LSE) of α byα which, apart from the initial conditions, satisfies the same relation as in (2), namelyRα =ρ. The vectorα can be interpreted as an estimator of the partial auto-correlation function as  increases. Like its counterpart Rα = ρ, the relation betweenα andρ is also linear (R is linear inρ) and invertible with probability 1, and so is the relation between (ρ − ρ) and (α − α) for any given ρ implied by the DGP. This also holds asymptotically, by the assumption of asymptotic stationarity.
We are going to use these relations to link the biases of the ACF and AR representations. The simple linear structure of the link has surprisingly not been exploited before to derive biases of estimators. We do so in Section 2, then illustrate our approach in Section 3 with a simple AR example where the biases of the two representations are known. When  is not fixed as  varies, the usual expansions in the literature are not valid anymore, and solving this problem is an additional contribution of our formula. Subject to the conditions leading to the consistency of the estimatorα of the AR representation of a stationary process, our relation provides a new explicit way to quantify the biases of the estimators for this process. Throughout, we use the notation conventions proposed in Abadir and Magnus (2002) .
Link between correlogram and AR biases
The relation between the bias ofα and that ofρ can be obtained as follows. We havê
and we now exploit the fact that (R − R) is a linear function of (ρ − ρ). Let
where R L is a strictly lower-triangular matrix of correlations having typical -th column given by A  ρ, with Abadir and Magnus (2005, Chapter 11 .1) for the explicit formula of
by vec (ρ − ρ) =ρ − ρ, and
where e  is the -th elementary vector (-th column of I  ). Therefore,
and the invertibility ofD (for finite  and asymptotically) is implied by the linear invertibility of the relation of (ρ − ρ) to (α − α) for any given ρ.
We will now assume that the LSEα is consistent in the sense of converging to the vector α implied by the DGP, and that its third-order moments converge uniformly. Then, writing
where   0 such thatβ is nondegenerate, we haveD
such that D 0 is the plim ofD. A three-term Taylor theorem expansion of
and
where the uniform convergence of the third-order moments ensures that the expectation of the   ( −3 ) remainder term is finite. The leading term is made up of two components because the variateβ is nondegenerate in the limit: its variance does not tend to zero (hence the second term is of maximal order  −2 ) but its mean may tend to zero (hence the first term can be of order smaller than  − ). For example, if the data are generated by a stationary AR() where  is fixed, we obtain √  -consistency ofα (i.e.  = 12) but E(α − α) = ( −1 ) because the centering ofβ converges to 0 at a rate of ( −12 ); e.g. see Abadir (1993) . It is typically hard to derive biases that vanish asymptotically, but much easier to calculate limiting variances. Therefore, by means of (4), we can now freely transform the leading term of the biases ofρ into those ofα (i.e. β), and vice-versa if needed. Notice that none of the results derived so far requires normality of {  }.
3 Illustration with an AR process Kendall (1954) gives explicitly the leading term of E(ρ − ρ) for general Gaussian stationary series. After correcting some typos and using 1 −  ∼ 1, this is
On the other hand, Bhansali (1981) , Shaman and Stine (1988) , Kiviet and Phillips (1994) give formulae for E (α − α) in the AR() of (1) for fixed .
In this section, we illustrate the use of the link in (4) in the special case of an AR(2) process. Note that, when  is fixed and one wants to find E(  ) where   , one should use the formula for E(α − α) in the overparameterized AR(). The biases E(α − α) of the parameters in the true AR() and the overparameterized AR() are not the same, although our general formula is unaltered, so care needs to be exercised when substituting for E(α − α). Brockwell and Davis (1991, p.241) . In this section, we let  2 = 1 without loss of generality. Then,
For an AR(), we have
¢ . The justification for using the asymptotic variance in place of the finite-sample variance follows from Larsson (1997) .
The AR(1) case is straightforward. Let  = 1. From Shaman and Stine (1988) , noting that the coefficients α have opposite signs to the ones we use here,
Using our (4), substituting C = 0 and
, which is in accord with Kendall's formula. Note that  =  here. Next, we use (4) to translate the bias for an AR(2) into a correlogram bias. We have  = 2 and Shaman and Stine (1988) give
, where  1 := 1 +  1 +  2 and  2 := 2 + 4 2 . Using α = R −1 ρ, we get
where | 2 |  1 to satisfy our assumption of stationarity. We have
which is the first term of the sum in (4). As shown at the start of this section, E(ββ
where  0 is the long-run variance, given by (e.g. Brockwell and Davis, 1991, p.95) (10)
. Repeated roots can be obtained as a limiting case, and are not considered further here. By  −1
For the second term of (4), we work out The first two correlogram biases of Kendall's formula (5) simplify to (11), by using the recursion   =  1  −1 +  2  −2 for  = 2 3    .
