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The FOMO code was developed to calculate the EUV and UV emission from optically thin
coronal plasmas. The input data for FOMO consists of the plasma density, temperature
and velocity on a 3D grid. This is translated to emissivity on the 3D grid, using CHIANTI
data. Then, the emissivity is integrated along the line-of-sight (LOS) to calculate the
emergent spectral line for synthetic spectrometer observations. The code also generates
the emission channels for synthetic AIA imaging observations. Moreover, the code
has been extended to model also the gyrosynchrotron emission from plasmas with a
population of non-thermal particles. In this case, also optically thick plasmas may be
modeled. The radio spectrum is calculated over a large wavelength range, allowing for
the comparison with data from a wide range of radio telescopes.
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1. INTRODUCTION
The mean free path of photons becomes increasingly long when going up from the solar
photosphere, into the solar corona. Thus, the solar corona is typically optically thin. As a result,
observations are 2D projections of a 3D configuration in the solar corona. This makes interpreting
observations rather difficult, because the precise position of the plasma along the line-of-sight
(LOS) is unavailable. One exception is stereoscopy with the STEREO space mission (e.g., Marsh
et al., 2009; Verwichte et al., 2009; Aschwanden, 2011), where one uses multiple vantage points to
infer the 3D structure of the observations.
The lack of 3D information in observations also makes the comparison of simulation or model
data to observations difficult. Typically, simulations output physical quantities in the plasma that
cannot be measured directly (e.g., density, temperature), while observations only show spectral line
profiles (integrated over space, time and wavelength, depending on the instrument). Thus, to allow
for a direct comparison, a conversion frommodel data to emission is necessary by creating artificial
observations. This technique is called forward modeling.
In solar coronal physics, several tools are available for forward modeling. Perhaps the most
prominent one is FORWARD, which computes EUV emission and polarimetric signals from a given
coronal model (Gibson, 2015; Gibson et al., 2016). Besides that, there is the GX_SIMULATOR (Nita
et al., 2015), which computes radio and X-ray emission and is mainly aimed at forward modeling
flares. In this article, we will describe the technical aspects of the FOMO tool, another possibility for
calculating coronal emission, mainly developed at the KU Leuven (Belgium).
Van Doorsselaere et al. Forward Modeling with FOMO
The development of the FOMO tool was mainly motivated
by the desire to perform forward modeling of coronal wave
models. It had become clear that the connection between wave
properties and the expected emission was less straightforward
than expected. For instance, Gruszecki et al. (2012) used a naive
forward modeling method (i.e., putting the emission in each
simulation point proportional to n2e , where ne is the electron
density) to show that the intensity modulation of sausage waves
(e.g., Vasheghani Farahani et al., 2014) is second order in the
wave amplitude, because the density depletion is compensated in
first order by the increased LOS. FOMO was thus first used by
Antolin and Van Doorsselaere (2013) to calculate the emission
from numerical and analytical models of the sausage mode,
in a self-consistent way using atomic data from the CHIANTI
database (Dere et al., 1997; Landi et al., 2013). Antolin and
Van Doorsselaere (2013) showed that the sausage mode causes
EUV intensity variations, but that the level of variation is highly
dependent on the temperature of the emitting loop and the
spectral line, the observational setup and instrument (LOS angle
and instrument resolution).
After extending FOMO in order to compute gyrosynchrotron
emission, Reznikova et al. (2014) compared the full, integrated
emission from sausage modes in a cylindrical model to the
analytical predictions and found that the predicted phase was
not valid (e.g., Mossessian and Fleishman, 2012), although only
a uniform distribution of non-thermal particles in the loop was
considered. Kuznetsov et al. (2015) extended the model to a
3D semi-torus loop, and Reznikova et al. (2015) computed the
expected polarization variations for sausage modes.
The FOMO code was also used for modeling the emission
from propagating slow waves. On the one hand, it was used to
model the emission features of slow waves and periodic upflow
(if such a thing exists in MHD) by DeMoortel et al. (2015). It was
found that these two physical behaviors are almost impossible
to distinguish observationally. On the other hand, FOMO was
used to model the damping behavior of slow waves. Previously,
it had been found that omnipresent slow waves (Krishna Prasad
et al., 2012) had a peculiar dependence of the damping length
on the period (Krishna Prasad et al., 2014). With FOMO, it
was shown that this behavior could be explained by damping
with thermal conduction (Mandal et al., 2016). Furthermore, the
propagating slow waves in hot coronal loops (Kumar et al., 2013,
2015) were modeled successfully with FOMO (Fang et al., 2015).
Additionally, FOMO was used for the modeling of standing slow
waves in hot coronal loops (Wang, 2011; Yuan et al., 2015).
Last but not least, we mention the modeling of standing kink
waves in coronal loops performed with FOMO. Antolin et al.
(2014, 2015) have calculated the emission from a 3D simulation
of a transversally oscillating coronal loop and prominence. In the
former work, it was argued that the Kelvin-Helmholtz instability
in the resonant layer around the loop could lead to the formation
of apparently stranded loops. The simulations in the latter
work were used to compare to observational results (Okamoto
et al., 2015). The excellent agreement and the direct comparison
between the observational signatures and forward model from
the simulation allowed to identify the observations as a signature
of resonant absorption.
It is clear from the above description that FOMO is ideally
situated to improve the current coronal seismology techniques.
Coronal seismology compares observations of coronal waves to
their models, in order to obtain extra information on the plasma
background (such as a coronal loop). For a review on coronal
seismology, please see e.g., Nakariakov and Verwichte (2005);
De Moortel and Nakariakov (2012); Liu and Ofman (2014). In
particular, coronal seismology may be used for the measurement
of the magnetic field (e.g., Nakariakov and Ofman, 2001; Van
Doorsselaere et al., 2007) and, in general, Alfvén travel times
(Arregui et al., 2007; Goossens et al., 2008; Asensio Ramos and
Arregui, 2013). Thus, by allowing a direct comparison between
the observations and the forward modeling, FOMO improves
the magnetometry by waves in the solar corona (i.e., by coronal
seismology).
Furthermore, while FOMO is targeted at modeling emission
from coronal plasma, its use can be extended to the calculation of
emission from any optically thin medium.
2. FORWARD MODELING WITH FoMo
2.1. General Approach
In what follows, three numerical implementations of the forward
modeling procedure will be described: FOMO-C, FOMO-IDL,
FOMO-GS. First, FOMO-IDL was developed to model the EUV
emission of the solar corona. A little while later, FOMO-GS
was written to extend its application to the gyrosynchrotron
radiation. It became clear that IDL is not widely available on
clusters, and therefore it was decided to also implement the
procedure in C++ (FOMO-C), immediately also giving access
to parallelization. In this paragraph, we first describe what is
common in all three implementations.
The corona is optically thin, and thus the specific intensity
I(λ, x′, y′) (in ergs cm−2 s−1 sr−1 Å−1) at a wavelength λ is the
integral of the monochromatic emissivity ǫ(λ, x, y, z) at each
point along the LOS. Let us assume that the LOS is along a given
z′ axis, that may not be aligned to any of the numerical axes.
I(λ, x′, y′) =
∫
ǫ(λ, x(z′), y(z′), z(z′))dz′. (1)
Here (x, y, z) are the coordinates in the original simulation, and
(x′, y′, z′) are the coordinates in the rotated frame of reference
of the observation. (x′, y′) are the coordinates in the image
plane (also known as the plane-of-the-sky, or POS), and z′ is
the direction along the LOS. The two coordinate systems are
connected by two rotations, first an angle l around the z-axis, then
around an angle−b around the y-axis:x′y′
z′
 =
cos b 0 − sin b0 1 0
sin b 0 cos b
cos l − sin l 0sin l cos l 0
0 0 1
xy
z
 . (2)
The simulation box with grid (x, y, z) is considered as the input
for FOMO, and is the data for which the forward model needs
to be computed. FOMO-C and FOMO-IDL calculate the optically
thin EUV emission in spectral lines or AIA passbands. There
the input model needs to contain the x−, y−, z−coordinates
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of each data point, and specify the number density ne, the
temperature T and three velocity components (vx, vy, vz) at these
data points. For the necessary input of the FOMO-GS code, please
see Section 2.4.
Then, a new grid is generated in the observation reference
frame (x′, y′, z′). The grid points in this new, “observational” grid
are called voxels. The resolution of the new grid is set by the user
in FOMO-C, and determined from the simulation grid in FOMO-
IDL and FOMO-GS. In FOMO-C, the choice for the resolution in
the z′−direction (1l) should be close to the numerical resolution
of the input model, as otherwise emission features may be missed
in the forward models.
The numerical resolution of the forward model is not
related to the instrument resolution. The numerical resolution
is necessary to capture the fine emission features that may
be present in the numerical model. The instrument resolution
should be simulated by post-processing the forward model with a
point spread function (or simply summing pixels to degrade the
image).
At each voxel (x′i, y
′
j, z
′
k
), the emissivity is interpolated from
the nearest grid point in the (x, y, z)-space and then the LOS
integration is performed. The configuration is schematically
shown in Figure 1. The integral in Equation (1) is then discretised
as follows
I(λ, x′i, y
′
j) =
∑
k
ǫ(λ, x′i, y
′
j, z
′
k)1l, (3)
which converges to the true emission for 1l → 0, thus stressing
the need for a high resolution in the z′−direction in FOMO-
C. The FOMO-GS code additionally computes the radiative
FIGURE 1 | A schematic representation of the LOS through the
simulation box in FoMo. The yellow boxes are the voxels along a specific
LOS. Figure taken from Yuan et al. (2015).
transfer along the LOS because it is optically thick, and thus the
computation is more complicated (see Section 2.4).
For calculation of monochromatic emission with FOMO-C
and FOMO-IDL, we first convert the physical variables ne,T to
the emissivity ǫ˜(x, y, z) (in ergs cm−3 s−1 sr−1) of the spectral
line at rest wavelength λ0 at each grid point by
ǫ˜(x, y, z) = Ab
4π
n2e(x, y, z)Gλ0 (ne(x, y, z),T(x, y, z)), (4)
where Ab is the abundance of the emitting element (with respect
to hydrogen) and Gλ0 the contribution function for that specific
spectral line (including the Gaunt factor and oscillator strength
for the spectral line). The abundance Ab is taken to be constant
along the LOS. The abundance Ab is read from a CHIANTI
abundance file. As a standard sun_coronal.abund is used
in FOMO-C and FOMO-IDL, but it may be swapped with another
file if needed.
The Gλ0 is calculated by a look-up table. The look-up table
was generated for a range of temperatures and densities using
g_of_t.pro in the CHIANTI database (Dere et al., 1997; Landi
et al., 2013). This routine assumes that the plasma satisfies the
coronal approximation, in particular, that electrons and protons
have the same temperature and that the plasma is in ionization
equilibrium. For the latter, the chianti.ioneq is used by
default. Moreover, the emission tables are generated with the
assumption that the spectral lines are collisionally excited.
At the moment, FOMO contains tabulated contribution
functions Gλ0 for a number of emission lines. These are listed
in Table 1. For the addition of extra spectral lines, first the
element and ionization number for the spectral line should be
known. Then the CHIANTI line identificationmay be found with
the routine emiss_calc and finding the correct line in the
routine output. It is important to know that the line identification
may change from one CHIANTI version to the next. With the
CHIANTI identification, it is straightforward to generate the
extra emission table with the routines included in the FOMO
package. Instructions for this can be found at https://wiki.esat.
kuleuven.be/FoMo/GeneratingTables.
Some included line emission (such as He II, Mg II) is often
observed to be optically thick. The users of the code need to
ensure that the considered model (and its expected emission)
is in the optically thin regime for these spectral lines, and the
assumption of ionization equilibrium is not too stringent for the
modeled environment.
We compute the full-width half-maximum of the spectral line
λw (or width of Gaussian σw) from the temperature by
λw = 2
√
2 ln 2
vth
c
λ0 = 2
√
2 ln 2
√
kT
µλ0mp
λ0
c
,
equivalent to taking σw = vth
c
λ0√
2
, (5)
where k is the Boltzmann constant, c is the speed of light, mp
is the mass of a proton, µλ0 is the atomic weight (in proton
masses) of the emitting element and vth =
√
2kT
µλ0mp
is the thermal
Frontiers in Astronomy and Space Sciences | www.frontiersin.org 3 February 2016 | Volume 3 | Article 4
Van Doorsselaere et al. Forward Modeling with FOMO
TABLE 1 | List of tabulated emission in FoMo.
Spectral lines
Element log(T) Wavelength (Å)
C II 4.74 1334.53
4.62 1335.71
C III 4.93 977.02 Instrument response functions
1174.93 Instrument Identification
C IV 5.04 1548.19 SDO/AIA 094
1550.78 131
Fe IX 5.93 171.073 171
Fe XII 6.19 186.88 193
193.509 211
195.12 304
Fe XIX 6.95 1118.1 335
He II 4.92 303.781
Mg II 4.22 2796.35
2803.53
Ne VIII 5.8 770.41
O IV 5.17 1399.77
1401.16
1404.78
Si IV 4.89 1393.76
1402.77
Si VII 5.8 197.768
List of spectral lines for which the tabulated emission Gλ0 is incorporated in FoMo-C and
FoMo-IDL (left). List of instrument response functions in FoMo-C and FoMo-IDL (right).
velocity. This is done at each voxel in FOMO-C, but only for each
histogram bin in FOMO-IDL (see Section 2.3).
Thus, in this first step of the computation, the physical
variables ne,T are converted to ǫ˜, λw.
In the second step, the integration along the LOS is performed.
At each voxel, the emissivity, spectral line width and velocity
ǫ˜, λw, Ev are interpolated from its nearest neighbor in the (x, y, z)
grid. Then the wavelength dependence of the monochromatic
emissivity is calculated by taking a Gaussian shaped spectral line
with the correct thermal line width (Equation 5) and the local
Doppler shift.
ǫ(λ, x′, y′, z′) = 2
√
2 ln 2√
2πλw
ǫ˜(x′, y′, z′)
exp
(
−4 ln 2
λ2w
(
λ− λ0
(
1− Ez′ · Ev/c
))2)
(6)
= 1
σw
√
2π
ǫ˜(x′, y′, z′)
exp
(
− 1
2σ 2w
(
λ− λ0
(
1− Ez′ · Ev/c
))2)
(7)
The local Doppler shift is calculated by projecting the local
velocity Ev(x, y, z) onto a unit vector Ez′ along the LOS,
given by
Ez′ =
 sin b cos l− sin b sin l
cos b
 , (8)
as can be readily derived from Equation (2). The velocity
projection is done in each grid point, and then the value is
interpolated to the forward modeling grid.
After summation with Equation (3), the specific intensity
I(λ, x′i, y
′
j) is returned as a result of the second step in the code.
This specific intensity can then be fitted with a Gaussian in order
to obtain intensity, Doppler shift and line width. An example of
this is shown in Figure 2.
For the calculation of emission in the imaging telescopes of
SDO/AIA, we have computed instrument response functions
κα(ne,T) for bandpass α on a grid of densities ne and
temperatures T. For this we have used the AIA temperature
response functions (obtained with aia_get_resp.pro,
Boerner et al., 2012) and the contribution function G(λ, ne,T)
with the CHIANTI isothermal.pro routine (and also
includes the continuum emission), following the procedure
detailed in Del Zanna et al. (2011). The instrument response is
then computed by
κα(ne,T) =
∫
λα
G(λα, ne,T)Rα(λα)dλα, (9)
where Rα is the wavelength-dependent response function of
bandpass α, and where the wavelength integration is done over
all spectral lines with wavelengths contained in the bandpass (the
wavelength range is roughly centered on the dominant spectral
line and has a width largely covering the FWHM given by the
response function). The available instrument responses are listed
in Table 1, and have been computed with both coronal and
photospheric abundances.
The instrument response in the image plane of the forward
model is then obtained through integrating κα over the LOS.
Thus, the equivalent for Equation (3) for the imaging telescope is
I(x′i, y
′
j) =
∑
k
κα(x
′
i, y
′
j, z
′
k)1l, (10)
in which the emissivity was replaced by the instrument response
function.
The above features are common in at least FOMO-C and
FOMO-IDL. In the following subsection, we will outline the
specific methods used for applying the above derivation, and
which optimizations have been implemented. FOMO-GS is
rather different than the above procedure, since it calculates
the gyrosynchrotron emission with 1D radiative transfer. It is
described separately in Section 2.4.
2.2. FoMo-C v3.2
The FOMO-C code is written as shared object library, against
which the user can link the code for the specific problem at hand.
In the library an object FoMoObject is defined. It has several
members defined:
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FIGURE 2 | The typical data products from FoMo. The left panel shows the intensity, the middle panel the Doppler shift, and the right panel the line width. This
rendering has been performed for the data used for the code validation in Section 2.6. The white “+” shows the position for the spectral line comparison in Figure 3.
• push_back_datapoint({x,y,z},{rho,T,vx,vy,
vz}): This adds data points of the simulation to the
FoMoObject.
• setresolution(nx,ny,nz,nlambda,
lambdawidth): This sets the resolution of the rendering.
The resolution should more or less match the resolution of the
simulation.
• render(l,b): The member performing the actual
rendering of the data cube, for angle l and b. The result will be
written out to hard disk, for post-processing and analysis.
For more information on the members of the FoMoObject
and example for the practical usage, please consult the
FOMO wikipage at https://wiki.esat.kuleuven.be/FoMo/, or the
documentation provided through doxygen in the source files of
the code.
Interpolations in FOMO-C are performed with the CGAL
library (The CGAL Project, 2015). This happens on two occasions
in the code:
1. The first usage of the CGAL library occurs for the
interpolation of Gλ0 [for using in Equation (4)] on the
simulation grid (x, y, z) in the conversion from ne,T to
ǫ˜. First the data is read in from the tabulated CHIANTI
file [as a function ǫ˜(ne,T)], then a 2D triangulation is
constructed of this function. Then, at each simulation point,
the pair of (ne,T) is located in the triangulation, and a linear
interpolation between neighboring points is performed.
2. The second interpolation in the CGAL library is for the
interpolation of the voxels into the 3D grid of the original
simulation. A 3D triangulation is constructed for the grid
of the simulation (using the parallel triangulation algorithm
of CGAL, based on Intel’s Thread Building Blocks). Thus,
FOMO-C does not rely on a regular grid, and allows for the
use of general grids in the simulation (including adaptivemesh
refinement, and even unstructured grids). Then, each voxel is
located within the 3D triangulation, and the emissivity of the
nearest grid point is used as the interpolated value.
The integration along the LOS is parallelized through OpenMP
tasks. Each pixel in the imaging plane is independent from other
pixels, and thus constitutes a task. In the task, the processor walks
along the LOS, gradually adding the (wavelength-dependent)
emission to obtain the intensity in that respective pixel.
The main attraction of FOMO-C is that (1) it is built in a
modular fashion, and adding of new rendering algorithms is
easy, (2) it allows for having irregular grids (such as adaptive
mesh refinement, or unstructured grids), (3) it is parallelized with
OpenMP and Intel’s Thread Building Blocks, (4) it is written and
built in C++ with the GNU autotools and should thus work on a
variety of systems.
The current version of FOMO-C (v3.2) contains
documentation written in doxygen. Moreover, examples are
provided on how to read in data and render it, including
examples on the processing of HDF5 output from the FLASH
code (Fryxell et al., 2000; Lee et al., 2009). Routines are also
provided in order to import the FOMO-C output into IDL, where
the output can be post-processed (e.g., Gaussian fitting of the
spectral lines and visualization).
2.3. FoMo-IDL
FOMO-IDL has been written taking into account the numerical
limitations encountered when using IDL, namely, limits on
memory management, CPU speed and parallelization, all of
which can make the computations significantly slower than
in C++. Nevertheless, the implementations performed in the
programming of the IDL version make the computations
highly efficient and comparable (to some extent) to the C++
counterpart.
As mentioned in Section 2.1 the main idea behind our
forward modeling is to convert the physical variables ne,T in the
numerical model to the observables ǫ˜, λw. For dealing with this
conversion in an efficientmanner in IDLwe construct histograms
of the velocity and emissivity and work with the resulting bins
as groups of pixels instead of individual pixels. The constructed
bins are then representations sampling the entire velocity -
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emissivity space. Doppler shifts and thermal width calculations
are therefore applied to the groups of pixels within single bins
“simultaneously” instead of pixel by pixel. Let us explain this
binning procedure in more detail.
With the help of IDL’s histogram function we first generate
bins of the velocity space from the numerical box with a given
velocity width (set by default to 0.5 km s−1). Let the set of
velocity bins be {Vi}i= 1,...,n. The group of pixels within a bin
Vi forms a set of emissivities ǫ(Vi), given by Equation (4). We
then generate a second histogram, now of emissivities, for each
set {ǫ(Vi)}i= 1,...,n, each leading to a binning of the emissivities
corresponding to a velocity vi of the bin Vi. Let the group of
emissivity bins linked to the velocity bin Vi be {ǫVi}j= 1,m. Now,
consider a bin ǫVi j of this second set of bins. We calculate the
average temperature Tavi,j ≡ T(ǫVi j ) of the pixels within this
bin. The average line width λw,Tavi,j for this bin will then be
given by Equation (5), replacing the temperature by this average
temperature in the bin. The emissivity for all pixels within this
bin is then set to the corresponding emissivity bin value ǫVi j .
A Gaussian function is then constructed for all pixels within
this emissivity bin linked to the velocity bin Vi, having a total
emissivity ǫVi j , Doppler shifted by a velocity vi, and with a
FWHM λw,Tavi,j .
FOMO-IDL requires the numerical box to have uniform
grids (although it will be extended to non-uniform grids in
the future). Based on given numerical grids new grids are
constructed for the voxels. The resolution in the new grids is
set based on the original numerical resolution and the LOS,
aiming at making the forward modeling as precise as possible.
For instance, assuming that the LOS is in the (x, y) plane and
that the resolution elements of the original grids are dx and
dy, then the resolution step of pixels along the LOS is given
by min{dy,√((dx cos(θ))2 + (dy sin(θ))2)} for dx < dy and
min{dx,√((dx cos(θ))2 + (dy sin(θ))2)} for dy < dx (and is set
equal to dx when dx = dy). Here θ is the angle in Figure 1 and
the plane of the image corresponds to the (x, y) plane.
Interpolations in FOMO-IDL, as in FOMO-C, are linear and
occur twice per run. The first time is for calculating the emissivity
values (Equation 4) corresponding to the physical variables ne,T
in the numerical box from the look-up table of the contribution
function. The second time is for the integration along the LOS
in the new (uniform) grid, where, before summing, the set of
Doppler shifted emissivity pixels calculated from the binning step
is interpolated into the new grid along the LOS.
More details about FOMO-IDL, especially on the practical use,
can be found in the online wiki of the FOMO project at https://
wiki.esat.kuleuven.be/FoMo/.
2.4. FoMo-GS
FOMO-GS is an alternative version of the FOMO code in which
the radio emission is computed, instead of the EUV emission
(as in FOMO-C and FOMO-IDL). For EUV emission, the local
density, temperature and velocity is the required information for
the computation of the emission. However, for radio emission
entirely different quantities are important. A first approximation
for the gyrosynchrotron emission for coronal plasmas is given
by Dulk and Marsh (1982). In their formulae, it is apparent
that rather the magnitude and direction of the magnetic field,
the number density of non-thermal particles, and the power law
index of the particle distribution are important parameters for
the gyrosynchrotron emission.
Thus, prior to running FOMO-GS, it is essential for the
user to choose a distribution of non-thermal particles in the
simulation domain. One possibility is to take the number density
proportional to the total number of electrons in each simulation
cell (as was done in Reznikova et al., 2014, 2015; Kuznetsov
et al., 2015, although computing the density with energetic tracer
particles may be more accurate). Moreover, the user needs to
make a choice on the power law of non-thermal particles (which
may differ from point to point in the simulation). Finally, a
pitch-angle distribution for the non-thermal electrons needs to
be fixed.
For the projection along the LOS, FOMO-GS follows the
implementation of FOMO-IDL, using an angle l and b to rotate
the simulation data cube (following Equation 2). The angle
θ of the magnetic field with the LOS is computed from the
simulation by
cos θ =
Ez′ · EB
B
, (11)
where B is the magnitude of the magnetic field and the unit
vector Ez′ along the LOS was defined in Equation (8). Then,
the necessary information along the LOS is extracted by doing
a nearest-neighbor interpolation of the LOS voxels into the
original simulation grid.
Subsequently, the physical quantities on the LOS voxels are fed
into the fast gyrosynchrotron code by Fleishman and Kuznetsov
(2010). This code computes for each voxel the emissivity and
absorption coefficient. It is based on the formulae given in
Ramaty (1969), but implements several optimizations to speed up
the computation time drastically. Then, the fast gyrosynchrotron
code performs a 1D radiative transfer calculation along the LOS
(see Equation 25 in Ramaty, 1969). As a result, the intensity
in left- and right-polarized radio waves is obtained in each
observational pixel, which allows for the computation of the
intensity and polarization.
Once again, for the practical usage of FOMO-GS we refer to
the wikipage of the FOMO project at https://wiki.esat.kuleuven.
be/FoMo/.
2.5. Data Handling
Often the simulation data are very large. It is thus not trivial to fit
all the simulation data into the computer memory, let alone the
triangulation and forward model. Therefore, a clever choice of a
subset of the simulation is often necessary for all three flavors of
FOMO.
Alternatively, it may be possible to split the simulation in
several 2D slices or 3D subsets (that contain the LOS rays), and to
perform the rendering on those. Afterwards the partial artificial
simulations may be rejoined. The user can write a program to do
this in an automated fashion.
Such a splitting approach may also lead to further
parallelization over multiple computers (e.g., with MPI),
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since rendering all subsets of the simulation data is independent
from the other subsets and is thus massively parallel, both in
computational power and memory.
2.6. Validation
For performing the code validation and performance analysis,
we have taken a snapshot from simulations similar to the one
in Antolin et al. (2014). In the simulation, an overdense coronal
loop was simulated subjected to an initial transverse velocity.
The loop starts to oscillate, and generates turbulence-like Kelvin-
Helmholtz vortices at the edge. The simulation is performed for a
quarter of the loop (given the symmetry of the transverse mode)
with a numerical resolution of 512 × 256 × 50 points (with the
smallest number of points along themagnetic field, z in Figure 2).
The datacube that is fed into the forward modeling is 512 × 512
× 50, and has now also the data mirrored with respect to the
mid-plane of the loop. For more details, the reader is referred to
Antolin et al. (2014).
For the validation, we render the simulation at snapshot
251 in the Fe XII 193.509Å spectral line, both with FOMO-C
and FOMO-IDL. The resolution for both renderings is chosen
as 724 × 50 × 100 (x′xy′xλ), and with 724 points along the
LOS direction. The simulation is viewed with an angle of 45◦
with respect to the direction of the initial velocity perturbation.
We choose a quasi-random position (x′s, y′s) in the resulting
data-cube, within the loop (i.e., where the emission is higher),
indicated with a white “+” in Figure 2. In the left panel
of Figure 3, we show the specific intensity I(λ, x′s, y′s) at this
position, for both FOMO-C (with plusses) and FOMO-IDL (with
diamonds). It is clear that the results from both codes are very
close to each other.
To quantify the discrepancy between the two codes better, we
have displayed a histogram of the difference between the specific
intensity in both codes (|IFoMo−C− IFoMo−IDL|) in the right panel
of Figure 3. Here as well, the majority of the simulation point lie
within 10 ergs cm−2 s−1 sr−1 Å−1 from each other, compared to
a maximum specific intensity of 3× 104 ergs cm−2 s−1 sr−1 Å−1.
2.7. Performance
We have compared the performance of the FOMO-IDL and
FOMO-C codes using the same rendering as described in
Section 2.6. The performance tests were done on a machine with
two Intel Xeon E5-2630 v3 CPUs, each with eight cores (and
thus 16 threads) running at 2.40 GHz. The machine has 128
GB memory. The results of the performance test are shown in
Table 2.
FOMO-C generally uses a lot of memory (as also shown
in the table). This is mainly because of the memory-intensive
computation of the triangulation by CGAL. It is clear from the
table that FOMO-IDL outperforms FOMO-C. This is no surprise,
because the FOMO-IDL code has been optimized for the forward
modeling of regularly gridded data. Moreover, when a favorable
angle is chosen along an axis of the simulation (0 or 90◦), the
computation time of FOMO-IDL is more than halved.
This also indicates in which direction FOMO-C could improve
in future releases.
One of the advantages of FOMO-C is that it allows for easy
parallelization via OpenMP. In Table 2, we have studied the
computation times for FOMO-C when running with 1, 16, or 32
threads on a 16 core machine. Going from the non-parallel run
to 16 threads, the code is sped up by roughly a factor 10. The
non-perfect speed-up is mainly because the construction of the
CGAL triangulation is not happening in parallel and the read-in
and write-out times of the large data files. Adding more threads
does not benefit strongly the efficiency of the computation.
TABLE 2 | Performance of the FoMo-C and FoMo-IDL code.
Code and usage Duration (s) Maximum
memory (MB)
FOMO-IDL 1048 382
FOMO-C with OpenMP (32 threads on 16 cores) 1481 15,591
FOMO-C with OpenMP (16 threads on 16 cores) 1653 15,589
FOMO-C without OpenMP 16,814 15,587
FIGURE 3 | The left panel shows the specific intensity as a function of the wavelength, for a pixel in the center of the numerical domain. The plusses
show the results from FOMO-C, while the diamonds show the results from FOMO-IDL. The right panel displays a histogram of the differences of specific intensity
|IFoMo−C − IFoMo−IDL| between the results of FOMO-C and FOMO-IDL. The vertical axis shows the number of pixels with the deviation indicated on the horizontal
axis (in ergs cm−2 s−1 sr−1
◦
A−1).
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In principle, it is possible to parallelize the code using MPI
[chopping up the “observation” plane in roughly equal parts, and
doing parallel interpolation of the emissivity ǫ˜ in Equation (7)],
but we have not tested this in practice.
3. CONCLUSIONS
In this article, we have given an overview of the techniques used
in the FOMO code. FOMO is a numerical code for the forward
modeling of emission from coronal plasmas. There are three
versions of FOMO. The purpose of FOMO-C and FOMO-IDL is
equivalent, and they compute the EUV emission from optically
thin coronal plasmas by direct integration of the emissivity along
the LOS. To this end, they both use CHIANTI emissivity tables.
They both have the option to compute the emission in imaging
telescopes (in particular SDO/AIA) and spectrometers (such as
Hinode/EIS). FOMO-C has more features than FOMO-IDL: it
also has parallelism and can perform forward modeling for non-
regular grids (adaptivemesh or unstructured), although the usage
of FOMO-IDL will be extended to non-uniform grids as well.
The third part of FOMO is the FOMO-GS code. FOMO-GS
computes gyrosynchrotron emission from coronal plasmas. It
uses the fast gyrosynchrotron codes (Fleishman and Kuznetsov,
2010) as backend to perform the 1D radiative transfer along the
LOS. It thus also computes the gyrosynchrotron emission from
optically thick plasmas.
FOMO was developed with the aim of performing forward
modeling of coronal wave models. It has been previously used for
the modeling of sausage waves (Antolin and Van Doorsselaere,
2013; Reznikova et al., 2014, 2015; Kuznetsov et al., 2015), kink
waves (Antolin et al., 2014, 2015), and slow waves (De Moortel
et al., 2015; Yuan et al., 2015). However, the code has a much
wider applicability.
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