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Abstract
Elementary functional analysis is employed to give necessary and su±cient conditions for
the asymptotic mean value of logarithmically sized multiplicative functions.
x 1. Introduction
In the present paper I establish a weighted version of the Tur¶an{Kubilius inequality
and apply its dual to the study of multiplicative functions.
In general outline the arguments follow those in the relevant parts of my Cambridge
Tract, [6]. However, the underlying spaces are no longer of ¯nite dimension and the
structure of their associated measures does not readily admit of a restriction that would
yield the classical inequality of Tur¶an and Kubilius.
A typical positive integer will be denoted by n, a prime by p and a prime-power by
q. f(x)¿ g(x) will denote that jf(x)j · cg(x), for some constant c, holds uniformly on
a speci¯ed set of x-values.
Theorem 1.1. Let ¯ be a non-negative real-valued arithmetic function that sat-
is¯es ¯(1) = 1, ¯(qn) · ¯(q)¯(n) if (q; n) = 1 and for which the series P¯(n), taken
over all positive integers, converges.
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provided the series in the upper bound converge. The implicit constant depends at most
upon ®.













Each of the inequalities with ® > 1 in Theorem 1.1 has a dual. For ease of presen-
tation only I con¯ne myself to the cases 1 < ® · 2; cf. [6], Chapter 3.




























provided the series in the upper bound that involves the complex numbers an, converges.
The condition n »= o(q) indicates that q exactly divides n: q j n and (nq¡1; q) = 1.
I give two applications of these results.
x 1.1. First application.
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Moreover, if ¿ ¸ 1, then the converse holds.
Theorem 1.3 exempli¯es the results established in a recent extensive work of Zhang,
[7].
The case ¿ = 1 of Theorem 1.3, in which no logarithmic factors occur, was estab-
lished by Elliott, [2], [4] and Daboussi, [1]. A considerable study of related theorems,
with emphasis on method, may be found in the author's volume, [6].
For its own interest and to meet a challenge of Zhang, [7] x4, see also the review MR
2452645 (2010), I shall illustrate with an appropriate weighted version of the Tur¶an{
Kubilius inequality and its dual, that the general approach of that volume applies equally
well to the cases ¿ 6= 1.
Other weighted versions of the Tur¶an{Kubilius inequality may be found in the
author's paper on compositions of arithmetic operators, [5].
The second application is concerned only with inequalities.
x 1.2. Second application
Theorem 1.4. Let ¿ > 1, ® > 1. In order that for positive constants cj, j =
1; 2; 3, the non-negative multiplicative function, g, satisfy the inequalitiesX
n·x




n¡1g(n) · c3(log x)¿









converge and that the partial sumsX
p·y
p¡1(g(p)¡ ¿); y ¸ 2;
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be uniformly absolutely bounded.
If the condition on the mean-value of g is replaced byX
n·x
n¡1g(n)® · c1(log x))¿® ;
then with no further change the theorem holds for ¿ > 0.
x 2. Background Functional Analysis
Let Q be the set of prime-powers. We de¯ne a measure, ¹, on the power set of Q
by ¹(F ) =
P
¯(q), the sum taken over the prime-powers in the set F . Under the initial
hypothesis of Theorem 1.1, Q itself has ¯nite measure.
A function f : Q! C may be viewed as a point (f(q)) in the space CQ. For ® ¸ 1











L®(Q) will denote the space of functions f with well de¯ned norm jjf jj®.










on the power set of N . Lemma 3.1 which follows will show that º assigns to N a measure
of at most 1.


















M®(N) will denote the space of functions h with well de¯ned norm jjhjj®.
To each complex-valued additive arithmetic function f(n) there corresponds a map








1A = µf(n)¡ Z fd¹¶ :
The ¯rst part of Theorem 1.1 asserts that for ® ¸ 2, and in an obvious notation,
the map
L2 \ L®(Q) A®¡!M®(N)
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has norm jjA®jj bounded in terms of ®. The domain of A® is the intersection of spaces
L2(Q) and L®(Q), with associated norm jj jj2 + jj jj®.
We may dualise the diagram, identifying the dual space (M®(N))0 with M®
0
(N),
where 1=®+ 1=®0 = 1:
(L2 \ L®(Q))0 A
0
®Ã¡M®0(N):
A standard result in functional analysis guarantees that jjA0®jj = jjA®jj, hence jjA0®jj ¿
1.
For 1 < ® · 2 there is a corresponding map
(L2 \ L®0(Q))0 A®¡!M®(N)
with dual
(L2 \ L®0(Q))00 A
0
®Ã¡M®0(N):
Since Q has ¯nite measure we may identify the second dual in the ¯nal target space
with the original space L2 \L®0(Q). Once again kA®k ¿ 1, which is the second part of
Theorem 1.1, and kA0®k (= kA®k)¿ 1, which is the content of Theorem 1.2.
For ® ¸ 2, the composition
L2 \ L®(Q) A®¡!M®(N) A
0
®0¡! L2 \ L®(Q)
corresponds to the map T in the author's volume, [6]. There is a similar composition
between the spaces (L2 \ L®0(Q))0 if 1 < ® · 2.
Note that without severe restrictions upon the function ¯, A0®0A® will not be the
identity map.
x 3. Proof of Theorem 1.1
In order that various in¯nite series arising in the argument should converge abso-
lutely, it is convenient to establish Theorem 1.1 with ¯(n)n¡¾ in place of ¯(n), uniformly
for 0 < ¾ · 2, and let ¾ approach zero. The notation of Theorem 1.1 will otherwise
remain in force.












provided one of the two series converges.
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and the asserted inequality follows from applications of the inequality eb ¸ 1 + b, valid
for all real non-negative b.
As a paradigm for later procedures we may replace the excursion through an Euler

























¯(q)q¡¾ log q ¢ J(¾);
the condition (m; q) = 1 having been abandoned. Hence




































uniformly for jzj · 1, jwj · 1, 0 < ¾ · 2.
Proof of Lemma 3.2. De¯ne the multiplicative function g(n) = exp(D¡1h(n)).





















¯(q)q¡¾fjg(q)j ¡ 1¡ Re(D¡1h(q))g
!
:
In view of the inequality jes ¡ 1 ¡ sj · jsj2max(1; eRe(s)), uniform in complex s, the








Lemma 3.2 is established.
Lemma 3.3. For ® > 0,
1X
n=1






Proof of Lemma 3.3. Application of HÄolder's inequality shows that it will su±ce
to establish the bound for integral values 2k of ®. In view of Lemma 3.2, the desired











This completes our treatment of the large values of f .
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x 3.2. Small values of f
Lemma 3.4. If the non-negative real arithmetic function t satis¯es t(q) · 1 and












for each non-negative integer, k.
Proof of Lemma 3.4. The proof goes by induction on k for all such functions, t.
The case k = 0 is clear.
























Here t(qm)r · (t(q)+t(m))r · (1+t(m))r, which we expand. Suppressing the condition
(q;m) = 1, we apply the induction hypothesis to each of the resulting sums. The upper











from which the validity of the proposition with k = r + 1 follows.












uniformly for ® ¸ 0, ¾ ¸ 0.
A further application of HÄolder's inequality shows that it will su±ce to establish






Operator norms and the mean values of multiplicative functions 89
we may apply Lemma 3.4 with ¯ replaced by the function n 7! ¯(n)n¡¾.















uniformly for ¾ ¸ 0.














Again t(qm)®¡1 · (1 + t(m))®¡1 ¿ 1 + t(m)®¡1. We omit the condition (m; q) = 1
and apply the corollary to Lemma 3.4.










with a ¯nal sum that does not exceed 1.
The proof of Lemma 3.6 is complete.





















uniformly for 0 < ¾ · 2, and we may let ¾ approach zero.
For the cases 1 · ® < 2 of Theorem 1.1 the following modi¯cation su±ces.
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de¯ned for real y > 0, satis¯es ¸(¸(y)) · 2¸(y).




















There is a similar argument if w < y.
This completes the proof of Lemma 3.7.





jf(q)j®¯(q)q¡¾ · w¡®¸(w)® · 2®;
X
jf(q)j·w
jf(q)j2¯(q)q¡¾ · ¸(w)2 · 4w2:
We may replace D by ¸(´) and follow the argument for the cases ® ¸ 2.
This completes the proof of Theorem 1.1.
x 3.3. Remarks
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the implicit constant depending at most upon ®. Since they do not satisfy the triangle
inequality, the sums involving ® are not norms. This inequality is guided rather by an
aesthetic from the theory of probability.
Over the range 0 < ® < 1 similar modi¯cations should be made to the inequalities
of [6], Theorem 2.1, [5], Theorems 1 and 2 and therefore [6], Theorems 34.1 and 34.2.
This does not a®ect any of the applications in those works since only inequalities with
® > 1 are employed.
For 0 < ® < 1 other variants are possible, cf. [3].
With modest assumptions inequalities of Tur¶an{Kubilius type may be extended to
normed freely generated commutative semigroups, as is sketched in exercises 14{17 of
the author's volume [6], Chapter 34.
This ends the remarks.
x 4. Proof of Theorem 1.3
I shall concentrate on the necessity of the conditions involving the primes. I shall
apply Theorem 1.2 with ¯(n) = ¿!(n)n¡¾, where !(n) denotes the number of distinct
prime divisors of n and 1 < ¾ · 2. For ease of presentation only, I con¯ne myself to the















+ (a similar expression with ® = 2)





with 1=®+1=° = 1, valid for all complex numbers an for which the ¯nal series converges.
x 4.1. General remarks
Let 0 < w < 1=2. Provided 0 < ± < min(®¡1; (® ¡ 1)w=2), the uniform bound onP jg(n)j®; n · x, guarantees uniform bounds g(q)¿ q1¡± andX
q·x;jg(q)j>qw
jg(q)j ¿ x1¡±:
An integration by parts shows the series
P jg(q)jq¡1, taken over the prime-powers for
which jg(q)j > qw, to converge, consequently the series P jg(pm)jp¡m, taken over the
prime-powers with m ¸ 2, also to converge.
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®¡1dy ¿ ¡(¿®)(¾ ¡ 1)¡¿® ; 1 < ¾ · 2;





g(n)n¡¾ = (1 + o(1))A¡(¿)(¾ ¡ 1)¡¿ as ¾ ! 1+;
where A is the value of the limit implicit in the hypothesis on the sum
P
g(n), n · x,
and is not zero.
x 4.2. Necessity, Case 0 < ¿ · 1
We apply the dual Tur¶an{Kubilius inequality to jg(n)j. Since 1 + ta · (1 + a)t if























+ (a similar expression with ® = 2)
¿ ³(¾)¿=°(¾ ¡ 1)¡¿=® ¿ (¾ ¡ 1)¡¿ ;










¯À (¾ ¡ 1)¡¿ ;
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we derive the convergence of the seriesX
q
q¡1jjg(q)jµ(q)¡1 ¡ ¿ j® and
X
q
q¡1jjg(q)jµ(q)¡1 ¡ ¿ j2;
where µ(q) = 1 +
P1
m=1 jg(qm0 )jq¡m0 and q0 is the prime of which q is a power.
From our general remarks the µ(q) are uniformly bounded, the series
P
q¡1 jµ(q)¡
1j® and P q¡1jµ(q)¡ 1j2 converge, and so do the seriesX
q
q¡1jjg(q)j ¡ ¿ j® and
X
q
q¡1jjg(q)j ¡ ¿ j2:
In particular, for any ", 0 < " < 1, the series
P jg(q)jq¡1, taken over the prime-
























¿ ³(¾)¿+" ¿ (¾ ¡ 1)¡(¿+")
holds uniformly for 1 < ¾ · 2.
If now




vanishes for ¾ = 1, then since the series representing Á0(¾) converges absolutely, Á(¾)¿
¾ ¡ 1 as ¾ ! 1+. Thus










¿ (¾ ¡ 1)1¡(¿+");
and as ¾ ! 1+ a contradiction ensues.
We can now reapply the earlier argument with g(n) in place of jg(n)j and obtain
the convergence of the seriesX
q




As before, the only lower bound that we require is jG(¾)j À (¾ ¡ 1)¡¿ , 1 < ¾ · 2.
Only the convergence of the series
P
p¡1(g(p)¡ ¿) remains to be assured.
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Employing its Euler product representation, as ¾ ! 1+
















where B1; B2 are non-zero constants and p0 is a suitably large ¯xed prime. Com-
bining this with the asymptotic estimate G(¾) = (1 + o(1))A¡(¿)(¾ ¡ 1)¡¿ = (1 +






A simple tauberian argument now su±ces.
Let 0 < " < 1. We denote the sum function of the series
P
(g(p)¡ ¿)p¡¾ by µ(¾),










(g(p)¡ ¿)(p¡¾ ¡ p¡1):
An application of the Cauchy{Schwarz inequality together with the well-known Cheby-






= o(1) as ¾ ! 1+; y !1:


















(g(p)¡ ¿)p¡1 ¡ µ(¾)
¯¯¯¯
¯¯¿ "
and the desired convergence is obtained.
x 4.3. Necessity Case, ¿ > 1
The inequality 1 + ta · (1 + a)t is not immediately available.
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De¯ne the multiplicative function h by h(p) = g(p) if jg(p)j · pw, where w is







(1 + jg(p)j®p¡¾) · F (¾)¿ (¾ ¡ 1)¡¿®
is available. Moreover













P jg(p)jp¡1, jg(p)j > pw, converges.
The argument of the previous section then yields the convergence of the seriesX
jjh(p)j ¡ ¿ j®p¡1 and
X
jjh(p)j ¡ ¿ j2p¡1;
hence that of the seriesX
jg(p)¡ ¿ j®p¡1 and
X
jg(p)¡ ¿ j2p¡1
taken over those primes p for which jg(p)j · pw, with the concomitant non-vanishing of




From our general remarks there is a non-zero constant B3 for which





as ¾ ! 1 + :






and the convergence of the series
P
(g(p)¡ ¿)p¡1, jg(p)j · pw. The restriction jg(p)j ·
pw may then be omitted.
Lemma 4.1. If ® > 0, jw ¡ 1j · 1=2, then
jwj® = 1 + Re(®(w ¡ 1)) +O(jw ¡ 1j2):
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Proof of Lemma 4.1. With the principal value of the logarithm
jwj® = exp(Ref® log(1 + w ¡ 1)g) = exp(Re(®(w ¡ 1)) +O(jw ¡ 1j2))
= exp(Ref®(w ¡ 1)g) +O(jw ¡ 1j2)
and the result is evident.
Replacing w by w=¿ , ¿ > 0,
jwj® ¡ ¿® = ®¿®¡1Re (w ¡ ¿) +O(jw ¡ ¿ j2)
uniformly for jw ¡ ¿ j · ¿=2. ThusX0





³X0 jg(p)¡ ¿ j2p¡¾´ ;
















= (1 + o(1))B4(¾ ¡ 1)¡¿® as ¾ ! 1+;








¿ (¾ ¡ 1)¿®F (¾)¿ 1; 1 < ¾ · 2:

















In this case we are left to establish the convergence of the seriesX
p;m¸2
jg(pm)j®p¡m:
For those primes p with jg(p)j · pw we apply the elementary inequality (1¡ b)(1+
a+ b) ¸ 1 + a=4, valid for 0 · b · 1=2, a ¸ 4b2. With
a = ap =
1X
m=2
jg(pm)j®p¡m¾; b = jh(p)j®p¡¾;
and provided p ¸ 5,
exp(¡jh(p)j®p¡¾)(1 + jh(p)j®p¡¾ + ap) ¸ 1 + ap=4
The product
Q
(1 + ap=4), taken over those primes for which jg(p)j · pw and ap ¸
4(jh(p)j®p¡¾)2, is not more thanY
jg(p)j·pw






F (¾)¿ (¾ ¡ 1)¿®(¾ ¡ 1)¡¿® ¿ 1;






restricted to the same primes, is bounded uniformly for 1 < ¾ · 2.












is bounded uniformly for 1 < ¾ · 2 and we may let ¾ ! 1+.
x 4.4. Su±ciency
I shall be brief. The argument rests upon the following two results.
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Lemma 4.2. If the real non-negative arithmetic function ¯ satis¯es ¯(1) = 1,
¯(qm) · ¯(q)¯(m) when (q;m) = 1 and y¡1Pq·y ¯(q) log q · ¢ uniformly for 1 ·







the implied constant absolute.
Proof of Lemma 4.2 This result is essentially a special case of [5], Lemma 1. See,
also, [6], Lemma 2.2.


















the implied constant absolute.
Proof of Lemma 4.3. One may proceed along the lines of the proof of the present
Theorem 1.1, bearing in mind the argument of [5] and [6], Chapter 2. The term with



















(log q)¡1 ¿ ¢x(log x)¡1:
As for Theorem 1.1, there are versions of Lemma 4.3 involving mean ®-powers with
® ¸ 1.
To begin with I shall assume that the function q satis¯es jg(q) ¡ ¿ j · ¿=2 on all
prime-powers q. As before, q0 will denote the prime of which q is a power.
For r > 0, de¯ne the multiplicative function gr(n) by gr(q) = g(q) if q0 · r,
gr(q) = ¿ otherwise.
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with the principal value of the logarithm.
We note that by Lemma 4.2
X
n·x






since jg(q)j2 = jg(q)¡ ¿ j2 + 2¿Re(g(q)¡ ¿) + ¿2. LikewiseX
n·x
¿¡!(n)jgr(n)j2 ¿ x(log x)¿¡1;
uniformly for x ¸ 2, r ¸ 2.
With the additive function f de¯ned by f(q) = log(g(q)¿¡1) if q0 > r, f(q) = 0








Since ¿f(q) = g(q)¡ ¿ +O(jg(q)¡ ¿ j2), Lemma 4.3 shows thatX
n·x


































jg(n)¡ gr(n)j = 0:
The function gr(n) is ¿!(n) on those integers n not divisible by primes p · r. A
classical argument shows that for each r
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exists and an inspection of Euler products shows that limY (r), r !1, exists.




jg(n)j® ¿ x(log x)¿®¡1
follows from an application of Lemma 4.2 together with Lemma 4.1.
In the general case we ¯rst apply the argument to the multiplicative function g+
de¯ned by g+(q) = g(q) if jg(q) ¡ ¿ j · ¿=2, and g+(q) = ¿ otherwise. We de¯ne
the multiplicative function h by Dirichlet convolution, h ¤ g+ = g, and the remaining














= (1 + o(1))Ax(log x)¿¡1; x!1;
and an examiniation of the Euler product representation of A shows it not to vanish.
Alternatively, we may de¯ne a multiplicative function t by
t(pm) =
8>>><>>>:
0 if p · ¿ + 1;
g(pm) if p > ¿ + 1 and jg(p)¡ ¿ j · ¿=2;
¿ if p > ¿ + 1 and jg(p)¡ ¿ j > ¿=2:

















h(n)n¡1 is absolutely convergent. It will su±ce to treat the function
t.
For r > ¿ + 1 we de¯ne tr(pm) = t(pm) if m ¸ 2,
tr(p) =
8<:t(p) if p · r;¿ if p > r:
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where u runs through squarefree integers and v those for which every prime divisor
occurs multiply. In particular,
P jt(v)jv¡1 converges.
The treatment of tr(u) (= ¹(n)2tr(n)) now follows that for gr(n).
This completes the proof of Theorem 1.3.
x 5. Proof of Theorem 1.4
I con¯ne myself to the following remark.




h(n)n¡1 ¿ (log x)t
for some t > 0 and all x ¸ 2 if and only if the corresponding Dirichlet series H(¾) =P1
n=1 h(n)n
¡¾ satis¯es
(¾ ¡ 1)¡t ¿ H(¾)¿ (¾ ¡ 1)¡t
uniformly for 1 < ¾ · 2.
Assuming only the upper bound on h, an integration by parts shows that






h(n)n¡1dy ¿ (¾ ¡ 1)¡t; 1 < ¾ · 2:





h(n)n¡¾0 ¿ (¾0 ¡ 1)¡1 ¿ (log x)t:
Adjoining the lower bound condition on h ensures that (¾¡ 1)¡t ¿ H(¾) with the
same uniformity in ¾.
Moreover, if both upper and lower bounds are satis¯ed by H(¾), then with w =
exp(A(¾ ¡ 1)¡1)X
n>w
h(n)n¡¾ ¿ (¾ ¡ 1)
Z 1
w




and if A is ¯xed at a su±ciently large valueX
n·w
h(n)n¡¾ À (¾ ¡ 1)¡t; 1 < ¾ · 2:
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Specialising ¾ to 1 +A(log x)¡1,X
n·x
h(n)n¡1 À (log x)t;
the implied constant depending upon A.
This ends the remark.
x 6. Concluding Remarks
The foregoing is a formal representation, with adjoined details, of the lecture under
the same title that I gave during the International Conference: Functions in Number
Theory and Their Probabilistic Aspects, held in the Research Institute for Mathematical
Sciences, Kyoto University, Japan, December 13{17, 2010.
It gives me great pleasure to thank the organizers Akiyama S., Fukuyama K.,
Matsumoto K., Nakada H., Sugita H., Takahashi Y., Tamagawa A., for their kind
invitation to speak and for their ¯nancial support.
I thank all my Japanese colleagues for their warmly welcoming hospitality and their
many kindnesses to my wife and myself.
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