This paper considers a new Analytic Perturbation Analysis ( A P A ) approach for Discrete Event Dynamic Systems (DEDS) with discontinuous samplepath functions with respect t o control parameters. The performance functions for DEDS usually are formulated as mathematical expectataons, which can be calculated only numerically. A P A is based on new analytic formulas for the gradients of expectations of indicator functions; therefore, it is called an analytic perturbation analysis. The gradient of performance function m a y not coincide with the expectation o,f a gradient of sample-path function (i.e., the interchange formula f o r the gradient and expectation sign may not be valid). Estimates of gradients can be obtained with one simulataon run of the models.
Introduction
Discrete Event Dynamic Systems (DEDS) are an important class of dynamic systems with discontinuous (discrete) stochastic behavior. The dynamics of such systems include logical rules, which discontinuously (discretely) change the state of the system. For example, a customer can change a routing if a server is busy in it queuing network.
In analyzing of such systems, one often is d e resLed in how their performance depends upon these parameters. Gradients provide useful information on this dependence. Pcrformanw functions for the DEDS usually are formulated as mathematical expectations of the discontinuous functions with respect to control parameters. Gradients of performaice functions are difficult to calculate analytically. T11c gradient of a smooth function can be estimated with finite differences, but, for DEDS, these estimates have high variances. Low-variance stochastic ' Work performed under the auspices of the U.S. Department of Energy (USDOE). The views expressed in this paper are those of the author and do not reflect any policy or position of the USDOE.
estimates of the gradients (siochasirc puaszgradaents) can be obtained for a broad class of discrete event systems with one simulation run. The rnfiniteszmal perturbation analysts (IPA) proposed by Ho and coworkers [8] is one such efficient method, which can be used to calculate stochastic quasigradients for DEDS (see also [4,10, 17,241). An alternative approach is the lzkelzhood-ratzo (LR) or score-function (SF) method. For background on this method see [7, 11, 14, 161. Both approaches are based on the well-known formula for the interchange of mathematical expectations and gradient signs
(1)
Generally, a disadvantage of the standard form of perturbation analysis is that, it does not work when the sample-path function is discontinuous in the relevant parameter. In that case, it may no longer be valid to change the order of taking the expectation and the derivative. Ho and Li [9] , presented an approach to circumvent this difficulty by using a finite difference approximation ideas. 
Explanation of the Approach
Let (P, F, R) be a probability space, and G(z) = I E g ( z , w ) be an expectation of function g ( z , w ) depending upon the control variables z E R" and a ran dom element w E $2. For convenience, we often omit argument w and use bold face font for random variables (e.g., q = q(w)). The function g ( z , w ) can be discontinuous w.r.t. x and w . We suppose that:
I the function g(x, w ) is piece. wise differentiable w.r.t. z and w ; 1 , 2 , ... 4. each subset @(;e), q = 1 , 2 , . . . can be presented by the system of inequalities
the set
where f: : R" x SI + R , 1 _< 15 kq .
I{ fq(z,w)jo} denotes an indicator function which cor-
With these definitions, the performance function G(z) = lE g(z, w ) can be presented as the sum
The function is an integral of the function g ( t , w ) over the set p q ( z ) . This function is differentiable under general conditions (see, Appendix). The gradient VZt$q(x)
can be presented as an integral of another function aq(z,w) over the same set @(z) plus an additional
which is a surface integral, or equivalently, as a mathematical expectation of the product
q=l where,
The random vector a q ( t ,~) usually can be obtained with one Montecarlo simulation run of the model, analogous to the random value g ( x , w ) . Generally,
therefore, in many cases, formula (1) is not valid.
The idea to split the set R into subsets pQ(x), q = 1 , 2 , . . . is not new and was used in different forms in papers [l, 2, 3, 5, 13, 15, 231 and others. In this paper, we combine this idea with new analytic formulas for the differentiating the expectations of indicator functions. The following example was considered by Gong and Ho [5]. Here, we consider a case with arbitrary smooth distributions and probability performance function.
'The system consists of two servers and two classes of customers (Figure 1 ). Each class consists of only one customer and has a different routing. The class 1 customer goes back to server 1 immediately after leaving the server. The class 2 customer goes from server 1 to server 2, then back to server 1. Service times on server 1 for the class 1 customer are independent random variables and have the same density function p We assume that the density function p and its derivatives are available. We denote by L(w) the interdeparture time of class 2 customer from server 1. The performance we are concerned with here is the cumulative distribution function of interdeparture time L ( w ) , i.e., As Gong and Ho discussed [5], interchange formula (1) is not applicable to these kind of problems.
Suppose that each simulation run begins and ends with the successive arrivals of class 2 customer at server 2; this is a regenerative cycle. Suppose, in this regenerative cycle, a class 1 customer was served q times by server 1. Denote by Ci , i : = 1,. . . , q service times of' customer 1 by server 1 and by q2 the service time of customer 2 by server 2, and by ql the service time of customer 2 by server 1 (Figure 2) .
One regenerative cycle is defined by the positive random variables q 2 , qr and C, , i = 1,. . . , q , where the random variable q can be an arbitrary large positive integer number. The set R of random elements can be split into subsets ,d(z), q = 1,2,. . . [24] Zazanis, M.A., "Perturbation Analysis of the GI/GI/l Gueue." Q U E S T A , (in press).
Appendix. The Analytical Derivatives of the Integrals over
Sets Given by Inequalities be defined on the Euclidean space R", where f :
IR" x R" I R~ and p : nt" 
where random vector C in ELrn has a probability density p (~, y) that depends on a parameter x E R . There is a freedom in the choice of the sets K1 and Kz and representation of the gradient of function (11). First, we consider the case when the subsets K1
and Kz are not empty. In this case, the derivative of integral (11) The last equation can have a lot of solutions and we can choose an arbitrary solution, differentiable with respect to the variable y .
Further, let us present the derivative of function (11) for the case with the empty set K1. Then, matrix function H I is absent and In many cases there is a simple way to solve equations (14) and (17) 
