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The purpose of this paper is to introduce the quantum filtering and a smoothing theory
for Markovian open quantum dynamical systems briefly. The filtering and smoothing theory
for classical systems are well developed and show their performance used in practice, and the
quantum filtering theory has also developed from 1980\mathrm{s} based on the quantum version of the
classical conditional expectation. However, the quantum smoothing theory has not developed
since the quantum conditional expectation is not defined as well. We developed a quantum
smoothing theory based on two quantum inner products and show it with the filtering theory.
The weak value is naturally defined as the minimum mean square estimate in our frame work
and the quantum smoother, the dynamical estimator of weak value, is derived.
§1. Introduction
State estimation problems of dynamical systems driven by noisy disturbances often
arise in practice, and many kinds of estimators are proposed to extract the exact signal
from noisy observations [30, 49, 50, 56, 60]. A state estimation problem is a problem
that reconstruction of the objective, such as parameters of a probability density function
and physical quantities, from measured data (Fig. 1). One of the central notions of
state estimations is the \mathrm{s}\mathrm{c}\succ alled minimum mean squares estimation and it is widely
used because it is intuitive and easy to obtain the optimal solution by Hilbert space
theory [6, 38, 40].
Despite the first study of the minimum mean squares estimation problems was found
in  1700\mathrm{s}[51] , it has been studied and developed so far; for examples, a relation between
estimation errors and mutual information is found and developed in [17, 28, 29, 57],
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Figure 1. Abstract setting of estimation problems
and new estimators for dynamical systems described on certain manifolds, quantum
systems are derived [13, 14, 23]. The minimum mean square estimator is given by the
conditional expectation and we obtain a recursive estimator for hidden random variables
[38, 40]. First of \mathrm{a}\mathrm{J}1 , let us review the dynamical minimum mean square estimator




where all signals are one‐dimensional random variables at any time t\geq 0. W and V are
mutually independent one‐dimensional standard Wiener processes. The functions f, g
and h satisfy certain suitable conditions. Let C_{t} be a set of \mathcal{F}_{t} := $\sigma$(\{\mathrm{Y}_{s}|0\leq s\leq t
measurable real‐valued functions and P be a probability measure of the whole signals.
Problem 1.1.
Find a function Q^{\mathrm{o}\mathrm{p}\mathrm{t}}\in C_{t} as a solution of the following minimization problem
\displaystyle \min_{Q\in C_{t}}\mathrm{E}_{P}[|X_{ $\tau$}-Q|^{2}],
where \mathrm{E}_{P} is the expectation with respect to the probability measure P.
Problem 1.1 is called the prediction problem if \prime r>t , the filtering problem if  $\tau$=t,
and the smoothing problem if  $\tau$<t , respectively. Whether t is larger than  $\tau$ or not,
the solution of Problem 1.1 is given Uy the  Q^{\mathrm{o}\mathrm{p}\mathrm{t}}\in C_{t} satisfying
\mathrm{E}_{P}[(X_{ $\tau$}-Q^{\mathrm{o}\mathrm{p}\mathrm{t}})Z]=0, \forall Z\in C_{t}.
This implies that the estimation error and C_{t} are mutually orthogonal under the proba‐
bility measure P . The orthogonality defines the conditional expectation [11], and Q^{\mathrm{o}\mathrm{p}\mathrm{t}}
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is usually denoted by \mathrm{E}_{P}[X_{ $\tau$}|\mathcal{F}_{t}] . The filtering and fixed point smoothing equations are
then described of following forms
d$\pi$_{t}(X)=$\pi$_{t}(f(X))dt+\mathbb{E}_{P}[(X_{t}-$\pi$_{t}(X))(h(X_{t})-$\pi$_{t}(h(X)))|\mathcal{F}_{t}](dY_{t}-$\pi$_{t}(h(X))dt) ,
d$\pi$_{ $\tau$|t}(X)=\mathrm{E}_{P}[(X_{ $\tau$}-$\pi$_{ $\tau$|t}(X))(h(X_{t})-$\pi$_{t}(h(X)))|\mathcal{F}_{t}](dY_{t}-$\pi$_{t}(h(X))dt) .
As in classical statistics, estimation problems have also been arisen in quantum
physics [32, 33, 34]. Since current technologies give us many experiments of quantum
systems [20, 39, 45, 46, 47, 48], the necessity of the statistical procedure for quantum
systems has been increasing. According to the quantum theory, every quantum physical
quantity, even a measured signal, is described by a self‐adjoint operator on certain
Hilbert space \mathcal{H} . Then the estimation problem is the estimation of the self‐adjoint
operators rather than that of the random variables. Consider the following quantum
system without details:
d\hat{X}_{t}=\hat{\mathcal{L}}(\hat{X}_{t})dt+[\hat{L}_{t}^{*},\hat{X}_{t}]_{-}d\^{A}_{t}+[\hat{X}_{t}, \hat{L}_{t}] ‐dÂt* ,
d\hat{Y}_{t}=(\hat{L}_{t}+\hat{L}_{t}^{*})dt+d\hat{A}_{t}+d\hat{A}_{t}^{*},
where \hat{\mathcal{L}} is a linear map, which is called the Lindblad operator, \hat{L}_{t} is a coupling
operator with quantum noisy environment, and \hat{A}_{t} is a quantum noise. X. is the
quantum physical quantity \mathrm{e}\mathrm{s}\mathrm{t}\mathrm{i}\mathrm{m}\mathrm{a}\mathrm{n}\mathrm{d}-\mathrm{t}\mathrm{c}\succ \mathrm{b}\mathrm{e} and Y. is the measured signal. Unlike the
classical probability theory, linear operators on Hilbert space are used to describe the
quantum random variables. Since the measurement data is classical, we use certain
commutative operator algebra \mathcal{Y}_{t} , called a commutative von Neumann algebra, which
implies \mathcal{F}_{t}‐measurable functions. A quantum counter part of real‐valued measurable
function is then a self‐adjoint operator in \mathcal{Y}_{t} From the above situation, consider
following problem.
Problem 1.2. Find an operator \hat{Q}^{\mathrm{o}\mathrm{p}\mathrm{t}}\in y_{t} as a solution of the following mini‐
mization problem
\hat{Q}\in \mathcal{Y}_{t}\mathrm{m}\mathrm{j}\mathrm{n}\mathbb{P}_{\hat{ $\rho$}}[|\hat{X}_{ $\tau$}-\hat{Q}|^{2}],
where |Â | 2 := Â*Â and \mathbb{P}_{\hat{ $\rho$}} is the quantum expectation with respect to the density operator
\hat{ $\rho$}.
As we discuss details in the following sections, there exists the optimum solution
\hat{Q}^{\mathrm{o}\mathrm{p}\mathrm{t}} even if the object is described in quantum mechanics. For the filtering problem,
the quantum filter is obtained by dynamical representation of a quantum version of
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conditional expectation [13, 14]. The optimal solution \hat{Q}^{\mathrm{o}\mathrm{p}\mathrm{t}} of the quantum filtering
problem satisfies the following orthogonality,
\mathbb{P}_{\hat{p}}[\hat{Z}(\hat{X}_{ $\tau$}-\hat{Q}^{\mathrm{o}\mathrm{p}\mathrm{t}})]=0, \forall\hat{Z}\in \mathcal{Y}_{t},  $\tau$=t.
Usually the \hat{Q}^{\mathrm{o}\mathrm{p}\mathrm{t}} is denoted by \mathbb{P}_{\hat{ $\rho$}}[\hat{X}_{ $\tau$}|y_{t}] . Then the recursive filtering equation is
d\hat{ $\pi$}_{t}(\hat{X})=\hat{ $\pi$}_{t}(\hat{\mathcal{L}}(\hat{X}))dt
+\mathbb{P}_{\hat{ $\rho$}}[(\hat{L}_{t}-\hat{ $\pi$}_{t}(\hat{L}))^{*}\hat{X}_{t}+\hat{X}_{t}(\hat{L}_{t}-\hat{ $\pi$}_{t}(\hat{L}))|\mathcal{Y}_{t}](d\hat{\mathrm{Y}}_{t}-\hat{ $\pi$}_{t}(\hat{L}+\hat{L}^{*})dt) ,
where \hat{ $\pi$}_{t}(\hat{X}):=\mathbb{P}_{\overline{ $\rho$}}[\hat{X}_{t}|\mathcal{Y}_{t}] is the quantum conditional expectation. The solutions of
quantum prediction and filtering problems are obtained by the quantum conditional
expectation [8, 13, 14] and the quantum conditional expectation is well‐defined if we
consider the indirect measurement [61]. The key notion why the quantum condi‐
tional expectation is well‐defined is the commutativity between measurement records
and physical quantities to be estimated, and it ensures a certain orthogonal condition
between estimation error and measurement records. The quantum filtering theory also
shed a light on the measurement‐Uased feedback control theory for quantum systems
[3, 9, 10, 21, 37, 61, 64].
However, the solution of the general quantum smoothing problems is not described
by the quantum conditional expectation. In contrast to the classical random variables,
quantum random variables do not have the commutativity with respect to multiplica‐
tion and the past physical quantities does not commute with the measurement records
in general. This makes ones impossible to define the quantum conditional expectation,
therefore, the general smoothing theory must not be based on the quantum condi‐
tional expectation. The previous work on quantum smoothing problems, Yanagisawa
found that the quantum systems which smoothing problem is described by the quan‐
tum conditional expectation [62]. This work opened the door of the quantum smoothing
problems and several researches have tackled with the problems [25, 53, 54, 63]. For
example, Tsang also gave a smoothing method for a quantum phase estimation problem
[53], which is based on the time‐symmetric approach proposed by Aharonov et al. [2].
Yonezawa et al. [63] gave another approach for the quantum optical‐phase estimation
and showed experimental results of the estimation problem. Since these estimation
problems are the estimation of the classical parameter in the quantum system, they end
up solving the classical smoothing problem. Recently Gammelmark et al. derived a new
past state estimation scheme [25] based on weak values [1, 22]. Furthermore, the author
of this paper proposed a new smoothing theory based on two inner products [42, 43],
which is the main topic of this paper.
In this paper, we show the optimal solution \hat{Q}^{\mathrm{o}\mathrm{p}\mathrm{t}} of Problem 1.2 is composed of
two operators \hat{Q}^{\mathrm{o}\mathrm{p}\mathrm{t}}=\hat{Q}^{+}+\hat{Q}^{-}, where \hat{Q}^{+} and \hat{Q}^{-} satisfying the symmetric orthogonal
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condition and the skew symmetric condition under a quantum state \hat{ $\rho$}
\mathbb{P}_{\hat{ $\rho$}}[\hat{Z}(\hat{X}_{ $\tau$}-\hat{Q}^{+})+(\hat{X}_{ $\tau$}-\hat{Q}^{+})\hat{Z}]=0,
\mathbb{P}_{\hat{ $\rho$}}[\hat{Z}\hat{X}_{ $\tau$}-\hat{X}_{ $\tau$}\hat{Z}]=2\mathbb{P}_{\hat{ $\rho$}}[\hat{Q}^{-}\hat{Z}], \forall\hat{Z}\in y_{t},
respectively. We also show that \hat{Q}^{+} is the best approximation in the sense of symmetric
inner product. The optimal solution \hat{Q}^{\mathrm{o}\mathrm{p}\mathrm{t}} coincides with the weak value of \hat{X} , which
is well‐known in physics literatures [1, 18, 19, 22, 24]. Furthermore, we propose a new
framework for quantum smoothing theory based on the symmetric orthogonal condition.
This is a natural extension of the quantum conditional expectation and gives a recur‐
sive minimum mean square estimation for past quantum physical quantities. Recently,
Amini et al. derived the hnear minimum mean squares estimator for linear quantum
systems [5] and the estimator is realized in quantum systems. Their estimator is inter‐
esting but it is impossible to estimate past quantum states because the implemented
estimator is causal. Our proposal estimator is for general Markovian quantum systems
and realized in classical systems. It is possible to implement non‐causal estimator in
practice, so it is possible to estimate the past quantum states in principle.
The rest of this paper is organized as follows. In Section 2, we introduce some
foundations of quantum theory and quantum statistics. Especially, we show the key
idea of the main result of this paper in finite dimensional quantum system. The concept
of this paper is described in this section. In Section 3, we introduce the symmetric
orthogonality and asymmetric condition and show that the operators satisfying these
conditions are the real part and imaginary part of the minimum mean square estimation.
The quantum dynamical system considered in this paper and its filter are shown in
Section 4. We develop a new quantum smoother in Section 5 and conclude this paper
in Section 6.
Notation
\mathbb{R} and \mathbb{C} are real numbers and complex numbers, respectively, and \mathrm{i} :=\sqrt{-1}. \mathcal{H} is
a complex Hilbert space and we also denote \mathcal{H}x if it is the Hilbert space of the system
X. Any hnear operator on a Hilbert space \mathcal{H} is denoted by hat, e.g., \hat{X} . When positive
operators \hat{X} and \hat{Y} satisfy \hat{X}=\hat{Y}^{2} , we denote \hat{\mathrm{Y}}=\sqrt{X} . The absolute value of operator
is defined by |\hat{X}| :=\sqrt{\hat{X}^{*}\hat{X}}. \mathcal{L}(\mathcal{H}) is the set of all linear bounded operators on the
Hilbert space \mathcal{H}.\hat{X}\geq 0 means that \hat{X}\in \mathcal{L}(\mathcal{H}) is a positive operator and \hat{X}^{*} implies the
conjugate operator of \hat{X} . Tr [] : \mathcal{L}(\mathcal{H})\rightarrow \mathbb{C} is the trace on the linear bounded operators.
S(\mathcal{H}) :=\{\hat{ $\rho$}\in \mathcal{L}(\mathcal{H})|\hat{ $\rho$}\geq 0, \mathrm{T}\mathrm{n}[\hat{p}]=1\} is a set of density operators. \hat{1}_{\mathcal{H}} is the identity
operator on \mathcal{H} and we sometimes omit its subscript. Denote [\hat{X}, \hat{Y}]_{\pm}:=\hat{X}\hat{Y}\pm\hat{Y}\hat{X},
\forall\hat{X}, \hat{Y}\in \mathcal{L}(\mathcal{H}) . \otimes represents the Kronecker product for matrices and the tensor product
for operators, Hilbert spaces, or the sets of linear operators.
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§2. Basics of quantum theory and estimation
§2.1. Basics of quantum probability theory
In this section, we briefly review the quantum theory (for details, see, e.g., [16,
33, 41, 44, 61]. ) Quantum physics is described by a generalized probability theory,
called quantum probability theow or noncommutative probability theory. It is essentially
a probability theory that consists ofmatrices. In this section, we introduce the quantum
probability theory from the elementary probability theory [44, 33, 35].
Consider a set of outcomes \{x_{1}, \cdots , x_{n}\} of the random variable X and an n‐
dimensional variable x=(x_{i})\in \mathbb{R}^{n} with probability vector p=(p_{i});p_{i}\geq 0, \displaystyle \sum_{i=1}^{n}p_{i}=1
Then the expectation of the random variable x under probability vector p can be de‐
scribed as
\displaystyle \sum_{i=1}^{n}p_{i}x_{i}=\mathrm{T}\mathrm{r}\Vert^{p_{1_{p_{2}}}} Pn]\left\{\begin{array}{llll}
x_{1} &  &  & \\
 & x_{2} &  & \\
 &  & \ddots & \\







x_{\mathrm{l}} &  &  & \\
 & x_{2} &  & \\
 &  & \ddots & \\
 &  &  & x_{n}
\end{array}\right\}]=\mathrm{T}\mathrm{n}[\hat{p}\hat{X}].
From the cychc property of the trace, Tr [\hat{p}\hat{X}]=\mathrm{T}\mathrm{r}[\hat{V}\hat{ $\rho$}\hat{V}^{*}\hat{V}\hat{X}\hat{V}^{*}] for any unitary matrix
\hat{V}\in \mathbb{C}^{n\mathrm{x}n} , so \hat{ $\rho$} and \hat{X} can be represented by Hermitian matrices. The \hat{p}\in \mathbb{C}^{n\mathrm{x}n} is an
extension of probability vector for matrices and the Hermitian matrix \hat{X}\in \mathbb{C}^{n\times n} is a
matrix‐version random variables. \hat{ $\rho$} is called a density matrix if \hat{ $\rho$}\geq 0 and \mathrm{T}x[\hat{p}]=1.
In this paper, we call a Hermitian matrix a quantum random variable or a quantum
physical quantity whether it represents a real physical quantity or not. An outcome
of measurement of a quantum random variable is one of its eigenvalue with certain
probability determined by \hat{ $\rho$} and the measurement setup [33, 34, 35]. A probability
theory with Hermitian matrices and density matrices \{\hat{ $\rho$}\in \mathbb{C}^{n\times n}|\hat{p}\geq 0, \mathrm{T}x[\hat{p}]=
1\} is called quantum probability theory, which describes the statistical structure and
probabilistic nature of quantum physics. We can find \mathrm{a}*‐isomorphism  $\iota$ for a quantum
random variable \hat{X}=\hat{X}^{*}\in \mathbb{C}^{n\mathrm{x}n} such that  $\iota$(\hat{X})=x\in \mathbb{R}^{n} , where x=(x_{i}) is a vector
which elements are eigenvalues of \hat{X} . The corresponding classical random variable
X: $\Omega$=\{1, 2, \cdots , n\}\rightarrow \mathbb{R} is defined by X(i)=x_{$\iota$'}.
In general a quantum system is described by a suitably defined Hilbert space \mathcal{H}.
Any physical quantity of a quantum system is denoted by self‐adjoint operator \hat{X} on
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\mathcal{H} . Although most of physical quantities are described by unbounded self‐adjoint  0 $\iota$\succ
erators in practice, we only consider hnear bounded operators except quantum noise
operators introduced in the later section. We denote a set of linear bounded opera‐
tors on \mathcal{H} by \mathcal{L}(\mathcal{H}) . Since we only use operators with any finite moments under the
given state defined below, this is not strict constraint. The observation of any quantum
physical quantity is a randomly chosen number from the spectrum of the corresponding
self‐adjoint operator. Random outcomes of all bounded operators make the quantum
statistics and the quantum expectation \mathbb{P}_{\hat{ $\rho$}} is defined as \mathbb{P}_{\hat{ $\rho$}}[\hat{X}]=\ulcorner \mathrm{f}\mathrm{r}[\hat{ $\rho$}\hat{X}], \hat{ $\rho$}\in S(\mathcal{H}) . In
contrast to classical probability space, the quantum version of the set of the measurable
functions is defined as a von Neumann Algebra [52]. Roughly speaking, it is an algebra
generated by projection operators with algebraic operations [14]. Let \mathcal{N}\underline{\subseteq}\mathcal{L}(\mathcal{H}) be
von Neumann subalgebra. A pair (\mathcal{N},\mathbb{P}_{\hat{ $\rho$}}) is called the quantum probability space. For a
given quantum probability space (\mathcal{N},\mathbb{P}_{\hat{ $\rho$}}) , a subalgebra \mathcal{N}_{\hat{ $\rho$}} :=\{\hat{X}\in \mathcal{N}|\mathbb{P}_{\hat{ $\rho$}}[\hat{X}^{*}\hat{X}]=0\}
of \mathcal{N} is a quantum version of the measure zero set with respect to \mathbb{P}_{\hat{ $\rho$}} , called the left
kernel of \mathbb{P}_{\overline{ $\rho$}} . The left kernel \mathcal{N}_{\hat{ $\rho$}} is not empty since it always includes O. Moreover, \mathcal{N}_{\hat{ $\rho$}}
is a left ideal and satisfies
\mathbb{P}_{\hat{ $\rho$}}[(\hat{X}+\hat{Z}_{1})^{*}(\hat{Y}+\hat{Z}_{2})]=\mathbb{P}_{\hat{ $\rho$}}[\hat{X}^{*}\hat{Y}]
for any \hat{X}, Y $\Lambda$\in \mathcal{N} and \hat{Z}_{1}, \hat{Z}_{2}\in \mathcal{N}_{\hat{ $\rho$}} (see Lemma 9.6 of Chapter 1 of [52]). If for
\hat{X},\hat{Y}\in \mathcal{N} , there exists \hat{Z}\in \mathcal{N}_{\hat{ $\rho$}} s.t. \hat{X}=\hat{Y}+\hat{Z} , then we denote \hat{X}=\hat{Y} , \mathbb{P}_{\hat{p}}-\mathrm{a}.\mathrm{s} . or
P‐a.s. for short.
The outcomes of the measurement of the quantum physical quantity are probabilis‐
tic in general. Let ( $\Omega$,\mathcal{F}) be a certain measurable space, which describes the probabilis‐
tic events, and the map Ê : \mathcal{F}\rightarrow \mathcal{L}(\mathcal{H}) is given. Ê is called a positive operator‐valued
map, which represents the instrument, if it satisfies following three conditions.
1. Ê ( $\Omega$)=\mathrm{i}
2. \^{E}(A)\geq 0, \forall A\in \mathcal{F}.
3. \displaystyle \hat{E}(\bigcup_{i}A_{i})=\sum_{i} Ê(Ai), if A_{i}\in \mathcal{F} and A_{i}\cap A_{j}=\emptyset, i\neq j.
When one measures a quantum system and obtains stochastic event A\in \mathcal{F} , the density
operator is updated to
\displaystyle \hat{ $\rho$}=\frac{\hat{M}(A)\hat{ $\rho$}\hat{M}(A)^{*}}{\mathrm{T}\mathrm{n}[\hat{p}\^{E}(A)]},
where \hat{M}(A) is a operator‐valued map satisfying \^{E}(A)=\hat{M}(A)^{*}\hat{M}(A).\hat{M} is called a
measurement operator and the updated density operator \hat{ $\rho$} is conditional density oper‐
ator on the event A . If we have a positive operator valued map Ê, then we can define
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the classical probability space ( $\Omega$,\mathcal{F},\mathrm{P}) with a probability measure \mathrm{P}(A)=\mathbb{P}_{\hat{ $\rho$}}[\hat{E}(A)],
for A\in \mathcal{F} . When we consider some quantum systems, algebraic tensor product Hilbert
space is used for representation of the compound quantum system. We omit this math‐
ematical definition (see, e.g., [12]).
Figure 2. Quantum‐classical correspondence
§2.2. Indirect measurement and Bayesian approach
It is difficult to observe a quantum physical quantity directly due to the mea‐
surement back actions. In this paper, we consider quantum indirect measurement to
estimate the physical quantity \hat{X} . The quantum indirect measurement is often used in
experiments and a natural setup for the quantum indirect measurement is as folows.
First, we prepare a probe system \mathcal{H}_{P} and make it interact with the system \mathcal{H}_{S} . The
interaction is represented by a suitable unitary operator Û over the compound system
\mathcal{H}_{S}\otimes \mathcal{H}_{P} . For simplicity, we consider finite dimensional Hilbert spaces, i.e., \mathcal{H}_{S}=\mathbb{C}^{n}
and \mathcal{H}_{P}=\mathbb{C}^{7n} . We measure a physical quantity of the probe system \hat{\mathrm{Y}}\in \mathcal{L}(\mathcal{H}_{P})
instead of the systems physical quantity \hat{X}\in \mathcal{L}(\mathcal{H}_{S}) . If the initial state is given by
\hat{ $\rho$}s\otimes\hat{p}_{P}\in \mathcal{S}(\mathcal{H}_{\mathcal{S}}\otimes \mathcal{H}_{P}) . After the interaction, one of eigenvalues of \hat{U}^{*}(\mathrm{i}_{S}\otimes\hat{Y})\hat{U} is
detected. Suppose the eigenvalue decomposition of \hat{Y} is \displaystyle \hat{Y}=\sum_{i=1}^{m}y_{i}\hat{P}(i) , y_{i}\neq y_{j} if
i\neq j , and y_{k} is observed. The update of the entire density matrix is
\displaystyle \hat{ $\rho$}s\otimes\hat{p}_{P}\mapsto\hat{ $\rho$}_{\mathrm{e}nt}:=\frac{\hat{U}^{*}(\hat{1}_{S}\otimes\hat{P}(k))\hat{U}(\hat{ $\rho$}s\otimes\hat{ $\rho$}_{P})\hat{U}^{*}(\hat{1}_{S}\otimes\hat{P}(k))\hat{U}}{\mathrm{T}\mathrm{r}[\hat{p}_{S}\otimes\hat{ $\rho$}_{P}\hat{U}^{*}(\hat{1}_{S}\otimes\hat{P}(k))\hat{U}]},
and the conditional expectation of the physical quantity \hat{X} after the interaction is
Tr [Û* (x\hat{} \otimes \mathrm{i}_{P})\hat{U}\hat{ $\rho$}_{ent}]=\mathrm{T}\mathrm{r}[(\hat{X}\otimes \mathrm{i}_{P})\hat{U}\hat{ $\rho$}_{\mathrm{e}nt}\hat{U}^{*}]=\mathrm{T}\mathrm{r}[\hat{X}\hat{ $\rho$}_{S}],
where the posteriori density \hat{ $\rho$}_{S} is obtained by \hat{p}_{S}=\mathrm{T}\mathrm{r}_{P}[\hat{U}\hat{p}_{ent}^{\^{U}*}] and \mathrm{T}\mathrm{r}_{P} is the partial
trace operator that trace out over \mathcal{H}_{P} . The value \mathrm{T}x[\hat{X}\hat{p}_{S}] is the expectation under the
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conditional density matrix \hat{p}_{S} , so this is the quantum conditional expectation of \hat{X}.
This Bayesian approach shows the evolution of the conditional density matrix \hat{ $\rho$}s . The
update of the conditional density operator for finite dimensional descrete time quantum
systems is clear, though, it is difficult to extend to the infinite dimensional continuous
time quantum systems. We give another approach to the estimation of the quantum
physical quantity below.
§2.3. A quantum minimum mean square estimation
Let \hat{X}=\hat{X}^{*}\in \mathbb{C}^{n\times n} and a map \hat{P} : \{1, 2, \cdots, m\}\rightarrow \mathbb{C}^{n\times n} satisfying \hat{P}(i)=
\hat{P}(i)^{*}=\hat{P}(i)^{2}, \displaystyle \sum_{i=1}^{ $\tau$ n}\hat{P}(i)=\mathrm{i} and \hat{P}(i)\hat{P}(j)=$\delta$_{ij}\hat{P}(i) , i,j=1 , 2, \cdots, m , where m\leq n,
are given. The map \hat{P} is called the projection‐valued measure or the spectral measure
in quantum probability theory or hnear operator theory. Then consider the following
minimum mean square optimization problem;
(2.1) \displaystyle \min_{\{(q_{i},p_{i})\}_{4=1}^{m}\subset \mathrm{R}^{2}}\mathbb{P}_{\hat{ $\rho$}}[|\hat{X}-\hat{Q}|^{2}], \hat{Q} :=\sum_{i=1}^{m}(q_{i}+\mathrm{i}p_{i})\hat{P}(i) .
Since
\displaystyle \mathbb{P}_{\hat{p}}[|\hat{X}-\hat{Q}|^{2}]=\sum_{i\in \mathcal{I}}\mathbb{P}_{\hat{ $\rho$}}[\hat{P}(i)](q_{i}-\frac{1}{2}\frac{\mathbb{P}_{\hat{ $\rho$}}[\hat{P}(i)\hat{X}+\hat{X}\hat{P}(i)]}{\mathbb{P}_{\hat{ $\rho$}}[\hat{P}(i)]})^{2}
+\displaystyle \sum_{i\in \mathcal{I}}\mathbb{P}_{\hat{ $\rho$}}[P^{ $\Lambda$}(i)](p_{i}-\frac{1}{2\mathrm{i}}\frac{\mathbb{P}_{\hat{ $\rho$}}[\hat{P}(i)\hat{X}-\hat{X}\hat{P}(i)]}{\mathbb{P}_{\hat{ $\rho$}}[\hat{P}(i)]})^{2}
+\displaystyle \mathbb{P}_{\hat{ $\rho$}}[\hat{X}^{2}]-\sum_{i\in \mathcal{I}}\frac{1}{4}\frac{\mathbb{P}_{\hat{ $\rho$}}[\hat{P}(i)\hat{X}+\hat{X}\hat{P}(i)]^{2}}{\mathbb{P}_{\hat{ $\rho$}}[\hat{P}(i)]}
-\displaystyle \sum_{i\in \mathcal{I}}\frac{1}{4}\frac{|\mathbb{P}_{\hat{ $\rho$}}[\hat{P}(i)\hat{X}-\hat{X}\hat{P}(i)]|^{2}}{\mathbb{P}_{\hat{ $\rho$}}[\hat{P}(i)]},
where \mathcal{I}:=\{i=1, m|\mathrm{T}\mathrm{r}[\hat{p}\hat{P}(i)]\neq 0\} , the optimization problem (2.1) is easy to
solve and we obtain the optimal parameters
(2.2) q_{i}^{\mathrm{o}\mathrm{p}\mathrm{t}}=\displaystyle \frac{1}{2}\frac{\mathbb{P}_{\hat{ $\rho$}}[\hat{P}(i)\hat{X}+\hat{X}\hat{P}(i)]}{\mathbb{P}_{\hat{ $\rho$}}[\hat{P}(i)]}=\ulcorner \mathrm{r}_{\mathrm{r}}[\frac{\hat{ $\rho$}\hat{P}(i)+\hat{P}(i)\hat{ $\rho$}}{2\mathrm{T}\mathrm{r}[\hat{p}\hat{P}(i)]}\hat{X}], \forall i\in \mathcal{I},
(2.3) p_{i}^{\mathrm{o}\mathrm{p}\mathrm{t}}=\displaystyle \frac{1}{2\mathrm{i}}\frac{\mathbb{P}_{\hat{ $\rho$}}[\hat{P}(i)\hat{X}-\hat{X}\hat{P}(i)]}{\mathbb{P}_{\hat{ $\rho$}}[\hat{P}(i)]}=-\mathrm{i}\mathrm{T}\mathrm{n}[\frac{\hat{ $\rho$}\hat{P}(i)-\hat{P}(i)\hat{p}}{2\mathrm{T}\mathrm{r}[\hat{p}\hat{P}(i)]}\hat{X}], \forall i\in \mathcal{I}.
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We define the best real and imaginary part of the optimal approximated operator as
(2.4) \displaystyle \hat{Q}^{+}:=\sum_{i\in \mathcal{I}}q_{i}^{\mathrm{o}\mathrm{p}\mathrm{t}}\hat{P}(i) , \hat{Q}^{-}:=\mathrm{i}\sum_{i\in \mathcal{I}}p_{i}^{\mathrm{o}\mathrm{p}\mathrm{t}}\hat{P}(i) ,
and the optimal approximation is \hat{Q}^{\mathrm{o}\mathrm{p}\mathrm{t}}:=\hat{Q}^{+}+\hat{Q}^{-} It is easy to confirm that the
optimal approximate \hat{Q}^{\pm} are characterized as follows;
(2.5) \mathbb{P}_{\hat{ $\rho$}}[\hat{Z}(\hat{X}-\hat{Q}^{+})+(\hat{X}-\hat{Q}^{+})\hat{Z}]=0,
(2.6) \mathbb{P}_{\hat{ $\rho$}}[\hat{Z}\hat{X}-\hat{X}\hat{Z}]=2\mathbb{P}_{\hat{ $\rho$}}[\hat{Q}^{-}\hat{Z}], \forall\hat{Z}\in alg (\{\hat{P}(i)\}_{i=1}^{7n}) ,
where alg (\{\hat{P}(i)\}_{j=1}^{m}) is an algebra generated by \{\hat{P}(i)\}_{j=1}^{m} . We define \mathrm{y}= alg (\{\hat{P}_{j}\}_{J'}^{m}=1)
for short and denote \hat{Q}^{\pm} by \mathbb{Q}_{\hat{ $\rho$}}^{\pm}[\hat{X}|\mathcal{Y}] and \hat{Q}^{\mathrm{o}\mathrm{p}\mathrm{t}} by \mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}] . When \hat{ $\rho$}=| $\phi$} \langle $\phi$| and
\hat{P}(i)=\}$\psi$_{i}\rangle\langle$\psi$_{i}|, i=1 , 2, \cdots ,  n , every optimal estimated value q_{i}^{\mathrm{o}\mathrm{p}\mathrm{t}}+\mathrm{i}p_{i}^{\mathrm{o}\mathrm{p}\mathrm{t}} is
\displaystyle \frac{\mathrm{T}\mathrm{r}[\hat{ $\rho$}\hat{P}(i)\hat{X}]}{\mathrm{T}\mathrm{r}[\hat{p}\hat{P}(i)]}=\frac{\langle$\psi$_{i},\hat{X} $\phi$\}}{\langle$\psi$_{i}, $\phi$\rangle}, i\in \mathcal{I},
where these are referred as weak values in physics [1, 18, 19, 22, 24]. If any \hat{Z}\in \mathcal{Y}
commute with \hat{X} , above condition (2.5) is the orthogonal condition under \hat{p} and it
is essentially equivalent to the classical conditional expectation. Furthermore, we can
consider three interesting cases depend on the conmmutativity:
1. If \hat{P}(i)\hat{X}=\hat{X}\hat{P}(i) , i\in \mathcal{I}, or \hat{P}(i)\hat{ $\rho$}=\hat{ $\rho$}\hat{P}(i) , i\in \mathcal{I} , then p_{i}^{\mathrm{o}\mathrm{p}\mathrm{t}}=0 and
q_{i}^{\mathrm{o}\mathrm{p}\mathrm{t}}=\displaystyle \mathrm{T}\mathrm{r}[\hat{ $\rho$}_{i}\hat{X}], \hat{ $\rho$}_{i}:=\frac{\hat{P}(i)\hat{ $\rho$}\hat{P}(i)}{\mathrm{T}\mathrm{r}[\hat{ $\rho$}\hat{P}(i)]}, \forall i\in \mathcal{I}.
This is the result of quantum measurement. As we mention below, the filtering
theory requires the commutation condition [\hat{X}, \hat{P}(i)]_{-}=0, i=1 , 2, \cdots, m[13].
2. If \hat{X}\hat{ $\rho$}=\hat{ $\rho$}\hat{X} , then p_{i}^{\mathrm{o}\mathrm{p}\mathrm{t}}=0 and
q_{i}^{\mathrm{o}\mathrm{p}\mathrm{t}}=\displaystyle \mathrm{T}\mathrm{r}[\hat{ $\rho$}_{i}\hat{X}], \hat{ $\rho$}_{i}^{/}:=\frac{\sqrt{\hat{ $\rho$}}\hat{P}(i)\sqrt{\hat{ $\rho$}}}{\mathrm{T}\mathrm{r}[\hat{p}\hat{P}(i)]}, \forall i\in \mathcal{I},
where \sqrt{\hat{ $\rho$}} is the square root matrix of positive semi‐definite matrix \hat{ $\rho$} . The condition
\hat{X}\hat{ $\rho$}=\hat{ $\rho$}\hat{X} is equal \mathbb{P}_{\hat{ $\rho$}}[[\hat{X}, Z =0, \forall\hat{Z}\in \mathbb{C}^{n\mathrm{x}n} . The Gammelmarks smoothing
method [25] requires this condition.
3. More weakly, we can consider a condition \mathbb{P}_{\hat{ $\rho$}}[[\hat{X}, Z =0, \forall\hat{Z}\in \mathcal{Y} . This condition
also implies p_{i}^{\mathrm{o}\mathrm{p}\mathrm{t}}=0 , though, this condition does not give conditional density matrix
in general. A counter example is shown in Example 2.1 below.
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Two obtained matrices \hat{p}_{i} and \hat{p}_{i} are also density operators, so the optimal approxima‐
tion is given by a conditional expectation On the other hand, the general approxima‐
tion (2.2) is not able to be interpreted as the conditional expectation because \mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}]
is not positive even if \hat{X} is a positive operator. For any matrix \hat{X}\in \mathbb{C}^{n\mathrm{x}n} , the following
equality holds:
\mathbb{P}_{\hat{ $\rho$}}[\hat{Z}(\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y} =\displaystyle \frac{1}{2}\mathbb{P}_{\hat{ $\rho$}}[\hat{Z}\hat{X}-\hat{X}\hat{Z}]=\mathbb{P}_{\hat{ $\rho$}}[\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|y]\hat{z}], \forall\hat{Z}\in y.
Example 2.1. Consider the following density matrix, Hermitian matrix and a





1 & 2-\mathrm{i} $\alpha$\\
 2+\mathrm{i} $\alpha$ & 3
\end{array}\right\},  $\alpha$\displaystyle \in \mathbb{R}, \mathcal{Y}=\{\left\{\begin{array}{ll}
a & 0\\
0 & b









The matrix \hat{X} has a negative eigenvalue, though, the approximation \mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}] is a
positive‐definite matrix. If  $\alpha$=0 , then \mathbb{P}_{\hat{ $\rho$}}[[\hat{X} , \hat{Z}]_{-}]=0, \forall\hat{Z}\in \mathcal{Y}.




This approximation has negative eigenvalue, so positive‐definiteness is not preserved in
general.
§3. Quantum conditional expectation and minimum mean square
approximation
In this section, we introduce real and imaginary parts of the best approximation in
the sense of the semi‐norms induced by the pre‐inner products below and show several
properties of them. Let y be a commutative *‐subalgebra of \mathcal{L}(\mathcal{H}) . We introduce
another *−subalgebra whose elements commute with \mathfrak{N} of the elements in \mathcal{Y} ;
\mathcal{Y} :=\{\hat{X}\in \mathcal{L}(\mathcal{H})|\hat{X}\hat{Y}=\hat{\mathrm{Y}}\hat{X}, \forall\hat{Y}\in \mathcal{Y}\}.
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Hereafter we assume \mathcal{Y}=(\mathcal{Y}')' , i.e., y is a commutative von Neumann subalgebra
[13, 52]. For instance, y=\mathrm{a}\mathrm{l}\mathrm{g}(\{\hat{P}_{j}\}_{j=1}^{m}) is a commutative von Neumann subalgebra
of \mathbb{C}^{n\times n} . von Neumann algebras are a generalization of the set of the  $\sigma$‐measurable
bounded functions and especially a commutative von Neumann algebra is isomorphic
to the set of the  $\sigma$‐measurable bounded functions. Note that \mathcal{Y}' is generally non‐
commutative *‐subalgebra. Let us define the quantum conditional expectation (see,
e.g., [52, Prop. 2.36] and [13, Sec. 3]) and the optimal approximation as we discussed
above.
§3.1. Definitions
We introduce three approximations of a given \hat{X}\in \mathcal{L}(\mathcal{H}) . All of them are based
on the following pre‐inner products [4].
Definition 3.1. For given \hat{p}\in \mathcal{S}(\mathcal{H}) ,
1. the pre‐inner product \langle \mathrm{e}, 0\rangle_{\hat{ $\rho$}} : \mathcal{L}(\mathcal{H})\times \mathcal{L}(\mathcal{H})\rightarrow \mathbb{C} is defined by \{\hat{X}, \hat{Y}\rangle_{\hat{ $\rho$}} :=\mathbb{P}_{\hat{ $\rho$}}[\hat{X}^{*}\hat{Y}].
2. the symmetric pre‐inner product \langle\langle, \rangle\rangle_{\hat{ $\rho$}} : \mathcal{L}(\mathcal{H})\times \mathcal{L}(\mathcal{H})\rightarrow \mathbb{C} is defined by
\{\langle\hat{X}, \hat{Y}\rangle\rangle_{\hat{p}} :=\displaystyle \frac{1}{2}\mathbb{P}_{\hat{ $\rho$}}[\hat{X}^{*}\hat{Y}+\hat{Y}\hat{X}^{*}].
Note that \langle\langle\hat{X}, \hat{Y}} )_{\hat{ $\rho$}} is not a real part of \langle\hat{X}, \hat{Y}\rangle_{\hat{ $\rho$}} . The pre‐inner product \langle\langle, } \rangle_{\hat{ $\rho$}}
is also used in quantum infromation geometry [4]. These pre‐inner products satisfy the
Cauchy‐Schwarz inequality (see, e.g., Proposition 9.5 of [52]). \langle\hat{X}, \hat{X}\}_{\hat{ $\rho$}}=0 is necessary
and sufficient condition for \hat{X}\in \mathcal{N}_{\hat{ $\rho$}} , though, \langle\{\hat{X}, \hat{X}\rangle\rangle_{\hat{ $\rho$}}=0 is not. If \hat{X}\in \mathcal{N}_{\hat{p}}\cap \mathcal{Y},
then \langleX, \hat{X}\}_{\hat{ $\rho$}}=\{\langle\hat{X}, \hat{X}\rangle\}_{\hat{ $\rho$}}=0 . This is proven by the Cauchy‐Schwarz inequality and
commutativity of \mathcal{Y} . We use two measures to find the best approximation in \mathcal{Y} , where
the probability zero space is common whenever any of two semi‐inner products is
used.
Definition 3.2 (Quantum conditional expectation).
Let (\mathcal{L}(\mathcal{H}), \mathbb{P}_{\hat{ $\rho$}}) be a quantum probability space and y be a commutative von Neu‐
mann sub‐algebra of \mathcal{L}(\mathcal{H}) . A linear operator \hat{Q}\in y is called a version of the quantum
conditional expectation if there exists \hat{Q}\in \mathcal{Y} satisfies
(3.1) \langle\hat{Z}, \hat{X}-\hat{Q}\rangle_{\hat{ $\rho$}}=0, \forall\hat{Z}\in y
for arbitrary fixed \hat{X}\in \mathcal{Y} . Then we denote \hat{Q}=\mathbb{P}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}].
Some properties of the quantum conditional expectation are shown in, for ex‐
\hat{X}\partial-\mathbb{P}_{\hat{ $\rho$}}\mathrm{t}^{13].\mathrm{J}\mathrm{e}\mathrm{x}\mathrm{p}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{i}\mathrm{m}\mathrm{p}1\mathrm{i}\mathrm{e}\mathrm{s}\mathrm{t}\mathrm{h}\mathrm{a}\mathrm{t}\mathrm{t}\mathrm{h}\mathrm{e}}\hat{X}|\mathcal{Y}]\mathrm{a}\mathrm{n}\mathrm{d}\mathrm{t}1_{2}\mathrm{e}\mathrm{c}ommutative s \mathrm{u}\mathrm{k}\mathrm{a}1gebra \mathcal{Y}\mathrm{a}\mathrm{r}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{t}\mathrm{h}\mathrm{o}\mathrm{g}\mathrm{o}\mathrm{n}\mathrm{a}1 under t \mathrm{h}\mathrm{e}\mathrm{s}tate\mathbb{P}_{\hat{ $\rho$}}\mathrm{T}\mathrm{h}\mathrm{e} mathr {d} at r {e} at rm{f}\mathrm{i}\dot{\mathrm{m}}tion o \mathrm{f}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{q}uantum c \mathrm{o}\mathrm{n}\mathrm{d}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\partial
We extend the definition of orthogonality to non‐commutative regime.
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Definition 3.3.
Let (\mathcal{L}(\mathcal{H}), \mathbb{P}_{\hat{ $\rho$}}) be a quantum probability space and \mathcal{Y} be a commutative von Neu‐
mann sub‐algebra of \mathcal{L}(\mathcal{H}) . For arbitra1y fixed \hat{X}\in \mathcal{L}(\mathcal{H}) , we define following operators:
1. A linear operator \hat{Q}\in \mathcal{Y} is caned a version of symmetric quantum least mean square
approximation if there exists \hat{Q}\in \mathcal{Y} that satisfies
(3.2) \{\langle\hat{Z},\hat{X}-\hat{Q}\}\rangle_{\hat{ $\rho$}}=0, \forall\hat{Z}\in \mathcal{Y}.
Then we denote \mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}]=\hat{Q}.
2. A linear operator \hat{Q}\in y is called a version of the mean non‐commutativity with
respect to \mathcal{Y} if there exists \hat{Q}\in y that satisfies
(3.3) \mathbb{P}_{\hat{ $\rho$}}[\hat{Z}\hat{X}-\hat{X}\hat{Z}]=2\mathbb{P}_{\hat{ $\rho$}}[\hat{Q}\hat{Z}], \forall\hat{Z}\in y.
Then we denote \mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}]=\hat{Q}.
3. \mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|y]\wedge :=\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}]+\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{x}|y] is called the minimum mean square estimation
of X with respect to \mathcal{Y}.
If \mathcal{N}_{\hat{ $\rho$}}\cap \mathcal{Y}\neq\{0\} , then there are many operators that satisfy above conditions. This
is why we use a version of here. We call Eq. (3.2) the symmetric orthogonal condi‐
tion. This is not a quantum conditional expectation in the sense of Takesakis require‐
ments for quantum conditional expectation [52]. Obviously, \mathbb{P}_{\hat{p}}[\hat{X}]=\mathbb{P}_{\hat{ $\rho$}}[\mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}]]=
\mathbb{P}_{\hat{ $\rho$}}[\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|y]] holds, i.e., these two approximations are unbiased estimates. The name
the symmetric minimum square approximation is originated from Proposition 3.5.
Since the expectation of \mathbb{P}_{\hat{ $\rho$}}[\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|y]] is always zero, it is difficult to find its statis‐
tical meaning. However, this is an interesting quantity in the view of non‐commutative
geometry. If \hat{X} and \hat{Z} are Hilbert‐Schmidt class operators, respectively, [\hat{X}, Z is
orthogonal to both of \hat{X} and \hat{Z} in the sense of Hilbert‐Schmidt inmer product \langle, \rangle_{\hat{ $\rho$}}.
Fkom Eq. (2.3), the operator \mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}] is a measure of the \hat{p}−-ddirection component of
the orthogonal direction against to the both of \hat{X} and y.
§ S. 2. Basic properties
A list of the basic properties of \mathbb{Q}_{\hat{ $\rho$}}^{\pm}[\hat{X}|\mathcal{Y}] is as follows:
1. (linearity) \mathbb{Q}_{\hat{ $\rho$}}^{\pm}[\hat{X}|\mathcal{Y}] is linear in \hat{X}\in \mathcal{L}(\mathcal{H}) .
2. (uniqueness) \mathbb{Q}_{\hat{ $\rho$}}^{\pm}[\hat{X}|\mathcal{Y}] is uniquely determined in the sense of \mathbb{P}_{\hat{ $\rho$}}-\mathrm{a}.\mathrm{s}.
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3. (self‐adjointness and skewness) \mathbb{Q}_{\hat{ $\rho$}}^{\pm}[\hat{X}|\mathcal{Y}]^{*}=\pm \mathbb{Q}_{\hat{ $\rho$}}^{\pm}[\hat{X}|\mathcal{Y}], \mathbb{P}_{\hat{ $\rho$}}-\mathrm{a}.\mathrm{s} . for \hat{X}=
\hat{X}^{*}\in \mathcal{L}(\mathcal{H}) , and \mathbb{Q}_{\hat{ $\rho$}}^{\pm}[\hat{X}|\mathcal{Y}]^{*}=\mp \mathbb{Q}_{\hat{ $\rho$}}^{\pm}[\hat{X}|\mathcal{Y}], \mathbb{P}_{\hat{ $\rho$}}-\mathrm{a}.\mathrm{s} . for \hat{X}=-\hat{X}^{*}\in \mathcal{L}(\mathcal{H}) .
The proofs of above properties are trivial from their definition, and we omit the
proofs. From above properties, \mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}] is the minimum mean square error approx‐
imation for \hat{X}=\hat{X}^{*} in self‐adjoint operators in \mathcal{Y} as follows.
Proposition 3.4 (MMSE approximation in \langle\langle, \rangle\rangle sense [43]).
For arbitrary \hat{X}\in \mathcal{L}(\mathcal{H})_{f}
\{\langle\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}],\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}]\}\rangle_{\hat{ $\rho$}}\leq\{\{\hat{X}-\hat{Z}, \hat{X}-\hat{Z})\rangle_{\hat{ $\rho$}}, \forall\hat{Z}\in y.
Since \langle X-\hat{Z},\hat{X}-\hat{Z}\}_{\hat{ $\rho$}}=\{\langle\hat{X}-\hat{Z} , \hat{X}-\hat{Z}\rangle\rangle_{\hat{ $\rho$}} for \hat{X}=\hat{X}^{*} and \hat{Z}=\hat{Z}^{*} , the following
inequality also holds.
\langle\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}],\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}]\}_{\hat{ $\rho$}}\leq\{\hat{X}-\hat{Z},\hat{X}-\hat{Z}\rangle_{\hat{ $\rho$}},
\forall\hat{Z}=\hat{Z}^{*}\in \mathcal{Y}.
According to the previous section, \mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|y] :=\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}]+\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathrm{y}] is the best
approximation in finite dimensional case. It is also true if we consider bounded operators
on general separable Hilbert space.
Proposition 3.5 (MMSE approximation in \langle, \rangle sense [43]).
For arbitrary \hat{X}=\hat{X}^{*}\in \mathcal{L}(\mathcal{H}) ,
\langle\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}],\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}]\rangle_{\hat{ $\rho$}}\leq\langle\hat{X}-\hat{Z},\hat{X}-\hat{Z}\rangle_{\hat{ $\rho$}}, \forall\hat{Z}\in y.
Furthermore, the approximation error is
(3.4) \langle\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}], \hat{X}-\mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}]\rangle_{\hat{ $\rho$}}=\langle\hat{X}, \hat{X}\rangle_{\hat{ $\rho$}}-\langle \mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}],\mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}]\rangle_{\hat{p}}.
One of our interest is whether richer information gives better estimation or not in
quantum estimation theory. Proposition 3.5 gives the following results.
Corollary 3.6 ([43]).
Let y_{1} and y_{2} be commutative * ‐subalgebras of \mathcal{L}(\mathcal{H}) and have inclusion relation
\mathcal{Y}_{1}\subseteq y_{2} . Then, for any \hat{X}=\hat{X}^{*}\in L(\mathcal{H}) ,
1. \langle\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|y_{2}],\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}_{2}]\rangle_{\hat{ $\rho$}}\leq\{\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}_{\mathrm{i}}|, \hat{X}-\mathbb{Q}_{\hat{p}}^{+}[\hat{X}|\mathcal{Y}_{1}]\rangle_{\hat{ $\rho$}}.
2. \langle\hat{X}-\mathbb{Q}_{\hat{p}}^{-}[\hat{X}|\mathcal{Y}_{2}],\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}_{2}]\rangle_{\hat{ $\rho$}}\leq\langle\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}_{1}],\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}_{1}]\rangle_{\hat{ $\rho$}}
In similar way, we obtain the following corollary.
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Corollary 3.7. Let y_{1} and y_{2} be commutative * ‐subalgebras of \mathcal{L}(\mathcal{H}) and have
indusion oelation y_{1}\subseteq y_{2} . Then, for any \hat{X}=\hat{X}^{*}\in \mathcal{L}(\mathcal{H}) ,
\langle\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}_{2}], \hat{X}-\mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}_{2}]\}_{\hat{ $\rho$}}\leq\langle\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}_{1}],\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}_{1}]\rangle_{\hat{ $\rho$}}.
§3.3. Some lower bounds and remarks
To estimate the approximation error bound is important for accuracy. Roles of
the \mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}] is still unclear for the author, though, it provides a lower bound of real
MMSE and is used in the quantum smoothing equation introduced below. The following
proposition holds.
Proposition 3.8 (A lower bound ofMMSE).
For \hat{X}=\hat{X}^{*}\in \mathcal{L}(\mathcal{H}) ,
(3.5) \mathbb{P}_{\hat{ $\rho$}}[(\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}])^{2}]\geq \mathbb{P}_{\hat{ $\rho$}}[|\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|y]|^{2}],
where Â | 2 := Â*Â.
Proof. From the definitions,
\{\hat{Z}, \hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}])_{\hat{ $\rho$}}=\langle\hat{Z},\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}]\rangle_{\hat{ $\rho$}}, \forall\hat{Z}\in y
holds. Since \mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}]\in \mathcal{Y} , we choose \hat{Z}=\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}] and then
\langle \mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}],\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}]\rangle_{\hat{ $\rho$}}=\langle \mathbb{Q}_{\hat{p}}^{-}[\hat{X}|\mathcal{Y}], \mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}]\rangle_{\hat{ $\rho$}}\geq 0.
Using Schwarzs inequality, we obtain
\{\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}], \hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}]\rangle_{\hat{ $\rho$}}\leq\sqrt{\mathbb{P}_{\hat{ $\rho$}}[|\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}]|^{2}]\mathbb{P}_{\hat{ $\rho$}}[(\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}])^{2}]}
and the inequality (3.5) holds.
\square 
For example, consider the MMSE of Example 2.1. In this case, the following equal‐
ity holds;
\mathbb{P}_{\hat{ $\rho$}}[(\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}])^{2}]=$\alpha$^{2}=\mathbb{P}_{\hat{ $\rho$}}[|\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|y]|^{2}].
Here, \mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}] is a measure of non‐commutativity in estimation and  $\alpha$ is magnitude of
non‐commutativity between \hat{X} and y under the given state \mathbb{P}_{\hat{ $\rho$}}.
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The lower bound (3.5) is not tight in general. If \hat{X}\in y , then \mathbb{Q}_{\hat{p}}^{-}[\hat{X}|y]=0 but this
does not imply that the MMSE is sufficiently small. It is known well that self‐adjoint
operators on the two dimensional Hilbert space can be represented by three dimensional
real space [41]. We, then, can illustrate the approximation of an operator \hat{X} as in Fig.
3. We represent the vertical axis is for the self adjoint operators in \mathcal{Y} and the rotation
of the vertical axis is for skew operators in \mathcal{Y} . The amplitude of the rotation \mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}]
is the Euclid distance between the vertical axis and \hat{X}.
Figure 3. A interpretation of the estimation
In quantum theory, the famous estimation accuracy called uncertainty relation is
well known. A kind of uncertainty relation holds for the MMSE approximates.
Proposition 3.9 (Uncertainty relation).
For any \hat{X}_{1}=\hat{X}_{1}^{*}, \hat{X}_{2}=\hat{X}_{2}^{*}\in \mathcal{L}(\mathcal{H}) , define \triangle\hat{X}_{i} :=\hat{X}_{i}-\mathbb{Q}_{ $\beta$}^{+}[\hat{X}_{i}|\mathcal{Y}], i=1 , 2.
(3.6)
\displaystyle \mathbb{P}_{\hat{p}}[(\triangle\hat{X}_{1})^{2}]\mathbb{P}_{\hat{ $\rho$}}[(\triangle\hat{X}_{2})^{2}]-\frac{1}{4}\mathbb{P}_{\hat{ $\rho$}}[([ $\Delta$\hat{X}_{1}, \triangle\hat{X}_{2}]_{+})]^{2}
\displaystyle \geq|\frac{1}{2}\mathbb{P}_{\hat{ $\rho$}}[[\hat{X}_{1},\hat{X}_{2}]_{-}]+\langle \mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}_{1}|\mathcal{Y}], \mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}_{2}|\mathcal{Y}]\rangle_{\hat{ $\rho$}}+\langle[\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}_{1}|\mathcal{Y}], \mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}_{2}|\mathcal{Y}]\}_{\hat{ $\rho$}}|^{2}







\mathbb{P}_{\hat{ $\rho$}}[\triangle\hat{X}_{2}\triangle\hat{X}_{1}] & \mathbb{P}_{\hat{ $\rho$}}[\triangle\hat{X}_{2}^{2}]
\end{array}\right\}
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The determinant of the semi‐positive definite matrix is non‐negative. The straight
calculation gives
\displaystyle \mathbb{P}_{\hat{ $\rho$}}[\triangle\hat{X}_{1}^{2}]\mathbb{P}_{\hat{ $\rho$}}[ $\Delta$\hat{X}_{2}^{2}]-\frac{1}{4}\mathbb{P}_{\hat{ $\rho$}}[[\triangle\hat{X}_{1}, \triangle\hat{X}_{2}]_{+}]^{2}+\frac{1}{4}\mathbb{P}_{\hat{ $\rho$}}[[\triangle\hat{X}_{1}, \triangle\hat{X}_{2}]_{-}]^{2}\geq 0
Since
\displaystyle \frac{1}{2}\mathbb{P}_{\hat{ $\rho$}}[[\triangle\hat{X}_{1}, \triangle\hat{X}_{2}]_{-}]=\frac{1}{2}\mathbb{P}_{\hat{ $\rho$}}[[\hat{X}_{1},\hat{X}_{2}]_{-}]-\mathbb{P}_{\hat{ $\rho$}}[\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}_{1}|\mathcal{Y}]\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}_{2}|\mathcal{Y}]]
+\mathbb{P}_{\hat{p}}[\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}_{1}|\mathcal{Y}]\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}_{2}|\mathcal{Y}]]
=\displaystyle \frac{1}{2}\mathbb{P}_{\hat{ $\rho$}}[[\hat{X}_{1}, \hat{X}_{2}]_{-}]+\{\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}_{1}|\mathcal{Y}], \mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}_{2}|\mathcal{Y}]\}_{\hat{ $\rho$}}
+\langle[\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}_{1}|\mathcal{Y}], \mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}_{2}|\mathcal{Y}]\rangle_{\hat{ $\rho$}}
and \mathbb{P}_{\hat{ $\rho$}}[[\triangle\hat{X}_{1} , \triangle\hat{X}_{2}]_{-}]^{2}=-|\mathbb{P}_{\hat{ $\rho$}}[[\triangle\hat{X}_{1}, \triangle\hat{X}_{2}]_{-}]|^{2} , the inequahty (3.6) holds.
\square 
The inequality (3.6) is a generalization of the Schrödinger‐Robertson type uncer‐
tainty relation [35]. From the view of quantum estimation theory [59], the uncertainty
principle gives a physical estimation accuracy bound. When \mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}_{i}|\mathcal{Y}]=0, i=1 , 2,
the inequality (3.6) is same as the Schrödinger‐Robertson type uncertainty relation. If
we want to beat the Schrödinger‐RoUertson type uncertainty relation of physical quan‐
tities \hat{X}_{1} and \hat{X}_{2} , we should choose the measurement algebra \mathcal{Y} to avoid the condition
\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}_{i}|y]=0, i=1,2 simultaneously.
Remark.
The real minimum mean square approximate of \hat{X}\in \mathcal{L}(\mathcal{H}) does not satisfy the
orthogonality condition (3.1). From the definition ofthe minimum square approximation
(3.2), the normal orthogonal relation becomes
\mathbb{P}_{\hat{ $\rho$}}[\hat{Z}(\hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}])]=\mathbb{P}_{\overline{ $\rho$}}[\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathcal{Y}]\hat{Z}], \forall\hat{Z}\in \mathcal{Y}.
Obviously, the estimation error \hat{X}-\mathbb{Q}_{\hat{ $\rho$}}^{+}[\hat{X}|\mathcal{Y}]\in \mathcal{L}(\mathcal{H}) is orthogonal to y if and only if
\mathbb{Q}_{\hat{ $\rho$}}^{-}[\hat{X}|\mathrm{y}]=0 under \mathbb{P}_{\hat{ $\rho$}}.\hat{X}\in y is a sufficient condition for the orthogonality condition
(3.1).
Remark.
\mathbb{P}_{\hat{ $\rho$}}[|\mathcal{Y}] , and \mathbb{Q}_{\hat{ $\rho$}}^{\pm}[|\mathcal{Y}] are regarded as a linear functional on their domains because
any commutative *‐subalgebra can be seemed as measurable functions on a suitable
chosen measurable space ( $\Omega$, \mathcal{F}) . There exists \mathrm{a}*‐isomorphism  $\iota$ between \mathcal{Y} and L^{\infty}( $\Omega$) .
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§4. Model and quantum filtering
§4.1. Model
Any quantum system is described by suitable Hilbert space and linear operators
on the Hilbert space. We consider two quantum systems, system and probe system.
We describe them \mathcal{H}_{S} and \mathcal{H}_{P} , respectively. \mathcal{H}_{P} is a continuous Fock space [27];
\mathcal{H}_{P}=\otimes_{t\in[0,\infty)}\mathcal{H}_{P}(t) The compound quantum system is the tensor product Hilbert
space \mathcal{H}=\mathcal{H}s\otimes \mathcal{H}_{P} equipped with a density operator \hat{ $\rho$}=\hat{ $\rho$}s\otimes\hat{p}_{P}, \hat{p}s\in \mathcal{S}(\mathcal{H}_{S}) , \hat{ $\rho$}_{P}\in
\mathcal{S}(\mathcal{H}_{P}) . Physical quantities of the system are described by self adjoint operators in
\mathcal{L}(\mathcal{H}_{S}) and physical quantities of the probe system are described by self‐adjoint op‐
erators in \mathcal{L}(\mathcal{H}_{P}) . They act on the total quantum system with corresponding identity
operator, though, we omit identity operator for simplicity; \hat{x}\otimes \mathrm{i}_{P}\equiv\hat{X} and \mathrm{i}_{S}\otimes\hat{Y}\equiv\hat{Y}
for \hat{X}\in \mathcal{L}(\mathcal{H}_{S}) and \hat{Y}\in \mathcal{L}(\mathcal{H}_{P}) .
)
Figure 4. Schematic diagram
In order to quantum theory, the time evolution of every physical quantity \hat{X}=\hat{X}^{*}\in
\mathcal{L}\langle \mathcal{H}) driven Uy probe system is determined by a unitary operator \hat{U}_{t} that describes the
interaction between the system and the probe. We consider the unitary operator \hat{U}_{t} as
the solution of the following equation;
(4.1) \displaystyle \frac{d}{dt}\hat{U}_{t}=(-\mathrm{i}\hat{H}+\hat{L}\hat{a}_{t}^{*} ‐ L\hat{}*ât) Ût , \^{U}_{0}=\mathrm{i}
where ât \in \mathcal{L} ( \mathcal{H}p(t)) is called the quantum white noise which satisfies
[\hat{a}_{t}, \hat{a}_{s}^{*}]_{-}= $\delta$(t-s)\mathrm{i},
where  $\delta$ is Diracs delta function. The formal integral of the quantum white noise and
its infinitesimal increment are defined
\displaystyle \hat{A}_{t}:=\int_{0}^{t}\hat{a}_{s}ds, d\hat{A}_{t}=\hat{A}(t+dt)-\hat{A}(t) ,
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respectively [26]. In order to quantum stochastic calculus [36], the quantum Itos rule
is
(4.2) \left\{\begin{array}{l}
d\hat{A}_{t}d\hat{A}_{t}=d\hat{A}_{t}^{*}d\hat{A}_{t}= d\^{A} tdt=(dt)2 =0,\\
d\hat{A}_{t}d\hat{A}_{t}^{*}=dt
\end{array}\right.
From Wong‐Zakais theorem, the formal equation (4.1) is described by the Hudson‐
Parthasarathy equation
(4.3) d\displaystyle \hat{U}_{t}=(-\mathrm{i}\hat{H}dt-\frac{1}{2}\hat{L}^{*}\hat{L}dt+\hat{L}d\hat{A}_{t}^{*}-\hat{L}^{*}d\hat{A}_{t})\hat{U}_{t}.
Then the time evolution of the \hat{X}_{t}=\hat{U}_{t}^{*}\hat{X}\hat{U}_{t} follows the quantum stochastic differential
equation
d\displaystyle \hat{X}_{t}=\mathrm{i}[\hat{H}_{t},\hat{X}_{t}]_{-}dt+\frac{1}{2}(\hat{L}_{t}^{*}[\hat{X}_{t},\hat{L}_{t}]_{-}+[\hat{L}_{t}^{*},\hat{X}_{t}]_{-}\hat{L}_{t})dt
(4.4) +[\hat{L}_{t}^{*}, \hat{X}_{t}]_{-}d\hat{A}_{t}+[\hat{X}_{t}, \hat{L}_{t}] ‐dÂt* ,
where H. =\hat{U}_{t}^{*}\hat{H}\hat{U}_{t}, \hat{L}_{t}=\hat{U}_{t}^{*}\hat{L}\hat{U}_{t} , and [Â, B :=\^{A} B\hat{} —B\hat{} Â. For derivation, see
[13, 16, 26, 61].
We consider the balanced homodyne detection as a detection of the probe system.
Its POVM is introduced in [7] and the dynamical representation is in, for example,
[26, 58]. The measurement outcome is \hat{Y}_{t}=\hat{U}_{t}^{*}(\hat{A}_{t}+\hat{A}_{\mathrm{t}}^{*})\hat{U}_{t} and its increment is
(4.5) d\hat{Y}_{t}=(\hat{L}_{t}+\hat{L}_{t}^{*})dt+d\^{A}_{t}+d\hat{A}_{t}^{*}.
We define the following *−algebra by double commutant of the measurement records;
\mathcal{Y}_{t}:=(\{\hat{Y}_{s};0\leq s\leq t\})
From the definitions of the unitary operator and the observed process, following
equations hold.
(4.6) \hat{X}_{t}\hat{Y}_{s}=\hat{Y}_{s}\hat{X}_{t}, \forall t\geq s\geq 0,
(4.7) \hat{Y}_{t}\hat{Y}_{s}=\hat{Y}_{s}\hat{Y}_{t}, \forall t, s\geq 0.
These ensure that y_{t} is a commutative von Neumann subalgebra and \hat{X}_{t}\in y_{t} for t\geq 0.
\mathcal{Y}_{t} is the quantum counter part of  $\sigma$\langle y_{s};0\leq s\leq t) where y_{t} is a classical signal.
We use following lemma in order to derive the filtering and smoothing equations;




1. y_{s}\subseteq \mathcal{Y}_{t} for t\geq s.
2. y_{t}\subseteq y_{s} for t\geq s.
3. (tower property) \mathbb{P}_{\hat{ $\rho$}}\mathbb{P}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}_{t}]|y_{s} ] =\mathbb{P}_{\hat{ $\rho$}}[\hat{X}|\mathcal{Y}_{s}] for t\geq s and \hat{X}\in y_{t}.
\hat{X}_{ $\tau$} hes in y_{t} for any \hat{X}\in \mathcal{L}(\mathcal{H}_{S}) and  $\tau$\geq t , though, \hat{X}_{ $\tau$},  $\tau$<t does not; see Fig.
5.
Figure 5. y_{t} and its commutant \mathcal{Y}_{t}
§4.2. Quantum filtering
Let us define $\pi$_{t}\mathrm{A}(\hat{X}) :=\mathbb{P}_{\hat{ $\rho$}}[\hat{X}_{t}|y_{t}] . A formal derivation of the quantum filtering
equation is as follows; first, the Doob‐Meyer decomposition for the conditional process
gives
(4.8) d\hat{ $\pi$}_{t}(\hat{X})=\mathbb{P}_{\hat{ $\rho$}}[d\hat{ $\pi$}_{t}(\hat{X})|\mathcal{Y}_{t}]+(d\hat{ $\pi$}_{t}(\hat{X})-\mathbb{P}_{\hat{ $\rho$}}[d\hat{ $\pi$}_{t}(\hat{X})|y_{t}]) .
The first term of Eq. (4.8) implies the prediction from the data up to t and is obtained
from the tower property;
\mathbb{P}_{\hat{ $\rho$}}[d\hat{ $\pi$}_{t}(\hat{X})|\mathcal{Y}_{t}]=\mathbb{P}_{\hat{ $\rho$}}[d\hat{X}_{t}|\mathcal{Y}_{t}]
=\displaystyle \hat{ $\pi$}_{t}(\mathrm{i}[\hat{H}, \hat{X}]_{-})dt+\frac{1}{2}\hat{ $\pi$}_{t}(\hat{L}^{*}[\hat{X}, L +[\hat{L}^{*},\hat{X}]_{-}\hat{L})dt.
The second term of Eq. (4.8) plays the role of the prediction error correction based on
the information update, and is martingale. Secondly, we apply the Fujisaki‐Kallianpur‐
Kunita theorem to the second term of Eq. (4.8). Then there exists \displaystyle \frac{\wedge}{=}t\in y_{t} satisfying
(d\displaystyle \hat{ $\pi$}_{t}(\hat{X})-\mathbb{P}_{\overline{ $\rho$}}[d\hat{ $\pi$}_{t}(\hat{X})|\mathcal{Y}_{t}])=\frac{\wedge}{=}t(d\hat{Y}_{t}-\mathbb{P}_{\hat{ $\rho$}}[d\hat{Y}_{t}|y_{t}])=---t\wedge(d\hat{Y}_{t}-\hat{ $\pi$}_{t}(\hat{L}+\hat{L}^{*})dt) .
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It is possible to determine the ---t\wedge\in y_{t} from calculating \mathbb{P}_{\hat{p}}[d(\hat{X}_{\mathrm{t}}\hat{Y}_{t})\hat{Z}]=\mathbb{P}_{\overline{ $\rho$}}[d(\hat{ $\pi$}_{t}(\hat{X})\hat{Y}_{t})\hat{Z}],
for all t\geq 0 and \hat{Z}\in y_{t} . FinaMy, the quantum filtering equation is given by following
equation.
d\displaystyle \hat{ $\pi$}_{t}(\hat{X})=\hat{ $\pi$}_{t}(\mathrm{i}[\hat{H},\hat{X}]_{-})dt+\frac{1}{2}\hat{ $\pi$}_{t}(\hat{L}^{*}[\hat{X}, L +[\hat{L}^{*},\hat{X}]_{-}\hat{L})dt
(4.9) +\hat{ $\pi$}_{t}((\hat{L}-\hat{ $\pi$}_{t}(\hat{L}))^{*}\hat{X}+\hat{X}(\hat{L}-\hat{ $\pi$}_{t}(\hat{L})))(d\hat{Y}_{t}-\hat{ $\pi$}_{t}(\hat{L}+\hat{L}^{*})dt) .
\mathcal{Y}_{t} is identified to a set of classical random variables of the classical probability space
( $\Omega$, \mathcal{F},\mathrm{P}) , there exists \hat{ $\rho$}_{t}( $\omega$)\in S(\mathcal{H}_{S}) for all  $\omega$\in $\Omega$ satisfies
\hat{ $\pi$}_{t}(\hat{X})( $\omega$)=\mathrm{T}\mathrm{r}[\hat{ $\rho$}_{t}( $\omega$)\hat{X}], \forall\hat{X}\in \mathcal{L}(\mathcal{H}_{S}) , \forall $\omega$\in $\Omega$
Using a cyclic property of the trace, the stochastic differential equation of \hat{ $\rho$}_{t} , so‐called
the stochastic master equation or quantum trajectory equation, is
d\displaystyle \hat{ $\rho$}_{t}=-\mathrm{i}[\hat{H},\hat{ $\rho$}_{t}]_{-}dt+(\hat{L}\hat{ $\rho$}_{t}\hat{L}^{*}-\frac{1}{2}\hat{L}^{*}\hat{L}\hat{ $\rho$}_{\mathrm{t}}-\frac{1}{2}\hat{p}_{t}\hat{L}^{*}\hat{L})dt
(4.10) +(\hat{L}\hat{ $\rho$}_{t}+\hat{p}_{t}\hat{L}^{*}-\mathrm{T}\mathrm{r}[(\hat{L}+\hat{L}^{*})\hat{p}_{t}]\hat{p}_{t})(dy_{t}-\mathrm{T}\mathrm{r}[(\hat{L}+\hat{L}^{*})\hat{ $\rho$}_{t}]dt) .
§5. Quantum smoothing
§5.1. The proposal quantum smoothing
In this section, we consider the fixed point smoothing problem. One of the simplest
quantum smoothing setting is the target quantum physical quantity does not evolve un‐
der the umtary operator. That imphes [\hat{U}_{t},\hat{X}]_{-}=0 and this is caUed the Braginskys
quantum nondemolition detection condition [15]. Since this case can reduce to the filter‐
ing problem, it is not a essential quantum smoothing problem. We consider more general
setup in this paper. Let us derive the recursive expression of the quantum minimum
mean square approximation. We consider the problem of the estimation of \hat{X}_{ $\tau$} , which is
the solution of Eq. (4.4) at a fixed time  $\tau$\geq 0 , from measurement data y_{t} up to t\geq $\tau$.
Remember that any element of y_{\mathrm{t}} can be seemed as a classical random variable, we can
also use the martingale method [40] in order to derive the dynamical estimator. As the
rigorous mathematical derivation and jargons make us confuse, we give a sketch how
to derive the dynamical estimator. We denote \mathbb{Q}_{t}^{\pm}(\hat{X}):=\mathbb{Q}_{\hat{ $\rho$}}^{\pm}[\hat{X}|y_{t}] for \hat{X}\in \mathcal{L}(\mathcal{H}) .
Since the physical quantity does not evolve and \mathbb{Q}_{t}^{\pm}(\hat{X}_{ $\tau$})\in y_{t} for all  t\geq $\tau$ , the \mathrm{p}\mathrm{r} $\alpha$-
cess \{\mathbb{Q}_{t}^{\pm}(\hat{X}_{ $\tau$})\}_{t\geq $\tau$} is martingale [40]. An increment of any martingale process can be
represented by multiplication between the innovation increment and a uniquely deter‐




(5.1) d\mathbb{Q}_{t}^{\pm}(\hat{X}_{ $\tau$})=\mathbb{Q}_{t+dt}^{\pm}(\hat{X}_{ $\tau$})-\mathbb{Q}_{t}^{\pm}(\hat{X}_{ $\tau$})=\hat{ $\Gamma$}_{t}^{\pm}(d\hat{\mathrm{Y}}_{t}-\hat{ $\pi$}_{t}(\hat{L}+\hat{L}^{*})dt)
Note that \mathbb{Q}_{ $\tau$}^{+}(\hat{X}_{ $\tau$})=\hat{ $\pi$}_{ $\tau$}(\hat{X}) and \mathbb{Q}_{\overline{ $\tau$}}(\hat{X}_{ $\tau$})=0 . Then the problem is to determine the
coefficient \hat{ $\Gamma$}_{t}^{\pm}\in y_{t}.
Theorem 5.1 ([43]).
Let \mathbb{Q}_{ $\tau$}^{+}(\hat{X}_{ $\tau$})=\hat{ $\pi$}_{ $\tau$}(\hat{X}) and \mathbb{Q}_{ $\tau$}^{-}(\hat{X}_{ $\tau$})= O. Then the recursive estimators are
described as follontng equations;
d\displaystyle \mathbb{Q}_{t}^{\pm}(\hat{X}_{ $\tau$})=\frac{1}{2}\{\mathbb{Q}_{t}^{+}([(\hat{L}_{t}+\hat{L}_{t}^{*}),\hat{X}_{ $\tau$}]_{\pm})+\mathbb{Q}_{t}^{-}([(\hat{L}_{t}+\hat{L}_{t}^{*}),\hat{X}_{ $\tau$}]_{\mp})
(5.2) -2\mathbb{Q}_{t}^{\pm}(\hat{X}_{ $\tau$})\hat{ $\pi$}_{t}(\hat{L}+\hat{L}^{*})\}(d\hat{Y}_{t}-\hat{ $\pi$}_{t}(\hat{L}+\hat{L}^{*})dt) , \forall t\geq $\tau$
The sum of the solutions \mathbb{Q}_{t}^{+}(\hat{X}_{ $\tau$})+\mathbb{Q}_{\overline{t}}(\hat{X}_{ $\tau$}) is the minimum mean square ap‐
proximation of \hat{X}_{ $\tau$} from the definition. We call Eq. (5.2) the reai(imaginary) quantum
smoother.
For implementation of the quantum smoother (5.2) is not easy because to calculate
the (5.2), we have to consider \mathbb{Q}_{t}^{+}([(\hat{L}_{t}+\hat{L}_{t}^{*}),\hat{X}_{ $\tau$}]_{+}) and \mathbb{Q}_{t}^{-}([(\hat{L}_{t}+\hat{L}_{t}^{*}),\hat{X}_{ $\tau$}]_{-}) .
The time evolution equations of these operator are given by the following lemma.
Lemma 5.2.
The time evolution equation of the \mathbb{Q}_{t}^{\pm}(\hat{R}_{\forall}^{\pm}) and \hat{R}_{t}^{\pm}:=[(\hat{L}_{t}+\hat{L}_{t}^{*}),\hat{X}_{ $\tau$}]_{\pm} , is
d\mathbb{Q}_{t}^{\pm}(\hat{R}_{ $\tau$}^{\pm})=\mathbb{Q}_{t}^{\pm}([\mathrm{i}[\hat{H}_{t},\hat{L}_{t}+\hat{L}_{t}^{*}]_{-}, \hat{X}_{ $\tau$}]_{\pm})dt
+\displaystyle \frac{1}{2}\mathbb{Q}_{t}^{\pm}([[\hat{L}_{t}^{*},\hat{L}_{t}]_{-}\hat{L}_{t},\hat{X}_{ $\tau$}]_{\pm})dt+\frac{1}{2}\mathbb{Q}_{t}^{\pm}([\hat{L}_{t}^{*}[\hat{L}_{t}^{*},\hat{L}_{t}]_{-},\hat{X}_{ $\tau$}]_{\pm})dt
+\displaystyle \{\frac{1}{2}\mathbb{Q}_{t}^{+}([\hat{L}_{t}+\hat{L}_{t}^{*},\hat{R}_{t}^{\pm}]_{\pm})+\frac{1}{2}\mathbb{Q}_{\mathrm{t}}^{-}([\hat{L}_{t}+\hat{L}_{t}^{*},\hat{R}_{ $\tau$}^{\pm}]_{\mp})
+\mathbb{Q}_{t}^{\pm}([[\hat{L}_{t}^{*},\hat{L}_{t}]_{-},\hat{X}_{r}]_{\pm})+\hat{ $\pi$}_{t}(\hat{L}+\hat{L}^{*})\mathbb{Q}_{t}^{\pm}(\hat{R}_{ $\tau$}^{\pm})\}
(5.3) \times(d\hat{Y}_{t}-\hat{ $\pi$}_{t}(\hat{L}_{t}+\hat{L}_{t}^{*})dt) .
Proof. Let \hat{R}_{t}^{\pm}:=[(\hat{L}_{t}+\hat{L}_{t}^{*}) , \hat{X}_{ $\tau$}]_{\pm} . Using Ito rule gives the time evolution
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equation of R.;
d\hat{R}_{t}^{\pm}=[\mathrm{i}[\hat{H}_{t}, \hat{L}_{t}+\hat{L}_{t}^{*}]_{-}, \displaystyle \hat{X}_{ $\tau$}]_{\pm}dt+\frac{1}{2}[[\hat{L}_{\mathrm{t}}^{*}, \hat{L}_{t}]_{-}\hat{L}_{\mathrm{t}}+\hat{L}_{\mathrm{t}}^{*}[\hat{L}_{t}^{*},\hat{L}_{t}]_{-}, \hat{X}_{ $\tau$}]_{\pm}dt
+[[\hat{L}_{t}^{*}, \hat{L}_{t}]_{-},\hat{X}_{ $\tau$}]_{\pm}d\hat{A}_{t}+[[\hat{L}_{t}, \hat{L}_{t}^{*}]_{-}, \hat{X}_{ $\tau$}]_{\pm}d\^{A}_{t}^{*}
=[\displaystyle \mathrm{i}[\hat{L}_{t}+\hat{L}_{t}^{*}, \hat{H}_{t}]_{-}, \hat{X}_{ $\tau$}]_{\pm}dt+\frac{1}{2}[[\hat{L}_{t}^{*},\hat{L}_{t}]_{-}\hat{L}_{t}+\hat{L}_{t}^{*}[\hat{L}_{t}^{*},\hat{L}_{t}]_{-},\hat{X}_{ $\tau$}]_{\pm}dt
+[[\hat{L}_{t}^{*}, \hat{L}_{t}]_{-}, \hat{X}_{ $\tau$}]_{\pm}(d\^{A}_{t}-d\hat{A}_{t}^{*}) .
From Definitions 3.3 and 3.3, the predictable part of \{\mathcal{Y}_{t}\}_{t}‐adapted process \mathbb{Q}_{\mathrm{t}}^{\pm}(\hat{R}_{t}^{\pm})
satisfies
\mathbb{P}_{\hat{ $\rho$}}[\hat{Z}d\hat{R}_{t}^{\pm}\pm d\hat{R}_{ $\eta$}^{\pm}\hat{Z}]=2\mathbb{P}_{\hat{ $\rho$}}[d\mathbb{Q}_{t}^{\pm}(\hat{R}_{t}^{\pm})\hat{Z}], \forall\hat{Z}\in y_{t}.
Then
\mathbb{P}_{\hat{ $\rho$}}[d\mathbb{Q}_{t}^{\pm}(\hat{R}_{7}^{\pm})|y_{t}]=\mathbb{Q}_{t}^{\pm}([\mathrm{i}[\hat{H}_{t},\hat{L}_{t}+\hat{L}_{t}^{*}]_{-}, \hat{X}_{ $\tau$}]_{\pm})dt
+\displaystyle \frac{1}{2}\mathbb{Q}_{t}^{\pm}([[\hat{L}_{t}^{*},\hat{L}_{t}]_{-}\hat{L}_{t}+\hat{L}_{t}^{*}[\hat{L}_{t}^{*},\hat{L}_{t}]_{-},\hat{X}_{ $\tau$}]_{\pm})dt.
The rest of d\mathbb{Q}_{t}^{\pm}(\hat{R}_{ $\tau$}^{\pm}) is \{y_{t}\}_{t}‐martingale part. From Fujisaki Kallianpur Kunita the‐
orem, we obtain
d\displaystyle \mathbb{Q}_{t}^{\pm}(\hat{R}_{t}^{\pm})=\mathbb{Q}_{t}^{\pm}([\mathrm{i}[\hat{H}_{t},\hat{L}_{t}+\hat{L}_{t}^{*}]_{-}, \hat{X}_{ $\tau$}]_{\pm})dt+\frac{1}{2}\mathbb{Q}_{t}^{\pm}([[\hat{L}_{t}^{*},\hat{L}_{t}]_{-}\hat{L}_{t},\hat{X}_{ $\tau$}]_{\pm})dt
+\displaystyle \frac{1}{2}\mathbb{Q}_{t}^{\pm} ([\hat{L}_{t}^{*}[\hat{L}_{t}^{*},\hat{L}_{t}]_{-}, \hat{X}_{ $\tau$}]_{\pm})dt+$\Sigma$_{t}^{\pm}^{\wedge}(d\hat{Y}_{t}-\hat{ $\pi$}_{t}(\hat{L}+\hat{L}^{*})dt) ,
where $\Sigma$_{t}^{\pm}^{\wedge} is estimated to‐be. The unknown operator $\Sigma$_{t}^{\pm} is\wedge derived by the equality
\mathbb{P}_{\overline{ $\rho$}}[\hat{Z}d(\hat{Y}_{t}\hat{R}_{t}^{\pm})\pm d(\hat{R}_{t}^{\pm}\hat{Y}_{t})\hat{Z}]=2\mathbb{P}_{\hat{ $\rho$}}[d(\mathbb{Q}_{t}^{\pm}(\hat{R}_{ $\tau$}^{\pm})\hat{Y}_{t})\hat{Z}], \forall\hat{Z}\in y_{t}.
Finally, we obtain
$\Sigma$_{t}^{\pm}=\displaystyle \frac{1}{2}\mathbb{Q}_{t}^{+}\wedge([\hat{L}_{t}+\hat{L}_{t}^{*},\hat{R}_{t}^{\pm}]_{\pm})+\frac{1}{2}\mathbb{Q}_{t}^{-}([\hat{L}_{t}+\hat{L}_{t}^{*},\hat{R}_{t}^{\pm}]_{\mp})




As in the classical filtering and smoothing theory, it is necessary to derive higher di‐
mensional moments equations to calculate exactly and it usually needs infinitely. There
are many approximation methods of the filtering and smoothing equations in classical
estimation theory, though, there are a few research about approximation of the quantum
dynamical estimators [55]. Some examples are in the next section.
§5.2. Special examples
In Gammermarks setting [25], we can consider [\hat{X}_{ $\tau$}, \hat{p}]_{-}=0 for a certain fixed
physical quantity \hat{X}_{ $\tau$}. \mathbb{Q}_{\overline{t}}(\hat{X})=0 , for all t\geq 0 , then following corollary holds.
Corollary 5.3. For given \hat{X}_{ $\tau$} and \hat{p}\in S(\mathcal{H}) , assume [\hat{X}_{ $\tau$}, \hat{p}]_{-}=0 . Then
d\displaystyle \mathbb{Q}_{t}^{+}(\hat{X}_{ $\tau$})=\frac{1}{2}\{\mathbb{Q}_{t}^{+}([(\hat{L}_{t}+\hat{L}_{t}^{*}) , \hat{X}_{ $\tau$}]_{+})-2\mathbb{Q}_{t}^{+}(\hat{X}_{ $\tau$})\hat{ $\pi$}_{t}(\hat{L}+\hat{L}^{*})
(5.4) -\mathbb{Q}_{t}^{-}([(\hat{L}_{t}+\hat{L}_{t}^{*}),\hat{X}_{ $\tau$}]_{-})\}(d\hat{Y}_{t}-2\hat{ $\pi$}_{t}(\hat{L}+\hat{L}^{*})dt) , \forall t\geq $\tau$.
Next, we consider the Bragynskis quantum nondemolition detection condition.
Suppose that the coupling operator in Eq. (4.1) \hat{L}\in \mathcal{L}(\mathcal{H}_{S}) is normal and [\hat{L}, \hat{U}_{t}]_{-}=0,
for all t\geq 0 . In this case, \hat{ $\pi$}_{t}(\hat{L})=\mathbb{Q}_{t}^{+}\langle\hat{L}). Then, for \hat{X}_{0}=\hat{X}
d\displaystyle \mathbb{Q}_{t}^{+}(\hat{X})=\frac{1}{2}\{\mathbb{Q}_{t}^{+}([(\hat{L}+\hat{L}^{*}),\hat{X}]_{+})+\mathbb{Q}_{t}^{-}([(\hat{L}+\hat{L}^{*}),\hat{X}]_{-})
(5.5) -2\mathbb{Q}_{t}^{+}(\hat{X})\mathbb{Q}_{t}^{+}(\hat{L}+\hat{L}^{*})\}(d\hat{Y}_{t}-\hat{ $\pi$}_{t}(\hat{L}+\hat{L}^{*})dt) , \forall t\geq $\tau$,
and
d\displaystyle \mathbb{Q}_{t}^{-}(\hat{X})=\frac{1}{2}\{\mathbb{Q}_{t}^{+}([(\hat{L}+\hat{L}^{*}),\hat{X}]_{-})+\mathbb{Q}_{t}^{-}([(\hat{L}+\hat{L}^{*}),\hat{X}]_{+})
(5.6) -2\mathbb{Q}_{t}^{-}(\hat{X})\mathbb{Q}_{t}^{+}(\hat{L}+\hat{L}^{*})\}(d\hat{Y}_{t}-\hat{ $\pi$}_{t}(\hat{L}+\hat{L}^{*})dt) , \forall t\geq $\tau$.
These equations depend on operators in \mathcal{L}(\mathcal{H}_{S}) and the classical representation implies
that \mathbb{Q}_{t}^{\pm} can be regarded as linear functional on \mathcal{L}(\mathcal{H}_{S}) . There exist \hat{p}_{0|t}^{+} and \hat{ $\rho$}_{0|t}^{-} which
satisfy \mathbb{Q}_{t}^{\pm}(\hat{X})=\mathrm{T}\mathrm{r}[\hat{ $\rho$}_{0|t}^{\pm}\hat{X}].
Proposition 5.4. For given \hat{X}_{0}=\hat{X} , the quantum smoother is described as
follows:
d\displaystyle \hat{ $\rho$}_{0|t}^{\pm}=\frac{1}{2}\{[\hat{ $\rho$}_{0|t}^{+}, (\hat{L}+\hat{L}^{*})]_{\pm}+[\hat{ $\rho$}_{0|t}^{-}, (\hat{L}+\hat{L}^{*})]_{\mp}
(5.7) -2\mathrm{T}\mathrm{n}[\hat{ $\rho$}_{t}^{+}(\hat{L}+\hat{L}^{*})]\hat{ $\rho$}_{0|t}^{\pm}\}(dy_{t}-\mathrm{T}\mathrm{n}[\hat{p}_{t}(\hat{L}+\hat{L}^{*})]dt)
where \hat{p}_{t} is a solution of the stochastic master equation (4.10).
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§6. Conclusion
We introduced the quantum filtering theory and a new quantum smoothing theory.
The orthogonality is the key word of this paper and it plays an important role in the
derivation of the recursive estimators. The future work is how to implement of the
smoother in practice.
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