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В статье рассмотрен анализ алгоритмов краткосрочного прогно­
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П рогнозирование все чащ е используется во всех сф ерах деятельности человека. 
Н аверное, наиболее, ш ирокое практическое прим енение прогнозирование получило в эко­
номике. Страховы е ком пании изучаю т инф орм ацию  своих клиентов для прогнозирования 
будущ их вы плат, а следовательно и оптим изации сам их страховок для конкретны х клиентов. 
Владея такой инф орм ацией, страховы е ком пании более эф ф ективно управляю т своими рис­
ками и расходами, те напрям ую  улучш аю т прибы ль компании. Таки м  образом , становится 
ясна актуальность разработки новы х перспективны х алгоритм ов прогнозирования.
В статье рассм отрен  ср авн и тел ьн ы й  анализ н екоторы х п оп ул яр н ы х алгори тм ов 
п р огн ози р ован и я, а так  ж е р азр абаты ваем ая  автором  м одель:
1. Н аи вная м одель [4]
2. М од ель автор егр есси и  [4]
3. М од ель л и н ей н ого  п р едсказан и я [5]
4. М од ель Г усен и ц а [1]
5. М од ель субп ол осн ого предсказан и я
М одель субп ол осн ого предсказан и я
Д ан н ая м одель п р огн ози р ован и я п р едп ол агает н ал и чи е и н вар и ан тн ы х со ставл я ­
ю щ и х во вр ем ен н ом  ряду, котор ы е и сп ол ьзую тся  для составл ен и я прогн оза. О дним  из 
осн ов н ы х м ом ентов является  вы ч и слен и е р асп ред ел ен и я долей эн ер ги и  по ч астотн ы м  
и н тервалам
XT A X
P  = ^ r ir  (1)
X
З десь А  -  квадратн ая, си м м етр и ч н ая  субп олосн ая м атри ц а с элем ен там и  а. [2],
2
х - норм а сигнала.
IXII = Е  х2 (2)
k =1
a = а }, i, j = 1, . . . , n  (3)
{sin[/2 (i -  j)] -}sm[/1(i -  j )] . .
a =  ------------------   , i Ф j
ij [n(i -  j )] (4 )
(/2 -  /1) ■ ■a = ----------- , i = j
ij n
П осле вы чи слен и я д олей  эн ер ги и  (1), они сорти рую тся  в убы в аю щ ем  порядке, при 
этом  сохран яю тся  и н дексы  соответствую щ и е ч астотн ы м  интервалам .
Зная доли эн ер ги и  в зад ан н ы х ч асто тн ы х и н тервалах, м ы  м ож ем  вы дели ть н аи б о ­
лее зн ач и м ы е из них
R ГА  ^ + A ; P' < порог; P' = P' + P 
z r Е  1 [ А2 + 0; р  > порог (5)
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г д е  R  -  к о л и ч е с т в о  ч а с т о т н ы х  и н т е р в а л о в .  р  -  а к к у м у л и р о в а н н о е  з н а ч е н и е  д о ­
л е й  э н е р г и и ,  п о р о г  -  п о р о г о в о е  з н а ч е н и е  с у м м ы  в ы б р а н н ы х  д о л е й  э н е р г и й ,  в ы ­
б и р а е т с я  э к с п е р и м е н т а л ь н ы м  м е т о д о м .
П р е д п о л о ж и м ,  ч т о  в  з н а ч и м ы х  ч а с т о т н ы х  и н т е р в а л а х  д о л и  э н е р г и и  с о х р а н я ю т с я ,  
т о г д а  п р о г н о з и р у е м о е  з н а ч е н и е  м о ж н о  в ы ч и с л и т ь  п о  с л е д у ю щ е й  ф о р м у л е
N  +1 x N  +  £  ( x k +1 x k  )  a N , k (6)
k =1
М е т о д ы  р а с ч е т а  о ш и б к и  п р о г н о з и р о в а н и я
Д л я  в ы ч и с л е н и я  о ш и б к и  п р о г н о з и р о в а н и я  б у д е м  и с п о л ь з о в а т ь  с р е д н е к в а д р а т и ч е ­
с к у ю  о ш и б к у  ( M S E )
1 M
MSE = —  £  (х. -  ~ ) 2
M i =1
(7 )
г д е  x  - и с т и н н о е  з н а ч е н и е ,  ~x  - п р е д с к а з а н н о е  з н а ч е н и е ,  M  -  к о л и ч е с т в о  ш а г о в  
п р е д с к а з а н и я .  Т а к ж е  в в е д е м  о т н о с и т е л ь н у ю  о ш и б к у  ( M A P E ) ,  в ы ч и с л я е м у ю  п о  ф о р м у л е
1 M
MAPE = —  £  
M £ 1
х — x L * 1 0 0  
а
1  м
a = i  м £ х  -  ~ ) 2
(8)
(9 )
И с х о д н ы е  д а н н ы е
Д л я  п р о в е д е н и я  э к с п е р и м е н т а  б ы л о  п о д г о т о в л е н а  4  в р е м е н н ы х  р я д а ,  п р е д о с т а в ­
л е н н ы х  н а  р и с .  1.
10Л5
л — ■ . 2n(t + 0 ,09)
Рис. 1. Исходные данные: А  -  x = 0 ,8t + 0 ,9 sin(---- ) + 0 .8 sin(--------------- );
11 8
Б -  X = 0 ,0001t2 -  0 ,05t + 0 ,6 sin(— (----- ,— -) + cos(---- ) ;
11 8
т, — г  . 2n(t + 0,24)
В -  x = -1 0  + 2 ,5v t -  1,2 sin(---------------
v 11 ' ' 8
 ^ ■ , 2*(t -  0,35)
) + 0,5 sin(--------------- ) ;
Г -  реальные рыночные котировки.
N -1
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В рем ен н ой  ряд, и зо бр аж ен н ы й  на р и сун ке 1 (Г) бы л взят из реал ьн ы х р ы н оч н ы х 
к о ти р овок ф ью черса на и н декс Р Т С  (Б и рж а РТС ) с целью  проверки  поведен и я алгори тм ов 
п р огн ози р ован и я на н естац и он ар н ы х данны х.
Вы числительны й эксперимент.
К аж ды й  врем енн ой  р яд  состои т из 500 отсчетов, п ер вы е 250 из н и х и спол ьзую тся  
для р асч етов алгори тм ов и я вляю тся  апостер и орн ы м и  дан н ы м и  для прогноза. О стал ьн ы е 
250 зн ач ен и й  вр ем ен н ого р яда прогн ози рую тся. Н а каж дом  ш аге п р огн ози р ован и я в ы ­
ч и сл яю тся  ош и бки  предсказан и я (7,8), после чего и сти н н ое зн ачен и е вр ем ен н ого р яда на 
текущ ем  ш аге п р едсказан и я добавл яется  в р яд  и сход н ы х д ан н ы х и и сп ол ьзуется  для сл е ­
д ую щ и х ш агов прогн ози рован и я.
П арам етры  м оделей  п р огн ози р ован и я бы л и  п одобр ан н ы  эксп ер и м ен тал ьн ы м  п у ­
тем. Р езультаты  эксп ер и м ен тов при веден ы  в табл. 1.
Таблица 1
Р е з у л ь т а т ы  э к с п е р и м е н т о в  п р о г н о з и р о в а н и я  в р е м е н н ы х  р я д о в
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Ряд А Ряд Б Ряд В Ряд Г
Модель предсказания MSE MAPE MSE MAPE MSE MAPE MSE MAPE
Модель 1 (Наивная)
0 ,3 2 5 4,040% 0 ,3 5 9 25,130% 0,306 3 ,5 4 6 % 9 5 0 0 9,618%
Модель 2 (Авторе­
грессия) 0,134 2,657% 0,167 17,4 5 4 %
0,106 2,039% 96 9 5 9 ,772%
Модель 3 (Линейное 
предсказание, поря­
док модели = 30)
0,146 2 ,7 4 3 % 0,006 3,269% 0,198 2,781% 3 0 9 9 3 0 72,392%








0 ,3 3 3 % 0,0006 0,108% 30275 18,046%
Модель 5 (Субполос- 
ное предсказание, 
R=30, сумма долей 
энергий = 0,95 )
0 ,3 3 2 4,080% 0,235 20,261% 0,316 3,613% 9729 9,768%
В ли ян и е н еоп р еделен н остей  вр ем ен н ого р яда на ош и бку прогн ози рован и я.
В качестве и сходного врем ен н ого ряда будем  и сп ол ьзовать врем енн ой  р яд  п р ед о ­
ставл ен н ы й  на ри сун ке 1 (А) к котором у добавим  ш ум оп одобн ую  составляю щ ую
Noice = A * Rand(N) (1 0 )
где А  -  ам п ли туда ш ум а, R and (N ) -  р авн ом ер н о расп ред ел ен н ы е п севдослуч ай н ы е
числа.
Р езультаты  эк сп ер и м ен та при веден ы  в табл. 2.
Таблица 2
Р е з у л ь т а т ы  э к с п е р и м е н т а  п о  в л и я н и ю  ш у м о в  
н а  о ш и б к у  п р о г н о з и р о в а н и я
Название модели предсказания
MAPE, A=0 
(без шумов) MAPE, A=0.5 MAPE, A=1 MAPE, A=2
Модель 1 (Наивная) 4,0406% 4 ,31 2 4 % 4,6840% 7,0029%
Модель 2 (Авторегрессия) 2,6575% 3 ,2175% 4,2982% 6,9472%
Модель 3 (Линейное предсказа- 
ниение, порядок модели = 30) 2 ,74 3 7 % 3 ,01 5 3 % 3 ,8 4 0 7 % 6,4929%
Модель 4 (Гусеница, L=50) 7,4942e-012% 1,1025% 2,3294% 4,5888%
Модель 5 (Субполосное предска­
зание, R=30, сумма долей энергий
= 0,95)
4,0803% 4 ,3 6 9 4 % 4 ,7 3 3 6 % 7 ,1245%
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В х о д е  п р о в ед ен и я  в ы ч и сл и т е л ь н ы х  э к с п е р и м е н т о в  бы ло вы я в л ен о , ч то  п р е д л а ­
гаем ы й  м ето д  п р о гн о зи р о в ан и я  в р е м е н н ы х  р я д о в  н уж д ается  в д ал ьн е й ш е м  и с с л е д о ­
ван и и  и у л у ч ш е н и и  п о к аза тел я  ош и бк и . Н а в р е м е н н ы х  р я д а х  А , Б, В м ето д  Г усен и ц а  
п о к аза л  н аи м ен ьш ую  о ш и б к у  п р о гн о зи р о в ан и я , но в р ем ен н о й  р я д  Г  э то т  м ето д  п р о ­
гн о зи р у е т  зн а ч и те л ь н о  хуж е, ч то  го в о р и т о н е в о зм о ж н о сти  п р и м ен ен и я  м ето д а  для 
всех  в р е м е н н ы х  р яд о в.
Э к сп ер и м ен т по вл и яни ю  н еоп р еделен н остей  вр ем ен н ого р яда показал, что ш ум о- 
пободн ая составл яю щ ая слабо вл и яет на п р едлагаем ую  м одель вп лоть до A = 1, что о зн ач а­
ет хор ош ую  усто й ч и во сть м одели. М од ел ь Г усен и ц а и м еет н аи м ен ьш ее увели ч ен и е 
ош и бки  предсказан и я при р осте уровн я ш ум а.
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