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得られてしまい 歩留まりの低下につながる.そこで 本論文では このようなプ
ロセス特性のばらつきが回路にどのような影響を及ぼすのか それに対してどのよ
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して，これをベクトル d= (dト d2ぃ・ぺ dnd)Tで表す.
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2Simulation Program with Integrated Circuit Emphasis: 米国のエレクトロニクス研究所
(Electronics Research Laboratory)とカルフォルニア大学パークレー校により開発された汎用回路シ
ミュレータ.このシミュレータを元に商用に開発された製品が複数出ている.






この概念を PLL(Phase Locked Loop)を例にとり図1.2に示す.動作レベルでは，














































































! @ ( IMlal_step ) begm 
end 
@ (cross(V(Slginc) -v1rans. 0)begln 
? ????〈???
??? ??








































































1.4. 従来研究 9 
アナログ回路の階層構造 ディジタル回路の階層構造












































































































して項数が (n+ l)(n + 2)/2個となり，通常の回帰ではこの数以上のサンプルが必
要である.しかし，文献[29.35]においては 2次の項の影響が最小となるような制約
条件をつけて，より少ないサンプル数で2次多項式の生成を行なっている.また，文

































































































































































































なっている [52].Luらは確率過程モデルとして Schagenのモデル [49]を用い，更に
最適化のためのサンプルの追加方法や確率過程モデルのパラメータの推定方法を提
案している [53，54].先に説明したとおり Bernardoらは， Schagenと類似の Sacksら
によるモデル [50ヲ51)を用いて，サンプル点を最適点近くに逐次追加することで歩留
まり最適化を行なっている [48]. この方法は Aslettらによって，出力バッファの設
計に用いられている [55].
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d( a(i) ， a{j)) =玄8hIX~i) -x~) Iqh ((hさOぅqhE [1: 2]) (2.4) 
式 (2.2)は各点における残差項 Zが平均値0，分散σ2の正規分布であることを示






ν(x(i)) =μ+ Z(a(i)) +ε(a(i) ) (2.5) 
式 (2.5)で追加された ε(a)が雑音を表す項である.雑音項ε(a)に対して，次の確
率的性質を持つと仮定する.
εrv .N(O，σ;) (2.6) 
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図 2.1:一次元の場合の Zの相関関数
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。(X)={L+1・TR-1 (y -1{L) 
Rij = Corr[ X(i)、x(j)]
ri = Corr[ι X(i)] 







r"l __ T TII-L_ ， (1 -1 T R-1 r) 21
S2(X) =σ2|1-TTR-IT+T11 
I 11 R-11 I 
(2.9) 
次に，確率過程モデルにおいて，データの確率的な性質をどのように知り得るの
かを説明する.言い換えると，このモデル中の μ，σZ，σf'。二 (}l・・・・ ，(}k)T，q = 




ν rv JV(μヲイRo) (2.10) 
σ:=σ~+σ?(211) 
凡=今(伊+σ;1) (2.12) 
Iは nxnの単位行列であり， σ0' R。は観測データの分散と相関行列である.した
がって尤度関数Lは次式で与えられる.
r (y -1μ)T R;;l(y -1μ)l 


















そこで，これらの値を μ，σ。として使うことで，式 (2.13)は(J， qの式になる. (J， 
qは式 (2.13)を目的関数とする数値的最大化問題を解くことにより求めることがで
きる.さらに式(2.13)のlogをとることで最大化問題は次のように表される.





















る点に新たにサンプル点に追加することで， I大域的J， I局所的」の 2つの戦略をバ
ランス良く進める手法が文献[47]で提案されている.まず，改善の指標の説明をお
こなう.サンプルでの観測値の最小値を fminとする.点zにおける推定値は確率変




E[l(x)] = E[max(ん1in -Y， 0)] ( 2.1 7) 
式(2.17)で定義される関数を，改善期待関数と呼ぶことにする.なお，Y rv lV(y， 82) 
(fjは式 (2.8)で与えられる推定値)であるから，積分計算をすることで式 (2.17)
は次のようになる.
印刷]= (fmin -併 Cm;n
s






































F=α(ν-bX2 + cx -d) 2 + h (1-f) cos X + h (2.19) 
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r(d) ニ (1λjSr U SrL +λE可 4-1Ft エbニP:LL 
(2.21) 
6σCi 3σCj 
世i(d) = min{世Y(d)，針(d)} (2.22) 
ここで dは設計変数，S;:ヲ sfはt番目の仕様の上限と下限，入は O三入S;1なる定
数である.式 (2.20)，(2.21)の第 1項はばらつき具合に関するものであり，第2項
は中心値に関する項である.ばらつき(分散)が小さいほど，平均値が仕様の中心






Xl X2 U Xl X2 U 
3.1427 2.3906 0.0113 
3.1299 2.4336 0.0201 2.2750 0.0 






式 (Transmissionof Ivloments Formula)により求めることができる [6]. 
pη!?. aCk-aCL 
σck=ZE3tdcov(川)










Vdd H-1 = l-2 
H-3 = 1l-4 
Hi-6 = 2H-7 
Hr3 = nY4 














使用した回路は 2段増幅のオペアンプで，回路図を図 2.6に示す. トランジスタ幅







crvl0Sプロセスで，変動変数にトランジスタのパラメータのムL，ム1l，Tox ， 1:~h ， 
Rshを選んでいる.それぞれ，実チャンネル長のマスク長からのずれ，実チャンネル
幅のマスク幅からのずれ，酸化膜厚，しきい値電圧，ドレイン・ソースの寄生抵抗
2.4. 実験 27 
表 2.2:設計変数の範囲
設計変数 下限 上限 規格化式
W1 [μm] 20 220 (T-F1 - 120)/100 
W5 [μmJ 4 104 (W5 -54)/50 
W7 [μm] 50 250 (W7 - 150)/100 
Cc [pF] 11 (Cc-6)/5 
Rc [n] 100 1k (Rc -550)/450 
表 2.3:オペアンプの仕様
特性 下限 上限
スリユーレート [V/μs] 5.0 10.0 
直流利得 [dB] 70.0 80.0 
単位利得周波数 [MHzJ 10.0 12.0 















W1 1.78 8.66 X 10-U:l 
W5 1.43 1.15 X 10-01 
昨今 1.80 1.58 X 10-02 
C仁 1.99 1.09 
Rc 1.75 0.34 X 10-06 

























































































































































今，システム中で注日する回路特性をベクトル c= (C1・C2・・・ cnc)Tで表す.この特
性をプロセス階層の物理パラメータ P= (Pl・P2・・-ー Pnp)Tの応答曲面モデル rsmp-tc
で表す.
Ci - rsmp→c(p) 
八v
- bo +乞biPi+ (higher order terms) (3.1 ) 
同様にシステム特性s= (81・句、...‘Sns)Tをcを使った応答曲面モデル rsmc-tsで
表し，更に式(3.1 )を使うと次のようになる.
s -rSIDc→s(c) = rsmc→s(rSIDp→c(p) ) 











いパラメータ zを使って，式 (3.2)を書き直す(付録A.l式 (A.l)参照). 
Sニ rSIDp→s(UA





δ8k て『 δSk θ'Pj
- ・一・一

































































チャージ Icp -0.055 
ポンプ 'im 0.000 
VCO K¥ -0.385 
ローパス R -0.132 
フイ)レタ C1 0.111 
5;1 = ~SdSi 一りー ムCj/Cj
式 (3.7)の感度解析の結果を表3.1に示す.表3.1より，式 (3.5)， (3.6)に含まれ
るパラメータの感度が高く その他のパラメータは感度が小さく無視できる.よっ


























































































































































図 3.7:ムL(N]'vl0S) ，ムL(Pl'vl0S)に対する VCOの周波数利得Kγ の応答曲面

































，_ 51 rい ロックアップ時関
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.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 
SPICEによる解析[j.lS] 
図 3.11:提案手法と SPICEによるロックアップ時間の解析の比較






提案手法 0.66 1.73 15 
電流モデル 0.75 2.10 




??? ? ー??? ??? ???
??? ?? 表 3.3:ロックアップ時間の感度解析(単位 [ns]) 
NM08 
ムL ムw Tox vth Rsh 
Xl -85.7 -9.68 -25.7 8.98 -0.959 
X2 -2.38 31.5 8.01 -7.01 -0.953 
X3 -6.91 -10.6 4.78 -6.42 0.451 
P乱108
ムL ムw Tox vth Rsh 
Xl 8.12 -0.895 5.14 -12.2 0.643 
X2 29.9 -0.436 2.16 15.5 2.3 
X3 -25.2 -0.997 -0.562 -7.71 1.69 
0 














































































































Ci = rSfip→Ci (p) 
と表される.同様に，回路階層からシステム階層へは近似関数rSfic→s により回路特
性 Siは
































i ( Ci) = ~ :;:M' ~L l増加:Ciが実現困難な場合
システム全体のフレキシビリティ関数日exを以下のように定義する.
( 4.1) 





















Ac = {c I s~ 三 rsmc→Si(c)三s(:i = 1，2，..，ns} となる.ここで Rは回路変数cの分散共分散行列 とは cの平均である.確率密度
関数が式 (4.6)で表されているとき，等確率密度面は
となる.ここでsfsJ7はシステム特性に求められる仕様で，特性の下限と上限とす
る(片方のみが存在する場合もある).よって，Acの境界は (c -e) T R-1 (c -e) = constant (4.7) 































?? 日n(c -cspec)T R-l(C -Cspec) 











v-idmtn2 = e 2~R ( 4.10) 
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この項を追加することで，フレキシビリテイ関数は次のようになる.










































































54 第4章 階層的歩留まり最適化手法 4.4. 実験 00 
4.4 実験
表 4.1:各回路の制約上限
ここで，提案手法の有効性を確認するため PLL(Phase Locked Loop)をとりあ
げ，ロックアップ時間の最適化を行なった.ロックアップ時間は，入力周波数の変


























歩留まりはサンプル数1000の 11 }J 











IcpKv二 ω(c) (4.12) ωn V2πNC1 















??????。 ?? ?????? ? ( 4.17) 



















tlockspどtlockニ rSfis(ωn)= rSfis(ω(c) ) (4.15) 
実験ではロックアップタイムの仕様を tlocksp= 10.0μsとする.さらに，先ほどのダ
ンピング係数に対する設定があるので，もうひとつの制約条件が加わる.
〈=EJC1Lpklυ J. _-v p _ _' = 0.8 
2 V 2n-IV (4.16) 
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5.2. ワーストケース解析と 1次係数ベクトル 61 
分に表していない点にある.このことは単独のセルの遅延のワーストケースが経路
のワーストケースにはならないことを意味している.つまり信号経路中に立ち上が






























t;c=μtd +ωkσtd (5.2) 
ここで 町は遅延量が最も大きい(遅い)場合+1，最も少ない(速い)場合一1を
とる.また，kはワーストケースの平均値μtdからの距離を標準偏差σtdを基準に表







subject to t~'C = rsm(p) (5.3) 
この式 (5.3)のワーストケースを求める最適化問題は幾何学的には次のように考






td = rsm(p) 
= bo + b1Pl + b2P2 +・・・ +bnPn 










































立ち上がりと，立ち下がりで P~dOS ， N~10S のワーストケースに近似されるため，
2通りの共通の 1次係数ベクトルの向きが存在する.ここで，立ち上がり方向の単位
ベクトルを en 立ち下がり方向の単位ベクトルを efと表す.









? ?? ( 5.8) 





























変数空間では erとefは，ほぼ直交していると考えられる 1 すなわち，











のセルが mr個，立ち下がりが mf個あるとする.個々のセルの応答曲面を式 (5.5) 
の係数bOヲbr1bfに添字 {1: . . . : mr }， { 1， • .・ ，mf}をつけて表す.経路の遅延は，以下
のように表される.
表 5.1:直交計画
mr+mf mr mf 
td = 2: bOi +玄bri. e~ p +乞bfi. e; p 
ー α0+αr'e~ p +αf . ef p (5.6) 
-α0+(αr-ef+αf . ef)p (5.7) 
1 erがPMOSの変動成分のみを持ち， efがNMOSの変動成分のみを持つ場合には，両者の内積は O
となる.すなわち erとefは直交している.
No. e;p eTp p 
1 1 er + ef 
2 er -ef 
3 -1 1 -er + ef 



















査した.対象となるセルはインバータ， nand， nor (nand， norについては 2---4入
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AOI21P: AOI22P: BUF8う INV2;INV3， INV4 (5)， 
NAND2P (17) ヲ NAl\D2P4 う ~AND3Pうl\OR22P
AOI21(2)， AOI22う BCF1う Il¥V1(2)， NA~D2(18) ラ
NAl¥D22(6)， NOR2 
AOI21P， AOI22P， BUF8， IN¥i2うINV4(3)，NAND2P(4)ヲ
NAND4P(2)， NOR2P(3) 
A0121(2)， A0122， INVl(4) 、 ~AND2(3) ， NAND3， 
NOR2(2)， NOR33 
*かっこ内の数字はセルの数を表す.











































セル SPI VCT 五電匹..(，、/友IL E¥・ Ec 
[ns] [ns] [ns] [%] [%] 
4bit adder slow 1.44 1.45 1.51 5.4 22.7 
nse fast 1.00 .99 .97 
4bit adder slow 1.43 1.44 1.50 6.7 24.4 
fal1 fast .98 .96 .94 
C5315 slow 5.79 5.82 6.07 4.1 25.5 
遅延最小 fast 4.15 4.12 4.01 
C5315 slow 14.9 14.9 15.6 1.2 23.2 
面積最小 fast 10.7 10.7 10.4 
alu4 slow 3.63 3.65 3.79 4.0 25.2 
遅延最小 fast 2.62 2.60 2.53 
alu4 slow 16.6 16.6 17.3 0.3 21.3 






図5.7のワーストケース p芯rを考える.図 5.7はPMOS，NMOSの電流特性の 1
次係数ベクトル er，efが張る空間を示している.今PMOSの電流のワーストケース
を考えると Plvl0Sの1次係数ベクトルの向きは erであることから図5.7のprの位
置となる. NMOS も同様に考えワーストケースは p~c となる.従来手法では PMOS ，
NMOSのワーストケースを組み合わせて電流特性のワーストケースとしていた.こ






内で遅延特性の 1次係数ベクトル bが erとなす角を 0とすると，誤差の定義式 (5.9) 
は9の関数で書き表すことができる.誤差は等確率密度面である楕円の形状にも依
存する.楕円の形状は変動変数の相関行列により決まるので，言いかえると誤差は




















































































X 人刀痘砂時間TtJ Tt2 ITtm 
CJ X11 X12 1X1~ 
C2 ~2~ X21 X22 
Xij Xij+1 
• Xi+1 jtXi+1 j+ 
Cn Xn1 Xn2i IXnm 6.2 テーブル参照モデルによる応答曲面生成
まず，第5章のベクトル合成モデルについて簡単に振り返る.1つのセルの遅延時
間を変動変数p= (Pl' P2， . . . ~ Pn)Tの応答曲面で表す.
4点、からの補間
td = rsm(p) 
= bO + b1Pl + b2P2十・・・ +bnPn 
= bo + bT P 
図 6.1:テーブル参照モデルの概念










tdf = bOf + bf . ef p (6.3) 
となる.(ここでb.= Ibl.)経路の遅延時間はこれらの足し合わせであるので，以下
のようになる.
x=α+ s C + r Tt + d CTt (6.7) 
mr+mf mr mf 















mr+mf mr mf 
td = 乞 bOi+ L bri. e;p +玄bfi. ef p 
=α0+αr' e;p +αf-efp 


















































ここで，応答曲面の生成方法を 2通 り試みる.一つは，式 (6.1)の各係数に対し
てテーブルを用意しておき，応答曲面を構成する方法である.この方法では定数項









均から 3σ 離れたワーストケースの値を示す.この表に SPICEとの平均 2乗誤差











C5315 I AOI21PうAOI22P，BUF8ヲINV2ラINV3ヲINV4(5)， NAND2P 
(17)~ NAND2P4~ NAND3PヲNOR22P






















RSM SPICE RSM SPICE 
平均 5.87 6.09 3.77 3.70 
分散 .280 .356 .181 .215 
Worst 6.71 7.16 4.31 4.35 
Best 5.03 5.02 3.23 3.06 
RMS .259 .110 
Corr. .950 .920 
*相関係数 (Corr.)以外の単位は ns.
* RSM: Response Surface Model応答曲面モデル
ALU4 
















3.0 3.2 3.4 3.6 3.8 
遅延時間 [ns]
4.0 4.2 4.4 
図 6.3:モンテカルロ解析の散布図(左)とヒストグラム(右)-簡略化しないテー
ブルから生成した応答曲面による解析と SPICEを使った解析の比較

















RSM SPICE RSM SPICE 
平均 5.84 6.09 3.74 3.70 
分散 .278 .356 .170 .215 
Worst 6.68 7.16 4.25 4.35 
Best 5.01 5.02 3.22 3.06 
RMS .277 .0756 
Corr. .957 .969 
*相関係数 (Corr.)以外の単位は ns.
* RSM: Response Surface Model応答曲面モデル
AしU4















3.0 3.2 3.4 3.6 3.8 
遅延時間 [n5]












較を行なう .C5315で簡略前1.12sが簡略後0.73sに， alu4で0.82sが 0.62sに短縮さ
れた.これらは応答曲面生成以外の処理の時間が入っているため，テーブル量の削
減の効果がそのまま時間の削減にはつながっていない.応答曲面の生成にかかった

















隔を I x 
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y=ん(υ)+芝山(υ). ~] (A.2) 
fうは，中間パラメータ Yに関係するモデルパラメータを表す.fiは，バイアス条件
uに関する既知の関数である.m種類のバイアス条件とこの条件における Yの値を












で，入力に対する出力を関係づける簡易モデルを作成し 実験 (シミュレーション )
に代えてこのモデル使用することがよく行なわれる.ここで入力と出力の物理的な
因果関係などは考慮されず，全くの経験的なモデルが用いられる場合が多い.この
A.2. 応答曲面法 103 
目的のために，いくつかのサンプルを取り出し，これらにおける実験を行ない，こ
の結果からモデルを作成する.
この方法は，入力に対する応答 (出力)をモデル化することから応答曲面法 (Response 
Surface ::vlethod: RSlvI)と呼ばれ，また使用するモデルは応答曲面モデル (Response 











ν= 80 + s1X1(X) + s2X2(X) +・ +spXp(X) +ε (A.3) 
ここで εは誤差を表す.ここで Xi(i = 1，・ぺp)はzの関数.
サンプル点Xl，X2ぃ・汁Xnで観測データ Y= (Yl， Y2，・・.，Yn)T (η:実験回数;η>p) 
を得たとき式 (A.3)を使うと次のように表される.
Yl = sO + sIXl (xI) + s2X2(XI) +・ +spXp(xI) +εI 
Y2 = グ'0+ sIXI(X2) + s2X2(X2) +・・・+ゐXp(X2)+ε2 
Yn = グo+ sIXl (Xn) + s2X2(Xn) +・ +spXp(Xn) +ら
あるいはベクトルと行列を用いて，
y=xβ+ e (A.4) 
と書ける.ここで Eは誤差ベクトルを表す.また β，xは以下の通りである.
β= (sl， ，82，...，ゐ)T，
X1 (xI) X2(xI) Xp(Xl) 
X1(X2) X2(X2) Xp(X2) 











Q=lIy-XsII2=(ν-Xβ)T(y _ Xβ) 
を最小にする βが bとなる.
(y-Xβ)T(y _ Xβ) 
> 
[y-Xb+X(b-β)]T[y _ Xb + X(b-β)] 
(y -Xb)T(y -Xb) + (b -s)T XXT(b -13) 
(y -Xb)T(y -Xb) 
となり ，13= bとしたとき等号が成立する. (証明終り)
(A.6) 
(A.7) 
いま，誤差の分布に正規分布を仮定し ε~ N(O，Iσ2)とする. モデルの係数の推
定値bの分布は次のように与えられる.すなわち期待値は
E(b) = s (A.8) 
となり ，bは不偏推定量である. また，分散共分散行列は
~í (b) = (XT X)一1σ2 (A.9) 
となる.bも正規分布で



















































ソース・ドレインの寄生抵抗Rshを選んだ.これらは， N~vl0S ， PMOSそれぞれに
別々に存在するので，計 10個のパラメータが存在する.
応答曲面は以下のように生成した.応答曲面モデルとして 1次多項式を選んだ.サ
ンプル点は 2水準一部実施要因計画法 [59]により 16個選んだ.これらのサンプルの
とり方と，シミュレーション結果を表A.1に示す.また，最小二乗法により得られ


































NMOS PMOS funitv 
ムL ムw Tox ~h Rsh ムL ムw Tox ~h Rsh [MHz] 
1 1 1 1 1 1 1 4.23 
1 1 1 -1 1 -1 -1 ー1 -1 4.46 
1 1 -1 -1 -1 ー1 1 ー1 4.33 
1 -1 -1 -1 -1 1 4.1 
l 1 1 ー1 -1 1 -1 -1 4.46 
1 1 -1 1 -1 1 1 4.23 
-1 -1 1 1 1 -1 -1 4.40 
1 ー1 -1 1 -1 1 1 -1 4.34 
1 1 ー1 1 自1 -1 -1 4.26 
-1 1 1 -1 -1 -1 1 1 1 4.51 
1 -1 1 1 -1 -1 1 4.67 
-1 1 -1 ー1 1 1 -1 1 -1 ー1 4.12 
ー1 1 l -1 -1 1 1 4.50 
-1 1 -1 1 1 l -1 4.27 
-1 -1 1 1 1 l -1 4.11 
ー1 -1 -1 -1 -1 -1 唱1 4.67 
RTRESS = 0.994 
!unity ニ 4.372-0.0138ムLn+ 0.000756ムWn- 0.00842Toxn 
-0.00409Vthn - 0.000207 Rshn 
-0.119ムLp+ 0.00234ムWp-0.0765Toxp 























4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9 
SPICEによる単位利得周波数 [MHz]
図 A.3:散布図:応答曲面と SPICEによる単位利得周波数のモンテカルロ解析
