It is shown that this random graph is a tree almost surely for d = 2 and 3 and it is an infinite collection of disjoint trees for d ≥ 4. In addition for d = 2, we show that when properly scaled, family of its paths converges in distribution to the Brownian web.
Introduction
Let Ξ = {x 1 , x 2 , . . .} be points of a Poisson point process on R d of intensity 1 defined on some probability space (Ω, F , P ). For a point x = (x(1), . . . , x(d)) ∈ Ξ let h(x) ∈ Ξ be such that (i) x(d) < h(x)(d) and (ii) ||x − h(x)|| 1 < ||x − y|| 1 for any y ∈ Ξ with x(d) < y(d), where || · || 1 denotes the L 1 metric on R d . This point h(x) is almost surely unique. The directed spanning forest (DSF) is the random graph with vertex set Ξ and edge set E := {< x, h(x) >: x ∈ Ξ}.
The study of DSF was initiated by Baccelli and Bordenave [BB07] , Coupier and Tran [CT11] have shown that for d = 2 the DSF is a tree almost surely. Ferrari, Landim and Thorrisson [FLT04] also study a directed random graph on a Poisson point process, however the mechanism used to construct edges incorporate more independence than is available in the DSF. They show that their random graph is a connected tree in dimensions 2 and 3, and a forest in dimensions 4 and more. In addition, for this random graph Ferrari, Fontes and Wu [FFW05] have showed that for d = 2 under a suitable diffusive scaling the random graph converges to a Brownian web.
In addition to DSF arising from a Poisson point process, there is also a construction of a similar process on the lattice. Let Such a v is almost surely unique and we denote it by h(u). Let < u, h(u) > be the edge joining u and h(u) and let E denotes the edge set given by, The discrete DSF is the random graph G := (V, E). These processes are called drainage processes (see Scheidegger [S67] ) and have been studied in the physics literature extensively (Rodriguez-Iturbe [RR97] ). Mathematically, for similar discrete processes but with a condition for constructing edges which allow more independence, the dichotomy in dimensions of having a single connected tree vis-a-vis a forest have been studied (see [GRS04] , [ARS08] ). In addition, their diffusive scaling limits have also been shown to be Brownian webs (see Coletti [CFD09] ).
In this paper we study the most general discrete drainage network as defined in the preceding paragraph, and show that the tree/forest dichotomy in dimension holds, as well as the two dimensional scaling limit of the random graph is a Brownian web. Thus, this paper may be viewed as an extension, albeit in the discrete setting, of Coupier and Tran [CT11] result to any dimension. Our proof is different from that of Coupier and Tran; while their argument is percolation theoretic and crucially depends on the planarity of R 2 , our argument exploits a Markovian structure inherent in the DSF which allows us to extend the result to any dimension.
Theorem 1 For d = 2 and d = 3 the random graph G is connected almost surely and consists of a single tree while for d ≥ 4, it is a disconnected forest with each connected component being an infinite tree almost surely.
Baccelli and Bordenave [BB07] have shown that scaled paths of the successive ancestors in the DSF converges weakly to the Brownian motion and also conjectured that the scaling limit of the DSF is a Brownian web. For the diffusive scaling of the discrete random graph G on Z 2 , let π u := {(π u (t), t) : t ≥ u(2)}, u ∈ Z d denote the graph of the path obtained by the edges {< h k−1 (u), h k (u) >: k ≥ 0)} of the DSF h 0 (u) := u. Let X := {π u : u ∈ V }, and, for γ, σ > 0, define the n th order diffusive scaling of X by X n (γ, σ) := {( y(1) nσ , y(2) n 2 γ ) : y := (y(1), y(2)) ∈ X }.
We have
Theorem 2 For d = 2, there exist σ := σ(p) and γ := γ(p) such that as n → ∞, X n (γ, σ) converges weakly to the standard Brownian Web.
The proof of Theorem 1 requires that we obtain a Markovian structure in our model and define suitable stop times for this Markov process. From these stop times the process regenerates which allows us to phrase the problem as a question of recurrence or transience of the Markov chain. This we do by obtaining a martingale for d = 2, using a Lyapunov function technique for d = 3 and a suitable coupling with a random walk with independent steps for d = 4.
The martingale obtained for d = 2 together with the fact that the distribution of the stop time has an exponentially decaying tail is used to prove Theorem 2.
The paper is structured as follows -in the next section we construct the paths of the graph G starting from two distinct vertices u and v. In Section 3 we prove Theorem 1 and in Section 4, we prove Theorem 2.
Construction
We first detail a construction of the graph G which brings out a Markovian structure. Towards this end from two vertices u, v ∈ Z d we obtain the vertices h 1 (u), h 2 (u), . . . and h 1 (v), h 2 (v), . . . as a stochastic process as follows:
and
Figure 2: The construction of g 1 (u), g 1 (v). The union of the two shaded region is
Having obtained g n (u), g n (v) and the history setH n (u, v), to obtain g n+1 (u), g n+1 (v) andH n+1 (u, v) we need to explain the evolution of the process for the three cases
In case (i), both the vertices g n (u) and g n (v) move, while in cases (ii) and (iii), the vertex with the smaller d th coordinate moves and the other vertex remains fixed, albeit with a new label. The history set H n (u, v) is obtained accordingly. Formally,
at least one of the following three hold:
Figure 3: The construction of the process {g j (u),
and Note that {g n (u), g n (v) : n ≥ 0} is a relabelling of the vertices {h k (u), h k (v) : k ≥ 0}, the indexing is done to ensure that the processes from u and v move in tandem.
Given
, to obtain g n+1 (u) and g n+1 (v) we need to know (i) U w for vertices w on the boundary of the region {x : (x, U x ) ∈H n (u, v)}, and (ii) U w for vertices
. This latter part we could check independently in a sequential manner by studying the unexplored vertices x ∈H n (u, v) with ||x − g n (u)|| 1 = k , for k = 1, 2, . . ., and stopping the first time we obtain a k with U x < p. A similar method may be employed when g n (u)(d) = g n (v)(d), with the sequential procedure used for both g n (u) and g n (v). Thus g n+1 (u), g n+1 (v) andH n+1 (u, v) depends only on g n (u), g n (v) andH n (u, v) together with the values of the uniform random variables associated with the unexplored vertices. This observation yields the Markov property:
Let {X n (u, v), H n (u, v) : n ≥ 0} be a time homogeneous modification of the above Markov process where, for
Remark: Although we have defined the Markov process starting from two distinct vertices, for any k ≥ 1 a similar method can be used to define the Markov pro-
Let
denote the height of the history set H n (u, v).
Before we proceed we note some properties of the history set. Given a vertex w ∈ Z d , let w m denote the vertex
(a) The history region T n (u, v) := {w : (w, U w ) ∈H n (u, v)} is a finite union of d-dimensional tetrahedrons, with each tetrahedron in this region having a d − 1 dimensional cube as a base on the hyperplane {x ∈ Z d :
(This is represented for the history regionH n+1 (u, v) in Figure 5 .)
Figure 5: Geometry of the history region
denotes the number of steps required for the process to regenerate, i.e. to reach a state of empty history. Also, at the regeneration step, the two paths must be at the same level in terms of their
Proposition 2 There exist constants C 1 , C 2 > 0 such that, for all n ≥ 1,
Proof: First note that property (c) of the history region ensures that, for every n ≥ 0, givenH n (u, v), the random variables
are geometric random variables, each with success probability p. Also, let {G n : n ≥ 0} be a family of i.i.d. geometric random variables with success probability p, independent of {U x : x ∈ Z d }. We construct a sequence of random variables J 0 , J 1 , . . . where, for n ≥ 0,
are defined as earlier and M n (u, v) is a non-negative integer valued random variable defined recursively as
here l 0 ≥ 1 is a constant which is specified later. First note that L 0 (u, v) = M 0 (u, v) = 0 and, by induction, we may show that the coupling above ensures
Hence, to prove the proposition, it suffices to show that, taking τ (M(u, v)) := inf{n : M n (u, v) = 0}, we have
for some constants C 1 , C 2 > 0. Towards this end we consider a random walk
which takes values in the set {−1, 0, 1, 2, . . . } and is defined by
The random walk {S n , n ≥ 0} has negative drift for l 0 such that
A comparison of the probabilities given in (5) and (7) shows that for l ≥ l 0 , k ≥ −1 and for all u, v with
Thus the process {S n , n ≥ 0} dominates the process {M n (u, v), n ≥ 0} in the sense that for any u, v and for any l ≥ l 0 ,
where
. By construction S n is a left continuous random walk with negative drift and hence we know that
Suppose G (l 0 ) is a geometric random variable with success probability p 2(l 0 −1) and independent of Γ 1 , Γ 2 , . . . . For
This completes the proof since from the Markov property it follows that Γ rw stochastically dominates τ (X(u, v)).
Before we end this section we make same observations of our construction which are used later.
For any two pairs of open vertices
2. Suppose {G 
we have that
for some constants
denote the width of the region explored between the regeneration times τ j (u, v) and τ j+1 (u, v).
Similarly, for the process starting from only one vertex u, the width of the region explored between the j th regeneration step and j + 1 th regeneration step is
where τ j (u) is the j th regeneration step for the process {h n (u) : n ≥ 0}.
From property (c) of the history region we have that, for any a > 0,
3 Tree and Forest
In this section we prove Theorem 1. For
is a time homogeneous Markov chain with a single absorbing state at0 on Z d−1 .
d=2
To begin with, for d = 2, we first obtain a martingale which we also use later for the proof of Theorem 2. Let u, v ∈ V with u(2) = v(2) and consider the filtration
be the distance travelled in the d-th direction till the j th regeneration time. Note that in our earlier notation τ j (u, v) denotes the number of steps taken till the j-th regeneration. Thinking of the d-th direction as time, T j (u, v) denotes the time taken for j-th regeneration and it is easy to see that T j (u, v) is a stop time with respect to the filtration {F i : i ≥ 0}.
Proposition 3 For d = 2 and u, v ∈ V with u(2) = v(2), the process {g τ j (u,v) (u)(1) : j ≥ 0} is a martingale with respect to the filtration {F T j (u,v) : j ≥ 0}.
It is easy to see that the 1-dimensional process {h τ i (u) (u)(1) : i ≥ 0} is a symmetric random walk with increments being independent and identically distributed. For j ≥ 0 let S j (u) be the time taken for j-th regeneration of the process
Note, for any u, v, a regeneration time of the process {g n (u), g n (v), H n (u, v); n ≥ 0} must necessarily be a regeneration time of the process {h n (u) : n ≥ 0}. Hence we have a random sequence I 0 < I 1 < · · · such that S I j (u) = T j (u, v). Also for Figure 7 : A regeneration time of the process {g n (u), g n (v), H n (u, v); n ≥ 0} must necessarily be a regeneration time of the process {h n (u); n ≥ 0} as well as of the process {h n (v); n ≥ 0}.
any n ≥ 1 and k ≥ 1
Hence I j is a stop time with respect to the filtration {F S k (u) : k ≥ 0} and moreover from (11) it has moments of all orders. It is easy to see that
. Thus using Wald's identity we have
Now we will show that the paths originating from u and v meet almost surely. First suppose that u(2) = v(2). Since the paths {g n (u) : n ≥ 0} and {g n (v) : n ≥ 0} do not cross each other {g τ j (u,v) (v)(1) − g τ j (u,v) (u)(1) : j ≥ 0} forms a nonnegative or nonpositive martingale depending on whether v(1) > u(1) or not, and by the martingale convergence theorem, there exists a random variable Z ∞ such that g τ j (u,v) (v)(1) − g τ j (u,v) (u)(1) → Z ∞ a.s. as j → ∞. Also, 0 being the only absorbing state of the Markov chain {g τ j (u,v) (v)(1) − g τ j (u,v) (u)(1) : j ≥ 0} we have Z ∞ = 0 a.s., i.e., g n (u) = g n (v) a.s. for some n ≥ 0.
Next suppose that v(2) > u(2). Consider the random set
i.e. the set of vertices x at the same level as u, but to the left of u, for which h(x) is at the same level as v and does not carry any history. For n ≥ 0, E n denotes the event that {(u(1) + n, u(2)) ∈ A and (u(1) + j, u(2)) / ∈ A for all 0 ≤ j < n}.
This completes the proof of Theorem 1 for d = 2.
d = 3
It suffices to show that the paths originating from 0 and v with v(3) = 0 meet almost surely. For d = 3 we modify the Z 2 valued Markov process {Z j (0, v) : j ≥ 0} defined in (16) such that the transition probabilities are the same except that instead of (0, 0) being an absorbing state we have
With a little abuse of notation we denote this modified chain also by {Z j (0, v) : j ≥ 0}. This modified chain is clearly irreducible. To show that the original Markov process is absorbed at (0, 0), it suffices to show that the modified chain is recurrent. Consider the function f : it is enough to show that there exists 0 < k 0 < ∞ such that
}, where W 0 (0, x) is as in (12). The translation invariance of our model and the Markov property ensures that
Let B n (u)
] are disjoint and contain the set of vertices explored till the first regeneration of the process {g j (0), g j (x), H j (0, x) : j ≥ 0}. Moreover on this event, each of the two coordinates of the increments of the Markov process {Z j (0, x) : j ≥ 0} are symmetric about 0 and identically distributed. This observation together with the translation invariance property gives, + m} we have
hence, using (11),
The second inequality follows from (14). Now calculations similar to those in Theorem 2.1 in [GRS04] show that for ||x|| 2 ≥ k,
where α(k) := 2m 2 (k). Using the above estimates in the Taylor series expansion of f , as in [GRS04] , we get that there exists k 0 large enough so that for ||x|| 2 ≥ k 0
This proves that the modified Markov chain is recurrent and completes the proof.
d ≥ 4
In this subsection we present the proof only for d = 4. The argument for d > 4 is similar. We first show that for Z 4 , P(G is disconnected ) > 0. We start with two open vertices u and v in Z 4 with u(4) = v(4). Consider the Z 3 valued Markov chain {Z j (u, v); j ≥ 0} where Z j (u, v) as in (16). We couple this Markov chain with a suitable random walk on Z 3 , and by comparing this chain with the random walk we show that there is a positive probability that the Markov chain does not get absorbed at (0, 0, 0). We first construct the desired random walk and present the formal details of the coupling procedure thereafter.
Let {U a x : x ∈ Z 4 } be a collection of i.i.d. U(0, 1) random variables and consider the directed spanning forest G a := (V a , E a ) with the open vertices V a and edges As in Section 2, this relabeling is done to ensure that the two processes move in tandem. Let H a n (u, v) and H b n (u, v) be the history sets associated with the process {g a n (u), g b n (v) : n ≥ 0}, i.e., H a n (u, v) := {(w, U a w ) : w ∈ Z 4 , w(4) > min{g a n (u)(4), g b n (v)(4)} and at least one of the following two hold:
(a)||g a n−1 (u) − w|| 1 ≤ ||g
4)} and at least one of the following two hold:
= ∅} denote the number of steps required for the regeneration of the process {g a n (u), g b n (v) : n ≥ 0}. As in Proposition 2 we have for τ ind (u, v) 
As in (4) we have for all m
Now consider the Markov process {M u, v) ). Because of (22) we have
and hence (21) is true. Let 
is a random walk on Z 3 with zero mean and finite variance covariance matrix. Now we construct the coupled process c. First we need some notation. Given
Since the construction of the process is slightly different from that in Section 2, we give the details here. The reader should note that this construction yields two paths from u and v which are probabilistically equivalent to two paths from u and v in our original process. Define
Having obtained g 
for all 0 ≤ k ≤ n, we define recursively for the three cases In cases (i) and (ii), we set (14) we have, for any l > 0,
for positive constants D 1 and D 2 ; and hence
Given ǫ > 0 define the event
where △ n := {x ∈ Z 3 : ||x|| 1 ≤ n}.
, there exist constants C, β > 0 and n 0 ≥ 1 such that, for all n ≥ n 0 ,
Lemma 1 and its proof are similar to that of Lemma 3.2 of [GRS04] . Here we define an independent version of the event A n,ǫ (u, v) as,
Similar calculations as in the proof of Lemma 3.2 of [GRS04] give us,
which is a version of equation (19) of Lemma 3.2 of [GRS04] . The only difference is that our random walk is not isotropic. This difference is unimportant, since it has all the necessary properties like symmetry and finite covariance matrix. We also have (24), which is version of equation (17) of Lemma 3.2 of [GRS04] . From (24) and from (25), similar calculations as [GRS04] give us Lemma 1. As mentioned in Section 3.3 in the proof of Theorem 2.1 of [GRS04] , from Lemma 1 it follows that P(G is disconnected ) > 0. Now by the inherent ergodicity of the process, we have that
A similar argument along with the ergodicity of the random graph, may further be used to establish that for any k ≥ 1 P(G has atleast k trees ) = 1, and thus P(G has infinitely many trees ) = 1.
Brownian Web
In this section we prove Theorem 2. We begin by recalling from [FINR04] and [NRS05] the relevant details of the Brownian web. Let R 2 c denote the completion of the space time plane R 2 with respect to the metric
Let Π be the space of all paths in R 2 c of the form {(π(t), t) : t ≥ σ π } where σ π ∈ [−∞, ∞] denotes the starting time for path π. The following metric, for
makes Π a complete, separable metric space. Convergence in this metric can be described as locally uniform convergence of paths as well as convergence of starting times. Let H be the space of compact subsets of (Π, d), equipped with the Hausdorff metric d H given by, (i) For each deterministic z ∈ R 2 , almost surely there is a unique path π z ∈ W(z).
(ii) For any finite deterministic set of points z 1 , . . . , z k ∈ R 2 , the collection (π z 1 , . . . , π z k ) is distributed as coalescing Brownian motions.
(iii) For any deterministic countable dense subset D ⊂ R 2 , almost surely, W is the closure of {π z : z ∈ D} in (Π, d).
For a compact set of paths K ∈ H and for t > 0 and t 0 , a, b ∈ R with a < b, let η K (t 0 , t; a, b) := #{π(t 0 + t) : π ∈ K with σ π ≤ t 0 and π(t 0 ) ∈ [a, b]}, be the {0, 1, 2, . . . , ∞} valued random variable giving the number of distinct points on R × {t 0 + t} intersected by some path in K which also intersects [a, b] × {t 0 }. Consider the dual family of counting random variableŝ η X (t 0 , t; a, b) :=#{x ∈ (a, b) : there exists a path in X intersecting both R × {t 0 } and (x, t 0 + t)} We prove Theorem 2 by verifying the convergence criteria for the Brownian web for (H, B H ) valued random variables with non-crossing paths, proposed by [FINR04] and [NRS05] , as the following:
Theorem 4 Let (χ n ) n∈N be a sequence of (H, B H ) valued random variables with non-crossing paths. If the following conditions are satisfied then χ n converges in distribution to the standard Brownian web W.
(I 1 ) Let D be a countable deterministic dense subset of R 2 . There exists θ x n ∈ χ n for x ∈ D such that for any finite deterministic collection x 1 , x 2 , . . . , x m ∈ D, (θ n x 1 , . . . , θ n xm ) converges in distribution as n → ∞ to coalescing Brownian motions starting from (x 1 , x 2 , . . . , x m ).
(B 1 ) For all t > 0, lim sup n→∞ sup (a,t 0 )∈R 2 P(η χn (t 0 , t; a, a + ǫ) ≥ 2) → 0 as ǫ → 0 (E 1 ) If χ is any subsequential limit of χ n , then for all t 0 , ǫ, a, b ∈ R with ǫ > 0 and
Proof of condition (I 1 )
For χ n (γ, σ) as in (2) to show (I 1 ) we need to control the tail of the distribution of the coalescing time of two paths starting at the same time at unit distance apart.
Then there exists a constant C > 0 such that we have
Proof: Consider the nonnegative martingale, {Z j ((0, 0), (1, 0)), F T j ((0,0),(1,0)) }, and we proceed in the same way as in Theorem 3 in [CFD09] . For m ≥ 1, we want to find an upperbound for P(Z j+1 ((0, 0), (1, 0)) = m|Z j ((0, 0), (1, 0)) = m). We thus clearly have
This upper bound is independent of m and for 0 < p < 1, it is strictly smaller than 1. Now the same proof as in Lemma 1 of [CFD09] , gives us a bound on the number of regeneration steps before coalescing,
Since the time elapsed between any two consecutive regeneration steps is stochastically dominated by Γ, the rest of the proof follows easily.
Then there exist γ := γ(p) and σ := σ(p) such that, as n → ∞, we have Proof: We prove this by induction. Start with m = 1 and without loss of generality assume that x 1 is such that x 1 (2) = 0. Note that {g τn(x 1 ) (x 1 )(1) : n ≥ 1} is a symmetric random walk with increments having moments of all order. Let π x 1 denote the path obtained through linear interpolation of the consecutive steps {g τ j (x 1 ) (x 1 ), g τ j+1 (x 1 ) (x 1 ) : j ≥ 0}. For n ≥ 1 let
. Nowπ x 1 can be regarded as a time change of the random walk X(j) := {g τ j (x 1 ) (x 1 )(1) : j ≥ 0} where the time change is given by T (j) := T j (x 1 ), and X(t) and T (t) for non-integer t are defined by linearly interpolating between consecutive integer times. More preciselyπ (x 1 ) (t) = X(T −1 (t)). Hence we havẽ
Note that T −1 (n 2 γt) represents the number of renewals until the time n 2 γt. Hence by the renewal theorem
, t ≥ 0. Taking γ 0 := E(T 1 (x 1 )) as the expected regeneration time and σ 0 as the standard deviation of the random walk X(n), from Donsker's invariance principle we have thatZ
n (γ 0 , σ 0 ) converges weakly to the Brownian motion W
(1) starting from x 1 . Since, sup
where W j (x n 1 ) is as in (13), from (15) it follows that Z
n (γ 0 , σ 0 ) has the same weak limit as that ofZ paths π 1 , . . . , π m in such a manner that the modified path π m is independent of the remaining paths. Thus enabling us to conclude from the induction hypothesis that the first m − 1 paths converge to coalescing Brownian motions, while the last being independent also coalesces with these coalescing Brownian motions. Our task would then be to show that this modification can be done with a probability which goes to 1 as n → ∞.
Before we embark on the proof we need a notation. The exploration box for the j th regeneration of the path {h n (u), n ≥ 0)} is denoted by
We start with two independent collections, a green collection {U g x : x ∈ Z 2 } and a red collection {U r x : x ∈ Z 2 } of i.i.d. U(0, 1) random variables which are also independent of the original collection {U x : x ∈ Z 2 }.
where α > 0 is a suitable constant to be specified later, i.e. σ i is the first regeneration step such that the width of the explored region to obtain the next regeneration is suitably large. (This is represented by the box for the path π i in Figure 11 .) represent the event that until time sn 2 each of the the green paths coincide with its corresponding original path and that no exploration box of the path π m has width larger than n α . Clearly, from
and hence from (11) it follows that for any α > 0 we have P(B c n,s ) → 0 as n → ∞. Let We now consider the general case and proceed by induction on m ≥ 1. We use ideas introduced in the proof of Part III in Theorem 4 of [CFD09] . For m = 1 there is nothing to prove. Suppose that for some m ≥ 2 the result holds for m − 1. Let i 0 be the maximum of i's such that x i (2) > x i−1 (2). By the induction hypothesis ({Z (i) n (γ 0 , σ 0 )(t) : x i (2) ≤ t ≤ x i 0 (2)}, 1 ≤ i < i 0 ) converges weakly to ({W (i) (t) : x i (2) ≤ t ≤ x i 0 (2)}, 1 ≤ i < i 0 ), and by Skorohod's representation theorem we can suppose that the convergence is almost sure. We first introduce some notations. For an (H, B H ) valued random variable X, define X s − to be the subset of paths in X which start before or at time s and for s ≤ t, define X s − ,t T to be the set of paths in X s − truncated before time t. When s = t, we denote X s − ,t T simply by X s T . Also let X(t) ⊂ R denote the set of values at time t of all paths in X. With a little abuse of notation X(t) is also used to denote the set of points (X(t), t) ⊂ R 2 . For 1 ≤ i < i 0 let η i = η All the points in A n ⊂ Z 2 are on the line Y = T max and we do not have any information about the uniform random variables {U x : x(2) > T max }. (See Figure  13 .)
It is easy to see that under the diffusive scaling A n converges to A almost surely as n → ∞. Let χ F denote a (H, B H ) random variable consisting of paths starting from a random subset of Z 2 distributed as F and let χ x(1) nσ 0 , x(2) n 2 γ 0 ) : x ∈ π i for some 1 ≤ i ≤ m} denote a (H, B H ) valued random variable which consists of diffusively scaled original paths π 1 , . . . , π m . We need to show that χ An n (γ 0 , σ 0 ) andπ n (γ 0 , σ 0 )
