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Abstract: In this paper we survey recent results on ex-
istence of solutions for elliptic Hamiltonean systems. Both 
bounded domains and RN are considered. We discuss exis-
tence of solutions, decay and symmetry. 
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§ 1. Introduction. In this paper we consider a system of partial differential 
equations of elliptic type 
(S) { -~u = f(x , u, v) -~v = g(x, u, v) 
This kind of systems appears in many different branches of Physics, Biology, ... 
There is a large literature devoted to a variety of problems posed to system (S), 
such as boundary value problems, maximum principles, eigenvalue problems, local 
behavior of solutions, global properties of solutions (decay, symmetry), existence 
of ground states, etc. We propose to discuss here only some of these problems, 
as they are related to our research in recent years. At the outset, we warn the 
reader that the following questions will not be considered here: sublinear problems, 
maximum principles for cooperative and noncoperative systems, critical problems, 
problems in R2 and local behavior of solutions. 
Here we study two main problems: 
i) Existence of (positive) solutions for the Dirichlet problem in bounded domains 
n of RN , N 2: 3. 
ii) Existence of positive solutions defined in the whole of RN , N 2: 3. 
These two problems will be studied for superlinear problems, and in this pro-
cess we come to other matters, such as decay of solutions at 00 and symmetry 
properties. 
There are two main classes of systems (S) that can be treated variationally: 
gradient systems and Hamiltonean systems. 
System (S) is said to be gradient if there exists a function F(x, u, v) such that 
f = ~: and 9 = ~~ . In this case, the functional associated to the system has the 
form 
cf>(u, v) = ~ J (l'VuI2 + l'VvI2) - J F(x, u, v) 
and the appropriate space to consider this functional over is the Cartesian product 
H1 x H1 or some other product of H1-spaces depending on the boundary conditions. 
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This case has been studied by several authors; to mention some Bartsch [B], Costa-
Magalhaes [CMI] [CM2] [CM3]. 
When we say that the functional <I> is appropriate to the systems (5), we simply 
mean that the Euler Lagrange equations associated to <I> are the ones in systems 
(5). That is, the critical points of <I> are weak solutions of (5) in a sense which is 
made precise at each problem. 
System (5) is said to be Hamiltonean if there exists a function H(x, u, v) such 
8H 8H 
that f = Tv and 9 = 8u· In this case, it would appear natural to associate to 
the system the functional 
<I>(u, v) = J 'Vu'Vv - J H(x, u, v), (1) 
whose quadratic part (the part involving the gradient) is well defined if we work 
again with a product of HI spaces. However, we now explain why this is not 
the right functional in general. This is due to the fact that we want to consider 
problems where the growth of f and 9 with respect to u and v have different speeds 
at 00. We next explain this. 
A model example for a Hamiltonean system is the "following 
(2) 
whose Hamiltonean function is 
1 1 
H(u,v) = --lvlp+I + --lulq+1. p+I q+I (3) 
So, if we work with HI X HI, the second term in the functional <1>, given in (1), 
is well defined if p, q S (N + 2)/(N - 2). This is due to the Sobolev imbedding 
HI C F, 2 S r S 2N/(N - 2) for N ~ 3. However, in the example { =~~ ~ lulq-Iu, (4) 
which is equivalent (speaking just of the equations) to the biharmonic 
the proper limitation for q is q S (N + 4)/(N - 4). 
We observe that the Dirichlet boundary value problem for the above system, 
u = v = 0 or 80, corresponds to Navier boundary value problem for the bihar-
monic, u = ~u = 0 on 80. 
These remarks lead us to the conclusion that u and v have to be taken In 
distinct Sobolev spaces. Precisely, if p < (N + 2)/(N - 2), one may take u in some 
space smaller that HI, and v in some space larger that HI, allowing us to take 
q> (N + 2)/(N - 2). For this reason we shall consider fractional Sobolev spaces 
in the sequel. 
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Also, this interplay between p and q is put in correct terms by the introduction 
of the so-called critical hyperbola, a concept introduced independently by Clement-
de Figueiredo - Mitidieri [CFM1] and by Peletier-van der Vorst [PV]. 
Definition of the critical hyperbola. The pair (p, q) E R2 is in the critical 
hyperbola if p , q > 0 and 
112 
--+--=1--. 
p+1 q+1 N 
Observe that, if p = q and (p, q) is in the critical hyperbola, we have 
p = q = (N + 2)j(N - 2), 
(5) 
which is precisely the critical exponent of the scalar problem (i.e., a single equa-
tion). 
So, for the system (5), the critical hyperbola replaces the notion of critical 
exponent which appears in the scalar case. 
Definition of subcritical problem. Let p be the v-growth of f(x, u, v) and q 




p+1 q+1 N (6) 
As we shall see later , the solvability of such a system is going to depend on the 
u-growth of f and on the v-growth of g. 
Definition of superlinear system. Let p and q be as in the previous definition. 
The corresponding system (5) is superlinear if 
1 1 1>--+--
p+1 q+1 (7) 
A condition like (7) implies that both p and q cannot be both :S 1. As a matter of 
fact , we assume that both are 2: 1, and at least one of them > 1. 
§2. Existence of positive solutions for sub critical problems 
via degree theory. 
In this section we consider the Dirichlet problem for the system 
{ -~u = f(v) -~v = g(u) (8) 
III a bounded domainn. Let us describe the ideas for the solvability of (8) in 
the case that (0,0) is a trivial solution and we look for a nontrivial solution. 
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Suppose then that f(O} = g(O) = 0 and f(t) 2 0 and g(t) 2 0 for t > O. Let 
S be the inverse of the Laplacian subject to Dirichlet boundary condition, that is 
S : C(D) -+ C(D), where C(D) is the space of continuous functions in D, defined 
as follows: for u E C(D), Su is the solution w of 
-~w = u in 0, w = 0 on ao. 
Such a problem has a unique solution w E C 1 (D). So, system (8) is equivalent to 
u = Sf(Sg(u)), v = Sg(u) (9) 
Hence, the problem is to find a fixed point of the (nonlinear) operator 
T(·) = Sf(Sg(·)) (10) 
which can be considered acting in the cone of nonnegative continuous functions. 
This is due to the fact that S is a positive liriear operator, as a consequence of the 
maximum principle. In order to obtain a nontrivial fixed point of T, we use the 
following result, which is basically due to M.A. Krasnoselskii [K] and is given here 
in a form obtained by Benjamin [B]. 
Proposition 2.1. Let C be a cone in a Banach space X and <I> : C -+ C a 
compact map such that <I>(O) = O. Assume that there exist numbers ° < r < R 
and a vector v E C \ {O} such that (i) x:/; t<I>(x) for ° :S t :S 1 and Ilxll = r, and 
(ii) x:/; <I>(x) + tv for t 2 0 and Ilxll = R. Then, if U = {x E C: r < Ilxll < R} 
and Bp = {x E C : Ilxll < p}, one has 
ic(<I>, BR) = 0, ic(<I>, Br) = 1 and ic(<I>, U) = -1. 
In particular, <I> has a fixed point in U. Condition (i) above is satisfied if there is 
a bounded linear operator A : X -+ X, such that A(C) C C, A has spectral radius 
< 1 and <I>(x) :S Ax for x E c, IIxll = r. Here ic denotes the Leray Schauder index. 
In order to establish (ii) for our operator T we need to prove a priori bounds 
for the positive solutions of system (8). So let us now be more precise about the 
hypotheses that f and 9 should satisfy. 
(HI) f, 9 : R+ -+ Rare C 1 ,j(0) = g(O) = 0, f'(t), g'(t) 2 0. 
(H2) There are numbers a, b E]O, 00], with ab > .xi, where .xl is the first eigenvalue 
of (-~, HJ), such that 
lim inf f(8) > a, 
.-t+oo 8 -
liminf g(8) > b 
.-t+oo 8 -
(H3) There are constants c and numbers p, q satisfying (6) and (7) such that 
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/(i) :S c(tP + 1), g(i) :S c(iq + 1), Vi 2: 0 
A priori bounds for positive solutions of system (8) have been proved in [CFMIj 
for convex domains, and in the case of the ball and radial symmetric solutions in 
[PVj. The next result is from [CFMI], whose proof uses moving parallel planes, or 
more precisely, Troy [Tj generalization of the result of Gidas-Ni-Nirenberg [GNN]. 
We remark that these results using moving planes have had their proofs simplified 
in Berestycki-Nirenberg [BN], using Varadhan's maximum principle. Also Troy's 
result has been proved in [dFjusing this maximum principle. 
Theorem 2.2. Assume (HI), (H2), (H3) above, and that n is convex with 8n E 
C3 . Then there is a constant C > 0 such that 
for all positive solutions (u, v) of system (8) . 
Once a priori bounds are established, we can use Proposition 2.1 and prove the 
existence of nontrivial solutions of system (8). We have the following result from 
[CFMIj. 
Theorem 2.3. Assume (HI), (H2), (H3) and that /'(O)g'(O) < AI. Suppose 
n convex, with 8n E C 3 . Then system (8) has at least one positive solution 
(u , v), u, v E C 2 '<>'(IT), 0 < 0' < 1. 
§3. Existence of solutions for Hamiltonean . systems via vari-
ational methods. 
In this section we shall consider general Hamiltonian systems, which have the 
form 
{ -~u:= H,,(x, u, v) -~v - Hu(x, u, v) (11) 
subject to Dirichlet boundary conditions. The basic assumptions on the Hamil-
tonean are 
(HI) H : IT x R2 -+ R+ U {O} is of class Cl. 




IHu(X, u, v)1 :S c(lulP + Ivl--p:f""l + 1) 
q(p:q 
IH,, (x, u, v)1 :S c(lvl q + lui 9 1 + 1) 
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where (p, q) satisfy relations (6) , (7) . That is, our system is superlinear and sub-
critical. 
(H3) There exists R > 0 such that 
1 1 -
--Huu + --HtJv 2 H for all x E 0, and I(u, v)1 2 R. 
p+l q+l 
(H4) There are constants r > 0 and c> 0 such that 
H(x, u, v) ~ c(lul'" + IvIP) for all x EO, and I(u, v)1 ~ r. 
1 1 
where a,j3 > 1 and - + -j3 < l. 
- a 
Existence of solutions for Hamiltonean systems by variational methods has 
been studied by de Figueiredo-Felmer [FFl] and by Hulshof-vander Vorst [HV], 
and more recently by Costa-Magalhaes [CM] and de Figueiredo-Magalhaes [FMa]. 
The critical case has been studied quite recently by Costa-Silva [CS] and Hulshof-
Mitidieri-vander Vorst [HMV], using difference methods. 
As said before, since one of the p or q could be larger than (N + 2)j(N - 2), 
we cannot work in H6 x H6 ' We need fractional Sobolev spaces, which we now 
introduce. 
Let 0 < Al < A2 ~ .. . be the e-values of (-~,H6(0)) and <PI,<P2 , ... corre-
sponding e-functions. For 0 ~ s ~ 2, define the following subspace of L2(0) 
00 
E' = {u ELan <pn E L 2 : L A~ a~ < oo} . 
n=1 
which is a Banach space with norm defined by 
00 
lIull~· = L A~a~ . 
n=1 
It is easy to see that 
is an isomorphism. Also it can be proved the Sobolev imbedding theorem: 
"E' is continuously imbedded in LU for ~ 2 ~ - ~, and compactly if there is 
strict inequality" . For references to these questions see [FFl]. 
Now, using these fractional Sobolev spaces, we introduce the appropriate func-
tional to be associated to system (9), when we assume (H2). Choose s + t = 
2, s, t > 0, such that 
lIs lIt 
-->---p+ 1 2 N' -->---. q+l 2 N 
Then, define <I> : E' x Et -t 1R by 
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<I>(u, v) = J A'uAtv - J H(x, u, v), (12) 
which is well defined and of class C 1 . Also, the critical points of <I> are weak 
solutions of system (9) in the following sense: (u, v) E E' X Et and 
J ' t J ' A uA 1jJ - H,,(x, u, v)1jJ = 0, J A'¢Atv - J Hu(x, u, v)¢ = 0, V¢ E E'. 
It can be shown that every weak solutions in the above sense is a strong solution, 
. l!±!. 1 l!±!. rl! 1 rl! 
i.e . u E W 2 , p n Wo' P ,v E W 2 , • n Wo' • . See [FF1] . 
In the search of critical points of (10) we are reassured by the fact that the 
nonlinear part has some compactness in view of the fact that E' is compactly 
imbedded in LP+l, and Et in LQ+l. However, the functional is strongly indefinite~ 
which means that it is coercive in a subspace of E = E' X Et with infinite di-
mension and it is anti-coercive in another subspace of E , which is also of infinite 
dimension. We have to recourse to a liking theorem of Benci-Rabinowitz [BR] in 
a version due to Felmer [F] . Namely, 
Theorem 3.1. Let <I> : E --+ 1R a functional having the form 
1 
<I>(z) = 2(Lz, z} + 1{(z) 
where E is a Hilbert space (inner-product (, }), which is a direct sum of two spaces 
X and Y not necessarily orthogonal. Assume that 
(11) L : E --+ E is a linear bounded self-adjoint operator, 
(12) 1{' is compact, 
(13) There are linear bounded invertible operators B 1 , B2 : E --+ E such that if 
wERt, then the linear operator 
~ 1 
B(w) := Px Bl exp(wL)B2: X --+ X 
is invertible, where Px is the projection of E over X along Y. 
Let 
S = {BIZ: Ilzll = p,z E Y} 
and for z+ E Y, z+ f. 0, (J' > p/llBll B2 z+11 and M > p, define 
Q = {B2 (rz+ + z) : 0 :=:; T :=:; (J', Ilzll :=:; M, z EX}. 
The sets Sand GQ (the relative boundary of Q) link. Assume that there a constant 
o > 0 such that 
380 
(IS) ~(z) 2: d, z E S 
(IQ) ~(z)::; 0, z E oQ. 
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Then ~ possesses a critical point critical value 2: d, provided ~ satisfies the 
(PS) condition. 
In order to study the geometry of the functional ~ defined in (10) we observe 
that the quadratic part 
for z = (u, v) E E = E' X Et 
is the quadratic form coming from the bilinear form 
B:ExE-+R 
B[(u, v), (cP, t/J)] = J A'uAtt/J + A'cPAtv , 
and the self-adjoint bounded linear operator L : E -+ E associated to it, namely 
B[z,1]] = (Lz, 1])E 
has two eigenvalues +1 and -1. So E is split into two subspaces E+ and E-, 
which are the correponding eigenspaces to + 1 and -1: 
E+ = {(u,A-tA'u) : u E E'} 
E- = {(u, _A- t A'u) : u E E'}. 
Now, in order to apply Theorem 3.1 we define the sets Sand Q as follows. Choose 
/-l, II > 1 such that 
1 /-l 1 II 
--< --,--< --. ' 
p+l /-l+1I q+l /-l+1I 
Then, for p > 0 define 
S := {(plJ- 1 U , pV-I V ) : II(u, v)1I = p, (u, v) E E+} 
and choose z+ = (u+,v+) E E+, with u+ an eigenfunction of (-.6.,HJ). Then, 
for some T, M > 0 define 
Q = {T(ITIJ-1U+,lTv-1v+) + (1T1J-1U, lTV-IV) : 
0::; T::; IT, 0::; II(u, v)IIE::; M, (u, v) E E-}. 
It can be verified that under hypotheses (Hl)-(H4),we have: 
(i) there exists p > 0 such that ~(z) 2: d, for z E S, 
(ii) there exist IT, M > 0, IT> p, such that ~(z) ::; 0 for z E oQ. 
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Finally, hypotheses (H1)-(H3) suffice to prove that <I> satisfy the (P.S.) condi-
tion. So we have the following result . 
Theorem 3.2. ([FF1]) Assume (H1)-(H4). Then system (9) has at least one 
2 tl..!. 1 tl..!. .i±.!. 1 .i±.!. 
non-trivial solution u E W ' P (n) n Wo' P (n), v E W 2 , q (n) n Wo' q (n). 
A similar result is proved in [BR) for the case p, q < (N + 2)/(N - 2). An 
extension of Theorem 3.2 to cases where there are "quadratic" terms in the right 
side of (9) has been done in [FMa) . 
§4. On a priori bounds for superlinear problems. 
We learned from the scalar case (problems involving only one equation) that 
there are at least three methods to be used in order to get a priori bounds of 
positive solutions. 
First, using inequalities interpolated between Hardy's inequality 
10 1 :11 2 ~ c 10 l~uI2, U E HJ(n) 
and Sobolev's inequality, IlullL'T ~ cll~ullL>' 2 ~ (]" ~ 2N(N - 2), Brezis and 
Turner [BT) obtained a priori estimates for positive solution of 
-~u = !(x, u) III n, u = 0 on on 
for ! such that 
I!(x, u)1 ~ c(lulP + 1) p < (N + l)/(N - 1), 
besides some other conditions. This method has been utilized in the case of systems 
by Clement-de Figueiredo-Mitidieri [CFM2) and by Cordeiro [C). In the case of 
systems, the exponent (N + l)/(N - 1) is replaced by two hyperbolas. Namely, 
the estimates can be obtained by this method, provided p and q satisfy 
and 
1 N-1 1 2 
--+---->1---
p+1 N+1q+1 N+1 
N-1 1 1 2 
----+-->1---. 
N+1p+1 q+1 N+1 
The second method is based in the moving parallel planes technique and 
Pohozaev-type identities. In the scalar case this was used by de Figueiredo-Lions-
Nussbaum [FLN). As said before an application of this method to some special 
systems was made in [CFM1]. 
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The third one is the so-called blow-up method, which was first used by Gidas-
Spruck [GS] for the scalar case. Souto [S] used this method to some classes of 
semilinear systems. We believe that larger classes of systems can eventually be 
treated by this technique. 
The proof by blow-up is done by a contradiction argument . So the hypotheses 
that there is a sequence of solutions (let us look the scalar case as in [GS]) with 
LOO-norms going to infinite leads to assertions like this: 
(!) There is a positive C 2 function u(x), defined in the whole of RN , such that 
-~u = uP, 
where p is the growth of f(u) as u -+ oo(!) 
This is a Liouville-type problem, which we will comment in the next section. 
§5. Liouville-type Theorems. 
Let us start with a single equation, and let us consider the equation 
(13) 
It is known that if p = (N + 2)/(N - 2), N 2: 3, i.e. the critical exponent, then for 
each J.L > 0 and for each a E RN the function 
N-> 
u(x) = [J.LJN(N - 2)]-> 
J.L2 + Ix - al 2 
is a solution of (11), and, in fact, those are all the positive solutions of (11) . 
(14) 
The following Liouville-tye theorem was proved in [GS]: if 1 < p < (N + 
2)/(N - 2), then (11) has no C 2 positive solution defined in the whole of RN . 
This is a very difficult result to prove. The difficulty arises from the fact that 
one does not have any assumption on the behavior of u at 00. So, a direct use of 
the technique of parallel planes does not work. However, it has been observed by 
Caffarelli-Gidas-Spruck [CGS] and Chen-Li [ell that if we Kelvin transform 
our equation becomes 
Now we know that w decays at 00 like IxI2 - N . And since the coefficient of w is 
monotonically decreasing [recall that p < (N + 2)/(N - 2)], we can apply the 
moving plane technique. 
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Now let us pass to the system 
(15) 
and let us ask about the existence of positive solutions in the whole of RN. System 
(15) can be written (since we are dealing with positive solutions) as 
(16) 
It has been proved by P.-L. Lions [L] that if p, q are in the critical hyperbola t.hen 
. 2 .rl.!. 
J{pq = mf{IILlull .rl.!. : u ED ' q ,lluIILP+l = I} 
L q 
is attained at a function u E D 2'7 , which gives rise to a solution of (14). (Here 
D 2 ,<7 is the completion of CO'(RN) with respect to the norm IILl.IIL"). Hence, in 
the case that (p, q) are on the critical hyperbola, the system (13) has a positive 
solution (u, v), u > 0, v> 0 on the whole of RN. 
It is an open problem, at the present, the folloWing question: if, for all, p, q 2: 1 
and below the critical hyperbola, system (13) does not have positive solutions. We 
conjecture that the Liouville-type result holds for all p, q 2: 1 which are below the 
critical hyperbola. Several partial results have been proved: 
1) In [FF2] it was proved the following Liouville-type result: if p, q :::; (N +2)/(N-
2) and at least one of them is strictly less than (N + 2)/(N - 2) then there are no 
positive C 2 solutions of (13). The idea of the proof was to use Kelvin's transform 
in order to obtain some behavior of the transformed solutions at 00 and then apply 
the method of parallel planes. However, by the use of Kelvin transform we obtain 
the two equations (assume the solutions are 2: 0) below 
_ Llw = ---,-;-:-::,--:-:I_-:-:-::--. zp 
Ixl(N+2)-p(N-2) 
-Llz= 1 q Ixl(N+2)-q(N-2) w , 
which have coefficients with different monotonicities, if one of the powers p or q 
is greater than (N + 2)/(N - 2) and the other is smaller. That is precisely why 
we have to restrict to both p and q :::; (N +2)/(N -2), in order to use moving planes. 
2) In [JQ] a similar result is obtained by a different method. He uses some iden-
tities already used in [GS2]. 
3) Souto in [S] reduces the problem to a Liouville theorem for an inequality and 
proves the result for p and q such that 
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1 1 N - 2 
--+-->--. p+l q+l-N-1 
We remark that although this region is below a hyperbola, which is below the 
critical, it contains points where p or q can be greater than (N + 2)/(N - 2) . 
4) Mitidieri [Ml] proved that the conjecture is true for radially symmetric func-
tions. 
5) Serrin and Zou [SZ] proved the conjecture in a class of functions which have a 
certain decay at 00. 
§6. System in RN. 
From now on we consider systems of the form 
{ -~u + u = J(x, v) -~v + v = g(x, u) (17) 
in the whole of RN. We shall discuss the following questions relative to (15) : 
(i) decay of positive solutions as Ixl ~ 00; (ii) symmetry properties of positive 
solutions; (iii) existence of radial symmetric positive solutions; (iv) existence of 
ground state. Let us start with the the first question. We assume the following 
properties on the nonlinear terms 
(HI) J, 9 : RN ~ R are continuous functions, and 
J(x,t) = g(x,t) = 0 for t:::; 0 
J(x,t),g(x,t) 2: 0 for t>O. 
(H2) There is a constant Cl > 0 such that 
J(x,t):::; Cl(tP + 1), g(x,t):::; Cl(tq + 1), t 2: 0, 
where p , q > 1 and 
1 1 2 
-- + -- > 1- -, N 2: 3, 
p+l q+l N 
and 
p, q :::; (N + 4)/(N - 4) for N 2: 5. 
(H3) There are constants a, (3 > 1 such that 
0< O'F(x, t) :::; tJ(x, t), 0 < (3G(x, t) :::; tg(x, t), t > 0, 
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1 1 
where ~ + jj < 1. 
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(H4) There are real numbers a, b 2:: 1 and positive constants C2 and r such that 
Remarks. 1) Condition (H3) implies that both I,g are superlinear. Indeed it 
follows from (H3) that 
F(x,t) 2:: cta, G(x,t) 2:: ct f3 , I(x,t) 2:: cta-1,g(x,t) 2:: ct f3 - 1, 
for t 2:: €, some € > O. These inequalities can be proved to be true for all t 2:: 0, 
by using (H4). A typical example offunctions satisfying (HI)-(H4) is 1 = (t+)P 
and 9 = (t+)q; in this case a = p + 1, f3 = q + 1, a = p, b = q. 
Theorem 6.1. Assume (HI) , (H4) with a = b = 1, and (H2) with p, q satisfying 
p, q < (N + 2)/(N - 2) . (18) 
Then, the strong positive solutions of (15), u E W2,~, v E W2,~ are such that 
u(x), v(x), \7u(x), \7v(x) -+ 0 as Ixl-+ 00. 
Theorem 6.2. Assume (HI), (H2) with p, q satisfying (16), and (H4) with a, b > 
1. Then the strong positive solutions decay exponentially. More precisely, for 
0<0<1 
as Ixl-+ 00. 
The proofs of the above theorems rely on the following basic lemma. 
Lemma 6.3. Let u, v be as in Theorem 6.1. Then, they belong to L'Y for all 
'YE[2,00). 
Sketch of proof. From the Sobolev imbedding theorem we have 
p + 1 < ...... < N(p + 1) 
p - 1_ Np-2(p+I) 
q+I < ...... < N(q+I) 
q -'-Nq-2(q+I) 
We observe that then u, v E L 2" (RN), where 2* = 2N/(N - 2). We also observe 
that through a bootstrap argument (local reasoning) it follows that u and v are 
continuous functions. 
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Since we are working in R N , we have to be careful with convergence of the 
integrals. So in order to proceed we do appropriate truncations. Let, for each 
k> 0, 
Ok = {x E RN : lu(x)1 + Iv(x)1 < k}. 
It is easy to see that given Xo E RN , one has that 
R(k) = sup{r > 0 : Br(xo) C Od -+ 00 as k -+ 00. 
Here Br(xo) is the open ball of radius r centered at Xo. Let r.p E CO'(RN) be such 
that 
r.p(x) = 1, for x E B1/Z(0), r.p(x) = 0 for x E RN \ Bt{O), 
B ~ r.p(x) ~ 1 and 1\7r.p(x) I ~ const. 
Define r.pR(X) = r.p (x ~xo) for R:= R(k). Multiply the first equation in (15) by 
r.phlul,-lu, with s > 1, and the second by r.phlvl,-lv. Then integrate by parts, use 
Sobolev, Holder, Young, etc. (see details in [FY]) . Letting 
we come to 
and a similar expression for B. 
Assuming that J lul,+l and J Ivl,+l are bounded we obtain 
and then 
AB ~ ec(e)A;:i:r B.-h + ec(e)A.-h B;:i:r + c(e) 
which implies 
J lul('+l)N~', J Ivl('+l)~. < 00. 
Repeating this procedure we get that u, v E P(RN ) for all, = (s + 1) (~) 2 N -2 
provided we assume 'U, vEL' + 1 (RN ). So take s + 1 = 2*, since as we observed in 
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beginning of the proof u, v E L 2* (RN ). The other values of, are obtained by the 
Riesz-Thorin interpolation. This completes the proof of Lemma 6.3. 
Proof of Theorem 6.1. From (H2) and (H4) we have 
Ig(x, v)1 ~ c(lvlP + Ivl). 
So 
for all ,. (19) 
where B2 = B2R(XO) ' By the Calder6n-Zygmund inequlity we conclude that u E 
W 2'"'!(B2) from the fact that ~u E £"'I(B2) (use (17)). By interior LP-estimates we 
have 
Ilullw',-Y(Btl ~ c(ll uIIL-Y(B2 ) + Ilg(x, v)IIL-Y(B,) 
where Bl = BR(XO). Now using (17) and Sobolev imbedding (! > N) we get 
Letting Ixol -+ <Xl, the result follows. So the proof of Theorem 6.1 is complete . 
. For the proof of Theorem 6.2 we refer to [FY). 
§7. Symmetry of positive solutions. 
In order to prove summetry we require stronger assumptions than (Hi)-(H4). 
Namely. 
(H5) like (HI) plus /,g E G' and /"g' monotone. 
(H6) /,(t) ~ Cl(tp - l + 1) g'(t) ~ C2(tQ- 1 + 1), wite 
p,q < (N +2)/(N - 2) 
§8. Final remarks. (i) Systems like 
-~u + a(x)u = /(x, v) 
-~v + b(x)v = g(x, v) 
in the whole of RN with a, b : RN -+ R such that 
a(x), b(x) > 0 and a(x), b(x) -+ +<Xl, as Ixl-+ <Xl, 
carries a lot of compactness. This is due to the fact that operators like -~+a, with 
a satisfying the above hypothesis, behave just like -~ in bdd domains, i.e. they 
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have a point spectrum, etc. In our case, which is a(x) = b(x) = 1 we gain some 
compactness by restricting ourselves to radially symmetric functions. By a result 
of Strauss [St) and later generalizations by Lions [PLL) we know that the space 
W;" of radial symmetric functions of W 2"(RN ), 8 ~ 1 are compactly imbedded in 
LCT for 2 < (J" < 2N/(N - 28) . Then the existence of radial symmetric solutions of 
(15) follows a reasoning analogous to the approach in [FFl) ; see [FY) . 
(ii) Ground state for 
{ -~u+u= (v+)p -~v + v = (u+)q 
with p , q < (N + 2)/(N - 2). Consider 
S = {(u, v) E W 1,2(RN ) X W 1,2(RN ): solution of (18)} 
We claim that 
<I> 00 = inf { <I> ( u, v) : (u, v) E S \ {O , O}} 
(20) 
is achieved . This means a ground state exists , that is a positive solution of (18) 
with minimum energy. Recall that 
<I>(u, v) = j(\i'U\i'V + uv) - j (IvIP+1 + lu 1q+1) . 
p+l q+l 
To prove the above statement it is sufficient to show that there is a constant c > 0 
such that 
By results of section 7 the solutions of (20) have radial symmetry. Consider only 
the ones that are symmetric with respect to the origin. The ones obtained by 
translation of these ones have the same energy. Next take a minimizing sequence. 
Since these functions are radial symmetric and the functional <I>(u, v) satisfies the 
Palais-Smale condition, we finish! 
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