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Abstract
Let λ =
∑
i∈I0
mi̟i, with mi ∈ Z≥0 for i ∈ I0, be a level-zero dominant integral
weight for an affine Lie algebra g over Q, where the ̟i, i ∈ I0, are the level-
zero fundamental weights, and let B(λ) be the crystal of all Lakshmibai-Seshadri
paths of shape λ. First, we give an explicit description of the decomposition of the
crystal B(λ) into a disjoint union of connected components, and show that all the
connected components are pairwise “isomorphic” (up to a shift of weights). Second,
we “realize” the connected component B0(λ) of B(λ) containing the straight line
πλ as a specified subcrystal of the affinization B̂(λ)cl (with weight lattice P ) of the
crystal B(λ)cl ≃
⊗
i∈I0
(
B(̟i)cl
)⊗mi (with weight lattice Pcl = P/(Qδ ∩ P ), where
δ is the null root of g), which was studied in a previous paper [NS3].
1 Introduction.
Lakshmibai-Seshadri paths (LS paths for short) and root operators acting on them for a
Kac-Moody algebra g over the field Q were introduced by Littelmann in [L1], [L2], and
it was proved independently by Kashiwara [Kas2] and Joseph [J] that if λ is a dominant
integral weight, then the set (or rather, crystal) B(λ) of all LS paths of shape λ is iso-
morphic as a crystal to the crystal base B(λ) of the irreducible highest weight module
V (λ) of highest weight λ over the quantized universal enveloping algebra (quantum affine
algebra) Uq(g) of g over the field Q(q). But, the crystal structure of the set B(λ) of all
LS paths of shape λ for a general integral weight λ ∈ P remained unknown. The purpose
of this paper is to study the crystal structure of this B(λ) in the case that g is an affine
Lie algebra.
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Let us describe our results more explicitly. Let g be an affine Lie algebra over Q
with Cartan subalgebra h, simple roots
{
αj
}
j∈I
⊂ h∗, simple coroots
{
hj
}
j∈I
⊂ h, and
Weyl group W ⊂ GL(h∗). We denote by δ =
∑
j∈I ajαj ∈ h
∗ the null root, and by
c =
∑
j∈I a
∨
j hj ∈ h the canonical central element. Note that in the case of an affine Lie
algebra, an integral weight λ ∈ P is of positive level (i.e., λ(c) > 0), of negative level (i.e.,
λ(c) < 0), or of level zero (i.e., λ(c) = 0). If λ ∈ P is of positive (resp., negative) level,
then λ is equivalent, under the Weyl group W of g, to a dominant (resp., antidominant)
integral weight Λ ∈ P , and hence the B(λ) = B(Λ) (see Remark 2.6.2 (3)) is isomorphic
as a crystal to the crystal base B(Λ) of the irreducible highest (resp., lowest) weight
module of highest (resp., lowest) weight Λ over the quantum affine algebra Uq(g). Thus
it remains to consider the case in which λ is of level zero, and hence (by Remark 2.6.2 (3)
and Lemma 2.7.4) level-zero dominant, i.e., of the following form: λ =
∑
i∈I0
mi̟i, with
mi ∈ Z≥0 for i ∈ I0, where the ̟i, i ∈ I0 := I \ {0}, are the level-zero fundamental
weights for the affine Lie algebra g.
In previous papers [NS1], [NS2], we proved that for each i ∈ I0, the crystal B(̟i)
of all LS paths of shape ̟i is connected, and also proved that this crystal B(̟i) is
isomorphic to the crystal base B(̟i) of the extremal weight module V (̟i) of extremal
weight ̟i over Uq(g), introduced by Kashiwara [Kas1], [Kas3] in a more general setting.
Furthermore, in [NS2], we obtained an explicit description of the decomposition of the
crystal B(m̟i) of all LS paths of shape m̟i, with m ∈ Z≥2, into a disjoint union of
connected components, and then proved that also for m ∈ Z≥2, this crystal B(m̟i)
is isomorphic to the crystal base B(m̟i) of the extremal weight module V (m̟i) of
extremal weight m̟i. Therefore, it seems natural to expect that for an arbitrary level-
zero dominant integral weight λ =
∑
i∈I0
mi̟i, with mi ∈ Z≥0 for i ∈ I0, the crystal B(λ)
is isomorphic to the crystal base B(λ) of the extremal weight module V (λ) of extremal
weight λ. However, this is not true even for the (simple) case in which g is of type A
(1)
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and λ = ̟1 +̟2, as can be seen from [NS3, Example 4.1] (and [NS1, Remark 5.2]). In
fact, the crystals B(λ) and B(λ) are isomorphic only if λ = mi̟i for some i ∈ I0 and
mi ∈ Z≥0 (see Appendix).
In this paper, we give an explicit description (Theorem 3.1.1) of the decomposition
of the crystal B(λ) of all LS paths of shape λ into a disjoint union of connected com-
ponents, where λ ∈ P is an arbitrary level-zero dominant integral weight of the form
λ =
∑
i∈I0
mi̟i, with mi ∈ Z≥0 for i ∈ I0. Namely, we prove that each connected compo-
nent of the crystal B(λ) contains exactly one (extremal) LS path having an expression of
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the form (3.1.4), and that the set of all extremal LS paths in each connected component
of the crystal B(λ) coincides with theW -orbit of an (extremal) LS path having an expres-
sion of the form (3.1.4). A key to the proof of Theorem 3.1.1 is one of main results of a
previous paper [NS3] (see Theorem 2.6.6) that the crystal B(λ)cl with weight lattice Pcl is
“simple”, and hence connected. Here the lattice Pcl is equal to P/(Qδ∩P ), and B(λ)cl is a
crystal with weight lattice Pcl (which we call a Pcl-crystal) obtained from the crystal B(λ)
with weight lattice P (which we call a P -crystal) as follows: B(λ)cl =
{
cl(π) | π ∈ B(λ)
}
,
where (cl(π))(t) ∈ Pcl for t ∈ [0, 1] is defined to be the image cl(π(t)) of π(t) under the
canonical projection cl : Q⊗Z P ։ Q⊗Z Pcl.
It immediately follows from Theorem 3.1.1, along with Lemma 2.7.1, that the con-
nected components of B(λ) are pairwise “isomorphic” (up to a shift of weights), like the
case of the crystal base B(λ) of the extremal weight module V (λ) of extremal weight λ
(see [BN, Theorem 4.15]). Hence it suffices to study the crystal structure of the connected
component B0(λ) of B(λ) containing the straight line πλ, which is obviously an extremal
LS path having an expression of the form (3.1.4). For this purpose, generalizing [GL,
Proposition 5.9] for the case in which λ = mi̟i, with i ∈ I0 and mi ∈ Z≥1, to the case of
the level-zero dominant integral weight λ =
∑
i∈I0
mi̟i, we introduce the “affinization”
B̂(λ)cl (which is a P -crystal) of the Pcl-crystal B(λ)cl, and prove that the affinization
B̂(λ)cl is isomorphic as a P -crystal to a disjoint union of connected components of B(λ),
including B0(λ) (see Theorem 4.2.2). Furthermore, we give a condition (condition (C) of
Corollary 4.2.7) for an element of the affinization B̂(λ)cl to lie in the isomorphic image
of the connected component B0(λ) of B(λ), which enables us to identify B0(λ) with a
specified subcrystal of B̂(λ)cl. Here we recall from [NS2] and [NS3] (see Theorem 2.6.6
and the comments just below it) that the Pcl-crystal B(λ)cl is isomorphic to the tensor
product
⊗
i∈I0
(
B(̟i)cl
)⊗mi of the Pcl-crystals B(̟i)cl, i ∈ I0, and that for each i ∈ I0, the
Pcl-crystal B(̟i)cl is isomorphic to the crystal base of the level-zero fundamental module
W (̟i) over the quantized universal enveloping algebra U
′
q(g) of g with weight lattice Pcl,
which is introduced by Kashiwara in [Kas3]. Thus, our results in this paper, together with
this description of the Pcl-crystal structure of B(λ)cl, completely determine the P -crystal
structure of B(λ) for an arbitrary level-zero dominant integral weight λ ∈ P .
This paper is organized as follows. In Section 2, we fix our notation, and recall
some basic facts concerning affine Lie algebras and crystals of all LS paths. In addition,
we briefly review our results about the crystal structure of the Pcl-crystal B(λ)cl for a
level-zero dominant integral weight λ =
∑
i∈I0
mi̟i, with mi ∈ Z≥0 for i ∈ I0. In
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Section 3, we give an explicit description (Theorem 3.1.1) of the decomposition of the
P -crystal B(λ) into connected components for the λ =
∑
i∈I0
mi̟i above. In Section 4,
we study the decomposition of the affinization B̂(λ)cl of B(λ)cl into connected components
(Theorem 4.2.2), and then obtain a condition (Corollary 4.2.7) for an element of B̂(λ)cl
to lie in (the isomorphic image of) the connected component B0(λ) of B(λ).
2 Preliminaries.
2.1 Affine Lie algebras and quantum affine algebras. Let A = (aij)i,j∈I be a
generalized Cartan matrix of affine type. Throughout this paper, we assume that the
elements of the index set I are numbered as in [Kac, Section 4.8, Tables Aff 1 –Aff 3].
Take a special vertex 0 ∈ I as in these tables, and set I0 := I \ {0}. Let g = g(A) be
the affine Lie algebra associated to the Cartan matrix A = (aij)i,j∈I of affine type over
the field Q of rational numbers, and let h be its Cartan subalgebra. If we denote by
Π∨ :=
{
hj
}
j∈I
⊂ h the set of the simple coroots, and by d ∈ h the scaling element, then
we have h =
(⊕
j∈I Qhj
)
⊕ Qd. Also, we denote by Π :=
{
αj
}
j∈I
⊂ h∗ := HomQ(h,Q)
the set of the simple roots, and by Λj ∈ h
∗, j ∈ I, the fundamental weights; note that
αj(d) = δj,0 and Λj(d) = 0 for all j ∈ I (see [Kac, Section 6.1] and [HK, Section 10.1]).
Let
δ =
∑
j∈I
ajαj ∈ h
∗ and c =
∑
j∈I
a∨j hj ∈ h (2.1.1)
be the null root and the canonical central element of g, respectively. Here we should note
that
a0 =
{
2 if g is of type A
(2)
2ℓ ,
1 otherwise.
(2.1.2)
We define the Weyl group W of g by: W = 〈rj | j ∈ I〉 ⊂ GL(h
∗), where rj ∈ GL(h
∗) is
the simple reflection associated to αj for j ∈ I, and then define the set ∆
re of real roots
by: ∆re =WΠ. The set of positive real roots is denoted by ∆re+ ⊂ ∆
re. Also, let us denote
by (· , ·) the (standard) bilinear form on h∗ normalized as in [Kac, Section 6.2]; we have
(αj , αj) = 2a
∨
j a
−1
j for all j ∈ I.
We take a dual weight lattice P ∨ and a weight lattice P as follows:
P ∨ =
(⊕
j∈I
Zhj
)
⊕ Zd ⊂ h and P =
(⊕
j∈I
ZΛj
)
⊕ Za−10 δ ⊂ h
∗. (2.1.3)
It is easily seen that P ∼= HomZ(P
∨,Z). The quintuplet (A, P, P ∨,Π,Π∨) is called a
Cartan datum for the generalized Cartan matrix A = (aij)i,j∈I of affine type (see [HK,
Definition 2.1]).
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Let cl : h∗ ։ h∗/Qδ be the canonical projection from h∗ onto h∗/Qδ, and define the
classical weight lattice Pcl and the dual weight lattice P
∨
cl by:
Pcl = cl(P ) =
⊕
j∈I
Z cl(Λj) and P
∨
cl =
⊕
j∈I
Zhj ⊂ P
∨. (2.1.4)
Note that Pcl ≃ P/(Qδ ∩ P ), and that Pcl can be identified with HomZ(P
∨
cl ,Z) as a Z-
module by: (cl(λ))(h) = λ(h) for λ ∈ P and h ∈ P ∨cl . The quintuple (A, cl(Π),Π
∨, Pcl, P
∨
cl )
is called a classical Cartan datum (see [HK, Section 10.1]).
We set
◦
∆ := ∆re ∩
∑
j∈I0
Zαj ,
◦
∆+ := ∆
re
+ ∩
∑
j∈I0
Zαj , (2.1.5)
◦
Π :=
{
αj
}
j∈I0
⊂ Π,
◦
W := 〈rj | j ∈ I0〉 ⊂W. (2.1.6)
Note that
◦
∆ =
◦
W
◦
Π. In this paper, we call a root β ∈
◦
∆ a long (resp., short) root in
◦
∆ if
(β, β) ≥ (γ, γ) for all γ ∈
◦
∆ (resp., otherwise). For each β ∈
◦
∆, we set
cβ := max
{
1,
(β, β)
2
}
. (2.1.7)
Note that cwβ = cβ for all β ∈
◦
∆ and w ∈
◦
W , since the bilinear form (· , ·) on h∗ is
W -invariant.
Remark 2.1.1. By direct computation, we obtain the following:
(1) If g is nontwisted, then (αj , αj)/2 = 1 for every long simple root αj ∈
◦
Π, and (αj , αj)/2
is equal to 1/3, 1/2, or 1 for each j ∈ I0. Therefore, we have cαj = 1 for all j ∈ I0, and
hence cβ = 1 for all β ∈
◦
∆.
(2) If g is twisted, then (αj, αj)/2 = 1 for every short simple root αj ∈
◦
Π, and (αj , αj)/2
is equal to 1, 2, or 3 for each j ∈ I0. Therefore, we have cαj = (αj , αj)/2 for all j ∈ I0,
and hence for each β ∈
◦
∆,
cβ =
(β, β)
2
=
1 if β is a short root in
◦
∆,
2 or 3 if β is a long root in
◦
∆.
For j ∈ I0, we set
α˜j :=

αj if g is twisted, and not of type A
(2)
2ℓ ,
2αj
(αj, αj)
otherwise,
(2.1.8)
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and Γ :=
∑
j∈I0
Zα˜j (see [Kac, (6.5.8)]). For β ∈ Γ, we denote by tβ ∈ GL(h
∗) the
translation of h∗ with respect to β (see [Kac, (6.5.2)]). We know from [Kac, (6.5.6)] that
T :=
{
tβ | β ∈ Γ
}
is an abelian group, and from [Kac, Proposition 6.5] that the Weyl
group W of g decomposes into the semidirect product
◦
W ⋉ T of the Weyl group
◦
W (of
finite type) and the group T of translations.
2.2 Real roots of an affine Lie algebra and their finite parts. The following
proposition immediately follows from [Kac, Proposition 6.3] and Remark 2.1.1.
Proposition 2.2.1. (1) If g is not of type A
(2)
2ℓ , then ∆
re
+ =
{
β + ncβδ | β ∈
◦
∆+, n ∈
Z≥0
}
∪
{
−β + ncβδ | β ∈
◦
∆+, n ∈ Z≥1
}
.
(2) If g is of type A
(2)
2ℓ , then
∆re+ =
{
β + ncβδ | β ∈
◦
∆+, n ∈ Z≥0
}
∪
{
−β + ncβδ | β ∈
◦
∆+, n ∈ Z≥1
}
∪{
1
2
(
β + (2n− 1)δ
)
| β is a long root in
◦
∆, n ∈ Z≥1
}
.
Definition 2.2.2. For ξ ∈ ∆re+ , we define the finite part ξ ∈
◦
∆+ of ξ as follows:
(1) If ξ is of the form ξ = β + ncβδ with β ∈
◦
∆ and n ∈ Z≥0, then we set ξ := sgn(β)β,
where sgn(β) := 1 if β ∈
◦
∆+, and sgn(β) := −1 if β ∈ −
◦
∆+.
(2) If ξ is of the form ξ = 1
2
(β + (2n − 1)δ) with β ∈
◦
∆ and n ∈ Z≥1, then we set
ξ := sgn(β)β.
2.3 Level-zero integral weights.
Definition 2.3.1. An integral weight λ ∈ P is said to be level zero if λ(c) = 0. An
integral weight λ ∈ P of level zero is said to be level-zero dominant if λ(hj) ≥ 0 for all
j ∈ I0.
For each i ∈ I0, we define a level-zero fundamental weight ̟i ∈ P by: ̟i = Λi−a
∨
i Λ0,
and di ∈ Z>0 by:
di =
{
1 if g is of type A
(2)
2ℓ and i = ℓ,
cαi otherwise.
(2.3.1)
Lemma 2.3.2. Let λ =
∑
i∈I0
mi̟i, with mi ∈ Z≥0 for i ∈ I0, be a level-zero dominant
integral weight. Then, Tλ = λ +
(∑
i∈I0
midiZ
)
δ.
Proof. We deduce from Remark 2.1.1 and the definition (2.3.1) of di that (̟i, α˜j) = δijdi
for all i, j ∈ I0. Since λ is level-zero, it follows from [Kac, (6.5.5)] that tβλ = λ− (λ, β)δ
6
for all β ∈ Γ. Therefore, we have
Tλ = λ+ (λ,Γ)δ = λ+
(∑
j∈I0
(λ, α˜j)Z
)
δ
= λ+
(∑
i,j∈I0
mi(̟i, α˜j)Z
)
δ = λ−
(∑
i∈I0
midiZ
)
δ.
This proves the lemma.
Lemma 2.3.3. Let λ =
∑
i∈I0
mi̟i, with mi ∈ Z≥0 for i ∈ I0, be a level-zero dominant
integral weight. Then we have Wλ ⊂ λ−
◦
Q+ + Zδ, where
◦
Q+ :=
∑
j∈I0
Z≥0αj.
Proof. We have
Wλ =
◦
WTλ ⊂
◦
W (λ+ Zδ) by Lemma 2.3.2
=
◦
Wλ+ Zδ ⊂ λ−
◦
Q+ + Zδ since λ is level-zero dominant.
This proves the lemma.
For a real root β ∈ ∆re, let β∨ ∈ h denote its dual root. The proof of the following
lemma is straightforward.
Lemma 2.3.4. (1) Let ξ ∈ ∆re+ be a positive real root of the form ξ = β + ncβδ with
β ∈
◦
∆ and n ∈ Z, and let ν ∈ P be a level-zero integral weight. Then, ν(ξ∨) = ν(β∨),
and rξ(ν) = ν − ν(β
∨)β − ν(β∨)ncβδ.
(2) Let ξ ∈ ∆re+ be a positive real root of the form ξ =
1
2
(β + (2n − 1)δ) with β ∈
◦
∆
and n ∈ Z, and let ν ∈ P be a level-zero integral weight. Then, ν(ξ∨) = 2ν(β∨), and
rξ(ν) = ν − ν(β
∨)β − ν(β∨)(2n− 1)δ.
2.4 Definition of σ-chains.
Definition 2.4.1. Let µ, ν ∈ P be integral weights. We write µ > ν if there exist a
sequence µ = ν0, ν1, . . . , νk = ν of integral weights and a sequence ξ1, . . . , ξk of positive
real roots such that νl = rξl(νl−1) and νl−1(ξ
∨
l ) ∈ Z<0 for 1 ≤ l ≤ k (we write µ ≥ ν
if µ > ν or µ = ν). In this case, the sequence ν0, ν1, . . . , νk above is called a chain for
(µ, ν). If µ > ν, then we define dist(µ, ν) to be the maximum length k of all possible
chains for (µ, ν).
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Remark 2.4.2. Let µ, ν ∈ P be integral weights such that µ > ν. Let µ = ν0, ν1, . . . , νk =
ν be a chain for (µ, ν), and assume that both ξ1, . . . , ξk and ζ1, . . . , ζk are sequences of
positive real roots corresponding to the chain µ = ν0, ν1, . . . , νk = ν. Then it immediately
follows from [NS2, Lemma 2.1.4] that ξl = ζl for all 1 ≤ l ≤ k. Thus, a sequence of positive
real roots corresponding to each chain is uniquely determined.
Remark 2.4.3. (1) Let µ, ν ∈ P be integral weights such that µ > ν. Assume that
µ = ν0, ν1, . . . , νk = ν is a chain for (µ, ν), with ξ1, . . . , ξk the corresponding positive
real roots. Then it follows that ν − µ ∈
∑k
l=1 Z>0ξl. In particular, ν − µ ∈ Q+ \ {0},
where Q+ :=
∑
j∈I Z≥0αj .
(2) Let µ ∈ P , and assume that µ(hj) ∈ Z<0 for some j ∈ I. Then we have µ > rj(µ).
Furthermore, it immediately follows from part (1) that dist(µ, rj(µ)) = 1. Indeed, assume
that dist(µ, rj(µ)) = k, and let ξ1, . . . , ξk be the positive real roots corresponding to a
chain of the maximum length. Then, by part (1), we have −µ(hj)αj = rj(µ) − µ ∈
−µ(ξ∨1 )ξ1+
∑k
l=2 Z>0ξl. Therefore, from the linearly independence of the simple roots, we
obtain that ξl = αj for all 1 ≤ l ≤ k. Hence we have k = 1, since ξ1 = αj implies ξ
∨
1 = hj.
Lemma 2.4.4. Let µ, ν ∈ P be level-zero integral weights. Assume that µ > ν and
dist(µ, ν) = 1, and let ξ ∈ ∆re+ be the corresponding positive real root. Then, ξ is one of
the following forms : ξ = β with β ∈
◦
∆+, ξ = −β + cβδ with β ∈
◦
∆+, or ξ =
1
2
(−β + δ)
with β ∈
◦
∆+.
Proof. First, suppose that ξ = β+ncβδ for some β ∈
◦
∆+ and n ∈ Z≥1. Then we see from
Proposition 2.2.1 that ξ′ := −β + ncβδ is a positive real root. By simple computations
(using Lemma 2.3.4), we can easily verify that
ν0 := µ, ν1 := rβ(µ), ν2 := rξ′rβ(µ), ν3 := rβrξ′rβ(µ) = ν
is a chain for (µ, ν). Hence we have dist(µ, ν) ≥ 3, which is a contradiction.
Now, suppose that ξ = −β + ncβδ for some β ∈
◦
∆+ and n ∈ Z≥2. Then we see from
Proposition 2.2.1 that ξ′ := β + (n− 2)cβδ and ξ
′′ := −β + cβδ are positive real roots. By
simple computations (using Lemma 2.3.4), we can easily verify that
ν0 := µ, ν1 := rξ′′(µ), ν2 := rξ′rξ′′(µ), ν3 := rξ′′rξ′rξ′′(µ) = ν
is a chain for (µ, ν). Hence we have dist(µ, ν) ≥ 3, which is a contradiction.
Now, suppose that ξ = 1
2
(
β + (2n − 1)δ
)
for some β ∈
◦
∆+ and n ∈ Z≥1; note that g
is of type A
(2)
2ℓ . Then we see from Proposition 2.2.1 (2) that ξ
′ := 1
2
(
−β + (2n − 1)δ
)
is
8
a positive real root. By simple computations (using Lemma 2.3.4), we can easily verify
that
ν0 := µ, ν1 := rβ(µ), ν2 := rξ′rβ(µ), ν3 := rβrξ′rβ(µ) = ν
is a chain for (µ, ν). Hence we have dist(µ, ν) ≥ 3, which is a contradiction.
Finally, suppose that ξ = 1
2
(
−β+ (2n− 1)δ
)
for some β ∈
◦
∆+ and n ∈ Z≥2; note that
g is of type A
(2)
2ℓ . Then we see from Proposition 2.2.1 (2) that ξ
′ := 1
2
(
β + (2n− 3)δ
)
and
ξ′′ := 1
2
(
−β + δ
)
are positive real roots. By simple computations (using Lemma 2.3.4),
we can easily verify that
ν0 := µ, ν1 := rξ′′(µ), ν2 := rξ′rξ′′(µ), ν3 := rξ′′rξ′rξ′′(µ) = ν
is a chain for (µ, ν). Hence we have dist(µ, ν) ≥ 3, which is a contradiction. This proves
the lemma.
Definition 2.4.5. Let µ, ν ∈ P be integral weights such that µ ≥ ν, and let 0 < σ < 1
be a rational number. A σ-chain for (µ, ν) is, by definition, a sequence µ = ν0 > ν1 >
· · · > νk = ν of integral weights satisfying either of the following conditions:
(1) k = 0 and µ = ν0 = ν, or
(2) k ≥ 1, and dist(νl−1, νl) = 1 and νl−1(ξ
∨
l ) ∈ σ
−1Z<0 for every 1 ≤ l ≤ k, where ξl is
the positive real root corresponding to the chain for (νl−1, νl), 1 ≤ l ≤ k.
Using the fact that δ(β∨) = 0 for all β ∈ ∆re+ , we can easily derive the following lemma.
Lemma 2.4.6. Let µ, ν ∈ P be integral weights such that µ ≥ ν, and let 0 < σ < 1 be a
rational number. If there exists a σ-chain for (µ, ν), then there also exists a σ-chain for
(µ+ nδ, ν + nδ) for each n ∈ a−10 Z.
2.5 Path crystals with weight lattice P , or Pcl. A path with weight in P is, by
definition, a piecewise linear, continuous map π : [0, 1] → Q ⊗Z P from [0, 1] :=
{
t ∈
Q | 0 ≤ t ≤ 1
}
to Q ⊗Z P such that π(0) = 0 and π(1) ∈ P . We denote by P the set
of all paths π : [0, 1] → Q ⊗Z P with weight in P . For two paths π1, π2 ∈ P, we define
π1 ± π2 ∈ P by: (π1 ± π2)(t) = π1(t)± π2(t) for t ∈ [0, 1].
Definition 2.5.1. Let π ∈ P be a path with weight in P . A pair (ν ; σ) of a sequence
ν : ν1, ν2, . . . , νs of integral weights and a sequence σ : 0 = σ0 < σ1 < · · · < σs = 1 of
rational numbers is called an expression of π if the following equation
π(t) =
u−1∑
u′=1
(σu′ − σu′−1)νu′ + (t− σu−1)νu for all σu−1 ≤ t ≤ σu, 1 ≤ u ≤ s, (2.5.1)
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holds. If (ν ; σ) is an expression of a path π ∈ P, then we write π = (ν ; σ).
Remark 2.5.2. An expression for a path π ∈ P is uniquely determined, up to the following
two operations:
(1) Let (ν1, ν2, . . . , νs ; σ0, σ1, . . . , σs) be an expression of a path π ∈ P. If νu = νu+1
for some 0 ≤ u ≤ s − 1, then we can “omit” νu and σu from this expression of π. For
example, if π = (ν1, ν2, ν3 ; σ0, σ1, σ2, σ3) and ν2 = ν3, then (ν1, ν3 ; σ0, σ1, σ3) is also
an expression of π, i.e., π = (ν1, ν3 ; σ0, σ1, σ3).
(2) Let (ν1, ν2, . . . , νs ; σ0, σ1, . . . , σs) be an expression of a path π ∈ P. If σu < τ < σu+1
for some 0 ≤ u ≤ s − 1, then we can “insert” τ into this expression of π. For example,
if π = (ν1, ν2 ; σ0, σ1, σ2) and σ0 < τ < σ1, then (ν1, ν1, ν2 ; σ0, τ, σ1, σ2) is also an
expression of π, i.e., π = (ν1, ν1, ν2 ; σ0, τ, σ1, σ2).
For an integral weight ν ∈ P , let us denote by πν the straight line connecting 0 ∈ P
with ν ∈ P , i.e., πν(t) := tν for t ∈ [0, 1]. Note that πν has an expression of the form:
πν = (ν, ν, . . . , ν︸ ︷︷ ︸
s times
; σ0, σ1, . . . , σs) (2.5.2)
for each 0 = σ0 < σ1 < · · · < σs = 1.
For each j ∈ I, we denote by ej , fj : P∪{0} → P∪{0} the root operators corresponding
to the simple root αj, which are introduced in [L2, Section 1] (see also [NS2, Section 1.2]
for an explicit description of ej and fj). Here the 0 is an additional element corresponding
to the 0 in the theory of crystals. For each j ∈ I, we define Sj : P→ P by:
Sjπ =
f
n
j π if n = (π(1))(hj) ≥ 0,
e−nj π if n = (π(1))(hj) < 0,
(2.5.3)
for π ∈ P. We know from [L2, Theorem 8.1] that there exists a unique action S : W →
Bij(P), w 7→ Sw, of the Weyl group W on the set P of all paths such that Srj = Sj for all
j ∈ I, where Bij(P) denotes the group of all bijections from the set P to itself; if w ∈ W
equals ri1ri2 · · · rjl for some j1, j2, . . . , jl ∈ I, then Sw = Sj1Sj2 · · ·Sjl. Note that we have
(Swπ)(1) = w(π(1)) for all w ∈ W and π ∈ P. Moreover, we know from [GL, Lemma 5.2]
that
Swπν = πwν for ν ∈ P and w ∈ W. (2.5.4)
Definition 2.5.3. A path π ∈ P is said to be extremal if for every w ∈ W , either
ejSwπ = 0 or fjSwπ = 0 holds for each j ∈ I.
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Remark 2.5.4. We can easily deduce from (2.5.4) and the definition of an extremal path
that for every ν ∈ P , the straight line πν ∈ P is an extremal path.
A path with weight in Pcl is, by definition, a piecewise linear, continuous map η :
[0, 1] → Q ⊗Z Pcl from [0, 1] =
{
t ∈ Q | 0 ≤ t ≤ 1
}
to Q ⊗Z Pcl such that η(0) = 0 and
η(1) ∈ Pcl. We denote by Pcl the set of all paths η : [0, 1]→ Q⊗Z Pcl with weight in Pcl.
For π ∈ P, we define a path cl(π) ∈ Pcl by: (cl(π))(t) = cl(π(t)) for t ∈ [0, 1].
Remark 2.5.5. Let π be a path with weight in P , and π = (ν1, ν2, . . . , νs ; σ0, σ1, . . . , σs)
an expression of π. Then the path cl(π) with weight in Pcl has an expression of the form:
cl(π) = (cl(ν1), cl(ν2), . . . , cl(νs) ; σ0, σ1, . . . , σs). Here an expression of a path with
weight in Pcl is defined similarly to that of a path with weight in P (see Definition 2.5.1).
Root operators on Pcl ∪{0} are defined similarly to those on P∪{0}; we denote them
also by ej and fj for each j ∈ I. We know from [NS3, Lemma 2.7 (1)] that
cl(ejπ) = ej cl(π), cl(fjπ) = fj cl(π) for π ∈ P and j ∈ I, (2.5.5)
where cl(0) is understood to be 0. Note that we have a natural action of the Weyl group
W on Q ⊗Z Pcl ≃ h
∗/Qδ, since Wδ = δ. In the same manner as we defined Sw, w ∈ W ,
on P, this time using root operators on Pcl, we can define an action, also denoted by Sw,
w ∈ W , of the Weyl group W on the set Pcl such that (Swη)(1) = w(η(1)) for every
w ∈ W and η ∈ Pcl. In fact, we have
cl(Swπ) = Sw cl(π) for every w ∈ W and π ∈ P. (2.5.6)
A path η ∈ Pcl is said to be extremal if for every w ∈ W , either ejSwη = 0 or fjSwη = 0
holds for each j ∈ I.
Remark 2.5.6. It immedaitely follows from (2.5.6) that a path π ∈ P is extremal if and
only if cl(π) ∈ Pcl is extremal. In particular, it follows from Remark 2.5.4 that the straight
line cl(πν) ∈ Pcl is extremal for every ν ∈ P .
2.6 Lakshmibai-Seshadri paths. Let λ ∈ P be an integral weight. Now we give
the definition of a Lakshmibai-Seshadri path of shape λ.
Definition 2.6.1 (cf. [L2, Section 4]). A Lakshmibai-Seshadri path (LS path for short)
of shape λ is a path π ∈ P having an expression of the form: (ν1, ν2, . . . , νs ; σ0, σ1, . . . , σs),
where ν1, ν2, . . . , νs ∈ Wλ, and where for each 1 ≤ u ≤ s− 1, there exists a σu-chain for
(νu, νu+1). We denote by B(λ) the set of all LS paths of shape λ.
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Remark 2.6.2. (1) Let π be an LS path of shape λ, and (ν1, ν2, . . . , νs ; σ0, σ1, . . . , σs)
an arbitrary expression of π. Then, we see from Remark 2.5.2 that ν1, ν2, . . . , νs ∈ Wλ,
and that for each 1 ≤ u ≤ s− 1, there exists an σu-chain for (νu, νu+1).
(2) It can easily be seen from part (1) and (2.5.2) that πν ∈ B(λ) if and only if ν ∈ Wλ.
(3) It follows from the definitions that B(wλ) = B(λ) for every w ∈ W .
Theorem 2.6.3 ([L2, Sections 2 and 4]). Let λ ∈ P be an integral weight.
(1) We have π(1) ∈ λ+Q for all π ∈ B(λ), where Q :=
∑
j∈I Zαj.
(2) The set B(λ) ∪ {0} is stable under the root operators ej and fj for all j ∈ I.
(3) We set 
wt(π) := π(1) for π ∈ B(λ),
εj(π) := max
{
l ∈ Z≥0 | e
l
jπ 6= 0
}
for π ∈ B(λ) and j ∈ I,
ϕj(π) := max
{
l ∈ Z≥0 | f
l
jπ 6= 0
}
for π ∈ B(λ) and j ∈ I.
(2.6.1)
Then the set B(λ), together with the root operators ej, fj for j ∈ I and the maps wt, εj, ϕj,
j ∈ I, becomes a P -crystal, i.e., a crystal associated to the Cartan datum (A,Π,Π∨, P, P ∨)
(see [HK, Section 4.5 and Section 10.2]).
Lemma 2.6.4. Let λ =
∑
i∈I0
mi̟i, with mi ∈ Z≥0 for i ∈ I0, be a level-zero dominant
integral weight, and let π ∈ B(λ). Then, π(1) ∈ λ− a−10
◦
Q+ + a
−1
0 Zδ.
Proof. It follows from Theorem 2.6.3 (1) that π(1) ∈ λ+Q. We set θ := δ−a0α0 (see [Kac,
Proposition 6.4]). Since θ ∈
◦
∆+ ⊂
◦
Q+ and α0 = a
−1
0 (δ−θ), we see that Q ⊂ a
−1
0
◦
Q+a−10 Zδ,
where
◦
Q :=
∑
j∈I0
Zαj . Hence we have π(1) ∈ λ+ a
−1
0
◦
Q+ a−10 Zδ.
Let (ν1, ν2, . . . , νs ; σ0, σ1, . . . , σs) be an expression of the LS path π ∈ B(λ) as in Def-
inition 2.6.1. Then it follows from Definition 2.5.1 that π(1) =
∑s
u=1(σu−σu−1)νu, where
ν1, ν2, . . . , νs ∈ Wλ by the definition of an LS path. Hence we see from Lemma 2.3.3
that π(1) ∈ λ−
∑
j∈I0
Q≥0αj+Qδ. Noting that αj , j ∈ I0, and δ are linearly independent,
we deduce from the above that π(1) ∈ λ− a−10
◦
Q+ + a
−1
0 Zδ. This proves the lemma.
Let us set B(λ)cl := cl(B(λ)) =
{
cl(π) | π ∈ B(λ)
}
⊂ Pcl. We know the following
theorem from [NS3, Theorem 2.4 and Section 3.1];
Theorem 2.6.5. Let λ ∈ P be an integral weight.
(1) The set B(λ)cl ∪ {0} is stable under the root operators ej and fj for all j ∈ I.
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(2) We set wt(η) := η(1) ∈ Pcl for η ∈ B(λ)cl, and define εj(η) and ϕj(η) for η ∈ B(λ)cl
and j ∈ I as in (2.6.1). Then, the set B(λ)cl, together with the root operators ej, fj for
j ∈ I and the maps wt, εj, ϕj for j ∈ I, becomes a Pcl-crystal, i.e., a crystal associated
to the classical Cartan datum (A, cl(Π),Π∨, Pcl, P
∨
cl ) (see [HK, Section 10.2]).
Here we summarize main results of [NS3] in the following theorem.
Theorem 2.6.6 ([NS3, Section 3]). Let λ =
∑
i∈I0
mi̟i, with mi ∈ Z≥0 for i ∈ I0, be
a level-zero dominant integral weight. Then :
(1) The Pcl-crystal B(λ)cl is connected.
(2) There exists a unique isomorphism of Pcl-crystals B(λ)cl
∼
→
⊗
i∈I0
(
B(̟i)cl
)⊗mi
that
maps cl(πλ) to
⊗
i∈I0
(
cl(π̟i)
)⊗mi
.
(3) The Pcl-crystal B(λ)cl is simple (in the sense of [NS3, Definition 3.17]). Namely, the
set of all extremal paths in B(λ)cl coincides with the W -orbit of the straight line cl(πλ),
and the set of all paths of weight cl(λ) in B(λ)cl consists only of the straight line cl(πλ).
We proved in [NS2, Propositions 3.4.1 and 3.4.2] that the Pcl-crystal B(̟i)cl is isomor-
phic as a Pcl-crystal to the crystal base of the (finite-dimensional, irreducible) level-zero
fundamental module W (̟i), introduced in [Kas3, Section 5.2], over the quantized uni-
versal enveloping algebra U ′q(g) of g (or rather, of the derived subalgebra [g, g] of g) over
the field Q(q) of rational functions with weight lattice Pcl.
2.7 δ-shifts of paths. We know the following lemma from [NS2, Lemma 3.3.1].
Lemma 2.7.1. Let π, π′ ∈ P, and let F : [0, 1] → Q be a piecewise linear, continuous
map such that F (0) = 0 and F (1) ∈ a−10 Z. Assume that π(t) = π
′(t) + F (t)δ for all
t ∈ [0, 1]. Then :
(1) For each j ∈ I, ejπ = 0 if and only if ejπ
′ = 0. Moreover, if ejπ
′ 6= 0, then
(ejπ)(t) = (ejπ
′)(t) + F (t)δ for all t ∈ [0, 1].
(2) For each j ∈ I, fjπ = 0 if and only if fjπ
′ = 0. Moreover, if fjπ
′ 6= 0, then
(fjπ)(t) = (fjπ
′)(t) + F (t)δ for all t ∈ [0, 1].
Lemma 2.7.2. Let π, π′ ∈ P, and let F : [0, 1] → Q be a piecewise linear, continuous
map such that F (0) = 0 and F (1) ∈ a−10 Z. Assume that π(t) = π
′(t) + F (t)δ for all
t ∈ [0, 1]. Then, for each w ∈ W , (Swπ)(t) = (Swπ
′)(t) + F (t)δ for all t ∈ [0, 1].
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Proof. It immediately follows from Lemma 2.7.1 and (2.5.3) that for each j ∈ I, (Sjπ)(t) =
(Sjπ
′)(t) + F (t)δ for all t ∈ [0, 1]. Using this equation, we can easily prove the lemma by
induction on the length ℓ(w) of w ∈ W .
From Remark 2.5.4, using Lemmas 2.7.1 and 2.7.2, we obtain the following lemma.
Lemma 2.7.3. Let ν ∈ P be an integral weight, and let F : [0, 1] → Q be a piecewise
linear, continuous map such that F (0) = 0 and F (1) ∈ a−10 Z. Then, the path πν(t)+F (t)δ,
t ∈ [0, 1], is extremal.
The next lemma immediately follows from Definition 2.6.1, by using Lemma 2.4.6.
Lemma 2.7.4. Let λ ∈ P be an integral weight, and let n ∈ a−10 Z. Then we have
B(λ+ nδ) = B(λ) + πnδ.
3 Connected components of the P -crystal B(λ).
3.1 Main result. Let λ ∈ P be an integral weight of level zero. Then, λ is equiv-
alent, under the Weyl group
◦
W (⊂ W ) of finite type, to a unique level-zero dominant
integral weight. Since we are interested in the crystal structure of the set B(λ) of all
LS paths of shape λ, we may (and do) assume, in view of Remark 2.6.2 (3), that λ ∈ P
is a level-zero dominant integral weight. Hence, we can write the λ ∈ P in the form∑
i∈I0
mi̟i + nδ, with mi ∈ Z≥0 for i ∈ I0 and n ∈ a
−1
0 Z. Furthermore, it follows from
Lemmas 2.7.1 and 2.7.4 that B
(∑
i∈I0
mi̟i + nδ
)
= B
(∑
i∈I0
mi̟i
)
+ πnδ, and that the
P -crystal B
(∑
i∈I0
mi̟i + nδ
)
is “isomorphic” (up to a shift of weights by nδ) to the
P -crystal B
(∑
i∈I0
mi̟i
)
. Thus, the problem of determining the P -crystal structure of
B(λ) for a level-zero integral weight λ ∈ P is reduced to that for the case in which the
λ ∈ P is of the form:
λ =
∑
i∈I0
mi̟i, with mi ∈ Z≥0 for i ∈ I0. (3.1.1)
Therefore, in the remainder of this paper, we take (and fix) a level-zero dominant integral
weight λ of the form (3.1.1).
Now we set Supp≥2(λ) :=
{
i ∈ I0 | mi ≥ 2
}
,
Turn(λ) :=
⋃
i∈Supp≥2(λ)
{
q/mi | 1 ≤ q ≤ mi − 1
}
, (3.1.2)
and then denote by s the number of elements of Turn(λ) plus 1. When the set Turn(λ)
is nonempty, we enumerate the elements of Turn(λ) in increasing order as follows:
Turn(λ) =
{
τ1 < τ2 < · · · < τs−1
}
, (3.1.3)
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where τu denotes the u-th smallest element in Turn(λ) for 1 ≤ u ≤ s− 1; by convention,
we set τ0 := 0 and τs := 1. For each 1 ≤ u ≤ s− 1, we write τu ∈ Turn(λ) as τu = qu/pu,
where pu, qu ∈ Z>0 are coprime, and then set I0(λ, pu) :=
{
i ∈ I0 | mi ∈ puZ
}
.
The aim in this section is to prove the following theorem, which gives a parametrization
of the connected components of the P -crystal B(λ).
Theorem 3.1.1. (1) Let π ∈ P be a path that has the following expression :
(λ−N1δ, . . . , λ−Ns−1δ, λ ; τ0, τ1, . . . , τs−1, τs),
with Nu −Nu+1 ∈
∑
j∈I0(λ,pu)
mjdjZ≥0 for 1 ≤ u ≤ s− 1,
(3.1.4)
where Ns := 0. Then, π ∈ P is an extremal LS path of shape λ.
(2) Each connected component of the P -crystal B(λ) contains exactly one (extremal ) LS
path having an expression of the form (3.1.4).
(3) The set of all extremal LS paths in each connected component of the crystal B(λ)
coincides with the W -orbit of an LS path having an expression of the form (3.1.4).
Let B0(λ) denote the connected component of B(λ) containing the straight line πλ;
note that πλ has an expression of the form (3.1.4) for N1 = · · · = Ns−1 = 0. We deduce
from Theorem 3.1.1, along with Lemma 2.7.1, that each connected component of B(λ)
is “isomorphic” (up to a shift of weights by a constant multiple of δ) to the connected
component B0(λ). In other words, the crystal graph of B(λ) consists of “copies” of that
of B0(λ). Furthermore, it follows from Theorem 3.1.1 that these copies are parametrized
by the sequences (N1, N2, . . . , Ns−1) of nonnegative integers satisfying the condition that
Nu − Nu+1 ∈
∑
j∈I0(λ,pu)
mjdjZ≥0 for 1 ≤ u ≤ s − 1, where Ns := 0. Later in Section 4,
we will study the P -crystal structure of the connected component B0(λ).
3.2 Some preliminary lemmas. The following lemma immediately follows from
Lemma 2.3.4.
Lemma 3.2.1. (1) Let ξ ∈ ∆re+ be a positive real root of the form ξ = −β + cβδ with
β ∈
◦
∆+, and let ν ∈ P be a level-zero integral weight. Then, ν(ξ
∨) = −ν(β∨), and
rξ(ν) = ν − ν(β
∨)β + ν(β∨)cβδ.
(2) Let ξ ∈ ∆re+ be a positive real root of the form ξ =
1
2
(−β+δ) with β ∈
◦
∆+, and let ν ∈ P
be a level-zero integral weight. Then, ν(ξ∨) = −2ν(β∨), and rξ(ν) = ν−ν(β
∨)β+ν(β∨)δ.
We derive the next lemma from Lemma 3.2.1.
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Lemma 3.2.2. Let ξ ∈ ∆re+ be a positive real root of one of the following forms : ξ = β
with β ∈
◦
∆+, ξ = −β + cβδ with β ∈
◦
∆+, or ξ =
1
2
(−β + δ) with β ∈
◦
∆+. Let ν ∈ P be
a level-zero integral weight. Then, we have rξ(ν) = rβ(ν) + nδ for some n ∈ Z.
Definition 3.2.3 (see Lemma 2.3.3). Let λ be the (fixed) level-zero dominant integral
weight of the form (3.1.1), and write each ν ∈ Wλ as ν = λ − α + nδ with α ∈
◦
Q+ and
n ∈ Z. We set
fin(ν) := α, D(ν) := n, (3.2.1)
and call the fin(ν) = α above the finite part of ν.
For α =
∑
j∈I0
ujαj ∈
◦
Q+, we define the support supp(α) ⊂ I0 of α by:
supp(α) =
{
j ∈ I0 | uj 6= 0
}
. (3.2.2)
Lemma 3.2.4. (1) Let ξ ∈ ∆re+ be a positive real root of the form : ξ = β ∈
◦
∆+, and
assume that ν ∈ Wλ satisfies ν(ξ∨) ∈ Z<0. Then we have{
supp(fin(ν)) = supp
(
fin(rξ(ν))
)
∪ supp(β),
D(rξ(ν)) = D(ν).
(3.2.3)
(2) Let ξ ∈ ∆re+ be a positive real root of the form : ξ = −β + cβδ with β ∈
◦
∆+, and
assume that ν ∈ Wλ satisfies ν(ξ∨) ∈ Z<0. Then we have{
supp
(
fin(rξ(ν))
)
= supp(fin(ν)) ∪ supp(β),
D(rξ(ν)) = D(ν) + ν(β
∨)cβ.
(3.2.4)
(3) Let ξ ∈ ∆re+ be a positive real root of the form : ξ =
1
2
(−β + δ) with β ∈
◦
∆+, and
assume that ν ∈ Wλ satisfies ν(ξ∨) ∈ Z<0. Then we have{
supp
(
fin(rξ(ν))
)
= supp(fin(ν)) ∪ supp(β),
D(rξ(ν)) = D(ν) + ν(β
∨).
(3.2.5)
Proof. (1) First, note that ν = λ− fin(ν) +D(ν)δ by the definition of fin(ν) and D(ν)
(see Definition 3.2.3). Therefore, we have
rξ(ν) = ν − ν(ξ
∨)ξ = ν − ν(β∨)β = λ−
{
fin(ν) + ν(β∨)β
}
+D(ν)δ.
Hence we obtain that fin(rξ(ν)) = fin(ν) + ν(β
∨)β and D(rξ(ν)) = D(ν). Since ν(β
∨) =
ν(ξ∨) ∈ Z<0 by assumption, we deduce that supp(fin(ν)) = supp
(
fin(rξ(ν))
)
∪ supp(β).
This proves part (1).
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(2) Because rξ(ν) = ν−ν(β
∨)β+ν(β∨)cβδ by Lemma 3.2.1 (1), and ν = λ−fin(ν)+D(ν)δ
by definition, we have
rξ(ν) = λ−
{
fin(ν) + ν(β∨)β
}
+
{
D(ν) + ν(β∨)cβ
}
δ.
Hence we obtain that fin(rξ(ν)) = fin(ν) + ν(β
∨)β and D(rξ(ν)) = D(ν) + ν(β
∨)cβ.
Since ν(β∨) ∈ Z>0 by Lemma 3.2.1 (1), we deduce that supp
(
fin(rξ(ν))
)
= supp(fin(ν))∪
supp(β). This proves part (2).
(3) Because rξ(ν) = ν−ν(β
∨)β+ν(β∨)δ by Lemma 3.2.1 (2), and ν = λ−fin(ν)+D(ν)δ
by definition, we have
rξ(ν) = λ−
{
fin(ν) + ν(β∨)β
}
+
{
D(ν) + ν(β∨)
}
δ.
Hence we obtain that fin(rξ(ν)) = fin(ν)+ν(β
∨)β and D(rξ(ν)) = D(ν)+ν(β
∨). Because
ν(β∨) ∈ Z>0 by Lemma 3.2.1 (2), we deduce that supp
(
fin(rξν)
)
= supp(fin(ν))∪supp(β).
This proves part (3).
Lemma 3.2.5. Let β =
∑
j∈I0
ujαj be an element of
◦
∆+, with uj ∈ Z≥0 for j ∈ I0. Then,
uj(αj , αj)/(β, β) ∈ Z≥0 for all j ∈ I0, and λ(β
∨) =
∑
j∈I0
mjuj(αj , αj)/(β, β).
Proof. Since uj ∈ Z≥0 for all j ∈ I0, it follows from [Kac, Proposition 5.1 (d)] that
uj(αj , αj)/(β, β) ∈ Z≥0 for all j ∈ I0. Furthermore, we deduce that
λ(β∨) =
2(λ, β)
(β, β)
=
∑
j∈I0
2uj(λ, αj)
(β, β)
=
∑
j∈I0
2(λ, αj)
(αj, αj)
·
uj(αj , αj)
(β, β)
=
∑
j∈I0
λ(hj)
uj(αj, αj)
(β, β)
=
∑
j∈I0
mj
uj(αj, αj)
(β, β)
.
This proves the lemma.
3.3 Necessary condition for the existence of a (q/p)-chain. Let λ be the (fixed)
level-zero dominant integral weight of the form (3.1.1). This subsection is devoted to
proving the following proposition.
Proposition 3.3.1. Let 1 ≤ q < p be coprime integers, and let N ∈ Z. Assume that
there exists a (q/p)-chain for (λ, λ+Nδ). Then, N ∈
∑
j∈I0(λ,p)
mjdjZ≥0.
From Proposition 3.3.1 along with Lemma 2.4.6, we obtain the following corollary.
Corollary 3.3.2. Let 1 ≤ q < p be coprime integers, and let N ′, N ′′ ∈ Z. Assume that
there exists a (q/p)-chain for (λ−N ′δ, λ−N ′′δ). Then, N ′ −N ′′ ∈
∑
j∈I0(λ,p)
mjdjZ≥0.
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Now, let λ = ν0 > ν1 > · · · > νk = λ + Nδ be a (q/p)-chain for (λ, λ + Nδ),
with ξ1, ξ2, . . . , ξk the corresponding positive real roots; recall from Definition 2.4.5 that
νl−1 > νl = rξl(νl−1), with dist(νl−1, νl) = 1, and νl−1(ξ
∨
l ) ∈ pZ<0 for all 1 ≤ l ≤ k. For
each 1 ≤ l ≤ k, let us denote by βl ∈
◦
∆+ the finite part ξl of ξl ∈ ∆
re
+ (see Definition 2.2.2).
Since dist(νl−1, νl) = 1, we know from Lemma 2.4.4 that ξl is of one of the following forms:
ξl = βl, ξl = −βl + cβlδ, or ξl =
1
2
(−βl + δ). We define subsets Pos, Neg1, Neg2, and Neg
of
{
1, 2, . . . , k
}
as follows:
Pos =
{
1 ≤ l ≤ k | ξl = βl
}
, (3.3.1)
Neg1 =
{
1 ≤ l ≤ k | ξl = −βl + cβlδ
}
, (3.3.2)
Neg2 =
{
1 ≤ l ≤ k | ξl =
1
2
(−βl + δ)
}
, (3.3.3)
Neg = Neg1 ∪Neg2 . (3.3.4)
Note that Neg2 = ∅ unless g is of type A
(2)
2ℓ .
Remark 3.3.3. We know from Lemma 3.2.4 that{
supp(fin(νl−1)) = supp(fin(νl)) ∪ supp(βl) if l ∈ Pos,
supp(fin(νl)) = supp(fin(νl−1)) ∪ supp(βl) if l ∈ Neg,
(3.3.5)
and that
D(νl) =

D(νl−1) if l ∈ Pos,
D(νl−1) + νl−1(β
∨
l )cβl if l ∈ Neg1,
D(νl−1) + νl−1(β
∨
l ) if l ∈ Neg2 .
(3.3.6)
Lemma 3.3.4. If l ∈ Pos, then fin(νl−1)− fin(νl) ∈ p
◦
Q+.
Proof. We see from the proof of part (1) of Lemma 3.2.4 that fin(νl) = fin(rξl(νl−1)) =
fin(νl−1)+νl−1(β
∨
l )βl. Also, it follows from the definition of a (q/p)-chain that νl−1(β
∨
l ) =
νl−1(ξ
∨
l ) ∈ pZ<0 (note that l ∈ Pos). Therefore, we obtain that fin(νl−1) − fin(νl) =
−νl−1(β
∨
l )βl ∈ p
◦
Q+. This proves the lemma.
We set I0(λ, p) :=
{
i ∈ I0 | mi ∈ pZ
}
.
Lemma 3.3.5. The support supp(βl) of βl is contained in the set I0(λ, p) for all 1 ≤ l ≤ k.
Proof. Suppose that there exists 1 ≤ l ≤ k such that supp(βl) 6⊂ I0(λ, p). We set
Φ :=
{
1 ≤ l ≤ k | supp(βl) 6⊂ I0(λ, p)
}
6= ∅. (3.3.7)
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Claim 1. Neither Φ∩Pos nor Φ∩Neg is empty. Moreover, if we set l0 := max(Φ∩Pos)
and k0 := max(Φ ∩Neg), then we have k0 < l0.
First, we note that both of the sets Φ ∩ Pos and Φ ∩Neg are not empty, since Φ 6= ∅.
Now, suppose that Φ∩Neg = ∅. Then we have Φ∩Pos 6= ∅. Set l′0 := min
(
Φ∩Pos), and let
i ∈ supp(βl′
0
) be such that mi /∈ pZ. Since supp(fin(νl′
0
−1)) = supp(fin(νl′
0
))∪ supp(βl′
0
) by
(3.3.5), it follows that i ∈ supp(fin(νl′
0
−1)). Then, because supp(fin(ν0)) = supp(fin(λ)) =
supp(0) = ∅, there exists 1 ≤ l ≤ l′0−1 such that i /∈ supp(fin(νl−1)) and i ∈ supp(fin(νl)).
Hence we have supp(fin(νl−1)) 6⊃ supp(fin(νl)). Therefore, we deduce from (3.3.5) that
l ∈ Neg, and supp(fin(νl)) = supp(fin(νl−1)) ∪ supp(βl). Since i /∈ supp(fin(νl−1)) and
i ∈ supp(fin(νl)), we see that i ∈ supp(βl). As a result, we obtain that l ∈ Φ ∩ Neg, and
hence Φ ∩Neg 6= ∅, which is a contradiction. Thus we conclude that Φ ∩ Neg 6= ∅.
Set k0 := max(Φ ∩ Neg), and let i ∈ supp(βk0) be such that mi /∈ pZ. Since
supp(fin(νk0)) = supp(fin(νk0−1))∪ supp(βk0) by (3.3.5), it follows that i ∈ supp(fin(νk0)).
Then, because supp(fin(νk)) = supp(fin(λ +Nδ)) = supp(0) = ∅, there exists k ≥ l > k0
such that i ∈ supp(fin(νl−1)) and i /∈ supp(fin(νl)). This implies that supp(fin(νl−1)) 6⊂
supp(fin(νl)). Hence we deduce from (3.3.5) that l ∈ Pos, and that supp(fin(νl−1)) =
supp(fin(νl)) ∪ supp(βl). Since i ∈ supp(fin(νl−1)) and i 6∈ supp(fin(νl)), we see that
i ∈ supp(βl). As a result, we obtain that l ∈ Φ ∩ Pos, and hence Φ ∩ Pos 6= ∅. Further-
more, since l > k0, we have l0 > k0. This proves Claim 1.
Since l0 ∈ Pos, we see that νl0−1 and νl0 are contained in the same
◦
W -orbit. Let λ′
be the unique level-zero dominant integral weight in
◦
Wνl0−1 =
◦
Wνl0 . Then, it follows
that λ′ = λ + n′δ for some n′ ∈ Z. Indeed, since W =
◦
W ⋉ T , νl0 ∈ Wλ can be written
as w′w′′λ for some w′ ∈
◦
W and w′′ ∈ T . Hence we have (w′)−1νl0 = w
′′λ ∈ Tλ. Since
Tλ ⊂ λ + Zδ by Lemma 2.3.2, we have w′′λ = λ + n′δ for some n′ ∈ Z. Therefore,
(w′)−1νl0 = λ + n
′δ is a level-zero dominant integral weight contained in
◦
Wνl0 . Thus we
conclude that λ′ = (w′)−1νl0 = λ+ n
′δ.
Now, let wl0−1 ∈
◦
W (resp., wl0 ∈
◦
W ) be the shortest element in
◦
W such that νl0−1 =
wl0−1(λ+ n
′δ) (resp., νl0 = wl0(λ+ n
′δ)).
Claim 2. Assume that wl0 = rjKrjK−1 · · · rj1 is a reduced expression of wl0 ∈
◦
W , where
j1, . . . , jK−1, jK ∈ I0. Then, j1, j2, . . . , jK are all contained in I0(λ, p).
We set µ0 := λ+n
′δ, and µL := rjLrjL−1 · · · rj1(λ+n
′δ) for 1 ≤ L ≤ K; note that µK =
νl0 . Since rjKrjK−1 · · · rj1 is a reduced expression of the shortest element wl0 ∈
◦
W such
that νl0 = wl0(λ+n
′δ), it follows that µL−1(hjL) 6= 0 for all 1 ≤ L ≤ K. Suppose now that
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µL−1(hjL) < 0 for some 1 ≤ L ≤ K. Then we have rj1 · · · rjL−1(αjL) ∈ −
◦
∆+, since λ+ n
′δ
is level-zero dominant. Hence, using [Kac, Lemma 3.10], we deduce that rj1 · · · rjL−1rjL
is not a reduced expression, which contradicts our assumption that rjKrjK−1 · · · rj1 is a
reduced expression of wl0 . Thus we obtain that µL−1(hjL) > 0 for all 1 ≤ L ≤ K, and
hence that
νl0 = µK = λ−
K∑
L=1
µL−1(hjL)︸ ︷︷ ︸
>0
αjL + n
′δ. (3.3.8)
Therefore, if the assertion of Claim 2 is false, then supp(fin(νl0)) must contain some
i ∈ I0 such that i /∈ I0(λ, p). Then, since fin(νk) = fin(λ + Nδ) = 0, there ex-
ists k ≥ l > l0 such that i ∈ supp(fin(νl−1)) and i 6∈ supp(fin(νl)). This implies
that supp(fin(νl−1)) 6⊂ supp(fin(νl)). Hence we deduce from (3.3.5) that l ∈ Pos, and
supp(fin(νl−1)) = supp(fin(νl))∪ supp(βl). Since i ∈ supp(fin(νl−1)) and i 6∈ supp(fin(νl)),
we see that i ∈ supp(βl). As a result, we obtain that l ∈ Φ ∩ Pos and l > l0, which
contradicts the definition: l0 = max(Φ ∩ Pos). This proves Claim 2.
Because νl0−1 > νl0 and dist(νl0−1, νl0) = 1, we see from [L2, Remark 4.2] that wl0−1
is greater than wl0 with respect to the Bruhat ordering on
◦
W , and ℓ(wl0−1)− ℓ(wl0) = 1.
Therefore, the reduced expression of wl0 above is obtained from a reduced expression of
wl0−1 by removing a simple reflection ri0 for some i0 ∈ I0. Namely, wl0−1 ∈
◦
W has a
reduced expression of the form: wl0−1 = rjK · · · rjL0+1ri0rjL0 · · · rj1 .
Claim 3. The i0 ∈ I0 above is not contained in I0(λ, p).
It immediately follows from (3.3.5) that supp(fin(νl0−1)) = supp(fin(νl0)) ∪ supp(βl0).
Since supp(βl0) 6⊂ I0(λ, p) by the definition of l0, we have supp(fin(νl0−1)) 6⊂ I0(λ, p). By
an argument similar to that used to obtain (3.3.8), we deduce that
νl0−1 = wl0−1(λ+ n
′δ) ∈ λ−
{
L0∑
L=1
Z>0αjL + Z>0αi0 +
K∑
L=L0+1
Z>0αjL
}
+ n′δ.
Hence we have supp(fin(νl0−1)) =
{
j1, j2, . . . , jK
}
∪ {i0}. But, since j1, j2, . . . , jK ∈
I0(λ, p) by Claim 2, and supp(fin(νl0−1)) 6⊂ I0(λ, p), we conclude that i0 /∈ I0(λ, p). This
proves Claim 3.
Claim 4. The coefficient of αi0 in fin(νl0−1)− fin(νl0) is contained in mi0 + pZ.
From Claims 2 and 3, we have jL 6= i0 for all 1 ≤ L ≤ K. Therefore, we see from
(3.3.8) that the coefficient of αi0 in fin(νl0) is equal to 0.
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Let us compute the coefficient of αi0 in fin(νl0−1); recall that
νl0−1 = wl0−1(λ+ n
′δ) = rjK · · · rjL0+1ri0rjL0 · · · rj1(λ+ n
′δ).
First we derive inductively that
rjL0 · · · rj1(λ+ n
′δ) ∈ λ−
L0∑
L=1
(mjL0Z+ · · ·+mj1Z)αjL + n
′δ.
Since j1, j2, . . . , jL0 ∈ I0(λ, p) by Claim 2, it follows that
rjL0 · · · rj1(λ+ n
′δ) ∈ λ−
L0∑
L=1
pZαjL + n
′δ.
Furthermore, we deduce that
ri0rjL0 · · · rj1(λ+ n
′δ) ∈ λ−mi0αi0 −
{
L0∑
L=1
pZαjL −
L0∑
L=1
pZαjL(hi0)αi0
}
+ n′δ
⊂ λ− (mi0 + pZ)αi0 −
L0∑
L=1
pZαjL + n
′δ.
Here, again noting that jL 6= i0 for all 1 ≤ L ≤ K, we see that the coefficient of αi0 in
the finite part fin(νl0−1) of νl0−1 = rjK · · · rjL0+1ri0rjL0 · · · rj1(λ + n
′δ) is equal to that in
the finite part of ri0rjL0 · · · rj1(λ + nδ). Hence we conclude that the coefficient of αi0 in
the finite part fin(νl0−1) of νl0−1 is contained in mi0 + pZ.
Thus the coefficient of αi0 in fin(νl0−1)− fin(νl0) is contained in mi0 + pZ. This proves
Claim 4.
We know from Lemma 3.3.4 that fin(νl0−1)−fin(νl0) ∈ p
◦
Q+, since l0 = max(Φ∩Pos) ∈
Pos. However, because the i0 ∈ I0 is not contained in I0(λ, p) by Claim 3, it follows from
Claim 4 that the coefficient of αi0 in fin(νl0−1) − fin(νl0) is not contained in pZ. This
implies that fin(νl0−1) − fin(νl0) /∈ p
◦
Q+, which is a contradiction. Thus we have proved
Lemma 3.3.5.
It follows from (3.3.6) that
N = D(λ+Nδ) = D(νk) =
∑
l∈Neg1
νl−1(β
∨
l )cβl +
∑
l∈Neg2
νl−1(β
∨
l ). (3.3.9)
Therefore, in order to prove Proposition 3.3.1 (i.e., that N ∈
∑
j∈I0(λ,p)
mjdjZ≥0), it
suffices to establish the following lemma.
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Lemma 3.3.6. (1) If l ∈ Neg1, then νl−1(β
∨
l )cβl ∈
∑
j∈I0(λ,p)
mjdjZ≥0.
(2) If l ∈ Neg2, then νl−1(β
∨
l ) ∈
∑
j∈I0(λ,p)
mjdjZ≥0.
Proof. We set β ′l := rβ1rβ2 · · · rβl−1(βl) ∈
◦
∆ for each 1 ≤ l ≤ k; note that β ′1 = β1.
Claim 1. We have (β ′l, β
′
l) = (βl, βl), and (λ, β
′
l) = (νl−1, βl) for all 1 ≤ l ≤ k. Hence
νl−1(β
∨
l ) = λ(β
′ ∨
l ) for all 1 ≤ l ≤ k. Moreover, β
′
l ∈
◦
∆+ for every l ∈ Neg.
Since the bilinear form (· , ·) is W -invariant, we have (β ′l, β
′
l) = (βl, βl). In addition,
we deduce from Lemma 3.2.2 that rξ1rξ2 · · · rξl−1(βl) = rβ1rβ2 · · · rβl−1(βl)+n
′′δ = β ′l+n
′′δ
for some n′′ ∈ Z, and hence that
(νl−1, βl) = (rξl−1rξl−2 · · · rξ1(ν0), βl) = (rξl−1rξl−2 · · · rξ1(λ), βl)
= (λ, rξ1rξ2 · · · rξl−1(βl)) = (λ, β
′
l + n
′′δ) = (λ, β ′l).
Therefore, using the equations (β ′l, β
′
l) = (βl, βl) and (νl−1, βl) = (λ, β
′
l), we obtain that
νl−1(β
∨
l ) =
2(νl−1, βl)
(βl, βl)
=
2(λ, β ′l)
(β ′l, β
′
l)
= λ(β ′ ∨l ).
Furthermore, because βl is the finite part ξl of ξl ∈ ∆
re
+ , and νl−1(ξ
∨
l ) ∈ pZ<0 by the
definition of (q/p)-chains, we see from Lemma 3.2.1 that νl−1(β
∨
l ) > 0 for every l ∈ Neg.
As a result, we obtain that (λ, β ′l) = (νl−1, βl) > 0. Hence we conclude that β
′
l ∈
◦
∆+,
since λ is a level-zero dominant integral weight. This proves Claim 1.
The following claim immediately follows from Lemma 3.3.5.
Claim 2. The support supp(β ′l) of β
′
l ∈ ∆
re
+ is contained in I0(λ, p) for every l ∈ Neg.
We now prove part (1) of Lemma 3.3.6. Since l ∈ Neg1, we see from Claim 1 that
β ′l ∈
◦
∆+. Let us write β
′
l ∈
◦
∆+ as: β
′
l =
∑
j∈I0
uljαj , with ulj ∈ Z≥0 for j ∈ I0.
First assume that g is nontwisted. Then we know from Remark 2.1.1 (1) and (2.3.1)
that cβl = 1, and dj = 1 for all j ∈ I0. From Claim 1 and Lemma 3.2.5, we deduce that
νl−1(β
∨
l )cβl = νl−1(β
∨
l ) = λ(β
′
l
∨
) =
∑
j∈I0
mj
ulj(αj , αj)
(β ′l, β
′
l)︸ ︷︷ ︸
∈Z≥0
.
Furthermore, since supp(β ′l) ⊂ I0(λ, p) by Claim 2, it follows that ulj = 0 unless j ∈
I0(λ, p). Hence we obtain that νl−1(β
∨
l )cβl ∈
∑
j∈I0(λ,p)
mjdjZ≥0 =
∑
j∈I0(λ,p)
mjZ≥0.
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Next assume that g is twisted. Then we know from Remark 2.1.1 (2) and (2.3.1) that
cβl = (βl, βl)/2, and
(αj, αj)
2
=
2dj if g is of type A
(2)
2ℓ and j = ℓ,
dj otherwise.
(3.3.10)
We have
νl−1(β
∨
l )cβl =
2(νl−1, βl)
(βl, βl)
cβl = (νl−1, βl) = (λ, β
′
l) by Claim 1
=
∑
j∈I0
ulj(λ, αj) =
∑
j∈I0
ulj
2(λ, αj)
(αj, αj)
·
(αj , αj)
2
=
∑
j∈I0
uljλ(hj)
(αj, αj)
2
=
∑
j∈I0
uljmj
(αj , αj)
2
.
Note that ulj ∈ Z≥0 for all j ∈ I0, and that (αj , αj)/2 ∈ djZ>0 for all j ∈ I0 by (3.3.10).
Also, since supp(β ′l) ⊂ I0(λ, p) by Claim 2, it follows that ulj = 0 unless j ∈ I0(λ, p).
Hence we obtain that νl−1(β
∨
l )cβl ∈
∑
j∈I0(λ,p)
mjdjZ≥0. This completes the proof of
part (1) of Lemma 3.3.6.
Let us prove part (2) of Lemma 3.3.6; note that g is of type A
(2)
2ℓ , since Neg2 6= ∅.
Therefore, we know from Remark 2.1.1 (2) and (2.3.1) that dj = 1 for all j ∈ I0. We see
from Claim 1 and Lemma 3.2.5 that
νl−1(β
∨
l ) = λ(β
′
l
∨
) =
∑
j∈I0
mj
ulj(αj, αj)
(β ′l, β
′
l)︸ ︷︷ ︸
∈Z≥0
.
Furthermore, since supp(β ′l) ⊂ I0(λ, p) by Claim 2, it follows that ulj = 0 unless j ∈
I0(λ, p). Hence we obtain that νl−1(β
∨
l ) ∈
∑
j∈I0(λ,p)
mjdjZ≥0 =
∑
j∈I0(λ,p)
mjZ≥0. This
completes the proof of part (2) of Lemma 3.3.6.
As mentioned just above Lemma 3.3.6, Proposition 3.3.1 immediately follows from
Lemma 3.3.6 and (3.3.9). Thus we have completed the proof of Proposition 3.3.1.
3.4 Sufficient condition for the existence of a (q/p)-chain. Let λ be the (fixed)
level-zero dominant integral weight of the form (3.1.1). This subsection is devoted to
proving the following proposition.
Proposition 3.4.1. Let 1 ≤ q < p be coprime integers, and let N ∈ Z≥0. Then, there
exists a (q/p)-chain for (λ, λ+Nδ) if N ∈
∑
j∈I0(λ,p)
mjdjZ≥0.
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From Proposition 3.4.1 along with Lemma 2.4.6, we obtain the following corollary.
Corollary 3.4.2. Let 1 ≤ q < p be coprime integers, and let N ′, N ′′ ∈ Z. Then, there
exists a (q/p)-chain for (λ−N ′δ, λ−N ′′δ) if N ′ −N ′′ ∈
∑
j∈I0(λ,p)
mjdjZ≥0.
In order to prove Proposition 3.4.1, we need some lemmas. From now till the end of
the proof of Proposition 3.4.9 below, we fix i ∈ Supp≥2(λ) arbitrarily. We set Supp(λ) :={
i ∈ I0 | mi ≥ 1
}
⊂ I0, and S(λ, i) :=
(
I0 \ Supp(λ)
)
∪ {i}.
Definition 3.4.3. Let ∆re+(λ, i) denote the set of positive real roots ζ ∈ ∆
re
+ , with γ :=
ζ ∈
◦
∆+ its finite part, satisfying the the following conditions:
(a) ζ is either of the form ζ = −γ + cγδ, or of the form ζ =
1
2
(−γ + δ),
(b) the support supp(γ) of γ is contained in S(λ, i), and contains the (fixed) i ∈ Supp≥2(λ),
(c) rζ(λ) = λ− α +midiδ for some α ∈
◦
Q+.
Lemma 3.4.4. The set ∆re+(λ, i) is not empty.
Proof. First assume that g is of type A
(2)
2ℓ , and that the simple root corresponding to the
i ∈ Supp≥2(λ) is the long simple root (i.e., i = ℓ). We set ζ :=
1
2
(−αi + δ); note that
ζ is indeed a positive real root by Proposition 2.2.1 (2). It is obvious that this ζ ∈ ∆re+
satisfies conditions (a) and (b) of Definition 3.4.3. Also, we see from Lemma 3.2.1 (2) that
rζ(λ) = λ − λ(hi)αi + λ(hi)δ = λ −miαi +miδ. Since di = 1 by (2.3.1), it follows that
ζ satisfies condition (c) of Definition 3.4.3. Thus we obtain that ζ ∈ ∆re+(λ, i), and hence
∆re+(λ, i) 6= ∅.
Next assume that g is not of type A
(2)
2ℓ , or g is of type A
(2)
2ℓ and the simple root
corresponding to the i ∈ Supp≥2(λ) is not the long simple root (i.e., i 6= ℓ). We set
ζ := −αi + cαiδ; note that ζ is indeed a positive real root by Proposition 2.2.1. It is
obvious that this ζ ∈ ∆re+ satisfies conditions (a) and (b) of Definition 3.4.3. Also, we see
from Lemma 3.2.1 (1) that rζ(λ) = λ − λ(hi)αi + λ(hi)cαiδ = λ − miαi +micαiδ. Since
di = cαi by (2.3.1), it follows that ζ satisfies condition (c) of Definition 3.4.3. Thus we
obtain that ζ ∈ ∆re+(λ, i), and hence ∆
re
+(λ, i) 6= ∅. This proves the lemma.
Lemma 3.4.5. For every ζ ∈ ∆re+(λ, i), we have λ(ζ
∨) ∈ miZ<0.
Proof. Let γ ∈
◦
∆+ be the finite part ζ of ζ ∈ ∆
re
+ . We deduce from condition (a) of
Definition 3.4.3, using Lemma 3.2.1, that λ(ζ∨) = −λ(γ∨), or −2λ(γ∨). Therefore, it
suffices to show that λ(γ∨) ∈ miZ>0. Write γ ∈
◦
∆+ as
∑
j∈I0
ujαj, with uj ∈ Z≥0 for j ∈
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I0. It follows from condition (b) of Definition 3.4.3 that ui ∈ Z>0 for the i ∈ Supp≥2(λ),
and uj = 0 for j /∈ S(λ, i). Hence, using Lemma 3.2.5, we deduce that
λ(γ∨) =
∑
j∈I0
mj
uj(αj, αj)
(γ, γ)
=
∑
j∈S(λ,i)
mj
uj(αj , αj)
(γ, γ)
.
Note that, by the definition of S(λ, i), we have mj = 0 for all j ∈ S(λ, i) with j 6= i.
Consequently,
λ(γ∨) =
∑
j∈S(λ,i)
mj
uj(αj , αj)
(γ, γ)
= mi
ui(αi, αi)
(γ, γ)
.
Since ui ∈ Z>0 as seen above, we obtain from Lemma 3.2.5 that ui(αi, αi)/(γ, γ) ∈ Z>0.
Thus we conclude that λ(γ∨) ∈ miZ>0, as desired. This proves the lemma.
Lemma 3.4.6. Let ζ ∈ ∆re+(λ, i), with γ := ζ ∈
◦
∆+ its finite part. Then, the finite part
fin(rζ(λ)) of rζ(λ) ∈ Wλ equals λ(γ
∨)γ. Hence the support of fin(rζ(λ)) is contained in
S(λ, i), and contains the i ∈ Supp≥2(λ).
Proof. By condition (a) of Definition 3.4.3, ζ is either of the form ζ = −γ + cγδ, or of the
form ζ = 1
2
(−γ + δ). It immediately follows from Lemma 3.2.1 that
rζ(λ) =
λ− λ(γ
∨)γ + λ(γ∨)cγδ if ζ = −γ + cγδ,
λ− λ(γ∨)γ + λ(γ∨)δ if ζ = 1
2
(−γ + δ).
Recall from the proof of Lemma 3.4.5 that λ(γ∨) ∈ miZ>0. Hence the finite part fin(rζ(λ))
of rζ(λ) ∈ Wλ equals λ(γ
∨)γ. Furthermore, it follows from condition (b) of Defini-
tion 3.4.3 that the support of fin(rζ(λ)) = λ(γ
∨)γ is contained in S(λ, i), and contains
the i ∈ Supp≥2(λ). This proves the lemma.
Now we take an element ζi ∈ ∆
re
+(λ, i) such that the finite part of ζi is maximal with
respect to the (usual) partial ordering defined by
◦
Q+. Namely, let ζi be an element of
∆re+(λ, i) such that there exists no ζ ∈ ∆
re
+(λ, i) with fin(rζ(λ)) − fin(rζi(λ)) ∈
◦
Q+ \ {0}.
Let us denote by γi ∈
◦
∆+ the finite part ζi of ζi.
Lemma 3.4.7. We have λ(ζ∨i ) ∈ miZ<0, and hence λ > rζi(λ). Moreover, we have
dist(λ, rζi(λ)) = 1.
Proof. It is obvious from Lemma 3.4.5 that λ(ζ∨i ) ∈ miZ<0, and hence λ > rζi(λ). We will
prove that dist(λ, rζi(λ)) = 1. Assume that dist(λ, rζi(λ)) = k ≥ 1, and let λ = ν0 > ν1 >
· · · > νk = rζi(λ) be a longest chain for (λ, rζi(λ)), with ξ1, ξ2, . . . , ξk the corresponding
positive real roots. Then we have νl−1 > rξl(νl−1) = νl and dist(νl−1, νl) = 1 for each
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1 ≤ l ≤ k. Let βl denote the finite part ξl of ξl ∈ ∆
re
+ for 1 ≤ l ≤ k. Since dist(νl−1, νl) = 1,
we see from Lemma 2.4.4 that ξl is one of the following forms: ξl = βl, ξl = −βl + cβlδ,
or ξl =
1
2
(−βl + δ). We define subsets Pos, Neg1, Neg2, and Neg of
{
1, 2, . . . , k
}
as in
(3.3.1), (3.3.2), (3.3.3), and (3.3.4), respectively. It follows from Lemma 3.2.4 (see also
Remark 3.3.3) that{
supp(fin(νl−1)) = supp(fin(νl)) ∪ supp(βl) if l ∈ Pos,
supp(fin(νl)) = supp(fin(νl−1)) ∪ supp(βl) if l ∈ Neg,
(3.4.1)
and that
D(νl) =

D(νl−1) if l ∈ Pos,
D(νl−1) + νl−1(β
∨
l )cβl if l ∈ Neg1,
D(νl−1) + νl−1(β
∨
l ) if l ∈ Neg2 .
(3.4.2)
Because D(νk) = D(rζi(λ)) = midi by condition (c) of Definition 3.4.3, we have
midi = D(νk)
by (3.4.2)
=
∑
l∈Neg1
νl−1(β
∨
l )cβl +
∑
l∈Neg2
νl−1(β
∨
l ). (3.4.3)
For each l ∈ Neg, we set
Dl :=
{
νl−1(β
∨
l )cβl if l ∈ Neg1,
νl−1(β
∨
l ) if l ∈ Neg2.
(3.4.4)
We see from Lemma 3.2.1 that Dl ∈ Z>0 for all l ∈ Neg, since νl−1(ξ
∨
l ) ∈ Z<0 and
cβl ∈ Z>0. Also, we see from (3.4.3) that
midi =
∑
l∈Neg
Dl. (3.4.5)
Claim 1. There exists l ∈ Neg such that the (fixed ) i ∈ Supp≥2(λ) is contained in
supp(βl).
We know from Lemma 3.4.6 that the support of the finite part fin(νk) of νk = rζi(λ) ∈
Wλ contains the i ∈ Supp≥2(λ). Because supp(fin(ν0)) = supp(fin(λ)) = supp(0) = ∅, it
follows that there exists 1 ≤ l ≤ k such that i /∈ supp(fin(νl−1)) and i ∈ supp(fin(νl)).
Therefore, we see from (3.4.1) that l ∈ Neg, and supp(fin(νl)) = supp(fin(νl−1))∪supp(βl).
But, since i /∈ supp(fin(νl−1)) and i ∈ supp(fin(νl)), we have i ∈ supp(βl). This proves
Claim 1.
We set l0 := min
{
l ∈ Neg | i ∈ supp(βl)
}
.
Claim 2. If l ∈ Pos and l < l0, then supp(βl) does not contain the (fixed ) i ∈ Supp≥2(λ).
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Suppose that there exists l ∈ Pos such that l < l0 and i ∈ supp(βl). It follows from
(3.4.1) that supp(fin(νl−1)) = supp(fin(νl)) ∪ supp(βl), and hence i ∈ supp(fin(νl−1)).
Because supp(fin(ν0)) = supp(fin(λ)) = supp(0) = ∅, there exists 1 ≤ l
′ ≤ l− 1 such that
i /∈ supp(fin(νl′−1)) and i ∈ supp(fin(νl′)). Therefore, we see from (3.4.1) that l
′ ∈ Neg,
and supp(fin(νl′)) = supp(fin(νl′−1)) ∪ supp(βl′). But, since i /∈ supp(fin(νl′−1)) and
i ∈ supp(fin(νl′)), we have i ∈ supp(βl′), which contradicts the definition: l0 = min
{
l ∈
Neg | i ∈ supp(βl)
}
. This proves Claim 2.
We set β ′l0 := rβ1rβ2 · · · rβl0−1(βl0).
Claim 3. The support supp(β ′l0) of β
′
l0
contains the (fixed ) i ∈ Supp≥2(λ).
We set βl0,l′ := rβl′rβl′+1 · · · rβl0−1(βl0) for 1 ≤ l
′ ≤ l0 − 1, and βl0,l0 = βl0 ; note that
βl0,1 = β
′
l0
. It suffices to show that i ∈ supp(βl0,l′) for all 1 ≤ l
′ ≤ l0 (put l
′ = 1). We
show this by descending induction on l′. If l′ = l0, then it follows from the definition
of l0 that i ∈ supp(βl0,l0) = supp(βl0). Assume that l
′ < l0. Then we have βl0,l′ =
rβl′ (βl0,l′+1) = βl0,l′+1−βl0,l′+1(β
∨
l′ )βl′. Because i /∈ supp(βl′) by Claim 2 and the definition
of l0, we deduce that the coefficient of αi in βl0,l′ equals that in βl0,l′+1. This implies that
i ∈ supp(βl0,l′) since i ∈ supp(βl0,l′+1) by the inductive assumption. Thus we have shown
that i ∈ supp(βl0,l′) for all 1 ≤ l
′ ≤ l0, as desired. This proves Claim 3.
By an argument similar to that used to prove Claim 1 in the proof of Lemma 3.3.6,
we can prove the following claim.
Claim 4. We have (β ′l0 , β
′
l0
) = (βl0, βl0), and (λ, β
′
l0
) = (νl0−1, βl0). Moreover, νl0−1(β
∨
l0
) =
λ(β ′ ∨l0 ), and β
′
l0
∈
◦
∆+.
Claim 5. The following inequality holds : Dl0 ≥
∑
j∈supp(β′
l0
)mjdj.
Write β ′l0 ∈
◦
∆+ as
∑
j∈I0
ujαj , with uj ∈ Z≥0 for j ∈ I0.
First assume that g is nontwisted (note that l0 ∈ Neg1, since Neg2 = ∅). Then we
know from Remark 2.1.1 (1) and (2.3.1) that cβl0 = 1, and dj = 1 for all j ∈ I0. Using
Claim 4 and Lemma 3.2.5, we deduce that
Dl0 = νl0−1(β
∨
l0
)cβl0 = νl0−1(β
∨
l0
) = λ(β ′ ∨l0 ) =
∑
j∈I0
mj
uj(αj, αj)
(β ′l0 , β
′
l0
)
=
∑
j∈supp(β′
l0
)
mj
uj(αj , αj)
(β ′l0 , β
′
l0
)︸ ︷︷ ︸
∈Z>0
≥
∑
j∈supp(β′
l0
)
mj =
∑
j∈supp(β′
l0
)
mjdj.
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Next assume that g is twisted, and l0 ∈ Neg1. Then we know from Remark 2.1.1 (2)
and (2.3.1) that cβl0 = (βl0, βl0)/2, and that
(αj, αj)
2
=
2dj if g is of type A
(2)
2ℓ and j = ℓ,
dj otherwise.
In the same manner as in the proof of Lemma 3.3.6, we deduce that
Dl0 = νl0−1(β
∨
l0
)cβl0 =
∑
j∈I0
ujmj
(αj, αj)
2
=
∑
j∈supp(β′
l0
)
ujmj
(αj , αj)
2︸ ︷︷ ︸
∈djZ>0
≥
∑
j∈supp(β′
l0
)
mjdj.
Finally, assume that g is of type A
(2)
2ℓ , and l0 ∈ Neg2. Then we know from Re-
mark 2.1.1 (2) and (2.3.1) that dj = 1 for all j ∈ I0. Using Claim 4 and Lemma 3.2.5, we
deduce that
Dl0 = νl0−1(β
∨
l0
) = λ(β ′ ∨l0 ) =
∑
j∈I0
mj
uj(αj , αj)
(β ′l0 , β
′
l0
)
=
∑
j∈supp(β′
l0
)
mj
uj(αj , αj)
(β ′l0 , β
′
l0
)︸ ︷︷ ︸
∈Z>0
≥
∑
j∈supp(β′
l0
)
mj =
∑
j∈supp(β′
l0
)
mjdj.
This proves Claim 5.
From (3.4.5) and Claim 5, we have
midi =
∑
l∈Neg
Dl ≥ Dl0 since Dl ∈ Z>0 for all l ∈ Neg
≥
∑
j∈supp(β′
l0
)
mjdj ≥ midi since i ∈ supp(β
′
l0
) by Claim 3.
Therefore, we conclude that
midi =
∑
l∈Neg
Dl = Dl0 =
∑
j∈supp(β′
l0
)
mjdj,
and hence that
Neg =
{
l0
}
, Dl0 = midi, and supp(β
′
l0
) ∩ Supp(λ) =
{
i
}
. (3.4.6)
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Claim 6. We have l0 = 1. Moreover, the support supp(βl0) of βl0 = β1 is contained in
S(λ, i), and contains the (fixed ) i ∈ Supp≥2(λ).
Suppose that 1 ∈ Pos. Then we have λ(ξ∨1 ) = λ(β
∨
1 ). But, since λ is a level-zero
dominant integral weight, we have λ(β∨1 ) > 0, and hence λ(ξ
∨
1 ) > 0, which is a con-
tradiction. Thus we have 1 ∈ Neg. Since Neg =
{
l0
}
, we conclude that l0 = 1.
Note that β ′l0 = β
′
1 = β1 by the definition of β
′
l0
. Hence it follows from (3.4.6) that
supp(β1)∩ Supp(λ) =
{
i
}
, i.e., that supp(β1) is contained in S(λ, i) =
(
I0\Supp(λ)
)
∪{i}.
This proves Claim 6.
Claim 7. We have ξl0 = ξ1 ∈ ∆
re
+(λ, i).
It is obvious that ξ1 satisfies condition (a) of Definition 3.4.3, since 1 ∈ Neg. Also, it
follows from Claim 6 that ξ1 satisfies condition (b) of Definition 3.4.3. Furthermore, from
Lemma 3.2.1 and (3.4.4), we see that rξ1(λ) = λ − λ(β
∨
1 )β1 + D1δ, with λ(β
∨
1 ) ∈ Z>0.
But, it follows from (3.4.6) and Claim 6 that D1 = midi. Thus, ξ1 satisfies condition (c)
of Definition 3.4.3. This proves Claim 7.
From Claim 6, we have Neg =
{
1
}
and Pos =
{
2, 3, . . . , k
}
. Hence we deduce that
νk = rξkrξk−1 · · · rξ1(λ) = λ−
k∑
l=1
νl−1(ξ
∨
l )ξl = λ− ν0(ξ
∨
1 )ξ1 −
k∑
l=2
νl−1(ξ
∨
l )ξl
= λ− λ(ξ∨1 )ξ1 −
k∑
l=2
νl−1(β
∨
l )βl since ν0 = λ, and Pos =
{
2, 3, . . . , k
}
,
= rξ1(λ)−
k∑
l=2
νl−1(β
∨
l )βl.
Consequently, we have
fin(rζi(λ)) = fin(νk) = fin(rξ1(λ)) +
k∑
l=2
νl−1(β
∨
l )βl. (3.4.7)
Since νl−1(β
∨
l ) = νl−1(ξ
∨
l ) ∈ Z<0 for all l ∈ Pos =
{
2, 3, . . . , k
}
, we see from (3.4.7)
that fin(rξ1(λ)) − fin(rζi(λ)) = −
∑k
l=2 νl−1(β
∨
l )βl ∈
◦
Q+. Therefore, the definition of
ζi ∈ ∆
re
+(λ, i) implies that fin(rξ1(λ)) − fin(rζi(λ)) = 0, and hence that Pos = ∅, k = 1.
Thus we have proved dist(λ, rζi(λ)) = 1. This completes the proof of Lemma 3.4.7.
Now we set µ := rζi(λ). Then we see from condition (c) of Definition 3.4.3, using
Lemma 3.2.1, that µ = rγi(λ +midiδ); note that rγi ∈
◦
W . Let w ∈
◦
W be the shortest
element such that w(λ +midiδ) = µ, and let w = rj1rj2 · · · rjK be a reduced expression,
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where j1, j2, . . . , jK ∈ I0. We set µ0 = µ, and µL := rjLrjL−1 · · · rj1(µ) for 1 ≤ L ≤ K;
note that µK = w
−1(µ) = λ +midiδ. Then, using [Kac, Lemma 3.10], we can show that
µL−1(hjL) ∈ Z<0 for all 1 ≤ L ≤ K. Hence we have µ = µ0 > µ1 > µ2 > · · · > µK =
λ+midiδ.
Moreover, it follows that µK = w
−1(µ) = rjK · · · rj2rj1(µ) = µ −
∑K
L=1 µL−1(hjL)αjL.
Also, we see from condition (c) of Definition 3.4.3 that µ = rζi(λ) = λ−fin(rζi(λ))+midiδ.
Combining these equations, we obtain that
µK = λ−
(
fin(rζiλ) +
K∑
L=1
µL−1(hjL)︸ ︷︷ ︸
∈Z<0
αjL
)
+midiδ.
Since µK = λ+midiδ, we have
fin(rζiλ) +
K∑
L=1
µL−1(hjL)︸ ︷︷ ︸
∈Z<0
αjL = 0.
Recall from Lemma 3.4.6 that the support of the finite part fin(rζi(λ)) of rζi(λ) ∈ Wλ is
contained in S(λ, i). Therefore, we conclude that j1, j2, . . . , jK ∈ S(λ, i).
Lemma 3.4.8. (1) We have dist(µL−1, µL) = 1 for all 1 ≤ L ≤ K.
(2) We have µL−1(hjL) ∈ miZ<0 for all 1 ≤ L ≤ K.
Proof. (1) Since the positive real root corresponding to (µL−1, µL) is the simple root
αjL ∈
◦
Π, the assertion immediately follows from Remark 2.4.3 (2).
(2) Because µL−1(hjL) ∈ Z<0 for all 1 ≤ L ≤ K as shown in the argument above this
lemma, we need only show that µL−1(hjL) ∈ miZ for all 1 ≤ L ≤ K. We will show this
by induction on L.
Assume first that L = 1. From condition (c) of Definition 3.4.3 and Lemma 3.4.6, we
deduce that µ0 = µ = rζi(λ) = λ−λ(γ
∨
i )γi+midiδ. Since j1 ∈ S(λ, i) =
(
I0\Supp(λ)
)
∪{i}
as shown just above this lemma, it follows that λ(hj1) = mi if j1 = i, and λ(hj1) = 0 if
j1 6= i. In addition, we see from the proof of Lemma 3.4.5 that λ(γ
∨
i ) ∈ miZ>0. Therefore,
we obtain that
µ0(hj1) = λ(hj1)︸ ︷︷ ︸
0 or mi
− λ(γ∨i )︸ ︷︷ ︸
∈miZ>0
γi(hj1)︸ ︷︷ ︸
∈Z
+midi δ(hj1)︸ ︷︷ ︸
=0
∈ miZ.
Assume next that L > 1. Because µL−1 = µ −
∑L−1
L′=1 µL′−1(hjL′ )αjL′ , it follows that
µL−1(hjL) = µ(hjL)−
∑L−1
L′=1 µL′−1(hjL′ )αjL′ (hjL). Here, in the same manner as above, we
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see that
µ(hjL) = λ(hjL)︸ ︷︷ ︸
0 or mi
− λ(γ∨i )︸ ︷︷ ︸
∈miZ>0
γi(hjL)︸ ︷︷ ︸
∈Z
+midi δ(hjL)︸ ︷︷ ︸
=0
∈ miZ.
Also, it follows from the inductive assumption that µL′−1(hjL′ ) ∈ miZ for all 1 ≤ L
′ ≤
L− 1. Since αjL′ (hjL) ∈ Z for all 1 ≤ L
′ ≤ L− 1, we conclude that
µL−1(hjL) = µ(hjL)︸ ︷︷ ︸
∈miZ
−
L−1∑
L′=1
µL′−1(hjL′ )︸ ︷︷ ︸
∈miZ
αjL′ (hjL)︸ ︷︷ ︸
∈Z
∈ miZ.
Thus we have proved the lemma.
Proposition 3.4.9. For each 1 ≤ q′ ≤ mi − 1, there exists a (q
′/mi)-chain for (λ, λ +
midiδ).
Proof. Combining Lemmas 3.4.7 and 3.4.8, we see that λ > rζi(λ) = µ0 > µ1 > µ2 >
· · · > µK = λ+midiδ is a (q
′/mi)-chain for (λ, λ+midiδ), with ζi, αj1 , αj2, . . . , αjK the
corresponding positive real roots. This proves the proposition.
Now we are ready to prove Proposition 3.4.1.
Proof of Proposition 3.4.1. We will prove this proposition by induction on N . If N = 0,
then the assertion is obvious. Assume that N > 0. We write N as
∑
j∈I0(λ,p)
mjdjkj with
kj ∈ Z≥0 for j ∈ I0(λ, p), and take i ∈ I0(λ, p) such that ki > 0, mi > 0 (and hence
mi ≥ 2, i.e., i ∈ Supp≥2(λ)). Note that we have q/p = q
′/mi for some 1 ≤ q
′ ≤ mi − 1,
since mi ∈ pZ. We know from Proposition 3.4.9 that there exists a (q/p)-chain for
(λ, λ+midiδ); we write it as: λ = ν0 > ν1 > · · · > νK = λ+midiδ, with ξ1, ξ2, . . . , ξK the
corresponding positive real roots. Sincemi > 0 and ki > 0, it follows that N > N−midi ∈∑
j∈I0(λ,p)
mjdjZ≥0. Therefore, by the inductive assumption, there exists a (q/p)-chain for
(λ, λ+ (N −midi)δ). Hence we deduce from Lemma 2.4.6 that there exists a (q/p)-chain
for (λ+midiδ, λ+Nδ); we write it as: λ+midiδ = ν
′
0 > ν
′
1 > · · · > ν
′
K ′ = λ+Nδ, with
ξ′1, ξ
′
2, . . . , ξ
′
K ′ the corresponding positive real roots. From these two (q/p)-chains, we can
construct a (q/p)-chain for (λ, λ+Nδ) as follows:
λ = ν0 > ν1 > · · · > νK = λ+midiδ = ν
′
0 > ν
′
1 > · · · > ν
′
K ′ = λ+Nδ,
where ξ1, ξ2, . . . , ξK , ξ
′
1, ξ
′
2, . . . , ξ
′
K ′ are the corresponding positive real roots. Thus we
have completed the proof of Proposition 3.4.1.
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3.5 Proof of Theorem 3.1.1. It follows from Corollary 3.4.2 that a path π ∈ P
having an expression of the form (3.1.4) is indeed an LS path of shape λ (see Defini-
tion 2.6.1 of an LS path). Furthermore, we see from Lemma 2.7.3 that such a path π ∈ P
is extremal. This proves part (1) of Theorem 3.1.1.
Let us prove part (2) of Theorem 3.1.1. Let π ∈ B(λ) be an LS path of shape λ.
We know from Proposition 2.6.6 (1) that the Pcl-crystal B(λ)cl is connected. Therefore,
there exists some monomial X in the root operators ej, fj for j ∈ I such that X cl(π) =
cl(πλ). Hence it follows from (2.5.5) that cl(Xπ) = X cl(π) = cl(πλ). From the fact that
cl(Xπ) = cl(πλ), we deduce, using Remark 2.5.5, that the path π
′ := Xπ ∈ P has an
expression of the form:
π′ = (λ−N ′1δ, . . . , λ−N
′
s′−1δ, λ−N
′
s′δ ; σ0, σ1, . . . , σs′−1, σs′),
with N ′1, N
′
2, . . . , N
′
s′ ∈ Q and 0 = σ0 < σ1 < · · · < σs′−1 < σs′ = 1. Here we note that the
path π′ = Xπ ∈ P is an LS path of shape λ. Therefore, it follows from Remark 2.6.2 (1)
that λ − N ′u′δ ∈ Wλ for all 1 ≤ u
′ ≤ s′, which along with Lemma 2.3.3 implies that
N ′u′ ∈ Z for all 1 ≤ u
′ ≤ s′. Now, if we define a path ψ ∈ P by: ψ = πλ − π
′, then ψ ∈ P
has an expression of the form:
ψ = (N ′1δ, . . . , N
′
s′−1δ, N
′
s′δ ; σ0, σ1, . . . , σs′−1, σs′).
Since λ− N ′s′δ ∈ Wλ by Remark 2.6.2 (1), it follows that there exists some w ∈ W such
that wλ = λ + N ′s′δ. Then, from (2.5.4), we have Swπλ = πwλ = πλ+N ′s′δ = πλ + πN
′
s′
δ.
Therefore, by using Lemma 2.7.2, we deduce that
Swπ
′ = Sw(πλ − ψ) = Swπλ − ψ = πλ + πN ′
s′
δ − ψ = π
′ + πN ′
s′
δ,
and hence that the path π′′ := Swπ
′ ∈ B(λ) has an expression of the form:
π′′ = (λ−N ′′1 δ, . . . , λ−N
′′
s′−1δ, λ ; σ0, σ1, . . . , σs′−1, σs′), (3.5.1)
where we set N ′′u′ := N
′
u′ − N
′
s′ for 1 ≤ u
′ ≤ s′; note that N ′′s′ = 0. We will show that
π′′ ∈ B(λ) has an expression of the form (3.1.4).
Assume now that there exists some 1 ≤ u′ ≤ s′ − 1 such that σu′ /∈ Turn(λ), and
write σu′ = q/p, where 1 ≤ q < p are coprime integers. Then it can easily be seen from
the definition (3.1.2) of Turn(λ) that for each i ∈ I0, we have mi /∈ pZ unless mi = 0.
This means that there exists no j ∈ I0(λ, p) such that mj > 0. Hence it follows from
Corollary 3.3.2 that N ′′u′ − N
′′
u′+1 ∈
∑
j∈I0(λ,p)
mjdjZ≥0 =
{
0
}
, i.e., that N ′′u′ = N
′′
u′+1. As
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a result, we have λ−N ′′u′δ = λ−N
′′
u′+1δ. Thus we can “omit” λ−N
′′
u′δ and σu′ from the
expression (3.5.1) (see Remark 2.5.2 (1)). Namely, the path π′′ ∈ B(λ) has an expression
of the form:
π′′ = (λ−N ′′s′
1
δ, . . . , λ−N ′′s′
L−1
δ, λ ; σs′
0
, σs′
1
, . . . , σs′
L−1
, σs′
L
), (3.5.2)
where 0 = s′0 < s
′
1 < · · · < s
′
L = s
′, and σs′
l
∈ Turn(λ) =
{
τ1 < τ2 < · · · < τs−1
}
for every
1 ≤ l ≤ L − 1. We define an increasing sequence 0 = s0 < s1 < · · · < sL = s so that
τsl = σs′l for every 0 ≤ l ≤ L, and set Nsl := N
′′
s′
l
for 1 ≤ l ≤ L− 1. Then the expression
(3.5.2) of π′′ ∈ B(λ) can be written as:
π′′ = (λ−Ns1δ, . . . , λ−NsL−1δ, λ ; τs0 , τs1, . . . , τsL−1 , τsL). (3.5.3)
Assume next that there exists some 1 ≤ u ≤ s−1 such that τu ∈ Turn(λ)\
{
τs1 , . . . , τsL−1
}
,
and let 1 ≤ l0 ≤ L be such that τsl0−1 < τu < τsl0 . Then we can “insert” τu between
τsl0−1 and τsl0 in the expression (3.5.3) of π
′′ (see Remark 2.5.2 (2)). Namely, the path
π′′ ∈ B(λ) has an expression of the form:
π′′ = (λ−Ns1δ, . . . , λ−Nsl0−1δ, λ−Nuδ︸ ︷︷ ︸
inserted
, λ−Nsl0δ, . . . , λ−NsL−1δ, λ ;
τs0, τs1 , . . . , τsl0−1 , τu︸︷︷︸
inserted
, τsl0 , . . . , τsL−1 , τsL),
where we set Nu := Nsl0 . Repeating these two procedures if necessary, we finally obtain
an expression of π′′ ∈ P of the form:
π′′ = (λ−N1δ, . . . , λ−Ns−1δ, λ ; τ0, τ1, . . . , τs−1, τs), (3.5.4)
where N1, N2, . . . , Ns−1 ∈ Z. Since π
′′ ∈ B(λ) is an LS path of shape λ, there exists a
τu-chain for (λ−Nuδ, λ−Nu+1δ) for each 1 ≤ u ≤ s− 1, where we set Ns := 0. Hence it
follows from Corollary 3.3.2 that
Nu −Nu+1 ∈
∑
j∈I0(λ,pu)
mjdjZ≥0 for each 1 ≤ u ≤ s− 1.
Thus we have proved that every π ∈ B(λ) is connected to an LS path of shape λ having
an expression of the form (3.1.4), i.e., that each connected component of B(λ) contains
an LS path of shape λ having an expression of the form (3.1.4).
Now, let π1 ∈ B(λ) and π2 ∈ B(λ) be LS paths having an expression of the form
(3.1.4):
π1 = (λ−N1,1δ, . . . , λ−N1,s−1δ, λ ; τ0, τ1, . . . , τs−1, τs),
π2 = (λ−N2,1δ, . . . , λ−N2,s−1δ, λ ; τ0, τ1, . . . , τs−1, τs),
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and assume that the paths π1 and π2 are in the same connected component of B(λ). Then,
there exists some monomial X ′ in the root operators ej , fj for j ∈ I such that X
′π1 = π2.
We define a path ψ1 ∈ P by:
ψ1 = (N1,1δ, . . . , N1,s−1δ, 0 ; τ0, τ1, . . . , τs−1, τs).
Note that π1 = πλ−ψ1, and hence that πλ = π1+ψ1. We deduce from Lemma 2.7.1 that
X ′πλ = X
′(π1 + ψ1) = π2 + ψ1
= (λ− (N2,1 −N1,1)δ, . . . , λ− (N2,s−1 −N1,s−1)δ, λ ; τ0, τ1, . . . , τs−1, τs).
Because X ′πλ ∈ B(λ) is an LS path of shape λ, we see from Remark 2.6.2 (1) that
λ− (N2,1 −N1,1)δ ≥ · · · ≥ λ− (N2,s−1 −N1,s−1)δ ≥ λ.
Hence it follows from Remark 2.4.3 (1) that N2,u − N1,u ≥ 0 for all 1 ≤ u ≤ s. By
interchanging the roles of π1 and π2, we also deduce that N1,u−N2,u ≥ 0 for all 1 ≤ u ≤ s.
Thus we conclude that N1,u = N2,u for all 1 ≤ u ≤ s, and hence π1 = π2. This proves
part (2) of Theorem 3.1.1.
Finally, let us prove part (3) of Theorem 3.1.1. Let π ∈ B(λ) be an extremal LS path
of shape λ. Then we know from Remark 2.5.6 that cl(π) ∈ B(λ)cl is extremal. Hence
it follows from Theorem 2.6.6 (3) that there exists some w ∈ W such that cl(Swπ) =
Sw cl(π) = cl(πλ). Here we recall that in the proof of part (2) above, we proved that an
LS path π′ ∈ B(λ) such that cl(π′) = cl(πλ) is contained in the W -orbit of an extremal
LS path having an expression of the form (3.1.4). Therefore, we conclude that Swπ (and
hence π) is contained in the W -orbit of an extremal LS path having an expression of the
form (3.1.4). This proves part (3) of Theorem 3.1.1. Thus we have completed the proof
of Theorem 3.1.1.
4 Crystal structure of the connected component B0(λ) of B(λ).
4.1 Affinization of the Pcl-crystal B(λ)cl. We take (and fix) a Q-linear embedding
aff : h∗/Qδ →֒ h∗ such that cl ◦ aff = id, aff(cl(αj)) = αj for all j ∈ I0, and such that
aff(Pcl) ⊂ P (note that h
∗ ≃ Q⊗Z P and h
∗/Qδ ≃ Q ⊗Z Pcl). Since δ − a0α0 = θ ∈
◦
Q+,
we see that aff(cl(α0)) = aff(cl(a
−1
0 (δ − θ))) = −a
−1
0 θ. In addition, since the level-
zero fundamental weight ̟i is contained in
⊕
j∈I0
Qαj for all i ∈ I0, it follows that
aff(cl(̟i)) = ̟i for all i ∈ I0.
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Let λ ∈ P be the (fixed) level-zero dominant integral weight of the form (3.1.1). We
define a positive integer dλ ∈ Z>0 by:
Wλ ∩ (λ+ Zδ) = λ+ dλZδ. (4.1.1)
Remark 4.1.1. It follows from Lemma 2.3.2 (see the proof of Lemma 2.3.3) that dλ is
equal to the greatest common divisor of the integers
{
midi
}
i∈I0
.
Define the affinization B̂(λ)cl of the Pcl-crystal B(λ)cl to be the direct product set
B̂(λ)cl := B(λ)cl × (a
−1
0 Z) (4.1.2)
of B(λ)cl and a
−1
0 Z; let us denote an element (η, n) ∈ B̂(λ)cl by η ⊗ z
n. Now we give
a P -crystal structure to B̂(λ)cl as follows. We define the Kashiwara operators ej , fj on
B̂(λ)cl for j ∈ I by:
ej(η ⊗ z
n) = (ejη)⊗ z
n, fj(η ⊗ z
n) = (fjη)⊗ z
n for j ∈ I0, (4.1.3)
e0(η ⊗ z
n) = (e0η)⊗ z
n+a−1
0 , f0(η ⊗ z
n) = (f0η)⊗ z
n−a−1
0 , (4.1.4)
for η ⊗ zn ∈ B̂(λ)cl. Here 0⊗ z
n is understood to be 0 for each n ∈ a−10 Z. We define the
weight map wt : B̂(λ)cl → P by:
wt(η ⊗ zn) = aff(η(1)) + nδ for η ⊗ zn ∈ B̂(λ)cl, (4.1.5)
and define the maps εj, ϕj : B̂(λ)cl → Z≥0 for j ∈ I by:
εj(η ⊗ z
n) = max
{
l ≥ 0 | elj(η ⊗ z
n) 6= 0
}
for η ⊗ zn ∈ B̂(λ)cl, (4.1.6)
ϕj(η ⊗ z
n) = max
{
l ≥ 0 | f lj(η ⊗ z
n) 6= 0
}
for η ⊗ zn ∈ B̂(λ)cl. (4.1.7)
The proof of the following proposition is straightforward.
Proposition 4.1.2. The set B̂(λ)cl equipped with the Kashiwara operators ej, fj for j ∈ I,
and the maps wt, εj, ϕj for j ∈ I, is a P -crystal.
4.2 Isomorphism theorem. Let λ ∈ P be the (fixed) level-zero dominant integral
weight of the form (3.1.1). For each M ∈ a−10 Z, let B0(λ +Mδ) denote the connected
component of the crystal B(λ + Mδ) of all LS paths of shape λ + Mδ containing the
straight line πλ+Mδ.
Lemma 4.2.1. Let M1, M2 ∈ a
−1
0 Z. Then, B0(λ +M1δ) = B0(λ +M2δ) if and only if
M1 −M2 ∈ dλZ.
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Proof. Assume that B0(λ +M1δ) = B0(λ +M2δ). Then the straight line πλ+M1δ is an
LS path of shape λ +M2δ. Therefore, it follows from Remark 2.6.2 (2) that λ +M1δ ∈
W (λ+M2δ). Since W (λ+M2δ) = Wλ+M2δ, we have λ+ (M1−M2)δ ∈ Wλ. Thus we
obtain that M1 −M2 ∈ dλZ from the definition of dλ.
Conversely, ifM1−M2 ∈ dλZ, then we deduce from the definition of dλ that λ+(M1−
M2)δ ∈ Wλ, and hence λ+M1δ ∈ W (λ+M2δ). Therefore, there exists some w ∈ W such
that λ+M1δ = w(λ+M2δ). As a result, it follows from (2.5.4) that Swπλ+M2δ = πλ+M1δ.
Thus we obtain that πλ+M2δ ∈ B0(λ+M1δ), and hence B0(λ+M1δ) = B0(λ+M2δ). This
proves the lemma.
The following theorem (along with Corollary 4.2.7) is a generalization of [GL, Proposi-
tion 5.9], in which g is nontwisted, and λ ∈ P is a positive integer multiple of a level-zero
fundamental weight.
Theorem 4.2.2. Let λ ∈ P be the (fixed ) level-zero dominant integral weight of the form
(3.1.1). Then, there exists an isomorphism Θ of P -crystals :
Θ : B̂(λ)cl
∼
→
⊔
M∈a−1
0
Z
0≤M<dλ
B0(λ+Mδ). (4.2.1)
In order to define the map Θ, we need some lemmas.
Lemma 4.2.3. Let η ∈ B(λ)cl.
(1) The set cl−1(η) ∩ B0(λ) is not empty.
(2) Take an arbitrary π ∈ cl−1(η) ∩ B0(λ). Then, cl
−1(η) ∩ B0(λ) =
{
π + πkdλδ | k ∈ Z
}
.
Proof. (1) It follows from Theorem 2.6.6 (1) that there exists some monomial X in the
root operators ej , fj for j ∈ I such that η = X cl(πλ). We deduce from (2.5.5) that
η = cl(Xπλ), and hence that Xπλ ∈ cl
−1(η). Since Xπλ ∈ B0(λ), we see that Xπλ ∈
cl−1(η) ∩ B0(λ). This proves part (1) of the lemma.
(2) First we prove that cl−1(η) ∩ B0(λ) ⊃
{
π + πkdλδ | k ∈ Z
}
. Take an arbitrary k ∈ Z,
and set π′ := π + πkdλδ. Since it is obvious that π
′ ∈ cl−1(η), it remains to show that
π′ ∈ B0(λ). Because π ∈ B0(λ) by assumption, there exists some monomial X
′ in the root
operators ej , fj for j ∈ I such that X
′π = πλ. Therefore, using Lemma 2.7.1, we deduce
that
X ′π′ = X ′(π + πkdλδ) = X
′π + πkdλδ = πλ + πkdλδ = πλ+kdλδ.
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Note that λ + kdλδ ∈ Wλ by the definition of dλ. Hence there exists some w ∈ W such
that λ = w(λ + kdλδ). Therefore, we see from (2.5.4) that Swπλ+kdλδ = πλ. Thus we
obtain that SwX
′π′ = Swπλ+kdλδ = πλ, and hence π
′ ∈ B0(λ). This proves the desired
inclusion ⊃.
Next we prove that cl−1(η) ∩ B0(λ) ⊂
{
π + πkdλδ | k ∈ Z
}
. Let π′ ∈ cl−1(η) ∩ B0(λ).
Since cl(π) = cl(π′) = η, there exists a piecewise linear, continuous function F (t) : [0, 1]→
Q such that F (0) = 0, F (1) ∈ a−10 Z, and π
′(t) = π(t) + F (t)δ for all t ∈ [0, 1]. Define a
path ψ ∈ P by: ψ(t) = F (t)δ, t ∈ [0, 1]; note that π′ = π+ψ. We will show that ψ = πkdλδ
for some k ∈ Z. Since X ′π = πλ for the above monomial X
′ in the root operators, we
deduce from Lemma 2.7.1 that X ′π′ = X ′(π + ψ) = X ′π + ψ = πλ + ψ. If we write the
path ψ ∈ P as: ψ = (N ′1δ, N
′
2δ, . . . , N
′
s′δ ; σ0, σ1, . . . , σs′), with N
′
1, N
′
2, . . . , N
′
s′ ∈ Z and
0 = σ0 < σ1 < · · · < σs′ = 1, then we have
B0(λ) ∋ X
′π′ = πλ + ψ = (λ+N
′
1δ, λ+N
′
2δ, . . . , λ+N
′
s′δ ; σ0, σ1, . . . , σs′).
Since X ′π′ ∈ B(λ), it follows from Remark 2.6.2 (1) that λ + N ′1δ ≥ λ + N
′
2δ ≥ · · · ≥
λ + N ′s′δ, and hence that N
′
1 ≤ N
′
2 ≤ · · · ≤ N
′
s′ by Remark 2.4.3 (1). Also, because
X ′π′ ∈ B0(λ), there exists some monomial X
′′ in the root operators ej , fj for j ∈ I such
that X ′′X ′π′ = πλ. Therefore, using Lemma 2.7.1, we deduce that
B0(λ) ∋ X
′′πλ = X
′′(X ′π′ − ψ) = X ′′X ′π′ − ψ = πλ − ψ
= (λ−N ′1δ, λ−N
′
2δ, . . . , λ−N
′
s′δ ; σ0, σ1, . . . , σs′).
Again, since X ′′πλ ∈ B(λ), it follows from Remark 2.6.2 (1) that λ − N
′
1δ ≥ λ − N
′
2δ ≥
· · · ≥ λ − N ′s′δ, and hence that N
′
1 ≥ N
′
2 ≥ · · · ≥ N
′
s′ by Remark 2.4.3 (1). Thus we
obtain that N ′1 = N
′
2 = · · · = N
′
s′ . But, since λ + N
′
1δ ∈ Wλ by Remark 2.6.2 (1), we
see from the definition of dλ that N
′
1 = kdλ for some k ∈ Z. Therefore, we conclude that
N ′1 = N
′
2 = · · · = N
′
s′ = kdλ, and hence that
ψ = (kdλδ, kdλδ, . . . , kdλδ︸ ︷︷ ︸
s′ times
; σ0, σ1, . . . , σs′) = πkdλδ,
as desired. This proves part (2) of the lemma.
For each η ∈ B(λ)cl, we define π
0
η ∈ P as follows: Take an arbitrary π ∈ cl
−1(η)∩B0(λ).
It follows from Lemma 2.6.4 that π(1) ∈ P can be written as λ−α+n′δ, with α ∈ a−10
◦
Q+
and n′ ∈ a−10 Z. Then we set
π0η := π − πn′δ. (4.2.2)
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Remark 4.2.4. We see from Lemma 4.2.3 (2) that π0η does not depend on the choice of
π ∈ cl−1(η) ∩ B0(λ).
Lemma 4.2.5. Let η ∈ B(λ)cl. Then, for each j ∈ I, we have :
(1) π0ejη = ejπ
0
η − πδj,0a−10 δ if ejη 6= 0,
(2) π0fjη = fjπ
0
η + πδj,0a−10 δ if fjη 6= 0.
Proof. We give only the proof of part (1); the proof of part (2) is similar. Let π ∈
cl−1(η) ∩ B0(λ), and assume that π(1) = λ − α + n
′δ, with α ∈ a−10
◦
Q+ and n
′ ∈ a−10 Z.
Note that ejπ ∈ cl
−1(ejη) ∩ B0(λ) by (2.5.5). Because α0 = a
−1
0 (δ − θ), we have
(ejπ)(1) = π(1) + αj = λ− α + n
′δ + αj
=
λ− (α− αj) + n
′δ if j 6= 0,
λ− (α + a−10 θ) + (n
′ + a−10 )δ if j = 0.
Therefore, it follows from the definition of π0ejη that
π0ejη = ejπ − π(n′+δj,0a−10 )δ. (4.2.3)
Also, because π0η = π − πn′δ by the definition of π
0
η, we have ejπ
0
η = ejπ − πn′δ by
Lemma 2.7.1. Combining this equation with (4.2.3), we obtain that π0ejη = ejπ
0
η−πδj,0a−10 δ.
This proves part (1) of the lemma.
Now, let us define a map Θ : B̂(λ)cl → P by:
Θ(η ⊗ zn) = π0η + πnδ for η ⊗ z
n ∈ B̂(λ)cl. (4.2.4)
Lemma 4.2.6. Let η ⊗ zn ∈ B̂(λ)cl, and let π ∈ cl
−1(η) ∩ B0(λ). Assume that π(1) =
λ− α+ n′δ, with α ∈ a−10
◦
Q+ and n
′ ∈ a−10 Z. Then, Θ(η ⊗ z
n) ∈ B(λ + (n− n′)δ).
Proof. It follows from the definition of the map Θ that
Θ(η ⊗ zn) = π0η + πnδ = (π − πn′δ) + πnδ = π + π(n−n′)δ. (4.2.5)
Therefore, we see from Lemma 2.7.4 that Θ(η ⊗ zn) ∈ B(λ + (n− n′)δ). This proves the
lemma.
Proof of Theorem 4.2.2. We will establish this theorem by proving Claims 1, 2, and 3
below.
Claim 1. Let η ⊗ zn ∈ B̂(λ)cl. Then, wt(η ⊗ z
n) = wt(Θ(η ⊗ zn)).
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Let π ∈ cl−1(η) ∩ B0(λ), and assume that π(1) = λ − α + n
′δ, with α ∈ a−10
◦
Q+ and
n′ ∈ a−10 Z. Then we see from the definition of the Q-linear embedding aff : h
∗/Qδ →֒ h∗
that aff(η(1)) = aff(cl(π(1))) = aff(cl(λ))− aff(cl(α)) = λ− α. Therefore, by (4.1.5), we
have
wt(η ⊗ zn) = aff(η(1)) + nδ = λ− α + nδ.
Also, it follows from the definition of π0η that π
0
η(1) = π(1)− n
′δ = λ− α. Therefore, by
the definition of the map Θ, we have
wt(Θ(η ⊗ zn)) = wt(π0η + πnδ) = π
0
η(1) + πnδ(1) = λ− α + nδ.
This proves Claim 1.
Claim 2. Let η ⊗ zn ∈ B̂(λ)cl. Then, for all j ∈ I,
Θ
(
ej(η ⊗ z
n)
)
= ejΘ(η ⊗ z
n) and Θ
(
fj(η ⊗ z
n)
)
= fjΘ(η ⊗ z
n), (4.2.6)
εj(η ⊗ z
n) = εj(Θ(η ⊗ z
n)) and ϕj(η ⊗ z
n) = ϕj(Θ(η ⊗ z
n)). (4.2.7)
Here Θ(0) is understood to be 0.
We give only the proof of the equations Θ
(
ej(η⊗ z
n)
)
= ejΘ(η⊗ z
n) and εj(η⊗ z
n) =
εj(Θ(η ⊗ z
n)), since the proof of the corresponding equations for fj is similar. First, let
us show that ej(η ⊗ z
n) = 0 if and only if ejΘ(η ⊗ z
n) = 0. Indeed, we have:
ej(η ⊗ z
n) = 0 ⇔ ejη = 0 by the definition of ej for B̂(λ)cl,
⇔ ejπ = 0 by (2.5.5),
⇔ ejπ
0
η = 0 by Lemma 2.7.1 and the definition of π
0
η,
⇔ ej(π
0
η + πnδ) = 0 by Lemma 2.7.1,
⇔ ejΘ(η ⊗ z
n) = 0 by the definition of the map Θ.
Now assume that ejπ
0
η 6= 0 (and hence ejη 6= 0). From the definitions of the Kashiwara
operator ej for B̂(λ)cl and the map Θ, we deduce that Θ
(
ej(η⊗z
n)
)
= Θ(ejη⊗z
n+δj,0a
−1
0 ) =
π0ejη + π(n+δj,0a−10 )δ. Furthermore, this equals ejπ
0
η + πnδ by Lemma 4.2.5 (1). Also, we see
from Lemma 2.7.1 that ejΘ(η ⊗ z
n) = ej(π
0
η + πnδ) = ejπ
0
η + πnδ. Thus we have proved
the equation Θ
(
ej(η⊗ z
n)
)
= ejΘ(η⊗ z
n). This equation along with (4.1.6) immediately
implies the equation εj(η ⊗ z
n) = εj(Θ(η ⊗ z
n)). This proves Claim 2.
It follows from Claims 1 and 2, in view of Lemma 4.2.6, that the image ImΘ of Θ is
a subcrystal of
⋃
M∈a−1
0
Z B(λ+Mδ).
39
Claim 3. The map Θ : B̂(λ)cl → P is injective, and its image ImΘ is equal to⊔
M∈a−1
0
Z
0≤M<dλ
B0(λ+Mδ). (4.2.8)
First we show that the map Θ is injective. Assume that Θ(η1⊗ z
n1) = Θ(η2⊗ z
n2) for
some η1⊗ z
n1 , η2⊗ z
n2 ∈ B̂(λ)cl. It immediately follows from the definition of the map Θ
that π0η1 +πn1δ = π
0
η2
+πn2δ. Also, we have cl(π
0
η1
) = η1 and cl(π
0
η2
) = η2 by the definitions
of π0η1 and π
0
η2
. Hence we obtain that
η1 = cl(π
0
η1
) = cl(π0η1 + πn1δ) = cl(π
0
η2
+ πn2δ) = cl(π
0
η2
) = η2.
This implies that πn1δ = πn2δ, and hence n1 = n2. Thus we have shown that η1 ⊗ z
n1 =
η2 ⊗ z
n2 , and hence that the map Θ is injective.
Next we show that the image ImΘ of Θ is equal to the subset (4.2.8) of P; note that⋃
M∈a−1
0
Z
B0(λ+Mδ) =
⊔
M∈a−1
0
Z
0≤M<dλ
B0(λ+Mδ)
as seen from Lemma 4.2.1. Since π0cl(πλ) is clearly equal to πλ by the definition of π
0
cl(πλ)
,
it follows from the definition of Θ that Θ(cl(πλ) ⊗ t
M ) = πλ + πMδ = πλ+Mδ for every
M ∈ a−10 Z. Consequently, we have πλ+Mδ ∈ ImΘ for all M ∈ a
−1
0 Z. This implies that⋃
M∈a−1
0
Z
B0(λ+Mδ) ⊂ ImΘ, (4.2.9)
since ImΘ is a subcrystal of
⋃
M∈a−1
0
Z B(λ +Mδ).
Now, let us show the reverse inclusion. As seen in the proof of Lemma 4.2.6 (see
(4.2.5)), every element of ImΘ is of the form π+πn′′δ, with π ∈ B0(λ) and n
′′ ∈ a−10 Z. Since
π ∈ B0(λ), there exists some monomial X in the root operators ej , fj for j ∈ I such that
π = Xπλ. Hence it follows from Lemma 2.7.1 that X(πλ+n′′δ) = X(πλ+πn′′δ) = π+πn′′δ.
Therefore, we obtain that ⋃
M∈a−1
0
Z
B0(λ+Mδ) ⊃ ImΘ. (4.2.10)
Combining (4.2.9) and (4.2.10), we conclude that
ImΘ =
⋃
M∈a−1
0
Z
B0(λ+Mδ) =
⊔
M∈a−1
0
Z
0≤M<dλ
B0(λ+Mδ).
This proves Claim 3.
Thus the proof of Theorem 4.2.2 is completed.
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Corollary 4.2.7. The connected component B0(λ) of B(λ) is isomorphic as a P -crystal to
the subcrystal of B̂(λ)cl consisting of all elements η⊗ z
n ∈ B̂(λ)cl that satisfy the following
condition (C):
(C) Let π ∈ cl−1(η) ∩ B0(λ), and assume that π(1) = λ − α + n
′δ with α ∈ a−10
◦
Q+ and
n′ ∈ a−10 Z. Then it holds that n
′ − n ∈ dλZ.
Remark 4.2.8. As is easily seen from Lemma 4.2.3 (2), it does not depend on the choice
of π ∈ cl−1(η) ∩ B0(λ) whether or not an element η ⊗ z
n ∈ B̂(λ)cl satisfies condition (C).
Proof of Corollary 4.2.7. Let η ⊗ zn ∈ B̂(λ)cl, and let π ∈ cl
−1(η) ∩ B0(λ). Assume that
π(1) = λ − α + n′δ, with α ∈ a−10
◦
Q+ and n
′ ∈ a−10 Z. Then, as in (4.2.5), we have
Θ(η⊗ zn) = π+π(n−n′)δ. By the argument used to show (4.2.10) above, we can show that
Θ(η ⊗ zn) = π + π(n−n′)δ ∈ B0(λ + (n − n
′)δ). Therefore, if the element η ⊗ zn ∈ B̂(λ)cl
satisfies condition (C) (i.e., that n′ − n ∈ dλZ), then it follows from Lemma 4.2.1 that
Θ(η ⊗ zn) ∈ B0(λ + (n − n
′)δ) = B0(λ). Conversely, if Θ(η ⊗ z
n) ∈ B0(λ), then we
obtain that B0(λ + (n − n
′)δ) = B0(λ), and hence that n − n
′ ∈ dλZ by Lemma 4.2.1.
Therefore, the element η ⊗ zn ∈ B̂(λ)cl satisfies condition (C). This completes the proof
of the corollary.
A Appendix.
A.1 Relation with the crystal base of an extremal weight module. For an
integral weight λ ∈ P , we denote by B(λ) the crystal base of the extremal weight Uq(g)-
module V (λ) of extremal weight λ (see [Kas3, Sections 3 and 5]), where Uq(g) is the
quantized universal enveloping algebra of g, and denote by uλ ∈ B(λ) the extremal element
of weight λ corresponding to the canonical generator of V (λ). The aim in the Appendix
is to prove the following proposition.
Proposition A.1.1. Let λ =
∑
i∈I0
mi̟i, with mi ∈ Z≥0 for i ∈ I0, be a level-zero
dominant integral weight. Then, the crystal base B(λ) is isomorphic as a P -crystal to
the crystal B(λ) of all LS paths of shape λ if and only if λ is of the form mi̟i for some
i ∈ I0.
The main ingredient in our proof of Proposition A.1.1 is the following theorem (see
[BN, Remark 4.17], and also [Kas3, Conjecture 13.1 (iii)]).
Theorem A.1.2. Let λ =
∑
i∈I0
mi̟i, with mi ∈ Z≥0 for i ∈ I0, be a level-zero dominant
integral weight. Then, there exists an isomorphism of P -crystals B(λ)
∼
→
⊗
i∈I0
B(mi̟i)
that maps uλ ∈ B(λ) to u˜λ :=
⊗
i∈I0
umi̟i ∈
⊗
i∈I0
B(mi̟i).
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Let B be the crystal base of an extremal weight Uq(g)-module, or a tensor product of
the crystal bases of extremal weight Uq(g)-modules. Then we have an action, denoted by
Sw, w ∈ W , of the Weyl group W on the set B such that wt(Swb) = wwt(b) for every
w ∈ W and b ∈ B (see [Kas1, Section 7]). The proof of the following lemma is standard
(see the proof of [AK, Lemma 1.6 (1)]).
Lemma A.1.3. Let λ =
∑
i∈I0
mi̟i, with mi ∈ Z≥0 for i ∈ I0, be a level-zero dominant
integral weight. For every w ∈ W , we have Swu˜λ =
⊗
i∈I0
Swumi̟i.
Lemma A.1.4. Let λ =
∑
i∈I0
mi̟i, with mi ∈ Z≥0 for i ∈ I0, be a level-zero dominant
integral weight. Then each connected component of B(λ) contains at most one element of
weight λ.
Proof. Take an arbitrary connected component of B(λ), and denote it by B1(λ). We know
from Theorem 3.1.1 (2) that B1(λ) contains a unique (extremal) LS path π of shape λ
having an expression of the form (3.1.4):
π = (λ−N1δ, . . . , λ−Ns−1δ, λ ; τ0, τ1, . . . , τs−1, τs) ∈ B1(λ).
Define a path ψ ∈ P by:
ψ = (N1δ, . . . , Ns−1δ, 0 ; τ0, τ1, . . . , τs−1, τs),
and n1 ∈ a
−1
0 Z by: ψ(1) = n1δ. Then we deduce from Lemma 2.7.1 that B1(λ) =
B0(λ)−ψ. Therefore, the number of elements of weight λ in B1(λ) is equal to the number
of elements of weight λ + n1δ in B0(λ). But, we see from Theorem 2.6.6 (3) and the
definition of the P -crystal B̂(λ)cl that the number of elements of weight λ+ n1δ in B̂(λ)cl
is exactly 1. Hence it follows from Theorem 4.2.2 that the number of elements of weight
λ+ n1δ in B0(λ) is at most 1. This proves the lemma.
Proof of Proposition A.1.1. We proved in [NS2, Corollary 3.8.1] that for each m ∈ Z≥0
and i ∈ I0, the crystal base B(m̟i) is isomorphic to B(m̟i) as a P -crystal. Therefore,
it suffices to show the “only if” part. Assume that the support Supp(λ) of λ contains
at least two elements, i.e., that #Supp(λ) ≥ 2. Let us denote by B0(λ) the connected
component of B(λ) containing uλ. Note that under the isomorphism of P -crystals in The-
orem A.1.2, B0(λ) is isomorphic to the connected component of
⊗
i∈I0
B(mi̟i) containing
u˜λ :=
⊗
i∈I0
umi̟i, which we denote by B˜0(λ).
Claim. The number of elements of weight λ in B0(λ) is greater than or equal to 2.
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Because #Supp(λ) ≥ 2, we can take β1, β2 ∈ Γ such that (λ, β1) = (λ, β2) = 0 and
such that (̟i0, β1) 6= (̟i0, β2) for some i0 ∈ I0 with mi0 > 0. We see from Lemma A.1.3
that
Stβ1 u˜λ =
⊗
i∈I0
Stβ1umi̟i, Stβ2 u˜λ =
⊗
i∈I0
Stβ2umi̟i.
Since (λ, β1) = (λ, β2) = 0, it immediately follows that both of the elements Stβ1 u˜λ and
Stβ2 u˜λ are of weight λ. Note that the weight of the i0-th factor Stβ1umi0̟i0 of Stβ1 u˜λ
equals mi0̟i0 − mi0(̟i0, β1)δ, and the weight of the i0-th factor Stβ2umi0̟i0 of Stβ2 u˜λ
equals mi0̟i0 −mi0(̟i0, β2)δ. But, since (̟i0, β1) 6= (̟i0, β2), the weight of Stβ1umi0̟i0
is not equal to that of Stβ2umi0̟i0 . This implies that Stβ1umi0̟i0 6= Stβ2umi0̟i0 , and
hence that Stβ1 u˜λ 6= Stβ2 u˜λ. Because both of the elements Stβ1 u˜λ and Stβ2 u˜λ lie in the
connected component B˜0(λ) of
⊗
i∈I0
B(mi̟i) containing u˜λ, we conclude that the number
of elements of weight λ in B˜0(λ) is greater than or equal to 2. Hence the same is true for
the connected component B0(λ) of B(λ), since B0(λ) is isomorphic to B˜0(λ) as a P -crystal.
This proves the claim.
Now suppose that the crystal base B(λ) is isomorphic to B(λ) as a P -crystal. Then
the connected component B0(λ) of B(λ) is isomorphic as a P -crystal to some connected
component of B(λ); denote it by B1(λ) as in the proof of Lemma A.1.4. We know from
Lemma A.1.4 that the number of elements of weight λ in B1(λ) is at most 1. Hence we
deduce that the number of elements of weight λ in B0(λ) is at most 1, which contradicts
the claim above. This completes the proof of the proposition.
Example A.1.5. Assume that g is nontwisted, and λ ∈ P is of the form
∑
i∈J ̟i, with
J ⊂ I0 and #J ≥ 2. Note that in this case, di = 1 for all i ∈ I0 by Remark 2.1.1 (1) and
(2.3.1). We know from [Kas3, Proposition 5.4 (ii)] that the crystal base B(λ) is connected.
Also, we see from Theorem 3.1.1 that the crystal B(λ) is connected, since Supp≥2(λ) = ∅
and hence Turn(λ) = ∅. However, the crystals B(λ) and B(λ) are not isomorphic, as can
be seen from Proposition A.1.1. Let us study this case more precisely.
We know from Theorem A.1.2 that B(λ) ∼=
⊗
i∈J B(̟i) as P -crystals. In addition, we
know from [NS2, Corollary 2.2.1] that for each i ∈ I0, the crystal base B(̟i) is isomorphic
as a P -crystal to B(̟i) = B0(̟i), which in turn is isomorphic to the affinization B̂(̟i)cl
of the Pcl-crystal B(̟i)cl by Theorem 4.2.2 (note that d̟i = 1). Hence we have
B(λ) ∼=
⊗
i∈J
B̂(̟i)cl =
⊗
i∈J
(
B(̟i)cl × Z
)
as P -crystals. (A.1.1)
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Now, in our case, dλ = 1 since by Remark 4.1.1 it is equal to the greatest common divisor
of
{
midi
}
i∈I0
=
{
mi
}
i∈I0
with mi = 0, 1 for i ∈ I0. Hence it follows from Theorem 4.2.2
and the connectedness of B(λ), along with Theorem 2.6.6, that
B(λ) = B0(λ) ∼= B̂(λ)cl = B(λ)cl × Z ∼=
(⊗
i∈J
B(̟i)cl
)
× Z as P -crystals. (A.1.2)
The observations (A.1.1) and (A.1.2) above illustrate how the P -crystals B(λ) and B(λ)
differ.
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