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In different parts of discrete programming so-called (H,A,Lc)-problems are studied, where 
one must find an h,E H (H is a set of permutation), for which Lc(h,) = minh.HLc(h), Lc(h) = 
clh(l)+ + c,,h(,,), C= llc,, 11 is an n x n-matrix over A, and A is a totally ordered commutative 
semigroup (for example, semigroup of positive real numbers or a finite commutative totally 
ordered semigroup). We are dealing with the full spectrum of values of the function LC and not 
only with the solutions of a (H,A,L&problem. Equivalence theorems for different classes of 
these problems are proved. Realizability of spectra in some classes of (H,A,Lc)-problems is 
studied. 
Introduction 
Let H be a finite set, U be a totally ordered set and F: H+ U be a function. Then 
the following discrete programming problem called the (H, U, F)-problem or shortly 
the H-problem may be defined: find h, E H for which F(h,) = mirth EH F(h). 
In different parts of discrete programming (H, U, F)-problems are studied for 
various classes of sets H, for diverse special ordered sets U and for different 
concrete functions F. For instance, many well-known problems of discrete 
programming deal with sets of permutations and have as their aim to find a 
permutation of minimal length. As examples of such problems we can designate the 
assignment problem, the traveling salesman problem, the problem of many 
salesmen and the symmetric assignment problem. Usually U is here the ordered set 
of real numbers and F is a length-function. 
If we want to include in our consideration the bottle-neck cases of the above 
problems and some other interesting cases we must consider U here not only as the 
totally ordered set of all real numbers but as an arbitrary Abelian totally ordered 
semigroup A. 
We shall consider this case as most interesting in what follows. So let us give a 
more precise definition. 
Let A be a totally ordered Abelian semigroup with an operation + and let 
C= I/Q)), QEA, i,jeZ, whereZ={1,2, . . . . n}, be an n x n-matrix over A (a distance- 
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matrix). Let H be some subset of the set S, of all permutations S: i-s(r), i E I. Then 
the C-length of the permutation s is defined as the element 
Lc = Cl S(1) + %(2) + . *. + G?,(n) 
of the semigroup A. Further the (H,A,Lo)-problem will be also called the H- 
problem. 
Usually discrete programming theory deals with constructing algorithms for 
finding optimal or near-optimal solutions of a (H, U, F)-problem or with studying of 
properties of such algorithms. Here we shall deal with the full spectra of values of 
the function F. We shall consider only some general aspects of such spectral theory, 
but we hope that in future after describing all possible spectra for some class of 
(H, 0; F)-problems it will be possible to use this information for constructing in this 
class some more efficient algorithms. 
1. Main concepts and problems of the spectral theory 
Let m = 1 H 1 be the number of elements of the set H. We define a spectrum as a 
(2m - I)-vector 
~=(hl,w,,hz,W2,...,h,-,,w,-I,h,), (1) 
where h,h2... h, is a permutation of the elements of the set H, wl, w2, . . . , IV,_, E 
{=, <I. 
A spectrum (1) is called the spectrum of a (H, U, F)-problem if for 
i= 1,2 ,...,m-1, wj~{~}inthecasewhenF(hi)~F(hi+,)andwi~{=}ifF(hi)= 
F(h;+ ,). In this case we shall also say that the (H, U, F)-problem has the spectrum 
(1). An (H, U, F)-problem is called equivalent to a (H, V, G)-problem if they both 
have the same spectrum. This concept of equivalence was introduced in [l] and [2], 
and it is simply considered in our spectral theory. 
The following equivalence problem may be stated: 
Problem 1. Is any H-problem from a class ‘?I of H-problems equivalent to an H- 
problem from another class ‘$3 of H-problems? 
Let G be the class of all (H,A,L,)-problems, where HcS, and A is a totally 
ordered Abelian semigroup. Let Q be its subclass of all H-problems over finite such 
semigroups. Let C&CC% be the class of (H, R,L&-problems, where R is the totally 
ordered semigroup of all real numbers. 
In [l] Problem 1 was considered in the case of some subclasses ‘3 of the class Q 
and of ‘B = c. In what follows we are giving the general positive solution of Problem 
1 in the case of $!I = Q, ‘$3 = G. This solution will be improved in the case of ‘!?I= 00. 
Another group of questions of spectral theory is related with the ‘realizability’ of 
spectra in different classes of H-problems. A spectrum is called realizable in a class 
On spectral theory in discrete programming 271 
!?I if it is the spectrum of a H-problem from !?I. 
In what follows we shall consider (for the same classes &, &, t& as in Problem 1) 
the following realizability problem. 
Problem 2. Describe the spectra realizable in some class 5[ of H-problems. In parti- 
cular, is any spectrum (1) realizable in Yl? 
Let us remark that in the case of the class of all (H, U,F’)-problems any such H- 
problem is equivalent o a H-problem over the finite subset 
of the set iJ. Moreover in this case any spectrum (1) is realizable over some ordered 





if wiE { <}, 
0, if w;E{=}, 
i= 1,2, . . ..m- 1 
and consider the set I!/ of first k natural numbers, where k = 1 + u1 -t- u2 + ... + u,_ 1. 
If we define the function F as follows: 
F(h) = 1, F(hj)=1+u,+u2+~..+ui_, fori=2,3,...,m. 
then it is clear that the spectrum (1) is the spectrum of the constructed (H, U,F)- 
problem. 
2. Equivalence theorem for Q and 6 
Let keN, where N is the set of all natural numbers. A semigroup A is called k- 
absorbing if 
(gmEA)(Val,az, . . ..akEA)(al +a,+ ... +ak = m). 
The element 00 is called the k-absorbing element of A. 
Theorem 1. Any (H, A, L&-problem from Q is equivalent o a (H, B, Ln)-problem 
from G, where B is a finite totally ordered (n + I)-absorbing Abelian semigroup. 
Proof. Let B, be the set of all different elements of the matrix C and let Bk 
(k = 2,3, . . . , ) be the set of all different elements among sums of k arbitrary 
summands from B, . We shall consider the set A, = { (6, i) 1 b E B;, i E N} and we shall 
define an addition and an order in A, as follows: 
(b, i) + (c,j) = (b + c, i+j), 
(b,i)<(c,j) w i<jori=jandb<cinA. 
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It is clear that (A i, + ) is an Abelian semigroup: if b E B;, c E Bj, then b + c E B;+j 
and hence (b, i) + (c, j) = (b + c, i + j) E A,. 
Moreover the set A, is totally ordered. Now let (b, i) < (c, j) and (d, k) E A 1. If i< j, 
then i+k<j+k and 
(b,i)+(d,k)=(b+d,i+k)<(c+d,j+k)=(c,j)+(d,k). 
If i = j and b < c in A, then b + d 5 c + d in A (4 is an ordered semigroup) and hence 
(b + d, i + k) s: (c + d, j + k). So A 1 is a totally ordered semigroup. This semigroup 
may be considered as the subsemigroup of the lexicographically ordered direct 
product A xN generated by the set B; = {(b, 1) 1 b E B,}. The set A, = ((6, i) 1 i> n} 
forms a convex ideal in A i . Therefore the Ree’s ideal factor-semigroup B =A, /A2 is 
a finite totally ordered absorbing Abelian semigroup. 
The matrix D = 11 (cij, 1) )I over B has the following property: L,(h) = (L,(h), n) for 
any h EH. But the order in Ai and also in B is defined such that 
(LCW, n) < (Lc(t), n) * LCW <L,(t) 
for any s, t E H. That is why 
L,(s) <Lo(t) * L,(s) -=Lc([) 
for any s, t E H. Hence our initial (H, A, L&-problem is equivalent o the constructed 
(H, B,Lo)-problem, i.e. to a H-problem over finite totally ordered (n + I)-absorbing 
Abelian semigroup B. 
Corollary 1. For any given n and any given H there exists a ‘universal’finite semi- 
group U= CJ(n, H) such that any (H, A, Lc)-problem with an arbitrary distance- 
matrix C of size n x n over an arbitrary semigroup A is equivalent o a (H, U, L,)- 
problem. 
Proof. For a given n let 
01,(32, . . ..ap (2) 
be the full list of H-problem spectra in the class Q. More accurately let (H, Al, Lc,)-, 
V&AZ, LcJ-, . . . , (H,A,, Lc,)-problems with distance matrices of the size n x n 
realize the given spectra (2). Using Theorem 1 we assume that these H-problems are 
equivalent o (H, B,, LD,)-, (H, B2, LD,)-, . . . . 
where 
(H,BP,LDP)-problems from the class a., 
Bi,Bz, . . ..B. (3) 
are the finite totally ordered semigroups constructed in the proof of Theorem 1. The 
union U of semigroups (3) we turn into an Abelian semigroup if we define additio- 
nally that 
b;+bj=bj+bi=bj for any i<j. 
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In the semigroup U we define a total order in the following way: bi < bj if i<j or i =j 
and bi < bj in the totally ordered semigroup Bi . 
It is not difficult to check that this order turns the semigroup U into totally 
ordered semigroup. The matrices D,, D,, . . ., DP may be considered as matrices over 
subsemigroups (3) of the semigroup U and so as matrices over U. Hence any 
(H, Bi, LD,)-problem is equivalent o a (H, U, LDi)-problem. 
Now let an arbitrary (H,A, L&-problem have the spectrum Oi. Then thisH-problem 
is equivalent o the (H,Ai,Lcj)-problem and hence to the (H, U,LD,)-problem. 
3. Equivalence theorem for 8 = Qo 
LetN,={1,2,...,mI 1<2<... cm} be the finite totally ordered semigroup with 
the following addition @ : 
a@b = 




Lemma [3]. Any H-problem from the class QO is equivalent o some (H,N,,,,L,)- 
problem for an appropriate m EN,,, . 
Theorem 2. For any n EN there exists a natural number Msuch that any (H, R, Lc)- 
problem from the class GO with distance-matrix C of the size n x n is equivalent o a 
(H, NM, L&problem. 
Proof. For a given n E N let (2) be the full list of spectra of H-problems from the 
class Q. with distance-matrices of size n xn. For any oj we shall consider a 
(H, R, Lc,)-problem that realizes this spectrum. It follows from the lemma that any 
such H-problem is equivalent to some (H,N,i,LDi)-problem. Let us consider all 
numbers mi : ml, m2, .. . , mP and let m, = maxi ,isfimi. We shall prove that M can be 
defined as follows: M= (mJ2. Specifically, if M= (m,J2, then in the semigroup NM 
the elements 
m,,2m,, . . . . (m,)2 =M 
form a subsemigroup, order preserving isomorphic to the totally ordered semigroup 
N,,,,. Moreover, for any mi, i= 1,2, . . . , let M+pi be the first number in the sequence 
M,M+ l,M+2, . . . which is divisible by mi: M+pi = mili. Then the numbers 
li*21j, **.) mili=M+pi (4) 
form in NM a subsemigroup order preserving isomorphic to the totally ordered semi- 
group N& Now any matrix Di over Nmi can be transformed into matrix Ei over NM 
by replacing its elements 1,2, . . . , mi by elements (4) of the semigroup NM. As a result 
of this transformation we receive a formally new H-problem with the same spectrum 
274 E. Ya. Gabovich 
oi . Hence any (H, N,,, Lo!)-problem is equivalent to some (H, NM, L,!)-problem. 
Now let an arbitrary (H, R,Lc)-problem have the spectrum ~7;. Then this H- 
problem is equivalent to the (H, R, Lc,)-problem and hence, as we just proved, to the 
(H, N,,,_,, &)-problem. 
4. Realizability of spectra in the class Q 
A spectrum (1) is called strict if all wi E { < }, i = 1,2, . . . , m - 1. We can construct a 
great variety of strict spectra realizable in Q in the following way. Let us consider for 
a natural number n a free Abelian semigroup A with n2 free generators. Such semi- 
group is totally orderable in many different ways. Let C be a distance-matrix over 
A, all elements of which are different free generators of the semigroup A. Then any 
two elements L,(s) and L,(t) for different permutations s and t from the set H are 
different. So for any considered totally ordered free Abelian semigroup A the 
(H,A,Lc)-problem has a strict spectrum. 
A spectrum T is called a factor-spectrum of the spectrum (1) if r is obtained from 
(1) through replacing some occurrences of the symbol ‘ < ’ in (1) by the symbol ‘ = ‘. 
Theorem 3. If a spectrum is realizable in the class Q, then any factor-spectrum is 
also realizable in Q. 
Proof. For a spectrum (1) realizable in the class & let the spectrum 
r= (s,,~1,s2,u2,...,~,-1,~,~1,s,) (5) 
be one of its factor-spectra. Let the spectrum (1) be the spectrum of a (&A,&)- 
problem from the class Q with the distance-matrix C of the size n x n. Then, as it 
follows from the Theorem 1, the spectrum (1) may be considered also as the 
spectrum of a (H, B, LD)-problem, where B is the (n + 1)-absorbing semigroup and D 
is the distance-matrix, which were constructed in the proof of Theorem 1. 
Let B, be in the semigroup A the subset of all different elements among sums of 
exactly n arbitrary elements of the distance-matrix C (see the proof of Theorem 1). 
Now we shall compare the spectra (1) and (5). And for any i = 1,2, . . . , m - 1 if 
wi E { < } but ui E { = } we shall consider in B some new defining relations as follows. 
Let t,, tZ, . . . . t, be all the elements of the subset B, for which 
LC(Si) < tj < LC(Si+]), j= 192, ...,q* 
Then we define in the semigroup B for the elements of the subset BA = {(b, n) 1 b E B, } 
the following new correlations: 
U&,), n) = (t,, 4 = &, 4 = e-0 = (t,, 4 = &(si+ I), 4. 
It is not difficult to see that the result of such identification made for all 
i= 1,2, . . . . m - 1 with wi # ui with some elements of the semigroup B gives us a new 
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totally ordered (n + I)-absorbing Abelian semigroup. Let it be the semigroup B. The 
distance-matrix D can be considered also as a matrix over the semigroup B. So it is 
clear that the spectrum r is the spectrum of the (H,B,L,)-problem and hence the 
factor-spectrum r of the initial spectrum o is also realizable in the class Q. 
We do not know the solution of Problem 2 for the class &. In the next part we 
shall try to obtain it for the class Go. We are not considering realizability of spectra 
in the class ($ separately because Theorem 1 can be reformulated in the following 
form: a spectrum is realizable in the class 6 if and only if it is realizable in the class 
Q. 
5. Realizability of spectra in the class Qo 
The existence of spectra not realizable in the class Q follows from the results of 
[3], where the following theorem was proved: There exists a (S,, N,, ,, LD)-problem 
not equivalent o any (S,, R, Lc)-problem (for n > 2). 
A further large class of spectra not realizable in the class 00 will be obtained in the 
end of this section. 
For any HC S,, 1 H 1 > 1, there exists at least one strict spectrum realizable in the 
class 00. 
To construct the strict spectrum we define the elements of the distance-matrix C
as follows: 
c = 2(i- l)n+j- I, 
0 
i,j= I,2 , . . ..n. 
Then 
cl1 = 1, Cl2 = 2, c,,=4, . . . . c,,=2f12-1. (6) 
Any two sums of n different such numbers are two different natural numbers in the 
scale of 2. Hence any two permutations from S,, have different C-lengths, and a 
strict spectrum corresponds to the defined (H, R, L&-problem. 
We can obtain a large number of new strict spectra realizable in the class &_, if we 
permute the elements (6) of the defined distance-matrix C in all (n2)! possible ways. 
Now we want to give a criterion of realizability of a spectrum in the class t&,. But 
first we must consider some preliminary concepts. 
A vector 1=(1,,12, . . . . /,)ER” is called a model of the spectrum (1) in the case 
when fk=ik_, if and only if WOE{=}, k=l,2,...,m-I. For every model lof the 
spectrum (1) we can consider the following linear equation system: 
xlsk(l)+x2sk(2)+ *.* +xn,,n,=~k~ k= I,2, . . . . m. (7) 
Let V(1) be the set of system (7) coefficient vectors: 
dk=(~,,~2,...,~,,1~), &~{0,1}; i,j=1,2 ,..., n; k=l,2 ,..., m, 
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where the system (7) is rewritten in the form 
f &xti =I,, k= 1,2, . . . . m. (8) 
ij=I 
The coefficients a$, i,j = 1,2, . . . , n, are the elements of the permutation matrix P(Q). 
For a set TC H let V(/, T) be a subsystem of V(I), consisting of all vectors from V(f) 
corresponding to permutations from the set T. 
We say that a subset T of H forms a basis in H if the corresponding permutation 
matrices P(t), TV T, form a maximal linearly independent subset in the set 
{P(s) 1 s E H) of all permutation matrices corresponding to the elements of the set 
H. 
Theorem 4. A spectrum (1) is realizable in the class C&, if and only if there exists a 
model 1 of the spectrum (1) such that for any basis Tfrom H the subset V(1, T) forms 
a basis in the vector-set V(1). 
Proof. Necessity. Let (1) be a spectrum, realizable in the class &, i.e. let (1) be a 
spectrum of an (H, R, L,-)-problem. We define the coordinates of a vector 1 as 
follows: 1; =&(h;), i= 1,2, . . . . m. It is clear that the vector 1 is a model of the 
spectrum (1). 
Let T={hj(i) 1 i= 1,2, . . . . q) be a basis in the set H. It means that: 
(1) The set {P(hjc;,) ( i= 1,2, . . . . q} is linearly independent: from any relation 
fl R(hjck,) +f2R(hj(2)) + ... +fqR(h/(J = 0 (9) 
it follows that all coefficients of this relation are equal to zero: 
f,=f2= . . . =f,=O. (10) 
(2) For any permutation hk E H the permutation matrix P(hk) is a linear combina- 
tion 
R(hk) = gl R(hj(~)) + g2R(hj($ + ... + S,R(hj(,)) (11) 
of the permutation matrices P(hjci,), hj(;) E T, or written in the element form 
~=g,aj,(‘)+g2~~)i(2)+~~ +g,ajj(4’, i,j=1,2 ,..., n, (12) 
where 
P(hk) = II dj II > P(hjci,) = II dji’ I(, i = 1,2, . . . , 4. 
We would like to demonstrate that the vectors of the subsystem V(t, T) form a basis 
in the vector-system V(f). In a natural way we divide our demonstration into two 
parts. 
(1) First we prove the linear independence of the system V(t, T). Let us assume 
that for the vectors 
(13) 
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of this system the following sum is equal to zero: 
A &l) Sf2&2) + *-* +fqdj(q) = 0. 
Remembering (8) we can rewrite (14) in the coefficient form: 
,&(i, = 0. 
First n2 of the new relations (relations (15)) mean that (9) is valid. But for the basis T 
from (9) follows (10). Hence the system V(!, T) is linearly independent. 
(2) Now we prove that any vector dk E V(f) is a linear combination of vectors (13) 
of the subsystem V(I, T). Remembering (11) and using (12) we need only to 
demonstrate that 
,k = gl Ij(1) +gZ(j(2) + *‘* +&1;.(q)’ (16) 
The C-length of a permutation hk may be written in the form 
Hence using (12) and the definition of the vector I we can write 
= ,&c&,a$1)+g2a$2)+ a.. +g,a.jj(QQ 
=g, f cijajj(‘)+g2 i cijajj(2)+ ..- +g,,$ cijajj(4) 
i,j=l i,j= I I,, = 1 
= glLdhj(l)) + g2Ldhj(2)) +a** + gqLdhj(q)) 
=glfj(l)+g2fj(2)+ “’ +gqfj(q)* 
Therefore (16) is valid and any vector dk E V(f) is a linear combination 
(17) 
dk = gldj(l) +g2d’(2) + ... +gqdj(q) 
of the vectors from the system V(f, T). 
The results proved in the parts (1) and (2) of this proof mean that the subsystem 
V(f, T) forms a basis in the vector-system V(f). 
Sufficiency. Let us suppose that there exists such a model f of the spectrum (1) 
that for any basis T= { hj(;) ) i= 1,2, . . . . q} of the set H the subsystem V(f, T) = 
{djc;, ) i= 1,2, . . . . q) of the vector-system V(f) = {dk ) k = 1,2, . . . , m} forms a basis in 
VW. 
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Let us consider the linear equation system (8) for our model 1. Is such system (8) 
solvable? To answer this question, if we denote dkk, = a$, where k’= (i - 1)n +j, and 
dk,,2+, = Ik, we must compare ranks of two matrices 
and 
D = II dw II 3 k=l,2 ,..., m, k’=l,2 ,..., n2, 
D’ = 11 dkp II 9 k=l,2 ,..., m, p=1,2 ,..., n2+1. 
Letusfixabasis T={hj(i,li=l,2,..., q} in the set H. Then the rank of D is equal to 
q. Specifically, permutation matrices P(hjci,), i = 1,2, . . . , q forms a basis in the set 
{R(h,) ) k= 1,2, . . . . m} and hence the vectors 
(@p ($0 
) 12 ,..., a-9, i=1,2 )..., q, 
of coefficients of these matrices form a basis in the set of all row-vectors of the 
matrix D. 
The subsystem I’(!, T) = { djcl, I i = 1,2, . . . , 4) Of the Vector-System 1/(i) = {dk 1 
k= 1,2, . . . . m} forms a basis in V(1). But the last is the system of all row-vectors of 
the matrix D’. Hence the rank of D’ is also equal to q. 
According to the well-known Cronecker-Capelli theorem this means that the 
system (8) has a real solution xij = Cij, i, j = 1,2, . . . , n. But then &(hk) = fk for any 
k= 1,2, . . . . m, where C= )I cii I). Hence (1) is the spectrum of the (H, R,Lc)-problem 
and (1) is realizable in the class G+ 
Corollary 2. Let T= {hJci, I i= 1,2, . . ..q. j(l)<j(2)<.-* <j(q)} be a basis in H. A 
spectrum (l), for which 
Wj(l)~Wj(l)+l~~~~~Wj(~)-l~{=~~ 
is realizable in the class C& if and only if all Wi E { = >, i = 1,2, . . . , m - 1. 
Proof. If all WiE { =}, i= 1,2, . . . . m - 1, then the spectrum (1) is realizable by any 
matrix C with the elements co = ai + bj, where (at, a2,. .., a,) and (bl,bz, . . . , 6,) are 
arbitrary vectors from R”. 
Therefore let us suppose that the spectrum (1) is realized in the class 6~. Accor- 
ding to Theorem 1 this means that there exists a model I of the spectrum (1) for 
which the vector-set V(l, T) in the case of our given basis T forms a basis in the 
vector-set V(f). But then, as we have demonstrated in the second part of the proof of 
Theorem 4, the linear equation system (8) has a real solution xij = c,,, i, j = 1,2, . . . , n 
and for C = I/ cij 11 we obtain 
{(I) = IJ(2) = *** = 1/(@ = 
Ldhj(l)) =Ldhj(2)) = ... = Lc(hjcq,) = L. 
Therefore according to (17) 
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lk = gl Ij(1) + g2 b(2) + *‘- + gq Ij(q) 
= g,L +gzL + *** +g*L=(g1 +g2+ *** +g,)L 
for any k=1,2 ,..., m. But gl+g2+.** + g, = 1. Specifically, if we add for an arbi- 
trary k all n2 of relations (12) we obtain 
n=g,n+gzn+ .** +g,n = (gi +gz+ *** +gq)n, 
where n is obtained as the sum of all n2 elements of different permutation matrices. 
HenceitmustbeIk=Lforanyk=1,2,...,mandwi~{=}foralli=1,2,...,m-1. 
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Conclusion added in proof 
During the seventies a new direction has been developed in optimization theory. 
This so-called algebraic optimization theory has used the fact that a great amount of 
optimization problems have different objects to be optimized (real numbers, 
vectors, circuits routes etc), are using different ways to order these objects and to 
evaluate their characteristics but show a similar nature of the optimization pro- 
cedures. This fact has lead to redefinition and generalization of a number of well- 
known optimization problems, where the classical objects such as real numbers have 
been replaced by elements of partially or totally ordered algebraic structures such as 
semigroups and groups, semirings and semimodules. This algebraized approach was 
connected with a new interpretation of some classic optimization approaches with 
quite new questions of applicability and its boundaries for known algorithms, and 
with a possibility to develop a general theory of optimization. Here some interesting 
relations between different problems can be demonstrated. 
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The very interesting new book [5] is giving monographic survey on this subject 
matter. An extensive bibliography on algebraic optimization theory is also pub- 
lished in this monograph. 
Algebraic optimization theory is a new scientific direction arising on the basis of 
two quite independent fields of mathematics: Optimization theory and theory of 
ordered algebraic systems, which have had essentially different methods and 
traditions, terminologies and applications. But a real synthesis of these two mathe- 
matical disciplines is still far ahead. As the book [5] demonstrates, until now the 
optimization theory has used ordered algebraic structures mostly as a raw material 
to generalize its problems and methods, as a battle-field, on which a new level of 
clarity can be gained. But the problems of pure algebraic nature in the new theory 
are not yet investigated. We hope that the present article demonstrates one of the 
possibilities how a more algebraic thinking can be integrated in the new theory, 
giving a better basing and justifying to its name. 
The problem treated in the paper and the algebraic methods used can be extended 
to some other parts and investigation objects of algebraic optimization theory. The 
results of this paper have been published without proofs in [6]. They have been 
discussed in my talks on operation research (see [6]) and algebraic (see [7]) con- 
ferences. 
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