Abstract. We provide a general program for finding nice arrangements of points in real or complex projective space from transitive actions of finite groups. In many cases, these arrangements are optimal in the sense of maximizing the minimum distance. We introduce our program in terms of general Schurian association schemes before focusing on the special case of Gelfand pairs. Notably, our program unifies a variety of existing packings with heretofore disparate constructions. In addition, we leverage our program to construct the first known infinite family of equiangular lines with Heisenberg symmetry.
Introduction
We consider the fundamental problem of packing points in real or complex projective space so that the minimum distance is maximized. A famous instance of this problem is the Tammes problem [38] , which concerns the packing of points in S 2 ∼ = CP 1 . In this space, the optimal packing of 13 points was the subject of a celebrated argument between Newton and Gregory [35] . Recently, the general problem of packing in projective space has received renewed attention due to its applications in communication, coding, and quantum information theory [37, 45] . In fact, the last few years produced a multitude of disparate constructions of optimal packings [24, 9, 23, 19, 21, 10, 33, 20, 3, 18] (see [22] for a living survey), leaving one yearning for some sort of unified theory. This paper provides a modest step in that direction by identifying a fruitful correspondence with transitive actions of finite groups.
Points in projective space correspond to one-dimensional subspaces (lines) of some real or complex vector space, and for convenience, we represent each line with a spanning unit vector. Our packing problem then amounts to finding unit vectors {φ i } n i=1 that minimize coherence, defined by max 1≤i =j≤n
To minimize coherence, it suffices to achieve equality in some known lower bound, such as the Welch, orthoplex or Levenstein bounds [43, 14, 34] . For each of these bounds, there exist specific cases in which equality is achievable. Interestingly, a packing achieves equality in the Welch bound precisely when the Gram matrix φ j , φ i n i,j=1
is a scalar multiple of a projection with off-diagonal entries of constant modulus [37] . Such packings are known as equiangular tight frames (ETFs).
Conway, Hardin and Sloane [14] were perhaps the first to observe that highly symmetric arrangements of lines are frequently strong competitors in the packing problem. Packings exhibiting abelian symmetry are known as harmonic frames, and harmonic ETFs are constructed using combinatorial objects known as difference sets [37, 44] . Optimal packings of d 2 points in CP d−1 are conjectured to be ETFs with Heisenberg symmetry for every d, which correspond to desirable measurement ensembles for quantum state estimation [45] . As a precursor to the present paper, the authors recently used group schemes to construct the first known infinite family of ETFs with nonabelian symmetry [33] .
The main idea of this paper is illustrated in Figure 1 . Every transitive action of a finite group determines a Schurian association scheme, which in turn produces a collection of distinguished projections through its spherical functions. Each projection inherits symmetries from the group action, and has a (small) number of distinct entries bounded by the dimension of the scheme's adjacency algebra. Viewing each projection as a Gram matrix then produces a collection of vectors that will often generate an optimal line packing. In particular, the packing might be an ETF since it necessarily has a small number of angles.
While each of these individual relationships is known, the entire chain suggests a useful new discovery tool for researchers. For example, one may systematically search through finite group actions in GAP [25] to find worthy line packings. The authors used this program to find an ETF exhibiting Heisenberg symmetry, and then generalized it to the first known infinite family with such symmetry. While these ETFs are not exactly the packings desired in quantum information theory, we expect there to be some sort of relationship (as in [2] ), and we leave this for future investigation.
The following section covers preliminary information about Schurian association schemes and in particular, the commutative instances corresponding to Gelfand pairs. In the theory of Lie groups, Gelfand pairs are used widely for the reproducing properties of their spherical functions on homogeneous spaces [27] . However, Gelfand pairs of finite groups appear to have received comparatively little attention from the frame theory community. As far as we are aware, the current article represents the first systematic attempt to mine Gelfand pairs as sources of finite frames. Section 3 then discusses the packings that arise from Schurian schemes, known as homogeneous frames. We illustrate the theory with examples in Section 4. Sections 5 and 6 then explain how to leverage the chain of relationships illustrated in Figure 1 to produce an infinite family of ETFs with Heisenberg symmetry. A nontrivial consequence of Zauner's conjecture [45] is that an infinite family like this exists, and so our construction gives theoretical evidence in favor of that conjecture.
Preliminaries
We begin by recalling the basic theory of frames, Schurian association schemes, and Gelfand pairs. See [13, 11, 5, 12] for more details. mind, the Gram matrix for Φ is the n × n matrix
, which is clearly positive semidefinite. To say that Φ is a tight frame for its span means precisely that Φ * Φ is a constant times a projection. Moreover, it is possible to recover Φ from its Gram matrix, up to a unitary equivalence. (For example, when Φ is Parseval we can just take the columns of Φ * Φ in their span.) We say that Parseval frames Φ and Ψ are Naimark complements if Φ * Φ + Ψ * Ψ = I, meaning their Gram matrices project onto orthogonally complementary spaces.
In this paper, we want to find equiangular tight frames (ETFs), which are tight frames with two more properties: (1) All of the frame vectors have the same (nonzero) length, and (2) The inner product | φ i , φ j | is constant across all pairs of distinct frame vectors φ i = φ j . When an ETF occurs, it can be rescaled so that its vectors are unit norm with coherence matching the Welch bound
.
In particular, an ETF is an optimal line packing. Our strategy is to hunt for ETFs via their Gram matrices, which are recognizable from three features: (1) They are constant multiples of projections, (2) They have constant diagonal, and (3) They have constant modulus off the diagonal. We are going to look in particular for Gram matrices that lie in the adjacency algebras of Schurian association schemes, described below.
2.2. Schurian schemes. Let G be a finite group acting transitively on a finite set X, from the left. This action determines a matrix algebra in the following way. Let G act on X × X by setting g · (x, y) = (g · x, g · y) for g ∈ G and x, y ∈ X, and let R 0 , . . . , R c ⊆ X × X be the orbits of this action, indexed in such a way that R 0 = {(x, x) : x ∈ X}. We can express each orbit R i as an X × X matrix A i whose entries are given by for all g ∈ G and x, y ∈ X. In other words, A is the * -algebra of all G-stable matrices. For Schurian schemes, the adjacency algebra has another description in terms of representation theory. Let L 2 (X) be the space of complex-valued functions on X, with the inner product
Using the canonical basis of point masses in L 2 (X), we can think of our adjacency matrices as linear operators
and the adjacency algebra A coincides with its commutant
For a third realization of the adjacency algebra, fix a point x 0 ∈ X and let H = G x 0 be its stabilizer in G. As a G-set, X is isomorphic to G/H with the usual action on the left. For each i = 0, . . . , c, there is a unique double coset
The adjacency matrices are in one-to-one correspondence with the double cosets through the mapping A i → Ha i H. Moreover, for any A ∈ A , the convolution kernel ψ A : G → C given by
belongs to the space
of bi-H-invariant functions on G. This has the structure of a * -algebra with the usual convolution and involution,
and if we setψ A (g) = ψ A (g −1 ), the mapping A →ψ A is a * -algebra isomorphism from A to L 2 (H\G/H).
Definition 2.1. We call (G, H) a Gelfand pair when
This notion, too, has a representation-theoretic interpretation. Let χ λ : G → C be the trace character of λ, namely
and let χ λ = n 0 χ 0 + · · · + n r χ r be its decomposition into irreducible characters χ 0 , . . . , χ r , with n j ≥ 1 for all j, and χ i = χ j for i = j. Then A is commutative if and only if n j = 1 for all j = 0, . . . , r. In other words, (G, H) is a Gelfand pair if and only if λ is multiplicity free.
Spherical functions.
Whether or not A is commutative, many of its projections can be constructed explicitly from the character table of G, as follows. Each of the constituent characters χ j above determines a spherical function ω j ∈ L 2 (H\G/H) given by
on which the restriction of λ has trace character n j χ j . Since V j is λ-invariant, E j is an orthogonal projection in C(λ) = A with rank n j m j . Moreover, E 0 + · · · + E r = I, and E i E j = E j E i = 0 whenever i = j. In particular, every sum j∈D E j for D ⊆ {0, . . . , r} is an orthogonal projection in A . If it happens that A is commutative, then E 0 , . . . , E c form the basis of primitive idempotents promised by the spectral theorem, and every projection in A takes the form just described. We summarize these results below.
Proposition 2.2. Every subset
D ⊆ {0, . . . , r} produces an orthogonal projection G D = j∈D E j in A with entries (2.6) (G D ) g·x 0 ,h·x 0 = 1 |X| j∈D m j ω j (h −1 g) (g, h ∈ G).
When (G, H) is a Gelfand pair, every orthogonal projection in A takes this form.
We have written code for the computer program GAP [25] to compute the spherical functions associated with any transitive group action, and to produce the corresponding projections [32] .
The spherical functions have another description in terms of invariant vectors. If π j : G → U(H j ) is any unitary representation of G affording χ j as its trace character, then the space
Example 2.3. G acts trivially on the subspace of constant functions in L 2 (X), so one of the constituents of χ λ , say χ 0 , is the trivial character χ 0 (g) ≡ 1. The corresponding spherical function ω 0 is constantly equal to 1. Hence,
which is indeed orthogonal projection onto the subspace of constant functions.
Example 2.4. Let G be any finite group, acting on X = G by left translation. The adjacency algebra A consists of all G-circulant matrices. Since the stabilizer of any point in G is the trivial group H = {1 G }, A is isomorphic to the * -algebra L 2 (G). Thus, we have a Gelfand pair if and only if G is abelian. In that case, the spherical functions are given by the Pontryagin dual groupĜ, which consists of all homomorphisms α : G → T, under the operation of pointwise multiplication. Indeed, the permutation representation
is the left regular representation of G, and the Peter-Weyl Theorem tells us that every character α ∈Ĝ appears as a constituent of χ ρ . From (2.4), we see that the spherical function corresponding to α ∈Ĝ is
Example 2.5. Let K be any finite group (possibly nonabelian), and let
The orbits of the corresponding action on X × X are indexed by the conjugacy classes C 0 , . . . , C c of K, and take the form
The adjacency algebra A is the center of the group algebra of K-circulant matrices described in Example 2.4. The stabilizer of the point 1 K ∈ K is the diagonal
Since A is commutative, (K × K, ∆(K)) is a Gelfand pair. As in the abelian case, primitive idempotents in A are indexed by the setK of irreducible characters of K, with a character χ ∈K corresponding to the matrix
See, for instance, [26, Thm. 10.6.1] . Once again, projections in A are uniquely determined by subsets D ⊆K, through the formula
This completes our review of background material.
Homogeneous frames and Schurian schemes
In general, we are interested in association schemes primarily as sources of finite frames, represented by their Gram matrices in the corresponding adjacency algebra. Any positive semidefinite matrix can be viewed as the Gram matrix of some frame, and the resulting frame is Parseval if and only if the Gram matrix is a projection. By the spectral theorem, any commutative * -algebra of square matrices therefore determines a finite set of Parseval frames through its projections. In the case of association schemes, the resulting frames have few inner products-no more than the number of adjacency matrices. In this sense, association schemes may be well suited for the construction of low-coherence tight frames.
In fact, the adjacency algebra of any association scheme of n × n matrices contains the Gram matrices of three trivial ETFs: an orthonormal basis for C n (represented by the identity matrix I), n identical vectors in C 1 (represented by Among association schemes, the Schurian schemes are particularly attractive for two reasons. First, they provide a channel from the discrete world of finite group actions to the continuous setting of finite frames in C d . Second, the spherical functions make it easy to compute projections from a character table. Here, the identity matrix corresponds to D = {0, . . . , r} in Proposition 2.2, whereas projection onto the all-ones vector comes from the trivial action of G on constant functions in L 2 (X), as in Example 2.3. In addition, the Naimark complement corresponds to the set complement of D. Now that we have established how trivial ETFs naturally arise from Schurian schemes, we are ready to pursue nontrivial constructions.
This section is devoted to the general theory of frames whose Gram matrices have Schurian structure. We begin by relating symmetry in the Gram matrix to symmetry in the frame vectors themselves. Subsection 3.2 continues with a series of techniques to identify group structure in a given frame. In subsection 3.3, we explain how this machinery distinguishes a small class of frames associated with a regular subgroup. Finally, subsection 3.4 introduces an important technical tool for squeezing additional line packings out of a given scheme. Illustrative examples are sprinkled throughout this section; more substantial examples appear in Sections 4 and 6.
3.1. Homogeneous frames. Definition 3.1. Let G be a finite group, and let ρ : G → U(H) be a unitary representation. Any frame of the form Φ = {ρ(g)v} g∈G , with v ∈ H, is called a group frame, or more specifically, a G-frame. If there is a subgroup H ⊆ G such that ρ(h)v = v for all h ∈ H, then we can reduce Φ to form a new frame, Φ ′ = {ρ(g)v} gH∈G/H . We call Φ ′ a homogeneous frame, or if we wish to emphasize the particular groups involved, a (G, H)-frame.
Theorem 3.2. Let G be a finite group acting transitively on a set X, and let A be the adjacency algebra of all G-stable, X × X matrices. After changing indices through any G-set isomorphism X ∼ = G/H for a subgroup H ⊆ G, the positive semidefinite matrices in A are precisely the Gram matrices for (G, H)-frames.
Proof. First, let Φ ′ = {ρ(g)v} gH∈G/H be a (G, H)-frame. Then its Gram matrix G is positive semidefinite, with entries given by
In the other direction, if G is any positive semidefinite matrix in A , then its convolution kernel ψ G =ψ G T is a positive element of the finite-dimensional * -algebra L 2 (H\G/H), so it has a unique positive square root ψ
and let λ : G → U(H) describe left translation on H. As a finite spanning set, Φ :
and since ψ
Example 3.3. We now explain how to produce homogeneous frames with Gram matrices as in Proposition 2.2. Following the notation of Section 2, fix a subset D ⊆ {0, . . . , r}, and
, where π [39] .
If G is abelian, the projections in A are determined by subsets D ⊆Ĝ as in (2.8). As the reader can verify, G D is the Gram matrix of the harmonic frame whose synthesis matrix is made by extracting the rows indexed by D from theĜ × G discrete Fourier transform (DFT) matrix
Harmonic frames were an early and abundant source of ETFs [37, 44, 15] . Conditions for equiangularity are completely understood in terms of combinatorics. Namely, G D represents an ETF if and only if D is a difference set inĜ, meaning there is a constant λ such that
Example 3.5. Let K be any finite group, and let A be the adjacency algebra of the conjugacy class scheme described in Example 2.5. Tight frames with Gram matrices in A are called central K-frames in [40] . In this case, Theorem 3.2 tells us that central K-frames are equivalent to tight (K × K, ∆(K))-frames. The authors investigated conditions for equiangularity in [33] . Briefly,K has the structure of a hypergroup, which is a probabilistic generalization of a group, and G D represents an ETF if and only if D ⊆K is a hyperdifference set, which is a corresponding generalization of a difference set. An infinite family of ETFs with this form, with K nonabelian, appears in [33] .
Any ETF made by one of the Gelfand pairs in Examples 2.4 and 2.5 is bound by an integrality constraint: if it consists of n vectors in
. For the harmonic frames in Example 2.4, this is an easy consequence of the difference set condition. For the central group frames in Example 2.5, this was proved in [33] . As the following example demonstrates, ETFs from more general Gelfand pairs enjoy greater latitude.
2 ) be the affine linear group over F 3 2 , acting transitively on the set of lines in F 3 2 in the natural way. Using the computer program GAP [25] with package FinInG [4] , we check that this action is multiplicity free. One of its primitive idempotents is the matrix in Figure 2 , which describes an ETF of 28 vectors in R 7 . The exact code used to produce this example is available online [32] .
3.2. More conditions for homogeneity. Let Φ = {φ x } x∈X be any finite frame, regardless of its origin. In practice, we often find nice frames by accident and then work very hard to "reverse engineer" them, in the hope of finding a larger family. If we think that symmetry might play a role in our accident, then it is natural to wonder if Φ might be homogeneous, and if so, what the groups involved might be. We now address this problem. For each permutation σ ∈ S(X), let P σ = [δ x,σy ] x,y∈X be the corresponding X × X permutation matrix. Writing G = Φ * Φ for the Gram matrix of Φ, we define 
Proof. First, suppose that G(Φ) is a transitive permutation group, and let
be the corresponding adjacency algebra. We have G ∈ A by definition, so Φ is a (G(Φ), H(Φ))-frame by Theorem 3.2. Conversely, if Φ is a (G, H)-frame for some group G and subgroup H, then there is a transitive group action α : G → S(X) with point stabilizer H for which G lies in the adjacency algebra Remark 3.9. We mention two more tricks that might help a researcher find a group that is "responsible" for a given frame Φ. First, arguing just as in the proof of Theorem 3.7, one can easily see that G is G-stable for any transitive subgroup G ⊆ G(Φ). Thus, if it happens that G(Φ) acts transitively and multiplicity-freely on X, one can search the subgroup lattice of G(Φ) to find more groups with that description. Both of those properties are preserved by inclusion into a larger permutation group, so it could be that some subgroup G ⊆ G(Φ) provides a starting point for a simpler description of Φ, and that G(Φ) inherited those properties only by default.
Second, if one can establish that G lies in the adjacency algebra of some association scheme X, then one can use graph-theoretic algorithms to determine whether or not X is a Schurian scheme, and if so, what the corresponding permutation group is. See [28, Theorem 2.5] and [47, Theorem 6.3.1]. We have written a GAP function that does precisely this [32] , returning the relevant permutation group G ⊆ S(X) when it exists. When this procedure succeeds, we necessarily have G ⊆ G(Φ). Just as above, one can then dig deeper into the subgroup lattice of G to look for alternative "explanations" for Φ.
3.3. Regular subgroups. Now consider the reverse problem: instead of starting with a frame and trying to find a group responsible for it, we start with a group K (like the Heisenberg group) and try to isolate a nice set of K-frames. As we now explain, this is sometimes possible using an action of a larger group G ⊇ K. Definition 3.10. Let G be a finite group acting transitively on a set X. A subgroup K ⊆ G is called regular for this action if: (1) The action of K on X is transitive; and (2) The stabilizer K x of each x ∈ X in K is trivial.
For the remainder of this subsection, we fix a finite group G acting transitively on a set X, and we let H denote the stabilizer of a fixed base point x 0 ∈ X. It is easy to prove that a subgroup K ⊆ G is regular if and only if G = KH and K ∩ H = {1 G }, if and only if K is a complete and irredundant set of left coset representatives for H in G. This leads us to the following simple, but crucial, observation. Proof. The expression Φ = {ρ(g)v} gH∈G/H for a (G, H)-frame does not depend on the choice of coset representatives g ∈ gH, so Φ = {ρ(k)v} k∈K .
Remark 3.12. It may very well happen that (G, H) is a Gelfand pair, while a regular subgroup K is nonabelian. In that case, the spherical functions for the Gelfand pair distinguish a finite subset of the uncountably infinite collection of tight K-frames. (See [40] for the cardinality of K-frames.)
An important class of examples occurs when G = K ⋊ H and (G, H) forms a Gelfand pair. For the researcher exploring the class of K-frames, it may be worthwhile to traverse the lattice of subgroups H ⊆ Aut(K) and examine the spherical functions formed by any Gelfand pairs (K ⋊ H, H) . In fact, that is exactly how the authors discovered the class of Heisenberg ETFs described in Section 6.
We can say more by involving the adjacency algebra. When K ⊆ G is regular for the action of G on X, the mapping k → k · x 0 determines a bijection K ∼ = X, which turns K into a G-set with the action
or equivalently,
If it happens that H normalizes K (for instance, if G = K ⋊ H), then the action of H on K is simply conjugation; however, we do not assume this in general. The theorem below says that we can identify A with the space
This appears to be a folk theorem. The closest reference we could locate is [5, Theorem 6.1]. We include a proof here for completeness.
It is isomorphic to the adjacency algebra of G-stable matrices by mapping A ∈ A to the functionφ
A (k) = A x 0 ,k·x 0 (k ∈ K).
Proof. The main idea is to identify L 2 (K)
H with L 2 (H\G/H). We will write [k] for the H-orbit of k ∈ K, and K H for the set of H-orbits in K, with a similar notation in G/H. From (3.1), we see that
The mapping K → G/H, k → kH, is an isomorphism of H-sets, so K H ∼ = (G/H) H by the bijection [k] → [kH] . On the other hand, H-orbits in G/H are precisely described by double cosets through the correspondence [gH] → HgH. Consequently, H\G/H
Extending linearly, we see that (T ψ)(k) = |H| · ψ(k) for all ψ ∈ L 2 (H\G/H) and k ∈ K. We claim that T preserves the * -algebraic structure of L 2 (H\G/H). Let us write
Any g ∈ G can be written uniquely in the form g = k g h g with k g ∈ K and h g ∈ H, so
Reindexing with g = kh for k ∈ K and h ∈ H, we obtain
In other words,
. It is easy to see that T preserves the involution. Therefore,
H is a * -algebra isomorphism. To complete the proof, we recall that A is isomorphic to L 2 (H\G/H) by mapping A ∈ A to the functionψ
Now, we simply observe that Tψ
With the aid of Theorem 3.13, we can now say precisely which K-frames arise as (G, H)-frames. Definition 3.14. Let ρ : K → U(H) be a unitary representation of K, and suppose there is a vector v ∈ H for which Φ := {ρ(k)v} k∈K is a frame. The function of positive type associated with Φ is ϕ : K → C, given by
When K ⊆ G is a regular subgroup, we say that Φ extends to a (G, H)-frame if there is an extensionρ : G → U(H) of ρ for which v is an H-stable vector; in that case, Φ = {ρ(g)v} gH∈G/H is literally a (G, H)-frame .
Functions of positive type classify K-frames up to unitary equivalence; see [31] for details.
Corollary 3.15. When K ⊆ G is a regular subgroup, a K-frame Φ = {ρ(k)v} k∈K extends to a (G, H)-frame if and only if its function of positive type belongs to
Proof. Let ϕ be the function of positive type associated with Φ, and letφ = ϕ * be the functionφ
. We will prove the statement withφ in place of ϕ; this is equivalent since ϕ and ϕ * lie in L 2 (K) H at precisely the same time.
13
The Gram matrix G of Φ has entries
If there is a representationρ : G → U(H) extending ρ for which v is H-stable, then we can view Φ as a (G, H)-frame. After reindexing with the identification
In 
It only remains to show thatρ extends ρ. Since Φ is a frame, any vector w ∈ H can be written in the form
and therefore,ρ (k
In other words,ρ(k
Example 3.16. Let K be any finite group, and let H = Inn(K) be the group of inner automorphisms, given by conjugation in K. Then K is a regular subgroup for the action of
H consists of functions constant on conjugacy classes in K. This is well known to be the center of the * -algebra L 2 (K). By Theorem 3.13, the adjacency algebra of this action is commutative, and (K ⋊ Inn(K), Inn(K)) is a Gelfand pair.
If Φ = {ρ(k)v} k∈K is any K-frame, with Gram matrix G and function of positive type ϕ, then the reader can easily verify that ϕ ∈ L 2 (K) Inn(K) if and only if G is stable under the action of K × K described in Example 3.5. As explained in that example, this means precisely that G is the Gram matrix of a central K-frame. Applying Corollary 3.15, we see that central K-frames are the same as tight (K ⋊ Inn(K), Inn(K))-frames.
Projective reduction.
We conclude this section with a brief investigation of the following technique, applied in the setting of homogeneous frames. This concept is undoubtedly familiar to anyone who has studied SIC-POVMs [45] , since the full orbit of a vector under the Schrödinger representation of the Heisenberg group contains several "projective copies" of the same frame, and has to be projectively reduced before it can possibly make a SIC-POVM.
Even if we only know the Gram matrix of Φ, we can still find the Gram matrix of a projective reduction, since φ x ∼ φ y if and only if the y-th column of Φ * Φ is a unimodular multiple of the x-th column. 
The name derives from the action of G on one-dimensional subspaces of H; when v = 0, K is precisely the stabilizer of span{v}. Equivalently, K is the subgroup of all g ∈ G for which v is an eigenvector of ρ(g). If Φ = {ρ(g)v} g∈G is a G-frame and ϕ is its function of positive type, then the conditions for equality in Cauchy-Schwarz easily imply that the projective stabilizer of v is 
That happens if and only if h −1 g ∈ K. Thus, the equivalence classes for ∼ are precisely the left cosets of K in G.
For general frames, it is easy to construct examples where projective reduction fails to preserve tightness. For group frames, however, the situation is much nicer. Consequently, the projective reduction of a tight group frame is tight, and vice versa.
Proof. Let α : K → T be as in Definition 3.18. For any w ∈ H, we have
and the proposition follows immediately.
Corollary 3.21. Let A be the adjacency algebra of a Schurian association scheme. Let G ∈ A , and let Φ be a frame with Φ * Φ = G. If Φ is tight, then so is its projective reduction, and vice versa.
Proof. Let G be the permutation group that produced the association scheme, and let H ⊆ G be the stabilizer of a point. By Theorem 3.2, we may assume without loss of generality that Φ = {ρ(g)v} gH∈G/H for some unitary representation ρ and some H-stable vector v, whose projective stabilizer necessarily contains H as a subgroup. LetΦ = {ρ(g)v} g∈G be the full orbit of v. By Proposition 3.20, Φ is tight if and only ifΦ is, too. Moreover, any projective reduction Φ red of Φ is also a projective reduction ofΦ. Using Proposition 3.19, it follows that Φ,Φ, and Φ red are tight at the same time. Proof. As explained in Example 3.3, the Gram matrix of Φ D has entries
Thus, ϕ D is the function of positive type associated with the G-frameΦ D := {ρ(g)v} g∈G . Following Proposition 3.19, we let
be the projective stabilizer of v, and choose representatives 1
It is tight by Proposition 3.20, and its Gram matrix
and Φ red D is not equiangular. 
Examples
Having established the basic theory of homogeneous frames, we now give several examples to demonstrate the fruitfulness of this approach for constructing optimal line packings. In every example below, the bulk of the work lies in identifying a transitive action of a finite group (or equivalently, a subgroup corresponding to its stabilizer). Once this is done, the spherical functions identify a handful of line packings for us, and we just have to pick out the ones with low coherence. The code that produced these examples is available online [32] . 
be the group generated by iI 8 and all three-fold tensor products of powers of T and M. This is a slightly enlarged version of the three-qubit Weyl-Heisenberg group. Zauner [45] observed that the vector
generates a K-frame Φ := {gv} g∈K whose projective reduction is an 8 × 64 ETF, equivalent to Hoggar's 64 lines [29, 30] . Zhu [46] found that when ω = exp(2πi/8), both of the unitary matrices 
The same is therefore true of every matrix in H := U, V , which turns out to be isomorphic to the simple group P SU 3 (F 3 ). Using GAP [25] , we verify that H normalizes K while intersecting it trivially, and that (K ⋊ H, H) is a Gelfand pair. We can view Φ as a (K ⋊ H, H)-frame, one of the finitely many distinguished by our pair. To find the others, we compute the spherical functions:
Every nontrivial spherical function takes exactly two absolute values, so it produces an ETF after projective reduction. In each case, the corresponding projective stabilizer has order 4 × 6,048 = 24,192, while the full group has order 1,548,288. Thus, the projective reductions have 1,548,288/24,192 = 64 vectors, as expected. In this way, we obtain Hoggar's complex 8 × 64 ETF, a real 28 × 64 ETF, and Naimark complements of both. . Then G also acts transitively on
through the coordinate-wise action. Using GAP, we observe that exactly one constituent of the permutation character is real-valued with degree seven, and that it occurs with multiplicity one. After projective reduction, its spherical function describes 36 unit norm vectors in R 7 with coherence 1/3, the minimum currently known for such a packing. Lines achieving this value appear in Sloane's database of putatively optimal packings [36] , and in [18] , where they are described as "elusive". We do not know if this arrangement is optimal. Example 4.3. The Mathieu group M 11 acts triply transitively on a twelve-point set S = {p 1 , . . . , p 12 }, as implemented in GAP by TransitiveGroup (12, 272) . Following the previous example, we consider the action of M 11 on
Exactly one constituent of the permutation character has degree ten, and it occurs with multiplicity one. Let ω be its spherical function, and let ω 0 be the trivial spherical function. Taking D = {ω 0 , ω} in Proposition 2.2, and projectively reducing the result, we obtain a tight frame of 66 vectors in R 11 with coherence 1/3. This beats the previous record for 66 lines in R 11 , as recorded in Sloane's database [36] . Unlike the previous record holder, this packing is a tight frame. We do not know if it is optimal. The reader can find its Gram matrix online [32] . Figure 3 . Three mutually unbiased bases in R 4 that occur as a projectively reduced Figure 4 . Three mutually unbiased bases in C 2 that occur as a projectively reduced
is a regular subgroup for this action.
Among the spherical functions, there is exactly one pair of complex conjugates ω and ω corresponding to characters of degree two, and each occurs with multiplicity one. Taking either of D = {ω} or D = {ω} in Proposition 2.2 produces, after projective reduction, six lines in C 2 with coherence 1/ √ 2. On the other hand, taking D = {ω, ω} produces 12 lines in R 4 with coherence 1/2. Both of these packings achieve equality in the orthoplex and Levenstein bounds [14, 34] , and are therefore optimal. In fact, both are mutually unbiased bases that occur as projective reductions of K-frames. Their Gram matrices are shown in Figures 3 and 4. Example 4.5. GAP contains a library of all transitive permutation groups of degree m ≤ 30, up to conjugacy within S m . We made a brute force search of this library for actions that produce homogeneous ETFs. The prodigious results for real and complex ETFs appear in Tables 1 and 2 , respectively. In both tables, the parameters d and n indicate an ETF of n vectors in either R d or C d , and the remaining parameters (m, t and k) describe a transitive group action that can be used to create the Gram matrix of such an ETF. Namely, let G be the group created by the GAP command G:=TransitiveGroup(m,k), which acts ttransitively on the set S = {1, . . . , m}. When t = 1 we take X = S, and when t = 2 we 
The action of G on X is transitive, and some subset D of the corresponding spherical functions creates a projection G D whose projective reduction is the Gram matrix of a d × n ETF. We implemented a GAP function to produce that Gram matrix from the parameters (d, n, m, t, k); the reader can find it online [32] . For the sake of computational efficiency, we restricted our attention to groups of order |G| ≤ 100, 000 with degree m = 24, and considered only spherical functions corresponding to constituents of the permutation character having multiplicity one. When there were more than 20 such spherical functions, we ignored the action completely.
Our results are significant for demonstrating that the spherical function construction of Proposition 2.2, combined with projective reduction, accounts for all known sizes d×n of real and complex ETFs with n ≤ 30, with four possible exceptions [22] . In particular, Tables 1  and 2 capture all known sizes in this range except 4 × 16, 12 × 16, 5 × 25, 20 × 25, 10 × 25 and 15 × 25. These last two are part of an infinite family that we construct later in Theorem 6.4. While these also arise from a transitive group action, the size of the underlying set, namely m = 125 > 30, was beyond the scope of our GAP search. The remaining sizes are SICPOVMs and their Naimark complements, themselves constructed as projective reductions of Heisenberg group frames; therefore, every known ETF size d × n with n ≤ 30 can be realized as a projective reduction of a homogeneous frame. 
A Gelfand pair involving the Heisenberg group
We now turn our attention to the Heisenberg group, with the goal of constructing ETFs with Heisenberg symmetry. In this section, we identify a Gelfand pair having a Heisenberg group as a regular subgroup. We will leverage that Gelfand pair in the next section to construct a new infinite family of optimal line packings.
For the remainder of the paper, we fix a finite abelian group A of odd order, with the group operation written additively. The exponent of A is exp(A), the smallest positive integer n such that n · a = 0 A for all a ∈ A. Recall thatÂ is the Pontryagin dual group, consisting of all homomorphisms α : A → T, under the operation of pointwise multiplication. We again use additive notation forÂ, and also write a, α for the image of a ∈ A under α ∈Â. All such images necessarily lie in the cyclic subgroup C exp(A) ⊆ T of order exp(A), whose group operation we express multiplicatively. As a consequence of Lagrange's Theorem, exp(A) is odd, and squaring is an automorphism in C exp(A) ; we express its inverse with the notation z → z 1/2 . Similarly, z −1/2 denotes the multiplicative inverse of z 1/2 .
Definition 5.1. The Heisenberg group over A is the set H = A ×Â × C exp(A) under the operation
For a more compact notation, we let K = A ×Â and introduce the symplectic form
Then H = K × C exp(A) as a set, with the group operation given by
and inverses given by (u, z) −1 = (−u, z −1 ) for u ∈ K and z ∈ C exp(A) .
Definition 5.2.
The symplectic group over A is the subgroup Sp(K) ⊆ Aut(K) of all automorphisms that preserve the symplectic form. In other words,
It acts on H with automorphisms
as the reader can verify. Our goal in this section is to prove the following.
Our description of the symplectic group is essentially due to Weil [42] . In the special case where A = Z m , Sp(K) can be identified with SL(2, Z m ), in which case the action on H is closely associated with the Clifford group [1] . For a continuous version of Theorem 5.3, we refer the reader to [6] . Benson and Ratcliff proved a stronger version of Theorem 5.3 in the special case where A is the additive group of a finite field [7] . They also have descriptions of the corresponding spherical functions in that case [8] .
Our proof of Theorem 5.3 requires a detailed understanding of the orbits of Sp(K) on K, which we now review. The following is due to Dutta and Prasad [16, 17] . By the Fundamental Theorem of Finitely Generated Abelian Groups, we can write A = p A p , where the direct product is over all primes p dividing |A|, and each A p has the form Recall that an order ideal in P λp is a (possibly empty) set I ⊆ P λp with the property that (v 1 , k 1 ) ∈ I and (v 2 , k 2 ) ≤ (v 1 , k 1 ) imply (v 2 , k 2 ) ∈ I. Comparing with (5.3), we see that f 1 * f 2 = f 2 * f 1 . These were arbitrary elements of a basis for L 2 (H) Sp(K) , so the latter is commutative, and (H ⋊ Sp(K), Sp(K)) is a Gelfand pair.
ETFs from Heisenberg groups
As a consequence of Theorem 5.3, finitely many out of the uncountable class of Parseval H-frames are distinguished by also being (H ⋊ Sp(K), Sp(K))-frames. In this section, we show that the projective reduction of one of those frames is an ETF.
For the remainder of this section, we fix a character γ ∈Ĉ exp(A) , chosen in such a way that γ : C exp(A) → C exp(A) is an isomorphism. Given α ∈Â, we write γα ∈Â for the composition γ • α : A → C exp(A) . Then the mapping α → γα is an isomorphismÂ ∼ =Â, with inverse α → γ −1 α. Finally, given a ∈ A, we write 
