Abstract. We introduce closed-form transition density expansions for multivariate affine jump-diffusion processes. The expansions rely on a general approximation theory which we develop in weighted Hilbert spaces for random variables which possess all polynomial moments. We establish parametric conditions which guarantee existence and differentiability of transition densities of affine models and show how they naturally fit into the approximation framework. Empirical applications in credit risk, likelihood inference, and option pricing highlight the usefulness of our expansions. The approximations are extremely fast to evaluate, and they perform very accurately and numerically stable.
Introduction
Most observed phenomena in financial markets are inherently multivariate: stochastic trends, stochastic volatility, and the leverage effect in equity markets are well-known examples. The theory of affine processes provides multivariate stochastic models with a well established theoretical basis and sufficient degree of tractability to model such empirical attributes. They enjoy much attention and are widely used in practice and academia. Among their best-known proponents are Vasicek's interest rate model (Vasicek, 1977) , the square-root model Cox et al. (1985) , Heston's model (cf. Heston, 1993) , and affine term structure models (Duffie and Kan, 1996; Dai and Singleton, 2000; Collin-Dufresne et al., 2008) . Affine models owe their popularity and their name to their key defining property: their characteristic function is of exponential affine form and can be computed by solving a system of generalized Riccati differential equations (cf. Duffie et al. (2003) ). This allows for computing transition densities and transition probabilities econometric inference for financial models, because in applications one typically needs to evaluate, both, the transition densities themselves, as well as integrals of payoff functions against the transition densities for model-based asset pricing. This complements the methods recently developed in Chen and Joslin (2011) and Kristensen and Mele (2011) , which are aimed at asset pricing only.
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The paper proceeds as follows: Section 2 develops a general theory of orthonormal polynomial density approximations in certain weighted L 2 spaces-under suitable integrability and regularity assumptions. These may be validated by the sufficient criteria presented subsequently in Section 3. The density approximations are then specialized within the context of affine processes: Section 4 reviews the affine transform formula and the polynomial moment formula for affine processes, which in turn allows the aforementioned polynomial approximations. The main theoretical contribution-constituted by fairly general results on existence and differentiability of transition densities of affine processes-is elaborated in Section 4.3. In Section 5 we introduce candidate weight functions and the Gram-Schmidt algorithm to compute orthonormal polynomial bases corresponding to these weights, along with important examples. Section 6 relates existing techniques for density approximations to ours. An empirical study is presented in Section 7: applications in stochastic volatility (Section 7.2), credit risk (Section 7.3), likelihood inference (Section 7.4), and option pricing (Section 7.5), support the tractability and usefulness of the likelihood expansions. Section 8 concludes. The proofs of our main results are given in Appendices A-C.
In the paper we will use the following notational conventions. The nonnegative integers are denoted by N 0 . The length of a multi-index α = (α 1 , . . . , α d ) ∈ N d 0 is defined by |α| = α 1 + · · · + α d , and we write ξ α = ξ 
Density Approximations
Let g denote a probability density on R d whose polynomial moments
of every order α ∈ N d 0 exist and are known in closed form. For example, g may denote the pricing density in a financial market model. Typically, g is not known in explicit form, and needs to be approximated. Let w be an auxiliary probability density function on R d . The aim is to expand the likelihood ratio g/w in terms of orthonormal polynomials of w in order to get an explicit approximation for the unknown density function g. This can be formalized as follows. Define the weighted Hilbert space L 2 w as the set of (equivalence classes of) measurable functions f on R d with finite L 2 w -norm defined by
|f (ξ)| 2 w(ξ) dξ < ∞.
5
It is of course conceivable to mix the mentioned methods. For example, one could use transition densities developed in this paper, while approximating asset prices using the generalized Fourier transform in Chen and Joslin (2011) , whenever the payoff function allows it, or the error expansion method from Kristensen and Mele (2011) .
Accordingly, the scalar product on L 2 w is denoted by
f (ξ) h(ξ) w(ξ) dξ.
We will now proceed under the following assumptions. Sufficient conditions for the assumptions to hold are provided in Section 3 below.
Assumption 1.
There exists an orthonormal basis of polynomials {H α | α ∈ N d 0 } of L 2 w with deg H α = |α|. This implies H 0 = 1 in particular.
Assumption 2. The likelihood ratio function g/w lies in L 2
w . This is equivalent to R d g(ξ) 2 w(ξ) dξ < ∞.
Consequently, the coefficients
are well defined and given explicitly 6 in terms of the coefficients of H α and the polynomial moments µ α of g. Moreover, according to standard L 2 w -theory, the sequence of pseudo-likelihood ratios 7 1+ J |α|=1 c α H α approximates the likelihood ratio g/w in L 2 w for J → ∞. In fact, defining the pseudo-density functions Theorem 2.1. The pseudo-density functions g (J) satisfy
2 dξ w(ξ) = 0. (2.4) Property (2.2) proves to be very useful for applications where the constant of proportionality is needed, for example option pricing and the computation of Bayes factors.
Proof. A calculation shows that
6 This is an advantage over the method in Aït-Sahalia (2002) which also relies on series expansions, where the coefficients are functions of expectations of nonlinear moments, and therefore have to be approximated in general. 7 See Footnote 8 below for an explanation of this terminology. 8 Theorem 2.1 below states that g (J ) integrates to one, but g (J ) may take negative values. Whence we shall call g (J ) a pseudo-density function, and g (J ) /w a pseudo-likelihood ratio.
by the orthogonality of H α and H 0 = 1. Hence R d g (J) (ξ) dξ = R d w(ξ) dξ = 1, which proves (2.2). Properties (2.3) and (2.4) are formal restatements of the discussion preceding the theorem.
The idea of expanding the likelihood ratio function g/w in orthonormal polynomials of w is simple and powerful. An overview and discussion of related literature can be found e.g. in Bernard (1995) . In particular, for the case where w is the standard Gaussian density, (2.1) is actually the Gram-Charlier expansion of g. But note that Assumption 2 is very restrictive in this case. This is why the Gram-Charlier series diverges in most cases of interest, which is sometimes given as an argument against the use of it. However, the blame is on the choice of the Gaussian as auxiliary density. The efficiency of the approximation (2.3), or equivalently (2.4), lies in the appropriate choice of the auxiliary density function w and the corresponding orthonormal polynomials H α .
Here is a first result towards a good choice of w. The intuition is to choose w as close as possible to the unknown density function g, in the sense that the pseudo-likelihood ratio g/w is close to one. This should be achieved if many of the coefficients c α , other than c 0 = 1, are equal to zero. This will also improve the numerical efficiency of the approximation as the respective orthonormal polynomials H α need not be computed. Denote the polynomial moments of w by
Lemma 2.2 (Moment Matching Principle). Suppose for some n ≥ 1, we have µ α = λ α for all |α| ≤ n. Then c α = 0 for 1 ≤ |α| ≤ n.
Proof. The assumption implies that, for 1 ≤ |α| ≤ n,
by the orthogonality of H α and H 0 = 1.
Sufficient Conditions for Assumptions 1 and 2
In this section we provide sufficient conditions for Assumptions 1 and 2 to hold. The proofs of the following lemmas are postponed to Appendix A. We first provide sufficient conditions on w that guarantee that Assumption 1 is satisfied.
Lemma 3.1. Suppose that the density function w has a finite exponential moment
for some ǫ 0 > 0. Then the set of polynomials is dense in L 2 w . Moreover, Assumption 1 is satisfied.
In applications, the auxiliary density function w on R d will often be given as product of marginal densities w i on R. Hence the following modification of Lemma 3.1 will be useful.
Lemma 3.2. Let w 1 , . . . , w d be density functions on R having finite exponential moments
defines an orthonormal basis of polynomials of L 2 w with deg H α = |α|, and Assumption 1 is satisfied.
Assumption 2 is opposite to Assumption 1 in the sense that there we have to bound the auxiliary density function w from below. The following lemmas provide sufficient conditions for Assumption 2 to hold. Lemma 3.3. Assume that g is bounded and has a finite exponential moment
for some ǫ 0 > 0. If w decays at most exponentially such that
If the support of w and g is contained in a subset D of R d , the situation becomes more difficult as one has to control the rate at which w converges to zero at the boundary of the support set. We provide sufficient conditions for the set D = R m + × R n , starting with the scalar case D = R + .
Lemma 3.4. Let d = 1 and p ∈ N. Assume that g is a bounded density with support in R + and has a finite exponential moment
for some ǫ 0 > 0. Assume further that g is of class C p . If w has support in R + , and decays at most polynomially at zero and exponentially at infinity such that
The case where D = R m + × R n is similar, but requires stronger conditions on g and w. We respect the product structure of the domain by writing g = g(x, y) for x ∈ R m + and y ∈ R n . The following tubular neighborhood of the boundary of D
is the convenient multivariate generalization of the unit interval from the above scalar case.
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Lemma 3.5. Let d = m + n and p ∈ N. Assume that g(x, y) is a bounded density with support in R m + × R n and has a finite exponential moment
for some ǫ 1 , ǫ 2 > 0. Assume further that g(x, y) is of class C p in x and the p-th partial derivative ∂ p x i g(x, y) is bounded on I × R n , for all i = 1, . . . , m. If w has support in R m + × R n , and decays at most polynomially around the boundary and exponentially at infinity such that
then Assumption 2 is satisfied.
We note that the conditions in Lemmas 3.3, 3.4 and 3.5 can be explicitly verified for transition densities of affine processes, see Corollary 4.4 below.
Affine Models
The main application of the polynomial density approximation is for affine factor models. In this section, we follow the setup of Duffie et al. (2003) , which we now briefly recap. Let d = m + n ≥ 1. We define the index set J = {m + 1, . . . , d}, and write v J = (v m+1 , . . . , v d ) and m JJ = (m kl ) k,l∈J , for any vector v and matrix m. We consider an affine process X on the canonical state space D = R m + × R n with generator
for some appropriate positive semidefinite n × n-and d× d-matrices a and α i , respectively. Here, with diag (0, a) we denote the block-diagonal d × d-matrix with blocks given by the m × mzero matrix and a. Moreover, χ J (ξ) denotes an R n -valued continuous and bounded truncation function with χ J (ξ) = ξ J in a neighborhood of the origin ξ = 0. For detailed parametric restrictions on (a, α i , b, β, m, µ i ) we refer the reader to Duffie et al. (2003, Definition 2.6 ). We assume for simplicity 9 that the jump measures µ i are of finite variation type with integrable large jumps
9 At the cost of more technical analysis, the following results could also be proved for the general case of infinite variation jumps µi with infinite tail mean.
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4.1. Affine Transform Formula. The analytical tractability of affine models stems from the fact that the characteristic function of X t |X 0 = x is explicitly given by the affine transform formula
where the C − -and C m − × iR n -valued functions φ = φ(t, iu) and ψ = ψ(t, iu) solve the generalized Riccati equations, for i = 1, . . . , m,
where we define B = β ⊤ and write B i for the ith row vector of B. Obviously, we have
and φ(t, iu) is given by simple integration of the right hand side of its equation.
Polynomial Moments.
It is well known that if X t |X 0 = x has finite k-th moment,
then φ(t, u) and ψ(t, u) are of class C k in u. Moreover, the polynomial moments are explicitly given in terms of the respective mixed derivatives of the characteristic function
for |α| ≤ k, see e.g. Duffie et al. (2003, Lemma A.1) . It follows by inspection that the right hand side of this equation is a real polynomial in x of degree less than or equal to |α|. Recently, generalizing the recursive method used in Forman and Sørensen (2008) for Pearson-type diffusions, Cuchiero et al. (2010b) proposed an alternative method to compute the coefficients of this polynomial. The idea rests on the insight that the affine generator A formally maps P k into P k , where P k denotes the finite-dimensional linear space of all polynomials in x ∈ R d of degree less than or equal to k. 10 The generator A thus restricts to a linear operator A k on P k . Consequently, we obtain the formal representation
is the exponential of A k t. This can be expressed as a matrix. We shall illustrate this for d = 1. The dimension of P k then equals k + 1, and we can pick as canonical basis of P k the set Q = {1, x, . . . , x k }. For every j = 0, . . . , k we then calculate symbolically the coefficients q ij in
Hence A k can be represented by the upper-triangular matrix Q = (q ij ) with respect to the basis Q. In other words, if we identify a generic polynomial p(x) = k i=0 p i x i in P k with the vector of its coefficients p = (p 0 , . . . , p k ) ⊤ , then A k p(x) ∈ P k equals the polynomial with coefficient vector Qp. Moreover,
See Examples 7.1 and 7.2 below for some concrete applications for d = 1 and d = 2.
4.3. Existence and Properties of Affine Transition Densities. In this section we present our main theoretical results, which establish existence and smoothness of the density of the conditional distribution of the affine process X. Moreover, we provide explicitly verifiable conditions asserting that Lemmas 3.3-3.5 apply.
Our first result provides sufficient conditions for the existence and smoothness of a density of X t |X 0 = x, for some t > 0 and x ∈ R m + × R n . These easy to check conditions apply in particular to multi-factor affine term-structure models on R m + × R n from Duffie and Kan (1996) and Dai and Singleton (2000) , and Heston's stochastic volatility model. The proof is given in Appendix B. 
has full rank. Further, let p be a nonnegative integer with
Then X t |X 0 = x admits a density g(ξ) of class C p with support in R m + × R n and the partial derivatives of g(ξ) of orders 0, . . . , p tend to 0 as ξ → ∞.
We note that condition (4.6) is sharp and cannot be relaxed in general. Consider for instance the scalar square-root diffusion X on R + with generator Af (x) = αxf ′′ (x) + bf ′ (x). It is well known that for any parameter values α > 0 and b ≥ 0, the distribution of 2Xt αt | X 0 = x is noncentral χ 2 with 2b α degrees of freedom and noncentrality parameter 2x αt , see e.g. Filipović (2009, Exercise 10.9) . The corresponding density function g(ξ) satisfies lim ξ→0 g(ξ) = 0, and is therefore of class C 0 , if and only if the degrees of freedom 2b α > 2, see Johnson et al. (1995, Chap. 29) . This is exactly what condition (4.6) states for p = 0.
As regards exponential moments of X t |X 0 = x, we combine and rephrase some results from Duffie et al. (2003) e q ⊤ ξ m(dξ) < ∞ and
Then the right hand side of (4.2) is analytic in ψ ∈ V . Suppose further that (4.2) admits a V -valued solution ψ(t, u) with ψ(0, u) = u for all t ∈ [0, T ) and for all
Proof. That the right hand side of (4.2) is analytic in ψ ∈ V follows from Duffie et al. (2003, Lemma 5.3) . From Duffie et al. (2003, Theorem 2.16 and Lemma 6.5) we then infer that
Combining this with the elementary inequality
where we denote
Note that if m(dξ) and µ i (dξ) have light tails of the order e −r ξ 2 dξ for some r > 0, or have compact support in particular, then the first assumption of Theorem 4.2 is satisfied for V = R d . Even then, however, the solution ψ(t, u) exists only on a finite time horizon t < T < ∞ for any nonzero u ∈ R d in general. We refer to the discussion of the diffusion case in Filipović and Mayerhofer (2009) , see also Filipović (2009, Chapter 10) .
We further present an additional result which concerns the existence of the marginal transition density of integrated affine jump-diffusions, which are not covered by Theorem 4.1. In fact, if X is a one-dimensional affine process on R + , then the two-dimensional process (dX, X dt) ⊤ is affine again, with state space R 2 + . However, its diffusion matrix is degenerate and thus violates the conditions of Theorem 4.1. Nevertheless, a slight adaption of its proof yields the existence of the marginal transition density of the integrated process X dt under some more stringent conditions. The proof of the following theorem is given in Appendix C. Theorem 4.3. Let X be an R + -valued affine process with parameters (a = 0, α, b, β, m, µ). Further, let p be a nonnegative integer with
of class C p with support in R + and the partial derivatives of g(ξ) of orders 0, . . . , p tend to 0 as ξ → ∞.
From the application point of view, we can rephrase the statements of the preceding theorems as follows:
Corollary 4.4. Theorems 4.1-4.3 provide conditions in terms of the parameters of the affine process X such that the assumptions in Lemmas 3.3-3.5, and thus eventually the validity of Assumptions 1 and 2, can explicitly be verified for the density of the (marginal) transition distributions of X.
Examples of Auxiliary Density Functions
For our applications of the polynomial density approximations to affine models we shall make the following specific choices for the auxiliary density function w. For positive coordinates we use the Gamma density
denotes the Gamma function. It is easily seen that conditions (3.1)-(3.4) are satisfied for the appropriate parameters p, ǫ 0 and ǫ 1 , respectively.
For real-valued coordinates we employ the bilateral Gamma density from Küchler and Tappe (2008a) . The corresponding family of distributions nests, for example, the Variance Gamma distribution as a special case. It has very flexible shapes (Küchler and Tappe, 2008b) . For the purposes of this paper we make use of a constrained, standardized version with mean centered at zero, unit variance, zero skewness, and excess kurtosis C > 0. We denote this standardized bilateral Gamma distribution with Γ b (C). Its characteristic function is given by
By Küchler and Tappe (2008b, eq. 3.6 ) the bilateral Gamma distribution has a density given by
where K n (ξ) denotes the modified Bessel function of the second kind. It follows from Küchler and Tappe (2008b, Section 6 ) that conditions (3.1)-(3.4) are satisfied for the appropriate parameters ǫ 0 and ǫ 2 , respectively. The special case with excess kurtosis C = 1/3 leads to the following simple expression for the density γ b (ξ) = γ b (ξ ; C = 1/3), since for half-integer indices the modified Bessel functions evaluate to elementary functions
Orthonormal polynomial bases can be constructed for any auxiliary density function w which has finite exponential moment (3.1) by the following Gram-Schmidt process, which is also used in the proof of Lemma 3.1.
DENSITY EXPANSIONS
Algorithm 5.1 (Gram-Schmidt Process).
Notice that deg H α = deg ξ α = |α|, which is due to the linear independence of the set of monomials {ξ α | α ∈ N d 0 }. Below are the first five orthonormal polynomials for the Gamma and the bilateral Gamma densities γ and γ b introduced above.
Example 5.1. The non-normalized orthogonal polynomials for the Gamma density γ are the generalized Laguerre polynomials, the first five of which are
The normalization constants are given by
Example 5.2. For the standardized bilateral Gamma density γ b in (5.2), the first five nonnormalized orthogonal polynomials are
and the corresponding normalization constants HO
are given by
Example 5.3 (Product Measure). Define the product density w γγ b with support on R + × R by
with Gamma density γ defined in (5.1) and bilateral Gamma density γ b defined in (5.2). Combining Lemma 3.2 and Examples 5.1 and 5.2, we obtain the corresponding orthonormal basis of polynomials
Relation to Existing Approximations
In this section we recall facts about closed-form density approximations from previous literature and relate them to the density expansions of the present paper. A short summary of the capabilities and limitations of the different methods is reported in Table 1 .
The closest methodology to the one introduced in Section 2 Aït-Sahalia (2002). One of the key steps is to transform the original process in such a way that a Gaussian-weighted L 2 expansion converges. This is motivated by an analogy to the central limit theorem (see also Aït-Sahalia and Yu, 2005, Introduction) : the sampling interval (time between observations) ∆ plays the role of the sample size n in the central theorem; conditional on a correct standardization a N (0, 1) density turns out to be the correct limiting distribution as n → ∞ (in the central limit theorem) and as ∆ → 0 (for the stochastic process). The correcting Hermite polynomials (the pseudo likelihood ratio) then account for the fact that ∆ is not 0. Aït-Sahalia (2002) applies two transformations. The first change of variables yields a unit diffusion process through the Lamperti transform. For univariate diffusions it can be shown that such a transformation always exists. This step introduces nonlinearities in the drift. The resulting process is then centered, and scaled in time. Consequently, a Gaussian-weighted L 2 expansion converges uniformly to the true, unknown transition density. This strong convergence result-which of course exceeds the mere L 2 convergence-is proved by using a representation of the true, unknown, transition density in terms of a Brownian bridge functional from Rogers (1985) . Due to the nonlinearities in the drift, the coefficients of the Aït-Sahalia (2002) Hermite expansion are generally not known in closed form, however. In practice they are approximated using a Taylor expansion in time in terms of the infinitesimal generator of the process. This is a key difference to the setting of the present paper, where expansions are constructed precisely such that their coefficients are linear in polynomial moments-and those are known for affine processes without approximation error.
In the multivariate case, however, a Lamperti transform is rarely possible, since most applications call for stochastic volatility models which are irreducible (Aït-Sahalia, 2008 1 ). An entirely different strategy is therefore pursued in Aït-Sahalia (2008) for the irreducible multivariate case, where the log likelihood is expanded in, both, time, and space, so that the coefficients of the expansion may be computed from the Kolmogorov forward and backward equations. This approach is adopted by Yu (2007) with the difference that he also considers jump-diffusions and approximates the transition density itself, rather than the log transition density.
The saddlepoint approach in Aït-Sahalia and Yu (2005) is fundamentally different. It (approximately) solves the Fourier inversion problem by expanding the cumulant generating function about the saddlepoint
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, rather than making use of the Kolmogorov forward and backward equations. The maintained assumption here is that the cumulant generating function is available, even though for diffusions Aït-Sahalia and Yu (2005, Section 4) circumvent this problem by using a Taylor series expansion for small times along the lines of Aït-Sahalia (2002) for nonlinear moments. Though the saddlepoint approach and this paper both facilitate expansion techniques, the objects of the expansion are different and the formulae are unrelated. Saddlepoint approximations are extremely accurate even for low orders (Aït-Sahalia and Yu, 2005, Fig. 2 ). The price to be paid for this precision is the computational burden of having to solve numerically for the saddlepoint for every pair of forward and backward variables.
Applications
In the following we present applications which highlight the usefulness of the transition density approximations developed in this paper. For the empirical investigations considered below we find that there is a trade-off between numerical accuracy and the order of the expansion. Higherorder expansions may perform worse than low-order expansions due to numerical errors that are induced by the limited numeric precision of the computer environment in representing very large or very small numbers. As a general guideline we suggest matching as many moments (cumulants) as possible when choosing L 2 weights, and stopping the expansion at a relatively low order such as J = 4. For the present section we adopt notation used conventionally in finance and econometrics. In particular we deviate from Duffie et al. (2003) notation. The time interval between between observations is generally denoted by ∆.
12 For a stochastic process X denote by K(t, u | x0) = log E e u ⊤ Xt | X0 = x0 the cumulant generating function. Suppose Xt|X0 = x0 has an absolutely continuous law. For any state x the saddlepoint is defined as the solution u =û(t, x, x0) in u to the implicit equation ∂uK(t, u | x0) = x.
We strongly recommend checking the above theoretical foundations for the validation of Assumptions 1 and 2 in numerical applications, as outlined in Example 7.1 below.
7.1. Basic Affine Jump-Diffusion (BAJD). We first consider a square-root process with exponentially distributed jumps. This process has been recently used in papers that study portfolio credit risk (Duffie and Garleanu, 2001; Mortensen, 2006; Eckner, 2009; Feldhütter, 2008) where it is termed basic affine jump-diffusion (BAJD), and in a bivariate form in singlename credit (Schneider et al., 2010) . It can be described in SDE form
The intensity of the compound Poisson process K is l ≥ 0, and the expected jump size of the exponentially distributed jumps is ν ≥ 0. The set of parameters we denote by ̺ Y = {κθ, κ, σ, ν, l} and the domain of the process D = R + . By Theorem 4.1, 2κθ > σ 2 ensures existence of transition densities.
Example 7.1 (Developing an L 2 γ Expansion for the BAJD). To exemplify the necessary steps to develop a density expansion, we consider here an explicit example and compute an order J = 4 density expansion for the BAJD process from eq. (7.1). The L 2 weight we use here is a Gamma distribution Γ(1 + D, 1) with density function γ from eq. (5.1).
Step 1. Computing Conditional Moments: The generator of the BAJD is
Hence the matrix Q = (q ij ) from (4.3) relative to the canonical basis 1, x, x 2 , x 3 , x 4 equals
Note the upper-triangular form. A symbolic mathematics software package such as Mathematica or Maple will be able to compute the matrix exponential e Q∆ in closed form. The conditional moments µ n (y 0 , ∆,
may then be obtained by plugging into formula (4.4). We obtain the conditional moments as polynomials of order ≤ 4 in the backward variable y 0 . Below we will suppress dependence of the moments on y 0 , ∆, ̺ Y to lighten notation.
Step 2. Scaling the Process and Computing the Coefficients: Having computed the first four conditional moments, we now introduce a scaled processȲ ∆ =
Hence, in view of Lemma 2.2 we match the first two moments ofȲ ∆ with the ones of the standardized gamma density w = γ(ξ; D) from eq. (2.1): for each n ≥ 0 we have
In particular, the first five coefficients are of the following explicit form:
Note that due to the chosen scaling, the deforming polynomial (the pseudo likelihood ratio) does not contribute to the density approximation for the first two orders as predicted by Lemma 2.2.
Step 3. Verification of Assumption 2: We denote by g andḡ the density of Y ∆ andȲ ∆ , respectively. The existence of g and therefore ofḡ is ensured by requiring
by Theorem 4.1. By the same result, g andḡ are of class C p for the greatest nonnegative integer p satisfying
On the other hand, using Theorem 4.2 one can verify numerically, by solving the corresponding Riccati differential equations, that
This implies finite polynomial moments ofḡ and g, and therefore justifies the calculations in Steps 1 and 2, in particular. Note that the Gamma density w(ξ) = γ(ξ; D) satisfies sup x∈ [0, 1] x D /w(x) < ∞ and sup x≥1 e −x /w(x) < ∞. In view of (7.4), Lemma 3.4 implies validity of Assumption 2, that isḡ/w ∈ L 2 w , once D ≤ 2p. By (7.3), the latter holds if and only if 13 ⌈D/2⌉ < 2κθ σ 2 − 1, which again can easily be checked numerically.
13 ⌈x⌉ denotes the smallest integer which is greater than or equal to x.
Step 4. Putting Everything Together: Accounting for the change of variableȳ(y) = yµ 1 µ 2 −µ 2 1 , the density proxy equals (7.6) with (W V , W X ) being a two-dimensional standard Brownian motion. The domain D of the process equals R + × R. With 2κθ V > σ 2 and |ρ| < 1 Theorem 4.1 guarantees existence of transition densities. Note that it would be perfectly possible to enrich Heston's model above with jumps in both factors (this has been done for example in Duffie et al. (2000) , Eraker et al. (2003) , and Eraker (2004)), to multiple variance factors, or even a matrix-valued variance process as in (Da Fonseca et al., 2008) .
The correlation parameter ρ above is a device to model the leverage effect which is partly responsible for the skew in option prices. Figure 1 displays, using an order 4 expansion, how the skew of the density may be altered by decreasing the ρ parameter.
For the bivariate Heston model, to compute conditional moments up to order two using formula (4.4), the canonical basis is given by 1, v, x, v 2 , vx, x 2 and the corresponding Q matrix, analogous to (4.3), is
Example 7.2 (Standardizing and Scaling the Heston Model). Our goal is to work within a L 2 space weighted with a product measure w :
composed of Γ(D + 1, 1) and Γ b (C) densities, from definitions (5.1) and (5.2), respectively. In this space, we may use the polynomials from eqs. (5.4) and (5.6). Lemma 3.2 ensures that the product of the polynomials forms an ONB in the L 2 w space. Acknowledging Lemma 2.2 we want to make sure that we match as many moments as possible to optimize the quality of the approximation. Below we show how this transformation ς is composed. We introduce lighter notation by defining U t = (V t , X t ) and for the first two moments of (V t , X t )
For demeaning and block-diagonalizing define
Then ς 1 (U t ) has first two moments of the form
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The next transformation scales the process into the optimal form (according to Lemma 2.2)
where
Then ς 2 • ς 1 (U t ) has first two moments of the form
and choosing D = µ 2 1 /a 1 − 1 the bivariate orthogonal expansion of the density of ς 2 • ς 2 (U t ) may be performed in terms of the polynomials introduced in (5.4) and (5.6). By the transformation the polynomial moments up to second order induced by w agree with the moments of ς 2 • ς 1 (U t ) and the moment-matching Lemma 2.2 applies up to order 2. We have used
and its inverse is
2) is set to the exact excess kurtosis of the transformed log stock process and the expansion may be performed analogously to Example 7.1. 7.3. CDO Pricing. In the reduced-form credit risk framework (Lando, 1998) , we model the stochastic default intensity λ of a corporation with a positive process such as (7.1). Under the pricing measure Q the default time τ of a corporation is then taken to be the first jump of an inhomogeneous Poisson process with intensity λ. More formally we write the survival probability of a corporation (using the short-hand notation
All expectations are with respect to the risk-neutral pricing measure Q. For the pricing of portfolio credit derivatives, to introduce dependence between different obligors, Duffie and Garleanu (2001) (and subsequently Mortensen (2006) , Eckner (2009), and Feldhütter (2008) ) introduce a factor intensity model
where X it is a firm-specific (idiosyncratic) intensity factor, and Y t is a (systemic) factor common to all obligors i = 1, . . . , n. We model both X and Y with independent jump-diffusion processes from eq. (7.1). For n obligors we must impose n i=1 a i = 1 to ensure identifiability (see Eckner (2009) ).
The survival probability of obligor i according to model (7.7) is then due to independence of the factors
Yu du .
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Defining Z t,T = T t Y s ds we may write the default probability of the ith obligor conditional on Z t,T as (7.9)
and denoting with P n t,T (k | Z t,T ) the conditional probability that k of the first n credits in the portfolio default between t and T the recursive algorithm of Andersen et al. (2003) then develops the number k of defaults conditional on Z t,T as
(7.10) for 0 ≤ k ≤ n and 0 ≤ m < n. The expressions E t e − T t X iu du , i = 1, . . . , n are unproblematic, but computing the unconditional default probability
involves an integration against the density of Z t,T . We can get hold of the distribution of Z t,T by investigating the joint evolution of Y from eq. (7.1) and the integral over Y . We therefore embed Y into the two-dimensional affine process (Y, Z) described by
Note that even though the instantaneous covariance matrix of the process (7.11) above is only of rank one, this process is a well-defined affine process in the sense of Duffie et al. (2003) as pointed out also in Section 4.3. Existence of the marginal transition density of Z t,T | Y t is shown in Theorem 4.3 for κθ > σ 2 .
In principle the conditional default probabilities from eq. (7.10) may be computed using the moment generating function of Z t,T . In real world applications n is typically larger than 100, however, and the expressions become intractably large, even for small k. In practice, recursion (7.10) is therefore computed through numerical integration. A test of our density expansion in this setting may therefore be reduced to the question of how well we can approximate the true moment generating function. Below we outline how this approximation can be done in closed form.
Denote by E (J) t [f (Z t,T )] the expectation of f (Z t,T ) with respect to a J-order expansion instead of the true density. Considering the functional form of the expansion (2.1), to approximate the expressions E t e −Z t,T a i , i = 1, . . . , n we note that we need to perform the computation e aZ t,T computed for an order 2 and an order 10 expansion of the integrated BAJD from (7.11). The parameters that generated the picture were a = 1, T − t = 5, κθ = 0.00150602, κ = 0.4648, σ = 0.01, l = 1, ν = 0.0002, y0 = (κθ + lν)/κ. Results are computed using Mathematica and the picture is generated with a numeric precision of 20 digits.
where c H (j) is implicitly defined as
The chosen L 2 weight w for the approximating transition density is a Gamma distribution. To compute eq. (7.13) for a random variable Z that is Gamma distributed Z ∼ Γ(α, θ) we note that
where Γ denotes the Gamma function. Figure 2 shows that for the order 10 expansion the approximation error is numerically zero. The order 2 expansion also works well, with negligible numeric error.
7.4. Likelihood-based Inference. In this section we investigate the performance of the polynomial density expansions in likelihood-based inference. For discrete, equally spaced (with time interval ∆) observations (X 0 , X 1 , . . . , X N ) = X of a Markov process (X t ) t≥0,X 0 =x 0 with domain 14 In practice the coefficients may be collected using a symbolic mathematics package such as Mathematica or Maple. D and parameters ̺ X we may write the likelihood function l X : D N × ̺ X → R + as (7.14)
Denote by
the approximate likelihood function using a J order expansion developed in this paper. The maximum likelihood estimator ̺ X is obtained as the global maximizer of the likelihood (7.14)
Similarly, for a maximizer obtained from the approximate likelihood l (J)
X we write
The Bayesian framework (cf. Robert, 1994 , for reference and comparison to other methodologies) views the parameters themselves as random variables and is aimed at the posterior density
(7.18)
The prior density π : ̺ X → R + expresses the econometrician's personal beliefs and knowledge. Its specification may be fueled by economic intuition, for example that nominal interest rates should be positive, and also parameter constraints. Note that the expression (7.18) invokes Bayes theorem and therefore demands that l X and π actually are densities in that they are nonnegative functions on the domain of the random variable and integrate to one. This requirement has been challenged to a great extent. The most common violation stems from expressing uninformedness by setting the prior for a parameter ̺ + with positive domain proportional to a constant
Prior specifications such as the one mentioned above are called improper priors, because their integral does not exist. A less common violation arises from the use of closed-form likelihood expansions within Bayesian inference for Markov processes. 15 For the univariate likelihood expansions from Aït-Sahalia (2002) the normalization constant may be evaluated through numeric integration, putting a heavy computational burden on the econometrician. For the multivariate expansions for irreducible models from Aït-Sahalia (2008) the normalization constant does not even exist, because the expansions are purely polynomial. In contrast, the expansions developed in the present paper integrate to one by construction. They share with the expansions from Aït-Sahalia (2002) the unpleasant feature that they may become negative, however, even though experience shows that this happens very rarely. For the empirical studies in this paper, for instance, it has not happened even once.
Subsequently we will denote posteriors where the likelihood is approximated using the approximate likelihood l (J) X from (7.15) by
. To test both methodologies we generate realizations from models (7.1) and (7.6) through exact simulation methods. We then perform both frequentist and Bayesian inference using our density approximations and the true density (obtained through Fourier inversion of the characteristic function). Frequentist inference is performed on 1,000 data sets generated by model (7.6), to acquire information about the sampling distribution of the (approximate) maximum likelihood estimators. Bayesian inference is performed on one data set, for the BAJD (eq. (7.1)) and Heston's model (eq. (7.6)), respectively. We then compare the posterior distribution originating from true density to the posterior distribution generated by the density approximations from this paper.
The simulation for each data set is started from the unconditional mean and then propagated forward 600 data points. We discard the first 100 observations to eliminate impact of the initial condition. To investigate the behavior of our density expansions for different time horizons we choose a monthly observation frequency for the square-root jump-diffusion (7.1) and weekly observation frequency for the Heston model (7.6).
To obtain exact draws from the BAJD we generate exact draws from Y i | Y i−1 using Robert and Casella (2004, Lemma 2.4) . For a uniform random variable U ∼ U (0, 1) we ex-
We simulate from (7.1) using the parameters κθ = 0.04, κ = 1, σ = 0.2, l = 3, ν = 0.01. 
starting from w 0 = log
Both, g Y , and, G Y are obtained through Fourier inversion. In our implementation the algorithm terminates after 5 to 6 iterations for ε = 10 −6 . (iii) Set Y i = c + e w ⋆ e w ⋆ +1 increment i and go back to step (1) For Bayesian inference we specify an uninformative prior
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The Heston parameters are κ V = 1, κθ V = 0.04, σ = 0.2, κθ X = 0.03, ρ = −0.8. To obtain exact draws from this model we refer the reader to the algorithm in Broadie and Kaya (2006) . For Bayesian inference we specify the prior distribution as
To evaluate the transition density we employ the formulation from Lamoureux and Paseka (2005) , which may be evaluated using a single numerical integral, instead of the two-dimensional Fourier integral. This reduction of dimensionality comes at the price of having to evaluate complex-valued special functions, however. With 1,000 datasets of weekly realizations from the Heston model, for each dataset we obtain parameters ̺ ⋆ V X by maximizing the log likelihood (7.14), respectively the approximate log likelihood (7.15). We use the optimizer donlp2 to achieve this task. To relate the density expansions of this paper to existing approximations we perform the estimation experiment with
• the true density (obtained through Fourier inversion) denoted by M LE • order 4 likelihood expansions developed in this paper using a product measure with a Gamma weight for the variance process and for the log stock variable a -bilateral Gamma weight. Specifically we employ formulation (5.3). Estimates are denoted by BG(4) -Gaussian weight. Estimates are denoted by G(4)
• order 2 closed-form likelihood expansions from Aït-Sahalia (2008) denoted by CF (2) • Gaussian approximation using true conditional moments up to order 2 denoted by QM L Table 3 reveals that the true likelihood function exhibits problematic behavior for some parameterizations. Only 688 out of 1,000 estimates turned out to be successful. This is due to numerical integration problems that occur in particular for low values of σ that arise in the likelihood search. Density expansions developed in this paper are also not entirely unproblematic. Numerical errors from evaluating the pseudo likelihood ratio accumulate and induce spikes that irritate the optimizer's numerical differentiation routines. The Hermite polynomials used for G(4) appear better behaved than the polynomials associated with the bilateral Gamma density used in BG(4). Table 3a reports bias and RMSE of the estimators. The large bias of 0.2255 for the κ parameter is a well-established phenomenon that has also been reported in Aït-Sahalia and Kimmel (2007) . As an overall impression the results suggest that the density approximations developed in this paper exhibit parameter estimates with properties similar to the true ML estimates, while Aït-Sahalia (2008) expansions interestingly exhibit lower bias, with the exception of the σ parameter, but higher RMSE. In Table 3b the first column (Mean) in
indicates mean deviation from the true ML estimator and the second column (SD) captures statistical noise in the estimation. Estimation bias around the MLE for all estimators appears very small. Except for the CF (2) estimator, the noise induced through the density approximations is smaller than the estimation noise of the true M LE. Surprisingly, the QML estimator, a special case of the approximations developed in this paper since it is an order two expansion around a Gaussian, performs remarkably well. All around the BG(4) expansions appear to be the preferable choice. In particular σ ⋆BG(4) − σ ⋆M LE and ρ ⋆BG(4) − ρ ⋆M LE point to the right direction, the estimators are closer to the true parameters than M LE.
DENSITY EXPANSIONS
The results of the Bayesian inference study also appear promising. Inspecting Figures 5 we see that an order 2 expansion already delivers reasonable results, while the order 4 expansion seems to be even closer to the posterior density obtained from the true density function. To assess how close the posteriors p (2) V X and p (4) V X densities are to the posterior obtained through the true transition density p V X we compute Kolmogorov-Smirnov tests. The results can be seen in Table  2 . They suggest that while p (2) V X appears to be quite different from p V X , p (4) V X is statistically almost indistinguishable from the true posterior p V X for the majority of the parameters. 7.5. Option Pricing. Heston's model (7.6) is used for option pricing because it may be consistent with the implied volatility skew that can be inferred from market prices. As such it is much more compatible with real data than say, the Black-Scholes model. In stock (index) option pricing the quantity of interest are marginal transition probabilities of the log stock price X. We therefore engineer an approximation directly around the marginal density of
. We set the constant C from (5.2) to the excess kurtosis of X. Recall that the price of a European call option with maturity ∆ and strike price K is given by
In accordance with the previous sections we will denote C (J) (∆, K), and similarly HA (J) (∆, K) and HB (J) (∆, K), the option price computed with g (J)
X instead of g X . Denoting Q(X ≤ x) the transition probability (and accordingly Q (J) (X ≤ x) the J order approximation of the transition probability) we have that HB (J) (∆, K) = 1 − Q (J) (X ≤ log K), and using the standardization from Example 7.2 and the change of variables formula from eq. (7.22) can be computed by numeric integration. Figure 4 shows that option pricing performance is very good.
Remark 7.2. Collecting coefficients to compute ϑ i from Section 7.5 eq. (7.23) by hand is very error-prone. Instead we recommend using a symbolic mathematics software package such as Mathematica or Maple.
Discussion
This paper develops a general framework for density approximations for affine processes using orthonormal polynomial expansions in well-chosen weighted L 2 spaces. We provide novel existence and smoothness results for their transition densities in particular.
The approximations are designed to exploit the explicit polynomial moments of affine processes to compute the coefficients of the expansion without approximation error and in closed form; the computational burden is concentrated only in the initial calculation of the coefficients of the expansions. Once they are implemented, evaluation is rapid, avoiding the heavy computational cost of Fourier methods to obtain transition densities. Empirical applications in credit risk, likelihood-based parameter inference, and option pricing suggest that the density expansions are very accurate.
The paper leaves a number of open points for future research. The first question concerns approximations in higher-order weighted Sobolev spaces. One might suspect that approximation of (sufficiently smooth) densities in weighted higher-order Sobolev spaces are superior to L 2 expansions. In particular, it could be expected that (i) the quality of approximation might be better (ii) Sobolev embedding theorems could be applied to infer global uniform convergence. However, quite contrary to the L 2 case, it is unknown whether the space of polynomials is dense in weighted Sobolev spaces. Higher-order Sobolev spaces also impose heavy restrictions on the
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functional form of the approximation weights, which in turn lead to very slow convergence rates. Indeed, preliminary numerical experiments suggest that the price for global, uniform convergence which potentially comes with higher-order Sobolev spaces is a very slow convergence rate.
Another route worth pursuing is a compact truncation of the state space, such that approximations could be performed in non-weighted Sobolev spaces, for which there is more theory available in the literature.
Suitable approximation weights (such as the bilateral gamma weight of this paper) are a research topic of its own, and they lead to non-trivial problems in the theory of special functions. Also, density expansions for processes on state spaces different from the canonical ones would be highly desirable. As an example we mention the class of matrix-valued processes used in covolatility modeling (Leippold and Trojani, 2008; Da Fonseca et al., 2008; Buraschi et al., 2008) .
Appendix A. Proofs for Section 3
This appendix gathers the proofs of the lemmas in Section 3.
Proof of Lemma 3.1. That the set of polynomials is dense in L 2 w is shown in Bernard (1995, Lemma 1). The assumption made in Bernard (1995) that w is strictly positive can easily be omitted by replacing point-wise equality "= 0" by "= 0 w(ξ) dξ-a.s." at the end of the proof of Bernard (1995, Lemma 1 ). An orthonormal basis of polynomials 
can be written as a product of linear combinations of the respective orthonormal polynomials
It follows that the set {H α | α ∈ N d 0 } is dense in L 2 w , and hence forms an orthonormal basis of L 2 w . This proves the lemma.
Proof of Lemma 3.3. The lemma follows from the estimate
x g is continuous we conclude that there exists some finite constant K such that g(x) ≤ K x p for all x ∈ [0, 1]. We then obtain
This proves the lemma.
Proof of Lemma 3.5. Let x ∈ I, and let i * be such that
is bounded on I × R n we conclude that there exists some finite constant K such that g(x, y) ≤ K min i x p i for all (x, y) ∈ I × R n . We then decompose
Appendix B. Proof of Theorem 4.1
First we note that the existence and smoothness properties of a density on R d for X t |X 0 = x is invariant with respect to non-singular linear transformations of the state vector X t . In view of Filipović (2009, Theorem 10.7) there exists a non-singular linear transformation of the state 
Moreover, this transformation does not affect the upper diagonal element α i,ii (see the proof of Filipović (2009, Lemma 10.5) ), which is important in view of the criterion (4.6). Hence without loss of generality we shall from now on assume that the matrices α i are of the block diagonal form (B.1).
We now recall a classical result on characteristic functions ν of probability measures ν, see Sato (1999, Proposition 28 .1):
Lemma B.1. Let ν be a probability measure on R d . Assume its characteristic function ν(iu) =
for some nonnegative integer k. Then ν has a density h(x) of class C k and the partial derivatives of h(x) of orders 0, . . . , k tend to 0 as x → ∞.
It thus remains to prove the appropriate integrability of the affine characteristic function (4.1), that is, the appropriate tail behavior in u ∈ R d of the functions φ(t, iu) and ψ(t, iu). The following lemma is our core result, which together with Lemma B.1 completes the proof of Theorem 4.1. 
for all nonnegative numbers p < min i∈{1,...,m}
The remainder of this section is devoted to the proof of Lemma B.2. Let t > 0 and u ∈ R d \{0}. We first claim that u ⊤ K = 0 if and only if u ⊤ A(t) = 0, which proves equivalence of (i) and (ii). To prove the claim, note that since A(t) is positive semidefinite, u ⊤ A(t) = 0 is equivalent to A power series expansion of e B ⊤ J J s shows that this is equivalent to
The Cayley-Hamilton theorem (see (Horn and Johnson, 1990, Theorem 2.4 .2)) implies that, for all k ≥ n, B k JJ is a linear combination of Id, B JJ , . . . , B n−1 JJ . Whence the above property is equivalent to u ⊤ K = 0, which proves the claim.
The equivalence of (ii) and (iii) follows from the identity
and the fact that each of the summands is nonnegative. This establishes the first part of Lemma B.2. As for the second part of Lemma B.2, we note that as a consequence of (B.1) the real and imaginary parts f (t, iu) = ℜψ(t, iu) and g(t, iu) = ℑψ(t, iu) of ψ satisfy the following system of Riccati equations, for i = 1, . . . , m:
In the sequel we will make use, without further notice, of the fact that f i is R − -valued for all i = 1, . . . , m, and that f j = 0 for all j ∈ J. In particular, it follows from above that f i satisfies the following system of differential inequalities
For any u = 0, we now define the scaled functions (B.3)
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Then F and G satisfy, for i = 1, . . . , m:
where we define the
and we have used the simple fact that
It follows by the assumptions on µ i that the matrix K is uniformly bounded
where the constant K only depends on the measures µ i . The squared norm of G thus satisfies
We shall now and in the sequel make use of the following comparison result, which is a special case of a more general theorem proved by Volkmann (1972) :
Lemma B.3. Let R(t, v) be a continuous real map on R + × R and locally Lipschitz continuous in v. Let p(t) and q(t) be differentiable functions satisfying
Then we have p(t) ≤ q(t) for all t ≥ 0.
Applying Lemma B.3 to the above differential inequality for G 2 we obtain
For any i ∈ {1, . . . , m} we then obtain the differential inequality
where we have used the fact that α i,ii G 2 i ≤ G ⊤ α i G and (B.5) for the last inequality. Lemma B.3 again yields the lower bound
Combining this with the differential inequality (B.4) for F we obtain (B.6)
We arrive at the following intermediate result.
Lemma B.4. For every ǫ > 0 and t 0 > 0 there exists some ρ > 0 and R > 0 such that
for all u ∈ R d with u ≥ R and u ⊤ α i u ≥ ǫ u 2 , for all i ∈ {1, . . . , m}.
Proof. The differential inequality (B.6) is autonomous and smooth in F i . Moreover, the initial slope satisfies
uniformly in i and u in the designated set. Also notice the estimate 1
and the uniform bound on the last summand on the right hand side of (B.6) for t ≤ t 0 and u ≥ R. The claim now follows from Lemma B.3.
Below we shall make use of the following is easy to check auxiliary result on Riccati equations:
Lemma B.5. Let A > 0, B ∈ R \ {0}, and t 0 ≥ 0, and G 0 < 0. For t ≥ t 0 , the solution of
is of the form
.
From (B.4) we deduce the trivial differential inequality
By Lemma B.5, the solution of
with h(t 0 ) < 0 is explicitly given by
Together with Lemmas B.3 and B.4 and we thus obtain that (B.7)
for all u ≥ R with u ⊤ α i u ≥ ǫ u 2 . By rescaling we infer
Integrating this inequality yields
for all u ≥ R with u ⊤ α i u ≥ ǫ u 2 . We arrive at the following key result, which completes the proof of Lemma B.2.
Lemma B.6. Let i ∈ {1, . . . , m}. For every ǫ > 0 and t > 0 there exists some R > 0 and C > 0 such that
for all u ∈ R d with u ≥ R and u ⊤ α i u ≥ ǫ u 2 . Moreover,
Proof. Integration of (4.2) implies
Together with (B.8), this proves the lemma.
Appendix C. Proof of Theorem 4.3
Fix some γ > 0. We consider the two-dimensional process Z = (X, Y ), where Y t = y + γ t 0 X x s ds, with y ∈ R + . It is easy to see that (X, Y ) is an affine process with state space R 2 + . In particular, if y = 0 we have that Y t = γ t 0 X x s has an exponentially affine characteristic function of the form
where the characteristic exponents φ and ψ satisfy the generalized Riccati differential equations
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For any v = 0, we define the scaled functions
Then F and G satisfy (C.1)
F (0) = 0
We now prove a first intermediary result, which is analogous to Lemma B.4:
Lemma C.1. There exists some t 0 > 0, ρ > 0 and R > 0 such that
for all v with |v| ≥ R.
Proof. For v → ±∞, the solutions F (t, iv) and G(t, iv) of (C.1) converge locally uniformly in t to the solutions F ∞ (t) and G ∞ (t) of the system
Since ∂ t G ∞ (t)| t=0 = ±1 it follows that there exists some t 1 > 0 such that G ∞ (t) = 0 for all t ∈ (0, t 1 ). This again implies that F ∞ (t 0 ) < 0 for some t 0 ∈ (0, t 1 ), and the lemma follows.
From (C.1) we deduce the trivial differential inequality
Arguing as for the derivation of (B.7), we then obtain together with Lemmas B.3 and C.1 that 
Y , the BAJD model. The prior distribution for this model is defined in eq. (7.20). The true posterior is defined in eq. (7.18) and the approximate posterior densities are defined in eq. (7.19).
MLE BG(4) QML G(4) CF(2) #Success 688 841 982 949 981 Table 3 . Heston Estimation Success: The table reports the number of estimation successes on 1,000 datasets generated as exact draws from the Heston model using the technology from Broadie and Kaya (2006) . Estimation success is defined by the optimizer meeting the termination criterion, which is a function of the norm of the gradient of the log likelihood function. The density approximations used are BG(4), a fourth order expansion using a Bilateral Gamma weight for the log stock variable and a Gamma weight for the variance variable, G(4), a fourth order expansion using a Gaussian weight for the log stock variable and a Gamma weight for the variance variable, QML denotes a Gaussian approximation using the true conditional moments up to order 2, and CF(2) denotes the second-order likelihood expansions from Aït-Sahalia (2008) . The optimizer used in the likelihood search is donlp2. Table 4 . Heston Asymptotic Assessment: Panel (a) displays bias and RMSE of the MLE estimator and the approximated MLE estimators. Panel (b) displays mean and standard deviation of ML estimation bias as well as the first two moments of the difference between the MLE estimator and the approximated MLE estimators. Computed over a sample of 1,000 datasets, all of which generated as exact draws from the Heston model using the technology from Broadie and Kaya (2006) . For a given dataset only parameter estimates were taken into consideration where all five estimators converged. Out of 1,000 this left 578 samples. The number of estimation successes is reported in Table 3 above. Approximate estimators are obtained through BG(4), a fourth order expansion using a Bilateral Gamma weight for the log stock variable and a Gamma weight for the variance variable, G(4), a fourth order expansion using a Gaussian weight for the log stock variable and a Gamma weight for the variance variable, QML denotes a Gaussian approximation using the true conditional moments up to order 2, and CF(2) denotes the second-order likelihood expansions from Aït-Sahalia (2008) . Bayesian estimation is performed using prior specification (7.21) with the true transition density gV X obtained through Fourier inversion, closed-form density up to second (g
V X ), and fourth order (g (4) V X ).
