






















































































第 1章 序論 1
1.1 背景 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1
1.2 LSIのテスト : : : : : : : : : : : : : : : : : : : : : : : : : : : 3
1.2.1 LSIテストの基本 : : : : : : : : : : : : : : : : : : : : 3
1.2.2 LSIテストの手法分類 : : : : : : : : : : : : : : : : : : 3
1.2.3 テスト品質とテストコスト : : : : : : : : : : : : : : : 4
1.3 微細プロセスにおける LSIテストの課題 : : : : : : : : : : : 5
1.4 従来研究 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 8
1.4.1 IDDQ電流テスト : : : : : : : : : : : : : : : : : : : : 8
1.4.2 パス遅延故障テスト : : : : : : : : : : : : : : : : : : : 10
1.5 提案する適応型テストの基本概念 : : : : : : : : : : : : : : : 12
1.6 論文の構成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 14
1.6.1 測定に基づく大域ばらつき推定 : : : : : : : : : : : : 15
1.6.2 特性推定に基づく適応型 IDDQテスト良否判定基準
決定 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 15
1.6.3 特性推定に基づく適応型パス遅延故障テスト : : : : : 16
第 2章 測定に基づく大域ばらつき推定 17
2.1 はじめに : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 17
2.2 IDDQシグネチャを用いたデバイスパラメータ推定手法 : : 18
2.2.1 IDDQシグネチャを用いたデバイスパラメータ推定手法 19
2.2.2 IDDQシグネチャを用いたデバイスパラメータ推定実験 26
2.2.3 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : 35
2.3 最大動作周波数テストの枠組みを用いた手法 : : : : : : : : : 37
2.3.1 最大動作周波数テスト : : : : : : : : : : : : : : : : : 37
2.3.2 最大動作周波数テストの枠組みを用いたデバイスパラ
メータ推定 : : : : : : : : : : : : : : : : : : : : : : : : 37
vi 目次
2.3.3 Fmaxシグネチャを用いたデバイスパラメータ推定実験 45
2.3.4 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : 50
2.4 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 51
第 3章 特性推定に基づく適応型 IDDQテスト良否判定基準決定 53
3.1 はじめに : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 53
3.2 2段階 IDDQテスト手法 : : : : : : : : : : : : : : : : : : : : 54
3.2.1 基本概念 : : : : : : : : : : : : : : : : : : : : : : : : : 54
3.2.2 クラスタリング方式フィルタ : : : : : : : : : : : : : 55
3.2.3 デバイスパラメータ推定に基づく IDDQテスト良否
判定基準決定 : : : : : : : : : : : : : : : : : : : : : : 57
3.3 シミュレーション実験 : : : : : : : : : : : : : : : : : : : : : : 63
3.3.1 実験準備 : : : : : : : : : : : : : : : : : : : : : : : : : 64
3.3.2 従来手法との比較結果 : : : : : : : : : : : : : : : : : 65
3.3.3 リーク故障サイズ毎の検出能力評価の結果 : : : : : : 71
3.4 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 72
第 4章 特性推定に基づく適応型パス遅延故障テスト 73
4.1 はじめに : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 73
4.2 適応型パス遅延故障テストフロー : : : : : : : : : : : : : : : 75
4.2.1 設計フェーズ : : : : : : : : : : : : : : : : : : : : : : 75
4.2.2 テストフェーズ : : : : : : : : : : : : : : : : : : : : : 79
4.3 パラメトリック故障検出率 : : : : : : : : : : : : : : : : : : : 79
4.3.1 パラメトリック故障検出率の基本概念 : : : : : : : : 80
4.3.2 適応型テストへの拡張 : : : : : : : : : : : : : : : : : 82
4.4 シミュレーション実験 : : : : : : : : : : : : : : : : : : : : : : 83
4.4.1 理想クラスタ時の適応型テスト : : : : : : : : : : : : 83
4.4.2 パスクラスタリングを用いた適応型テスト : : : : : : 88
4.5 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 93
第 5章 結論 95
5.1 研究成果のまとめ : : : : : : : : : : : : : : : : : : : : : : : : 95

































































































歴史的な LSIテスト手法の変遷は，次の 3つに分類できる [6, 7]．
























































































































































































































































































と Vthnの 2次元としている．(Vthn; Vthp)=( 80mV, 80mV)の時が FF
条件で，(Vthn; Vthp)=(80mV,  80mV)の時が SS条件である．ばらつき


























































































































































































































































I = Igate1 + Igate2 +    + IgateN (2.1)
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図 2.5: 統計的リーク電流分布計算工程の処理
ここで，Nは対象回路内のゲート数で，Igate j は j番目のゲートのリーク電






















ベイズの定理から，最初の IDDQ テストパタン (t = 1)によって得られる
IDDQ電流値が I1であった時の事後確率 P(xjI1)は次のようになる．
P(xjI1) = P(I1jx)P(x)P(I1) (2.2)
ここで， P(xjI1)は IDDQ電流値 I1を観測したときにチップの属する小領域
が x である確率を表す．また P(I1jx) / f(x;1)(I1) であり，式 (2.2)の分母は x
によらず定数であるため，式 (2.2)は次のようになる．













小領域 aと bにおける尤度は，それぞれ f(a;1)(I1)と f(b;1)(I1)である．この例
では，チップは小領域 aに属することがより尤もらしいといえる．
続いて，2番目の IDDQテストパタン (t = 2)によって得られる IDDQ電
流値 I2が観測された場合を考える．事前確率はP(xjI1)で，事後確率はP(xjI2)
である．ベイズの定理から，式 (2.2)は次のようになる．
P(xjI2) = P(I2jx)P(xjI1)P(I2) (2.5)
式 (2.3)同様，式 (2.5)は次のように表現できる．
P(xjI2) / f(x;2)(I2)P(xjI1) (2.6)
式 (2.6)から，事後確率は次の式で計算できる．
P(xjI2) = f(x;2)(I2)P(xjI1)P
x P(xjI2) f(x;2)(I1) (2.7)
式 (2.7)において，P(xjI2)は 2つの IDDQ電流値 I1と I2の情報を持つため，
理想的には式 (2.4)の P(xjI1)よりも高精度である．t  3における事後確率




x P(xjI1) f(x;1)(I1) (t = 1)
f(x;t)(It)P(xjIt 1)P































よび Vthp と表記する．Vthn と Vthpの範囲は，それぞれ  80mV から
+80mVとする．小領域 xはVthnとVthpの 2次元ベクトルである．SPICE
シミュレーションでは，ゼロバイアス時のしきい値電圧変動量DELVT0を


































以下では，小領域 xを (Vthn; Vthp)のように括弧を用いて表記する．例




図 2.8に，s38584のテストパタン t = 1の時のリーク電流マップを示す．


































































































































































図 2.12: テストパタン t = 3の時の ( 10mV,  10mV)に対するデバイスパ
ラメータ推定結果
図 2.11に，全ての IDDQ 電流を推定に用いた後の推定確率 P(xjI49)を示
す．この図の横軸と縦軸は，それぞれVthnとVthpである．図中の四角は，
10mV  10mVの小領域を表す．白色の小領域は推定確率が 0であること
を表し，推定確率が高くなるほど，白色から黒色となるよう色付けを行って



























































図 2.14: (10mV, 10mV)と ( 10mV,  10mV)の IDDQシグネチャ
おり，正しく推定できていることが分かる．図 2.12に，テストパタン t = 3







































示す．図 2.14に，(10mV, 0mV)と ( 10mV,  10mV)の時の模擬チップの
IDDQ電流シグネチャを示す．実線と破線は，それぞれ ( 10mV,  10mV)
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(b)テストパタン t = 20
































と Bは，( 10mV,  10mV) および (0mV,  10mV) における，それぞれの
テストパタンで得られた IDDQ電流値である．図 2.14において，t = 14の
時の両領域における IDDQ電流値は非常に近く，図 2.16(a)においても，確







































図 2.18: (70mV, 80mV)と (80mV, 80mV)における，テストパタン tに対す
る推定確率 P(xjIt)の推移
かし，図の右上コーナーに，推定確率が 100%となっていない領域が存在す




















































































て取得する．すなわち，チップ#1に対しては (500MHz, 520MHz, 480MHz,








れている場合を考える．この条件で図 2.20の Fmax シグネチャが得られた



























































を d(x; j;k)とする．ここで，テストパタン数は lであり，1  k  lである．文
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献 [18]より，パス遅延分布 d(x; j;k)は一次の標準形で表すことができる．
d(x; j;k) = dave(x; j;k) +
nX
i=1




ここで，dave(x; j;k)はパス遅延 d(x; j;k)の平均値である．piは，i番目のデバイス
パラメータを表す変数であり，xの i番目の要素である．ここで，1  i  n
である．s( j;pi)は，piに対するパス遅延感度である．N(0; 2rndk)は局所ばら
つきによるパス遅延の変動を表し，平均値が 0，標準偏差が 2rnd( j;k)の正規分
布である．N(0; 2rnd( j;k))は局所ばらつきであるため，xに依存しない．





















P(xjdk) = P(dkjx)P(xjdk 1)P(dk) (2.11)
分母は，正規化定数であり，P(dkjx)は，小領域xのSMPDLと事前分布P(xjdk 1)
から計算される尤度である．k = 1の時の初期事前分布 P(xjd0)は P(x)とす
44 2.測定に基づく大域ばらつき推定
る．ここで，P(xjdk) / f(x;k)(dk)であり，式 (2.11)の分母はいかなる xに対し
ても定数であるため，式 (2.11)は次のように変形できる．
















d( j;k) = dave( j;k) +
nX
i=1























































































i=1(s(k;pi)i)+ davek であり，S2k =
Pn
i=1(s(k;pi)i)
2 + 2rndk である．
SSTAツールを用いて，s(k;pi)，davek，rndkを事前に計算可能である．これら






表 2.2: 推定するVthnとVthpの組み合わせ (mV)
Case 1 2 3 4 5 6 7 8 9 10
Vthn 41  34 45  25 76  68  53 1 74  51
























み合わせ 10組に対して，提案する 2手法を適用した．表 2.2に 10組の組み
合わせを示す．
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図 3.1に，提案する 2段階手法の基本概念を示す．まず，第 1段階におい
て，クラスタリングアルゴリズムを用いて，IDDQ電流値が大きなDUTを
異常チップとして不良判定する．第 1段階で不良と判定されなかったチップ
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の IDDQ電流値を 2クラスタCLとCHに分類する．ここで，測定 IDDQシ
グネチャを構成する IDDQ電流値を Iiとする．Iiは i番目のテストパタンに
よって得られる IDDQ電流値である．k平均法で使用される距離は，ユーク
リッド距離とする．k平均法は次のように適用される．
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け直す．













の平均で，b(i)は i番目の電流値 Ii における他クラスタ内の電流値との距離
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では，7 個の IDDQ 電流値がある推定故障無し IDDQ 電流シグネチャと 2
つの小領域mと nから得られるチップレベル統計的リーク電流分布を考え











I0i は推定された i番目の故障無し IDDQ電流値である．Li(xjI0i )は，小領域 x
のチップレベル SLLに対する I0i の尤度であり，I0i の小領域 xへの当てはま














ここで，(x;i)と (x;i)は，小領域 xにおける i番目のテストパタンの時の統計










電流値が故障を含む場合，すなわち vi =  1の時，推定 IDDQ電流値 I0i は
Ii   になる．はリーク故障の大きさとする．リーク故障サイズ は，故
障活性した IDDQ電流値の平均値と活性化していない電流値の平均値の差
として，簡易に計算する．一方で，vi = 1の時，I0i は Iiに等しい．このよう


















ここで，Cは Px P(xjI0i ) = 1を満たすような正規化定数であり，P(xjI0i 1)は




























65-nm 標準セルライブラリを用いて設計する ISCAS’89 ベンチマーク回











Core(TM) i7-2600S（CPU: 2.8GHz,キャッシュ: 8192KB）である．全ての
工程は 1スレッドで実行した．
ゲートレベルSLL生成において，リーク電流値は，SPICEシミュレータ [54]


















行う．全要素の s(i)の最小値が 0.74 を下回る場合，テスト対象チップは故
障の疑いがある，として次段階において詳細にテストする．
以下，本節では，小領域を (Vthn; Vthp)のように括弧を用いて表記する．































































(a) k = 1 (b) k = 20
図 3.8: 仮想ウェハ上の k = 1と k = 20の時の IDDQ電流分布























標準偏差 = 1.43 ( A)
標準偏差 = 3.87 ( A)
(b)平均 IDDQ 値と残差のヒストグラム
図 3.9: (a)推定値計算のためのテンプレート．DUTの周辺 8チップを推定値
計算に使用する (b) 289 DUTに対する測定 IDDQシグネチャの平均値と残
差のヒストグラム．
を仮定し，信号線がVDDかGNDにショートする単一縮退故障を想定する．
物理欠陥によるリーク電流のサイズ  (µA)は，P() = 0:45 exp ( 0:45)に
従う分布からランダムに選択する．上記の仮定により，テストパタン k = 1，




















図 3.9(b)に，289 DUTに対する平均 IDDQ値と残差のヒストグラムを示


















図 3.10に，(7mV, 14mV)のチップの IDDQ電流値のヒストグラムを示
す．このチップは，1.90µAの故障が存在する．図において，2つのヒスト







表 3.2に，提案する 2段階 IDDQテスト手法とNNR法を適用した際のテ
















図 3.10: k平均法によって分離された CLと CHのヒストグラムの例．この例
においては，2つのヒストグラムが明確に分離されている．
















1  2  3  4  5  6  7  8  9 
提案法
歩留まり損失 (%) 79.93 61.25 2.42 1.04 0.00 0.00 0.00 0.00 0.00
故障見逃し (%) 0.35 0.35 1.04 1.04 1.38 1.73 1.73 2.77 2.77
NNR法
歩留まり損失 (%) 9.00 5.88 2.77 0.00 0.00 0.00 0.00 0.00 0.00













































































図 3.13の円で示した点において， IDDQシグネチャが IDDQ電流しきい値
を超えており，フェイルの判定となる．この不良チップでは，リーク故障サ
































に 100 不良チップに対する故障見逃し結果を示す．100 不良チップには単
一縮退故障がランダムに埋め込まれている．全てのチップに対して，デバ
イスパラメータは (0mV, 0mV)でノミナル条件とした．挿入された故障の
サイズは，0.5, 1.0, 2.0,    , 10.0µAとした．本実験における (0mV, 0mV)，


















































































































d = d +
nX
i=1



















の図において，ある小領域 cにおけるテスト対象パス集合を Kc とする．Kc
は，デバイスパラメータ Vthpと Vthnの組み合わせが小領域 cを指す時，
4.2.適応型パス遅延故障テストフロー 77































































トパタンを生成する．図 4.1では，PATcommon;PAT#1;    ;PAT#4の 5テスト
パタン集合を得ている．PATcommonは共通パスクラスタCcommonに対する共













































P jのパス遅延値をDP jとする．ここで，1 < j < Nとする．Nは回路におけ
る全パス数である．Tsysはテスト対象回路のシステムクロック周期とする．
パス P j にパラメトリック故障が発生しない確率は次のようになる．
PfDP j  Tsysg (4.2)
よって，全パスにおいてパラメトリック故障が発生しない確率は，次のよう
になる．
PfDP1  Tsys;DP2  Tsys;    ; and DPN  Tsysg (4.3)
4.3.パラメトリック故障検出率 81
ここで，PfDP1  Tsys;DP2  Tsys;    ; andDPN  TsysgはPfDP1  Tsysg;PfDP2 





(DP j)  Tsysg (4.4)
よって，パラメトリック故障の発生確率 p fallは，式 (4.5)のようになる．
p fall = 1   Pfmax
j
(DP j)  Tsysg
= Pfmax
j
(DP j) > Tsysg (4.5)
一方で，テストパタン STが与えられ，STでテストされるパス PT おけるパ
ラメトリック故障の発生確率 p ftestedは次のように計算できる．
p ftested = Pfmax
P j2PT
(DP j) > Tsysg (4.6)
ここで，テストパタン STにおけるパラメトリック故障検出率 p f cを次のよ
うに定義する．
p f c =
PfmaxP j2PT(DP j) > Tsysg





p fall及び p ftestedは SSTAツールを用いて計算可能である．PTは，テストさ
れたパスであるため，式 (4.7)の分子は PTに依存する．図 4.5に p f cの概念
図を示す．p f cは，全パスにおけるパラメトリック故障率とテストしたパス
におけるパラメトリック故障率の割合として定義される．




出率が低くても，小スラックパスがテストされていれば p f cは高い値となり
得る．
82 4.特性推定に基づく適応型パス遅延故障テスト
図 4.5: p f cの概念図
4.3.2 適応型テストへの拡張




よって，デバイスパラメータ値によって，DP jが変化し，p fallと p ftestedもま
た変化する．また，テストパタンを変更することで，PTも異なる．デバイス
パラメータ推定後のDP j，p fall，p ftested，p f cをD0P j，p f 0all，p f 0tested，p f c0と
する．p f c0は式 (4.8)のようになる．
p f c0 =
PfmaxP j2ST(D0P j) > Tsysg





式 ( 4.8)において，デバイスパラメータが推定されているため，p f c0 は p f c
より高精度になる．
ここで，パラメトリック故障率をデバイスパラメータ空間における期待値
として考える．Prob(x; y)をVthp = xとVthn = yとなる生起確率とす
る．p f 0all(x; y)と p f 0tested(x; y)を (Vthp;Vthn) = (x; y)の時の p f 0allと p f 0tested






















j p f 0tested(i; j)  Prob(i; j)  dmdnPm
i
Pn
j p f 0all(i; j)  Prob(i; j)  dmdn
(4.10)


















表 4.1: STARC03仕様 [25].
parameter value




CLK A 250 MHz/4 ns
CLK A1 125 MHz/8 ns
CLK A2 62.5 MHz/16 ns






























 80  40 0 40 80
80 46.52% 45.74% 46.62% 44.74% 43.44%
174 177 196 198 190
40 46.32% 46.32% 46.50% 46.38% 44.86%
161 177 181 200 196
Vthp 0 47.38% 46.52% 46.08% 46.78% 46.68%
162 171 187 195 202
(mV)  40 48.22% 47.94% 46.88% 47.18% 46.94%
149 165 171 170 179
 80 47.32% 46.98% 46.98% 47.84% 48.16%
116 117 126 156 159
している．ここで，VthpとVthnの間の相関は考慮していない．STARC03
の CLK A系をパス遅延テストの対象とした．CLK Aの Tsysは 3.657 ns と
し，これは 3 設計が適用されたことを想定している．すなわち，STARC03
のパラメトリック故障発生確率は 1,350 PPMである．CLK A系のパス数は
436,613である．
従来手法と適応型テストにおけるテスト対象パスの抽出は，それぞれ，商
用の STAツールと SSTAツールを用いた [58,79]．デバイスパラメータ空間
では，次のVthpとVthnの全組合せ 25個とした．
Vthn= ( 80mV,  40mV, 0mV, 40mV, 80mV)
Vthp= ( 80mV,  40mV, 0mV, 40mV, 80mV)
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表 4.4: 従来手法と提案手法の PFC比較
conv-nom conv-worst ours
PFC 17.67% 33.47% 73.57%
表 4.5: Vthp と Vthn の同時確率
Vthn (mV)
 80  40 0 40 80
 80 4.41e-05 1.29e-03 3.98e-03 1.29e-03 4.41e-05
 40 1.29e-03 3.77e-02 1.16e-01 3.77e-02 1.29e-03
Vthp 0 3.98e-03 1.16e-01 3.58e-01 1.16e-01 3.98e-03
(mV) 40 1.29e-03 3.77e-02 1.16e-01 3.77e-02 1.29e-03
80 4.41e-05 1.29e-03 3.98e-03 1.29e-03 4.41e-05















表 4.4に，従来手法と適応型パス遅延テストの PFC 値を示す．Vthp と
Vthnは正規分布に従ってばらつくと仮定しており，各小領域の同時確率を
計算すると表 4.5のようになる．例えば，(Vthp, Vthp)=(80mV,  80mV)
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表 4.6: 従来手法 conv-nomにおける小領域毎の p f c0
Vthn (mV)
 80  40 0 40 80
 80 N/A N/A N/A N/A N/A
 40 N/A N/A N/A N/A 0%
Vthp 0 N/A N/A N/A 0% 0%
(mV) 40 N/A N/A 0% 0% 10%
80 N/A 0% 0% 26% 100%
表 4.7: 従来手法 conv-worstにおける小領域毎の p f c0
Vthn (mV)
 80  40 0 40 80
 80 N/A N/A N/A N/A N/A
 40 N/A N/A N/A N/A 0%
Vthp 0 N/A N/A N/A 0% 0%
(mV) 40 N/A N/A 0% 0% 12%
80 N/A 0% 0% 57% 100%
の発生確率 Prob(80; 80) = 4:41e   05になる．小領域毎の発生確率を考慮
し，式 (4.10)を用いて従来手法と適応型パス遅延テストの PFCを計算した．
表 4.4から，提案手法の PFCは，conv-nom，conv-worstと比べて 4倍，2
倍となっている．
続いて，表 4.6–4.8に，小領域毎の p f c0を示す．”N/A”は p f 0all がほぼゼ
ロであるため計算できないことを表す．これらの表から，全ての小領域にお
いて，提案手法 oursは従来手法と比べて同等以上の p f c0が得られているこ
とが分かる．この結果から，適応型テストを用いることで，従来よりも高い
テスト品質が得られている．
図 4.6に，小領域 (Vthp; Vthn) =( 40mV, 80mV)におけるテストパタ
ンに対する p f c0の関係を示す．同様の傾向が他の小領域においても見られ
る．横軸がテストパタン数で縦軸が p f c0である．実線が適応型テスト手法
を表し，太い破線と細い破線がそれぞれ従来手法 conv-nomと conv-worst
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表 4.8: 提案手法 oursにおける小領域毎の p f c0
Vthn (mV)
 80  40 0 40 80
 80 N/A N/A N/A N/A N/A
 40 N/A N/A N/A N/A 0%
Vthp 0 N/A N/A N/A 0% 0%
(mV) 40 N/A N/A 0% 1% 54%
80 N/A 0% 39% 100% 100%
を表す．図 4.6から，適応型テスト手法は，テストパタンに対して急速に上





































The number of test patterns
図 4.6: (Vthn;Vthp) = (80mV,  40mV)の時の，テストパタン数に対する













リングにおいて，デバイスパラメータ空間を Vthp と Vthnの 2次元で考
え，それぞれの範囲を  80mV から +80mV とする．第 2章における推定














































に対応している．例えば，クラスタ数を 3とした場合はクラスタ IDは 1か
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# of Clusters = 1
# of Clusters = 3
# of Clusters = 5
























# of Clusters = 1
# of Clusters = 3
# of Clusters = 5










クラスタ数 1（従来） 3 5 10
PFC(%) 83.60 83.60 83.60 83.60
テストパタン数期待値 164 9.41 5.54 3.07
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取得した標本 xは正規分布に従うため，x  N(; 2=N)と表せる．xに対
して 95%の信頼区間が要求された場合，xは次式を満たす必要がある．
   1:96 p
N




未知分散 2に不偏分散 u2を代入することで，式 (1)は式 (2)のようになる．
 1:96 up
N
 x     1:96 up
N
(2)
式 (2)は真値 x との推定誤差を表す．図 1に，65 nmプロセスのインバー
タ素子を用いた場合のNに対する 95%信頼性区間の幅の変化を示す．図 1
から，標本数Nを増やすことで，信頼性区間を小さくできていることが分か












ここで，XN 1は自由度N   1のカイ二乗分布の累積分布関数である．図 2
は，標本数 N に対する s2=2 の 95% の信頼区間幅の推移を示す．標本数

























































Number of Monte Carlo simulations, N
図 2: 標本数Nに対する s2=2の 95%信頼性区間幅の推移
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