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ABSTFUCT 
We derive consequences of a condition for the equality of two star products 
given by the second author. We also study another method for the same problem 
which consists of comparing the components, in an appropriate basis, of the star 
products involved. 
1. NOTATION 
V will denote an n-dimensional vector space over the field F, and $ V 
will be the tensorial product of V by itself m times. 
Let A = [a,] be an n X n matrix over F, and c(a) an arbitrary function 
from the symmetric group S, into F. The generalized matrix function d,(A) 
is defined by 
When F is the field C of complex numbers, we can define, as in [4], the 
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function b from S,,, into C by 
and the corresponding generalized matrix function d,(A). 
When c(a) is a character of a subgroup G of S,, we write X(a) instead of 
c(o) and &A) instead of d,(A). The order of the group G will be denoted 
by o(G). If A( ) u is an irreducible character of G and if c(u) is defined by 
c(u) = J&J), 
it follows from the orthogonality relations that b(n) = c(n). 
We shall always assume that c(u) is not identically zero. In this case b(id) 
is a positive real number. 
r is the set of the n”’ sequences w = (w,, . . . , w,,,) where wi is an 
integZ*satisfying 1 < wi <n. I, n can also be regarded as the set of functions 
from { 1 ,..,, m} into {l,..., ni. If WET,,, and oEG, then w” means 
(wOci,, . . . , woe,,). If w, Y Er,,,, we put w - y (an equivalence relation) if and 
only if there is u E G such that w 0 = y. 
We shall represent each equivalence class by its smallest element in the 
lexicographical order. Let A,, n (G) ( sometimes we write simply A) be the set 
of these representatives. The set G, of those elements u of G such that 
w0 = w is a group and is called the stabilizer of w in G. If X(u) is a character 
of degree one, i ,,,(G) (or simply A) denotes the set of elements w of A for 
which X is identically one on G,. 
As usual, G,,,, is the subset of I,,, consisting of the nondecreasing 
sequences. 
For each u E G there is a linear mapping P(u) : 
The linear mapping 
will be called a symmetrizer. The star product xi * 
0(x,@ - * . @ q,J. If c(u) =X(u) (a character), the 
VT(G). 
G V+ $ V satisfying 
. . *x, is, by definition, 
range of 0 is denoted 
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If A=[aii] is an nXn matrix and w,~EP_, then A[w]y] denotes the 
m x m matrix whose (i, f) element is uwiYi. 
2. THE PROBLEM 
We shall be concerned with the problem of finding conditions for 
or 
xl*“’ *xm = yl*“’ *ym (#O) (2.1) 
xl*” .*xm=o (2.2) 
to hold. We present some consequences of a theorem in [8] and give an 
answer to a conjecture in the same paper. We also present a new method, in 
Sec. 4, for tackling the problems (2.1) and (2.2). 
For the sake of completeness we state the theorem (in a more general 
form) and conjecture of [8]. 
THEOREM A. Let V be an n-dimensional vector space over C and 
@=ZY,, c(a)P(a). Let x1,..., x,,, be linearly independent vectors. Assume 
YIP..., y,,, are vectors satisfying (2.1). Then there is an m X m matrix B = [bii] 
satisfying 
yi = g bijxi, i=l m, 9***, (2.3) 
i=l 
and 
d,(BB*) = d,(B) = b(id). (2.4) 
Conversely, if x1,. . . , x,,, are linearly independent vectors, then (2.3) and 
(2.4) imply (2.1). 
CONJECTURE. Let V be an n-dimensional vector space over C, and 
x1, * * * > G linearly independent vectors. Let yr, . . . , y,,, be given by 
yi = 2 biixi, i = l,...,m. 
i=l 
Assume (2.1) holds. Then JdetB I= 1. 
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3. A SIMPLER PROOF OF THEOREM A 
AND SOLUTION OF THE CONJECTURE 
Firstly we give a proof of Theorem A which is simpler than the proof that 
appeared in [8]. 
If u (#O) and u are two vectors of an arbitrary inner product space over 
C, then u = o if and only if 
and 
or, equivalently, if and only if (u, u) = (0, u) = (0, u). This is a consequence of 
the condition for equality in the Schwartz inequality. 
If x 1,. . . ,x,,, are linearly independent vectors, then u = xi * - - * *x,,, is not 
zero [3]. Moreover if yi,. . . , ym satisfy (2.1), it is known that there exists an 
m X m matrix B= [bii] verifying (2.3) [3]. Let us make V an inner product 
space by defining an inner product such that (xi,xi) = aiiii’ the Kronecker 
symbol. Now using the well-known formula [l, p. 51 
(3.1) and (3.2) give (2.4). 
The converse is easily established in a similar way. 
The following result answers the conjecture and says a little more. 
THEOREM 3.1. Under the assumptions of the conjecture we have: 
(1) ]detB] = 1. 
(2) The m&rices BB* and (BB*)- ’ satisfy Schur’s inequulity with equul- 
ity. 
Proof. By Theorem A we can write 
d,(BB*) = d,(B) = b(id). 
By Schur’s inequality (generalized for the functions db [4]) we have 
b(id)det(BB*) < d,(BB*). 
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Therefore det(BB*) < 1, i.e., 
(detB] < 1. 
The linear independence of xi,. . . ,x, and the equality (2.1) imply, by a 
result of R. Merris [3], that x1,. . . ,x, and yr,. . . ,ym generate the same 
subspace of V. Therefore yr,. . . , y,,, are also linearly independent. Thus the 
matrix B is invertible. Interchanging the roles of the xi’s and yi’s we can, in 
the same way, conclude that 
]detB -‘I < 1. 
Consequently 
JdetB] = 1. 
This equality, in the form det(BB*) = 1, together with b(id) = d,(BB*), im- 
plies (2) for the matrix HI*. Similarly for its inverse. n 
REMARKS. It is easy to show that (1) and (2) imply 
(3) b(id) = d,(BB*) 
and 
(4) I4WL I40 -‘)I <WV. 
In fact we will have det(BB*)= 1 and so b(id)=d,(BB*). By the 
Schwartz inequality (in terms of generalized matrix functions [4]) 
where I is the identity matrix. Since &(I) = b(id), we get Id,(B)] <b(id). 
Similarly for B -I. 
As was to be expected, (3) and (4) do not imply Id,(B)] = b(id). Counter- 
example: 
and &(I?) =lIb,,. 
166 G. N. DE OLIVEIRA AND J. A. DIAS DA SILVA 
4. THE NEW METHOD 
Let el,..., e,,, be a basis of V. It is well known that 
(4.1) 
is a basis of $ V. For simplicity we shall write 
instead of (4.1). 
e8 a ) 
Since star products are elements of z V, if we wish to decide whether 
(2.1) (or (2.2)) h o Id s, we just examine the components relative to the basis 
(4.2) of the star products involved. If these star products correspond to a 
character X of degree one, we may use the basis 
instead of (4.2). For simplicity, (4.3) will be written as 
e* a) aE&. (4.4) 
Let 
yi = 2 aiiei, i = 1 ,...,m, 
i=l 
and e=(l)..., m)Er,,,. It is well known that 
yl*... *Ym = aE? &A[ ela]ez, (4.5) 
rn.” 
and also that, in case h is a character of degree one, 
Both in (4.5) and (4.6) the field need not be the complex field. There is 
only one restriction: in (4.6) the characteristic of the field must not divide 
o(G). 
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xi = 5 biiei, i=l m. ,*-*, 
i=l 
The following two theorems are evident. 
THEOREM 4.1. The equality 
x1* *** *x, = yl*"' *ym 
holds if and only if 
dcB[ e/a] = d,A[ e(a ] Va E r,,,. (4.7) 
lf c_=X, a character of degree one, this equality has to be verifkd only for 
LYEA. 
THEOREM 4.2. The equality 
Xl”‘. *&co 
holds if and only if 
dcB[ ela] = 0, va E r,,,. (44 
If c_=X, a character of degree one, this equality has to be verified only for 
aEA. 
By means of these theorems, the problem of equality of two star products 
is reduced to the generalized matrix function problem (4.7) or (4.8). These 
problems have a strong combinatorial flavor. Of course, in a finite number of 
steps it is possible to decide whether (4.7) or (4.8) holds or not. 
We show that some known results can be re-proved by these methods in 
a simple manner. Also generalizations of known results can be obtained. For 
this purpose we need a generalization of the Cauchy-Binet formula. One 
generalization of this formula was given by M. Marcus and H. Mint [2]. 
However, here we need a different generalization. 
Let A = [aij] and B = [b,,] be m X n complex matrices. Let e,, . . . , e,, be an 
orthonormal basis of the vector space V, and consider the vectors 
n 
Xi = 2 aiiei, i = l,...,m 
i=l 
yj = i bi,ei, i = l,...,m. 
i-1 
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With an easy computation we can see that 
( xi*... *xm,yl**+. *y,) = &(AB). 
On the other hand, by the formula (4.5) 
( x1* . . . *lcm,yl* *. . *Ym) = aEF d,A[e(a] d,B*[ela] . 
111, n 
Thus 
(4.10) 
which is the generalization sought for. 
Assume c(u) = c(u-l) for every u E S,. [This is true if c(a) is a character 
of a subgroup G of S, and c(u) = 0 for u @ G.] In this case c&(X*) = d,.(X) for 
any square matrix X, and so (4.10) becomes 
$(AB)= x d,A[ ela]d,B[ ale]. (4.11) 
If c(u) is an irreducible character 
and instead of (4.11) we can write 
h(u), we have b(II) =A(II)o(G)/h(id), 
&A[ e]ald$[cu]el. (4.12) 
If h(u) is a character of degree 1, this formula becomes the generalization 
of the Cauchy-Binet formula given by M. Marcus and H. Mint. 
Those elements (Y = ((or,. . . ,am) of Irn+ which are a permutation of 
{l,..., m} will be called P-elements, and in this case P(a) will denote the 
element of S, which sends 1 to (Y~. 
THEOREM 4.3. Let B be an m X m matrix. Then 
d,(BB*) = d,(B) = b(id) (4.13) 
if and only if 
a is a P-element, 
otherwise. 
(4.14) 
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Proof Assume (4.13) holds. Let S be the set of P-elements. By (4.10) we 
can write 
By means of a trivial computation we can see that 
d,B[ele] = 2 c(u-‘) d,B[l,...,mlU(l),...,U(m)]. 
a E s,,, 
(4.16) 
This equality implies 
or 
This inequality together with (4.13) and (4.15) implies 
or 
dcB[ ela] = 0 
for (Y G! S. Now (4.15) gives 
Therefore in (4.17) we have equality. Consequently there is a constant k 
such that 
d$[ I,..., n+(l) ,..., u(m)] = kc(u-‘), u E sm. 
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Now (4.16) can be written as 
d,B[ele] = k 2 \c(cT)\” = kb(id). 
OES, 
By our hypothesis k must be equal to 1 and the proof of the “only if” part is 
complete. 
Assume now that (4.14) holds. Now (4.16) gives 
d,(B) = b(id), 
and from (4.15) we get 
d,(BB*) = b(id). 
The proof is complete. 
It is obvious that Theorems 4.3 and 4.1 imply Theorem A. 
THEOREM 4.4. Let A and B be two m X n matrices. Then 
perA[ ela] = perB[ ela] 
for every a E G,,,+ if and only if either 
(i) both A and B have a zero row or 
(ii) B = PDA, where P is a permutation matrix and D =diag(d,, . . . , d,,,) 
with II:_ Idi = 1. 
Proof. Let E be the n X m matrix whose ith row is [hi,. . . ,X,], the 4’s 
being variables. We have 
per(AE) = 2 ~rAPlal m!h 
a~Gn." M,(a)!. ..M&)! ‘-%-A%r 
where M,(a) denotes the number of times that t appears in a. NOW we 
calculate, in the same way, per(BE). By the hypothesis we have 
per(AE) = per(BE). 
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The calculation of these permanents is easy and gives 
ii ( E +)) = $l ( zl Vi)* 
i=l j=l 
(4.18) 
If the common value of these expressions is zero, then since C[A,, . . . , AJ 
is a domain, there must be at least one factor on each side equal to zero. This 
means that both matrices have a zero row. Assume (4.18) is not zero. Since 
CP r, . . . ,a] is a unique factorization domain, we conclude that there exist a 
permutation matrix P and a diagonal D = diag(d,, . . . , d,) with IItin, Idi = 1 
such that B = PDA. n 
REMARK. Obviously this theorem is valid in a more general field-as, 
for example, a field of characteristic zero. 
From this theorem and Theorems 4.1 and 4.2 we deduce easily the 
already known condition for equality of two star products or for equality to 
zero of a star product in case G = S, and A(a) = 1. 
5. FURTHER CONSEQUENCES 
The conditions for xi * . + . *x,,, = yr * . ’ . * y,,, will, of course, depend on 
the structure of the group G and on the character. We shall explore this 
point of view by means of Theorem 3.1(2) and the condition of equality in 
Schur’s inequality. We recall this condition. Let H be an m x m positive 
definite Hermitian matrix. Let GH be the subgroup of S,,, generated by the 
transpositions (i, j) such that hii #O. Then 
X(id)detH < d;(H), 
where A is an irreducible character of G. If Z-f is a diagonal matrix, equality 
holds trivially. If H is not a diagonal matrix, equality holds if and only if 
and 
for every (I E GH. 
h(a) = h(id)sgna 
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Let M = [mij] be an mX m matrix. We shall say that M is a *-matrix, 
associated with X and G, if and only if there exist two sets of linearly 
independent vectors xi,. . .,x,,, and yi,. . . , y,,, such that 
m 
yi = X mijxj, i = l,...,m, 
j=l 
yl*..* * ym = x1*. *. *xm, 
where the star product is defined by G and X. 
Obviously M is a *-matrix if and only if 
d$(MM*) = d;(M) = X(id). (5.1) 
It can also be easily seen that the *-matrices form a subgroup of the 
multiplicative group of nonsingular matrices. 
If h is an irreducible character of the subgroup G of S,,,, by f&. we denote 
the set of matrices which can be written as DP, where D = diag(d,, . . . , d,); 
P= [~O~i~i], a permutation matrix with u E G; and there exists a real number w 
satisfying 
fi di = e’“‘, 
i=l 
A(a) = h(id)e-‘“. 
THEOREM 5.1. Let h be an irreducible character of the group G. Assume 
that all the *-matrices are of the form B = DU, where D is a diagonal 
matrix and U a unitary matrix. Then the set of *-matrices is equal to the set 
SF& 
Proof. Obviously any matrix of @. is a * -matrix. 
NOW let B = DU, with D = diag(d,, . . . ,d,,,) and U unitary, be a *-matrix. 
We have to prove that B E ah,. 
Since B is a *-matrix we have 
d$(BB*) = d$(Dfi) = h(id) rgi Idjl” = X(id) (5.2) 
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and 
&(B) = fi die&?(U) = X(id). 
i=l 
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The equality (5.2) implies 
fi di = eie 
j=l 
for some 8, and (5.3) gives 
d;(U) = A(id)e-“. (5.4) 
Suppose the matrix U is not of the form D,P with D, diagonal and P a 
permutation matrix. We shall derive a contradiction. There must exist a 
column k of U with two distinct entries different from zero. Assume 
Uik,Utk#O. In UU* the entry (i, t) is 
and therefore we can choose h #k so that 
Let 
Do = (l,..., l,~‘/~,l,..., 1,z-“2eie, l,..., l), 
where 21/Z and z - ‘/‘e ‘* are the kth and hth elements respectively, and z is 
an arbitrary nonzero complex number satisfying 
z#l, .#E. 
rk tk 
The matrix I&U, by (5.4), satisfies (5.1) and hence is a * -matrix. The (i, t) 
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entry of UDO( UDJ* is given by 
uikU,lzl + j$ %h’th + jzl %jGj* 
Observe that if a,/?,~ are complex numbers satisfying a#0 and z#O, 1,/3/o, 
then 
and so 
Taking (Y = Uj,&k and p = U#,Ut,,, we have 
Therefore, bearing (5.5) in mind, we can conclude that the (i, t) entry of 
UD,,( UD,)* is not zero. Thus the rows i and t of UD,, are not orthogonal. 
We have already noticed that D,U is a * -matrix. Consequently (D,,U)2 is 
also a * -matrix, and so (D0U)2 = FV with F diagonal and V a unitary matrix. 
This implies UDa = (Do- ‘F)( W*). Since D,-lF is a diagonal matrix and W* 
is unitary, this means that the rows of UDa are pairwise orthogonal-a 
contradiction, because we have already shown that the rows i and t of this 
matrix are not orthogonal. Therefore we can say that U is of the form DIP. 
Thus, B = (DD,)P. Let DD, = diag( d;, . . . , &,) and P= [ pi,,], where p,(i) = 1 
and pii= for j#a(i). 
Since B is a *-matrix, we have 
@(BB*) = X(id) 
and 
d;(B) = X(id). 
From the first equality we deduce the existence of w such that 
iDl d/ = eiw. 
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If u (the permutation corresponding to P) is not in G, we have G(B) =O, 
which contradicts the second of the above equalities. Therefore u E G and 
d;(B) = A(a) fi di’, 
i=l 
or 
A(a) = X(id)e-‘“. 
The proof is complete. H 
Theorem 5.1 enables us to state and prove the main result of this section. 
THEOREM 5.2. If h is an irreducible character of G and one of the 
conditions 
(1) G does not contain any transposition, 
(2) X(u)# -A(id) for every u#id in G 
is satisfied, then the group of * -matrices associated with h and G i-s equal to 
% 
Proof. Let B be a * -matrix. We only have to show that B is in ah,. The 
matrix H= BB* satisfies the Schur inequality with equality (Theorem 3.1). 
Therefore G, C G and A(u) = X(id) sgn u for u E G. Because of the assump- 
tions of the theorem, H must be a diagonal matrix: 
H = diag(h,, . . . ,A,,,). 
This implies that B is of the form B = DU, where D and U are diagonal 
and unitary matrices respectively. Now the preceding theorem yields the 
present result. n 
As an immediate consequence we have that if X is an irreducible 
character of the alternating group &, then the group of * -matrices is equal 
to &?I. n 
COROLLARY 1. Let A be an irreducible character of degree greater than 
1 of the group S,,,, m>4. Then the group of *-matrices associated with h 
and S,,, is the group of diagonal matrices with deteminant 1. 
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Proof. Let A(o) be the unitary representation of S, that affords h(a). 
A(a) is a scalar matrix if and only if ]h(a)] =X(id). Since for m >4 the 
representation is necessarily faithful, we have ]h(a)] <h(id) for o different 
from the identity permutation [5, p. 361. Then by Theorem 5.2 the group of 
* -matrices is GAS.. Since [h(u)] < A(id) for u#id, the result follows. n 
COROLLARY 2. Let G be a primitive subgroup of S,,,, m > 4. Let X(u) be 
an irreducible character of G difjerent from sgn(u). Then the group of 
*-matrices associated with X and G is 92x6. 
Proof. If G = S,,, and X is a character of degree one different from 
sgn(u), this result is known [l]. 
If G = S, and A is a character of degree greater than one, the present 
result is a consequence of Corollary 1 to Theorem 5.2. 
Finally if GPS,, G cannot contain any transposition [9, p. 341. By 
Theorem 5.2 the result follows. 
Note added in proof. After we had submitted this paper we learned that 
M. Marcus and J. Chollet also found a simpler proof of Theorem A and 
answered the conjecture. 
The work of both authors was supported by INZC (Centro de Matemcitica 
da Universidade o!e Coimbra). 
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