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vSOMMAIRE
Le sujet principal de ce mémoire est l’étude de la distribution asymptotique
de la fonction fm qui compte le nombre de diviseurs premiers distincts parmi
les nombres premiers p1, ..., pm.
Au premier chapitre, nous présentons les sept résultats qui seront démon-
trés au chapitre 4. Parmi ceux-ci figurent l’analogue du théorème d’Erdös-Kac
et un résultat sur les grandes déviations.
Au second chapitre, nous définissons les espaces de probabilités qui servi-
ront à calculer les probabilités asymptotiques des événements considérés, et
éventuellement à calcluer les densités qui leur correspondent.
Le troisième chapitre est la partie centrale du mémoire. On y définit la
promenade aléatoire qui, une fois normalisée, convergera vers le mouvement
brownien. De là, découleront les résultats qui formeront la base des démonstra-
tions de ceux chapitre 1.
Mots clés :
Diviseurs premiers, théorème central limite d’Erdös-Kac, grandes déviations,
promenade aléatoire, mouvement brownien, convergence faible.
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SUMMARY
The main topic of this masters thesis is the study of the asymptotic distri-
bution of the fonction fm which counts the number of distinct prime divisors
among the firstm prime numbers, i.e. p1, ..., pm.
The first chapter provides the sevenmain results which will later on be pro-
ved in chapter 4. Among these we find the analogue of the Erdös-Kac central
limit theorem and a result on large deviations.
In the following chapter, we define several probability spaces on which we
will calculate asymptotic probabilities of specific events. These will become
necessary for calculating their corresponding densities.
The third chapter is themain part of this masters thesis. In it, we introduce a
randomwalk which, when suitably normalized, will converge to the Brownian
motion. We will then obtain results which will form the basis of the proofs of
those of chapiter 1.
Key words :
Prime divisors, Erdös-Kac central limit theorem, large deviations, randomwalk,
Brownian motion, weak convergence.
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LISTE DES SYMBOLES UTILISÉS
N: L’ensemble des nombres entiers positifs, {1, 2, 3, . . .}.
R: L’ensemble des nombres réels.
P: L’ensemble des nombres premiers {p1, p2, . . . , pn, . . .} tels que pi < pi+1
pour tout i ∈ N.
|A|: La cardinalité de la partie A lorsque celle-ci contient un nombre fini
d’éléments.
[N]: L’ensemble des entiers positifs de 1 à N, inclusivement.
AN: L’intersection de la partie A de N avec [N].
D(A): La densité arithmétique de la partie A de N.
pi(m): La cardinalité des nombres premiers inférieurs ou égaux àm.
IE(n): La fonction indicatrice de l’ensemble E, prenant la valeur 1 lorsque
n ∈ E et 0 sinon.
a | b: Le nombre a est un diviseur du nombre b, où a, b ∈ N.
bxc: Le plus grand entier inférieur ou égal à x.
P(E): La classe des parties de E.
O(f(n)): Si g(n) = O(f(n)) alors il existe K > 0 tel que |g(n)| ≤ Kf(n) pour
tout n ≥ 1.
f(n) ∼ g(n): Lorsque limn→∞ f(n)g(n) = 1.
B(p): Variable aléatoire de loi Bernoulli et de paramètre 0 < p < 1.
Pλ: Variable aléatoire de loi Poisson et de paramètre λ > 0.
N (0, 1): Variable aléatoire de loi normale, de moyenne 0 et de variance 1.
Pn ⇒ P: La suite de loi de probabilité {Pn}n∈N converge faiblement vers la
loi de probabilité P.
xii
Xn
L−→ X: La suite de variables aléatoires {Xn}n∈N converge en loi vers la
variable aléatoire X.
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INTRODUCTION
Dans son article, Prime Numbers and Brownian Motion [2], P. Billingsley
présente quatre propriétés asymptotiques de la fonction f(n), qui associe à tout
entier positif n le nombre de ses diviseurs premiers distincts. Il aborde le su-
jet dans un contexte probabiliste en exploitant les propriétés des promenades
aléatoires et celles du mouvement brownien. En particulier, il présente une
nouvelle approche pour démontrer le théorème central limite d’Erdös-Kac :
lim
N→∞
∣∣∣∣{n ≤ N : f(n) − log logN√log logN ≤ v
}∣∣∣∣
N
=
1√
2pi
∫ v
−∞ e
− t
2
2 dt,
lorsque N → ∞ ; son objectif étant de développer l’intuition et d’illustrer la
puissance des méthodes probabilistes. Pour la partie technique des démonstra-
tions, il renvoie le lecteur à d’autres articles.
Inspirés par l’article de P. Billingsley, nous allons plutôt étudier la distri-
bution asymptotique du nombre de diviseurs premiers inférieurs ou égaux à
m,m étant un entier positif fixé d’avance, noté fm(n) ; les démonstrations sont
élémentaires, car elles ne font qu’utiliser les théorèmes classiques de la théorie
des probabilités.
Afin de rendre le mémoire complet, nous reproduirons la démonstration
légèrement simplifiée du théorème central limite d’Erdös-Kac tel que présenté
dans [3]. Une des raisons motivant cette décision est que les techniques utili-
sées dans la démonstration semblent être la clé pour démontrer un résultat en
théorie des nombres sur les grandes déviations que nous conjecturons : Pour
4tout  > 0,
1
log logN
∣∣{n ≤ N : f(n) > (1+ ) log logN}∣∣
N
−→ −(1+ ) log(1+ )+ ,
lorsque N→∞.
Chapitre 1
LES RÉSULTATS
Le présent mémoire aura pour objet la démonstration des septs théorèmes
suivants :
Définition 1.0.1. Soitm ∈ N. Posons
fm(n) :=
pi(m)∑
i=1
IPi(n),
où Pi :=
{
n ∈ N : pi | n, pi ∈ P
}
et 1 ≤ i ≤ pi(m).
Théorème 1.0.1 (théorème central limite). Soit u, v ∈ R avec u < v. Alors
lim
m→∞D
(
n ∈ N : u ≤ fm(n) − log logm√
log logm
≤ v
)
=
1√
2pi
∫ v
u
e−
1
2
t2 dt.
Théorème 1.0.2. Pour tout x ≥ 0 nous avons
lim
m→∞D
(
n ∈ N : 1√
log logm
max
1≤l≤pi(m)
( l∑
i=1
IPi(n) −
l∑
i=1
1
pi
)
≥ x
)
=
2√
2pi
∫∞
x
e−
1
2
t2 dt.
Définition 1.0.2. La fonction fm est dite excessive lorsque fm −
∑pi(m)
i=1
1
pi
> 0.
Définition 1.0.3. Soit Lm : Ωm → R telle que1
Lm :=
∫ 1
0
IS(m)τ >0 dτ.
Alors Lm représente la proportion du temps pour laquelle fm est excessive.
1La variable aléatoire S(m)τ sera définie à la page 15.
6Théorème 1.0.3. La proportion du temps où fm est excessive est inférieur à x a pour
limite : ∫x
0
1
pi
1√
t(1− t)
I(0,1)(t)dt,
lorsquem→∞.
Théorème 1.0.4. Soit y ∈ R \ {0}. Alors
lim
m→∞D
(
n ∈ N : 1
pi(m)
∣∣∣∣{l ≤ pi(m) : l∑
i=1
IPi(n) >
l∑
i=1
1
pi
}∣∣∣∣ ≤ y)
=
1
2
I(0,1)(y) + I[1,∞)(y).
Théorème 1.0.5. Soit 0 < α < 1. Alors
lim
m→∞D
(
n ∈ N : fm(n) − fmα(n) = k
)
= e− log(1/α)
(
log(1/α)
)k
k!
.
Théorème 1.0.6 (La loi des grandes déviations). Pour tout  > 0 nous avons
lim
m→∞
1
log logm
logD(n ∈ N : fm(n) > (1+ ) log logm) = −(1+ ) log(1+ )+ .
Théorème 1.0.7 (théorème central limite d’Erdös-Kac).
lim
N→∞
∣∣∣∣{n ≤ N : u ≤ f(n) − log logN√log logN ≤ v
}∣∣∣∣
N
=
1√
2pi
∫ v
u
e−
t2
2 dt.
Chapitre 2
L’ÉTUDE DE fm VIA UN ESPACE DE
PROBABILITÉ PRODUIT
2.1. LES FONCTIONS f(n) ET fm(n)
Afin d’aborder l’étude de la factorisation première des nombres entiers,
nous définissons la fonction f(n) comme suit :
Définition 2.1.1. Soit f : N→ N la fonction telle que
f(n) = |{i ≥ 1 : pi | n}|.
Remarquons que f(n) croît très lentement, car, par exemple, il faudra at-
tendre l’entier n = 2 · 3 · 5 · 7 · 11 · 13 · 17 = 510510 pour que f(n) atteigne
pour la première fois la valeur 7. De plus, comme il existe un nombre infini de
nombres premiers, il s’ensuit que cette fonction prendra toute valeur entière
positive une infinité de fois. En 1917, Hardy et Ramanujan [5] ont démontré
que “presque tous” les nombres entiers positifs inférieurs ou égaux à n pos-
sèdent log logn diviseurs premiers. Par exemple, si n = 1070 alors la presque
totalité des nombres inférieurs à n n’ont que log log 1070 ≈ 5 diviseurs per-
miers, ce qui est remarquable.
L’étude des propriétés asympotiques de fm se fera par l’entremise de la
densité arithmétique :
Définition 2.1.2. Soit A une partie de N. La densité arithmétique de A est définie par
D(A) := lim
N→∞
|AN|
N
,
8lorsque la limite de droite existe, où AN = A ∩ [N].
Considérons l’espace de probabilité
(
[N],P([N]),QN
)
, oùQN est la loi uni-
forme. La densité arithmétique de A devient :
D(A) = lim
N→∞QN(AN),
lorsque la limite du membre de droite existe.
Le sujet des limites de probabilité étant un domaine bien connu des proba-
bilistes, nous comprenons pourquoi la théorie des probabilités s’avérera utile
pour déterminer les densités arithmétiques des ensembles considérés.
Notons que cette densité n’est pas unemesure de probabilité, car bien qu’ad-
ditive elle ne vérifie pas généralement la propriété de la σ-additivé. Par exemple,
lorsque An = {n},
D
(⋃
n≥1
An
)
= D(N) = 1,
mais
∑
n≥1
D(An) =
∑
n≥1
0 = 0.
De plus, nous pouvons démontrer que la classe des ensembles possédant une
densité arithmétique n’est pas une algèbre, et encore moins une tribu, voir [8]
(p. 16).
Rappelons la définition de fm :
fm(n) =
pi(m)∑
i=1
IPi(n),
où Pi :=
{
n ∈ N : pi | n, pi ∈ P
}
et 1 ≤ i ≤ pi(m). Dans le contexte probabiliste,
les fonctions IP1 . . . , IPpi(m) deviennent une suite de variables aléatoires, et donc
il est tout à fait naturel d’étudier leur loi de probabilité.
Lemme 2.1.1. Soitm ∈ [N] fixé et i1, . . . , ik ∈ [pi(m)]. Alors
QN(IPi1 = 1, . . . , IPik = 1) =
1
N
⌊
N
pi1 · · ·pik
⌋
, (2.1.1)
9et
QN(IPi1 = 1, . . . , IPik = k) =
k∏
j=1
(
1
pi
)j(
1−
1
pi
)1−j
+O(2k/N), (2.1.2)
où 1, . . . , k ∈
{
0, 1
}
.
DÉMONSTRATION. Pour démontrer l’équation (2.1.1), remarquons que :{
IPi1 = 1, . . . , IPik = 1
}
=
{
n ∈ [N] : pi1 | n, . . . , pik | n
}
=
{
n ∈ [N] : pi1 · · ·pik | n
}
=
{
1 · (pi1 · · ·pik), . . . ,
⌊ N
pi1 · · ·pik
⌋
· (pi1 · · ·pik)
}
,
d’où
QN(IPi1 = 1, . . . , IPik = 1) =
1
N
⌊
N
pi1 · · ·pik
⌋
,
ou encore
QN(IPi1 = 1, . . . , IPik = 1) =
1
pi1 · · ·pik
+O(1/N).
Soit 1, . . . , k ∈
{
0, 1
}
et Aj =
{
IPij = 1
}
pour j ∈ [k]. De plus, posons I1 ={
j ∈ [k] : j = 1
}
et I2 =
{
j ∈ [k] : j = 0
}
, on aura
QN(IPi1 = 1, . . . , IPik = k) = QN
(⋂
j∈I1
Aj ∩
⋂
l∈I2
Acl
)
= E
∏
j∈I1
IAj
∏
l∈I2
IAcl
= E
∏
j∈I1
IAj
∏
l∈I2
(1− IAl)
=
|I2|∑
b=0
(−1)b
∑
1≤l1<...<la≤b
E
(∏
j∈I1
IAj
)
IAl1 · · · IAla ,
où l1, . . . , la ∈ I2. Sachant que
E
(∏
j∈I1
IAj
)
IAl1 · · · IAla = QN
(⋂
j∈I1
IAj ∩ IAl1 ∩ · · · ∩ IAla
)
=
(∏
j∈I1
1
pj
)
1
pl1 · · ·pla
+O(1/N),
10
alors
QN(IPi1 = 1, . . . , IPik = k) =
(∏
j∈I1
1
pj
) |I2|∑
b=0
(−1)b
∑
1≤l1<...<la≤b
1
pl1 · · ·pla
+O(2|I2|/N)
=
(∏
j∈I1
1
pj
)∏
l∈I2
(
1−
1
pl
)
+O(2k/N),
ce qui démontre l’équation (2.1.2). 
Par le lemme 2.1.1, nous obtenons une classe de parties de N dont chaque
élément possède une densité. Cette classe servira à établir les résultats du cha-
pitre 1.
Définition 2.1.3. Soitm ∈ N. Pour tout k ≤ pi(m), considérons toutes les parties de
N qui sont des multiples de pi1 · · ·pik , où 2 ≤ pi1 < · · · < pik ≤ ppi(m). Soit Tm la
tribu engendrée par ces ensembles.
Lemme 2.1.2. Toute partie A appartenant à la tribu Tm a une densité.
DÉMONSTRATION. Soit A = {n ∈ N : IP1(n) = 1, . . . , IPpi(m)(n) = pi(m)},
où 1, . . . , pi(m) ∈
{
0, 1
}
. Par le lemme 2.1.1, D(A) existe. Le résultat découle
maintenant du fait que la tribu engendrée par les parties disjointes de la forme
A est précisément la tribu Tm, et que cette dernière contient un nombre fini
d’éléments. 
2.2. L’ESPACE DE PROBABILITÉ PRODUIT
(
Ω,F ,P)
Nous allons introduire un espace de probabilité produit sur lequel nous dé-
finirons deux mesures de probabilités, P(m) qui sera associée à une promenade
aléatoire définie sur cet espace, et Q(N)m , la probabilité image de QN, qui inté-
resse ceux qui travaillent en théorie des nombres. Nous nous intéresserons à
comparer ces deux mesures de probabilité.
Pour i ∈ N, considérons l’espace de probabilité Λi :=
(
Ei,P(Ei),Pi
)
tel que
Ei =
{
0, 1
}
, Pi(1) = 1pi et Pi(0) = 1 −
1
pi
, et définissons la suite de fonctions
11
{Xi}i∈N telle que
Xi : Ω→ {0, 1} et Xi(ω) := ωi, (2.2.1)
où Ω =
∏∞
j=1 Ei et ω = (ω1,ω2, . . .). De plus, soit F = σ(Xi : i ≥ 1), la
plus petite tribu sur laquelle la suite de fonctions {Xi}i∈N est mesurable. Par le
théorème A.0.1 (voir Annexe A), il existe une unique mesure de probabilité P
sur
(
Ω,F) telle que pour tout k ∈ N et pour tout x1, . . . , xk ∈ {0, 1},
P(Xi1 = x1, . . . , Xik = xk) =
k∏
j=1
(
1
pij
)xj(
1−
1
pij
)1−xj
,
c’est-à-dire Xi est de loi Pi et la suite de fonctions {Xi}i∈N est indépendante.
SoitΩm :=
∏pi(m)
j=1 Ei etFm := P(Ωm) oùm ∈ N. Introduisons deuxmesures
de probabilité sur l’espace
(
Ωm,Fm
)
:
Définition 2.2.1. Soit pm : Ω→ Ωm et dm : [N]→ Ωm deux applications telles que
pm(ω1,ω2, . . .) := (ω1,ω2, . . . ,ωpi(m)) et
dm(n) :=
(
IP1(n), . . . , IPpi(m)(n)
)
. (2.2.2)
Proposition 2.2.1. Soit
P(m) := P ◦ p−1m et Q(N)m := QN ◦ d−1m . (2.2.3)
Alors
(
Ωm,Fm,P(m)
)
et
(
Ωm,Fm,Q(N)m
)
sont des espaces de probabilité.
En identifiant les variables aléatoires X1, X2, . . . définies en (2.2.1) comme
suit :
Xi : Ωm → {0, 1} et Xi(ω1,ω2, . . . ,ωpi(m)) := ωi,
nous obtenons que X1, X2, . . . sont des variables alétoires sur (Ωm,Fm) et
P(m)(Xi1 = x1, . . . , Xik = xk) =
k∏
j=1
(
1
pij
)xj(
1−
1
pij
)1−xj
, (2.2.4)
lorsque i1, . . . , ik ≤ pi(m).
Notons que la mesure de probabilité P(m) est celle associée à la promenade
aléatoire {
∑l
i=1 Xi}l∈[pi(m)] sur l’espace produit, tandis que Q
(N)
m représentera la
mesure de probabilité de la théorie des nombres.
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Soulignons que le résultat qui suit sera la clé pour calculer les densités im-
pliquant fm.
Corollaire 2.2.1. Soitm ∈ [N] un nombre fixé et i1, . . . , ik ∈ [pi(m)]. Alors
Q(N)m
(
Xi1 = · · · = Xik = 1
)
=
1
N
⌊
N
pi1 · · ·pik
⌋
, (2.2.5)
et
lim
N→∞Q(N)m (Xi1 = 1, . . . , Xik = k) = P(m)(Xi1 = 1, . . . , Xik = k),
pour tout i1 , . . . , ik ∈
{
0, 1
}
.
DÉMONSTRATION. Les deux résultats sont des conséquences du lemme 2.1.1.

Théorème 2.2.1. Si A ∈ Tm alors D(A) = P(m)(B), où B = dm(AN) ∈ Fm.
DÉMONSTRATION. Par le lemme 2.1.2, il suffit de montrer que le résultat est
vérifié pour A = {n ∈ N : IP1(n) = 1, . . . , IPpi(m)(n) = pi(m)}, où 1, . . . , pi(m) ∈{
0, 1
}
. Par le corollaire 2.2.1,
D(A) = lim
N→∞QN(AN) = limN→∞QN
(
d−1m (B)
)
= lim
N→∞Q(N)m (B) = P(m)(B),
où B =
{
X1 = 1, . . . , Xpi(m) = pi(m)
}
. 
C’est grâce au théorème 2.2.1 que nous allons étudier le comportement de la
fonction fm en utilisant les propriétés de la promenade aléatoire {
∑l
i=1 Xi}l∈[pi(m)].
L’étude de cette promenade aléatoire sera l’objet du chapitre 3.
Chapitre 3
LOIS LIMITES DE LA PROMENADE ALÉATOIRE
3.1. LE THÉORÈME CENTRAL LIMITE
Notons que EXi = 1pi et VarXi =
1
pi
(
1 − 1
pi
)
. Considérons la suite de va-
riables aléatoires Y1, . . . , Ym telle que Yi := Xi − EXi et leur somme partielle
S
(m)
l =
∑l
i=1 Yi, lorsque 1 ≤ l ≤ pi(m). Alors
ES(m)pi(m) = 0 et σ
2
pi(m) =
pi(m)∑
i=1
1
pi
−
pi(m)∑
i=1
1
p2i
.
Par [7], (exercice 1.10.9, p. 50),
pi(m)∑
i=1
1
pi
= log logm+ C+O(1/ logm), (3.1.1)
d’où σ2pi(m) ∼ log logm. Les variables aléatoires Y1, . . . , Ym sont bornées et satis-
font aux théorème central limite :
S
(m)
pi(m)
σpi(m)
L−→ N (0, 1), lorsquem→∞,
c’est-à-dire
lim
m→∞P(m)
(
u ≤
∑pi(m)
i=1 Xi − µm√
µm − θm
≤ v
)
=
1√
2pi
∫ v
u
e−
1
2
t2 dt,
pour tout u, v, où µm =
∑
p≤m
1
p
et où θm =
∑
p≤m
1
p2
.
Nous obtenons le résultat suivant :
Lemme 3.1.1. Soit u, v ∈ R avec u < v. Alors
lim
m→∞P(m)
(
u ≤
∑pi(m)
i=1 Xi − log logm√
log logm
≤ v
)
=
1√
2pi
∫ v
u
e−
1
2
t2 dt,
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lorsquem→∞.
DÉMONSTRATION. Posons
Bm =
{
u ≤
∑pi(m)
i=1 Xi − log logm√
log logm
≤ v
}
.
Alors
Bm =
{
u
αm
−
γm
αm
√
log logm
≤
∑pi(m)
i=1 Xi − µm√
µm − θm
≤ v
αm
−
γm
αm
√
log logm
}
,
où
γm = C+O(1/ logm) et αm =
√
log logm+ γm − θm
log logm
.
Étant donné que
αm → 1 et γm
αm
√
log logm
→ 0,
lorsquem→∞, pour  > 0 et pourm assez grand nous aurons,{
u+  ≤
∑pi(m)
i=1 Xi − µm√
µm − θm
≤ v− 
}
⊂ Bm
et
Bm ⊂
{
u−  ≤
∑pi(m)
i=1 Xi − µm√
µm − θm
≤ v+ 
}
,
d’où
1√
2pi
∫ v−
u+
e−
1
2
t2 dt ≤ lim
m→∞P(m)(Bm) ≤ limm→∞P(m)(Bm) ≤
1√
2pi
∫ v+
u−
e−
1
2
t2 dt.
Nous obtenons le résultat en faisant tendre  vers 0. 
3.2. LA CONVERGENCE FAIBLE VERS LE MOUVEMENT BROWNIEN
Pour les détails sur le mouvement brownien et les notions de convergence
faible sur le mouvement brownien nous renvoyons à [1]. Dans ce qui suit,
nous travaillerons sur l’espace métrique des fonctions continues sur [0, T ], noté
C[0, T ], et sa tribu borélienne.
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Définition 3.2.1. Soit P, P1, P2, . . . des mesures de probabilité sur l’espace C[0, T ].
Nous dirons que la suite {Pm}m∈N convergera faiblement vers P, et nous écrirons Pm ⇒
P, si pour toute fonction bornée, continue à valeur réelle, f,∫
C[0,T ]
f dPm → ∫
C[0,T ]
f dP,
lorsquem→∞.
Définition 3.2.2. Une suite de variables aléatoires {Xm}m∈N convergera en loi vers la
variable aléatoire X, et nous écrirons Xn
L−→ X, si la loi Pn de Xn converge faiblement
vers la loi P de X.
Considérons la promenade aléatoire {S(m)l }l∈[pi(m)]. Remarquons qu’elle est
de moyenne nulle et de variance d’ordre de grandeur
∑l
i=1
1
pi
pour tout l ∈
[pi(m)]. Il serait souhaitable que VarS(m)l soit approximativement l de sorte que
nous puissions lui appliquer les normalisations analogues à celle de la prome-
nade aléatoire symétrique, et ainsi obtenir la convergence faible vers le mou-
vement brownien. Procédons comme dans [2] : soit l’ensemble
Em =
{
tl ∈ R : tl =
l∑
i=1
1
pi
, l ∈ [pi(m)]
}
,
et posons
S(m)tl := S
(m)
l , (3.2.1)
Cette promenade aléatoire {S(m)l }l∈[pi(m)] prendra la valeur S
(m)
l au temps tl. De
plus :
ES(m)tl = 0 et VarS
(m)
tl
∼ tl.
Afin d’étendre S(m)t à toute valeur t ∈ [0, tpi(m)], nous procédons par interpola-
tion linéaire :
S(m)t := pl+1(t− tl)Yl+1 +S
(m)
tl
lorsque t ∈ [tl, tl+1). (3.2.2)
Nous pouvons maintenant normaliser cette variable aléatoire en posant
S(m)τ :=
1√
tpi(m)
S(m)τtpi(m), τ ∈ [0, 1], (3.2.3)
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de sorte que ES(m)τ = 0 et VarS(m)τl ∼ τl, pour l ∈ [pi(m)], où τl = tltpi(m) . Notons
que VarS(m)ττm ∼ 1.
Ceci nous amène au lemme suivant :
Lemme 3.2.1. Pour tout τ ∈ [0, 1],
S(m)τ L−→ Bτ, 0 ≤ τ ≤ 1,
lorsquem→∞, où {Bτ}0≤τ≤1 est le mouvement brownien.
DÉMONSTRATION. On applique le théorèmeA.0.2 (voir AnnexeA) avec ξm,i :=
Xi−
1
pi√
tpi(m)
pour 1 ≤ i ≤ pi(m). En effet, par l’inégalité de Chebyshev on a
P(m)
(∣∣∣∣Xi − 1pi√tpi(m)
∣∣∣∣ > ) ≤ VarXitpi(m)2 ∼
1
pi
(
1− 1
pi
)
2 log logm
→ 0,
lorsque m → ∞. De plus, la condition de Lindeberg est satisfaite car les va-
riables aléatoires ξm,i sont bornées et tpi(m) →∞ lorsquem→∞. 
3.3. LE PRINCIPE D’INVARIANCE DE DONSKER
Soit
(
C([0, 1]), ρ
)
l’espace des fonctions continues sur [0, 1] muni de la mé-
trique de la convergence uniforme, c’est-à-dire
ρ(f, g) = max
x∈[0,1]
|f(x) − g(x)|.
Le théorème A.0.3 (voir Annexe A) appliqué à {S(m)τ }m≥1 affirme que
f(S(m)τ ) L−→ f(Bτ), 0 ≤ τ ≤ 1,
lorsque m → ∞, dès que la fonctionnelle f : C([0, 1]) → R est continue dans
cette topologie, ou lorsqu’elle est continue sauf peut-être sur un ensemble de
mesure de Wiener nulle.
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Considérons la fonctionnelle f1(g) = max0≤t≤1 g(t). Elle est continue : Il
existe t1, t2 ∈ [0, 1] tels que f1(g) = g(t1) et f1(h) = g(t2), d’où
|f1(g) − f1(h)| = |g(t1) − h(t2)|
≤ max{|g(t1) − h(t1)|, |g(t2) − h(t2)|}
≤ max
0≤t≤1
|g(t) − h(t)|,
car soit |g(t1) − h(t2)| = g(t1) − h(t2) ≤ g(t1) − h(t1) = |g(t1) − h(t1)| soit
|g(t1) − h(t2)| = h(t2) − g(t1) ≤ h(t2) − g(t2) = |g(t2) − h(t2)|.
De plus, il est connu que la fonctionnelle f2(g) =
∫1
0
Ig(t)>0 dt est continue
sauf peut-être sur un ensemble de mesure de Wiener nulle, voir [1] (pp. 230–232).
Ainsi, nous obtenons le lemme suivant :
Lemme 3.3.1.
max
0≤τ≤1
S(m)τ L−→ max
0≤τ≤1
Bτ,
et ∫ 1
0
IS(m)τ >0 dτ
L−→ ∫ 1
0
IBτ>0 dτ,
lorsquem→∞.
3.4. LOI ASYMPTOTIQUE DE LA PROPORTION DES SAUTS OÙ LA
PROMENADE ALÉATOIRE EST POSITIVE
Nous désirons étudier la proportion des sauts de la promenade aléatoire
normalisée {S(m)τl }l∈pi(m) où elle est positive, et montrer que la suite de ces pro-
portions converge faiblement vers une variable de loi B(1/2).
Définition 3.4.1. Soit la variable aléatoire Vm : Ω→ R telle que
Vm :=
1
pi(m)
pi(m)∑
l=1
IS(m)τl >0
,
qui représente la proportion des sauts où la promenade aléatoire normalisée est positive.
Nous calculerons sa loi asymptotique. Commençons par un lemme :
Lemme 3.4.1. Soit 0 < δ < 1. La proportion des sauts dans l’intervalle [1 − δ, 1]
converge vers 1 lorsquem→∞.
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DÉMONSTRATION. Nous montrerons que la proportion des sauts entre 0 et
1− δ converge vers 0 lorsquem→∞.
Entre 0 et 1 = τm il y a autant de sauts que de nombres premiers inférieurs
ou égaux àm, c’est-à-dire
pi(m) ∼
m
logm
.
D’autre part, soit τl ≤ 1 − δ < τl+1. Alors, le nombre de sauts entre 0 et 1 − δ
correspond exactement au nombre de sauts entre 0 et τl, vu qu’il n’y a aucun
saut entre τl et τl+1. Or, il y autant de sauts entre 0 et τl qu’il y a de nombres
premiers entre 1 et pl, soit l. Par (3.1.1), nous avons
log logpl
log logm
≤ 1− δ,
ou encore
pl ≤ e(logm)(1−δ).
Comme
l ≤ pi(e(logm)(1−δ)) ∼ e
(logm)(1−δ)
(logm)(1−δ)
,
alors
l
pi(m)
≤
e(logm)
(1−δ)
(logm)(1−δ)
m
logm
= (logm)δe(logm)
(1−δ)−logm.
Sachant que
(logm)(1−δ) − logm = logm
(
1
(logm)δ
− 1
)
,
et que pourm assez grand nous avons
1
(logm)δ
− 1 ≤ −1
2
,
alors
l
pi(m)
≤ (logm)δe−12 logm
=
(logm)δ
m1/2
→ 0,
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lorsquem→∞. 
Ceci nous amène au résultat suivant :
Lemme 3.4.2.
Vm
L−→ B(1/2),
lorsquem→∞.
DÉMONSTRATION. Par le lemme 3.3.1, nous avons que
max
1−δ≤τ≤1
S(m)τ L−→ max
1−δ≤τ≤1
Bτ.
Calculons PW
(
max1−δ≤τ≤1 Bτ < 0
)
, où PW est la mesure de probabilité de
Wiener :
PW
(
max
1−δ≤τ≤1
Bτ > 0
)
=
1√
2pi(1− δ)
∫∞
−∞ e
− z
2
2
√
1−δ PW
(
max
1−δ≤τ≤1
Bτ > 0
∣∣∣B1−δ = z)dz.
Si z > 0, alors
PW
(
max
1−δ≤τ≤1
Bτ > 0
∣∣∣B1−δ = z) = 1,
sinon z < 0, et par [3], (pp. 508–513),
PW
(
max
1−δ≤τ≤1
Bτ > 0
∣∣∣B1−δ = z) = 2√
2piδ
∫∞
−z
e
− x
2
2
√
δ dx.
Étant donné que PW(B1−δ = 0) = 0, il est inutile de traiter le cas z = 0. Alors
PW
(
max
1−δ≤τ≤1
Bτ > 0
)
=
1√
2pi(1− δ)
∫ 0
−∞ e
− z
2
2
√
1−δ
(
2√
2piδ
∫∞
−z
e
− x
2
2
√
δ dx
)
dz
+
1√
2pi(1− δ)
∫ 0
−∞ e
− z
2
2
√
1−δ dz
=
1
2
+
1√
2pi(1− δ)
∫ 0
−∞ e
− z
2
2
√
1−δ
(
2√
2piδ
∫∞
−z
e
− x
2
2
√
δ dx
)
dz,
ce qui implique que
PW
(
max
1−δ≤τ≤1
Bτ < 0
)
=
1
2
−
1√
2pi(1− δ)
∫ 0
−∞ e
− z
2
2
√
1−δ
(
2√
2piδ
∫∞
−z
e
− x
2
2
√
δ dx
)
dz.
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Lorsque z < 0, nous avons
lim
δ→0
2√
2piδ
∫∞
−z
e
− x
2
2
√
δ dx = 0.
Si ε > 0 alors il existe γ tel que 0 ≤ δ < γ, d’où
0 < PW
(
max
1−δ≤τ≤1
Bτ < 0
)
−
1
2
< .
Pour un tel δ > 0, nous aurons pour toutm suffisamment grand∣∣∣∣P(m)( max1−δ≤τ≤1S(m)τ < 0)− 12
∣∣∣∣ < 2. (3.4.1)
Maintenant, pour y ∈ (0, 1) :
P(m)
(
Vm ≤ y
)
= P(m)
(
Vm ≤ y
∣∣∣ max
1−δ≤τ≤1
S(m)τ < 0
)
P(m)
(
max
1−δ≤τ≤1
S(m)τ < 0
)
. (3.4.2)
Lorsque max1−δ≤τl≤1 S(m)τl (ω) < 0, nous obtenons
Vm(ω) =
1
pi(m)
νm∑
l=1
IS(m)τl >0
(ω) +
1
pi(m)
pi(m)∑
l=νm+1
IS(m)τl >0
(ω)
=
1
pi(m)
νm∑
l=1
IS(m)τl >0
(ω) +
1
pi(m)
pi(m)∑
l=νm+1
0
=
1
pi(m)
νm∑
l=1
IS(m)τl >0
(ω)
≤ νm
pi(m)
,
où νm = e
(logm)(1−δ)
(logm)(1−δ) . Par le lemme 3.4.1, pour toutm suffisamment grand nous
aurons Vm(ω) ≤ y, ou encore
P(m)
(
Vm ≤ y
∣∣∣ max
1−δ≤τ≤1
S(m)τ < 0
)
= 1.
En utilisant (3.4.1) et (3.4.2), il s’ensuit que
lim
m→∞P(m)
(
Vm ≤ y
)
= lim
m→∞P(m)
(
max
1−δ≤τ≤1
S(m)τ < 0
)
=
1
2
.
Sachant que 0 ≤ Vm ≤ 1, nous obtenons le résultat. 
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3.5. LES GRANDES DÉVIATIONS
Par la loi forte des grands nombres, nous savons que 1log logm
∑pi(m)
i=1 Xi −→ 1
presque sûrement lorsquem → ∞. Ainsi, nous nous intéressons à déterminer
la vitesse à laquelle la probabilité P(m)
(∑pi(m)
i=1 Xi > (1+ ) log logm
)
converge
à 0.
Lemme 3.5.1. Pour tout  > 0,
lim
m→∞
1
log logm
logP(m)
(
Dm > (1+ ) log logm
)
= −(1+ ) log
(
1+ 
)
+ ,
où Dm :=
∑pi(m)
i=1 Xi.
DÉMONSTRATION. Nous procéderons en deux étapes :
1) Majoration
Pour tout s > 0, par l’inégalité de Markov, nous obtenons
P(m)
(
Dm > (1+ ) log logm
)
= P(m)(esDm > es(1+) log logm)
≤ Ee
sDm
es(1+) log logm
.
Notons parMZ(s) = EesZ la fonction génératrice d’une certaine variable aléa-
toireZ. Vu queX1, . . . , Xpi(m) sont indépendantes alorsMDm(s) =
∏pi(m)
i=1 MXi(s),
oùMXi(s) = 1+ (e
s − 1) 1
pi
. Alors
P(m)
(
Dm > (1+ ) log logm
) ≤ ∏pi(m)i=1 (1+ (es − 1) 1pi )
es(1+) log logm
. (3.5.1)
Comme 1+ x ≤ ex :
P(m)
(
Dm > (1+ ) log logm
) ≤ eµm(es−1)−s(1+) log logm, (3.5.2)
où µm =
∑pi(m)
i=1
1
pi
. Étant donné que cette inégalité est vérifiée pour tout s > 0,
alors elle le sera pour sm qui minimise µm(es − 1) − s(1+ ) log logm, à savoir
sm = log
(
(1+ )
log logm
µm
)
. Il s’ensuit que
1
log logm
logP(m)
(
Dm > (1+ ) log logm
) ≤ µm
log logm
(esm − 1) − sm(1+ ).
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Donc :
lim
m→∞
(
1
log logm
logP(m)
(
Dm > (1+ ) log logm
)) ≤ (es0 − 1) − s0(1+ ).
(3.5.3)
où s0 = log(1+ ).
2) Minoration
Introduisons les variables aléatoires Z1, . . . , Zpi(m) telles que
dGi(x) :=
es0x
MXi(s0)
dFi(x),
où Fi et Gi sont respectivement les fonctions de distribution de Xi et Zi, et
1 ≤ i ≤ pi(m). La fonction génératrice de Zi est :
MZi(s) =
∫∞
0
est dGi(t) =
1
MXi(s0)
∫∞
0
e(s+s0)t dFi(t) =
MXi(s+ s0)
MXi(s0)
.
Sachant que
EZi =
d
ds
MZi(s)
∣∣∣∣
s=0
,
nous obtenons
EZi =
M ′Xi(s0)
MXi(s0)
.
Nous calculons :
E
pi(m)∑
i=1
Zi =
pi(m)∑
i=1
M ′Xi(s0)
MXi(s0)
=
pi(m)∑
i=1
es0
pi + (es0 − 1)
= (1+ )
pi(m)∑
i=1
1
pi + 
.
L’égalité
(1+ )
pi(m)∑
i=1
1
pi + 
= (1+ )µm + (1+ )
pi(m)∑
i=1
( 1
pi + 
−
1
pi
)
= (1+ )µm − (1+ )
pi(m)∑
i=1
1
pi(pi + )
,
nous donne
E
pi(m)∑
i=1
Zi = (1+ ) log logm− am,,
où am, = (1+ )
∑pi(m)
i=1
1
pi(pi+)
− C+O(1/ logm) en utilisant (3.1.1).
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Calculons Var
∑pi(m)
i=1 Zi :
EZi2 =
d2
ds2
MZi(s)
∣∣∣∣
s=0
=
M ′′Xi(s+ s0)
MXi(s0)
∣∣∣∣
s=0
=
M ′′Xi(s0)
MXi(s0)
.
CommeM ′′Xi(s0) = M
′
Xi
(s0), alors
EZi2 = EZi =
1+ 
pi + 
.
Par l’indépendance de Z1, . . . , Zpi(m), nous obtenons
Var
pi(m)∑
i=1
Zi =
pi(m)∑
i=1
(1+ )
pi + 
(
pi − 1
pi + 
)
≤ (1+ )
pi(m)∑
i=1
1
pi + 
.
En notant v2m la variance de
∑pi(m)
i=1 Zi, nous obtenons que v
2
m ∼ (1+) log logm.
Maintenant,
P(m)
(
Dm > (1+ ) log logm
)
=
∫{
Dm>(1+) log logm
} dP(m)
=
∫
· · ·
∫
{∑pi(m)
i=1 xi>(1+) log logm
}dF1(x1) · · · dFpi(n)(xpi(m))
=
pi(m)∏
i=1
MXi(s0)
×
∫
· · ·
∫
{∑pi(m)
i=1 xi>(1+) log logm
}e−s0(x1+...+xpi(n)) dG1(x1) · · · dGpi(n)(xpi(m))
=
(pi(m)∏
i=1
MXi(s0)
)
EZ1,...,Zpi(m)e
−s0(Z1+...+Zpi(m))I{∑pi(m)
i=1 Zi>(1+) log logm
} .
Remarquons que les variables aléatoires Z1, . . . , Zpi(m) sont indépendantes et
bornées, carX1, . . . , Xpi(m) le sont aussi. Par le théorème central limite, il s’ensuit
que
Z1 + · · ·+ Zpi(m) − (1+ ) log logm+ am,
vm
L−→ N (0, 1).
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Si K > 0, alors
I{∑pi(m)
i=1 Zi>(1+) log logm
} = I{∑pi(m)
i=1 Zi−(1+) log logm+am,
vm
> am,
vm
},
et donc
I{∑pi(m)
i=1 Zi>(1+) log logm
} > I{
an,
vm
<
∑pi(m)
i=1 Zi−(1+) log logm+am,
vm
<K
}.
Nous obtenons
P(m)
(
Dm > (1+ ) log logm
)
>
(pi(m)∏
i=1
MXi(s0)
)
× EZp1 ,...,Zppi(m)e
−s0(Zp1+...+Zppi(m) )
× I{
an,
vm
<
∑pi(m)
i=1 Zi−(1+) log logm+am,
vm
<K
}
>
(pi(m)∏
i=1
MXi(s0)
)
e−s0((1+) log logm−am,+Kvm)
× EZp1 ,...,Zppi(m) I{an,
vm
<
∑pi(m)
i=1 Zi−(1+) log logm+am,
vm
<K
}
=
(pi(m)∏
i=1
MXi(s0)
)
e−s0((1+) log logm−am,+Kvm)
× P(m)
(
am,
vm
<
∑pi(m)
i=1 Zi − (1+ ) log logm+ am,
vm
< K
)
,
ou encore
1
log logm
logP(m)
(
Dm > (1+ ) log logm
)
>
1
log logm
pi(m)∑
i=1
logMXi(s0) − s0(1+ ) −
am,
log logm
+ K
vm
log logm
+
1
log logm
logP(m)
(
am,
vm
<
∑pi(m)
i=1 Zi − (1+ ) log logm+ am,
vm
< K
)
.
(3.5.4)
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Comme am, ≤ (1 + )
∑
i≥1
1
p2i
+ C ′, alors limn→∞ am,log logm = 0. D’autre part,
un calcul immédiat montre que
lim
m→∞
1
log logm
pi(m)∑
i=1
log
(
1+

pi
)
=  = es0 − 1.
Aussi, pourm assez grand, am,
vm
< 1/2, et donc
P(m)
(
am,
vm
<
∑pi(m)
i=1 Zi − (1+ ) log logm+ am,
vm
< K
)
≥ P(m)
(
1
2
<
∑pi(m)
i=1 Zi − (1+ ) log logm+ am,
vm
< K
)
,
et
P(m)
(
1
2
<
∑pi(m)
i=1 Zi − (1+ ) log logm+ am,
vm
< K
)
=
1
4
,
pour une valeur de K > 0 appropriée ; ceci implique que
lim
m→∞
1
log logm
logP(m)
(
1
2
<
∑pi(m)
i=1 Zi − (1+ ) log logm+ am,
vm
< K
)
= 0.
Par (3.5.4), nous obtenons
lim
m→∞
(
1
log logm
logP(m)
(
Dm > (1+ ) log logm
)) ≥ (es0 − 1) − s0(1+ ).
(3.5.5)
Il suffit alors de remarquer que (es0 − 1) − s0(1+ ) = −(1+ ) log
(
1+ 
)
+ ,
et par la formule (3.5.3) le théorème est démontré. 
Remarquons que pour des petites valeurs de  > 0 nous obtenons l’ap-
proximation −(1+ ) log
(
1+ 
)
+  ≈ −2
2
.
3.6. LA LOI ASYMPTOTIQUE DE
∑m
i=pi(mα) Xi
Soit m un nombre entier positif et α un réel appartenant à (0, 1). Posons
Dm,α :=
∑pi(m)
i=pi(mα)+1 Xi. Nous démontrerons le lemme suivant :
Lemme 3.6.1. Pour tout α ∈ (0, 1)
Dm,α
L−→ Plog(1/α),
lorsquem→∞.
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DÉMONSTRATION. Premièrement, remarquons que
EDm,α = E
(pi(m)∑
i=1
Xi
)
− E
(pi(mα)∑
i=1
Xi
)
=
pi(m)∑
i=1
1
pi
−
pi(mα)∑
i=1
1
pi
= log logm+ C+O(1/ logm)
−
(
log logmα + C+O(1/ logmα)
)
, par (3.1.1)
= log
( 1
α
)
+O(1/ logm).
D’où limn→∞ EDm,α = log( 1α).
Dm,α étant une somme de variables aléatoires indépendantes, sa fonction
génératrice est le produit des fonction génératrices de Xpi(mα)+1, . . . , Xpi(m) :
GDm,α(s) =
pi(m)∏
i=pi(mα)+1
(
1− θi + θis
)
,
où θi = 1pi . Alors
logGDm,α(s) =
pi(m)∑
i=pi(mα)+1
log
(
1+ (s− 1)θi
)
=
pi(m)∑
i=pi(mα)+1
(
(s− 1)θi +
∑
k≥2
(−1)k+1
(s− 1)kθki
k
)
= (s− 1)EDm,α +
∑
k≥2
(−1)k+1
(s− 1)k
k
pi(m)∑
i=pi(mα)+1
θki ,
car θi = EXi. Comme
pi(m)∑
i=pi(mα)+1
θki ≤ max
pi(mα)+1,...,pi(m)
θk−1i
pi(m)∑
i=pi(mα)+1
θi ≤
log
(
1
α
)
+ 1
ppi(mα)+1
,
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pour toutm assez grand :∣∣∣∣∑
k≥2
(−1)k+1
(s− 1)k
k
pi(m)∑
i=pi(mα)+1
θki
∣∣∣∣ ≤ log
(
1
α
)
+ 1
ppi(mα)+1
∑
k≥2
|s− 1|k
≤ 1
ppi(mα)+1
( log( 1
α
)
+ 1
1− |s− 1|
)
,
et alors
lim
m→∞ logGDm,α(s) = (s− 1) limm→∞EDm,α
= (s− 1) log
( 1
α
)
.
Il s’ensuit que
lim
m→∞GDm,α(s) = e(s−1) log(
1
α
),
qui est la fonction génératrice de la loi Poisson de paramètre log( 1
α
). Par le
théorèmes A.0.4 (voir Annexe A), il s’ensuit queDm,α
L−→ Plog 1/α, lorsquem→∞. 

Chapitre 4
DÉMONSTRATION DES SEPT THÉORÈMES
4.1. THÉORÈME 1.0.1
DÉMONSTRATION. Posons Au,v =
{
n ∈ N : u ≤ fm(n)−log logm√
log logm
≤ v}. Alors par
le théorème 2.2.1,
D(Au,v) = P(m)(u ≤ ∑pi(m)i=1 Xi − log logm√
log logm
≤ v
)
.
En prenant les limites de chaque côté, nous obtenons le résultat. 
Par exemple, si u = −1, 96, v = 1, 96 etm ≈ 1070 alors log logm ≈ 5 et
D(1 ≤ fm ≤ 9) ≈ 0, 95;
c’est-à-dire 95% des nombres ont au plus 9 facteurs premiers parmi p1, . . . , pm.
4.2. THÉORÈME 1.0.2
DÉMONSTRATION. Par le lemme 3.3.1, nous savons que
max
0≤τ≤1
S(m)τ L−→ max
0≤τ≤1
Bτ,
lorsquem→∞. Or, l’équation (3.2.2) implique que
max
0≤τ≤1
S(m)τ = max
1≤l≤pi(m)
S(m)τl ,
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car pour τ ∈ [τl, τl+1] nous avons que S(m)τ ≤ S(m)τl ou bien S(m)τ ≤ S(m)τl+1 . D’autre
part, par (3.2.1) et (3.2.3), nous obtenons
S
(m)
l =
√
tpi(m) S(m)τl ,
lorsque 1 ≤ l ≤ pi(m), et donc
1√
tpi(m)
max
1≤l≤pi(m)
S
(m)
l = max
1≤l≤pi(m)
S(m)τl .
Il s’ensuit que
1√
tpi(m)
max
1≤l≤pi(m)
S
(m)
l
L−→ max
0≤τ≤1
Bτ,
lorsquem→∞, et nous obtenons :
lim
m→∞P(m)
(
1√
tpi(m)
max
1≤l≤pi(m)
S
(m)
l ≥ x
)
=
2√
2pi
∫∞
x
e−
1
2
t2 dt.
Sachant que tpi(m) ∼ log logm, alors
lim
m→∞P(m)
(
1√
log logm
max
1≤l≤pi(m)
S
(m)
l ≥ x
)
=
2√
2pi
∫∞
x
e−
1
2
t2 dt.
Posons
Ax =
{
n ∈ N : 1√
log logm
max
1≤l≤pi(m)
( l∑
i=1
IPi(n) −
l∑
i=1
1
pi
)
≥ x
}
.
Alors par le théorème 2.2.1,
D(Ax) = P(m)( 1√
log logm
max
1≤l≤pi(m)
S
(m)
l ≥ x
)
.
Il suffit de prendre les limites de chaque côté. 
Par exemple, lorsquem ≈ 1070 et x = 1, 7, alors
D(B3,8) ≈ 0, 0982;
que nous interprétons comme suit : approximativement 10% des nombres se-
ront “très composés", lorsque nous considérons uniquement les facteurs pre-
miers p1, . . . , pm.
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4.3. THÉORÈME 1.0.3
Commençons par justifier la définition 1.0.3. Nous dirons que n ∈ [N] est
excessif au temps l lorsqu’il possède plus de diviseurs premiers parmi p1, . . . , pl
que le nombre moyen, c’est-à-dire lorsque
l∑
i=1
IPi(n) −
l∑
i=1
1
pi
(n) > 0.
Nous voulons déterminer la proportion du temps où n est excessif. Précisons
ce que nous entendons par proportion du temps. Pour cela nous avons recours à
la marche aléatoire normalisé {S(m)τl }l∈[pi(m)]. En effet, par (2.2.2) :
l∑
i=1
IPi(n) −
l∑
i=1
1
pi
> 0 ⇐⇒ S(m)l (dm(n)) > 0
⇐⇒ S(m)τl (dm(n)) > 0.
En vertu de (3.2.3), nous pouvons attribuer la valeur∫ τl+1
τl
IS(m)τ (dm(n))>0 dτ,
à la proportion du temps où n est excessif au temps l, d’où∫ 1
0
IS(m)τ (dm(n))>0 dτ,
représente la proportion recherchée. Il s’ensuit que la fonction Lm : Ωm → R
telle que
Lm =
∫ 1
0
IS(m)τ >0 dτ.
représente bien la proportion du temps pour laquelle fm est excessive.
DÉMONSTRATION. Par le lemme 3.3.1, nous avons
Lm
L−→ LB,
lorsquem→∞, où LB = ∫10 IBτ>0 dτ suit la loi de l’Arc Sinus, voir [1] (pp.80–82).
Il s’ensuit que
P(m)(a ≤ Lm ≤ b) −→ 1
pi
∫b
a
dv√
v(1− v)
,
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lorsquem→∞. 
Par exemple,
P(m)(Lm ≥ 0, 9) = P(m)(Lm ≤ 0, 1) ≈ 0, 2048,
et
P(m)(0, 45 ≤ Lm ≤ 0, 55) ≈ 0, 0638;
ce qui se traduit comme suit : pour 20%des nombres, fm sera excessive pendant
au moins 90% du temps ou au plus 10% du temps, et pour 6% des nombres,
elle sera excessive entre 45% et 55% du temps.
4.4. THÉORÈME 1.0.4
Définition 4.4.1. Soit Um : [N]→ R tel que
Um :=
1
pi(m)
∣∣∣∣{l ≤ pi(m) : l∑
i=1
IPi >
l∑
i=1
1
pi
}∣∣∣∣.
AlorsUm représente la proportion des nombres premiers pour laquelle fm est excessive.
DÉMONSTRATION. Notons que, par la définition 3.4.1, nous avons
Vm :=
1
pi(m)
∣∣∣∣{l ≤ pi(m) : l∑
i=1
Xi >
l∑
i=1
1
pi
}∣∣∣∣.
Posons
Ay =
{
n ∈ N : Um(n) ≤ y
}
,
où y ∈ R \ {0}. On a D(A1) = 1, et par le théorème 2.2.1,
D(Ay) = P(m)(Vm ≤ y),
lorsque y /∈ {0, 1}. En prenant les limites de chaque côté, et par le lemme 3.4.2,
nous obtenons que limm→∞D(Ay) = 12I(0,1)(y) + I[1,∞)(y). 
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4.5. THÉORÈME 1.0.5
DÉMONSTRATION. Posons
Ak =
{
n ∈ N : fm(n) − fmα(n) = k
}
.
Alors par le théorème 2.2.1,
D(Ak) = P(m)(Dm,α = k).
En prenant les limites de chaque côtés, et par le lemme 3.6.1, nous obtenons le
résultat. 
4.6. THÉORÈME 1.0.6
DÉMONSTRATION. Posons
A =
{
n ∈ N : fm(n) > (1+ ) log logm
}
.
Alors par le théorème 2.2.1,
D(A) = P(m)(Dm > (1+ ) log logm),
et donc
1
log logm
logD(A) = 1log logm logP
(m)(Dm > (1+ ) log logm).
Il suffit de prendre les limites de chaque côté et d’utliser le lemme 3.5.1. 
4.7. THÉORÈME 1.0.7
DÉMONSTRATION. SoitDm :=
∑pi(m)
i=1 Xi. Il suffit demontrer que
DN−log logN√
log logN
L−→
N (0, 1) lorsque N→∞, car alors par (2.2.2),
QN
(
f− log logN√
log logN
≤ v
)
= QN
(
d−1N
(
DN − log logN√
log logN
≤ v
))
= Q(N)N
(
DN − log logN√
log logN
≤ v
)
.
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Soit rN := N
1
log logN pourN ≥ 1. Nous montrerons que DN−DrN√
log logN
L−→ 0. Déter-
minons une borne supérieure de EQ(N)N |DN −DrN| :
EQ(N)N |DN −DrN| =
∑
rN<p≤N
1
N
⌊
N
p
⌋
≤
∑
rN<p≤N
1
p
∼ log log logN,
en utilisant (3.1.1). Par l’inégalité de Markov, nous obtenons
Q(N)N
(|DN −DrN| ≥ √log logN) ≤ EQ(N)N |DN −DrN|

√
log logN
∼
log log logN

√
log logN
,
où le dernier quotient tend vers 0 lorsqueN→∞. Alors DN−DrN√
log logN
L−→ 0 lorsque
N→∞, et donc il suffit de montrer que
lim
N→∞Q(N)N
(
DrN − µrN√
µrN
≤ v
)
=
1√
2pi
∫ v
−∞ e
− t
2
2 dt,
où µrN := log logN.
Étant donné que EP(N)DrN ∼ µrN et VarP(N)DrN ∼ µrN , alors par le théorème
central limite :
lim
N→∞P(N)
(
DrN − µrN√
µrN
≤ v
)
=
1√
2pi
∫ v
−∞ e
− t
2
2 dt.
En utilisant le théorème A.0.5 (voir Annexe A),
EP(N)
(
DrN − µrN√
µrN
)k → EN (0, 1)k,
pour tout k ∈ N, lorsqueN→∞. En vertu du théorème A.0.6 (voir Annexe A),
il suffit de montrer que pour tout k ≥ 1,
EP(N)
(
DrN − µrN√
µrN
)k
− EQ(N)N
(
DrN − µrN√
µrN
)k → 0,
pour tout k ∈ N, lorsque N→∞. Or,
|EP(N)
(
DrN − µrN
)k
− EQ(N)N
(
DrN − µrN
)k|
=
∣∣∣∣ k∑
j=0
(
k
j
)[
EP(N)DjrN − EQ(N)N D
j
rN
]
(−µrN)
k−j
∣∣∣∣
≤
k∑
j=0
(
k
j
)∣∣EP(N)DjrN − EQ(N)N DjrN∣∣µk−jrN ,
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et ∣∣EP(N)DjrN − EQ(N)N DjrN∣∣
≤
∑
(i1,...,ij)∈[pi(rN)]j
|EP(N)Xpi1 · · ·Xpij − EQ(N)N Xpi1 · · ·Xpij |
≤
∑
(i1,...,ij)∈[pi(rN)]j
1
N
, , par (2.2.4) et (2.2.5)
≤ r
j
N
N
,
d’où
|EP(N)
(
DrN − µrN
)k
− EQ(N)N
(
DrN − µrN
)k| ≤ 1
N
k∑
j=0
(
k
j
)
r
j
Nµ
k−j
rN
=
1
N
(
rN + µrN
)k
≤ 2k r
k
N
N
≤ 2k 1
N
1− klog logN
,
qui tend vers 0 lorsque N→∞. Le résultat est démontré. 

CONCLUSION
Notons qu’au théorème 1.0.5 nous calculons d’abord la densité pour un
m ∈ N fixé, et puis nous évaluons sa limite. Si m était une fonction de N le
résultat serai faux en général : lorsque 1/2 ≤ α < 1,
D(fN − fNα = k) = I{0}(k),
car ∣∣{n ≤ N : fN(n) − fNα(n) ≥ 1}∣∣
N
=
pi(N) − pi(Nα)
N
,
et donc
D(fN − fNα ≥ 1) = 0.
Clairement il n’existe aucun λ > 0 tel que D(fN − fNα = k) = e−λ λkk! .
D’autre part, en ce qui concerne notre conjecture sur les grandes déviations,
il est facile de montrer que
lim
N→∞
1
log logN
(
log
∣∣{n ≤ N : f(n) > (1+ ) log logN}∣∣
N
)
≤ −(1+ ) log(1+ )+ .
En effet, il suffit de considérer l’événement qui lui correspond, suivant dN,
dans l’espace
(
Ωm,Fm
)
, et de reproduire la première partie de la démonstra-
tion du lemme 3.5.1, en notant que les fonctions génératrices satisfont l’inéga-
lité EQ(N)N e
sDm ≤ EP(N)esDm .

Annexe A
RÉSULTATS DE SOURCES EXTERNES
Voici les résultats utilisés dans le mémoire :
Théorème A.0.1 (Kolmogorov, p.81 de [8]). Let (Λn : n ∈ N) be a sequence of
probability measures on (R, T ) Define
Ω =
∏
n∈N
R,
so that a typical elementω ofΩ is a sequence (ωm) in R. Define
Xn : Ω→ R, Xn(ω) := ωn,
and let F := σ(Xn : n ∈ N). Then there exists a unique probability measure P on
(R,F) such that for r ∈ N and B1, . . . , Br ∈ T ,
P
((∏
1≤k≤r
Bk
)
×
∏
k>r
R
)
=
∏
1≤k≤r
Λk(Bk).
Then the sequence (Xn : n ∈ N) is a sequence of independent random variables on
(Ω,F ,P), Xn having law Λn.
Théorème A.0.2 (Prokhorov, p.190 de [6]). Let ξn,1, . . . , ξn,kn be a double sequence
of random variable which are independent for each n and subject to the condition of
“asymptotic negligibility” : for all  > 0
lim
n→∞ max1≤i≤kn P(|ξn,i| > ) = 0,
and
Eξn,i = 0, σ2n,i = Varξn,i > 0,
kn∑
i=1
σ2n,i = 1.
A-ii
Assume that
ζn,0 = 0, ζn,i = ξn,1 + . . .+ ξn,i (1 ≤ i ≤ kn),
tn,i = Varζn,i and ξn(t) is a “random broken line l” with vertices (tn,i, ζn,i). Define
Pn as its corresponding distribution in C[0, 1] and letW denote the “Wiener distribu-
tion” in C[0, 1]. Then for the convergence
Pn ⇒W,
the condition of Lindeberg is necessary and sufficient : For every λ > 0,
lim
n→∞
kn∑
i=1
∫
|x|>λ
x2 dFn,k(x) = 0,
where Fn,k(x) = P(ξn,i < x).
Théorème A.0.3 (Principe d’invariance de Donsker, p.72 de [1]). If h is conti-
nuous on C[0, 1] — or continuous except at points forming a set of Wiener measure 0
— then Xn
L−→W implies
h(Xn)
L−→ h(W),
whereW is a Brownian motion.
Théorème A.0.4 (théorème de la continuité, p. 280 de [4]). Suppose that for every
fixed n the sequence a0,n, a1,n, . . . is a probability distribution. In order that a limit
ak = lim
n→∞ak,n,
exists for every k ≥ 0 it is necessary and sufficient that the limit
A(s) = lim
n→∞
∑
k≥0
ak,ns
k,
exists for each s in the open interval 0 < s < 1. In this case automatically
A(s) =
∑
k≥0
aks
k,
Théorème A.0.5 (Corollary 25.12, p. 338 de [3]). Let r be a positive integer. If
Xn
L−→ X and supn E|Xn|r+ <∞, where  > 0, then E|X|r <∞ and EXrn → EXr.
A-iii
Théorème A.0.6 (Theorem 30.2, p. 390 de [3]). Suppose that the distribution of
X is determined by its moments, that the Xn have moments of all orders, and that
limn→∞ EXrn = EXr for r = 1, 2, . . .. Then Xn L−→ X.
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