Multivariate time series analysis  by Hannan, E.J
JOURNAL OF MULTIVARIATE ANALYSIS 3, 395-407 (1973) 
Multivariate Time Series Analysis 
E. J. HANNAN 
Department of Statistics, The Australian National University, 
Canberra, ACT 2600, Australia 
Communicated by P. R. Krishnaiah 
Some key theorems in the asymptotic theory for multivariate time series, 
using spectral methods, are established. These theorems relate to various estima- 
tion situations including multiple systems of regressions, the determination of 
the frequency of a periodic signal and the determination of the velocity of a 
signal propagated through a dispersive medium and received with noise at a 
number of recorders. The theorems are of a general kind and relate to the almost 
sure convergence of averages of the periodogram and to the limiting covariance 
properties and the central limit theorem for such averages. Some brief indications 
are given concerning extensions of the results to cases where processes are 
observed that are stationary in time and homogeneous with respect to spatial 
translation. 
I. INTRODUCTION 
We consider p jointly stationary time functions xj(t), j = l,..., p. We take 
these to have zero mean and finite mean square and to be mean square continuous. 
They may be regarded as random variables defined over one and the same 
probability space (X, &, P). We call x(t) the vector with xj(t) as components 
and shall assume that the system is observed at equal time intervals, which for 
convenience we take as the time unit. We put yik(t) = &x,(s) Q(S + t)}. 
Assumptions introduced below will ensure that x(t) has an absolutely continuous 
spectrum. Thus 
7r Y&) = s 
--?T ez*ufik(w) dw, j, k = I,..., p 
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where the matrix f(m), with entries fjrc(w), is Hermitian nonnegative. Wt 
introduce the o-algebras, &Z’(t), generated by X(S), s < t and call &‘(- co) their 
intersection. If this is trivial (i.e., consists only of events with probability zero or 
one) then x(t) is said to be regular [I 1, Chap. 171. However since only x(n) will 
occur in our formulas, we consider instead the a-algebras An generated by 
x(m), m < n and call &-, their intersection and 4, their union. If x(t) is 
regular then, evidently, so is x(n). Call H, = H&M,) the Hilbert space 
of functions measurable An and of finite mean square. Following [2] put 
S, = H, @ Hnpl and let ~(n, k) be the perpendicular projection of xj(n) on S, . 
Then if x(n) is regular 
00 
%(B> = c Q(% n - u), f w rli(% = - u)l”> < 03 (1) 
u=o 0 
However the projection of xj(n) on He, might be null even if x(n) was not 
regular so that (1) might still hold. If this is so we say that xi(n) is purely non- 
deterministic. In that case it has an absolutely continuous spectrum since it is 
evidently purely nondeterministic in the sense of linear prediction. A regular 
process is, of course, ergodic. An intermediate condition is weak mixing, namely, 
h&Nfl~P(A n TV?)- P(A)P(B)I = 0, A,B~dif, 
1E=O 
where T is the automorphism of .M, induced by translation through unit time. 
For some of our results a stronger condition than (1) is required. We restrict 
ourselves to the condition 
z. [W %b n - .V>l”” < cf4 i = l,..‘, P. (2) 
This ensures that f(w) is continuous [7]. 
The time series X(Z) will play the part of a noise sequence in most of the 
applications that we have in mind. We thus introduce a second set of “signal 
sequences, rlc(n), k = l,..., q, which we shall take to be wholly independent o 
the x,(n) (though for some purposes incoherence would suffice). We require that, 
almost surely, the following conditions, which we call Grenander’s conditions [3], 
hold, for i, k = l,..., q 
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Then 
Fd4 = I c einm dFjk(w), j, k = l)...) Q. -77 
where F(w), the matrix with entries Fjk(w), is Hermitian nondecreasing in w. 
We return to the process x(t) and consider the case where x(t) has finite fourth 
moment. We call /3jklm(t, , t, , s , 4 t t ) the fourth cumulant between xj(t,), xk(t,), 
x,(t,), x,(tJ and shall write this as &&t) or /3(t), for short. It need not be true 
that ,8(t) is a Fourier transform but since it is measurable and uniformly bounded 
it is always a Fourier transform in the sense of the theory of generalized functions. 
(We use the definitions of, for example, [12, Chap. VI]. The support of the 
Fourier transform, p of /3(t) . 1s contained in the plane wr + wa + ws + wq = 0. 
We shall consider cases where the spectral density of x(t) has compact support. 
Indeed for many purposes we could work with x(n), which could be regarded 
as having been got from a continuous time process with no spectral mass outside 
of [-.rr, n] in which case the requirement of compact support is no restriction. 
However there are cases when one wishes to refer back to x(t), for example when 
i = I, k = m and x*(t) = xj(t - r) and r is not an integer. In these cases the 
need to avoid aliasing already forces an assumption concerning the support of 
x(t) that implies our assumption concerning fl. It may be that fi can be identified 
with a continuous function within a particular region. We shall require that this be 
so within some neighborhood of w1 + w2 = wa + wq = 0. When the conditions of 
this paragraph are met we shall, for short, say that the fourth cumulant condition 
is satisfied. 
In the remainder of this section we attempt to motivate the theorems of 
Section 2. In Section 3 we shall briefly discuss some extensions to processes in 
space and time. 
We first consider the discrete Fourier transform (DFT) 
Xj(w,) = N-1/2 f xj(n) einos, 
n=l 
ws = 2Trs/N, pv < s < [gv]. 
Similarly we call Y&(w,) the DFT for yk(n). We call X(ws), Y(wJ the corre- 
sponding column vectors. We put 13s.(ws) = X(wJY(w,)*, I*(wJ = X(wJX(w,)* 
etc. The techniques we discuss below can be obtained (with a certain amount of 
“sleight of hand”) by maximum likelihood methods by acting as if the X(W,) 
were independent with complex-normal distributions having zero mean vector 
and covariance matrix 271.f(w,). The reader may consult [4] for a justification for 
this technique. 
We may of course compute X for any w. In connection with the estimation of 
the frequency of a sinusoid, observed together with noise, it is necessary to 
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maximize the square of the modulus of such a quantity, over W. The resulting 
distribution theory [B] rests, in case p = 1, on properties of 
s”,p 4 1 X(w)12, N-3/2 2 nx(n) ei”“. 
1 
The first of these is of the form 
& -$I1 c(n) einw, c(n) = c(-n) = ; y x(m) x(m + n), n 2 0 (4) 
1 
and it will therefore converge to zero almost surely if c(n) converges to r(n) 
uniformly in r~ (and r(n) converges to zero, as it does if the spectrum is absolutely 
continuous). However (4) is a special case of 
(5) 
wherein A3 C (-rr, n] is a union of a finite number of intervals and is symmetric 
with respect to the origin and the summation is over s such that wS E S. We 
also take a to be an integer. The function &(w) is a weight function that we 
always take to be piecewise continuous. If j = k, /3 = n and a = 1 while 
g = (-.rr, n] then (5) is just c(n). Thus we are led to consider the behavior of 
the supremum of (5) over all real /3. However (5) also arises in the following way. 
We consider p recorders arranged in two dimensions with the j-th at the points 
with coordinates given by the vector t(j). Let the j-th receive signal rj(t) = 
r(t - KJ together with noise xj(t) where Kj = <f(j), #)/c and 9 is the vector 
giving the direction (while c is the speed) of propagation of the signal through 
space. Put z+(t) = rj(t) + xi(t). I n order to estimate C-%/J we are led to form, 
putting Bj,(w) = W(K~ - K~) 
(6) 
and to choose estimates of c-l+ by maximizing this. The optimal choice of & 
(where optimality is from the point of view of the variance in the limiting 
distribution) will be as the element of the inverse of f(w) + IRfy(w) where I, 
is the p-row unit matrix and f,(w) is the (scalar) spectrum of r(t) (which we 
assume absolutely continuous). The use of A? rather than (-x, ~1 might be 
dictated (for example) by aliasing effects which require us to avoid frequencies 
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near frr. More generally the signal might be dispersing in which case the delay 
at the j-th recorder depends on W. A suitable model is now 
OJ 3 0, Kj(-W) = Kj(W) 
l%=O 
which leads to (5). There are many other cases where expressions of this form 
arise. 
Finally we consider the simpler case of a regression 
We put /3 = vet B where by this we mean the column vector obtained by 
putting the (i, j)-th element of B in row (p(j - 1) + i)-th row of /3. We call 
A x B the Kronecker product of the matrix A and the p x q matrix B having 
a,& in row (z’ - 1) p + k, column (j - 1) s + 1. We introduce 
Here d(w) is a p x p Hermitian positive matrix, for which the optimal choice 
is f(w)-r. 
2. SOME THEOREMS IN MULTIVARIATE TIME SERIES ANALYSIS 
We shall use K for an arbitrary finite constant, not always the same one. We 
shall usually omit the phrase “almost sure” when speaking of almost sure 
convergence. We let D(N) be the diagonal matrix with d&V) in the j-th place. 
If Grenander’s conditions are satisfied then, almost exactly as in the lemma in 
[lo] we have 
Our first result replaces and extends an incorrect result in [S, Theorem IV, 91 
the following. 
THXOREM 1. Let x(n) be (second-order) stationary with absolutely confinuozcs 
spectrum and tr{f(w)) 9 K, w E (-‘rr, P]. Let y(n) satisfy G~enunder’s conditions 
with cJW < d,(N)2 < c&W, 0 < co < cl < co, oc, > & j = l,..., q. Then 
(/3* - /3) converges almost surely to zero. 
683/3/4-s 
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Proof. Because of (5) we need show only that 
converges to zero for all j, k, I, m. We replace the set 3 by (-?r, z] and the 
function that is &(u) on 9 and is otherwise zero by a trigonometric polynomial. 
(We shall repeatedly use this device below and for short will speak of replacing 
by a trigonometric polynomial.) Exactly as in [lo] it may be shown that it is 
sufficient to consider this case. This reduces us to considering 
since after the replacement, (8) is a linear combination of a finite number of such 
expressions. We may as well take n = 0 and thus consider 
4Y = Mv 4Gw1 5 Y&4 d=l* 
?kl 
This has variance 
Put N(IM) = MB, /3ak > 1. Then c(N(M)) converges to zero by the Bore1 
Cantelli lemma. Moreover, taking the supremum over MS < N < (M + l)B, 
Call the last expression a(M). Now 
{(M + l)B - M’j/{dj(M6)dk(MB)}z = 0{M8(1-a’j-nd-1} (10) 
and we may choose /3 so that 1 - 01~ - ,8-l < 0 since CQ > +, Then (10) is 
O(M-@‘“j+a’>, 6 > 0. Thus 
$, a(M) < K -f &j’-h+8) 
M=l n=1 
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As in [6] the last series converges and the required result and the theorem follow 
from the Borel-Cantelli lemma which shows that the supremum under the 
expectation sign in (9) converges to zero, and hence c(N) does so, since c(iV(M)) 
converges to zero. 
THEOREM 2. Let x(n) be ergodic and purely nondeterministic. Let 4(w) have 
C+&(W) as (j, k)-th element. Then uniformly in /I for any integer a 
Proof. We give the proof in outline since for the case (4) it is covered in [9]. 
We may as well prove the theorem for an individual element of the matrix. Thus 
we replace I, by X1(,,) X,(WJ and take 4 to be scalar. We may also require 
( p 1 < A@ since exp ij3wSa is periodic of period Na in /I. Decompose /3 into its 
integral part [p] and fractional part (8) and adjoin exp i(/3]uS~ to $(wJ. This 
product is still piecewise continuous and uniformly so in j3 and as in Theorem 1 
we may replace it by a trigonometric polynomial. Thus we are reduced to 
considering the case where 4(w) exp i(p) wa is replaced by exp ilo and we may 
as well take the case I = 0. Thus we consider 
Now the first term in (11) is bounded, no matter what the numbers xl(m), x2(n) 
may be, by 
N-l i; xl(n)2 f x.(d” j 1’2 w 
1 
since the matrix with entries a(n - m) is symmetric with unity as a maximum 
for the modulus of its eigenvalues. Replace Xj(n), j = 1,2, by 
This introduces an error in (11) that is arbitrarily small for r sufficiently large, 
uniformly in 8, by (12) and ergodicity. (We omit, in future, repeated reference to 
uniformity in 8. This is always required in our approximations.) Thus we may 
replace xj(n) by qj(n, n - z+) and for simplicity of notation we take U, = 0, 
j = 1,2. We truncate ~(n, n) at &A and call xi(n) the truncated part (so that 
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1 xj’(n)j < A). Again (12) and ergodicity show that the effect of truncation may 
be made arbitrarily small if A is taken large. Next replace xj’(n) by xj(n) = 
xi’(n) - E{xj’(n) 1 A,-r} so that the xi(n) are again martingale differences. Put 
x:(n) = ~(n, n) - xi’(n). Then E{xj(n)’ 1 &‘,+r} = --E(x~(n) 1 JS?,-,} since the 
~(n, n) are martingale differences. Thus 
= E[E{jyJO) I Jl-l}]z < E{xJO)~}, a.s., 
and the last term may be made arbitrarily small by taking A sufficiently large. 
Using this result the replacement of xi’(n) by ,&n) is validated. Now in 
N-1-=xl(m) x2(4 4m - > n we may take 111 > n since the terms for m = n 
certainly converge by ergodicity. We consider 
N-1 
ZN = N-1 c xl@) $+ + 1)~ 
11=1 m>92 
Again the t&n) are martingale differences with respect to the A, . We now show 
that the (2t)-th moment of x, is O(IV), uniformly in /3. Taking t = a + 2 the 
theorem is proved via Markov’s inequality and the Borel-Cantelli lemma. We 
illustrate the proof taking a = 0,2t = 4, the general case being quite clear from 
this special one. We may decompose .a, into sums over nl , ns , n3 , n4 of four 
types according as (precisely) the j largest (j = 1,2, 3,4) of the 5 are equal in 
the sum. Forj = 1 the expectation is zero by the martingale property. Forj = 2 
we obtain 
C xl(n) v+ + 1) 2 xkd2 tWl + 1)” 
N-l W-1 
d 4A2w4 1 E C xl(n) yl(n + 1) 2 W(nl + II2 I AnI> 
V+=l T&=1 1 
N-l 7Z1-1 
< MA~N-~ C E C xl(n) $(n + 1) c Idm - nl>12 
a,=1 n=l ?7c+ 
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the last line following from the fact that 
= $ xz exp{i([/I] - n,)(w, - c+)> $$i eimCwaPwt) 
= & ; exp{i@] - n,) < 1. 
The casesj = 3,4 follow similarly. The fact that E(zN*) = O(N--2) now follows 
by induction, completing the proof. 
As indicated in the introduction we have the following result. 
COROLLARY. Let x(n) satisfy the conditions of Theorem 2. Then 
$2 sup{N-1 ] X,(w)]“} = 0, 
w 
)z sup I cjlc(n) - rjk(n)l = 0, a.s. 
-m<n<m 
We next consider 
THJIOREM 3. Let x(t) have zero mean, absolutely continuous spectrum with 
piecewise continuous spectral density having compact support and satisfy the fourth 
cumulant condition. Then the covariance of ujk , ulm converges to 
(13) 
Proof. We consider only the fourth cumulant term since the other terms are 
fairly easily shown to converge to the first term in (13). We consider the case 
.@ = (-2 4, M w is continuous and &(w) = &(--w). Indeed if we prove > 
(13) for this case we may easily establish it for the general case since the function 
that is &(w) on ~8’ and otherwise zero and is piecewise continuous fails to 
satisfy the requirements we now impose only at a finite number of points and we 
may use (13) itself, for C&(W) and $9 of our new form, to show that arbitrarily 
small neighborhoods of this finite number of points contribute an arbitrarily 
small amount to the covariance we are computing (as in [lo]). The fourth 
cumulant is of the form (a, B) where by this we mean the inner product 
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J/3(t) da(t) and a(t) h as a o its mass concentrated at the points tj = mj where 11 f. 
m, is an integer, 1 < m, < N, and at these points has the mass 
We shall use X in place of w as the “running variable” in Fourier transforms to 
avoid confusion of components of w with w, . Thus (ly, /3) = (27r)*(d2, p>. Here 
fl is a “pseudomeasure” [12, p. 1501 but of course B(t) is a bounded measurable 
function and thus the linear functional (6, ,8) may be extended to a much wider 
class of functions than the rapidly decreasing, infinitely differentiable functions. 
Now 
where the sum on m is over 1 < mj < N, j = 1,2,3,4 and (m, A) = Zm,hj . 
Put h = 4 , p2 = 4 + X2 , p3 = 4 + A2 + A3 , p4 = A, + A2 + A3 + A4 . We 
need consider only p4 = 0 since the support of b is confined to that plane. If 
a(p) = 4(A) then 
x C exp WI - m2)(ws + PJ - (m3 - m4)bt - p3) + Cm2 - na3>~2). 
nz 
Now 
1 m312 C djkW cc exp i{(ml - m2)(ws + d + m2cL21 1 I “1% 
< sup [I C&“(w)\ I& 1 ll--e;-~~;P$) 11 I - exp iN(P2 - w - /%) 111 
w 1 - exp i(p2 - w - or) 
If / p2 1 > 6 then it is easily seen that the factor in braces is bounded, uniformly. 
Let &(w) be a trigonometric polynomial such that sup/ &(w) - C&~(U)/ < G, 
E > 0. Then the contribution of djk - kk to (14) may be made arbitrarily small. 
On the other hand, for N large enough, 
w3j2 x6j;.k(4 cc exp ilk - m2>h + 4 + w2) 
ml+ 
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which may also be made uniformly small if 1 p2 1 3 6 > 0. Since fl has compact 
support we may confine ourselves to the region ( p2 [ Q 8 for an arbitrary 6 > 0. 
Since the support of fi is in the region p4 = 0 we may confine ourselves to an 
arbitrarily small neighborhood of X, + A2 = X, + X, = 0. In this region fi 
is a continuous function of X and the remainder of the proof is easily accomplished, 
for example as in [lo]. 
We turn finally to the central llmit theorem. We consider 
Vjk = dk(N)-“” p$j&,) Xj(W,> Y&OS), j = l,..‘, p; k = 1 Y...> Q. 
THEOREM 4. Let x(n) be weakly mixing, purely nondeterministic and satisfr (2). 
Let y(n) satisfy Grenander’s conditions. Then the vi* are asymptotically jointi’y 
complex normal with zero mean vector and covariance, between via and V,, 
The proof of this theorem is contained in [7]. As pointed out there it may be 
used, together with the observation preceding Theorem 1, to establish the 
asymptotic normality of D(N) vec(/$ - j3). However the use of Theorem 4 
extends well beyond the regression context. For example it, combined with 
Theorem 3, enables the asymptotic theory for the estimate of c-v (see (6)) to be 
constructed and also the asymptotic theory for the estimate of an unknown 
frequency of a sinusoidal oscillation. However we shall not attempt to discuss 
these matters here. 
3. SOME EXTENSXONS TO PROCESSES IN SPACE AND TIME 
Hinich and Shaman [13] consider a situation where records are obtained at the 
points of a square lattice in the plane, with a grid of unit width, and the measure- 
ment is composed of noise plus a signal that is, at the u-th recorder 
C tW-4 exp i{w - (~(4, S(u)% w, = 2rrs/N (15) 
6 
where, as before, f(u) is the vector of coordinates of the position of the u-th 
recorder. It is assumed that the noise is Gaussian and serially independent and 
independent from recorder to recorder and that N is fixed while the number of 
lattice points in each direction increase indefinitely. Under these conditions the 
asymptotic properties of the estimates of 8, K are considered. The conditions are 
evidently rather unreal for it is unlikely that the noise will be Gaussian, that N 
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will be small compared to the number of lattice points (though this could arise 
with a transient signal) or that the spectrum of the signal will be discrete. The 
case where the spectrum is discrete and N is fixed is fully analogous to the one- 
dimensional case where the amplitudes, phases and frequencies of a trigono- 
metric polynomial are to be estimated, and the theory can be fully developed 
requiring only (extensions of the notion of) weak mixing, pure nondeterminism 
and condition (2) above. However there are many other models of the same 
kind as (15) and we shall not here pursue that problem. What we shall do is only 
to briefly indicate the nature of the extensions of the theorems of Section 2 that 
enable (15) and a considerable range of other models asymptotically to be 
treated. Thus we consider a random process x(n) where n has integer coordinates 
and is m-dimensional while x(n) is a p-vector. We regard the x(n) as defined over 
a probability space (X, -01, P) and require x(n) to have finite variances and zero 
mean. We also require x(n) to be homogeneous in the sense of invariance of 
its finite-dimensional distributions under translation of n. We introduce the sets 
of integers Y(n) where Y(n) consists of all vectors of integers u such that 
ur < nr or (ur = nr , u2 < n.J or (zlr = n, , ua = n2 , ug < n3) and so on. 
We call .4(n) the a-aIgebra generated by x(g) for u E Y(n) and H(n) the corre- 
sponding Hilbert space, H(.M(n)). Again we introduce 
S(n) = H(n) @ H(n, ) n2 )...) n, - 1) 
and call n(n, U) the vector of projections of the elements of s(n) on S(U). Calling 
A( - 00) the intersection of all A(n) and x(- 00) the vector of projections onto 
I?(- GO) we have 
x(n) = C rl(n, 84 + d---Co) 
u 
where the sum is over all u in Y(n) and the sum is mean square convergent. If 
X(-CO) is null we say that x(n) is purely nondeterministic. 
We introduce the group of translations of the lattice points of integer coordinate 
in 99”’ which is a group of automorphisms of ~4 and say that it is ergodic if 
invariant events are trivial. We consider observations made at points n for which 
1 < n, ,< iVi and allow Ni -+ co,i = l,..., m. However, we require Ni/hrl -+ a, 
0 < a < co, j = l,..., m - 1. This requirement arises from our need to use 
the ergodic theorem (see [l, p. ‘X8]). Conditions such as (2) and the weak 
mixing condition generalize in a natural kind of way and we shall not write them 
down here. The same is true of the conditions (3) and the fourth cumulant 
condition. We introduce the discrete Fourier transforms 
X(W,) = 17(Ni)-1’2 C x(n) exp d(n, 4 
n 
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where ws’ = (wgI ,..., usm). Armed with this equipment we are able to generalize 
the theorems of Section 2 though some of the generalizations, especially 
Theorem 4, are by no means trivial. We shall not attempt to go into details here. 
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