The theta rhythm is one of the largest and most sinusoidal activity patterns in the brain. Here I survey progress in the field of theta rhythms research. I present arguments supporting the hypothesis that theta rhythms emerge owing to intrinsic cellular properties yet can be entrained by several theta oscillators throughout the brain. I review behavioral correlates of theta rhythms and consider how these correlates inform our understanding of theta rhythms' functions. I discuss recent work suggesting that one function of theta is to package related information within individual theta cycles for more efficient spatial memory processing. Studies examining the role of theta phase precession in spatial memory, particularly sequence retrieval, are also summarized. Additionally, I discuss how interregional coupling of theta rhythms facilitates communication across brain regions. Finally, I conclude by summarizing how theta rhythms may support cognitive operations in the brain, including learning. 
INTRODUCTION
Execution of complex cognitive functions by the brain requires coordination across many neurons in multiple brain areas. Brain rhythms (or oscillations) provide a mechanism for such coordination by linking the activity of related ensembles of neurons. One of the most intriguing brain rhythms is the theta rhythm. The ∼4-12-Hz theta rhythms were first discovered in Theta recorded from hippocampal subfield CA1 of a freely exploring rat (L.L. Colgin, unpublished data) . A raw trace (top) and a theta frequency (4-12 Hz) band-pass filtered trace (bottom) are shown. the rabbit by Jung & Kornmuller (1938) . Although researchers did not understand what theta rhythms signified, they did notice the large amplitude and nearly sinusoidal regularity of these rhythms (Figure 1) . Scientific interest in theta rhythms continued to grow during the following decades, and investigators found that theta rhythms occurred in other species as well, including cats, rats, and monkeys (Green & Arduini 1954 , Grastyan et al. 1959 , Vanderwolf 1969 .
In 1972, Landfield and colleagues reported that the degree to which rats remembered an aversive foot shock was correlated with the amount of theta recorded from screws implanted in the rats' skulls above the cortex (Landfield et al. 1972) . The link between theta rhythms and memory was controversial at the time, but many studies have since supported the conclusion that theta rhythms are important for different types of learning and memory (Berry & Thompson 1978 , Winson 1978 , Macrides et al. 1982 , Mitchell et al. 1982 , Mizumori et al. 1990 , M'Harzi & Jarrard 1992 , Klimesch et al. 1996 , Osipova et al. 2006 , Robbe & Buzsáki 2009 , Rutishauser et al. 2010 , Liebe et al. 2012 , as well as for synaptic plasticity (Larson et al. 1986 , Staubli & Lynch 1987 , Orr et al. 2001 , Hyman et al. 2003 . However, it remains unclear why theta rhythms influence memory processing. Do theta rhythms promote memory, as they promote other cognitive states such as anxiety (Adhikari et al. 2010) , by facilitating interregional interactions (Seidenbecher et al. 2003 , Jones & Wilson 2005 , Kay 2005 , Benchenane et al. 2010 , Hyman et al. 2010 , Kim et al. 2011 , Liebe et al. 2012 ? Do theta rhythms affect memory directly by providing the correct timing required to induce changes in synaptic strength (Larson et al. 1986 ? Do theta rhythms affect cognitive operations in general by providing a way to chunk information (Buzsáki 2006 , Kepecs et al. 2006 , Gupta et al. 2012 ?
Here, I review the current status of research on theta rhythms. I begin by discussing mechanisms that generate theta rhythms. Understanding how theta rhythms are generated will provide clues regarding their function. I then review several proposed functions of theta rhythms. I discuss the effects of theta rhythms on the firing properties of hippocampal place cells, neurons that are activated in particular spatial locations (O'Keefe & Dostrovsky 1971) . Functions of theta rhythms are also discussed with regard to cognition and behavior.
The question of whether theta rhythms exist in healthy humans was a subject of intense debate until fairly recently (Klimesch et al. 1994 , Tesche & Karhu 2000 . Consequently, research using animal models has established a longer-standing body of work on theta. This review focuses on studies of theta rhythms in lower mammals, primarily rats. I also place particular emphasis on theta rhythms in the hippocampus, a region that is critically involved in memory processing (Squire et al. 2004 ). Theta rhythms have been studied extensively in the hippocampus, and the hippocampal electroencephalogram displays prominent theta rhythms during active behaviors (Figure 1 ).
MECHANISMS OF THETA RHYTHMS The Role of the Medial Septum in Theta Generation
Until recently, researchers generally agreed that the medial septum (MS) generates theta rhythms (see Vertes & Kocsis 1997 for a review) because lesioning or inactivating the MS disrupts theta (Green & Arduini 1954 , Petsche et al. 1962 , Mitchell et al. 1982 , Mizumori et al. 1990 . MS pacemaker cells are believed to be GABAergic inhibitory interneurons (Toth et al. 1997) , which express hyperpolarizationactivated and cyclic nucleotide-gated nonselective cation channels (HCN channels) (Varga et al. 2008) . These HCN-expressing interneurons fire rhythmically at theta frequencies and are phase-locked to theta rhythms in the hippocampus (Hangya et al. 2009 ). Cholinergic neurons of the MS, on the other hand, do not fire rhythmically at theta frequencies (Simon et al. 2006) and are thus unlikely to act as theta pacemakers. Cholinergic neurons may instead modulate the excitability of other neurons in a way that promotes their theta rhythmic firing. Backprojections from the hippocampus to the MS may be important to keep the two regions coupled (Toth et al. 1993) . The importance of other subcortical regions for theta generation has been addressed in another review ) and is not discussed here.
Recent work has brought into question the belief that the MS is responsible for theta generation. Goutagny and associates (2009) found that theta rhythms emerge in vitro in an intact hippocampus preparation lacking any connections with the MS (Figure 2) . The in vitro theta rhythms appeared spontaneously (i.e., without application of any drugs). Also, theta activity persisted in hippocampal subfield CA1 after neighboring subfield CA3 was removed, indicating that an excitatory recurrent collateral network was not a required component of the theta-generating machinery. Local inactivation of an intermediate portion of the longitudinal axis did not eliminate theta from either the septal or the temporal pole. Instead, theta rhythms persisted in both septal and temporal regions but were no longer coherent. Theta in the septal hippocampus was faster than theta in the temporal hippocampus after the inactivation procedure. Whole-cell recordings of CA1 pyramidal cells revealed rhythmic inhibitory postsynaptic potentials, whereas rhythmic excitatory postsynaptic potentials were recorded in interneurons. These results suggest that theta rhythms are produced by local interactions between hippocampal interneurons and pyramidal cells.
Although the hippocampus may possess the machinery necessary to produce theta intrinsically in vitro, much evidence indicates that the MS is involved in theta generation in behaving animals. Lesioning or inactivating the MS disrupts theta in structures that receive MS projections, including the entorhinal cortex (EC) and the hippocampus (Green & Arduini 1954 , Petsche et al. 1962 , Mitchell et al. 1982 , Mizumori et al. 1990 , Brandon et al. 2011 , Koenig et al. 2011 . The MS transitions Theta rhythms recorded by Goutagny et al. (2009) in CA1 of a whole hippocampus in vitro preparation are highly similar to theta rhythms recorded from CA1 in vivo. Modified with permission from Colgin & Moser (2009) .
LFP: local field potential
to the theta state ∼500 ms before theta appears in the hippocampus (Bland et al. 1999) , supporting the idea that septohippocampal projections initiate theta rhythms. Spikes of MS pacemaker interneurons are maximally phaselocked to hippocampal theta occurring ∼80 ms later (Hangya et al. 2009 ), supporting the idea that MS interneurons drive theta in the hippocampus (Toth et al. 1997) , albeit with some delay. The substantial delay may reflect the time required to recruit a significant proportion of cells into a synchronized theta network (Hangya et al. 2009 ).
A Multitude of Theta Oscillators
Other mechanisms in addition to MS inputs appear to be involved in hippocampal theta rhythm generation in vivo. Current source density analyses of hippocampal local field potentials (LFPs) from freely exploring rats indicate that multiple current dipoles coexist during theta (Kamondi et al. 1998 ; see figure 4 in Buzsáki 2002 ). Presumably active current sinks are seen in stratum lacunosum-moleculare and stratum radiatum and are thought to reflect excitatory inputs from the EC and CA3, respectively. At the same time, a putative current source reflecting inhibitory inputs can be seen in stratum pyramidale. These inhibitory inputs are likely hippocampal interneurons firing rhythmically at theta frequencies during periods when they are released from theta inhibition imposed by MS interneurons (Toth et al. 1997) . Following surgical removal of the EC, the stratum lacunosum-moleculare dipole disappears. Theta rhythms that remain after EC lesioning are suppressed by the cholinergic antagonist atropine, in contrast with atropine-resistant theta rhythms that normally occur during exploration (Kramis et al. 1975) . Atropine-sensitive theta rhythms are normally observed during behavioral immobility and during anesthesia induced by urethane (Kramis et al. 1975 ), a drug that suppresses input from the EC (Ylinen et al. 1995) . These findings suggest that the EC provides sufficient excitatory drive to entrain theta rhythms during active behaviors but that another source of excitatory drive is required in the absence of entorhinal inputs. This excitatory drive may come from MS cholinergic inputs, which produce slow depolarizations in hippocampal neurons (Madison et al. 1987) . A problem with this interpretation is that theta rhythms in the whole hippocampus in MEC: medial entorhinal cortex vitro are not blocked by atropine, yet the isolated hippocampus receives no input from the EC (Goutagny et al. 2009 ). Thus, it is unclear from where the excitatory drive originates in the isolated hippocampal preparation. One possibility is that neurons are more excitable in this preparation than in other in vitro preparations. The potassium concentration used in the artificial cerebrospinal fluid (aCSF) in the Goutagny et al. (2009) study (3.5-5 mM) was higher than the potassium concentration (2.5 mM) used in typical hippocampal slice studies (e.g., Frerking et al. 2001 , Brager & Johnston 2007 . Studies of spontaneous sharp-wave ripples in hippocampal slices used similarly high potassium concentrations in the aCSF (4.25-4.75 mM; Kubota et al. 2003 , Colgin et al. 2004 , Ellender et al. 2010 ). It is not obvious, however, why a relatively high concentration of potassium in the aCSF would lead to theta rhythms in an isolated whole hippocampal preparation and to sharp-wave ripples in hippocampal slices. One difference between preparations is a more intact CA3 recurrent collateral system in the isolated whole hippocampus. However, CA3 was essential for sharp waves in slices (Colgin et al. 2004) but not for theta rhythms in the isolated whole hippocampus (Goutagny et al. 2009 ), indicating that differences in spontaneous in vitro activity are not due to preservation of CA3 recurrent collaterals. One likely explanation is that a higher number of connections between interneurons and pyramidal neurons are preserved in the whole hippocampus preparation. A high degree of pyramidal cell-interneuron interconnectivity may be essential for theta generation but not for sharp-wave ripples. Of particular interest in this regard are horizontal interneurons (Maccaferri 2005 , Goutagny et al. 2009 ). Horizontal interneurons are activated almost exclusively by CA1 axon collaterals (BlascoIbáñez & Freund 1995) . Horizontal interneurons fire spontaneously, without requiring fast excitatory input (Maccaferri & McBain 1996) , and thus would be likely to fire in the intact hippocampal preparation. Moreover, horizontal interneurons show resonance at theta frequencies (Pike et al. 2000) . Thus, horizontal interneurons may be essential for generating theta rhythms intrinsically in the hippocampus.
A common feature of horizontal interneurons in the hippocampus and pacemaker interneurons in the MS is the expression of HCN channels (Maccaferri & McBain 1996 , Varga et al. 2008 . HCN channels are nonselective cation channels that are activated by hyperpolarization (Robinson & Siegelbaum 2003) . Activation of HCN channels leads to slow depolarizing currents (I h currents) that can drive the membrane back to threshold and trigger action potentials. In neurons that express HCN channels, a repeating sequence of events can emerge that consists of an action potential, afterhyperpolarization, depolarization via HCN channels, and another action potential that starts the cycle again. In this way, HCN channels may facilitate rhythmic firing in neurons. Many neurons that exhibit theta rhythmic firing express HCN channels (Maccaferri & McBain 1996 , Dickson et al. 2000 , Hu et al. 2002 , Varga et al. 2008 . Theta frequency membrane-potential oscillations are disrupted by pharmacological blockade (Dickson et al. 2000) or genetic deletion (Giocomo & Hasselmo 2009 ) of HCN channels. Moreover, the time course of activation and deactivation of I h currents may determine the particular theta frequency of membrane-potential oscillations in medial entorhinal cortex (MEC) neurons; that is, faster time constants correspond to higher-frequency theta rhythms (Giocomo et al. 2007 , Giocomo & Hasselmo 2008 . Together, these findings suggest that HCN channels may be a key cellular mechanism that contributes to theta rhythm generation.
Effects of HCN channels provide one potential explanation of the seemingly contradictory findings that theta rhythms depend on MS inputs yet can be generated intrinsically in the hippocampus. Perhaps any network of neurons that expresses HCN channels is primed to participate in theta rhythms, provided that the neurons are sufficiently depolarized to initiate the cycle described above. Depolarization
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could come from a variety of sources, depending on experimental conditions. Rhythmically firing cells would recruit other cells, and theta rhythms would spread across the network. In this scenario, local neuronal ensembles would actually be separate oscillators; the range of synchronization would be determined by the extent of pacemaker projections. Although the simplicity of this explanation is attractive, theta rhythm generation appears to be more complicated, considering that theta rhythms in vivo are not decreased in HCN1 knockout mice (Nolan et al. 2004 , Giocomo et al. 2011 ). Nevertheless, it seems likely that some combination of intrinsic conductances and network mechanisms allows theta oscillatory activity to originate from a variety of different sources.
Support for the idea of multiple theta oscillators comes from recent studies of theta oscillations in the hippocampus. In freely behaving rats, theta rhythms are not synchronized across the hippocampus. Instead, systematic phase shifts are observed across the septotemporal axis (Lubenov & Siapas 2009 , Patel et al. 2012 . That is, hippocampal theta rhythms are traveling waves that consistently propagate toward the temporal pole of the hippocampus. The mechanisms of traveling wave generation remain unknown, but investigators have proposed several possibilities (Lubenov & Siapas 2009 , Patel et al. 2012 . One possibility is that theta waves emerge first in the septal hippocampus because MS inputs reach the septal hippocampus first. This proposed mechanism is problematic for several reasons (Patel et al. 2012) . A more likely mechanism is that traveling theta waves reflect interactions within a network of weakly coupled oscillators (Lubenov & Siapas 2009 , Patel et al. 2012 . Separate oscillators may relate to differences in intrinsic conductances between septal (also called dorsal) and temporal (also called ventral) hippocampi. Maurer et al. (2005) found that intrinsic theta oscillations have a lower frequency in the intermediate hippocampus than they do in the septal hippocampus in freely behaving rats. This finding is consistent with septal-to-temporal propagation of traveling waves (but see Marcelin et al. 2012 for contradictory in vitro results). Frequencies of intrinsic theta oscillations are lower in ventral MEC than in dorsal MEC (Giocomo et al. 2007 , Giocomo & Hasselmo 2008 , leading Lubenov & Siapas (2009) to predict that MEC theta is a traveling wave also.
Recordings of theta rhythms in the isolated whole hippocampus also provide support for the weakly coupled oscillators mechanism (Goutagny et al. 2009 ). Coherence between septal and temporal theta rhythms in CA1 decreased significantly when an intermediate CA1 location was inactivated. After the inactivation, septal and temporal theta rhythms became uncoupled, and the frequency of temporal theta rhythms decreased significantly. Prior to the inactivation, septal theta rhythms led temporal theta rhythms by ∼50 ms. This finding suggests that the septal hippocampus entrains the temporal hippocampus during theta rhythms, an idea that is consistent with septotemporal propagation of traveling theta waves. These results suggest that theta oscillators are coupled by local interactions between pyramidal cells and interneurons, not by MS projections. However, different coupling mechanisms likely exist in behaving animals, including entrainment of hippocampal theta by MS and EC oscillators. Coupling of EC and hippocampal theta oscillators may involve excitatory inputs from the EC to the hippocampus (Buzsáki 2002) or longrange inhibitory connections between the EC and the hippocampus (Melzer et al. 2012) .
Despite decades of research dedicated to uncovering the mechanisms of theta rhythm generation, new and surprising findings regarding theta mechanisms continue to be discovered. Achieving a deeper understanding of the mechanisms of theta rhythms is an essential step toward fully understanding the functions of this complex rhythm. Additionally, a thorough understanding of theta mechanisms will help investigators develop methods to block theta rhythm generation selectively, with minimal side effects (e.g., loss of neuromodulatory inputs, changes in mean firing rates). Such a selective blockade would allow researchers to assess how functions are altered when theta rhythms are not present and to reveal causal links between theta and its functions.
FUNCTIONS OF THETA RHYTHMS Behavioral Correlates of Theta Rhythms
Since the early days of theta rhythms research, scientists have looked for clues regarding theta functions by determining the behavioral correlates of theta rhythms (Buzsáki 2005) . Theta rhythms arise during movement (Vanderwolf 1969) and exhibit higher amplitudes during active movement than during passive movement (Terrazas et al. 2005) . Theta rhythms are also present during behaviors associated with intake of stimuli. The frequency of theta matches the frequency of whisking (Berg & Kleinfeld 2003) and sniffing (Macrides et al. 1982) in rats, as well as saccadic eye movements in humans (OteroMillan et al. 2008) . Theta rhythms selectively correlate with active, and not passive, sampling of stimuli. In rats sampling behaviorally relevant stimuli or stimuli associated with reward, theta rhythms were temporally correlated with rhythmic sniffing (Macrides et al. 1982 ) and whisking (Ganguly & Kleinfeld 2004) . However, no relationship was observed between theta and whisking when rats were aimlessly whisking in air (Berg et al. 2006) .
Curiously, theta rhythms also occur during rapid eye movement (REM) sleep (Vanderwolf 1969 , Winson 1974 , but the role of theta in REM sleep is less clear. One possibility is that theta rhythms play a role in memory consolidation during REM sleep (Louie & Wilson 2001 , Montgomery et al. 2008 , but this idea is controversial (Vertes 2004 ). This review does not cover functions of theta during REM sleep and instead focuses on functions of theta during waking states.
Information Packaging by Theta Rhythms
The hippocampus is at the end of an information-processing stream that begins when information is taken in from the environment. The hippocampus receives convergent information from multiple areas and thus requires a mechanism to coordinate related activity. The relationship between theta rhythms and rhythmic behaviors involved in stimuli intake suggests that each theta cycle contains a discrete sample of related sensory information (Kepecs et al. 2006) . Theta rhythms may also link this information from different sensory modalities with information related to motivational or emotional states. Each theta cycle may thus represent a discrete processing entity that contains information about the current conditions at any given moment. This idea has recently received empirical support from two studies.
In the first study, Jezek and associates (2011) used an innovative behavioral task to investigate how CA3 neuronal ensembles respond to abrupt changes in environmental stimuli. In this task, rats were trained in two boxes that were distinguished by different sets of light cues. Initially, the two boxes were placed in different locations, connected by a corridor through which the rats could freely pass. This setup ensured that distinct ensembles of place cells were active in the two boxes, indicating that separate representations for the two environments had formed . At a later stage of training, investigators presented an identical box that contained both sets of light cues in a common central location, midway between the two original locations. The light cues could be switched on and off to present one or the other environment, and separate representations for each environment were maintained. By switching the light cues, the authors could instantaneously "teleport" the rat from one environment to the other. After the switch, the network usually transitioned to the spatial representation that matched the new set of cues. In some cases, though, the network would flicker back and forth for a few seconds between the two representations, the one that matched the current set of cues and the one that matched the previous set of cues. During these episodes
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Theta phase precession: a phenomenon in which spikes from an individual cell occur on progressively earlier theta phases across successive theta cycles of instability, the different representations were separated by the period of a theta cycle, indicating that theta rhythms modulated the switching between distinct representations. In ∼99% of cases, each theta cycle contained information related to only one of the memory representations, which suggests that theta rhythms link representations of sets of stimuli related to one environment and segregate them from representations of the other environment. Thus, these results support the hypothesis that theta cycles package related information.
Another study provided support for the hypothesis that theta cycles chunk information during spatial memory processing. In this study, Gupta and colleagues (2012) recorded CA1 place cells in rats running on a T-maze with two choice points. The maze contained several landmarks including two reward locations on the return arm. The authors analyzed theta cycles during which three or more place cells were active to find evidence of place cell sequences (i.e., sequences of spikes with a significant spatial and temporal structure related to the structure of behaviors on the maze). Place cell sequences within a theta cycle were found to represent particular paths on the maze. Longer theta cycles were associated with longer path lengths, suggesting that the theta cycle was the processing unit used to organize representations of discrete paths. Each theta cycle represented a path that began just behind the animal's current location and ended just in front of the animal. Theta sequences represented more space ahead of an animal leaving a landmark and more space behind an animal approaching a landmark, meaning that segments of the maze between landmarks were overrepresented. Thus, individual theta cycles contained representations of task-relevant maze segments, which suggests that a path containing different yet related spatial locations may be more efficiently encoded within a theta cycle as a coherent spatial concept (e.g., path between two feeders).
Gupta and colleagues (2012) also showed that some theta cycles heavily represented upcoming locations, whereas other theta cycles were biased toward locations in the recent past. The authors hypothesized that the theta sequences coding upcoming locations reflect a look-ahead mode, which signifies anticipation of an upcoming location. Sequences coding locations in the recent past may reflect a look-behind mode, which encodes recent experiences. The sequences studied by Gupta et al. (2012) may provide insights about place cell sequences during a phenomenon known as theta phase precession, as explained in the next section.
Theta Phase Precession
In theta phase precession, spikes from a place cell initially occur at late theta phases as the rat enters the cell's place field and then occur at progressively earlier phases on subsequent theta cycles (O'Keefe & Recce 1993, Skaggs et al. 1996) (Figure 3a) . Because each theta cycle is associated with spikes from multiple place cells with sequentially occurring place fields, individual theta cycles contain compressed representations of space ; "theta sequences" in Foster & Wilson 2007) . The compressed representation consists of a code for current location (represented by the most active place cells) preceded by representations of recently visited locations on earlier theta phases and succeeded by representations of upcoming locations on later theta phases (Dragoi & Buzsáki 2006 ). An alternative viewpoint is that spikes on early theta phases represent the current location, whereas spikes on later theta phases represent upcoming locations (Lisman & Redish 2009 ). The findings by Gupta et al. (2012) , showing that some theta cycles contain sequences that largely represent space behind the rat, whereas sequences on other theta cycles represent more space ahead of the rat, seem to support the former interpretation of theta phase precession (for additional discussion of the predictive component of phase precession, see Lisman & Redish 2009 ). Here, the discussion of theta phase precession focuses on CA1 because the majority of phase precession studies have been conducted in CA1. However, it is important to note that theta phase precession has been reported in other regions as well, including the dentate gyrus (Yamaguchi et al. 2002 , Mizuseki et al. 2009 ), CA3 (Mizuseki et al. 2009 (Mizuseki et al. , 2012 , the subiculum (Kim et al. 2012) , the EC (Hafting et al. 2008 , Mizuseki et al. 2009 , and the ventral striatum (van der Meer & Redish 2011).
Many different models of theta phase precession propose various mechanisms for the phenomenon (O'Keefe & Recce 1993 , Jensen & Lisman 1996 , Tsodyks et al. 1996 , Wallenstein & Hasselmo 1997 , Kamondi et al. 1998 , Magee 2001 , Harris et al. 2002 , Mehta et al. 2002 , Maurer & McNaughton 2007 , Navratilova et al. 2012 and contrast of the different models are beyond the scope of this review. I refer the reader to several other articles that discuss strengths and weaknesses of the various models (Maurer & McNaughton 2007 , Lisman & Redish 2009 , Burgess & O'Keefe 2011 , Navratilova et al. 2012 . Here, I instead discuss how recent whole-cell recordings of place cells in mice running in a virtual reality environment revealed mechanisms of phase precession that must be accounted for in future models (Harvey et al. 2009 ). First, depolarization of the place cell membrane potential during the first half of the place field ramped up asymmetrically (Figure  3b) , similar to asymmetric excitatory input proposed in the phase precession model of Mehta and colleagues (2002) . Next, the power of membrane-potential theta oscillations was approximately two times higher within the cell's place field than that outside it. Last, spikes were phase-locked to intracellularly recorded theta and showed phase precession relative to LFP theta (Figure 3c-e) , consistent with predictions of "dual oscillator" models (Burgess & O'Keefe 2011) .
Although this intracellular report provides extremely useful information regarding the mechanisms of theta phase precession, some questions remain. The intrinsic membranepotential theta oscillations are thought to reflect rhythmic basket cell inhibition at the soma (Kamondi et al. 1998 ). Yet, Harvey and associates (2009) report that the frequency and amplitude of intracellular theta oscillations increase in the cell's place field, and it is not obvious how such increases would involve basket cell inhibition. Membrane-potential theta oscillations likely reflect basket cell inhibition in anesthetized animals (Kamondi et al. 1998) or at times when the animal is not in a cell's place field. When an animal enters a cell's place field, however, strong depolarization in the apical dendrites likely induces higherfrequency theta oscillations that result from intrinsic dendritic properties (Kamondi et al. 1998 , Burgess & O'Keefe 2011 . These faster dendritic oscillations may then entrain theta recorded at the soma, which would explain why spikes within the place field were so consistently phase-locked to the somatic oscillation (Harvey et al. 2009 ), even though inputs carrying spatial information arrive at the dendrites. Further support for this idea comes from recordings of theta under anesthesia (Kamondi et al. 1998) , a condition in which excitatory dendritic inputs are suppressed (Ylinen et al. 1995) . Under these conditions, intracellular and LFP theta oscillations share the same frequency (see figure 2b in Kamondi et al. 1998) .
The question remains about how these proposed mechanisms of phase precession relate to the proposed sequence retrieval function of phase precession. One possibility is that gamma oscillations are involved in both theta phase precession and sequence retrieval. Gamma oscillations co-occur with theta oscillations (Buzsáki et al. 1983 and may play a role in theta phase precession ( Jensen & Lisman 1996 , Dragoi & Buzsáki 2006 . Spiking of some CA1 place cells is modulated by gamma oscillations during theta phase precession (Senior et al. 2008) . Additionally, recent work indicates that theta-modulated gamma is the optimal pattern for dendritic signal propagation (Vaidya & Johnston 2012) , raising the possibility that thetamodulated gamma inputs arriving in the dendrites ) enhance membrane-potential oscillations during theta phase precession. Gamma oscillations have also been linked to sequence retrieval. Strong gamma rhythms occur when place cells represent upcoming sequences of locations as rats pause at decision points on a maze ( Johnson & Redish 2007) , and slow gamma rhythms promote sequence reactivation during nontheta states (Carr et al. 2012) .
If gamma-mediated sequence retrieval occurs during theta phase precession, phase-phase coupling ( Jensen & Colgin 2007 ) is expected between theta and gamma oscillations because spikes would be phase-locked to gamma while still maintaining phase precession relationships with theta. In support of this idea, Belluscio and colleagues (2012) recently reported phasephase coupling between theta and gamma in the mPFC: medial prefrontal cortex hippocampus. When they subdivided gamma into different frequency bands, the slow gamma band displayed the strongest phase-phase coupling (see figure 7a in Belluscio et al. 2012) . Sequence reactivation in the absence of theta involved slow gamma oscillations but no other gamma frequencies (Carr et al. 2012) . Slow gamma rhythms couple CA3 and CA1 ), and CA3 is thought to be critical for retrieving representations of upcoming locations ( Jensen & Lisman 1996 , Dragoi & Buzsáki 2006 . Thus, slow gamma rhythms may transmit retrieved sequences of upcoming locations from CA3 to CA1 during theta phase precession; in this scheme, representations of consecutive locations would be activated on successive gamma cycles ( Jensen & Lisman 1996 , Dragoi & Buzsáki 2006 . Inputs from the EC provide information about current location (Hafting et al. 2005) and likely serve as a cue for CA3 recall of upcoming locations ( Jensen & Lisman 1996 , Dragoi & Buzsáki 2006 . Layer III EC inputs to CA1 may contribute to phase precession in the second half of the place field because CA3 cells do not receive layer III input and do not show phase precession across the full extent of the theta cycle (Mizuseki et al. 2012 ).
Work described above demonstrates how intrinsic cellular properties may combine with synaptic interactions to facilitate hippocampal functions such as sequence retrieval. Thus far, most results discussed here involve effects within an individual region, mainly CA1. The next section discusses how theta rhythms affect interactions across different brain regions.
Theta Coupling between Regions
Theta oscillations are seen in structures involved in initial stages of sensory processing as well as in regions further down the processing stream ( Jung & Kornmuller 1938 , Vanderwolf 1969 , Jones & Wilson 2005 , Kay 2005 . Much evidence suggests that theta rhythms are involved in facilitating the transfer of information from one brain region to another during sensory information processing.
Theta-enhanced transmission across brain regions may be important for several different functions. Here, I focus on the role of interregional theta coupling in memory operations involving the hippocampus.
Consistent with the hippocampus's key role in spatial memory processing, several studies have demonstrated links between interregional theta coupling and performance on a variety of spatial memory tasks. In a spatial workingmemory task, medial prefrontal cortex (mPFC) neurons were more strongly phase-locked to CA1 theta rhythms during correct-choice trials than during error trials ( Jones & Wilson 2005) . Additionally, Jones & Wilson (2005) observed theta coherence between CA1 and mPFC during choice trials but not during forced-turn trials. Similarly, in a delayed nonmatch to position task, Hyman and colleagues (2010) found that 94% of theta-modulated mPFC neurons were significantly more phase-locked to hippocampal theta during correct trials than during error trials. Moreover, theta coherence between CA1 and mPFC increased significantly after rule acquisition at the choice point in a Y-maze with periodically switching reward contingency rules (Benchenane et al. 2010) . In another study involving the hippocampus and the mPFC, the proportion of mPFC neurons that were phase-locked to hippocampal theta oscillations increased after successful learning of an object-place association (Kim et al. 2011 ).
The mPFC is not the only region that exhibits theta coupling with the hippocampus during spatial memory processing. Theta coherence between the striatum and the hippocampus increased during the period between the tone and the selected turn in a tone-cued T-maze task, but only in rats that successfully learned the task (DeCoteau et al. 2007 ). In this same task, coupling between striatal theta phase and hippocampal gamma amplitude was observed during the tone onset period (Tort et al. 2008) . The authors suggested that striatal theta phase-hippocampal gamma amplitude coupling may signify times during decision making when the striatum accesses spatial information from the hippocampus.
The studies described thus far in this section involve spatial memory, but interregional theta coupling appears to be involved in other types of memory processing as well. The results of one study indicate that theta coordination of the hippocampus and the amygdala is important for fear memory retrieval. Theta coupling between the lateral amygdala and CA1 was significantly increased when conditioned fear stimuli were presented, and significant correlations between CA1 and lateral amygdala theta were seen in animals that displayed behavioral signs of fear (i.e., freezing; Seidenbecher et al. 2003) . Interregional theta coupling also affects memory processing of nonaversive stimuli. Kay (2005) found positive correlations between performance on a two-odor discrimination task and theta coherence of the olfactory bulb and the hippocampus, suggesting that theta coupling enhances communication between the olfactory bulb and the hippocampus during olfactory memory processing. In a trace conditioning task using a visual conditioned stimulus, theta synchronization across different mPFC sites increased after investigators presented the conditioned stimulus only after learning had occurred (Paz et al. 2008) . Because CA1 and the subiculum project to the mPFC (Swanson 1981 , Jay & Witter 1991 , the authors hypothesized that enhanced theta coupling with hippocampal inputs was responsible for the increased synchronization across mPFC.
The above-described studies show theta coordination during memory processing involving the hippocampus. However, theta coupling across regions appears to be a more general mechanism that is useful for other cognitive operations and physiological states, including visual short-term memory (Liebe et al. 2012 ) and anxiety (Adhikari et al. 2010) . Reductions in theta coupling across regions may also relate to behavioral deficits in diseases such as schizophrenia (Dickerson et al. 2010 , Sigurdsson et al. 2010 . Remarkably, a new study using a rat model of schizophrenia found that interventions that restore normal performance on a cognitive control task also reestablish healthy theta synchrony between left and right hippocampi (Lee et al. 2012) .
How does theta coupling enhance communication across brain areas? Theta synchronization of neurons in a given brain area likely leads to a more effective activation of downstream targets. Interregional theta coupling likely also ensures that downstream neurons will be excitable when inputs arrive. Theta's relatively slow time scale permits long synaptic delays and thus can feasibly sustain coupling across distributed brain regions. These points, taken together with the results reviewed above, support the conclusion that theta rhythms promote coordination across distributed brain areas during different types of information processing.
CONCLUDING REMARKS
Studies in recent years have provided breakthroughs in our understanding of the mechanisms and functions of theta rhythms. Thetamodulated neurons likely express intrinsic properties that prime them to produce theta oscillations in response to a variety of extrinsic inputs. Projections from interneurons in the MS are thought to pace theta in most neurons in the hippocampus at a given time. However, when an animal is in a cell's place field, excitatory CA3 and entorhinal inputs in the dendrites may produce stronger and faster theta oscillations that entrain the cell's firing. This flexibility in theta entrainment likely allows inputs to select the appropriate cell ensembles during particular cognitive tasks. Theta synchronization of related cell ensembles may then promote effective activation of target structures and thereby facilitate cognitive operations such as learning.
Although much progress has been made, many questions remain regarding the mechanisms and functions of theta rhythms. How important are intrinsic neuronal mechanisms for theta generation? It would be interesting to determine how theta rhythms in vivo are affected by manipulations that selectively and reversibly inhibit conductances that are tuned to theta. Regarding theta functions, major questions persist about how results from rodents pertain to other species. Theta rhythms are continuous in rodents during active behaviors (Buzsáki et al. 1983 , Buzsáki 2002 ) but occur only in short bouts in humans (Kahana et al. 1999) , bats (Yartsev et al. 2011) , and monkeys (Killian et al. 2012) . It seems unlikely that complex functions such as learning could be achieved by short theta bouts in bats and primates and yet require continuous theta in rats. One possibility is that the conditions used in typical primate experiments are not optimal for engaging theta machinery. Rodents in experimental settings often engage in behaviors that are similar to their natural behaviors (e.g., foraging for food). Human studies of theta often involve virtualreality environments. These uncommon behaviors may not readily activate circuits involved in theta rhythm generation. Moreover, foraging tasks require rodents to use a combination of sensory cues (e.g., olfactory, tactile, visual) and thus would be expected to engage a mechanism that packages related information from different sensory modalities. In contrast, investigations of theta in primates typically employ tasks requiring only one sensory modality, vision. Perhaps theta-generating machinery is less easily triggered in such tasks. Wireless monitoring devices implanted in patients undergoing deep brain stimulation may provide a way for researchers to measure theta rhythms during ordinary human behaviors. However, a recent study has shown that the activity of hippocampal place cells in bats is not modulated by theta rhythms during flying, bats' natural exploratory behavior (Yartsev & Ulanovsky 2013) . Moreover, bat MEC neurons, unlike rat MEC neurons, do not exhibit membrane-potential resonance at theta frequencies (Heys et al. 2013) . The puzzles that remain regarding theta functions across species underscore the importance of ongoing theta research in humans and in animal models.
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