The object of this paper is to produce distributional forecasts of physical volatility and its associated risk premia using a non-Gaussian, non-linear state space approach. Option and spot market information on the unobserved variance process is captured by using dual 'model-free'variance measures to de…ne a bivariate observation equation in the state space model. The premium for di¤usive variance risk is de…ned as linear in the latent variance (in the usual fashion) whilst the premium for jump variance risk is speci…ed as a conditionally deterministic dynamic process, driven by a function of past measurements. The inferential approach adopted is Bayesian, implemented via a Markov chain Monte Carlo algorithm that caters for the multiple sources of nonlinearity in the model and the bivariate measure. The method is applied to empirical spot and option price data for the S&P500 index over the 1999 to 2008 period, with conclusions drawn about investors'required compensation for variance risk during the recent …nancial turmoil. The accuracy of the probabilistic forecasts of the observable variance measures is demonstrated, and compared with that of forecasts yielded by more standard time series models. To illustrate the bene…ts of the approach, the posterior distribution is augmented by information on daily returns to produce Value at Risk predictions, as well as being used to yield forecasts of the prices of derivatives on volatility itself. Linking the variance risk premia to the risk aversion parameter in a representative agent model, probabilistic forecasts of relative risk aversion are also produced.
latent variance, including its two associated risk premia: one that compensates for small and regular movements in the variance (the di¤usive variance risk premium), and the other compensating for rare jumps (the jump variance risk premium). The di¤usive risk premium is parameterized in the conventional way, as proportional to the latent variance itself. The jump variance risk premium is also allowed to be time varying. Speci…cally, a conditionally deterministic process, driven in part by the past 'observed'risk premium, is used to capture the dynamic behaviour of this component of the model. This aspect of our approach is somewhat similar in spirit to the analysis of Todorov (2010) , in which past realized jumps are allowed to a¤ect the compensation for future jump risk demanded by investors.
Probabilistic forecasts of the latent variance, the variance risk premia and the observable variance measures, are produced using Bayesian methods. This focus on probabilistic forecasting, whilst inherent to the Bayesian inferential paradigm, is also consistent with more general developments in the recent forecasting literature, in which distributional forecasts deterministic speci…cation for the jump risk premium is computationally convenient, with the posterior distribution of the risk premium at any time point -including future time points -able to be estimated from the MCMC draws of the parameters to which the premium is functionally related.
The method is applied to empirical spot and option price data for the S&P500 index over the 1999 to 2008 period. Distributional forecasts are produced for all latent and observable quantities of interest, for an evaluation period including both the lead up to the recent global …nancial crisis and the peak of the crisis at the end of 2008. Most notably, the extraction of forecasts for the variance risk premia enables a picture to be constructed of the extent to which investors' expectations of future risks -and, correspondingly, their demand for compensation -is a¤ected by extreme daily movements in the market. The accuracy of the probabilistic forecasts of the (observable) measures of variance is compared with that of forecasts produced by standard time series models for these quantities, using predictive log scores.
Illustrations of how the predictions can be used in …nancial applications are provided. First, the model is augmented by observations on daily returns to produce probabilistic forecasts of returns themselves, from which VaR predictions are extracted. Secondly, we illustrate how the predictions of the latent variance may be used to estimate the prices of futures written on volatility itself. Finally, coupled with a particular form of representative agent model, forecasts of the variance risk premia are transformed into probabilistic forecasts of the relative risk aversion of the representative investor.
The remainder of the paper is organized as follows. Section 2 describes the model assumed to underlie both the spot and option price data, including the variance risk premia that form part of that model. Section 3 outlines the state space approach that we use to analyze the model, including the dynamic risk premia that we embed within it. A description of the MCMC algorithm used to estimate the latent variables and static parameters and to produce the forecasts is provided in Section 4, with all details of the component of the algorithm that relates to the sampling of the latent variances provided in Appendix A. The results of an extensive empirical investigation of intraday spot and option price data for the S&P500 index from July 1999 to December 2008 are reported in Section 5. Some conclusions are given in Section 6.
Objective and Risk Neutral Distributions
The spot price P t and objective stochastic variance V t are assumed to evolve according to the following bivariate process,
(1)
where dJ Exp( v ), P (dN t = 1) = J dt and P (dN t = 0) = (1 J ) dt: Under this speci…cation, random jumps in the price and variance occur contemporaneously at rate J , but with magnitudes determined respectively by a normal and an exponential distribution. The magnitudes of jumps in the price and variance processes are assumed to be correlated, governed by J . The two Brownian increments dB Based on this particular dynamic model, equilibrium arguments can be used to produce the following risk-neutral distribution,
under which options on the underlying asset are priced, where r denotes the risk-free interest rate (assumed constant), dJ
Exp( v ) and we impose J = J : The term p J dt on the right hand side of (3) compensates the jump process.
Implicit in the move from (2) to (4) is the transformation
and D is a scalar parameter. The term D V t represents the premium associated with di¤usive variance risk, with the value of D determining the magnitude (and sign) of the premium factored into option prices for the risk associated with small and regular changes in the non-traded state variable, V t . We interpret 
as the premia for price and variance jump (size) risk respectively. As outlined below, our approach to estimating the model is such that p p in (6) is not identi…ed, with our focus being solely on the identi…cation and estimation of the variance risk premium parameters D and v v ; with the latter denoted by J hereafter. The speci…cation in (7) for J amounts to the assumption that investors factor into their option pricing a premium that equals the di¤erence between the risk neutral expected mean jump size (for the variance) and the corresponding objective mean. Overall, current empirical evidence points to J being signi…cantly greater than zero, with the signi…cance of D tending to be reduced accordingly. A signi…cantly positive value for J leads to the same qualitative result as a signi…cantly negative value of D : That is, either numerical outcome leads to a higher long run mean under the risk-neutral measure than under the objective measure, given that the two long-run means are given respectively by
This implies, in turn, that (call) options are priced higher under the risk-neutral process, on average, than if they had been priced under the objective measure. That is, these signs for the risk premium parameters ( D < 0 and J > 0 respectively) imply that investors are willing to pay a premium for options, as a hedge against movements in the spot price that result from either the di¤usive or jump components of the random variance (or both).
As is clear from (5) and (7), observed option prices, assumed to be priced according to (3) and ( (Bates, 2000) . Most importantly, in all of these studies, the link between observed market option prices and the underlying model in (3) and (4) occurs indirectly, via a parametric theoretical option price formula derived as the expected value of the discounted payo¤ of the option under the risk-neutral measure. In contrast, we link the observed option price data to the model in (3) and (4) directly, by using a non-parametric estimate of expected integrated variance over the life of the option, evaluated according to the risk-neutral process in (4) . (See also Eraker, 2008 , and Duan and Yeh, 2010, for recent applications of option-implied volatility measures in state space settings). Analogously, the observed spot data is linked to the objective process in (1) and (2) by using high frequency returns to estimate the integrated variance associated with the objective process.
In the following section we outline the state space model based on the observed volatility measures, with both risk premium parameters, D and J ; assumed to be constant. In Section 3.2 we extend the model to allow for a dynamic model for J : In common parlance, the model we adopt for J is observation-driven, with the value of J at time t, Jt , given by a deterministic function of Jt 1 and the 'observed'value of Jt 1 , denoted by l 
Constant risk premium parameters
Given the objective variance process in (2), we de…ne quadratic variation over the horizon t 1 to t (call this day t) as
That is, QV t 1;t is equal to the sum of the integrated variance of the continuous sample path component of P t ,
and the sum of the N t N t 1 squared jumps that occur on day t: Denoting r t i = ln P t i ln P 
where RV t is referred to as realized variance and M is equal to the number of intraday returns on day t. On the other hand, bipower variation,
is a consistent estimator of V t 1;t in the presence of price jumps (Barndor¤-Nielsen & Shephard, 2004). 3 With a view to avoiding the need to explicitly model the price jump process -and its associated risk premium -in the state space framework, we adopt BV t (rather than RV t ) as a spot-price-based measure of the latent variance. With the value of M used in the calculation of BV t assuming a …nite value in practice, we view BV t as a noisy measure of the unobserved integrated variance by specifying
where the latent variance underlying V t 1;t evolves according to (2) . The adoption of a (2) above, with dJ v t set to zero. De…ning F t = fV s ; s tg as the sigma-algebra generated by the point-in-time variance process, and using E( jF t ) to denote a conditional expectation with respect to the objective measure, the conditional mean for integrated variance under the physical measure, over the period from t to t + , in this case can be expressed as a linear function of the point-in-time variance,
where a = 1 1 e and b = 1 e :
Extending these existing results to cater for the distribution in (4), and using E ( jF t ) to denote a conditional expectation with respect to the risk neutral measure, the risk-neutral 3 Implicit in the results in (8) and (9) is the assumption that microstructure noise e¤ects are absent. The formal incorporation of microstructure noise in the assumed process for intraday returns has led to modi…cations of RV t and BV t that are consistent estimators of QV t 1;t and V t 1;t respectively, in the presence of such noise; see Martin et al. (2009) for a recent summary. expectation of integrated variance over the horizon t to t + is given by
where a = 1 (1 e ) and b = (1 e );
and where and are de…ned in (5) . With the assumed independence of dJ v t over time, plus the contemporaneous independence between Z v s and dN t , then , the risk-neutral expectation of quadratic variation is implied by a continuum (over strike K) of option prices with maturity > 0,
Hence, E (QV t;t+ jF t ) is referred to as 'model free' implied variance. Importantly, this measure eschews the dependence of the ubiquitous Black-Scholes option-implied variance on the empirically invalid assumption of geometric Brownian motion for the underlying asset price.
Given an estimate of E (QV t;t+ jF t ) in (14) , based on a …nite set of observed option prices on day t and denoted by M F QV t , we de…ne the following option-based measurement equation,
where u M Ft captures both the error associated with the discretization and truncation of the integral in (14) and the measurement error in b E 
where RJ t =
RVt BVt RVt
; and where tri-power quarticity, T P t ; serves as a consistent estimator of the integrated quarticity, IQ t 1;t . Realized price jump variation on day t is then extracted by means of
with a time series of values for JV t produced accordingly. 5 As is consistent with the bulk of the empirical literature and with the theoretical assumption of independent jumps over time, JV t (as based on the empirical data analyzed in Section 5) exhibits little autocorrelation. 6 Hence, a short-memory autoregressive model of order one is used to produce point predictions, conditional on data up to time t; of JV t;t+1 ; JV t;t+2 ; ..., JV t;t+ ; with b E
given as the aggregate of these predictions. The (modi…ed) option-implied measure used in (15) is then
4 See Bollerslev and Todorov (2009) for an alternative method of estimating the risk-neutral expectation of jump variation, using short-maturity out-of-the-money options. 5 Tri-power quartricity is computed as
1 2 1 and T P t ! IQ t 1;t as M ! 1. Under the null hypothesis of no price jumps, Z Jt is asymptotically N (0; 1) as M ! 1. Thus, in testing whether a price jump is present on a particular day, the level critical value from a standard normal distribution (Z ) applies.
Using an Euler discretization of (2), the full model we estimate is
with t = ( 1t ; 2t ; 3t ) 0 iid N (0 3 ; I 3 ) for all t = 1; 2; :::; T:
Setting t = 1 in (21), the state equation for V t describes the evolution of the point-in-time (annualized) variance from one day to the next. It is this variance quantity at time t that enters the function E (V t;t+ jF t ), and contributes to the measurement error variance in (19) and (20) . We also assume that the (conditional) mean of BV t in (19) is equal to V t , by adopting a rectangular approximation to
The parameter is estimated as an annualized quantity, matching the annualized magnitude of the point-in-time variance,
The parameter is treated as a daily quantity, measuring the rate of mean reversion in the annualized V t per day. In accordance with this treatment of , = 22 days and M F t is modelled as an aggregated annualized variance over the trading month.
Finally, we conclude this section by acknowledging that the latent process adopted here for V t is short-memory, as is typical in this literature. As is now a stylized fact, time series of measured volatility (both spot-price based and option-implied) exhibit, in contrast, longmemory characteristics; see Andersen et al. (2003) for an early illustration. Given that the primary focus of this paper is on producing accurate short-term (speci…cally, one-dayahead) forecasts, we do not view this as a problem. Indeed, anticipating the empirical results reported in Section 5, the model-based one-day-ahead forecasts of the observable BV t and M F t out-perform reduced-form models …tted directly to the observable quantities that explicitly cater for the long-memory features in the latter.
A dynamic model for the jump risk premium
Carr and Wu (2009) propose a method of quantifying the variance risk premium using variance swaps. A variance swap is an over-the-counter contract with a payo¤ equal to the di¤erence between quadratic variation, de…ned over the life of the swap contract, and the so-called variance swap rate, which is determined at time t:
Setting t + as the period at which the contract expires and denoting the price of the variance swap as p t and its payo¤ as x t+ , the no arbitrage conditions that underlie standard asset pricing theory imply that p t = kE (x t+ jF t ); where k is a constant (risk-neutral) discount factor. De…ning the variance swap rate as SW t;t+ we have x t+ = QV t;t+ SW t;t+ :
Given that the variance swap has zero market value at time t, it follows that p t = 0 and
as a consequence. As is consistent with the result in (14), Carr and Wu (2009) show that SW t;t+ can indeed be synthesized by a linear combination of maturity option prices observed on day t.
In addition to the equality in (25) , asset pricing theory allows the zero price of the variance swap to be linked to its payo¤ via the objective measure as
where m t;t+ = M t;t+ =E(M t;t+ jF t ) is the normalized stochastic discount factor (or pricing kernel), with E(M t;t+ jF t ) = e r under the assumption of a constant risk-free interest rate.
Given that SW t;t+ is known at time t, and using E(m t;t+ jF t ) = 1, (26) can be re-written as SW t;t+ = E(m t;t+ QV t;t+ jF t ) = E(m t;t+ jF t )E(QV t;t+ jF t ) + cov(m t;t+ ; QV t;t+ jF t ) = E(QV t;t+ jF t ) + cov(m t;t+ ; QV t;t+ jF t ):
Dividing through by SW t;t+ , we produce an expression for the expected excess return on the variance swap investment
Alternatively, we can de…ne the premium in variance payo¤ units as E(QV t;t+ jF t ) SW t;t+ = cov(m t;t+ ; QV t;t+ jF t );
and estimate the premium via an average of QV t;t+ SW t;t+ : Importantly, the above analysis highlights the fact that under the model outlined in Section 3.1, and with a focus on integrated variance only, the conditional variance risk premium de…ned over the maturity period is given by the following linear function of the point in time latent variance V t ; E(V t;t+ jF t )
with the terms on the R.H.S. of (27) following from (11) and (13). 7 The conditional risk premium is also seen to be a linear function of J , the premium for jump variance risk, and a non-linear function of D ; the parameter in ‡uencing the risk premium for di¤usive risk, In contrast, our focus is on high-frequency (daily) variance data, with J an explicit component of the speci…cation. Based on the assumption that signi…cant daily variation in J , most notably in response to recent observed jumps in volatility, is more plausible, from a behavioural point of view, than daily variation in D , we hypothesize that J follows 7 Note that the unconditional risk premium is given by
Hence, the unconditional mean of the aggregate risk premium (over ) de…ned in this way is negative if the risk premia have the anticipated signs. This result corresponds correctly to the spot price-based measure, V t;t+ , being less, on average, than the option-price-based measure, SW t;t+ E
a dynamic process, whilst D is held constant. (See also Todorov, 2010) . Note, however, that even with a constant value for D , the di¤usive risk premium over dt, D V t dt, is still a dynamic process via the assumed linear relationship with V t : On the assumption that short memory dynamics drive J , we specify a conditionally deterministic speci…cation that mimics a generalized autoregressive heteroscedastic structure for volatility (Bollerslev, 1986) , namely,
where l Jt 1 denotes the 'observed'value of Jt at time t 1. It is this value of Jt that feeds into the risk-neutral expected integrated variance over the time to maturity, E (V t;t+ jF t ), in (20) . 8 Motivated by (27) , we set
and solve for the observed value of Jt as
at each point t, within the estimation algorithm. As a model-based estimate of the objective conditional expectation, E(V t;t+ jF t ), needed to evaluate the right-hand-side of (29) at each t, we use the following linear function of BV t ,
where a 1 and b 1 are simply those functions a and b in (12) , evaluated at = 1, respectively.
The estimate in (30) is unbiased for E(V t;t+ jF t ), as
From (28), (29) and (30) it is seen that Jt is a function only of a small number of static parameters, plus lagged values of the latent V t and the observed BV t and M F t : This dynamic speci…cation for the jump risk premium is thus advantageous from an inferential point of view. It also has the advantage of avoiding the (potential) need to price an additional random risk factor in the model.
MCMC Algorithm and Priors
Given the complexity of the state space model represented by (19) to (24) (with J now replaced by Jt on day t, as modelled by (28)), the joint posterior distribution for all unknowns is analytically intractable. Hence, an MCMC algorithm is applied to produce draws from the joint posterior and those draws then used to estimate inferential quantities of interest, including predictive densities, in the usual way. To reduce notation, we de…ne 
where it is assumed that V 0 = + v J . The conditioning of M F t on lagged values of M F 1:t 1 and BV 1:t 1 derives from the assumed structure for Jt in (28).
The Gibbs-based MCMC algorithm is implemented in four main steps: Obtaining draws of V 1:T is the most challenging aspect of the simulation scheme, due to the presence of the state dependent errors in (19) , (20) and (21) . Whilst the algorithm of The variance jumps, which occur with probability J on any day t, shift the intercept term in (21) by an amount Z v t , where (by assumption) a variance jump on day t occurs contemporaneously with a price jump. Given the absence of raw price information in the model, we introduce information on the probability of price (and variance) jumps via the prior distribution, as follows. For a given sample period (details of which are given in Section 5) we identify the presence of signi…cant price jumps on any day t by the realizations of the statistic described in (16) above. The prior for J is then speci…ed as a beta distribution with mean equal to the proportion of days throughout the sample on which signi…cant jumps are found to occur. The variance of this distribution is used as a tuning parameter in the algorithm.
In a similar fashion, the prior for v is speci…ed as inverse gamma, with a mean value proportionate to the average magnitude of
over the sample of days on which signi…cant large price falls are in evidence (indicated by I (r t < 0), where r t is the daily logarithmic return), with JV t as de…ned in (17) . That is, a priori, we assume that the magnitude of the average jump in variance is some proportion of the average magnitude of the square of negative price jumps, re ‡ecting the prior belief of a negative value for the parameter ( J ) relating the price and variance jumps (Eraker et al., (28) , with l 0 = J0 . Given the form of independent, informative priors invoked for v and J (as described above), inverse gamma and beta candidates are adopted for the respective MH sub-steps for these two parameters.
Empirical Application

Data description
In this section we report results of the application of the algorithm to daily variance measures constructed from intraday spot and option price data for the S&P500 index, for the period ) is based on the publicly available V IX 2 t , associated with day t, constructed by the Chicago Board Option Exchange (CBOE) using the model-free methodology. See the CBOE website (www.cboe.com) for more details.
The realized bipower variation measure in (9) is based on …xed …ve minute sampling, with a 'nearest price'method used to construct arti…cial returns …ve minutes apart. Note that the various forms of microstructure noise-adjusted measures that have appeared in the literature have their prime motivation in the case of data on traded assets, rather than observations on a constructed index. However, one could argue that the presence of stale prices in the index at the point of any recorded up-date, plus the inherent discreteness in the underlying prices, induce a form of noise. With this view we use a subsampled (or averaged) version of the …ve-minute based measure as an additional form of noise adjustment (i.e. in addition to sampling the observations at …xed …ve minute intervals).
In Figure 1 for price jump variation. 10 The authors would like to acknowledge the excellent research assistance of Chris Tse in producing the realized variance and bipower series. 
Empirical Estimates
In Table 1 we report the results based on estimation of the model in (19) to (24) Table 1 , but are broadly consistent nevertheless. 
Probabilistic forecasts of observables
Using the hierarchical structure of the state space model, the Bayesian predictives for the observable variance quantities, namely p(BV T +1 jM F 1:T ; BV 1:T ) and p(M F T +1 jM F 1:T ; BV 1:T ), are estimated using the MCMC draws of all unknowns, including V T +1 and JT +1 . These predictive distributions are summarized in Figure 3 , with the observed values also displayed.
Over the full evaluation period, the empirical coverage of the 95% prediction intervals for BV T +1 and M F T +1 are 94.82% and 92.28%, respectively, with these …gures highlighting the accuracy with which our approach predicts the observable variance measures (most notably the objective measure), even during the height of the …nancial crisis.
Given the current practice of producing forecasts of these measures via univariate, observationdriven time series models, it is of interest to also compare the accuracy of our method with such simpler alternatives. With an extensive comparative evaluation of the accuracy of al- 
where BV t h;t = h 1 P h i=1 BV t i . In order to best replicate typical statistical practice in the area, we estimate this model using quasi-maximum likelihood estimation (QMLE), based on Gaussian errors. For M F t we adopt a second-order autoregressive model for the …rst di¤erenced series,
where M F t = M F t M F t 1 , and a Gaussian distributional assumption is again adopted Here the competing predictive densities are constructed using the QMLE of the unknown parameter vector of the model being assessed, b QM LE;t 1 ; as based on data up to and including period t 1. To mimic the approach adopted for in the state space model, b QM LE;t 1 is up-dated only every 60 days (approximately). The height of each predictive density is evaluated at the observed realization, BV o t or M F o t , over the evaluation period t = 1; 2; :::; 386, with the cumulative di¤erence in log scores (CLS),
used to measure the relative performance of the two methods. A positive CLS value indicates that the Bayesian marginal predictive outperforms the competitor.
Over the full evaluation period, CLS BV = 1381:05 and CLS M F = 445:34, indicating that the state space model provides superior predictions of both BV t and M F t . Plots of the cumulative sums of both CLS BV and CLS M F (from t = T + 1 to t = T + k, for k = 2; 3; :::; 386) are produced in Figure 4 to gauge relative predictive performance over the crisis period as each new observation contributes to the cumulative di¤erence in log scores. 
Applications of the volatility and risk premia forecasts
Whilst the (overall) accuracy of the state space-based forecasts of the observed variance measures themselves is certainly worthy of note, a more convincing testimony to the (predictive) worth of any model comes from its ability to produce accurate forecasts of …nancial quantities into which volatility is an input. With this in mind, we conduct two exercises. First, in Section 5.5.1, we use our bi-variate state space model, augmented by an additional measurement equation based on daily returns (r t ), to produce recursive predictive distributions for r T +1 , from which the daily 5% and 1% VaRs are extracted. Conventional statistics for both unconditional coverage and independence of exceedances are reported for the evaluation period, and compared with corresponding statistics based on a univariate HAR model for realized variance. Secondly, in Section 5.5.2 we document the accuracy of estimates of to conduct an assessment of accuracy in this case, due to the absence of 'observations'on risk aversion, it is still of interest to document this outcome of our model and to calibrate the results with comparable results recorded in the literature.
Value at risk (VaR) prediction
Predicting the one-day-ahead 5% and 1% VaR for the market portfolio associated with the S&P500 index is equivalent to calculating the 5% and 1% quantile, respectively, for the predictive distribution for the portfolio return. Although our state space model does not explicitly model the return, we provide a method for augmenting the inferences drawn from the model based on the variance measures to produce, in turn, forecast distributions for the future return. Speci…cally, draws from the posterior distribution of the volatility model, conditional upon the spot-and option-based variance measures, are resampled to re ‡ect additional conditioning on observed end-of-day returns. The model for the logarithmic price return, r t = ln (P t ) ln (P t 1 ), conditional on (V t ; V t 1 ; Z v t ; N t ) 0 ; is based on an initial Euler approximation of (1),
with f 4t g iid N (0; 1), assumed to be independent of f 3t g ; f 2t g and f 1t g in (19) , (20) and (21) respectively. In order to render the resampling method computationally e¢ cient, we make the simplifying assumption that 2 p = 0, and introduce an unknown scale parameter, r , absorbing all constant factors in the error variance, so that the error term in (34) collapses to r p V t 4t : In addition, we introduce an additional regression parameter, v , resulting in a …nal model for returns given by
Draws of V 1:T ; Z In Table 3 we report the empirical coverage statistics for the 5% and 1% VaR predictions produced by our (augmented) state space approach, along with the corresponding statistics associated with an HAR model …tted to realized variance (HAR-RV). As with the HAR model adopted above for the bipower measure, we assume a Gaussian distribution for the innovations and estimate the model using QMLE. We also report, for both approaches, the p-values associated with the tests of correct unconditional coverage and independence of exceedances of the VaR (Christo¤ersen, 1998) . The former test assesses whether the empirical coverage di¤ers signi…cantly from the nominal level, while the latter tests for independence in the sequence of returns that exceed the VaR. An acceptable series of VaR predictions should fail to reject both of these hypotheses. Results are reported for an evaluation period that excludes the …nal four months of 2008, and for the full evaluation period. Overall, the state space approach provides more accurate coverage than the HAR-RV model, with empirical coverages that are a good deal closer to the nominal levels than those of the HAR-RV model. Its empirical coverages over the June 22, 2007 to August 31, 2008 period, for both the 5% and 1% VaR, are also not signi…cantly di¤erent from their respective nominal levels (at the 5% signi…cance level). In addition, the state space approach accurately captures the dynamics in returns -over both periods considered and for both VaR levels -as the null hypothesis of independence in the exceedances is not rejected in all four cases. The HAR-RV model, on the other hand, fails the independence test in both periods, and for both the 5% and 1% VaR cases. Under our assumed model,
where E (V T M jF t ) and E( JT M jF t ) are (T M t)-steps-ahead point predictions of the stochastic variance and the jump variance risk premium, respectively. These two quantities can be obtained via our assumed models for V t and Jt , (21) and (28) respectively, whilst
is produced from the univariate time series modelling of price jump variation as described in Section 3.1), with c = 1:5 imposed.
Using posterior draws of all unknowns, draws of 
is given by the sample mean of the draws and the 95% probability interval produced from the draws in the usual way. As a comparator, the model in (33) is …tted to the observed V IX 2 t (with a Gaussian distributional assumption adopted for the error term) and used to produce predictions of V IX. As reported in Table 4 , the 95% interval constructed for the state space-based prediction covers approximately 82% of the observed daily settlement values, whilst the univariate time series model produces a coverage of only 66%. Further, the accuracy of the (estimated) posterior mean of
as a point predictor of the settlement price -as measured by the mean squared error -is also superior to that of the univariate comparator.
Prediction of Risk Aversion
In modelling both variance risk premia (di¤usive and jump) as dynamic processes, we are 
Thus, draws of all unknowns on the right hand side of (36) (with draws of the full set of these unknowns, including and J , obtained as part of the resampling exercise in Section 5.5.1) can be used to produce draws of T +1 and those draws used, in turn, to estimate the predictive density of T +1 . Similar to the plots presented in Figure 2 , a plot summarizing the predictive distribution of T +1 is produced in Figure 5 . In the earlier period, in particular, 
Conclusions
This paper is the …rst to combine non-Gaussian, non-linear state space techniques with the Bayesian inferential methodology for the purpose of producing probabilistic predictions of objective volatility and its associated risk premia, using both option and returns-based volatility measures. In the usual fashion, the premium for di¤usive variance risk is linear The candidate state space model uses the scalar state equation
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where V 1:T denotes the previous draw in the Markov chain,
and similarly, p a (BV t ; M F t jV t ) = C (V t ) 
Finally, substituting (43) and (44) into (39) and solving for ; we obtain
We are, of course, adopting a dynamic model for J ; which, combined with dynamics of the stochastic variance V t ; implies a dynamic model for :
