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Abstract. An s-subset of codewords of a binary code X is said to be (s, ℓ)-bad in X if the
code X contains a subset of other ℓ codewords such that the conjunction of the ℓ codewords is
covered by the disjunctive sum of the s codewords. Otherwise, the s-subset of codewords of X
is said to be (s, ℓ)-good in X. A binary code X is said to be a cover-free (CF) (s, ℓ)-code if the
code X does not contain (s, ℓ)-bad subsets. In this paper, we introduce a natural probabilistic
generalization of CF (s, ℓ)-codes, namely: a binary code is said to be an almost CF (s, ℓ)-code
if almost all s-subsets of its codewords are (s, ℓ)-good. We discuss the concept of almost cover-
free (s, ℓ)-codes arising in combinatorial group testing problems connected with the nonadaptive
search of defective supersets (complexes). We develop a random coding method based on the
ensemble of binary constant weight codes to obtain lower bounds on the capacity of such codes.
From the main result it is seen that the lower asymptotic bound on the rate for almost CF
(s, ℓ)-codes is essentially greater than the rate for ordinary CF (s, ℓ)-codes
Index terms. Nonadaptive group testing, search model of defective supersets, cover-free codes
and designs, almost cover-free codes, capacity, error probability exponent, random coding bounds.
1 Statement of Problem and Results
1.1 Notations and Definitions
In what follows, the symbol , denotes definitional equalities. For any positive integer n put
[n] , {1, 2, . . . , n}. Let N and t be positive integers, |A| – the size of set A. The standard
symbol ⌊a⌋ (⌈a⌉) will be used to denote the largest (least) integer ≤ a (≥ a). Introduce a binary
N × t matrix X = ‖xi(j)‖ having N rows x i ,
(
xi(1), xi(2), . . . , xi(t)
)
, i ∈ [N ], and t columns
x (j) ,
(
x1(j), x2(j), . . . , xN (j)
)
, j ∈ [t]. Any such matrix X is called a binary code of length N
and size t = ⌊2RN⌋ (briefly, (N,R)-code), where a fixed parameter R > 0 is called the rate of
code X [1]. A column x (j) ∈ {0, 1}N is called a j-th codeword. The number of 1’s in column
x(j), i.e., |x (j)| ,
N∑
i=1
xi(j), is called the weight of x(j), j ∈ [t]. A code X is called a constant
weight binary code of weight w, 1 < w < N , if for any j ∈ [t], the weight |x (j)| = w.
For binary vectors u , (u1, . . . , uN ) ∈ {0, 1}
N and v , (v1, . . . , vN ) ∈ {0, 1}
N , we introduce
the component-wise disjunction (or disjunctive (Boolean) sum) u
∨
v and conjunction u
∧
v:
u
∨
v ,
(
u1 ∨ v1, . . . , uN ∨ vN
)
, u
∧
v ,
(
u1 ∧ v1, . . . , uN ∧ vN
)
,
where 0∨ 0 = 0, 0∨ 1 = 1∨ 0 = 1∨ 1 = 1, 0∧ 0 = 0∧ 1 = 1∧ 0 = 0, and 1∧ 1 = 1. We say that
u is covered by v (v  u) if u
∨
v = v.
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1.2 Almost Cover-Free Codes
Let s and ℓ be positive integers such that s + ℓ ≤ t and Ps(t) , {S : S ⊂ [t], |S| = s} is the
collection of all s-subsets of the set [t]. Note that the size of the collection Ps(t) is |Ps(t)| =
(
t
s
)
.
Definition 1. Let X = (x (1),x (2), . . . ,x (t)) be an arbitrary binary code of length N and
size t. A set S ∈ Ps(t) is said to be (s, ℓ)-bad for the code X if there exists a set L, L ⊂ [t] \ S
of size |L| = ℓ such that ∨
j∈S
x (j) 
∧
j∈L
x (j). (1)
Otherwise, the set S ∈ Ps(t) is called an (s, ℓ)-good set for the code X. In other words, a set
S, S ∈ Ps(t), is (s, ℓ)-good for the code X if for any set L, L ⊂ [t] \ S of size |L| = ℓ, the
conjunction
∧
j∈L
x (j) is not covered by the disjunction
∨
k∈S
x (k).
Let the symbol B(s, ℓ,X) (G(s, ℓ,X)) denote the collection of all (s, ℓ)-bad ((s, ℓ)-good)
sets S, S ∈ Ps(t) for the code X and |B(s, ℓ,X)| (|G(s, ℓ,X)|) is the size of the corresponding
collection. Obviously,
0 ≤ |B(s, ℓ,X)| ≤
(
t
s
)
, 0 ≤ |G(s, ℓ,X)| ≤
(
t
s
)
, |B(s, ℓ,X)| + |G(s, ℓ,X)| =
(
t
s
)
.
Note an evident statement.
Proposition 1. For s ≥ 2 and ℓ ≥ 1, any (s, ℓ+1)-good ((s, ℓ)-bad) set for a code X is (s, ℓ)-
good ((s, ℓ+ 1)-bad) set for the code X, i.e., the injections are true: B(s, ℓ,X) ⊂ B(s, ℓ+ 1,X)
and G(s, ℓ+ 1,X) ⊂ G(s, ℓ,X).
Definition 2. Let ǫ, 0 ≤ ǫ ≤ 1, be a fixed parameter. A code X is said to be an almost
cover-free (s, ℓ)-code of error probability ǫ or, briefly, CF (s, ℓ, ǫ)-code if
|B(s, ℓ,X)|(
t
s
) ≤ ǫ ⇐⇒ |G(s, ℓ,X)| ≥ (1− ǫ)(t
s
)
. (2)
Example 1. Consider 5× 5 code X:
X =
1 0 0 1 1
0 1 1 1 0
0 1 1 0 1
0 1 0 1 1
0 0 1 1 1
(3)
Then G(2, 2,X) = {{1; 2}, {1; 3}, {1; 4}, {1; 5}, {2; 3}} and X is an CF (2, 2, 12)-code.
From Definition 2 and Proposition 1, it follows
Proposition 2. Any CF (s, ℓ+ 1, ǫ)-code is an CF (s, ℓ, ǫ)-code.
Actually, we have the similar property of monotonicity for CF (s, ℓ, ǫ)-codes for the case
when the parameter ℓ is fixed.
Proposition 3. Let s ≥ 2 and ℓ ≥ 1. If X is an arbitrary CF (s, ℓ, ǫ)-code of size t and
length N , then there exists an CF (s− 1, ℓ, ǫ)-code X ′ of size t− 1 and length N .
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Proof of Proposition 3. Let B(s, ℓ,X, i) , { S : i ∈ S ∈ B(s, ℓ,X)} denote the col-
lection of all (s, ℓ)-bad sets S for the code X, containing the element i ∈ [t]. Note that the
cardinalities |B(s, ℓ,X, i)|, 0 ≤ |B(s, ℓ,X, i)| ≤
(
t−1
s−1
)
, i ∈ [t], satisfy the equality:
t∑
i=1
|B(s, ℓ,X, i)| = s · |B(s, ℓ,X)| ≤ s
(
t
s
)
ǫ,
where the last inequality follows from (2). This means that there exists j ∈ [t], such that
|B(s, ℓ,X, j)| ≤
1
t
s
(
t
s
)
ǫ =
(
t− 1
s− 1
)
ǫ.
Then one can check that the code X ′ obtained from X by deleting the column x (j) is an CF
(s− 1, ℓ, ǫ)-code of size t− 1 and length N . 
For the particular case ǫ = 0, the concept of CF (s, ℓ, ǫ)-code can be considered as a natural
probabilistic generalization of the combinatorial concept of cover-free (s, ℓ)-code that is defined
in [3]-[4] as the incidence matrix of a family of finite sets in which no intersection of ℓ sets is
covered by the union of s others. For the case ℓ = 1, cover-free codes and their applications
were introduced in [6]. For ℓ ≥ 2, cover-free (s, ℓ)-codes along with their applications to key
distribution patterns were firstly suggested in [5].
Let t(N, s, ℓ) be the maximal size of cover-free (s, ℓ)-codes of length N and let N(t, s, ℓ) be
the minimal length of cover-free (s, ℓ)-codes of size t. Then the number
R(s, ℓ) , lim
N→∞
log2 t(N, s, ℓ)
N
= lim
t→∞
log2 t
N(t, s, ℓ)
(4)
is called [4] the rate of cover-free (s, ℓ)-codes. In the recent papers [8, 9], one can find a detailed
survey of the best known lower and upper bounds on the rate R(s, ℓ).
Using the conventional information-theoretic terminology accepted in the probabilistic coding
theory [1]-[2], introduce
Definition 3. Let R, R > 0, be a fixed parameter. Taking into account inequality (2)
define the error for CF (s, ℓ, ǫ)-codes:
ǫ(s, ℓ,R,N) , min
X : t=⌈2RN ⌉
{
|B(s, ℓ,X)|(
t
s
) } , R > 0, (5)
where the minimum is taken over all (N,R)-codes X. The function
E(s, ℓ,R) , lim
N→∞
− log2 ǫ(s, ℓ,R,N)
N
, R > 0, (6)
is said to be the error exponent for CF (s, ℓ, ǫ)-codes, the number
C(s, ℓ) , sup{R : E(s, ℓ,R) > 0} (7)
is said to be the capacity for almost CF (s, ℓ)-codes and rate R(s, ℓ) defined by (4) is said to be
zero-error capacity for almost CF (s, ℓ)-codes.
For the particular case ℓ = 1, Definitions 1-3 were suggested in our paper [11], in which
we introduce the concept of almost disjunctive list-decoding codes. The best presently known
3
constructions of such codes were proposed in [7]. Bounds on the rate for these constructions
were computed in the recent paper [13].
Definitions 1-3 and Proposition 1-3 lead to
Theorem 1. (Monotonicity properties.) The following inequalities hold true
R(s+ 1, ℓ) ≤ R(s, ℓ) ≤ R(s, ℓ− 1), C(s+ 1, ℓ) ≤ C(s, ℓ) ≤ C(s, ℓ− 1),
E(s+ 1, ℓ, R) ≤ E(s, ℓ,R) ≤ E(s, ℓ− 1, R) s ≥ 1, ℓ ≥ 2, R > 0. (8)
1.3 Almost Cover-Free Designs
By Pˆs(ℓ, t) denote the collection of supersets p, p , (P1, P2, . . . , Ps), Pi ⊂ Pℓ(t), i ∈ [s], where
each p consists of s disjoint sets P ⊂ [t] of size |P | = ℓ, i.e.:
Pˆs(ℓ, t) ,
{
p = (P1, P2, . . . , Ps) ,
Pi ⊂ [t], |Pi| = ℓ,
Pi ∩ Pj = ∅ for i 6= j, i, j ∈ [s],
}
. (9)
Obviously, the collection Pˆs(ℓ, t) has the cardinality
|Pˆs(ℓ, t)| =
1
s!
(
t
sℓ
)(
sℓ
(s− 1)ℓ
)
· · ·
(
2ℓ
ℓ
)
. (10)
For a superset p ∈ Pˆs(ℓ, t) and a code X, introduce the binary vector r(p,X) ∈ {0, 1}
N as
follows:
r(p,X) ,
∨
P∈p
∧
j∈P
x (j), r(p,X) ,
(
r1, r2, . . . , rN
)
. (11)
One can see that the i-th component of r(p,X) can be written in the form:
ri =
{
1, if there exists P ∈ p such that xi(j) = 1 for all j ∈ P ,
0, otherwise.
(12)
Definition 4. Let X = (x (1),x (2), . . . ,x (t)) be an arbitrary binary code of length N and
size t. A superset p, p ∈ Pˆs(ℓ, t), is said to be an (s, ℓ)-bad superset for the code X, if there exists
another superset p′ ∈ Pˆs(ℓ, t), p 6= p
′, such that r(p,X) = r(p′,X). Otherwise, the superset p is
said to be (s, ℓ)-good superset for the code X.
Let the symbol Bˆ(s, ℓ,X) (Gˆ(s, ℓ,X)) denote the collection of all (s, ℓ)-bad ((s, ℓ)-good)
supersets p, p ∈ Pˆs(ℓ, t), for the code X and |Bˆ(s, ℓ,X)| (|Gˆ(s, ℓ,X)|) is the size of the corre-
sponding collection. Obviously,
0 ≤ |Bˆ(s, ℓ,X)| ≤ |Pˆs(ℓ, t)|, 0 ≤ |G(s, ℓ,X)| ≤ |Pˆs(ℓ, t)|, |Bˆ(s, ℓ,X)| + |Gˆ(s, ℓ,X)| = |Pˆs(ℓ, t)|.
Definition 5. Let ǫ, 0 ≤ ǫ ≤ 1, be a fixed parameter. A code X is said to be an almost
cover-free (s, ℓ)-design of error probability ǫ or, briefly, CF (s, ℓ, ǫ)-design if
|Bˆ(s, ℓ,X)|
|Pˆs(ℓ, t)|
≤ ǫ ⇐⇒ |Gˆ(s, ℓ,X)| ≥ (1− ǫ) |Pˆs(ℓ, t)|. (13)
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Example 2. For the code X described in (3), the collection of (2, 2)-bad supersets
Bˆ(s, ℓ,X) = {({1; 2}, {4; 5}), ({1; 3}, {4; 5}), ({1; 4}, {2; 3}), ({1; 5}, {2; 3})}.
It follows that X is an CF (2, 2, 415)-design.
Definition 6. Let R, R > 0, be a fixed parameter. Taking into account inequality (13)
define the error for CF (s, ℓ, ǫ)-designs:
ǫˆ(s, ℓ,R,N) , min
X : t=⌈2RN ⌉
{
|Bˆ(s, ℓ,X)|
|Pˆs(ℓ, t)|
}
, R > 0, (14)
where the minimum is taken over all (N,R)-codes X. The function
Eˆ(s, ℓ,R) , lim
N→∞
− log2 ǫˆ(s, ℓ,R,N)
N
, R > 0, (15)
is said to be the error exponent for CF (s, ℓ, ǫ)-designs, the number
Cˆ(s, ℓ) , sup{R : Eˆ(s, ℓ,R) > 0}
is said to be the capacity for almost CF (s, ℓ)-designs.
For the particular case ℓ = 1, Definitions 4-6 were already introduced in [12] to describe
the model called planning screening experiments. In [12], it was proved that the capacity of
almost CF (s, 1)-designs Cˆ(s, 1) = 1/s. One can see that Definitions 4-6 represent a natural
generalization of almost CF (s, 1)-designs. We conjecture that for any s ≥ 2 and ℓ ≥ 2, the
capacity Cˆ(s, ℓ) = 1/(s ℓ).
In Section 2, we establish
Theorem 2. (Upper Bounds on Capacities C(s, ℓ) and Cˆ(s, ℓ)) The following inequalities
hold true
C(s, ℓ) ≤ Cˆ(s, ℓ) ≤ 1/(s ℓ), E(s, ℓ,R) ≤ Eˆ(s, ℓ,R) s ≥ 1, ℓ ≥ 1, R > 0. (16)
However, in spite of the greater capacity, using of CF (s, ℓ, ǫ)-designs for the superset identifi-
cation problem p ∈ Pˆs(ℓ, t) is practically unacceptable, since it requires much greater complexity,
which is evidently equal to the complexity of exhaustive search |Pˆs(ℓ, t)| ∼ t
s ℓ. It will be shown
in Section 1.5 that CF (s, ℓ, ǫ)-codes are efficient CF (s, ℓ, ǫ)-designs and for such codes the al-
gorithm of identification supersets p ∈ Pˆs(ℓ, t), is essentially faster than the trivial one, and its
complexity is proportional to tℓ.
1.4 Lower Bounds on R(s, ℓ), C(s, ℓ)
The best presently known upper and lower bounds on the rate R(s, ℓ) of cover-free (s, ℓ)-codes
were presented in [8, 9]. If ℓ ≥ 1 is fixed and s → ∞, then these bounds have the following
asymptotic form:
R(s, ℓ) ≤
(ℓ+ 1)ℓ+1
2eℓ−1
log2 s
sℓ+1
(1 + o(1)), (17)
R(s, ℓ) ≥
(ℓ+ 1)ℓ+1
eℓ+1
log2 s
sℓ+1
(1 + o(1)). (18)
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In the present paper, we suggest a modification of the random coding method developed
in [8] and [11], which permits us to obtain a lower bound on the capacity C(s, ℓ). Let
[x]+ ,
{
x if x ≥ 0,
0 if x < 0,
and h(a) , −a log2 a− (1− a) log2(1− a), 0 < a < 1,
denote the positive part function and the binary entropy function. In Section 3, we prove
Theorem 3. (Random coding lower bound C(s, ℓ)). The following two claims hold true.
Claim 1. For ℓ ≥ 2 the capacity C(s, ℓ) for almost cover-free codes satisfies inequality
C(s, ℓ) ≥ C(s, ℓ) ,
1
ℓ
max
0≤Q≤1
D(ℓ,Q, qˆ), (19)
where the function D(ℓ,Q, qˆ) is defined in the parametric form
D(ℓ,Q, qˆ) , (1−Q)ℓ log2 z − (1− qˆ) log2[1− (1− z)
ℓ]+ (20)
+ℓ
(
(1−Q)
z
(1− z)−
(
(1−Q)
z
− qˆ
)
(1− z)ℓ
)
log2[1− z] + ℓh(Q),
and parameters z and qˆ are uniquely determined by the following equations
Q =
(1− z)(1− (1− z)ℓ)− (1− qˆ)z(1− z)ℓ
1− (1− z)ℓ
, qˆ = 1− (1−Q)s. (21)
Claim 2. For a fixed parameter ℓ ≥ 2 and s→∞, the lower asymptotic bound on C(s, ℓ) is:
C(s, ℓ) ≥
log2 e
sℓ
·
ℓℓ−1
eℓ
(1 + o(1)). (22)
1.5 Boolean Model for Nonadaptive Search of Supersets
Denote by Ps(ℓ, t) the following collection of supersets p, p , (P1, P2, . . . , Pk), Pi ⊂ [t], i ∈ [k],
k ≤ s, where each superset p is composed of not more than s subsets P ⊂ [t] of size |P | ≤ ℓ, i.e.:
Ps(ℓ, t) ,
{
p = (P1, P2, . . . , Pk) : k ≤ s,
Pi ⊂ [t], |Pi| ≤ ℓ,
Pi 6⊆ Pj for i 6= j, i, j ∈ [k],
}
. (23)
For a superset p ∈ Ps(ℓ, t) and a code X, the vector r(p,X) is defined in the same way as in (11).
Definition 7. [4] A binary N × t matrix X is called a cover-free (s, ℓ)-design or, briefly,
CF (s, ℓ)-design if for any p′, p′′ ∈ Ps(ℓ, t), p
′ 6= p′′, the vector r(p′,X) 6= r(p′′,X).
Let us first remind the well-known application of CF (s, 1)-designs which is called the
boolean search model for sets [6]. Suppose a set of t samples is given. We identify it with the
set [t]. Assume we know that some of them are positive. The number of positive samples is
bounded above by the given integer s. Our aim is to detect the whole set of positive samples
which is referred to as positive set P ⊂ [t]. We use group tests, i.e., take a subset (group) G ⊂ [t]
and check whether G contains at least one positive sample (i.e., G ∩ P 6= ∅) or not.
In the present paper we consider a generalization of this model which is called the boolean
search model for supersets [4]. Assume that a positive superset p ∈ Ps(ℓ, t) is fixed instead
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of positive set. Our aim is to detect it using a number of group tests, where each test checks
whether a testing group G contains at least one set P ∈ p or not. One can see that for ℓ = 1 each
set P ∈ p is composed of exactly one sample and the model coincides with the boolean search
model for sets. Now assume that we use N tests. They can be encoded by a code X = ‖xi(j)|.
A column (codeword) x (j) corresponds to the j-th sample; a row x i corresponds to the i-th
test. We put xi(j) , 1 iff the j-th sample is included into the i-th testing group; otherwise we
put xi(j) , 0. Then it is easy to see that the outcomes (12) of all N tests form the binary vector
r(p,X) (11), where p ∈ Ps(ℓ, t) is the (unknown) positive superset. Thus, the code X should be
designed in such a way that we should be able to detect a superset p given the vector r(p,X).
Obviously, it is possible if and only if X is an CF (s, ℓ)-design (see Definition 7). Note that
we deal with the nonadaptive search model in which we are not allowed to use the outcomes of
the previous tests to form the future ones. The given boolean search model for supersets (also
called the search model for complexes) when all tests are performed simultaneously arises from
the needs of molecular biology. It was firstly suggested in [10].
In addition, one can easily understand the necessity of the additional condition in (23): no
set P ⊂ [t] which is an element of a superset p ∈ Ps(ℓ, t), can be included into another set
P ′ ∈ p. Indeed, if this holds, then we can consider another superset p̂ ∈ Ps(ℓ, t) having the form
p̂ = p\{P ′}. Evidently, for any binary N × t matrix X, the outcomes r(p,X) and r(p̂,X) are
identical. Thus, we cannot distinguish these supersets. In [4], we established
Proposition 4. [4] 1) Any cover-free (s, ℓ)-code is an cover-free (s, ℓ)-design. 2) Any cover-
free (s, ℓ)-design is an cover-free (s− 1, ℓ)-code and an cover-free (s, ℓ− 1)-code.
Let X be an arbitrary binary N × t matrix and p(un) ∈ Ps(ℓ, t) be an unknown superset.
Any fixed set P ′ ⊂ [t], |P ′| ≤ ℓ, is called acceptable for the known vector r(kn) , r(p(un),X) if
the conjunction
∧
j∈P ′
x (j) is covered by r(kn), i.e.,
r(kn) = r(p(un),X) =
∨
P∈p(un)
∧
j∈P
x (j) 
∧
j∈P ′
x (j).
An acceptable set P ′ is called a minimal acceptable set if no subset P ′′ ( P ′ is acceptable. In
the boolean search model for supersets, an effective decoding algorithm is based on the following
evident
Proposition 5. [4] If X is an cover-free (s, ℓ)-code, then any superset p ∈ Ps(ℓ, t) is
composed of all minimal acceptable sets for the vector r(p,X). This means that one can uniquely
decode p(un) on the base of known vector r(kn) = r(p(un),X), and the decoding complexity is
proportional to
(
t
1
)
+ · · · +
(
t
ℓ
)
, which does not depend on s. When t →∞ and ℓ is fixed, then
this complexity ∼ tℓ/ℓ!.
Note that in the general case of cover-free (s, ℓ)-design and the trivial decoding algorithm,
we need to check all possible supersets p ∈ Ps(ℓ, t), i.e., calculate the vector r = r(p,X) for all
possible supersets p and compare this vector with the known result r(kn). If s and ℓ are fixed
and t→∞, then the number of such comparisons (decoding complexity) is proportional to
|Ps(ℓ, t)| ≥
((t
ℓ
)
s
)
∼
tsℓ
s!(ℓ!)s
. (24)
Thus, CF (s, ℓ)-codes form a class of CF (s, ℓ)-designs for which the decoding algorithm
based on Proposition 5 is strongly better than the trivial one.
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Let ℓ ≥ 1 be fixed and s → ∞. Taking into account (18) we conclude that for sufficiently
large t the use of CF (s, ℓ)-codes gives the bounds:
log2 s
sℓ+1
·
(ℓ+ 1)ℓ+1
2eℓ−1
(1 + o(1)) ≥ log2 t/N ≥
log2 s
sℓ+1
·
(ℓ+ 1)ℓ+1
eℓ+1
(1 + o(1)).
In virtue of Theorem 3, the capacity for CF (s, ℓ, ǫ)-codes C(s, ℓ) can be interpreted as the
theoretical tightest upper bound on the information rate log2 t/N with error probability ǫ→ 0.
Therefore, the bound (22) means that for ℓ ≥ 2, s → ∞ and sufficiently large t, using of CF
(s, ℓ, ǫ)-codes guarantees the inequality:
log2 t/N ≥
log2 e
sℓ
·
ℓℓ−1
eℓ
(1 + o(1)).
2 Proof of Theorem 2.
For any superset p ∈ Pˆs(ℓ, t), p = {P1, P2, . . . , Ps}, define a set T (p) of its projections
T (p) ,
{
S ∈ Ps(t) : S = {a1, a2, . . . , as}, ai ∈ Pi, Pi ∈ p, i ∈ [s]
}
.
One can see |T (p)| = ℓs. Observe that if all sets S ∈ T (p) are (s, ℓ)-good for the code X, then
the superset p is also a (s, ℓ)-good superset for the code X.
Assume that a code X is an CF (s, ℓ, ǫ)-code. It means that the number (2) of bad (s, ℓ)-sets
doesn’t exceed ǫ ·
(
t
s
)
. Given a bad (s, ℓ)-set B ∈ Ps(t) for the code X, one can check that
the number of p ∈ Pˆs(ℓ, t) such that B ∈ T (p) is at most
(
t−s
s(ℓ−1)
)( s(ℓ−1)
(s−1)(ℓ−1)
)
· · ·
(2(ℓ−1)
ℓ−1
)
. This
implies that the number of bad (s, ℓ)-supersets is at most ǫ ·
(
t
s
)(
t−s
s(ℓ−1)
)( s(ℓ−1)
(s−1)(ℓ−1)
)
· · ·
(2(ℓ−1)
ℓ−1
)
or
ǫ·ℓs·|Pˆs(ℓ, t)|, where |Pˆs(ℓ, t)| is computed in (10). Therefore, the codeX is also an CF (s, ℓ, ǫ·ℓ
s)-
design. In other words, we proved the relations C(s, ℓ) ≤ Cˆ(s, ℓ) and E(s, ℓ,R) ≤ Eˆ(s, ℓ,R).
Now, fix R > 0 and ǫ > 0 and suppose that the code X is an CF (s, ℓ, ǫ)-design of
length N and size t ,
⌊
2RN
⌋
. Observe that for any two various good (see Def. 4) supersets
p, p′ ∈ Gˆ(s, ℓ,X), p 6= p′, two binary vectors r(p,X) and r(p′,X) defined by (11) are distinct,
i.e., r(p,X) 6= r(p,X). Thus, from the definition (13) of CF (s, ℓ, ǫ)-design, it follows
(1 − ǫ) · |Pˆs(ℓ, t)| = (1− ǫ) ·
1
s!
(
t
sℓ
)(
sℓ
(s− 1)ℓ
)
· · ·
(
2ℓ
ℓ
)
≤ 2N , t =
⌊
2RN
⌋
. (25)
Comparing left and right-hand sides of inequality (25) leads to the lower asymptotic bound
ǫˆ(s, ℓ,R,N) ≥ 1− 2N ·
(
1
s!
(
t
sℓ
)(
sℓ
(s− 1)ℓ
)
· · ·
(
2ℓ
ℓ
))−1
= 1− 2−N [(sℓ·R−1)+o(1)], N →∞.
This inequality means that the condition R < 1/(sℓ) is necessary for Eˆ(s, ℓ,R) > 0. It follows
Cˆ(s, ℓ) ≤ 1
sℓ
. 
3 Proof of Theorem 3
Proof of Claim 1. For an arbitrary code X, the number |B(s, ℓ,X)| of (s, ℓ)-bad sets in
the code X can be represented in the form:
|B(s, ℓ,X)| ,
∑
S∈Ps(t)
ψ(X,S), ψ(X,S) ,
{
1 if the set S ∈ B(s, ℓ,X),
0 otherwise.
(26)
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Let Q, 0 < Q < 1, and R, 0 < R < 1, be fixed parameters. Define the ensemble {N, t,Q} of
binary (N × t)-matrices X = (x (1),x (2), . . . x (t)), where columns x (i), i ∈ [t], t , ⌊2RN ⌋, are
chosen independently and equiprobably from the set consisting of
(
N
⌊QN⌋
)
columns of the fixed
weight ⌊QN⌋. Fix two subsets S,L ⊂ [t] such that |S| = s, |L| = ℓ and S ∩ L = ∅. From (26)
it follows that for {N, t,Q}, the expectation |B(s, ℓ,X)| of the number |B(s, ℓ,X)| is
|B(s, ℓ,X)| = |Ps(t)| Pr {S ∈ B(s, ℓ,X)} .
Therefore, the expectation of the error probability for almost cover-free (s, ℓ)-codes is
E(N)(s, ℓ,R,Q) , |Ps(t)|
−1 |B(s, ℓ,X)| = Pr {S ∈ B(s, ℓ,X)} , (27)
where the code size t = ⌊2RN⌋. The evident random coding upper bound on the error probabil-
ity (5) for cover-free (s, ℓ)-codes is formulated as the following inequality:
ǫ(s, ℓ,R,N) , min
X : t=⌊2RN ⌋
{
|B(s, ℓ,X)|
|Ps(t)|
}
≤ E(N)(s, ℓ,R,Q) for any 0 < Q < 1. (28)
The expectation E(N)(s, ℓ,R,Q) defined by (27) can be represented as follows
E(N)(s, ℓ,R,Q) =
min{N, s⌊QN⌋}∑
k=⌊QN⌋
Pr
{
S ∈ B(s, ℓ,X)
/∣∣∣∣∣∨
i∈S
x (i)
∣∣∣∣∣ = k
}
· P
(N)
2 (s,Q, k) ≤
≤
min{N, s⌊QN⌋}∑
k=⌊QN⌋
P
(N)
2 (s,Q, k) ·min
{
1;
(
t− s
ℓ
)
P
(N)
1 (ℓ,Q, k)
}
, (29)
where we apply the total probability formula and the standard union bound for the conditional
probability
Pr
{⋃
i
Ci /C
}
≤ min
{
1 ;
∑
i
Pr{Ci/C}
}
,
and introduce the notations
P
(N)
1 (ℓ,Q, k) , Pr
∨
i∈S
x (i) 
∧
j∈L
x (j)
/∣∣∣∣∣∨
i∈S
x (i)
∣∣∣∣∣ = k
 (30)
and
P
(N)
2 (s,Q, k) , Pr
{∣∣∣∣∣∨
i∈S
x (i)
∣∣∣∣∣ = k
}
, ⌊QN⌋ ≤ k ≤ min{N, s⌊QN⌋}. (31)
Let k , ⌊qN⌋ and the functions
D(ℓ,Q, q) , lim
N→∞
− log2
[
P
(N)
1 (ℓ,Q, k)
]
N
(32)
and
A(s,Q, q) , lim
N→∞
− log2
[
P
(N)
2 (s,Q, k)
]
N
(33)
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denote the exponents of the logarithmic asymptotic behavior for the probability of events (30)
and (31) for the ensemble {N, t,Q} respectively. Define qˆ , 1− (1−Q)s.
In Appendix we will prove
Lemma 1. The function A(s,Q, q) of the parameter q, Q < q < min{1, sQ}, defined
by (33) can be represented in the parametric form
A(s,Q, q) , (1− q) log2(1− q) + q log2
[
Qys
1− y
]
+ sQ log2
1− y
y
+ sh(Q), (34)
q = Q
1− ys
1− y
, 0 < y < 1. (35)
In addition, the function A(s,Q, q) is ∪-convex, monotonically decreases in the interval (Q, 1−
(1 − Q)s), monotonically increases in the interval (1 − (1 − Q)s,min{1, sQ}) and its unique
minimal value which is equal to 0 is attained at q = qˆ , 1− (1−Q)s, i.e.,
min
Q<q<min{1,sQ}
A(s,Q, q) = A(s,Q, qˆ) = 0, 0 < Q < 1.
Lemma 2. For ℓ ≥ 2, the value of the function D(ℓ,Q, q) defined by (32) at point q = qˆ is
equal to
D(ℓ,Q, qˆ) = (1−Q) ℓ log2 z − (1− qˆ) log2[1− (1− z)
ℓ]+
+ℓ
(
(1−Q)
z
(1− z)−
(
(1−Q)
z
− qˆ
)
(1− z)ℓ
)
log2[1− z] + ℓh(Q),
where z is uniquely determined by the following equation
Q =
(1− z)(1 − (1− z)ℓ)− (1− qˆ)z(1− z)ℓ
1− (1− z)ℓ
.
The inequality (29) and the random coding bound (28) imply that the error probability
exponent (15) satisfies the inequality
E(s, ℓ,R) ≥ E(s, ℓ,R) , max
0≤Q≤1
E(s, ℓ,R,Q), (36)
E(s, ℓ,R,Q) , min
Q<q<min{1,sQ}
{
A(s,Q, q) + [D(ℓ,Q, q)− ℓR]+
}
. (37)
Lemma 1 states that A(s,Q, q) > 0 if q 6= qˆ. In particular, the condition q 6= qˆ implies
E(s, ℓ,R,Q) > 0. Therefore, if ℓR < D(ℓ,Q, qˆ) then E(s, ℓ,R,Q) > 0, what, in turn, means
(see (7) and (36)) that
C(s, ℓ) ≥ C(s, ℓ) ,
1
ℓ
max
0≤Q≤1
D(ℓ,Q, qˆ), where qˆ = 1− (1−Q)s.
Thus, the lower bound (19) is established. 
Proof of Claim 2. Let ℓ ≥ 2 be fixed and s→∞. Substituting z = s/(s+ ℓ) in (19)-(21)
yields
Q =
(1− z)(1− (1− z)ℓ)− (1− qˆ)z(1 − z)ℓ
1− (1− z)ℓ
=
ℓ
s+ ℓ
−
ℓℓe−ℓ
sℓ
+O
(
1
sℓ+1
)
,
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qˆ = 1− (1−Q)s = 1− e−
sℓ
s+ℓ
+O( 1s) = 1− e−ℓ +O
(
1
s
)
and
C(s, ℓ) ≥
1
ℓ
max
0≤Q≤1
D(ℓ,Q, qˆ) =
1
ℓ
max
0≤z≤1
D(ℓ,Q(z), qˆ(z)) ≥
1
ℓ
D(ℓ,Q(s/(s+ ℓ)), qˆ(s/(s + ℓ))),
where
D(ℓ,Q, qˆ) , (1−Q) ℓ log2 z − (1− qˆ) log2[1− (1− z)
ℓ]+
+ℓ
(
(1−Q)
z
(1− z)−
(
(1−Q)
z
− qˆ
)
(1− z)ℓ
)
log2[1− z] + ℓh(Q).
Therefore, one can write
C(s, ℓ) ≥
(
s
s+ ℓ
+
ℓℓe−ℓ
sℓ
+O
(
1
sℓ+1
))
log2
[
s
s+ ℓ
]
−
(
e−ℓ
ℓ
+O
(
1
s
))
log2
[
1−
(
ℓ
s+ ℓ
)ℓ]
+
+
(
1 +O
(
1
sℓ
))
ℓ
s+ ℓ
log2
[
ℓ
s+ ℓ
]
−
(
e−ℓ +O
(
1
s
))(
ℓ
s+ ℓ
)ℓ
log2
[
ℓ
s+ ℓ
]
−
−
(
ℓ
s+ ℓ
−
ℓℓe−ℓ
sℓ
+O
(
1
sℓ+1
))
log2
[
ℓ
s+ ℓ
−
ℓℓe−ℓ
sℓ
+O
(
1
sℓ+1
)]
−
−
(
s
s+ ℓ
+
ℓℓe−ℓ
sℓ
+O
(
1
sℓ+1
))
log2
[
s
s+ ℓ
+
ℓℓe−ℓ
sℓ
+O
(
1
sℓ+1
)]
=
=
ℓℓ−1 log2 e
eℓ sℓ
+O
(
log2 s
sℓ+1
)
.
This completes the proof of Claim 2. 
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4 Appendix
Proof of Lemma 1. Let s ≥ 2, 0 < Q < 1, Q < q < min{1, sQ} be fixed parameters. Assume
also k , ⌊qN⌋ and N →∞. With the help of the type (see [2], [8]) terminology:
{n(a)}, a , (a1, a2, . . . , as) ∈ {0, 1}
s, 0 ≤ n(a) ≤ N,
∑
a
n(a) = N,
the probability of event (31) in the ensemble {N, t,Q} can be written as follows:
P
(N)
2 (s,Q, k) =
(
N
⌊QN⌋
)−s
·
∑
(39)
N !∏
a
n(a)!
, ⌊QN⌋ ≤ k ≤ min{N, s⌊QN⌋}, (38)
and in the right-hand side of (38), the sum is taken over all types {n(a)} provided that
n(0 ) = N − k,
∑
a: ai=1
n(a) = ⌊QN⌋ for any i ∈ [s]. (39)
For every type {n(a)} we will consider the corresponding distribution τ : τ(a) = n(a)
N
, ∀ a ∈
{0, 1}s. Applying the Stirling approximation, we obtain the following logarithmic asymptotic
behavior of a term in the sum (38):
− log2
N !∏
a
n(a)!
(
N
⌊QN⌋
)−s
= NF (τ,Q, q)(1 + o(1)), where
F (τ,Q, q) =
∑
a
τ(a) log2 τ(a) + sH(Q). (40)
Thus, one can reduce the calculation of A(s,Q, q) defined by (33) to the search of the minimum:
A(s,Q, q) = min
τ∈(55):(56)
F (τ,Q, q) , F (τˆ , Q, q), (41)
{τ : ∀ a 0 < τ(a) < 1} , (42)∑
a
τ(a) = 1, τ(0 ) = 1− q,
∑
a:ai=1
τ(a) = Q ∀ i ∈ [s], (43)
where the restrictions (56) are induced by the definition of type and the properties (39).
To find the minimum (54) and the extremal distribution {τˆ} we use the method of Lagrange
multipliers. The Lagrangian is
Λ ,
∑
τ(a)
τ(a) log2 τ(a) + sh(Q) + λ0 (τ(0 ) + q − 1)+
+
s∑
i=1
λi
( ∑
a:ai=1
τ(a)−Q
)
+ λs+1
(∑
a
τ(a)− 1
)
.
Therefore, the necessary conditions for the extremal distribution {τˆ} are{
∂Λ
∂τ(0 ) = log2 τˆ(0 ) + log2 e+ λ0 + λs+1 = 0,
∂Λ
∂τ(a) = log2 τˆ(a) + log2 e+ λs+1 +
∑s
i=1 aiλi = 0 for any a 6= 0 .
(44)
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It turns out that the matrix of second derivatives of the Lagrangian is diagonal and positive
definite in the region (55), and the function F (τ,Q) defined by (40) is strictly ∪-convex in the
region (55). The Karush-Kuhn-Tacker theorem states that each solution τ ∈ (55) satisfying
system (44) and constraints (56) gives a local minimum of F (τ,Q). Thus, if there exists a
solution of the system (44) and (56) in the region (55), then it is unique and gives a minimum
in the minimization problem (54) - (56).
Note that the symmetry of problem yields the equality v , λ1 = λ2 = · · · = λs. Let
u , log2 e+ λs+1 and w , λ0. One can rewrite (56) and (44) as follows:
1) log2 τˆ(a) + u+ v
∑s
i=1 ai = 0 for any a 6= 0 ,
2) log2 τˆ(0 ) + u+ w = 0,
3) τˆ(0 ) = 1− q,
4)
∑
a
τˆ(a) = 1,
5)
∑
a:ai=1
τˆ(a) = Q for any i ∈ [s].
(45)
Let y , 1
1+2−v
. The first equation of the system (45) means that
τˆ(a) =
1
2uys
(1− y)
∑
ajys−
∑
aj for any a 6= 0 . (46)
Substituting (46) into the equation 5) allows us to obtain∑
a:ai=1
1
2uys
(1− y)
∑
ajys−
∑
aj =
1− y
2uys
,
and therefore the solution u is determined by the equality
u = log2
[
1− y
Qys
]
. (47)
Substituting (46), (47) and the third equation of (45) into the equation 4) of the system (45)
we have
q =
∑
a 6=0
τˆ(a) =
Q(1− ys)
1− y
,
i.e. the equation (35). Thus, the conditions (56) and (44) have the unique solution τ in the
region (55):
τˆ(0 ) = 1− q, τˆ(a) =
Q
1− y
(1− y)
∑
ajys−
∑
aj for any a 6= 0 , (48)
where the parameters q and y are related by the equation (35). To get the exact formula (34),
the substitution of (48) into (40) is sufficient.
Let us prove the properties of the function (34). Note that the function q(y) = Q1−y
s
1−y
(35) monotonically increases in the interval y ∈ (0, 1) and correspondingly takes the values
Q and sQ at the ends of the interval. That is why one can consider the function (34) as
the function F(s,Q, y) , A(s,Q, q(y)) of the parameter y in the interval y ∈ (0, y1), where
q(y1) = min{1, sQ}. The derivative of the function F(s,Q, y) equals
F ′(s,Q, y) = q′(y) log2
[
Qys
1−Q− y +Qys
]
. (49)
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Thus, F(s,Q, y) decreases in the interval y ∈ (0, 1−Q), increases in the interval y ∈ (1−Q, y1),
is ∪-convex, attains the minimal value 0 at y0 = 1−Q and q(y0) = 1− (1−Q)
s. 
Proof of Lemma 2. Now, compute the conditional probability
P
(N)
1 (ℓ,Q, k) , Pr
∨
i∈S
x (i) 
∧
j∈L
x (j)
/∣∣∣∣∣∨
i∈S
x (i)
∣∣∣∣∣ = k

Let q, Q ≤ q ≤ min{1, sQ}, be fixed and k , ⌊qN⌋, ⌊QN⌋ ≤ k ≤ s⌊QN⌋. In terms of types
(see [2], [8]):
{n(a)}, a , (a1, a2, . . . , as) ∈ {0, 1}
ℓ, 0 ≤ n(a) ≤ N,
∑
a∈{0,1}ℓ
n(a) = N, (50)
one can rewrite the probability in the following form
P
(N)
1 (ℓ,Q, k) =
∑
(52)
N !∏
a∈{0,1}ℓ
n(a)!
(
k
n(1 )
)(
N
n(1 )
)( N
⌊QN⌋
)−ℓ
, (51)
where the summation is taken over all choices of types {n(a)} provided that∑
a: ai=1
n(a) = ⌊QN⌋ for any i ∈ [ℓ]. (52)
Applying the Stirling formula calculate the logarithmic behaviour of a term in (51)
log2
 N !∏
a∈{0,1}ℓ
n(a)!
(
k
n(1 )
)(
N
n(1 )
)( N
⌊QN⌋
)−ℓ = 2−NF (τ,Q,q)(1+o(1)),
where
F (τ,Q, q) ,
∑
a∈{0,1}ℓ
τ(a) log2 τ(a)− q · h
(
τ(1 )
q
)
+ h(τ(1 )) + ℓ · h(Q). (53)
Here the probability distribution {τ(a)} is determined as
τ(a) ,
n(a)
N
for any a ∈ {0, 1}ℓ.
Since we are interested in
D(ℓ,Q, q) = lim
N→∞
−
log2
[
P
(N)
1 (ℓ,Q, k)
]
N
,
we might estimate the following minimum
D(ℓ,Q, q) = min
τ∈(55):(56)
F (τ,Q, q) , F (τˆ , Q, q), (54)
{
τ : ∀ a = (a1, . . . , aℓ) ∈ {0, 1}
ℓ 0 < τ(a) < 1
}
, (55)
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∑
a
τ(a) = 1,
∑
a: ai=1
τ(a) = Q for any i ∈ [ℓ], (56)
where the restrictions (56) are induced by properties (50) and (50).
To find the minimum we apply the standard Lagrange method, i.e., consider the Lagrangian
Λ ,
∑
a∈{0,1}ℓ
τ(a) log2 τ(a)− q · h
(
τ(1 )
q
)
+ h(τ(1 )) + ℓ · h(Q)+
+ µ0 ·
(∑
a
τ(a)− 1
)
+
ℓ∑
i=1
µi ·
( ∑
a: ai=1
τ(a)−Q
)
. (57)
Therefore, the necessary conditions for the extremal distribution {τˆ} are
∂Λ
∂τ(a) = log2 τˆ(a) + log2 e+ µ0 +
∑
i: ai=1
µi = 0 for any a 6= 1 ,
∂Λ
∂τ(1 ) = log2 τˆ(1 ) + log2 e+
ℓ∑
i=0
µi + log2
[
1−τˆ(1 )
q−τˆ(1 )
]
= 0.
(58)
The matrix of second derivatives of the Lagrangian is obvious to be diagonal. Thus, this matrix
is positive definite in the region (55) and the function F (τ,Q, q) defined by (53) is strictly
∪-convex in the region (53). The Karush-Kuhn-Tacker theorem states that each solution {τˆ}
satisfying system (58) and constraints (56) gives a local minimum of F (τ,Q, q). Thus, if there
exists a solution of the system (58) and (56) in the region (55), then it is unique and gives a
minimum in the minimization problem (54)-(56).
Note that the symmetry of problem yields the equality µ , µ1 = µ2 = · · · = µℓ. Let
µˆ , log2 e+ µ0. One can rewrite (58) as{
µˆ+ µ
∑ℓ
i=1 ai + log2[τˆ (a)] = 0 for a 6= 1 ;
µˆ+ µℓ+ log2[τˆ (1 )] + log2
[
1−τˆ (1 )
q−τˆ(1 )
]
= 0;
(59)
The first equations of (59) lead to
τˆ(a) =
2−µˆ
zℓ
∏
P (ai) for a 6= 1 ,
where we introduce the Bernoulli distribution
P (a) ,
{
z , 11+2−µ for a = 0;
1− z , 2
−µ
1+2−µ
for a = 1;
In particular, it follows
µ = log2
[
z
1− z
]
. (60)
Since (56) the sum of all probabilities equals 1 we get
τˆ(1 ) = 1−
ℓ−1∑
k=0
(
ℓ
k
)
2−µˆ
zℓ
zℓ−k(1− z)k = 1−
2−µˆ
zℓ
(
1− (1− z)ℓ
)
. (61)
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The relation (56) of constant weight leads to
Q =
2−µˆ
zℓ
ℓ−2∑
k=0
(
ℓ− 1
k
)
zℓ−k−1(1− z)k+1 + 1−
2−µˆ
zℓ
(
1− (1− z)ℓ
)
= 1−
2−µˆ
zℓ−1
.
This gives the connection between µˆ and parameters Q and z
µˆ = − log2
[
(1−Q)zℓ−1
]
. (62)
Finally, substituting (60)-(62) to the second equation of (59) yields
− log2
[
(1−Q)zℓ−1
]
+ ℓ log2
[
z
1− z
]
+ log2
[
1−
(1−Q)
z
(
1− (1− z)ℓ
)]
+
+ log2
[
(1−Q)
z
(
1− (1− z)ℓ
)]
− log
[
q +
(1−Q)
z
(
1− (1− z)ℓ
)
− 1
]
= 0
It can be written in the equivalent form
log2
[(
1− (1− z)ℓ
)
(1− z)ℓ
]
+ log2
[
z − (1−Q)
(
1− (1− z)ℓ
)
(q − 1)z + (1−Q) (1− (1− z)ℓ)
]
= 0
This equation determines Q as a function of parameters z, q, s and ℓ
Q =
(1− z)(1 − (1− z)ℓ)− (1− q)z(1− z)ℓ
1− (1− z)ℓ
. (63)
Notice that for fixed parameters q, s and ℓ there is a bijection between Q ∈ [0, 1] and z ∈ [0, 1].
From (62) and (63) it follows that
2−µˆ
zℓ
=
1−Q
z
=
1− q(1− z)ℓ
1− (1− z)ℓ
. (64)
Let us substitute q = qˆ = 1− (1−Q)s. Thus
τˆ(1 ) = qˆ(1− z)ℓ. (65)
Remind (54) that
F (τˆ , Q, qˆ) =
∑
a∈{0,1}ℓ
τˆ(a) log2 τˆ(a)− qˆ · h
(
τˆ(1 )
qˆ
)
+ h(τˆ (1 )) + ℓ · h(Q). (66)
Let us rewrite the first sum of (66) applying (64):
∑
a∈{0,1}ℓ
τˆ(a) log2 τˆ(a) =
ℓ−1∑
i=0
(
ℓ
i
)
2−µˆ
zℓ
(1− z)izℓ−i log2
[
2−µˆ
zℓ
(1− z)izℓ−i
]
+ τˆ(1 ) log2 τˆ(1 ) =
=
ℓ−1∑
i=0
(
ℓ
i
)
2−µˆ
zℓ
(1− z)izℓ−i log2
[
2−µˆ
zℓ
]
+
ℓ−1∑
i=0
(
ℓ
i
)
2−µˆ
zℓ
(1− z)izℓ−i log2
[
zℓ−i
]
+
16
+ℓ−1∑
i=0
(
ℓ
i
)
2−µˆ
zℓ
(1− z)izℓ−i log2
[
(1− z)i
]
+ τˆ(1 ) log2 τˆ(1 ) =
=
(
1− qˆ(1− z)ℓ
)
log2
[
1− qˆ(1− z)ℓ
1− (1− z)ℓ
]
+ (1−Q) ℓ log2 z+
+
(1−Q)
z
ℓ
(
(1− z)− (1− z)ℓ
)
log2[1− z] + τˆ(1 ) log2 τˆ(1 ).
Taking into account (65) the second term of (66) is
−qˆh
(
τˆ(1 )
qˆ
)
= τ(1 ) log2
[
τˆ(1 )
q
]
+ (q − τˆ(1 )) log2
[
q − τˆ(1 )
q
]
=
= ℓqˆ(1− z)ℓ log2[1− z] + qˆ(1− (1− z)
ℓ) log2[1− (1− z)
ℓ].
The third term of (66) is
h(τˆ (1 )) = −τˆ(1 ) log2 τˆ(1 )− (1− τˆ(1 )) log2[1− τˆ(1 )].
Finally, the last term of (66) is ℓh(Q). Therefore, the value D(ℓ,Q, qˆ) = F (τˆ , Q, qˆ) can be
written as
D(ℓ,Q, qˆ) = (1−Q) ℓ log2 z + ℓ
(
(1−Q)
z
(1− z)−
(
(1−Q)
z
− qˆ
)
(1− z)ℓ
)
log2[1− z]−
−(1− qˆ) log2[1− (1− z)
ℓ] + ℓh(Q).
Thus, we complete the proof of Lemma 2. 
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