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OPTIMAL CONSUMPTION PROBLEM IN A
DIFFUSION SHORT-RATE MODEL
Daniel Synowiec1
Abstract. We consider a problem of an optimal consumption
strategy on the infinite time horizon when the short-rate is a dif-
fusion process. General existence and uniqueness theorem is il-
lustrated by the Vasicek and so-called invariant interval models.
We show also that when the short-rate dynamics is given by a
Brownian motion or a geometric Brownian motion, then the value
function is infinite.
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1. Introduction
Let rt be the short-rate (i.e. the rate offered by a bank) at time
t ≥ 0. Assume that (rt) satisfies the following stochastic differential
equation
(1)
drt = µ(rt)dt+ σ(rt)dWt,
r0 = r,
where (Wt) is a one-dimensional Brownian motion defined on a filtered
probability space (Ω,F , (Ft),P).
Let us denote by V
(C;r,v)
t the capital at time t of a bank account
owner whose consumption rate is C and whose wealth at time 0 is
v > 0. Then
dV
(C;r,v)
t =
(
rtV
(C;r,v)
t − Ct
)
dt, V
(C;r,v)
0 = v.
Let
(2) τ
(C;r,v)
A = inf
{
t ≥ 0 : V (C;r,v)t = 0
}
be the bankruptcy time.
In the paper it is assumed that any consumption rate C is progres-
sively measurable and non-negative. The space of all consumption rates
is denoted by U .
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Given a discount factor γ ≥ 0 and an exponent α ∈ (0, 1) of the
power utility function, we are concerned with the following problems:
Problem A Given r and v, find a consumption rate Cˆ(r,v) ∈ U which
maximizes the performance functional, that is,
J(Cˆ(r,v); r, v) = sup
C∈U
J(C; r, v),
where
(3) J(C; r, v) := Er
∫ τA
0
e−γtCαt dt,
τA = τ
(C;r,v)
A , and E
r is the conditional expectation E (· |r0 = r). A
solution to this problem is given in Proposition 1 and Theorem 2 below.
Problem B It is reasonable to assume that one keeps his money in
the bank account as long as the interest rate rt is positive. Under this
assumption the performance functional is given by
JB(C; r, v) := E
r
[∫ τB
0
e−γtCαt dt+ e
−γτBV ατB · χ{τB<∞}
]
,
where τB = τ
(C;r,v)
A ∧ τ r0 , τ r0 = inf {t ≥ 0 : rt = 0} and V = V (C;r,v).
Clearly, if r ≤ 0, then τB = 0. The goal is now to find a consumption
rate which maximizes JB (see Proposition 2 and Theorem 4).
Problem C Let p(t, θ) be the price at time t of a zero-coupon bond
that pays off 1 at time θ. If one may also invest in zero-coupon bonds
then the wealth dynamics is formally given by
(4)
dV
(u;r,v)
t =
(
ηtrtV
(u;r,v)
t − Ct
)
dt
+ (1− ηt)V (u;r,v)t
∫ ∞
0
dp(t, θ)
p(t, θ)
ψ(t, θ)dθ,
V
(u;r,v)
0 = v,
where u = (C, η, ψ), ψ is the density of the distribution of investments
in bonds with various terminal time θ. The aim is to maximize the
performance functional J given by (3) with τA = τ
(u;r,v)
A .
Problems A, B and C defined above are particular cases of an investor
problem, various types of which has been investigating since 1970’s (see
[7] and [8]). However, most of them are concerned with investment in a
bank account (usually on a constant rate) and a finite number of stocks.
If one can invest in a bank account and zero-coupon bonds, then the
investor problem is more difficult to solve. The reason is that there
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can be an infinite number of bonds, since the time of maturity θ can
take an infinity of values. Furthermore, the set of admissible strategies
does not contain ”buy and hold” strategy, i.e. one must convert bond
to cash at maturity.
The type of an investor who can invest his money in bonds has been
recently studied in [1], [6] and [11]. Contrary to our paper, authors of
[1], [6] and [11] examined the portfolio problem without possibility of
consumption and with a finite time horizon. On the other hand, in [1]
and [11] it is assumed that the dynamics of the instantaneous forward
rate is given and that the performance function is defined under a real
measure. More references can be find in the survey paper [12].
In the paper we use the Hamilton–Jacobi–Bellman approach, whereas
in [1] and [11] convex duality is used.
2. Preliminaries
In the paper, it is assumed that (1) defines a Markov family on an
open subinterval O ⊆ R, which, in particular, means thatO is invariant
for (1); that is, r0 ∈ O implies that rt ∈ O for all t ≥ 0. Moreover,
it is assumed that σ ∈ C2(O), µ ∈ C1(O), their first derivatives are
bounded on O, and that the diffusion is non-degenerate, i.e. σ(r) 6= 0
for all r ∈ O.
The value function for one of the listed above problems is the maxi-
mum of the corresponding performance functional over the set of admis-
sible controls. We will show that the value functions are very regular,
namely C2 in r. Let
(5) Qf(r) :=
1
2
σ2(r)f ′′(r) + µ(r)f ′(r),
be the formal generator of the diffusion given by (1).
The results below have the form of the verification theorem for sto-
chastic control problems. For similar results see e.g. [2], [9] or [10].
Proposition 1. Let K ∈ C2(O) be such that
(6) QK(r) + (αr − γ)K(r) + (1− α)K αα−1 (r) = 0,
for every r ∈ O. Then Φ(r, v) = K(r)vα is the value function for
Problem A, whenever for any C ∈ U and r ∈ O,
(7) lim
n→∞
E
re−γτnΦ(rτn , Vτn) = 0,
where (rt) is given by (1), τn = n ∧ τ (C;r,v)A and V = V (C;r,v). The
optimal consumption is given in the feedback form
(8) Cˆ = K
1
α−1 v.
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Proof Taking into account the dynamics of (Vt) and the form of per-
formance functional we see that
Φ(r, v) = K(r)vα
for a certain function K. The Hamilton–Jacobi–Bellman equation (see
e.g. [2], [10]) for K is
sup
C≥0
{−γK(r)vα +QK(r)vα + α(rv − C)vα−1K(r) + Cα} = 0.
The supremum is attained at Cˆ given by (8). Hence, K satisfies (6)
and the HJB verification theorem (see [9], [10]) gives us the claim. 
In Problem B we have to assume that 0 ∈ O. If not, Problem B
can be reduced to Problem A. Let O+ = O ∩ [0,∞) and O++ = O ∩
(0,∞). With a similar proof as above we have the following proposition
concerning Problem B.
Proposition 2. Let K ∈ C2(O++) ∩ C(O+) satisfy (6). Then
Φ(r, v) =
{
vα, r ∈ O \ O++,
K(r)vα, r ∈ O++,
is the value function for Problem B, whenever for any C ∈ U and
r ∈ O++,
(9) lim
n→∞
E
re−γτnΦ(rτn , Vτn) = E
re−γτBV ατBχ{τB<∞},
where τB = τ
(C;r,v)
B , τ
(C;r,v)
n = n ∧ τB and V = V (C;r,v). The optimal
consumption is given in the feedback form (8).
Note that K satisfies a non-linear, non-Lipschitz second order dif-
ferential equation, but K is not defined as a solution to the Cauchy
problem. The goal of the paper is to prove the existence of the solution
satisfying appropriate boundary conditions and to find an approximat-
ing scheme for K.
3. Solution to Problem C
In Problem C we assume that P is a martingale measure. Then
p(t, θ) = E
(
e−
R θ
t
rsds|Ft
)
.
Since (rt) is a Markov process, p(t, θ) = ν
θ(t, rt) is a function of t, θ
and rt. Thus we can rewrite (4) as follows
(10) dVt = (rtVt−Ct)dt+ (1− ηt)Vtσ(rt)
∫ ∞
0
∂
∂r
νθ(t, rt)
νθ(t, rt)
ψ(t, θ)dθdWt
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with V = V (u;r,v), whenever νθ is differentiable with respect to r.
In Problem C the performance function is given by (3), the class of
admissible controls U consists of tuples (C, η, ψ(·, θ)θ≥0) of progressively
measurable processes, such that Ct is non-negative, (10) is well defined
and ∫ ∞
0
ψ(t, θ)dθ = 1, ψ(t, θ) ≡ 0, ∀θ ≤ t.
Note that neither η nor ψ have to be non-negative.
Define
(11) Υs =
∫ ∞
0
∂
∂r
νθ(s, rs)
νθ(s, rs)
ψ(s, θ)dθ and βs = (1− ηs)Υs.
Then we can rewrite (10) in the form
(12) dVt = (rtVt − Ct)dt+ βtVtσ(rt)dWt.
Since we assumed that we are given dynamics of (rt), and the per-
formance functional is under a martingale measure, we can treat the
investor portfolio as the one consisted of the bank account and one
other instrument with price St given by
(13) dSt = St (rtdt + σ(rt)ΥtdWt) , S0 = 1.
Note that given (12) and (13), we have to assume that for any t > 0,∫ t
0
Υ2sds <∞,
∫ t
0
β2sds <∞, P− a.s.
Therefore the dynamics of the wealth of the investor is given by
dVt = (ηtrtVt − Ct)dt+ (1− ηt)VtdSt/St,
which is equivalent to (4) and (12). Thus the number of instruments
is finite and the same approach as in [5] can be taken.
Theorem 1 below, giving a solution to Problem C, was formulated
and proven in [5] under much weaken conditions. Here we present
another proof, based on Proposition 3 below. We restrict our attention
to the value function of the problem. We refer the reader to [5] for
details on the optimal control (portfolio).
Proposition 3. If K ∈ C2(O) satisfies
(14) QK(r)+(αr−γ)K(r)+(1−α)K αα−1 (r)+ ασ
2(r)
2(1− α)
(K ′(r))2
K(r)
= 0,
then Φ(r, v) = K(r)vα is the value function for Problem C, whenever
for any u ∈ U and r ∈ O,
(15) lim
n→∞
E
re−γτnΦ(rτn , Vτn) = 0,
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where τn = n ∧ τ (u;r,v)A and V = V (u;r,v). The optimal consumption Cˆ
and the optimal factor βˆ defined in (11) are given by
(16) Cˆ = K
1
α−1 v, βˆ =
K ′
(1− α)K .
Proof Again Φ(r, v) = K(r)vα for a certain function K. The HJB
equation for K is
(17)
QK(r)vα + (αr − γ)K(r)vα + sup
C≥0
{
Cα − CαK(r)vα−1}
+ sup
β
{
αβσ2(r)K ′(r)vα +
α(α− 1)
2
β2σ2(r)K(r)vα
}
= 0,
and the claim follows from the HJB verification theorem. 
Since the value function Φ(r, v) is a non-decreasing positive function
of both arguments r and v > 0, we see that K is non-decreasing and
positive. Then the optimal βˆ in (16) is positive. Note that η ≤ 1 and
ψ ≥ 0 whilst the short-selling is forbidden. Then the condition
(18)
∂
∂r
νθ(t, rt) ≤ 0,
which holds e.g. in Vasicek and CIR models, implies that if the short-
selling is forbidden then necessarily Υt and βt given by (11) are non-
positive. Thus the supremum over β ≤ 0 in equation (17) is attained at
0. Hence, if the short-selling is forbidden and (18) holds, then Problem
C reduces to Problem A.
It is worth mentioning that given βˆ we do not have unambiguous
solution to Problem C, i.e. we do not obtain unambiguous pair (η, ψ).
However we may choose arbitrary ψ such that (C, η, ψ) ∈ U and then
we derive an optimal ηˆ from (11). For example we may set ψ(t, θ) =
ςe−ς(θ−t) · χ{t<θ} for some ς > 0.
The following result will be used to show the regularity of the value
function. Let
(19) N(r) := Er
∫ ∞
0
e
1
1−α
(−γt+α
R t
0 rsds)dt, r ∈ O.
Proposition 4. If N(r) <∞ for every r ∈ O and
(20) Er
∫ ∞
0
e
2
1−α
(−γt+α
R t
0
rsds)dt <∞, ∀r ∈ O,
then N ∈ C2(O) and
(21) QN(r) +
αr − γ
1− α N(r) + 1 = 0, r ∈ O.
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Proof Let O = (a, b), where a ≥ −∞ and b ≤ ∞. Then, by (20),
Nn(r) = E
r
∫ τr±n
0
e
1
1−α
(−γt+α
R t
0 rsds)dt
is a solution to the boundary problem{
QNn(r) +
αr−γ
1−α
Nn(r) = −1,
Nn(an) = Nn(bn) = 0,
where
an =
{
a + 1/n, a > −∞,
−n, a = −∞, bn =
{
b− 1/n, b <∞,
n, b =∞,
and τ r±n = inf{t ≥ 0: rt /∈ [an, bn]}. Since we assumed that O is
invariant for (1), then limn→∞ τ
r
±n =∞ for any r ∈ O and consequently
N(r) = limn→∞Nn(r). Thus N is a weak solution (see Definition 1 in
Section 5) to (21), and by Lemma 1, N ∈ C2(O). Hence, it is a strong
solution to (21). 
The result below says that the function K appearing in the identity
Φ(r, v) = K(r)vα for the value function equals N1−α.
Theorem 1. Let assumptions of Proposition 4 hold. Assume addition-
ally that for any u ∈ U and r ∈ O,
(22) lim
n→∞
E
re−γτnN1−α(rτn)V
α
τn = 0,
where τn = n ∧ τ (u;r,v)A and V = V (u;r,v). Then Φ(r, v) = N1−α(r)vα is
the value function for Problem C.
Proof By elementary calculus, (21) is equivalent to (14) for K(r) =
N1−α(r). Condition (22) implies (15) and we conclude by Proposition
3. 
4. Solution to Problem A
This section contains one of the main result of the paper. It provides
the existence and approximating scheme for the solution K to the HJB
equation (6) for Problem A. In its formulation (E, ‖ · ‖E) is a Banach
space of continuous functions on O.
We will need the following hypotheses:
(H.1) For any fixed t ≥ 0, r ∈ O, ϕ ∈ E and any sequence {Tn} of
stopping times, the sequences of random variables{
ϕ(rt∧Tn)e
α
R t∧Tn
0
rsds
}
n∈N
and
{∫ t∧Tn
0
ϕ(rs)e
α
R s
0
rududs
}
n∈N
are uniformly integrable with respect to Pr = P (· |r0 = r).
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(H.2) For any Lipschitz continuous bounded function f : [0,∞) 7→
[0,∞) and for any non-negative φ ∈ E, one has f(φ) ∈ E.
(H.3) The family (Pt, t ≥ 0) of linear operators
(23) Ptϕ(r) = E
rϕ(rt)e
α
R t
0 rsds, r ∈ O,
forms a C0-semigroup on E.
Remark 1. In examples O = R and
E = {ϕ ∈ C(R) : lim
|r|→∞
|ϕ(r)|e−αb |r| = 0}
or O is a bounded interval and E is the space UC(O) of uniformly
continuous functions on O. Moreover, we will show in Lemma 2 that
the generator (A,D(A)) of (Pt) is given by
D(A) = {ϕ ∈ C2(O) ∩ E : Aϕ ∈ E},
and Aϕ = Aϕ for all ϕ ∈ D(A), where A is the differential operator
(24) Aϕ(r) = Qϕ(r) + αrϕ(r).
We note that condition (H.1) will be needed only in the proof of the
inclusion {ϕ ∈ C2(O) ∩ E : Aϕ ∈ E} ⊂ D(A).
Recall that N is a function defined by (19). The following hypoth-
esis will be needed in the proof that N1−α is a supersolution to the
HJB equation (6), such that N1−α ∈ D(A) and ΦN (r, v) = N1−α(r)vα
satisfies the boundary condition (7). For more details see Definition 2
and Remark 5.
(H.4) For any r ∈ O,
(25) lim
t→∞
E
re−γt+α
R t
0
rsdsN1−α(rt) = 0
and for any stopping time τ
(C;r,v)
A ,
(26)
{
e−γτn+α
R τn
0
rsdsN1−α(rτn)χ{τ (C;r,v)A <∞}
}
n∈N
is uniformly integrable, where τn = n ∧ τ (C;r,v)A .
Moreover, N1−α ∈ C2(O) ∩ E and AN1−α ∈ E, where A is defined
by (24).
For any m > 0, define
(27) Fm(x) =
{
(1− α)x αα−1 , x > mα−1,
mα − αmx, 0 ≤ x ≤ mα−1.
Recall that A is the generator of the semigroup (Pt). We denote by
̺(A−γ) the resolvent set of A−γ. The proof of the following theorem
is postponed to Section 7.
OPTIMAL CONSUMPTION IN A SHORT-RATE MODEL 9
Theorem 2. Assume that (H.1), (H.2), (H.3) and (H.4) are ful-
filled. Then there is a solution K to (6) with condition (7). Moreover,
K(r) ≤ N1−α(r), r ∈ O. Finally, for any sequence {λm} ⊂ ̺(A − γ)
such that for any m > 0,
(28) the mapping [0,∞) ∋ x 7→ Fm(x) + λmx is non-decreasing,
one has
K(r) = lim
m→∞
lim
n→∞
Kmn (r), r ∈ O,
where {Kmn } is a non-decreasing sequence of both m and n, defined as
follows
Km0 = 0,
Kmn+1 = (λm + γ −A)−1(Fm(Kmn ) + λmKmn ).
Remark 2. Since Fm are Lipschitz continuous, then the function x 7→
Fm(x) + λx is non-decreasing for λ large enough. Thus there is a
sequence {λm} ⊂ ̺(A− γ) such that the functions x 7→ Fm(x) + λmx
are non-decreasing. Furthermore, from C0-semigroup property of (Pt)
guaranteed by (H.3) we get
‖Ptϕ‖E ≤Meϑt‖ϕ‖E
for some ϑ and M > 0. Then (ϑ,∞) ⊂ ̺(A) and setting any ε1 > 0
and ε2 ≥ 0 we may define
(29) λm = max{ϑ− γ + ε1, αm+ ε2}.
Remark 3. We will show in Sections 9 and 10, that the assumptions
of the Theorem 2 are satisfied if (rt) is an Ornstein–Uhlenbeck process
(the so-called Vasicek model) or O is bounded. We will show in Section
11 that if (rt) is either a Brownian motion or a geometric Brownian
motion then the value function for Problem A is infinite.
5. Analytical tools
This section provides some useful analytical tools. Let us consider a
second order differential operator
Du(x) = a2(x)u
′′(x) + a1(x)u
′(x) + a0(x)u(x)
with ai ∈ C i(O) and a2 6= 0 in O. We denote by
D∗u(x) = (a2(x)u(x))
′′ − (a1(x)u(x))′ + a0(x)u(x)
the formally adjoint operator. We denote by L1loc(O) the space of all
locally integrable functions on O.
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Definition 1. Let f, u ∈ L1loc(O). We call u a weak solution to the
equation Du = f if∫
O
u(x)D∗ϕ(x)dx =
∫
O
f(x)ϕ(x)dx, ∀ϕ ∈ C∞0 (O).
Let G be an open subset of R. The following result holds only in
dimension 1. For a counterexample in case of O ⊆ R2 see [3].
Lemma 1. Assume that H : G 7→ R is a continuous function and u ∈
L1loc(O) such that u(O) ⊆ G, is a weak solution to
(30) Du = H(u).
Then u ∈ C2(O), i.e. u is a strong solution to (30).
Proof We may rewrite (30) in the form
(31) (a2u
′ + (a1 − a′2)u)′ = H(u)− (a′′2 − a′1 + a0)u,
where we skip argument x and all derivatives of u are in the weak sense.
We can use the following fact. Assume that ξ is a distribution whose
derivative is a function h ∈ L1loc(O). Then ξ is a function and
ξ(x) = ζ +
∫ x
△
h(y)dy,
for some finite △ ∈ O and ζ ∈ R. Applying this observation to (31)
we obtain
a2u
′ + (a1 − a′2)u = ζ1 +
∫ x
△
(H(u)− (a′′2 − a′1 + a0)u)dy,
where the r.h.s. is continuous, since integrand is locally integrable.
Thus
u′ =
ζ1
a2
+
∫ x
△
(H(u)− (a′′2 − a′1 + a0)u)dy
a2
− (a1 − a
′
2)u
a2
and u′ ∈ L1loc(O). Using the same argument again we have
u(r) = ζ2+
∫ r
△
(
ζ1
a2
+
∫ x
△
(H(u)− (a′′2 − a′1 + a0)u)dy
a2
− (a1 − a
′
2)u
a2
)
dx
and u ∈ C, since integrand is locally integrable. Having shown that
u ∈ C(O), we see that the integrand is continuous, which implies u ∈
C1(O). Now we conclude that integrand is of class C1 and consequently
u ∈ C2(O). 
Recall that A is a differential operator given by (24). We denote by
(A,D(A)) the generator of the C0-semigroup (Pt) defined by (23) on
the Banach space E, see (H.3).
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Lemma 2. We have
D(A) = {ϕ ∈ C2(O) ∩ E : Aϕ ∈ E},
and Aϕ = Aϕ for all ϕ ∈ D(A).
Proof Write E = {ϕ ∈ C2(O) ∩ E : Aϕ ∈ E}.
Step 1. Here we will show that D(A) ⊂ E . Let ϕ ∈ D(A). First we
will show that 〈Aϕ, ψ〉 = 〈ϕ,A∗ψ〉 for any ψ ∈ C∞0 (O). We have
〈Aϕ, ψ〉 = lim
t↓0
1
t
∫
O
(Ptϕ(x)− ϕ(x))ψ(x)dx
= lim
t↓0
1
t
∫
O
∫
O
pt(x, y)ϕ(y)ψ(x)dxdy − lim
t↓0
1
t
∫
O
ϕ(y)ψ(y)dy,
where pt(x, y) is a transition density function of process (rt), which
exists due to the non-degeneration of the diffusion coefficient. Hence
〈Aϕ, ψ〉 = lim
t↓0
1
t
∫
O
(∫
O
pt(x, y)ψ(x)dx− ψ(y)
)
ϕ(y)dy
= lim
t↓0
∫
O
ϕ(y)
(
1
t
∫
O
ψ(x)(pt(x, y)dx− δy(dx))
)
dy
=
∫
O
ϕ(y)
(∫
O
ψ(x)
∂
∂t
pt(x, y)
∣∣∣
t=0
dx
)
dy
and since the transition density function satisfies backward parabolic
equation, it follows that
〈Aϕ, ψ〉 =
∫
O
ϕ(y)
(∫
O
ψ(x)Axpt(x, y)
∣∣∣
t=0
dx
)
dy,
where subscript x denotes that the operator A acts on pt(x, y) as a
function of x with t and y fixed. Thus we have
〈Aϕ, ψ〉 =
∫
O
ϕ(y)
(∫
O
ψ(x)Axδy(dx)
)
dy
=
∫
O
ϕ(y)〈Axδy, ψ〉dy =
∫
O
ϕ(y)〈δy, A∗xψ〉dy
=
∫
O
ϕ(y)A∗yψ(y)dy = 〈ϕ,A∗ψ〉.
Thus ϕ is a weak solution to Aϕ = Aϕ. By Lemma 1, ϕ ∈ C2(O) and
ϕ is a strong solution to Aϕ = Aϕ. Hence Aϕ = Aϕ and Aϕ ∈ E.
Step 2. We will show that E ⊂ D(A). Let ϕ ∈ E . Then from Itoˆ’s
formula
ϕ(rt∧Tn)e
α
R t∧Tn
0 rsds = ϕ(r) +
∫ t∧Tn
0
eα
R s
0 ruduAϕ(rs)ds+Mt∧Tn ,
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where Tn = inf{t ≥ 0: |rt| ≥ n} and
Mt∧Tn =
∫ t∧Tn
0
σ(rs)ϕ
′(rs)e
α
R s
0 rududWs
is a martingale. Taking expectations and next passing to limit with n,
thanks condition (H.1), we obtain
E
rϕ(rt)e
α
R t
0 rsds = ϕ(r) +
∫ t
0
E
reα
R s
0 ruduAϕ(rs)ds,
which means that Ptϕ(r) = ϕ(r) +
∫ t
0
PsAϕ(r)ds. Therefore by the
mean-value theorem
lim
t↓0
Ptϕ(r)− ϕ(r)
t
= lim
t↓0
1
t
∫ t
0
PsAϕ(r)ds = Aϕ(r),
which means that ϕ ∈ D(A) and Aϕ = Aϕ. 
6. Lipschitz modification of the HJB equation
In this section we will find a twice continuously differentiable solution
to the equation
(32) QK(r) + (αr − γ)K(r) + Fm(K(r)) = 0, r ∈ O,
where Fm is given by (27).
Remark 4. It is easy to verify that Fm is a continuous Lipschitz func-
tion with Lipschitz constant Lm = αm. Moreover, Fm ∈ C1((0,∞)).
Equation (32) may be interpreted as HJB equation for Problems A and
B with assumption that Ct = ctVt and ct ∈ [0, m]. Hence, a solution to
(6) should be a limit of the sequence of solutions to (32) as m→∞.
Define Aγ := (A − γ) and Aγ := (A − γ). Note that (32) can be
written as
(33) − AγK = Fm(K) in O.
Definition 2. We call u ∈ C2(O) a subsolution to (33) if
−Aγu ≤ Fm(u) in O.
We call u a supersolution if
−Aγu ≥ Fm(u) in O.
Remark 5. It is easy to verify that K ≡ 0 is a subsolution to (33).
Note that K(r) = N(r)1−α is a supersolution, since, by Proposition 4,
N1−α ∈ C2(O) and since
−AγK(r) = F (K(r)) + ασ
2(r)(K
′
(r))2
2(1− α)K(r) ≥ F (K(r)) ≥ Fm(K(r)).
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Furthermore, by (H.4), N1−α ∈ D(A) and ΦN(r, v) = N1−α(r)vα
satisfies (7).
Theorem 3. Let Km ∈ D(A) and Km ∈ D(A) be a subsolution and
a supersolution to (33), respectively. Assume that Km ≤ Km. Define
Km0 = K
m and Kmn+1 as
(34) Kmn+1 = (λm −Aγ)−1(Fm(Kmn ) + λmKmn ),
where λm is such that (28) holds. Then K
m defined as a pointwise limit
of {Kmn }, i.e.
(35) Km(r) = lim
n→∞
Kmn (r), ∀r ∈ O,
belongs to C2(O) and is a strong solution to (33). Moreover, Km ≤
Km ≤ Km for all m.
Proof From
−AγKm + λmKm ≤ Fm(Km) + λmKm = −AγKm1 + λmKm1
we get (λm − Aγ)(Km1 − Km) ≥ 0. Since Ptϕ ≥ 0 and consequently
(λm −Aγ)−1ϕ ≥ 0 for every ϕ ≥ 0. It follows that Km ≤ Km1 .
Now we show that Kmn is a subsolution. From (28) and (34) we have
Fm(K
m
1 ) + λmK
m
1 ≥ Fm(Km) + λmKm = −AγKm1 + λmKm1 ,
which, with help of Lemma 2, implies that Km1 is a subsolution to (33).
Hence, by induction, Kmn ≤ Kmn+1 and Kmn+1 is a subsolution for all
n ∈ N0.
Now we show, by induction, that Kmn ≤ Km for all n. By definition
Km0 ≤ Km. Assume that Kmn ≤ Km. Then from (34) and (28) we have
−AγKmn+1 + λmKmn+1 = Fm(Kmn ) + λmKmn ≤ Fm(Km) + λmKm.
Hence,
−AγKmn+1 + λmKmn+1 ≤ Fm(K
m
) + λmK
m ≤ −AγKm + λmKm
implies that (λm −Aγ)(Km −Kmn+1) ≥ 0, and we obtain Kmn+1 ≤ Km.
Summing up, we have
Km ≤ Km1 ≤ Km2 ≤ . . . ≤ Kmn ≤ . . . ≤ Km in O.
Therefore Km(r) given by (35) exists for all r. Since Fm is continuous,
Fm(K
m(r)) = lim
n→∞
Fm(K
m
n (r)), ∀ r ∈ O,
and from (34) we have∫
O
ϕ(r)(λm −Aγ)Kmn+1(r)dr =
∫
O
(Fm(K
m
n (r)) + λmK
m
n (r))ϕ(r)dr,
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for any test function ϕ ∈ C∞0 (O). By Lemma 2,∫
O
Kmn+1(r)(λm −A∗γ)ϕ(r)dr =
∫
O
(Fm(K
m
n (r)) + λmK
m
n (r))ϕ(r)dr.
Let n→∞. By the dominated convergence theorem, we get
(36) −
∫
O
Km(r)A∗γϕ(r)dr =
∫
O
Fm(K
m(r))ϕ(r)dr.
Since Km ≤ Km and Km is continuous, then Km is locally bounded.
Hence, Km is a weak solution to (33), and we conclude by Lemma 1.

7. Proof of Theorem 2
Let {Km} be the sequence constructed in the previous section. By
(25) and (26) the function ΦN(r, v) = N
1−α(r)vα satisfies (7). So
does Φ0(r, v) ≡ 0. Hence, Remark 5 and Theorem 3 guarantee that
Φm(r, v) = K
m(r)vα satisfies (7). Therefore, by Remark 4, Φm(r, v) is
the value function for Problem A with constraint Ct ≤ mVt. Hence,
{Km} is a non-decreasing sequence and the function
K(r) = lim
m→∞
Km(r), r ∈ O,
is well defined. Note that K > 0 in O. Indeed, from the continuity of
rt we have e
R t
0
rsds > 0, P-a.s. for all t > 0 and r ∈ O, which implies
E
re
R t
0 rsds > 0, and therefore
K11 (r) = (λ1 −Aγ)−11 =
∫ ∞
0
e−(λ1+γ)tEreα
R t
0
rsdsdt
is strictly positive in O. Since K11 ≤ K1 ≤ K2 ≤ . . . ≤ Km ≤ . . . ≤ K,
we have K > 0. Thus, in particular, F (K) is well defined, where
F (y) = (1− α)y αα−1 , for every y > 0.
We will show that K is a weak solution to
(37) −AγK = F (K) in O.
To do this define
Zm = {r ∈ O : Km(r) ≥ mα−1}.
Clearly Zm ⊂ Zm+1 for all m ∈ N. Since Fm(y) = F (y) for every
y ≥ mα−1, we have
Fm(K
m(r)) = F (Km(r)), ∀ r ∈ Zn ∀m ≥ n,
which implies, from continuity of F , that for any r ∈ ⋃∞n=1 Zn,
(38) lim
m→∞
Fm(K
m(r)) = lim
m→∞
F (Km(r)) = F (K(r)).
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Now we show that (38) holds for any r ∈ O. To do this note that⋃∞
n=1Zn = O. Indeed, since K1(r) > 0 for any r ∈ O, then for any
r ∈ O there is such m, that
Km(r) ≥ K1(r) > mα−1 > 0,
and hence r ∈ Zm.
Note that for any m > 1 and r ∈ O we have
|Fm(Km(r))ϕ(r)| ≤ (1− α)(K1(r)) αα−1 |ϕ(r)|.
Let m → ∞ in (36). By the inequality above and the dominated
convergence theorem, we get
−
∫
O
K(r)A∗γϕ(r)dr =
∫
O
F (K(r))ϕ(r)dr, ∀ϕ ∈ C∞0 (O),
which means that K is a weak solution to (37), whenever K is locally
integrable. Since K
m
= N1−α ∈ E, we have K ≤ N1−α and from
continuity of N1−α, the function K is locally bounded. By Lemma 1,
K is a strong solution to (37).
By (25) and (26), Φ(r, v) = K(r)vα satisfies the boundary condition
(7).
8. Solution to Problem B
This section provides the existence and approximating scheme for
the solution K to the HJB equation (6) for Problem B. Let (E˜, ‖ · ‖E˜)
be a Banach space of continuous functions on O+.
Recall that τ r0 = inf{t ≥ 0: rt = 0}. For all r ∈ O+ we define the
following functions:
N˜(r) = Er
∫ τr0
0
e
1
1−α
(−γt+α
R t
0
rsds)dt
and
KL(r) = E
re−γτ
r
0+α
R τr0
0 rsds.
Let KU(r) = KL(r) + N˜
1−α(r) for all r ∈ O+ and let (r˜t) = (rt∧τr0 ).
We denote by (H˜.1), (H˜.2) and (H˜.3) the equivalents to (H.1), (H.2)
and (H.3) respectively, where r ∈ O+, and (rt) and E are replaced by
(r˜t) and E˜.
Clearly, KL ≤ KU , and the following hypothesis is needed to show
that the boundary condition (9) holds for any continuous function f
satisfying KL ≤ f ≤ KU in O+.
(H˜.4) For any r ∈ O+,
(39) lim
t→∞
E
re−γt+α
R t
0 rsdsKU(rt)χ{τ (C;r,v)
B
=∞}
= 0
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whenever Pr(τ
(C;r,v)
B =∞) > 0, and for any stopping time τ (C;r,v)B ,
(40)
{
e−γτn+α
R τn
0
rsdsKU(rτn)χ{τ (C;r,v)B <∞}
}
n∈N
is uniformly integrable, where τn = n ∧ τ (C;r,v)B . Moreover, KL ∈ D(A)
and KU ∈ D(A), where D(A) = {ϕ ∈ C2(O++) ∩ E˜ : Aϕ ∈ E˜}, and
KL(0) = KU(0) = 1.
Note that if (H˜.4) holds, then it holds simultaneously for both pro-
cesses (rt) and (r˜t).
Assume additionally
(H˜.5) For any r ∈ O++, one has AγKL(r) = 0.
By (H˜.5), KL is a subsolution to (32). It is easy to see that under
assumptions of Proposition 4, N˜ satisfies (21); it is enough to take
an = 0 in the proof. Thus N˜ is a supersolution to (32). Hence, by
(H˜.5),
AγKU + Fm(KU) = AγN˜
1−α + Fm(KL + N˜
1−α)
≤ AγN˜1−α + Fm(N˜1−α) ≤ 0
and KU is also a supersolution.
Since KL(0) = KU(0) = 1, then from the fact that KL ≤ K ≤ KU
(see Theorem 4 below) we have a condition K(0) = 1, which with
help of (39) and (40) implies (9). Furthermore, the value function
Φ(·, v) ∈ C2(O++) ∩ C(O) for any v > 0. The proof of the following
result is analogous to that of Theorem 2 and is left to the reader.
Theorem 4. Assume that (H˜.1) – (H˜.5) are fulfilled. Then there is
a solution K to (6) with condition (9). Moreover, KL(r) ≤ K(r) ≤
KU(r), r ∈ O+. Finally, for any sequence {λm} ⊂ ̺(Aγ) satisfying
(28) for any m > 0, one has
K(r) = lim
m→∞
lim
n→∞
Kmn (r), r ∈ O+,
where {Kmn } is a non-decreasing sequence of both m and n, defined as
follows
Km0 = KL,
Kmn+1 = (λm −Aγ)−1(Fm(Kmn ) + λmKmn ).
9. Vasicek model
Let us recall that in the so-called Vasicek model (rt) is given by
(41) drt = (a− brt)dt+ σdWt,
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with a, b, σ > 0. Let
(42) E = {ϕ ∈ C(R) : lim
|r|→∞
|ϕ(r)|e−αb |r| = 0}
and
‖ϕ‖E = sup
r∈R
|ϕ(r)|e−αb |r|.
Theorem 5. The assumptions of Theorem 2 are satisfied, whenever
(43) γ > max{γ1, γ2},
where
γ1 =
αa
b
+
α2σ2
(1− α)b2 and γ2 =
αa
b
+
3α2σ2
2
√
1− αb2 + ασ
b+ 1
b
.
Proof Notice that for any stopping time Tn,
|ϕ(rt∧Tn)|eα
R t∧Tn
0
rsds ≤ ‖ϕ‖Eeαb |rt∧Tn |+α
R t∧Tn
0
|rs|ds
≤ ‖ϕ‖Ee(αb +αt) sup0≤s≤t |rs|
and, by Fernique’s theorem, the r.h.s. is integrable for any fixed t ≥ 0.
We similarly obtain∣∣∣∣∫ t∧Tn
0
ϕ(rs)e
α
R s
0
rududs
∣∣∣∣ ≤ ‖ϕ‖Ete(αb +αt) sup0≤s≤t |rs|.
Therefore (H.1) is satisfied.
It is easy to check that (E, ‖ · ‖E) satisfies (H.2). Assume that (rt)
is given by (41) and that (Pt) is given by (23). In Appendix A it is
shown that (Pt) is a C0-semigroup on E, and hence hypothesis (H.3)
is satisfied. Therefore we have to show (H.4). We split a verification
of (H.4) into several steps.
Step 1. First we show that N(r) <∞ for any r ∈ R. From (41) we
obtain
(44) rt = re
−bt + a
b
(1− e−bt) + σXt,
where
(45) Xt =
∫ t
0
e−b(t−s)dWs
and its distribution does not depend on r. In what follows we denote
by L(ξ) the law (distribution) of a random variable ξ. Note that
(46) L(Xt) = N
(
0, 1
2b
(1− e−2bt)) .
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Therefore, we have
N(r) = Er
∫ ∞
0
e−
γ
1−α
t+ α
1−α
R t
0 rsdsdt
≤ Er
∫ ∞
0
e−
γ
1−α
t+ α
1−α
R∞
0 |r|e
−bsds+ α
1−α
a
b
t+ α
1−α
σ
R t
0 Xsdsdt
= e
α
(1−α)b
|r|
∫ ∞
0
e−
γb−αa
(1−α)b
t
Ee
α
1−α
σ
R t
0
Xsdsdt
and by Fubini’s theorem
(47) Yt :=
∫ t
0
Xsds =
∫ t
0
∫ t
u
e−b(s−u)dsdWu =
1
b
∫ t
0
(1−e−b(t−u))dWu,
which implies that
(48) L(Yt) = N
(
0, 1
b2
(t− 3
2b
+ 2
b
e−bt − 1
2b
e−2bt)
)
.
Thus
N(r) ≤ e α(1−α)b |r|
∫ ∞
0
e−
γb−αa
(1−α)b
te
α2σ2
2(1−α)2b2
(t− 32b+
2
b
e−bt− 1
2b
e−2bt)dt
≤ e α(1−α)b |r|
∫ ∞
0
e
− γb−αa
(1−α)b
t
e
α2σ2
2(1−α)2b2
t
dt
= e
α
(1−α)b
|r|
∫ ∞
0
e
− 1
1−α
(γ−αa
b
− α
2σ2
2(1−α)b2
)t
dt <∞,
by (43). Analogously we can show that by (43), condition (20) holds.
Step 2. Here we show (25). We have just shown that
(49) N(r) ≤ e
α
(1−α)b
|r|
ρ
,
where
ρ =
1
1− α
(
γ − αa
b
− α
2σ2
2(1− α)b2
)
is positive by (43). Then to prove (25) it is enough to show that
lim
t→∞
E
re−γt+α
R t
0
rsds+
α
b
|rt| = 0.
From Ho¨lder’s inequality
lim
t→∞
E
re−γt+α
R t
0 rsds+
α
b
|rt| ≤ lim
t→∞
(
E
re−
γ
1−α
t+ α
1−α
R t
0
rsds
)1−α (
E
re
|rt|
b
)α
and we easily compute that
lim
t→∞
E
re−
γ
1−α
t+ α
1−α
R t
0
rsds ≤ lim
t→∞
e
α
(1−α)b
|r|−ρt = 0, ∀r ∈ R.
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Note that given ξ with distribution N (m, s2), it is easy to show that
(50) Eeκ|ξ| ≤ eκ
2s2
2 (1 + eκ|m|).
Therefore, the expression in the second bracket above is dominated by
e
σ2
4b3
(
1 + e
|r|
b
+ a
b2
)
, which is finite for every r ∈ R. Thus (25) holds.
Step 3. Here we show that the family in (26) is uniformly integrable.
By the de la Valle´e Poussin theorem (see e.g. [9], p. 241), it is enough
to show that
(51) sup
n∈N
E
r
(
e−γτn+α
R τn
0
rsdsN1−α(rτn)
) 1
β
<∞, ∀r ∈ O,
for some β < 1. Here we take β =
√
1− α.
By (49) we obtain
e−
γ
β
τn+
α
β
R τn
0
rsdsNβ(rτn) ≤ ρ−βe−
γ
β
τn+
α
β
R τn
0
|rs|ds+
α
bβ
|rτn |
≤ ρ−βesupt≤n(− γβ t+αβ
R t
0 |rs|ds+
α
bβ
|rt|) ≤ I,
where
I = ρ−βe
aα
b2β
+ 2α
bβ
|r|
esupt≤n(−
bγ−aα
bβ
t+ασ
bβ
|Xt|+
ασ
β
R t
0
|Xs|ds),
and Xt is defined by (45). Let g(x) =
√
1 + x2 and h(x) = x2/
√
1 + x2.
Then
I ≤ ρ−βe aαb2β+ 2αbβ |r|esupt≤n(− bγ−aα−bασbβ t+ασbβ g(Xt)+ασβ
R t
0 h(Xs)ds).
By Itoˆ’s formula
ασ
bβ
g(Xt) +
ασ
β
∫ t
0
h(Xs)ds =
ασ
bβ
+Ψt +Rt,
where
Ψt =
ασ
bβ
∫ t
0
g′(Xs)dWs − 1
2
(
ασ
bβ
)2 ∫ t
0
(g′(Xs))
2ds
and
Rt =
1
2
∫ t
0
(
ασ
bβ
g′′(Xs) +
(
ασ
bβ
g′(Xs)
)2)
ds.
Note that |g′(x)| < 1 and |g′′(x)| < 2. Therefore by the Novikov
condition Mt = e
Ψt is a martingale, and Rt < (
ασ
bβ
+ 1
2
(ασ
bβ
)2)t. By (43)
there is a κ > (ασ
bβ
)2 such that
bγ − aα − bασ
bβ
>
ασ
bβ
+
1
2
(
ασ
bβ
)2
+ κ.
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Then
sup
n∈N
E
re−
γ
β
τn+
α
β
R τn
0
rsdsNβ(rτn) ≤ ρ−βe
aα+bασ
b2β
+ 2α
bβ
|r|
sup
n∈N
E sup
t≤n
Mte
−κt
and it is enough to show that
sup
n∈N
E sup
t≤n
Mte
−κt <∞.
We have
E sup
t≤n
Mte
−κt ≤
n−1∑
j=0
E sup
t∈[j,j+1]
Mte
−κt ≤
n−1∑
j=0
e−κjE sup
t∈[j,j+1]
Mt
≤
n−1∑
j=0
e−κj(1 + E( sup
t≤j+1
Mt)
2) ≤
n−1∑
j=0
e−κj(1 + 4EM2j+1),
where the last estimate holds due to Doob’s inequality. Since Mt ≤
e(
ασ
bβ
)2tM˜t, where M˜t is a martingale of the same form as Mt, but with
constant 2ασ
bβ
instead of ασ
bβ
, then
sup
n∈N
E sup
t≤n
Mte
−κt ≤ sup
n∈N
n−1∑
j=0
e−κj(1 + 4e(
ασ
bβ
)2(j+1)) <∞.
Step 4. Here we show that N1−α ∈ C2(R) ∩ E. By Proposition 4,
N1−α ∈ C2(R). To show that N1−α ∈ E we have to prove that
lim
|r|→+∞
N1−α(r)e−
α
b
|r| = 0.
It is easy to see that
lim
r→−∞
N1−α(r)e−
α
b
|r| = lim
r→−∞
N(r)e−
α
(1−α)b
|r| = 0.
The condition
lim
r→+∞
N(r)e−
α
(1−α)b
|r| = 0
amounts to
lim
x→+∞
∫ ∞
0
e−kt−xe
−t
dt = 0, k > 0,
which clearly holds.
Step 5. Finally, we need to show AN1−α ∈ E. By the definition of
A (see (24)) and the previous step of the proof, we know that AN1−α ∈
C(R). Thus we need to verify the condition
lim
|r|→∞
|AN1−α(r)|e−αb |r| = 0.
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By (21) we have
AN1−α(r) = N1−α(r)
(
γ − 1− α
N(r)
− α(1− α)σ
2
2
(
N ′(r)
N(r)
)2)
.
Since
N(r) =
∫ ∞
0
er
α
(1−α)b
(1−e−bt)φ(t)dt,
where φ is, by Step 1, a strictly positive integrable function, then N is
positive and increasing. Furthermore,
N ′(r) =
∫ ∞
0
∂
∂r
er
α
(1−α)b
(1−e−bt)φ(t)dt ≤ α
(1− α)bN(r).
Hence,
lim
|r|→∞
|AN1−α(r)|e−αb |r| ≤ lim
|r|→∞
N1−α(r)e−
α
b
|r|
(
γ +
1− α
N(r)
+
α3σ2
2(1− α)b2
)
and, since N1−α ∈ E, the limit above is equal to zero. 
Note that the condition γ > γ1 assures the finiteness of N(r) for any
r ∈ R and that assumption (20) holds, and the condition γ > γ2 is
needed for uniform integrability of the family in (26).
Let δ > α(3−α)
b(1−α)
and let
E˜ = Eδ = {ϕ ∈ C([0,∞)) : lim
r→∞
|ϕ(r)|e−δr = 0}
be equipped with the norm
‖ϕ‖E˜ = sup
r∈[0,∞)
|ϕ(r)|e−δr.
Then we have the following result.
Theorem 6. The assumptions of Theorem 4 are fulfilled in the Vasicek
model (41), whenever (43) holds.
Proof Verification of (H˜.1), (H˜.2) and (H˜.3) is left to the reader, as
it is similar to verification of (H.1), (H.2) and (H.3). Here we verify
only (H˜.4) and (H˜.5). To show (H˜.5) define a sequence of functions
{KnL}, such that {
AγK
n
L(r) = 0, r ∈ (0, n),
KnL(0) = K
n
L(n) = 1.
Then, by (43),
KnL(r) = E
re−γτ
r
0,n+α
R τr0,n
0 rsds,
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where τ r0,n = τ
r
0 ∧ τ rn and τ rn = inf {t ≥ 0 : rt = n}. Furthermore, for
any test function ϕ ∈ C∞0 ((0, n)),∫ ∞
0
ϕ(r)AγK
n
L(r)dr = 0,
which implies that
lim
n→∞
∫ ∞
0
KnL(r)A
∗
γϕ(r)dr = 0.
Under the following conditions,
(i) lim
n→∞
τ r0,n = τ
r
0 , ∀r > 0, ∀ω ∈ Ω,
(ii) Pr(τ r0 <∞) = 1, ∀r > 0,
(iii) sup
r≤j
sup
n∈N
|KnL(r)| <∞, ∀j > 0,
which we will verify below, we have limn→∞K
n
L(r) = KL(r) and the
convergence is almost uniform. Thus,∫ ∞
0
KL(r)A
∗
γϕ(r)dr = 0,
and it holds for any ϕ ∈ C∞0 ((0,∞)). By Lemma 1, AγKL(r) = 0.
Since any Ornstein–Uhlenbeck process is recurrent, then (ii) holds.
Condition (i) is implied by the continuity of trajectories. To show (iii),
note that due to Step 3 of the proof of Theorem 5 the sequence of ran-
dom variables in the second expression below is uniformly integrable,
which justifies the first equality, and the constant d < ∞ does not
depend on r. Thus,
sup
r≤j
sup
n∈N
|KnL(r)| = sup
r≤j
sup
n∈N
E
r lim
m→∞
e−γ(τ
r
0,n∧m)+α
R τr0,n∧m
0 rsds
≤ sup
r≤j
sup
n∈N
e
α
b
r sup
m≥0
Eesupt≤m(−γt+
αa
b
t+ασYt)
≤ d sup
r≤j
e
α
b
r = de
α
b
j <∞,
where Yt is given by (47).
We proceed to show that (H˜.4) holds. Since condition (ii) above
holds, then we do not have to verify (39).
Note that KU ≤ KL+N1−α. Therefore, by Theorem 5, the sequence
in (40) is uniformly integrable whenever uniformly integrable is the
sequence {
e−γτn+α
R τn
0 r˜sdsKL(r˜τn)
}
n∈N
.
OPTIMAL CONSUMPTION IN A SHORT-RATE MODEL 23
By the strong Markov property it is equivalent to the uniform integra-
bility of {
E
r
[
e−γτ
r
0+α
R τr0
0 r˜sds
∣∣Fn]}
n∈N
,
which is fulfilled whenever
E
re−γτ
r
0+α
R τr0
0 r˜sds <∞.
This holds, since τ r0 ∧ n→ τ r0 as n→∞ and{
e−γ(τ
r
0∧n)+α
R τr0∧n
0 |rs|ds
}
n∈N
is uniformly integrable (see Step 3 of the proof of Theorem 5).
Here we will show that KL ∈ D(A). Since AγKL = 0 then KL ∈
C2((0,∞)) and it is enough to show that KL ∈ E˜. By the similar
argumentation to that in verification of (iii) in the previous step of the
proof, we have
lim
r→∞
|KL(r)|e−δr = lim
r→∞
E
r lim
m→∞
e−γ(τ
r
0∧m)+α
R τr0∧m
0 rsdse−δr
≤ lim
r→∞
e
α
b
r−δr sup
m≥0
Eesupt≤m(−γt+
αa
b
t+ασYt)
≤ d lim
r→∞
e
α
b
r−δr = 0.
Now we will show that N˜ ∈ D(A), which will imply thatKU ∈ D(A).
Since, by condition (43), N˜ satisfies
(52) QN˜(r) +
αr − γ
1− α N˜(r) = −1,
then N˜ ∈ C2((0,∞)), and consequently N˜1−α ∈ C2((0,∞)). Further-
more, N˜1−α ∈ E˜, since
lim
r→∞
N˜1−α(r)e−δr ≤ lim
r→∞
N1−α(r)e−δr ≤ ρα−1 lim
r→∞
e
α
b
r−δr = 0.
Analogously, N˜1−α ∈ Eδ1 for any δ1 > α/b, and consequently N˜ ∈ Eδ2
for any δ2 >
α
b(1−α)
.
In order to prove that AN˜1−α ∈ E˜, note that by (52), we have
AN˜1−α(r) = N˜1−α(r)
γ − 1− α
N˜(r)
− α(1− α)σ
2
2
(
N˜ ′(r)
N˜(r)
)2 .
We need the following result.
Lemma 3. Let f ∈ C([0,∞))∩C1((0,∞)) and f ′ ∈ Eδ1 . Then f ∈ Eδ2
for any δ2 > δ1.
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Proof Since for any x > 0, one has f(x) = f(0) +
∫ x
0
f ′(y)dy, then
|f(x)|e−δ2x ≤ |f(0)|e−δ2x + e−(δ2−δ1)x
∫ x
0
|f ′(y)|e−δ1ye−δ1(x−y)dy
≤ |f(0)|e−δ2x + M
δ1
e−(δ
2−δ1)x,
where M = supx≥0 |f ′(x)|e−δ1x. Since f ′ ∈ Eδ1 , then M is finite. 
Going back to the proof of Theorem 6 note that we can rewrite (52)
as follows (
1
2
σ2N˜ ′ + (a− br)N˜
)′
= −1 −
(
b+
αr − γ
1− α
)
N˜ ,
which implies that the l.h.s. belongs to Eδ2 , and by the lemma above,
1
2
σ2N˜ ′+(a− br)N˜ ∈ Eδ3 for any δ3 > δ2. Since (a− br)N˜ ∈ Eδ2 ⊂ Eδ3 ,
then N˜ ′ ∈ Eδ3 . Hence, for any δ1 > α/b and δ = δ1 + 2δ3, we get
lim
r→∞
|AγN˜1−α(r)|e−δr ≤ lim
r→∞
N˜1−α(r)e−δ1r
(
γ +
1− α
N˜(r)
)
e−2δ3r
+ lim
r→∞
N˜1−α(r)e−δ1r
α(1− α)σ2
2N˜2(r)
(N˜ ′(r)e−δ3r)2.
It is easy to verify that N˜ is increasing, which implies that N˜(r) > 0
for any r > 0. Thus, the limit above is equal to zero. 
10. Invariant interval model
Here we assume that the short-rate dynamics is given by (1), O =
(a, b), where −∞ < a < b < γ/α and E = UC((a, b)) is equipped with
the supremum norm.
The sufficient condition for interval invariance is (see [4])
s(a+) = −∞ and s(b−) =∞,
where
s(x) =
∫ x
w
e
R y
w
2µ(z)
σ2(z)
dz
dy
for a fixed w ∈ (a, b).
It is easy to show that the conditions above holds in the model
(53) drt = κ(
a + b
2
− rt)dt+ σ(rt − a)(b− rt)dWt
with κ, σ > 0.
Theorem 7. The assumptions of Theorem 2 hold in the invariant in-
terval model (53).
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Proof Notice that for any stopping time Tn and any fixed t ≥ 0,
|ϕ(rt∧Tn)|eα
R t∧Tn
0
rsds ≤ ‖ϕ‖Eeα
R t∧Tn
0
|rs|ds ≤ ‖ϕ‖Eeαt(|a|∨|b|) <∞,
and similarly∣∣∣∣∫ t∧Tn
0
ϕ(rs)e
α
R s
0
rududs
∣∣∣∣ ≤ ‖ϕ‖Eteαt(|a|∨|b|) <∞,
which means that (H.1) is satisfied. One may easily check that the
space (E, ‖ · ‖E) satisfies (H.2). Assume that (Pt) is given by (23). In
Appendix B it is shown that (Pt) is a C0-semigroup on E, and hence
hypothesis (H.3) is satisfied. Thus we have to verify (H.4).
Given b < γ/α, we have
N(r) ≤
∫ ∞
0
e
1
1−α
(−γ+αb)t =
1− α
γ − αb
and
lim
t→∞
E
re−γt+α
R t
0 rsdsN1−α(rt) ≤ lim
t→∞
e−(γ−αb)t
(
1− α
γ − αb
)1−α
= 0.
Thus N <∞ and (25) holds. In the same manner we can see that (20)
holds.
Recall that (51) implies uniform integrability of the family in (26).
Let β = 1− α. Then (51) holds, since we have
sup
n∈N
E
re−
γ
1−α
τn+
α
1−α
R τn
0 rsdsN(rτn) ≤ sup
n∈N
1− α
γ − αbe
− γ−αb
1−α
τn =
1− α
γ − αb.
By Proposition 4, one has N1−α ∈ C2((a, b)). Note that N is
bounded, i.e.
0 <
1− α
γ − αa ≤ N(r) ≤
1− α
γ − αb <∞.
Since N is also increasing and continuous, then there exist finite limits
N(a+) and N(b−). Thus N1−α ∈ UC((a, b)). By (21), we have
AN1−α(r) = N1−α(r)
(
γ − 1− α
N(r)
− α(1− α)(σ(r − a)(b− r)N
′(r))2
2N2(r)
)
.
Hence, AN1−α ∈ C((a, b)). Since N ′(r) ≥ 0 for all r ∈ (a, b), and
N(
a + b
2
)−N(a+) =
∫ a+b
2
a
N ′(r)dr =
∫ a+b
2
a
(r − a)N ′(r) 1
r − adr
is finite, then necessarily limr→a+(r − a)N ′(r) = 0. Analogously we
get limr→b−(b−r)N ′(r) = 0. Thus there exist limits limr→a+ AN1−α(r)
and limr→b− AN
1−α(r), which implies that AN1−α ∈ UC((a, b)). 
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11. Models with infinite value function
We will show here that if (rt) is either a Brownian motion or a
geometric Brownian motion, then the value function in Problem A is
infinite.
Let us observe first that we may assume that optimal consumption
is of the proportional form Ct = ctVt, where
ct =
{
Ct/Vt, t < τA,
0, t ≥ τA,
for τA given by (2) and ct is well defined. Also in this case the HJB
equation and the optimal consumption Cˆ have the form (6) and (8)
respectively. Moreover,
dVt = (rt − ct)Vtdt,
and consequently
Vt = ve
R t
0
(rs−cs)ds > 0, ∀ v > 0, ∀ t < τA,
which implies that
τA = inf
{
t ≥ 0:
∫ t
0
csds =∞
}
.
Thus from now on, we assume that our consumption is of the propor-
tional form and
(54) JA(c; r, v) := v
α
E
r
∫ ∞
0
e−γtcαt e
α
R t
0 (rs−cs)dsdt
with ct = 0 for every t ≥ τA.
Lemma 4. Assume rt = r = const. Then:
i) If γ−αr ≤ 0, then there is a consumption rate C such that JA(C; r, v) =
∞ for all v > 0.
ii) If γ − αr > 0, then
(55)
ΦA(r, v) =
(
γ − αr
1− α
)α−1
vα, Cˆt =
γ − αr
1− α Vt,
Vt = e
(r− γ−αr
1−α
)tv = e
r−γ
1−α
tv.
Proof of i) Whenever γ − αr ≤ 0, then (54) gives us the claim with
ct ≤ αr − γ. 
Proof of ii) Since now µ(r) = σ(r) = 0, we have Cˆt = K
1/(α−1)Vt and
(αr − γ)K + (1− α)K αα−1 = 0
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instead of (6). If γ − αr > 0, then
K =
(
γ − αr
1− α
)α−1
. 
Remark 6. Recall that if rt > 0 for every t ≥ 0, then Problem B
amounts to Problem A. Since condition γ−αr ≤ 0 implies r > 0, thus
the first claim in Lemma 4 holds also for Problem B. The second claim
is true for Problem B, whenever r > 0. Otherwise ΦB(r, v) = v
α with
τB = 0.
Now we formulate necessary and sufficient conditions for finiteness
of value function ΦA. Set S = O × (0,∞).
Lemma 5. i) If ΦA(r, v) is finite for all (r, v) ∈ S, then
(56) ∀r ∈ O ∀c > 0 Er
∫ ∞
0
e−γt+α
R t
0 (rs−c)dsdt <∞.
ii) If the performance functional is given by (54) and
(57) ∃δ > 0 ∃p ∈ (1, 1
α
) ∀r ∈ O Er
∫ ∞
0
e−(γ−δ)qt+αq
R t
0 rsdsdt <∞
holds with q = p/(p− 1), then ΦA(r, v) is finite for all (r, v) ∈ S.
Proof of i) Taking ct = c constant gives us the claim. 
Proof of ii) Set δ > 0. From (54) we have
JA(c; r, v) = v
α
E
r
∫ ∞
0
e−(γ−δ)t+α
R t
0 rsdse−δtcαt e
−α
R t
0 csdsdt,
and from Ho¨lder’s inequality JA(c; r, v) is dominated by
vαEr
(∫ ∞
0
e−(γ−δ)qt+αq
R t
0
rsdsdt
) 1
q
(∫ ∞
0
e−δptcαpt e
−αp
R t
0
csdsdt
) 1
p
.
From Lemma 4 with r = 0, the expression in the second bracket above
is finite for every δ > 0 and p > 1 such that αp < 1. Thus (57) gives
us the claim. 
Proposition 5. If (rt) is a drifted Brownian motion
rt = r + µt+ σWt,
or (rt) is a geometric Brownian motion
rt = re
(µ− 1
2
σ2)t+σWt ,
then (56) does not hold for any c > 0 and consequently the value func-
tion ΦA for Problem A is infinite.
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Proof Notice that L(∫ t
0
Wsds) = N (0, t3/3), which implies
E(ea
R t
0
Wsds) = e
a2t3
6 .
Thus if (rt) is a drifted Brownian motion, then
E
r
∫ ∞
0
e−γt+α
R t
0
(rs−c)dsdt =
∫ ∞
0
e(αr−γ−αc)t+
1
2
αµt2
E eασ
R t
0
Wsdsdt
=
∫ ∞
0
e(αr−γ−αc)t+
1
2
αµt2+ 1
6
α2σ2t3dt =∞
for all c ≥ 0. Hence, ΦA(r, v) =∞.
Notice that ey > y for all y ∈ R. Thus if (rt) is a geometric Brownian
motion, then we have
E
r
∫ ∞
0
e−γt+α
R t
0 (rs−c)dsdt =
∫ ∞
0
e−(γ+αc)tE eαr
R t
0 e
(µ− 12σ
2)s+σWsdsdt
≥
∫ ∞
0
e−(γ+αc)tE eαr
R t
0
((µ− 1
2
σ2)s+σWs)dsdt
=
∫ ∞
0
e−(γ+αc)t+
1
2
αr(µ− 1
2
σ2)t2+ 1
6
α2r2σ2t3dt =∞
for all c ≥ 0. Hence, ΦA(r, v) = ∞. Moreover ΦB(r, v) = ∞, since in
this case rt > 0 for every t ≥ 0. 
12. Numerical results
Here we present a numerical solution for a Vasicek model with pa-
rameters a = 0.03, b = 0.5 and σ = 0.02. We take α = 0.5 and
γ = 1.5304, which satisfies the condition (43). Since γ > ϑ (see (29)),
we take λm = αm+ 10
−5.
Recall that the value function is given by Φ(r, v) = K(r)vα, andK(r)
is as in Theorem 2. Therefore we have to approximate the function K
by Kmn for some large m and n. Since K
m
n (r) is given by recurrent
formula
Kmn (r) =
∫ ∞
0
∫ ∞
−∞
Smn−1(t, r, y)dtdy ≈
∫ tmax
tmin
∫ ymax
ymin
Smn−1(t, r, y)dtdy
with a complicated function Smn−1 such that limt↓0 S
m
n−1(t, r, r) = ∞,
then we use trapezoidal quadrature. We take ∆t = 0.001 and ∆y =
0.0002 to get the result with a small error. In fact this makes the
calculations very time-consuming. Thus we take m = 65 and n = 25
and we have the result as in Figure 1 for r ∈ (0, 0.15). The result over
the range (−6, 8) is given only for Km1 due to very long calculations of
Kmi for i ≥ 2.
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K 1m
(r)
Figure 1. (left) The dashed line is a supersolution
N1−α(r), and the solid lines are Kmi (r) for i = 1, . . . , n.
(right) The dashed line is a supersolution N1−α(r), and the
solid line is Km1 (r).
Next we compute trajectories of the wealth (Vt), the optimal con-
sumption (Ct) and the relative consumption (ct) = (Ct/Vt) for a given
realization of the interest rate (rt). Clearly we take K
m
n instead of K.
The results for initial r = 0.05 and v = 3 are given in Figure 2.
0 0.5 1
0
0.02
0.04
0.06
short−rate process r(t)
t
r(t
)
0 0.5 1
0
1
2
3
wealth process V(t)
t
V(
t)
0 0.5 1
0
5
10
consumption process C(t)
t
C(
t)
0 0.5 1
3.2
3.22
3.24
3.26
process c(t)=C(t)/V(t)
t
c(t
)
Figure 2. Trajectories of processes r(t, ω), V (t, ω), C(t, ω)
and c(t, ω) for the same ω ∈ Ω, r = 0.05 and v = 3.
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Appendix A - proof of C0-semigroup property of (Pt) in
case of Vasicek model
For any ϕ : R 7→ R define
‖ϕ‖ = sup
r∈R
|ϕ(r)|e−αb |r|.
Note that ‖ϕ‖ ≤ ∞, and ‖ϕ‖ = ‖ϕ‖E for ϕ ∈ E, where E is given
by (42). We assume that (rt) and (Pt) are given by (41) and (23)
respectively.
In the subsequent steps of the proof we need the following result.
Lemma 6. For any ϕ ∈ E and any t ≥ 0,
‖Ptϕ‖ ≤ 2e(
α2σ2
2b2
+αa
b
)t‖ϕ‖.
Proof Notice that we do not assume that Ptϕ ∈ E. This will be shown
later. Let Xt and Yt be given by (45) and (47) respectively. We have
‖Ptϕ‖ = sup
r∈R
|Ptϕ(r)|e−αb |r| ≤ sup
r∈R
E
r|ϕ(rt)|eα
R t
0
rsds−
α
b
|r|
≤ ‖ϕ‖ sup
r∈R
E
reα
R t
0
rsds+
α
b
(|rt|−|r|)
≤ ‖ϕ‖ sup
r∈R
e
α
b
(1−e−bt)(r−|r|)+αa
b
t
Eeασ(
1
b
|Xt|+Yt)
≤ eαab tE
(
eασ(
1
b
Xt+Yt) + eασ(−
1
b
Xt+Yt)
)
‖ϕ‖
≤ 2eαab teα
2σ2
2b2
t‖ϕ‖. 
Step 1. Denote by Elip the space of all functions ϕ ∈ E, which are
Lipschitz continuous. Here we show that Ptϕ ∈ C(R) for any ϕ ∈ Elip.
Define a sequence {ψk} of continuous functions
ψk(x) =
 1, x ∈ [−k, k],k + 1− |x|, x ∈ (−k − 1,−k) ∪ (k, k + 1),
0, x ∈ (−∞,−k − 1] ∪ [k + 1,∞).
Then
|Ptϕ(x)− Ptϕ(y)| ≤ |O1|+ |O2|+ |O3|,
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where
O1 = E
xϕ(rt)e
α
R t
0 rsdsψk
(∫ t
0
rsds
)
− Eyϕ(rt)eα
R t
0 rsdsψk
(∫ t
0
rsds
)
,
O2 = E
xϕ(rt)e
α
R t
0
rsds
(
1− ψk
(∫ t
0
rsds
))
,
O3 = E
yϕ(rt)e
α
R t
0
rsds
(
1− ψk
(∫ t
0
rsds
))
.
Now we show that limy→x |O1| = 0. To this end write
ht :=
∫ t
0
rsds and ζt = (rt, ht)
⊤
and define a function φk(ζ) as
φk(r, h) = ϕ(r)e
αhψk(h),
which is Lipschitz continuous with constant L, since both φ(r) and
eαhψk(h) are Lipschitz continuous. Denote by ζ
x
t the value of ζt with
initial condition ζ0 = (x, 0)
⊤. We have
|O1| = |E[φk(ζxt )− φk(ζyt )]| ≤ LE‖ζxt − ζyt ‖2 ≤ L
√
E‖ζxt − ζyt ‖22,
where ‖ · ‖2 is the Euclidean norm.
Since
dζt = µ˜(ζt)dt+ σ˜(ζt)dWt :=
[
a− brt
rt
]
dt+
[
σ
0
]
dWt,
with µ˜ and σ˜ Lipschitz continuous, then from the mean-square conti-
nuity of ζ (see [9]) we have
lim
y→x
|O1| ≤ lim
y→x
L
√
E‖ζxt − ζyt ‖22 = 0
for all k ∈ N.
Since we consider y close to x, it is now sufficient to show that |O2|
converges to 0, as k → ∞, uniformly in {x : |x| < δ} for any δ > 0.
We obtain
|O2| ≤ ‖ϕ‖Exeαb |rt|+αht|1− ψk(ht)|,
and from the Schwarz inequality
|O2| ≤ ‖ϕ‖
√
Exe2
α
b
|rt|+2αht
√
Px(|ht| > k).
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By (50) and Chebyshev’s inequality,
P
x(|ht| > k) ≤ E
x|ht|
k
≤ E
xe|ht|
k
≤ e
σ2t
2b2 (1 + e
|x|+at
b )
k
≤ e
σ2t
2b2 (1 + e
δ+at
b )
k
→ 0,
as k →∞. In a similar way we show that
sup
|x|<δ
E
xe2
α
b
|rt|+2αht ≤ sup
|x|<δ
√
Exe4
α
b
|rt|
√
Exe4α|ht| <∞
for every t ≥ 0. Thus limk→∞ |O2| = 0 and the convergence is uniform
in {x : |x| < δ}.
Thus we have
lim
y→x
|Ptϕ(x)− Ptϕ(y)| ≤ lim
k→∞
lim
y→x
(|O2|+ |O3|) = 0.
Hence, Ptϕ is continuous for all t ≥ 0 and ϕ ∈ Elip.
Step 2. We show that Ptϕ ∈ C(R) for any ϕ ∈ E. Let us fix a
ϕ ∈ E. As Elip is dense in E, there exists an approximating sequence
{ϕn} such that ϕn ∈ Elip and ϕn → ϕ in E.
Set ε > 0. We have
|Ptϕ(x)− Ptϕ(y)|
≤ |Pt(ϕ− ϕn)(x)| + |Pt(ϕ− ϕn)(y)|+ |Ptϕn(x)− Ptϕn(y)|
≤ ‖Pt(ϕ− ϕn)‖eαb |x| + ‖Pt(ϕ− ϕn)‖eαb |y| + |Ptϕn(x)− Ptϕn(y)|
and from Lemma 6
∀ε > 0 ∃n0 ∀n > n0 ‖Pt(ϕ− ϕn)‖ < ε.
Furthermore, from Step 1, Ptϕn ∈ C(R), i.e.
∀x ∈ R ∃δ > 0 ∀y ∈ R |x− y| < δ ⇒ |Ptϕn(x)− Ptϕn(y)| < ε
and therefore
|Ptϕ(x)− Ptϕ(y)| < ε(eαb |x| + eαb (|x|+δ) + 1).
Step 3. Here we show that Pt : E 7→ E. For any ϕ ∈ E write
l(ϕ) = lim
|r|→∞
|Ptϕ(r)|e−αb |r|.
We need to show that l(ϕ) = 0. From (44) and (47) we have
l(ϕ) ≤ lim
|r|→∞
E
r|ϕ(rt)|eα
R t
0 rsds−
α
b
|r|
= lim
|r|→∞
E
r|ϕ(rt)|eαrb (1−e−bt)+αab (t− 1b (1−e−bt))+ασYt−αb |r|
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and from the Schwarz inequality
l(ϕ) ≤ lim
|r|→∞
e
αr
b
(1−e−bt)−α
b
|r|e
αa
b
(t− 1
b
(1−e−bt))
√
Ee2ασYt
√
Erϕ2(rt).
Hence
l2(ϕ) ≤ g2(t) lim
|r|→∞
e2
αr
b
(1−e−bt)−2α
b
|r|
E
rϕ2(rt),
where
g(t) := e
αa
b
(t− 1
b
(1−e−bt))
√
Ee2ασYt .
Clearly g(t) <∞ for any fixed t ≥ 0, by (48) and (50).
Set ε > 0. Since ϕ ∈ E, then there exists a δ > 0 such that
|ϕ(rt)| ≤ εeαb |rt|
in a set {ω : |rt| ≥ δ} and therefore
E
rϕ2(rt) ≤ ε2Ere 2αb |rt| + ‖ϕ‖2δ,
where ‖ · ‖δ is the supremum norm over {|x| < δ}. Clearly ‖ϕ‖δ < ∞
for every ϕ ∈ E. From (44),
l2(ϕ) ≤ε2g2(t)e 2αab2 (1−e−bt)Ee 2ασb |Xt| lim
|r|→∞
e2
α
b
(1−e−bt)(r−|r|)
+ ‖ϕ‖2δg2(t) lim
|r|→∞
e2
α
b
(r(1−e−bt)−|r|)
and
l2(ϕ) ≤ 2ε2g2(t)e 2αab2 e 2α
2σ2
b3
(1−e−2bt) ≤ 2ε2g2(t)e 2αab2 + 2α
2σ2
b3
by (46) and (50). Hence, Ptϕ ∈ E.
Step 4. Clearly P0 = I and PtPs = Pt+s holds since (rt) is a Markov
process. We need to show strong continuity of (Pt), i.e
(58) lim
t↓0
‖Ptϕ− ϕ‖ = 0, ∀ϕ ∈ E.
Taking into account Lemma 6 and the Banach–Steinhaus theorem,
it is enough to show (58) for ϕ ∈ C0(R). For such a ϕ we have
‖Ptϕ− ϕ‖ = sup
r∈R
|Erϕ(rt)eα
R t
0 rsds − ϕ(r)|e−αb |r| ≤ O1 +O2 +O3,
where
O1 = sup
r∈R
|Er(eα
R t
0 rsds − 1)ϕ(r)|e−αb |r|,
O2 = sup
r∈R
|Erϕ(rt)− ϕ(r)|e−αb |r|,
O3 = sup
r∈R
|Er(eα
R t
0 rsds − 1)(ϕ(rt)− ϕ(r))|e−αb |r|.
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Since ϕ ∈ C0(R), then there exists a δ > 0 such that supp ϕ ⊂ (−δ, δ)
and
lim
t↓0
O1 ≤ ‖ϕ‖δ lim
t↓0
sup
|r|<δ
|ef(r,t) − 1|e−αb |r|
where
f(r, t) =
αr
b
(1− e−bt) + αa
b
(
t− 1
b
(1− e−bt)
)
+
α2σ2
2b2
(
t− 3
2b
+
2
b
e−bt − 1
2b
e−2bt
)
.
Since limt→0 f(r, t) = 0 uniformly in {|r| < δ}, we easily verify that
limt↓0O1 = 0.
Set ε > 0. Recall, that every continuous function on a compact set
is uniformly continuous. Thus there exists a ρ > 0 such that
O2 ≤ ε sup
r∈R
P(|rt − r| < ρ)e−αb |r| + sup
r∈R
∫
{|rt−r|≥ρ}
|ϕ(rt)− ϕ(r)|e−αb |r|dP
≤ ε+ 2‖ϕ‖∞ sup
r∈R
P(|rt − r| ≥ ρ)e−αb |r|,
where ‖ · ‖∞ is the supremum norm. Hence
lim
t↓0
O2 ≤ ε+ 2‖ϕ‖∞ lim
t↓0
sup
r∈R
P(|rt − r| ≥ ρ)e−αb |r|
= ε+ 2‖ϕ‖∞ lim
t↓0
sup
r∈R
e−
α
b
|r|(1 +N0,1(r1)−N0,1(r2))
where N0,1(·) is a normal distribution function of N (0, 1) and
r1 =
√
2b
(r− a
b
)(1−e−bt)−ρ
σ
√
1−e−2bt
, r2 =
√
2b
(r− a
b
)(1−e−bt)+ρ
σ
√
1−e−2bt
.
The supremum is attained at r = ±∞ or r = rˆ(t) < ∞, but with a
possible infinite limit, i.e. limt↓0 |rˆ(t)| ≤ ∞. In all this cases we obtain
lim
t↓0
sup
r∈R
e−
α
b
|r|(1 +N0,1(r1)−N0,1(r2)) = 0.
Hence, taking ε→ 0, limt↓0O2 = 0.
Finally, from the Schwartz inequality
lim
t↓0
O3 ≤ 2‖ϕ‖∞ lim
t↓0
sup
r∈R
√
e−2
α
b
|r|
Er(eα
R t
0
rsds − 1)2,
where we can easily derive an analytic formula of Er(eα
R t
0 rsds − 1)2.
Then we take into consideration all the possible realization of supre-
mum rˆ, as above, and we get limt↓0O3 = 0.
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Appendix B - proof of C0-semigroup property of (Pt) in
case of invariant interval model
In order to prove that Pt : E 7→ E we need to show that Ptϕ ∈
UC((a, b)) and this may be done in a similar way to the proof of con-
tinuity of (Pt) in Appendix A. Since P0 = I and PtPs = Pt+s clearly
hold, so in order to prove C0-semigroup property of (Pt) we need to
show that (58) holds for E = UC((a, b)) equipped with the supremum
norm
‖ϕ‖ = sup
r∈(a,b)
|ϕ(r)|.
Let ϕ ∈ E, then
‖Ptϕ− ϕ‖ = sup
r∈(a,b)
|Erϕ(rt)eα
R t
0 rsds − ϕ(r)| ≤ O1 +O2 +O3,
where
O1 = sup
r∈(a,b)
|Er(eα
R t
0 rsds − 1)ϕ(r)|,
O2 = sup
r∈(a,b)
|Erϕ(rt)− ϕ(r)|,
O3 = sup
r∈(a,b)
|Er(eα
R t
0 rsds − 1)(ϕ(rt)− ϕ(r))|.
Since ‖ϕ‖ <∞ for every ϕ ∈ E, then
lim
t↓0
O1 ≤ ‖ϕ‖ lim
t↓0
E
r|eα
R t
0
rsds − 1|
≤ ‖ϕ‖ lim
t↓0
(max{|eαat − 1|, |eαbt − 1|}) = 0
and
lim
t↓0
O3 ≤ 2‖ϕ‖ lim
t↓0
(max{|eαat − 1|, |eαbt − 1|}) = 0.
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Let Elip be the space of all Lipschitz continuous functions ϕ ∈ E.
Let ϕ ∈ Elip and let L be the Lipschitz constant of ϕ. Then we have
‖Ptϕ− ϕ‖ = sup
r∈(a,b)
|Erϕ(rt)− ϕ(r)|
≤ L sup
r∈(a,b)
E
r|rt − r| = L sup
r∈(a,b)
E
r
∣∣∣∣∫ t
0
µ(rs)ds+
∫ t
0
σ(rs)dWs
∣∣∣∣
≤ L sup
r∈(a,b)
√
Er
(∫ t
0
µ(rs)ds+
∫ t
0
σ(rs)dWs
)2
≤ L sup
r∈(a,b)
√
2Er
(∫ t
0
µ(rs)ds
)2
+ 2Er
(∫ t
0
σ(rs)dWs
)2
≤ L
√
2t2 sup
r∈(a,b)
|µ(r)|2 + 2t sup
r∈(a,b)
|σ(r)|2.
Hence, limt↓0 ‖Ptϕ − ϕ‖ = 0 for every ϕ ∈ Elip. Since Elip is dense in
E, we conclude by the Banach–Steinhaus theorem.
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