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Abstract – Flood is a major disaster that happens around the world. It has caused many casualties and massive destruction of 
property. Estimating the chance of a flood occurring depends on several factors, such as rainfall, the structure and the flow rate of 
the river. This research used the neural network autoregressive exogenous input (NNARX) model to predict floods. One of the research 
challenges was to develop accurate models and improve the forecasting model. This research aimed to improve the performance 
of the neural network model for flood prediction. A new technique was proposed for modelling nonlinear data of flood forecasting 
using the wavelet decomposition-NNARX approach. This paper discusses the process of identifying the parameters involved to make 
a forecast as the rainfall value requires the flow rate of the river and its water level. The original data were processed by wavelet 
decomposition and filtered to generate a new set of data for the NNARX prediction model where the process can be compared. 
This research compared the performance of the wavelet and the non-wavelet NNARX model. Experimental results showed that the 
proposed approach had better performance testing results in relation to its counterpart in terms of hourly forecast, with the mean 
square error (MSE) of 2.0491e-4 m2 compared to 6.1642e-4 m2, respectively. The proposed approach was also studied for long-term 
forecast up to 5 years, where the obtained MSE was higher, i.e., 0.0016 m2.
Keywords – backpropagation neural network (BPNN); nonlinear autoregressive neural network with exogenous inputs (NNARX); flood 
prediction model; wavelet decomposition.
1. INTRODUCTION
A country’s progress and development may cause 
it to become exposed to a natural disaster. Although 
common, a flood can still be disastrous to a point 
where it can cause massive destruction of public facili-
ties and residential homes, and even casualties. Flood-
ing can tremendously affect the economy of a country, 
especially when the government has to spend its bud-
get on repairing and rebuilding rather than developing 
the affected area. Kelantan, a state on the east coast of 
Malaysia, is often affected by the northeast monsoon. 
This monsoon wind carries rain from the Southeast 
Asia region from November to March, and has affected 
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the country on an annual basis. Monsoons have con-
tributed to approximately 86% of the annual rainfall in 
the east coast areas of Malaysia [1].
The Kelantan River is 248 km long and it is considered 
as the main water resource for the state. This river origi-
nates from two major tributaries, namely, the Galas River 
from the west and the Lebir River from the south [2]. As 
tributaries, they both can affect the water level of the 
Kelantan River. To determine the occurrence of flood, 
many factors have to be considered, such as rainfall, the 
water flow rate, and the water level. These factors are re-
lated to each other, for example, heavy rainfall upstream 
can cause a rise in the water level downstream. Forecast-
ing techniques have been developed and improved by 
numerous researchers, with numerous methods being 
explored and studied. In addition to linear models, au-
toregressive integrated moving average (ARIMA), fuzzy 
logic, and a support vector machine (SVM) are among 
the methods that have been compared in order to be 
implemented in the field of hydrology research. The mo-
tivation to use AI as a forecasting medium has been pres-
ent among hydrologists in the last two decades due to 
its progress and capabilities [3]. 
ARIMA models are a generalisation of the autore-
gressive moving average or ARMA models that can 
estimate future values using their inertia. Wind speed 
forecasting models have also implemented ARIMA 
and ANN models. This research has focused on short-
term forecasting that applied wind speed records for 
each month separately. The results showed that ANN 
can achieve better forecasts than the ARIMA model in 
terms of the hourly forecast, where it can achieve a 4% 
difference in the mean absolute percentage error [4]. 
The comparative results referring to the autoregressive 
artificial neural network, ARMA, and ARIMA, and based 
on monthly forecasting of the Dez reservoir have been 
discussed. According to the performance index of the 
RMSE and mean bias error results, the neural network 
was chosen as the best model, with the RMSE value of 
0.6380 in forecasting compared to ARIMA and ARMA, 
with RMSE values of 0.7148 and 0.7981, respectively [5].
Fuzzy logic is one of the artificial intelligence meth-
ods applied in the field of hydrology. Researchers pre-
fer fuzzy logic as it is a simple yet flexible approach. 
Fuzzy logic was also compared with the radial basis 
function ANN in fault detection. Both Mamdani and 
Takagi-Sugeno techniques were deployed to fuzzy 
logic. The output of the research was a system that is 
able to detect and locate different faults. This system 
also includes a faulty photovoltaic (PV) module. Both 
the ANN and the fuzzy logic system produced high lev-
els of detection accuracy. The overall maximum detec-
tion was achieved by the ANN, with the overall detec-
tion accuracy of 92.1% [6]. The prediction capabilities 
of the neural network and fuzzy logic techniques have 
also been tested and studied in landslide susceptibility 
mapping. A comparative analysis was based on a geo-
graphic information system (GIS) environment. The re-
sults of the analysis showed that the prediction by the 
ANN was 4% better than predictions obtained by the 
fuzzy logic model [7].
A support vector machine is undoubtedly a power-
ful tool for forecasting a natural phenomenon. In some 
studies, the SVM is also found to be superior compared 
to the neural network. A comparative study of river flow 
forecasting in the semiarid mountain region showed 
that the SVM has a 5% lower value of the root mean 
square error (RMSE) when compared to the ANN and 
the adaptive network-based fuzzy inference system 
(ANFIS) model [8]. However, other studies have shown 
the opposite. For example, an energy consumption 
forecasting research based on five different intelligent 
systems showed that the ANN performed better than 
the SVM [9]. Their research comprised multiple regres-
sion (MR), genetic programming, the ANN, deep neural 
network (DNN), and the SVM. These models were de-
veloped on the basis of the following five parameters: 
solar radiation, temperature, wind speed, humidity, 
and weekday index. The results showed that the ANN 
performed better than the SVM. Another study indi-
cated that the ANN can correctly identify up to 50% 
of learning disabilities, which was better compared to 
current diagnosis predictors [10]. 
A neural network has become a known tool used in 
prediction methods. A multilayer feedforward neural 
network can lead to better fits by increasing the size of 
the neural network. However, multilayer feedforward is 
inferior when compared to a dynamic neural network, 
e.g., a recurrent neural network [11]. The training algo-
rithm is an important element in the neural network as 
numerous training algorithms can be applied, such as 
gradient descent, conjugate gradient, and Levenberg-
Marquardt (LM). Better performance and improved ac-
curacy will be ensured by choosing a suitable algorithm. 
Thus, different types of algorithms should be studied to 
determine the one assumed to produce the best river 
forecast possible. The Levenberg-Marquardt training 
functions have been compared to gradient descent 
with momentum in lithium-ion battery state of charge 
estimation. The results showed that the performance 
of each neural network trained with different functions 
differs in terms of accuracy and training speed. Thus, it 
was concluded that the LM algorithm had achieved the 
best performance [12]. Bhavna Sharma and Venugopa-
lan have also concluded that Levenberg-Marquardt is 
one of the best performers for training functions [13]. 
The performance in a feedforward neural network for a 
brain hematoma classification was compared. Matlab 
examples for a comparative study [14] of training func-
tions showed that the LM training function performed 
the best in a function approximation problem. Bayes-
ian regularization (BR) is also among the most com-
monly used training functions. Numerous studies have 
compared its capabilities with the LM training function. 
Both training functions have been applied in various 
research fields. Thus, identifying and studying the dif-
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ferences might help give a better model outcome. One 
comparative study of the BR training function and the 
LM training function was conducted in long-term cha-
otic financial forecasting [15]. This financial forecast-
ing used a parallel-NNARX model trained by BR and 
LM training functions. The forecast results were based 
on the mean absolute percentage error (MAPE). The 
BR training function outperformed LM, resilient back-
propagation (RP), and one-step-secant (OSS) training 
functions. However, another study based on global 
navigation satellite system (GNSS)-based weather fore-
casting using NNARX has shown that LM showed bet-
ter results compared to the BR training function [16]. 
The authors stated that choosing a suitable training 
function is important for rainfall prediction. The corre-
lation percentage obtained for LM was higher than the 
BR percentage, and LM was the most accurate model 
among various forms of ANNs used.
The literature review has shown that a backpropa-
gation neural network (BPNN) is also an exceptionally 
great neural network for making predictions. A BPNN is 
commonly implemented in different types of research 
related to ANNs. Several studies on the BPNN were 
conducted in the field of hydrology and one of them 
was a case study on the lower Chao Phraya River Basin 
[17]. This study showed that the prediction model com-
posed of the water level, the water flow rate, rainfall, 
and the height of the basin as the input factor, showed 
high accuracy in water level prediction. This research 
compared three different gauging stations and the 
overall root mean square errors (RMSE) for three differ-
ent cases have shown high accuracy. The backpropa-
gation technique was also applied in the northern re-
gion of Thailand, with the water flow rate and rainfall 
as the input [18]. That research proposed that a time-
lagged backpropagation neural network model with 
gamma memory would be more accurate compared 
to its backpropagation counterparts. The RMSE value 
obtained by the time-lagged model was 0.0962, while 
backpropagation achieved 0.2085 during testing. An-
other study applied a decision group backpropagation 
network or DGBPNN as the model proposed for avoid-
ing prediction risks that are inherent in deterministic 
backpropagation. The model can provide flexibility for 
a deterministic BPNN to cope with rainfall-runoff and 
improve its adaptability. Although a BPNN is still viable 
to be applied in streamflow forecasting, this model 
needs to be improvized to achieve better accuracy [19].
NNARX is a recent method in the field of flood fore-
casting, which has been proven to yield excellent re-
sults. It became well known in time series forecasting, 
mainly when handling environmental data, such as 
solar and wind. Thus, this current study intended to 
understand its capabilities and limitations when deal-
ing with environmental data. In a sunspot forecasting 
study, the results were focused more on prediction sys-
tem accuracy. The NNARX neural network was proven 
to give greater accuracy compared to backpropagation 
and autoregressive integrated moving average (ARIMA) 
methods [20]. A comparison between seasonal autore-
gressive integrated moving average (SARIMA), NNARX, 
and BPNN models in forecasting network traffic showed 
different outcomes [21]. The SARIMA method obtained 
an accurate result, with the mean square error (MSE) of 
0.064, but the BPNN and NNARX models are more accu-
rate. The MSE values for NNARX and BPNN demonstrat-
ed that NNARX has better performance and has suc-
cessfully supported time series datasets, with the MSE 
of 0.006717, while the MSE for the BPNN was 0.009424. 
The NNARX model was also implemented in another 
river forecasting study in Malaysia, and based on their 
results, the implementation was successful. Based on 
flood water level prediction for the Pahang River Ba-
sin using NNARX [22], the model was able to validate 
and test a 3-hour prediction time, with a 0.1087 RMSE. 
NNARX was also applied in flood prediction in Kedah, 
another state in Malaysia. The flood water level data are 
highly nonlinear and the neural network is an effective 
technique that could be used. Based on four inputs, the 
model predicted the outcome of downstream flood lo-
cations, with the MSE of 0.0067 [23]. NNARX was tested 
on the Kelantan River and its performance was evalu-
ated based on the MSE. The model with the best per-
formance has seven neurons with five delays, with the 
MSE value of 1.41319, which was acceptable in water 
level prediction [24]. Overall, NNARX is a suitable pre-
dictor that can be further studied.
In recent years, several methods, such as ANFIS and 
a genetic algorithm-neural network have been com-
bined to cope with non-linearity and data extremity 
problems. Thus, researchers have been trying to devel-
op a hybrid model that can minimize these errors, and 
combining these methods with the wavelet decom-
position technique is one of them. This technique was 
implemented in a study on Thailand tourism forecast. 
This study used hybrid wavelet decomposition and 
the NNARX neural network to predict tourist arrivals to 
the country. Nonlinearity of tourism can seriously af-
fect forecast computation. Based on the results, it was 
concluded that NNARX alone can perform better than 
the BPNN, the recurrent neural network (RNN), and the 
general regression neural network (GRNN), with 26% 
accuracy improvement. Meanwhile, the system was 
improved by 63% when discrete wavelet decomposi-
tion was added to the NNARX model [25]. Research into 
hybrid intelligence in short-term load forecasting has 
also proven that a combination of wavelet and neural 
networks can affect forecast outcomes [26]. The results 
of non-wavelet and wavelet-based forecasting models 
are compared in that paper. A wavelet neural network 
(WNN) has the lowest MAPE value compared to other 
non-wavelet counterparts. The data were smoothened 
by removing high-frequency components. The analysis 
results showed improvements in the performance and 
less training time. The wavelet-based method achieved 
a lower percentage, except during spring, which was 
0.015 higher than during other seasons. Apart from the 
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combination with ANN models, some studies imple-
mented wavelet decomposition with the SVM. This ap-
proach was used for optimal wavelet packet decom-
position combined with the SVM to predict variable 
bit rate video traffic [27]. The results showed that the 
proposed model can predict hundreds of consecutive 
video frame values and it has increased the predic-
tion precision when compared to the SVM alone. The 
result also showed that the algorithm has increased 
the prediction precision when compared to the tra-
ditional method. This concept of combining different 
methods has been applied in hydrology studies. One 
of them was river stage forecasting by using wavelet 
packet decomposition, with the ANN and ANFIS. Both 
methods were compared to their counterparts of the 
normal ANN and ANFIS. Both methods outperformed 
the traditional methods. These results indicated that 
these combinations can be used as an effective tool 
for river forecasting, whereby the MSE for the wavelet-
ANN and the wavelet-ANFIS was 0.0036 and 0.0002, 
respectively [28].
In this current research, the focus was on NNARX 
as a predictor. Based on the previously discussed lit-
erature findings, NNARX would be able to outperform 
other methods in time series forecasting. NNARX 
performances were also found to differ in each re-
search on river flood prediction in Malaysia. Shakila 
et al. used the NNARX model to predict flood at the 
Kelantan River and achieved the MSE of 1.4139 [24]. 
Meanwhile, Ruslan achieved the MSE of 0.00004489 
by using NNARX on the Muda River in Kedah [23]. Dif-
ferent values obtained by these studies, other than 
locations, could be due to a data sample. NNARX in 
Kelantan used an hourly interval for two years of data 
collected from 2013 to 2014. Meanwhile, NNARX in 
Kedah used a 10-minute interval for 3 days. Hence, 
this current research aimed to uncover the capabili-
ties and limitations of NNARX and determine whether 
it can be improved by adding wavelets.
2. METHODOLOGY
In flood prediction, the parameters that need to be 
considered are the rainfall value from the surrounding 
area, the river flow rate upstream, and the water level 
of the targeted downstream river. Flood factors and 
patterns have been studied, as well as neural networks 
and wavelets. The prediction models used were the 
backpropagation neural network and the nonlinear au-
toregressive exogenous input neural network. Wavelet 
decomposition was added to NNARX to improve the 
result of the model. Neural network software for flood 
prediction was developed by using MATLAB. Figure 1 
shows the proposed block diagram, starting from the 
input data to the result. 
Figure 1: Block diagram of the model
2.1. INPUT IDENTIFICATION AND DATA 
 SELECTION
Data were obtained from the Department of Irriga-
tion and Drainage Malaysia (DID). This department is 
responsible for monitoring and measuring input pa-
rameters from rivers for the entire country. The data 
obtained covered the period from 2009 to 2015 in the 
form of hourly intervals. The study focused on the data 
collected in a two-month period, i.e., from 1.00 am on 
1/11/2013 to 12.00 am on 31/12/2013. To better under-
stand the prediction model, a fuzzy logic-based real-
time flood forecasting system for the Narmada River 
in central India was studied. The input used to forecast 
the event was hourly rainfall and discharge data (flow 
rate) [31]. The model in this research was focused on 
five different inputs and one output. The first three in-
puts came from three river water discharges located 
at the Lebir River, the Galas River, and the Sokor River. 
Meanwhile, the other two inputs were the rainfall val-
ues for Kuala Nal Plantation and Kenneth Plantation. 
The output of this system was the downstream water 
level of the Kelantan River. Briefly, this system is sup-
posed to predict the outcome of the Kelantan River 
by analysing the input behaviour of rainfall and water 
discharges upstream. The selection of the inputs was 
based on their relations and connections to the Kelan-
tan River [2]. 
Figure 2: The area of study
Figure 2 shows the map of the Kelantan River, as this 
model was focused on single-point prediction of the 
river at the Guillemard Bridge water level station. The 
water level station is the first station along the Kelan-
tan River flowing downstream. The Galas and Lebir riv-
ers are both upstream and play a significant role in the 
occurrence of flood since any changes there can affect 
the outcome downstream. The Galas River and the Leb-
ir River merge in Kuala Krai and flow into the Kelantan 
River. Input from Sokor River, and rainfall inputs from 
Ladang Kenneth and Ladang Kuala Nal were additional 
inputs to improve system accuracy. The Kelantan River 
is located in Tanah Merah, and its normal depth is 10 
m. The alert level is estimated at 12 m and the danger 
level is at 16 m, as shown in Figure 3.
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Figure 3: Water level condition [4]
According to the data obtained from the DID, under 
normal water level circumstances, the rainfall value is usu-
ally low or there is no rainfall at all. The flow rate was with-
in 27.0–200.0 m3/s for Lebir, 93.5–400.0 m3/s for the Galas 
River, and 4.3–12.0 m3/s for the Sokor River. These data 
were collected for the months March-September, when 
rain was infrequent due to the west coast monsoon. How-
ever, in this period, increased rainfall was recorded in the 
major part of the west coast of Malaysia [1]. The alert level 
usually occurs during the northeast monsoon season, i.e., 
from October to March on the east coast of Malaysia. The 
alert level of the Kelantan River ranges from 12 m to 16 
m. The danger level of the Kelantan River can exceed 16 
m. The discharge value is extremely high as this value can 
reach up to 2,200 m3/s for the Lebir River, 2,556 m3/s for 
the Galas River, and 354.42 m3/s for the Sokor River, which 
usually takes place during the northeast monsoon season. 
The danger level is not usually reached every year, but it 
did occur in 2014, 2007, and 2004. For Kelantan, flooding 
is common only during the northeast monsoon season, 
while the water level is normal for the rest of the year.
The range of data could also play a vital role in the 
neural network. A small data set could give lower per-
formance compared to a larger data set. In this study, 
data selection was focused on November and Decem-
ber during the northeast monsoon season. From Janu-
ary to October, the water level is not heavily affected by 
the monsoon; hence, there is no record from the DID. The 
2013 data were selected because they showed one-year 
data before the massive flood of 2014. This collection was 
chosen to better understand flood patterns in Kelantan. 
An article in the local newspaper [32] identified excessive 
deforestation as the reason behind the massive flood in 
2014. This was an external factor that could not be taken 
into account in this research. The 2013 data helped this 
research to investigate whether the prediction model can 
be improved before the event. The proposed model was 
not tested using other years because they did not exhibit 
a distinct difference in flood patterns like the 2013 data. 
The data set consisted of 1,469 items, starting from 1.00 
am on 1/11/2013 until 12.00 am on 31/12/2013. The col-
lected data were divided into two parts, namely 70% of 
data were allocated to training and 30% to testing.
2.2. NEURAL NETWORK MODEL
In a neural network model, the input layer is a layer 
that communicates with the external environment that 
will present a pattern to the network itself. The output 
layer will present a pattern to the external environ-
ment. The number of output neurons should be direct-
ly related to the type of work the neural network is to 
perform. The hidden layer is the collection of neurons 
that has an activation function. The MATLAB neural 
network was used to predict the water level of the river.
2.2.1. BACKPROPAGATION NEURAL NETWORK
The BPNN can be divided into two phases, i.e., propa-
gated and weight update. The first process was con-
ducted by forwarding propagation of the input from 
the input layer to the output layer through the hidden 
layer. Propagation generates deltas, where the differ-
ence between the targeted and the actual output can be 
seen. The second part of the process was weight update, 
where the output delta and input activation were multi-
plied to find the gradient of the weight. In this research, 
the BPNN model acted as a reference for the selection of 
training functions and the number of hidden neurons. 
As for the training function, the Levenberg-Marquardt 
algorithm is commonly used in neural networks. The 
literature review has highlighted that Levenberg-Mar-
quardt is undoubtedly superior compared to other al-
gorithms. However, researchers have recently applied 
Bayesian regularization as the training function. Some 
research results showed improvements when using 
Bayesian, while others did not. Thus, this research used 
the BPNN as a reference model in selecting the training 
function before proceeding with a comparative study 
with NNARX. In terms of selecting a hidden number of 
neurons, no specific method is available for determining 
a suitable number of hidden neurons. A review article on 
selecting hidden nodes [33] and a technique proposed 
by [34] were used to calculate the specific number [34]. 
Based upon these two papers, this research hypotheti-
cally assumed that the number of best hidden neurons 
range between 6 and 10. 
2.2.2. NEURALNETWORK AUTOREGRESSIVE WITH 
  EXOGENOUS INPUT (NNARX)
Derived from the autoregressive model with exoge-
nous input (ARX), NNARX is a recurrent neural network. 
It uses a feedback loop that adds to the feedforward 
neural network architecture. The predicted quantity is 
regressed on past values of the output parameter and 
exogenous input parameters. This network consists of 
two layers of the feedforward network. The activation 
function is a sigmoid function in the hidden layer and a 
linear function in the output layer.
NNARX can be expressed as follows:
(1)
where:
u: data set to predict,
n: past values predicted by the model,




y(n) and u(n): external output and input of the 
 network at time n, and
f: nonlinear function.
Figure 4 shows the NNARX model structure applied in 
this research. NNARX is characterized by a delay struc-
ture, where it creates embedded memory within the 
network itself and it is an important part of NNARX. The 
concept of delays refers to how many time-steps in the 
past have been incorporated into the model. The re-
gressed data act as new input signals for the model by 
knowing its previous output. Table 1 explains NNARX 
structure parameters developed in this research.
Table 1: NNARX structure parameters
Network Configuration [5,11,1] ‘Tansig’,’Purelin’
Learning rate 0.1
Learning algorithm Bayesian regularization backpropagation
No. of epochs 10000
Training pattern 1029
Testing pattern 440
No. of variables 5
2.2.3. WAVELET-NNARX MODEL
As shown in Figure 5, this research was focused on 
the wavelet decomposition data. The selected data 
were decomposed or filtered through a wavelet sys-









Figure 5: Wavelet decomposition
A large body of research has tried this approach in dif-
ferent fields. The flow of research is as shown in Figure 6 
using the top-down design flow for the proposed mod-
el. Flood factors and patterns were analysed, followed 
by neural networks and wavelets. Each of the input 
data was processed through wavelet decomposition. 
Thus, every data from the same level of data decom-
position was selected and fed as a new input for the 
neural network. This process differs from the normal 
process, where the neural network uses the original 
data. The new data that went through wavelet decom-
position acted as the new data for the model. The data 
from wavelet decomposition has a smooth-like pattern 












Data selection and pre-
processing
Start
Figure 6: Flowchart of the proposed model
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When the data have been decomposed via a wavelet, 
the new filtered data were fed into the NNARX model 
as the new input replacing the original data. The Haar 
transform generated approximation and details. The ap-
proximation can be calculated as shown in equation (2):
(2)
The details are as given in equation (3):
(3)
Wavelet decomposition is based on the level; thus, as 
the level increases, more data are filtered out. Level 2 
Haar transform decomposition can defined as follows:
(4)
Table 2 gives the original data used for the normal 
neural network process in NNARX and the BPNN. The 
original data went through the normal prediction pro-
cess, where all five data sets consisted of the Galas, 
Lebir, and Sokor river flow rates, with Ladang Kuala Nal 
and Kenneth rainfall data. Table 3 presents data gener-
ated from wavelet decomposition. Only approximation 
was used for new data as the details were removed. The 
value obtained from the wavelet was calculated by us-
ing the previous equation (2).
3. RESULTS & DISCUSSION
The performance index of the model was based on 
the mean square error (MSE) value. The BPNN model 
was used as the reference to identify suitable training 
functions and hidden neurons. NNARX was tested with 
different values of delays to determine the impact of 
Data 1st hour 2nd hour 3rd hour 4th hour 5th hour 6th hour 7th hour 8th hour 9th hour 10th hour
Galas 646.9 671.7 696.7 719.5 738.9 753.7 763 770.3 775.5 777.5
Lebir 255.1 250.7 242.5 242.5 240.6 239.4 237.5 236.3 235 233.1
Sokor 17.08 17.47 18.52 19.81 21.38 23.25 25.02 26.09 26.8 27.26
Kuala Nal 5.9 1.3 2.7 1.1 1.7 0.3 0.4 0.4 1.1 0.1
Kenneth 4.2 3.3 3.4 1.3 0.7 0.4 0.2 0.2 0.7 0.4
Table 2: Original data used in the normal neural network






Table 4: Performance difference between the BPNN 
and NNARX
Figure 7 shows the regression of the BPNN model. 
Regression analysis is a set of statistical processes for 
estimating the relationships between variables. 
The regression was divided into three parts; i.e., train-
ing, testing, and the overall value. Regression specifica-
tion performance was based on the result closer to the 
value of 1, i.e., the closer the result to 0, the better. The 
regression value achieved for training was 0.99055, the 
value for testing was 0.98008, and the overall regression 
value was 0.98863. Some of the obtained data were far 
from the fit line. Figure 8 shows regression analysis for 
the NNARX model. The graph shows that the NNARX 
model was able to achieve higher MSE values com-
pared to the BPNN model. The data that reached the 
fit line were also greater than the data obtained by the 
BPNN. The data achieved for training and testing were 
0.99999 and 0.99991, respectively, while 0.99998 was 
the overall value. These results showed that NNARX is 
Data 1st hour 2nd hour 3rd hour 4th hour 5th hour 6th hour 7th hour 8th hour 9th hour 10th hour
Galas 659.3 659.3 708.1 708.1 746.3 746.3 766.6 766.6 776.5 776.5
Lebir 252.9 252.9 244.4 244.4 240.0 240.0 236.9 236.9 234.0 234.0
Sokor 17.2 17.2 19.1 19.1 22.3 22.3 25.5 25.5 27.0 27.0
Kuala Nal 3.6 3.6 1.9 1.9 1.0 1.0 0.4 0.4 0.6 0.6
Kenneth 3.7 3.7 2.3 2.3 0.5 0.5 0.2 0.2 0.5 0.5
their increase on the outcome. The two neural network 
models were compared and the best model was com-
bined with wavelet decomposition, in which NNARX 
performed better than the BPNN. A combined model 
was developed based on hourly predictions on both 
NNARX and the BPNN.
3.1. COMPARISON OF NNARX AND THE BPNN
Table 4 shows different MSE values obtained by the 
two methods. In terms of MSE values for training and 
testing, there is an apparent gap between these meth-
ods. The NNARX method has outperformed the BPNN 
in water level prediction referring to the Kelantan River. 
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superior to the BPNN model. The NNARX model was 
then combined with wavelet decomposition to further 
study the impact of the proposed model.
Figure 7: Regression analysis of the BPNN model
Figure 8: Regression analysis of the NNARX model
3.2. WAVELET DECOMPOSITION
Wavelet decomposition was divided into approxi-
mation and details data, and the higher the level, the 
more the data were decomposed. Table 5 shows the 
relationships between the data and the wavelet level. 
In the early level ranging between 1 and 4, the decom-
position effect was positive, which showed that more 
unnecessary data were filtered out. It can be observed 
that the best performance was achieved at the 4-level 
decomposition. However, when the model exceeded 
level 4, the MSE values began to increase, indicat-
ing that more data had to be filtered out. This condi-
tion turned the data into a smooth-like pattern, which 
caused the model to predict the original data.













Table 5: Wavelet level decomposition
Figure 9 shows a regression graph of the proposed 
model. The training regression value was 0.99997, 
which was slightly lower than the normal value of the 
NNARX model, i.e., by 0.00002. Meanwhile, for the test, 
the model improved by 0.00007 compared to the nor-
mal NNARX model. Overall, the regression value ob-
tained by the proposed model was slightly lower, i.e., 
by 0.00001. This difference is quite small to even be 
compared, but by adding wavelet decomposition, it 
was possible to improve testing of the model.
Figure 9: Regression analysis of wavelet 
decomposition - NNARX
3.4. COMPARISON OF NORMAL AND 
 WAVELET-ADDED MODELS 
Table 6 shows a comparison of the model with the 
wavelet added and the BPNN and NNARX models. In 
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addition to regression analysis, the MSE values were 
also taken into consideration. The NNARX model 
showed great performance during training. However, 
its performance was decreased during testing. This ob-
servation shows that normal NNARX performed well, 
but improvement was necessary, especially during 
the testing period. A combined model was also imple-
mented into the BPNN. As such, it became a wavelet 
decomposition-BPNN model. The reason for conduct-
ing this test was to determine whether the addition 
of wavelet decomposition will affect other neural net-
work techniques. The outcome of the combined model 
proved to be positive. Both MSE values for NNARX and 
the BPNN increased in training and testing. Meanwhile, 
regression analysis showed that the proposed model 














Wavelet BPNN 3.7768.e-2 6.8299e-2 0.99265
Normal BPNN 5.7863e-2 1.5735e-1 0.98863
Table 6: Comparison of models with wavelet 
addition.
4. CONCLUSION 
In conclusion, the aim of this research was to compare 
the river flood water level prediction system in Kelan-
tan by using the neural network autoregressive with 
exogenous input and neural network backpropaga-
tion. A combination of wavelet decomposition and the 
NNARX neural network improved system accuracy. The 
proposed neural network system was able to analyse 
the flood pattern of the Kelantan River and develop a 
water level prediction model of the river based on the 
data input obtained. In this study, MATLAB software was 
used to develop a neural network water level prediction 
system. The best neural network was selected based on 
its performance by using the lowest means square error 
(MSE) and regression values. A large difference in NNARX 
and BPNN MSE values has shown that NNARX has out-
performed the BPNN. To access the abilities of wavelet 
decomposition, it was combined with NNARX. Although 
the difference was indistinctive, the MSE testing phase 
was improved by the proposed model. In comparison, 
the normal model showed better performance in the 
training phase, but was lagging behind in the testing 
phase. Meanwhile, the training and testing performance 
of the proposed model showed only a slight difference. 
Wavelet decomposition was combined not only with 
NNARX, but also with the BPNN. The forecast of the 
wavelet decomposition-BPNN model was improved 
compared to the normal BPNN forecast. Thus, future 
work is recommended to improve a wavelet decomposi-
tion and neural network combination to achieve better 
accuracy.  This system can also be developed to test the 
input of a real-time system, where rainfall and the flow 
rate are measured in real-time and tested in the neural 
network system. Despite a large number of Malaysian re-
searchers trying to discover a method to develop better 
forecasting models, there is still room for improvement 
in future studies.
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