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Kurzzusammenfassung
In der mittleren und oberen Atmosphäre spielen atmosphärische solare Gezeiten eine
wichtige Rolle für die Dynamik und den Vertikaltransport von Energie und Impuls aus
der Stratosphäre. Angeregt werden sie primär durch Absorption solarer Strahlung in der
Troposphäre und Stratosphäre. Dabei entsprechen die Perioden der solaren Gezeiten den
harmonischen Anteilen der täglichen Variation solarer Strahlung. Mittlerweile sind die
täglichen, halbtägigen und dritteltägigen Gezeiten relativ gut erforscht, was bei der vier-
teltägigen Gezeit nicht der Fall ist. Die Informationen über diese Gezeit sind bislang ru-
dimentär vor allem bzgl. einer globalen Klimatologie als auch der Details über möglichen
Anregungsmechanismen und Wechselwirkungen. Dies ist darauf zurückzuführen, dass die
Amplituden sehr klein sind und eine hohe zeitliche Auösung für die Analyse benötigt
wird. Die vierteltägige Gezeit wurde bislang von bodengebundenen Instrumenten und mit
Fernerkundungsgsmethoden beobachtet, welche bislang lediglich einen räumlich und zeit-
lich begrenzten Überblick über die vierteltägige Gezeit boten. Da es nicht möglich ist die
Beiträge der einzelnen Anregungen zu messen, muss sich numerischer Modelle als mächti-
ges Werkzeug bedient werden. Mit numerischen Modellen ist es möglich die verschiedenen
Anregungsmechanismen zu separieren und ihre Beiträge für die vierteltägige Gezeit zu
analysieren. Modellstudien lieferten bislang kein umfassendes Bild der QDT und berück-
sichtigten auch keine vierteltägige Schwerwellenanregungen. Diese Arbeit soll das Wissen
zu diesem Thema erweitern, indem ein nichtlineares, mechanistisches, globales Zirkula-
tionsmodell genutzt wird. Es wird eine umfassende numerische Studie durchgeführt, um
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die Wichtigkeit und das Zusammenspiel der drei vierteltägigen Anregungsmechanismen zu
untersuchen, das sind die direkte solare Anregung, nichtlineare Wechselwirkung zwischen
Gezeiten und Schwerewellen-Gezeiten-Wechselwirkungen. Erstmalig werden Anregungs-
terme, die über die Erwärmungsraten hinausgehen, selbst analysiert und quantiziert
und die Wechselwirkungen der vierteltägigen Gezeiten aus den unterschiedlichen Quellen
untersucht. Darüber hinaus werden verschiedene Gezeitenmoden untersucht, um Inter-
aktionen der vierteltätigen Gezeit aus den unterschiedlichen Anregungsmechanismen zu
identizieren. Darüber hinaus werden mit Hilfe der theoretischen Hough-Moden diejeni-
gen Moden der vierteltägigen Gezeit abgeleitet, die in den Modellsimulationen maÿgeblich
für die meridionale Struktur verantwortlich sind. Diese aufwändige und umfassende Mo-
dellstudie analysiert die Anregungsmechanismen und deren Interaktion der vierteltägigen
Gezeit. Die Arbeit hilft somit das Verständnis über die Wellenausbreitung der mittleren
Atmosphäre auf ein neues Niveau zu heben.
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Abstract
In the middle and upper atmosphere atmospheric solar tides play an important role in the
dynamics and vertical transport of energy and momentum from the stratosphere. They
are primarily excited by absorption of solar radiation in the troposphere and stratosphere.
The periods of the solar tides correspond to the harmonic components of the daily varia-
tion of solar radiation. Meanwhile, the diurnal, semidiurnal and terdiurnal tides have been
relatively well studied, which is not the case with the quarterdiurnal tide. The knowledge
about this tide is so far rudimentary, especially with regard to global climatology and
details of possible excitation mechanisms and interactions. This is due to the fact that
the amplitudes are very small and a high temporal resolution is required for the analy-
sis. The quarterdiurnal tide has been observed by ground-based instruments and remote
sensing methods, which until now have only provided a spatially and temporally limited
overview of the quarterdiurnal tide. Since it is not possible to measure the contributions
of the individual excitations, numerical models must be used as a powerful tool. With
the numerical models it is possible to separate the dierent excitation mechanisms and
to analyse their contributions for the quarterdiurnal tide. Model studies so far did not
provide a comprehensive picture of QDT and did not consider QDT gravity wave excita-
tion. This work is intended to extend the knowledge on this topic by using a nonlinear,
mechanistic, global circulation model. A comprehensive numerical study will be carried
out to investigate the importance and the interaction of the three quarterdiurnal exci-
tation mechanisms, i.e. direct solar excitation, nonlinear tidal interactions and gravity
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wave tidal interactions. For the rst time, excitation terms beyond the heating rates will
be analyzed and quantied and the interactions of the quarterdiurnal tides from dierent
sources will be investigated. Furthermore, dierent tidal modes will be investigated to
identify quarterdiurnal tide interactions from the dierent excitation mechanisms. Fur-
thermore, the theoretical Hough modes are used to derive those quarterdiurnal modes
that are signicantly responsible for the meridional structure in the model simulations.
This elaborate and comprehensive model study analyses the excitation mechanisms and
their interaction of the quarter-day tide. The work thus helps to raise the understanding
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1. Tides in the Middle Atmosphere -
An Introduction
Middle Atmosphere
The middle atmosphere includes the area from the tropopause to the lower thermosphere.
The temperature prole is characterized by three layers. Above the tropopause the strato-
sphere is located with an increase of temperature in the middle stratosphere due to the
absorption of solar ultra violet (UV) radiation by ozone. The temperature reaches a max-
imum at 50 km altitude, the stratopause. In the overlying mesosphere, the temperature
decreases again up to a altitude of 85 km, where the temperature minimum marks the
mesopause. The lowest temperatures are reached in the summer polar mesopause, which
is due to the adiabatic cooling during large-scale ascents of the air masses. In winter, a
warming in the polar regions is detected by the sinking of the air masses. The thermo-
sphere is located above the mesopause. The temperature in this region increases strongly
by the UV absorption of molecular oxygen and to a much lesser degree by the Rayleigh
friction. The temperature climatology from CIRA 86 is shown in Fig. 1.1a for January
after Fleming et al. (1990). The characteristic prole of the zonal mean zonal wind of the
middle atmosphere results mainly from the thermal wind equation. The climatology of
the zonal wind is represented by CIRA 86 in Fig. 1.1b for January. The wind systems
are opposite in the hemispheres in summer and winter. In the troposphere the westerly
wind jets of the midlatitudes are shown. Above these, up to approximatly 90 km, the
summer easterly wind jet is located in the stratosphere and mesosphere at up to 60ms−1.
In the winter hemisphere the westerly wind jet reaches up to 100 km and 100ms−1. Again
there is a wind reversal above 100 km with westerly wind in the summer hemisphere and
easterly wind in the winter hemisphere up to 120 km altitude.
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a) b)
Figure 1.1.: CIRA 1986 climatology of zonal mean temperature (a) and zonal wind (b) in
January after Fleming et al. (1990).
Waves in the Middle Atmosphere
The cause for this are atmospheric waves, which are ubiquitous in the middle atmosphere.
The amplitudes of the atmospheric waves increase with decreasing density. In the upper
atmosphere, there are damped by molecular diusion. The atmospheric waves can be
divided into dierent types depending on their scale. Small-scale waves, such as the
internal gravity waves (GWs), are generated by the topography, instabilities in the at-
mospheric stratication and achieving the balance between buoyancy and gravity. Large
scale waves, such as Planetary waves (PWs) and atmospheric tides exist as well. PWs,
also called Rossby waves, are global normal modes that are caused by the beta-eect.
The beta-eect describes the northerly gradient of potential vorticity.
Tides in the Middle Atmosphere
Atmospheric tides arise as a result of thermal heating of the atmosphere through the daily
cycle of solar radiation. Another source of atmospheric tides is also the gravitational force
of the moon, with the eect of the moon being much weaker on the atmosphere than on
the ocean. The dynamics of the upper mesosphere and lower thermosphere (MLT) are
strongly inuenced through atmospheric waves, especially solar tides (Forbes, 1982a,b;
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Forbes et al., 1994; Manson et al., 1989; Hagan et al., 1995; Jacobi et al., 1999; Pancheva
et al., 2002; Yi§it and Medvedev, 2015). Tides are global-scale oscillations with periods of
a solar day (24h) and its harmonics (12h, 8 h, 6 h), which mainly result from absorption of
solar radiation by water vapor in the troposphere and ozone in the stratosphere (Chapman
and Lindzen, 1970; Andrews et al., 1987; Xu et al., 2012). Because of the decrease of
density and conservation of energy, the tidal amplitudes increase with height (Chapman
and Lindzen, 1970; Andrews et al., 1987) and reach a maximum in the MLT region before
they dissipate. Tides with larger periods like diurnal tides (DTs), semidiurnal tides (SDTs)
and terdiurnal tides (TDTs) usually have larger amplitudes than short-period tides like
the quarterdiurnal tide (QDT). This is why in the past the QDT attracted less attention
than the relatively well understood DT, SDT and TDT. Atmospheric tides can be further
classied into migrating and non-migrating tides. Migrating tides are sun-synchronous,
which means that the harmonics in time and space are equal (Andrews et al., 1987;
Hagan et al., 1995). Non-migrating tides are caused by topography and tropospheric heat
sources, that are geographically xed (Andrews et al., 1987) or nonlinear interactions
between migrating tides (Teitelbaum and Vial, 1991), or between solar tides and planetary
(Beard et al., 1999) or gravity waves (Miyahara and Forbes, 1991). The variation of solar
heating over a day forms the basis of thermally-induced tides. The thermal heating has
its maximum during noon and is zero during the night. This diurnal cycle can for instance
be splitted with a Fourier Transformation into its harmonics with periods of 24 h, 12 h,
8 h, 6 h, etc. These are called diurnal tide (DT), semidiurnal tide (SDT) (Chapman
and Lindzen, 1970; Manson et al., 1989), terdiurnal tide (TDT) (Revah, 1970; Cevolani
and Bonelli, 1985) and quarterdiurnal tide (QDT). This produces waves that propagate
through the atmosphere. Observations show that the SDT has the largest amplitudes
above 100 km in the midlatitudes and equator regions (Chapman and Lindzen, 1970;
Manson et al., 1989). This is also visible in the results of the temperature amplitudes of
DT (Fig. 1.3a, c) and SDT (Fig. 1.3e, g) of the Global Scale Wave Model (GSWM; Hagan
et al., 2001; GSWM, 2020). The DT amplitudes are smaller than the SDT amplitudes
above 100 km but larger below. The wavelength of the tides can be derived directly
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from the phases. Phases are shown in Fig. 1.3b, d for DT and 1.3g, h for SDT in local
time. The wavelength can be determined by determining the vertical distance between
two altitudes with the same phase at one latitude. Recognize that the wavelengths are
shorter for the DT (30 km) than for the SDT (100 km), which is why it is not possible to
generate a DT in the ozone layer of the stratosphere by heating due to absorption of solar
UV radiation. The reason for that is a destructive interference between the troposphere
excited DT and the DT from the ozone layer in the stratosphere (Andrews et al., 1987).
According to GSWM in the mesosphere and lower thermosphere (MLT) region, the DT
reaches the maximum amplitudes in temperature during the equinoxes and above the
equator with 30K in the lower stratosphere at 100 km. In the zonal wind, the maxima of
the amplitudes are in the low latitudes of both hemispheres reach 50ms−1. For the SDT
the GSWM shows the maximum temperature amplitudes at 125 km with 50K and for
the zonal wind at 110 km with 60ms−1. A climatology of the TDT is shown in Lilienthal
et al. (2018) and Lilienthal (2019) from model simulations. The greatest amplitudes in the
MLT region for temperature and zonal wind occurred in April and October in the middle
latitudes and equator between 110 km and 140 km. Temperature amplitudes reached over
12K and those of the zonal wind up to 15ms−1.
At the beginning of the 19th century, Pierre-Simon Laplace rst mathematically described
the horizontal structure of the tides. He focused on the equations describing the motion
of a shallow ocean of constant depth on a rotating planet. Building on this, Hough and
Darwin (1898) used these foundations to adapt them to a spherically stratied atmosphere
on a rotating planet. Thus, all the particles in the system are ecited to carry out a
uniform wave motion, the Eigenfrequencies of the Earth. These frequencies are not the
Eigenvalues and Eigenfunctions for atmospheric tides but the equivalent depths, which
are similar to the ocean depths of Laplace's description. Eigenvalues and Eigenfunctions
solve the Laplace's tidal equation, as an eigenvalue problem. The tidal equation can be
written as (e.g., Andrews et al. (1987)):
LΦ̂ + γΦ̂ = 0 (1.1)
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Φ̂ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Geopotential amplitude
γ ≡ 4Ω2a2/gh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Lamb's parameter




















s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . zonal nondimensionalized wavenumber
σ = 2π/2ΩP . . . . . . . . . . . . . . . . . . . . . . . nondimensionalized frequency parameter in radians
P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . wave period
Ω = 2π/86164 s−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .rotation rate of the Earth
µ = sinφ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .−1 ≤ µ ≤ 1
φ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . latitude
As boundary condition, Φ̂ must be bounded at the poles (µ± 1). Under these conditions,
the Laplace's tidal equation is a Eigenvalue problem for specied s and σ (Andrews et al.,
1987). This problem can be solved numerically for Eigenvalues γ(σ,s)n and Eigenfunctions
Θ
(σ,s)
n , which are called Hough-functions:
LΘ(σ,s)n + γΘ
(σ,s)
n = 0. (1.3)
n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . integer values
Θn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Hough-functions
The Hough-function are the solution of the Laplace tidal equations. At the same time
they describe the meridional structure of the Eigenmodes. The equation for the vertical










W = 0. (1.4)
W . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vertical function
g = 9.81ms−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . acceleration due to gravity
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h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . equivalent depth
N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Brunt-Väisälä frequency
H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . scale height
z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . altitude
















R = 287JK−1kg−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . gas constant for dry air
Figure 1.2.: Normalized Hough modes for the DT (s = 1, n = 1, σ = 12 ) in black, SDT (s =
2, n = 2, σ = 1) in red, TDT (s = 3, n = 3, σ = 32 ) in blue and QDT (s = 4, n = 4, σ = 2) in
green with a latitudinal resolution of 2.5◦.
Examples for the computed Hough functions using the Chebyshev method (Wang et al.,
2016) are shown in Fig. 1.2 for the DT s = 1, n = 1, σ = 1
2
, SDT s = 2, n = 2, σ = 1,
TDT s = 3, n = 3, σ = 3
2
and QDT s = 4, n = 4, σ = 2. These are the rst
symmetric modes for the DT, SDT, TDT and QDT. For the DT (see Fig. 1.3a-d) the
rst symmetric Hough mode explains the global structure of the amplitudes with maxima
at the equator and at low latitudes. The SDT amplitudes from Fig. 1.3e-h cab only
partially be explained by the rst Hough mode, since only the maximum at the equator
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is represented. Therefore, higher Hough modes of SDT will play an important role. The
same applies to the TDT, where the rst Hough mode also just explains the equatorial
maximum, but not the maxima at the midlatitudes. The higher Hough modes with a ner
meridional structure could play a larger role, if the meridional resolution of the model is
higher and could lead to besser meridional structure of the QDT amplitudes.
For the QDT amplitudes a detailed view on a global climatology were necessary, as well
as for the poorly understood forcing mechanisms of QDT. These shortcomings are the
subject of this thesis.





Figure 1.3.: GSWM migrating DT temperature amplitudes (a, e) and phases (b, f) and
migrating SDT temperature amplitudes (c, g) and phases (d, h) for January (a - d) and
April (e - f). Available at GSWM (2020).
2. Quarterdiurnal Solar Tides
For the rst time, Revah (1970) was able to prove QDT in meteor radar (MR) mea-
surements over Garchy, France. Since then, there have been just a few studies on the
characteristics of QDT in the MLT region, mainly from radar and satellite measurements.
Later, further measurement methods and model simulations followed. An overview of the
measuring methods and the results obtained are given below.
2.1. Forcing of Quarterdiurnal Tides
2.1.1. Overview of the dierent Forcing Mechanisms
Andrews et al. (1987) dened atmospheric tides as global-scale oscillations, which can
be divided into migrating and nonmigrating tides. Migrating tides, like DTs, SDTs,
TDTs and QDTs, are mainly caused by the diurnal heating due to the absorption of solar
ultraviolet radiation by atmospheric water vapor and ozone. Andrews et al. (1987) showed
that the DT is mainly forced in the troposphere by the absorption of solar radiation of
water vapor. A forcing by absorption of the solar radiation due to ozone also takes place.
The SDT, on the other hand, is forced in the lower stratosphere due to the absorption
of solar radiation through ozone. The DT amplitudes are smaller as seen in Fig. 1.3
due to destructive interference in the ozone heating region, so that the excitation from
the absorption of solar radiation by water vapor in the troposphere is more eectively.
Troposphere and stratosphere are also important for the solar forcing of the TDT, as
Lilienthal et al. (2018) could show. Generally, as a typical characteristic of solar forced
tides, it can be assumed that the phases are regular and wavelengths are relatively long
(Fellous et al., 1975; Bernard et al., 1981).
Other excitation processes were release of latent heat in clouds and upward propagating
temperature waves from the sensible heat ux of the Earth into the atmosphere (Cevolani
and Bonelli, 1985).
Simulations of gravity wave - tide interactions were performed by Ribstein and Achatz
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(2016), but they did not analyze higher harmonics than the SDT. Liu et al. (2006) as
well showed an interaction between tides and gravity waves from a bicoherence spectrum
analysis. This was mainly found for the upper height gates considered. Lilienthal and
Jacobi (2019) found also interactions between DT, SDT and gravity waves that can force
a TDT. Such analyses have not been carried out for the QDT so far.
Nonmigrating components of the tides or higher harmonics may also arise from nonlinear
interactions. Miyahara and Forbes (1991) demonstrated such a mechanism for the TDT,
but without consideration of the QDT. Liu et al. (2006) showed nonlinear interactions
between atmospheric tides at midlatitude radar measurements. Lilienthal and Jacobi
(2019) also showed that nonlinear interactions between DT, SDT occured. Nonlinear
interactions between DTs, SDTs and TDTs can be an important forcing mechanism of
QDTs, which is suggested by Smith et al. (2004).
2.1.2. Theoretical Consideration of the Nonlinear Forcing
Mechanism
Nonlinear interactions describes an interaction between two primary waves, that produces
secondary waves. These secondary waves are the sum or dierence of the primary frequen-
cies and wavenumbers (Beard et al., 1999). The model after Beard et al. (1999) describes
nonlinear terms as quadratic system. A signal y1(t) has also to pass through a quadratic
system y2(t) = y1(t) + αy21(t) with α as a constant. The signal is dened as:
y1(t) = A1cos(ω1t+ ψ1) + A2cos(ω2t+ ψ2) (2.1)
Together with the quadratic system this results in:
y2(t) = A1cos(ω1t+ ψ1) + A2cos(ω2t+ ψ2)
+ 0.5{A21[1 + cos(2(ω1t+ ψ1))] + A22[1 + cos(2(ω2t+ ψ2))]
+ 2A1A2[cos((ω1 + ω2)t+ (ψ1 + ψ2))] + 2A1A2[cos((ω1 − ω2)t+ (ψ1 − ψ2))]} (2.2)
Ai . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . amplitude of wave i
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ωi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . angular frequency of wave i
t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .time
ψi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .phase of wave i
Fig. 2.2 consists of three terms that describe the possible nonlinear interactions. The
amplitudes from this equation should not be assumed to be exact, since these equations
only describe the general mechanism of the interactions, but do not take into account the
wave propagation. In the rst term, waves are self-excited that have the same frequencies
as the primary waves. The second term describes the doubling of the frequency of the
secondary waves from the primary waves and in the third term secondary waves are
excited, which have a frequency that results from the sum or the dierence of the primary
waves. This results in the following options to excite a QDT (Forbes et al., 2008):
cos(2Ωt+ 2ϕ)︸ ︷︷ ︸
migrating SDT
· cos(2Ωt+ 2ϕ)︸ ︷︷ ︸
migrating SDT
⇒ cos(4Ωt+ 4ϕ)︸ ︷︷ ︸
migrating QDT
+... (2.3)
cos(Ωt+ ϕ)︸ ︷︷ ︸
migrating DT
· cos(3Ωt+ 3ϕ)︸ ︷︷ ︸
migrating TDT
⇒ cos(4Ωt+ 4ϕ)︸ ︷︷ ︸
migrating QDT
+... (2.4)
ϕ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . longitude
Equations 2.3 and 2.4 give no information about the amplitudes. But it follows from
there two equations that a QDT can only arise through a nonlinear interaction between
DT and TDT or two SDTs, whereby the wavenumber results from the sum of the
respective primary waves.
Such nonlinear interactions could be veried by Smith et al. (2004) in model simulations.
Evidence in radar or satellite measurements is still pending. Smith et al. (2004) used
the ROSE model to carry out simulations for the QDT between 80 km and 100 km. The
model included solar and nonlinear forcing of tides and the gravity wave interaction
with tides. DT and SDT are used for the lower boundary conditions by the Global
Scale Wave Model (GSWM, 2020), the QDT is forced directly. Smith et al. (2004)
showed the annual QDT amplitudes for the reference run, for the simulation without
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solar forcing of the QDT and for the run without boundary forcing of all tides except
the QDT. All three runs show maxima in autumn and winter months and minima in
spring and summer. It is interesting that for the simulation without nonlinear forcing,
the amplitudes in all seasons are minimally larger than in the reference run. This leads
to a decrease of the QDT amplitudes in the reference run from nonlinear interaction.
This indicates interference between the dierently excited QDT. But note, that the
nonlinear interactions play an important role in the dynamics of the middle atmosphere
and possible also for the appearance of the QDT.
In addition, the vertical wavelength of the nonlinear forced QDT can be calculated after
Younger et al. (2002) and Deepa et al. (2006), which applied this for the TDT. For the









λ6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vertical wavelength of the QDT
λ8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vertical wavelength of the TDT
λ12 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vertical wavelength of the SDT
λ24 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vertical wavelength of the DT
For the interaction between DT and TDT, the vertical wavelength can be calculated
according to equation 2.5 and for the interaction between two SDT according to equation
2.6.
2.2. Observations and Model Study of the QDT
As described in the chapter 2.1 about the forcing of the QDT, the solar, nonlinear and
gravity wave forcing of the QDT exists. The QDT, which is excited by the individual
forcings cannot be measured, only the result of all forcings together. For the investigation
of the MLT region there are dierent possibilities.
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Radar Measurements
One option is the RADAR (=RAdio Detection And Ranging). Radio waves are emitted
into the atmosphere, which are scattered due to refractive index variations caused by
electron density and electrons. For example, electrons are formed in the tail when meteors
(meteor radar) burn up in the upper atmosphere. Free electrons occur in the ionosphere
and also scattered the waves from the radar. The scattered wave is then detected by
the radar. From the obtained information, distance, angle and velocity of the ion /
electron can be determined. With the MR method, the reection takes place at the
ionisation traces and not at the free electrons. The MR method provides information
at an altitude of 80 - 100 km, with the MFR method in altitudes of 60 - 100 km. Based
on long-term measurements of MR wind data from Collm (51◦ N, 13◦ E) and Obninsk
(55◦ N, 37◦ E), Jacobi et al. (2017b) carried out trend studies and compiled a climatology
of the QDT amplitudes in the zonal and meridional wind. The QDT amplitudes reached
their maximum above Collm in the autumn and winter months, as well as in April. In the
altitude range of 82 km to 97 km, an increase in amplitude with altitude was observed.
The long-term trend at both stations generally shows an increase in QDT amplitudes,
which was signicantly positive in November, January, February and April and May.
Guharay et al. (2018) evaluated three dierent MR measurements in the MLT region
over Brazil. They were able to nd the largest QDT amplitudes in the zonal wind in late
summer and autumn and a vertical wavelength of 20 km. Jacobi et al. (2017b) could prove
similar vertical wavelengths in summer. Liu et al. (2020) investigated three dierent MR
measurements in the southern midlatitutdes between 2005 and 2018. QDT amplitudes
between 0.5 ms−1 and 4 ms−1 were measured. The largest amplitudes were seen during
the winter months (June-August) and the smallest amplitudes during the summer months.
Further meteor radar measurements, which could prove a QDT, were carried out by Liu
et al. (2006) in China and by Kovalam and Vincent (2003) in Australia. Smith et al.
(2004) studied meteor radar wind observations from Esrange (60◦ N, 21◦ E), which shows
the largest QDT amplitudes in winter with smaller amplitudes at the lower latitudes. In
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addition to their radar measurements, Smith et al. (2004) conducted a model study, in
which they found a non-linear interaction between DT and SDT, which again forced a
QDT. Jacobi et al. (2018) found something similar with a bispectral analysis.
LIDAR and Airglow Measurements
Another measuring system is LIDAR (= LIght Detection And Ranging), which uses a
laser beam instead of a radio wave. The lidar has the advantage over the radar that
it has a higher vertical and temporal resolution and can measure from the ground up
to the MLT region. Other ground-based instruments measure airglow emission, which
describe mesospheric temperature variability. Measuring systems can also be housed in
satellites in order to be able to create a global climatology. This has the limitation of a
lower temporal resolution. Thus, day to day variations and small uctuations can not be
resolved for a particular location from satellites. Using lidar temperature measurements,
She et al. (2002) studied the MLT region in Fort Collins (41◦ N, 105◦ W) and also found
a QDT. In the airglow intensities and temperatures in the winter of the southern polar
mesopause region, Sivjee and Walterscheid (1994) discovered a QDT oscillation. This
QDT is excited from absorption of solar radiation from stratospheric ozone or a nonlinear
interaction between migrating tides in the lower atmosphere.
Thermosphere and Ionosphere Measurements
In 1988, Tong et al. (1988) showed, based on measurements of the electron density of the
ionosphere, that a signature of QDT was present in the winter above Arecibo. Morton
et al. (1993) later found, also for Arecibo, that the QDT in the wind had a signicant
inuence on the distribution of electrons in the ionosphere. They explained this with a
nonlinear frequency doubling of the SDT. Oikonomou et al. (2014) found also eects of
a QDT in measurements at Cyprus in the ionospheric sporadic E layers. Earlier this was
observed by Lee et al. (2003) over Taiwan. Jacobi et al. (2019) analyzed QDT signatures
in lower ionospheric sporadic E occurrence rates. They mainly found maxima during early
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and late winter at middle latitudes, which coincided with modeled QDT vertical shear
maxima of the zonal wind.
Satellite Measurements
Satellite-based measurements with a Microwave Limb Sounder (MLS), Xu et al. (2012)
investigated the QDT excited from absorption of solar radiation from stratospheric
ozone. They found higher QDT amplitudes during solstices (especially in winter) than
on equinoxes. Xu et al. (2014) investigated the MLT region using Broadband Emission
Radiometry (SABER) measurements of the Thermosphere-Ionosphere-Mesosphere Ener-
getics and Dynamics (TIMED) satellite. They conclude that the observed QDT must have
arisen from the interaction of nonmigrating DT and TDT. Liu et al. (2015) also looked
at the SABER/TIMED temperature data and found a migrating QDT with amplitudes
increasing with altitude. Further maxima of the QDT amplitudes were found in the low
latitudes (30 ◦N/S) and above the equator. Azeem et al. (2016) investigated temperature
measurements from the Near-Infrared Spectrometer (NIRS) instrument on Remote Atmo-
spheric and Ionospheric Detection System experiment on the International Space Station
and the Sounding of the Atmosphere using Broadband Emission Radiometry (SABER).
Therefore, they found signicant QDT amplitudes in the low- and midlatitudes that
showed the structure of the QDT Hough modes.
State of Research
The current state of research is that the excitation of QDT is mainly owing to direct
solar forcing (Chapman and Lindzen, 1970; Smith and Ortland, 2001; Xu et al., 2012). In
addition, QDT can be excited by a nonlinear interaction of DT, SDT and TDT (Fellous
et al., 1975; Manson and Meek, 1986; Teitelbaum et al., 1989; Younger et al., 2002;
Xu et al., 2014). An excitation of the QDT via an interaction of gravity waves has not
been investigated so far but was demonstrated for the TDT (Miyahara and Forbes, 1991;
Lilienthal et al., 2018; Lilienthal and Jacobi, 2019), which allows the implication of similar
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mechanisms for the QDT. From the meteor radar and satellite measurements, it can be
summarized for the QDT temperature and zonal wind amplitudes that there are maxima
of the QDT in the low and middle latitudes. These reach 5 K at 100 km and up to 30 K
at 130 km altitude in the temperature and up to 15 ms−1 at 120 km altitude in the zonal
wind.
2.3. Summary and Outlook
The QDT has been observed from meteor radars, lidars, airglow and satellites. These
observations only covers a limited altitude, latitude and longitude and / or time range,
which is due to the measurement techniques. Radar measurements only give an overview
at a specic location. So far, satellite measurements have only been available for a limited
time and SABER does not have a polar orbit, so polar caps are missing. In addition, the
small amplitudes are dicult to evaluate from the satellite data. With the model simu-
lations of Smith et al. (2004), the measurements conrmed that direct solar forcing and
nonlinear interactions play an important role in the excitation of the QDT. The current
QDT climatology consists of measurements from some meteor radars and satellites, as
well as the model simulations from Smith et al. (2004). A global overview of the QDT
ampliutudes is therefore only possible with reservations and cannot be represented for
the excitation mechanisms. The aim of this work is to provide a global overview of the
structure of the QDT using model simulations that should be close to reality as possible
and so provide a climatology from ensemble simulations for the rst time. This work
aims to go into more detail here and validate the results of Smith et al. (2004). This
includes the dominant excitation mechanisms (solar heating, nonlinear tidal interactions,
and gravity wave - tidal interactions). Similar to Smith et al. (2004), the individual forcing
mechanisms are removed separately. This enables an exact overview of the structure and
contribution of each forcing in the overall amplitude of the QDT and provides information
about possible interactions between dierent excitation mechanisms. The following two
chapters introduce the model, mathematical and numerical methods.
3. The Middle and Upper Atmosphere
Model (MUAM)
3.1. Introduction
The Middle and Upper Atmosphere Model (MUAM; Pogoreltsev et al., 2007; Pogoreltsev,
2007) is used to investigate the forcing mechanisms of the migrating QDT with wavenum-
ber 4. MUAM is a 3-D, primitive equation, mechanistic global circulation model based
on the earlier Cologne Model of the Middle Atmosphere - Leipzig Institute for Meteorol-
ogy (COMMA-LIM) described by Jakobs et al. (1986), Fröhlich et al. (2003) and Jacobi
et al. (2006). COMMA-LIM was based on a hemispherical model of the stratosphere and
mesosphere from Rose (1983). The vertical domain was extended by Jakobs et al. (1986)
to 150 km and ion drag, molecular heat conduction, dynamic viscosity and an extended
GW parameterization from Lindzen (1981) is added. The radiation routines for solar
heating are inserted by Berger (1994) after Strobel (1978), Liou (1992), and Mlynczak
and Solomon (1993) and also the infrared (IR) cooling according to Fomichev and Shved
(1985). COMMA-LIM was mainly used and optimized for atmospheric chemistry at
Cologne University. In the last years a sum of changes are done, such as by Pogorelt-
sev et al. (2007) the change from Leapfrog to Matsuno integration scheme. The upper
boundary is increased up to about 160 km in log-pressure height and a new thermosphere
GW parameterization is introduced according to Yi§it et al. (2008) and coupled with the
existing linear Lindzen-type scheme. Recent versions of the MUAM model are described
by Lilienthal et al. (2017, 2018), Lilienthal and Jacobi (2019), Jacobi et al. (2019) and
Samtleben et al. (2019).
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3.2. Numerical Properties
Integration Scheme and Temporal Resolution
The model uses a Matsuno scheme (Matsuno, 1966) for solving the time integration. The
Leapfrog scheme is used in COMMA-LIM. In general the numerical approximation for a
parameter Φ for a multi-stage scheme is the following:
Φn+1 − Φn
∆t
= βF (Φ̃n+1) + (1− β)F (Φn) (3.1)
Φn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . parameter at time step n
∆t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . time interval
F (Φ) = dΦ
dt
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . temporal derivative of Φ
α, β . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . constants dening the scheme
with
Φ̃n+1 = Φn + α∆tF (Φn). (3.2)
This solves Eq. 3.1 for Φn+1
Φn+1 = Φn + β∆tF (Φ̃n+1) + (1− β)∆tF (Φn) (3.3)
It applies to the Matsuno scheme that α = β = 1:
Φn+1 = Φn + ∆tF Φ̃n+1 (3.4)
and
Φ̃n+1 = Φn + ∆tF (Φn) (3.5)
Eq. 3.4 describes the backward scheme (rst stage) while Eq. 3.5 shows the equivalent to
the Euler/forward scheme. For this reason the Matsuno scheme is called forward-backward
or Euler-backward scheme, which is an implicit method. Important for the stability of
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the numerical simulation is the Courant-Friedrich Lewy (CFL) condition, which is tested





C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Courant number (dimensionless)
Cmax . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . maximum Courant number for stability
u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . velocity of the process
∆x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .spatial resolution
∆t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . temporal resolution




For this reason in the model version of Lilienthal et al. (2018) and all versions before
(Lilienthal et al., 2017; Lilienthal and Jacobi, 2019; Jacobi et al., 2018; Samtleben et al.,
2019) a time step of 225 s was used. In the current conguration with 56 levels and 72
latitudes the time step is 120 s.
30 3. The Middle and Upper Atmosphere Model (MUAM)
Spatial Resolution
All previous work with the MUAM was done with a horizontal resolution of 5.0◦ in
latitudes and 5.625◦ in the longitudes, which results in a horizontal model grid of 36× 64
(Lilienthal et al., 2017, 2018; Lilienthal and Jacobi, 2019; Lilienthal, 2019; Jacobi et al.,
2018; Samtleben et al., 2019). In the frame of this thesis, the horizontal resolution was
increased to 2.5◦ in latitude while a resolution of 5.625◦ in longitudes was retained, which
results in a horizontal model grid of 72 × 64 (Geiÿler et al., 2020). The model reaches
from the surface at 1000hPa to 160 km log-pressure height, with a constant scale height
of H = 7 km and a vertical resolution of 2.842 km or 56 altitude levels. The altitude
levels can be chosen between 48 and 60. In the version of this thesis 56 altitude level were
chosen. With the nondimensional logarithmic pressure height x, the number of levels have








p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .pressure
ps = 1000 hPa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .surface pressure
The logarithmic pressure height z at each level follows from this






H = 7 km . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . scale height
Note, that the scale height H is assumed to be constant, which results in a dierence
between geometric altitude and logarithmic pressure altitude. These dierences are small
below 100 km but increase with height (see Tab. 3.1).
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Table 3.1.: Nondimensional logarithmic pressure height x, the logarithmic pressure height
z, the geometric height zgeom and the geopotential height zgeopot after Pogoreltsev et al.
(2007) corresponding to their vertical levels.
level x z zgeom zgeopot
29 11.6 81 km ≈ 80 km ≈ 80 km
36 14.4 101 km ≈ 95 km ≈ 95 km
56 22.4 158 km ≈ 240 km ≈ 300 km
Initial Conditions
The middle and upper atmosphere model MUAM does not include typical features of
the troposphere such as surface temperature and wind, clouds, orography, aerosols or
latent heat release. Therefore, in the lowermost 30 km, i.e. in the lowest 10 model levels,
the zonal mean temperatures TMUAM of the model are nudged to monthly mean zonal
mean temperature elds TERA of European Reanalyses (ERA)-Interim (Dee et al., 2011;








(TMUAM − TERA) (3.10)
∂T
∂t
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .tendency term of the temperatures in MUAM
effnudge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . spin-up factor for nudging eciency
TERA . . . . . . . . . . . . . . . . interpolated zonal mean monthly mean ERA-Interim temperature
TMUAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . zonal mean model temperature
tnudge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . tuning parameter for nudging
with
effnudge = 1− exp−(t/tnudge)2. (3.11)
In the model, Eq. 3.10 describes a tendency term of the prognostic equations. The
nudging is performed only in the rst 10 height levels, the rst level is at an log-pressure
altitude of 1.421 km. Monthly mean zonal mean temperature and geopotential elds
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from ERA-Interim reanalysis data (ERA-Interim, 2018; Dee et al., 2011) are given at
the lower boundary of 1000 hPa. ERA-Interim data were used because they oer a good
availability in terms of time and space (Lilienthal, 2019). In order to avoid interaction
between stationary planetary waves (SPW) and tides, SPWs were not considered in this
model version, even if these could be taken into account in the model (Jacobi et al., 2015).
Initialization and Spin-up
In the rst time step of the model simulation, the atmosphere is initialized with a zero
wind prole and standard atmosphere temperature prole (Pogoreltsev et al., 2007), which
is independent on the day of the year. Above 130 km the initialization temperature prole
is constant. A model run starts with a spin-up time of 120 model days. In that time the
heating rates are zonally averaged, which means there are no tides. In this time only
the background circulation is formed, through the boundary conditions and GWs. The
nudging strength is continuously increased over time. This is described by the factor
effnudge in Eq. 3.11, which is shown in Fig. 3.1 after Lilienthal (2019). After that,
further 90 model days are simulated with zonally variable heating rates, so that there is
tidal forcing now. The following results are analyzed from the last 30 model days (180-
210). In this time period the tidal amplitudes remain almost constant and show only
small day-to-day variations (Lilienthal, 2019). Lower atmosphere mean temperatures are
nudged during the entire model run. However, since only zonal means are modied, tidal
forcing and propagation remains possible. The declination in this model version is xed
to the 15th day of the respective month.
3.3. Model Physics
Model Equations
In MUAM the basic dynamics are given by primitive equations on a sphere in log-pressure
coordinates. In a log-isobaric system the pressure p0 at a certain altitude z can be de-
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Figure 3.1.: Nudging eciency and solar heating rates and their spin-up time in the model
run. Taken from Lilienthal (2019).
scribed as following:
p0 = ps exp(−z/H). (3.12)
p0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . pressure at respective altitude
ps = 1000 hPa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .surface pressure
The horizontal wind components u and v are calculated from the Navier-Stokes Equations.
The behavior of the temperature is based on the rst law of thermodynamics and the
continuity equation, which describes the conservation of mass in the system, provides
the vertical wind w. The hydrostatic assumption says that acceleration due to gravity
is much larger than the vertical acceleration, so that the vertical component of Coriolis
force can be neglected (Fröhlich, 2005). The earth radius r is given as constant and it is
z  r. The density is given by the gas law. The model equations are written in ux form
for implementation in the model. This ensures the compliance of the upper and lower
boundary if the vertical wind is handled correctly here (Fröhlich, 2005). Accelerations and
heating of the system, which are unresolved are derived from several parameterizations,
indicated by the vertical bar behind the derivative (Jakobs et al., 1986):


























































































































































u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . zonal wind
v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .meridional wind
w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vertical wind
T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . temperature
ρ0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .density
φ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . geopotential
ϕ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . geographic latitude
λ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . geographic longitude
f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Coriolis parameter
R . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . gas constant for dry air
r . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . earth radius
m′ . . . . . . . . . . . . . . . . . . . . . . . . . . . . ratio of the molecular weights of air at level z and z = 0
cp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . specic heat at constant pressure
The acronyms bidif and eddif describe the tendency terms of the parameterization of
the biharmonic and eddy diusion. The ion-term in the tendency equation indicates the
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parameterization of ionospheric processes like ion drag, Lorentz deection and Rayleigh
friction. The molcon-term in the tendency equation represents the molecular conduction
and the nudge-term the nudging of ERA_Interim zonal mean temperature after Eq.
3.10. The parameterization of the gravity waves and traveling planetary waves in the
tendency equation is indicated with the GW -term (Yi§it et al., 2008, 2009) and PW -
term, whereby in this model version the term of the traveling planetary waves is zero. The
sol -term describes the parameterization (Strobel, 1978) of heating due to solar radiation
in the tendency equation. The ir -term and New -term indicate the heating due to infrared
radiation and the Newtonian cooling.
This prognostic equations form the MUAM core dynamics. This includes the additional
parameterizations for GWs and solar radiation, because they are crucial for a realistic
simulation of the middle and upper atmosphere dynamics.
3.4. Parameterizations
Gravity Wave Parameterization
The gravity wave routine used in the model is based on a combination of the linear scheme
of (Lindzen, 1981) for the middle atmosphere and the Yigit-type scheme (Yi§it et al., 2008,
2009) for the thermosphere. The Lindzen-type scheme was introduced by Jakobs et al.
(1986) in the model and includes the zonal and meridional accelerations of the mean ux
by the breaking of gravity waves. The resulting heating and cooling rates are calculated
on the basis of Medvedev and Klaassen (2003), also the eciency of mechanical energy
conversation into heat is considered (Huang and Smith, 1991). The breaking of gravity
waves on multiple leves was explained by Fröhlich et al. (2003) and Fröhlich (2005). This
parameterization is based on 48 waves initialized at 10 km altitude, traveling in eight
directions with phase speed between 5 and 30ms−1. The linear scheme amplitudes have
a latitudinal distribution with higher amplitudes in the winter hemisphere and smaller
ones in the summer hemisphere (Fig. 3.2, left), because this represents the enhanced
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gravity wave activity during winter months. These waves do not eectively propagate be-
yond the lowermost thermosphere, therefore the Lindzen-type routine is coupled with the
eddy diusion coecient through a modied nonlinear parameterization after Yi§it et al.
(2008, 2009), initiated with gravity waves of higher horizontal phase speeds. To couple
both routines, the Yigit scheme has been adjusted and modied for the current MUAM
version (Koval et al., 2018). The individually excited gravity waves are clearly separated
through their dierent phase velocities. Yi§it et al. (2008) dene a gravity wave spectrum
in wavenumber with many large phase speeds and few small phase speeds, which is now
adjusted to a broader wavelength spectrum. This includes 30 waves in total with equally
distributed phase speeds in a range between ±35ms−1 and ±105ms−1. These gravity
waves are launched at 10 km altitude. Fig. 3.2 shows (right) the spectral distribution of
the initialized vertical momentum uxes at this level. In the current model version, the
conguration are set to zero for the gravity wave parameterization, the parameters for
the coecients of the Newtonian cooling, the collision frequency between ion and neutral
particles and the electron density, so that they have no eect (Lilienthal, 2019; Geiÿler
et al., 2020).
Now, the distribution of tendency terms from both gravity waves routines can be summed
up to the total acceleration of the mean ow through gravity waves (Lilienthal et al., 2017,
2018; Lilienthal, 2019; Geiÿler et al., 2020). The results can be seen for zonal gravity wave
acceleration for January (left) and April (right) in Fig. 3.3 as sum of both parameteri-
zations. The linear scheme of Lindzen (1981) accounts of the middle atmosphere up to
the mesopause (< 100 km), the approach of Yi§it et al. (2008) leads to gravity wave
acceleration in the thermosphere. For this and because of the dierent wave spectra, this
results into breaking of small phase speeds gravity waves in the mesospheric jets and so,
only fast traveling gravity waves are able to reach the thermosphere.
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a) b)
Figure 3.2.: Latitudinal distribution of gravity wave amplitudes in the linear parameteriza-
tion for all months with mean value for all function of 0.01ms−1 (left). Spectral distribution
of gravity wave vertical momentum uxes of the Yigit parameterization at 10 km launch
level (right). Taken from Lilienthal (2019).
a) b)
Figure 3.3.: Zonal gravity wave acceleration as combination of Lindzen-type and Yigit-type
parameterization for January (left) and April (rigth) for the year 2005 conditions.
Radiation Parameterization
The solar heating through absorption, including water vapor, carbon dioxide, ozone, oxy-
gen, and nitrogen, in the middle atmosphere is parameterized after Strobel (1978) and
is described by Fröhlich et al. (2003) and Fröhlich (2005) for the COMMA-LIM model,
but it is the same for MUAM. The following shows a summary of the absorption bands
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of the chemical constituents and further improvements. The H2O in the model, which
is given as monthly zonal mean updated global constant volume mixing ratio, absorbs
solar radiation in the troposphere and lower stratosphere. In MUAM it is parameterized
after Liou (1992). Absorption happens for six wavelength intervals with the following
central wavelengths: 0.94 µm, 1.1 µm, 1.38 µm, 1.87 µm, 2.7 µm and 3.2 µm. CO2.
Parameterization is done after Liou (1992). O3 absorbs in Herzberg (205 − 242 nm),
Hartley (200 − 300 nm), Huggins (300 − 350 nm) and Chappuis band (450 − 700 nm)
located mainly in the stratosphere. Atomic oxygen and O2 absorb in the Herzberg band
in the stratosphere. In the thermosphere absorption takes place in the Extreme Ultra
Violet (EUV) band (5− 105 nm), Lyman-α line (121 nm), Schumann-Runge continuum
(125− 175 nm) and Schumann-Runge band (175− 205 nm). N2 absorption is only con-
sidered in the EUV band in the thermosphere. Chemical heating due to recombination
reactions of oxygen and ozone is parameterized after Riese et al. (1994).
This model version uses only zonal mean water vapor mixing ratios at 1000 hPa from
NCEP reanalyses (Ermakova et al., 2017). For higher levels the water vapor is analytically
derived from the given data with the help of corresponding scale heights from NCEP
reanalyses. Carbon dioxide is implemented as monthly mean mixing ratio according to
the Mauna Loa Observatory data for 2005 between 377 ppm in September and 382 ppm in
May as globally constant up to 87.5 km with an exponential decrease above (e.g., 380 ppm
for February 2005, NOAA ESRL Global Monitoring Division, 2018; Thoning et al., 1989).
Carbon dioxide is xed for the ensemble runs from 2000 to 2010, because it is not intend to
perform an CO2 dependent trend analysis. That there is a trend in carbon dioxide is seen
in Fig. 3.4b. These vertical carbon dioxide distribution is shown in Fig. 3.4a for dierent
mixing ratios to see the behaviour of the decrease. Ozone is implemented as monthly
mean zonal mean eld of mixing ratios for the year 2005 up to 50 km altitude taken from
MERRA-2 (Modern-Era Retrospective Analysis for Research and Application, version 2)
reanalysis data (; MERRA-2, 2019). In the previous model versions from Lilienthal et al.
(2018), Lilienthal and Jacobi (2019), Lilienthal (2019), and Jacobi et al. (2018) SPARC
(Stratosphere-troposphere Processes And their Role in Climate) ozone data were used
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a) b)
Figure 3.4.: Left: prole of carbon dioxide as implemented in MUAM model for a con-
centration of 380 ppmV. Right: monthly mean atmospheric carbon dioxide at Mauna Loa
Observatory from 2000 to 2010. Source: https://www.esrl.noaa.gov/gmd/ccgg/trends/
(Randel and Wu, 2007; SPARC, 2020). The MERRA-2 ozone data provide a much better
ozone distribution and mixing ratios than the SPARC ozone data. The ozone volume
mixing ratios from MERRA-2 (left) and SPARC (rigth) are shown in Fig. 3.5 for January
2005 as latitude-altitude distribution. As for carbon dioxide, the ozone mixing ratios are
xed for the ensemble runs from 2000 to 2010 to avoid a trend dependent analysis.
a) b)
Figure 3.5.: Ozone volume mixing ratios from MERRA-2 (MERRA-2, 2019) data (left)
and SPARC (SPARC, 2020) data (right) for January 2005.
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The solar ux in the atmosphere, cooling and heating due to absorption and emission of
IR by water vapor, ozone and carbon dioxide has to be balanced in MUAM by parame-
terization (Fröhlich, 2005; Lange, 2001). In the troposphere the cooling by water vapor
is most important in the 6.3 µm band and parameterized in the MUAM after Chou et al.
(1993). The important part of stratosphere cooling takes place by ozone. There is also
small heating from IR radiation at about 25 km altitude from the 9.6 µm band. This is
implemented according to Fomichev and Shved (1985). Carbon dioxide leads to a cooling
and heating in the troposphere is parameterized after Fomichev et al. (1998) for the 15 µm
band. In the stratosphere and lower mesosphere and MLT the radiative eect of carbon
dioxide is implemented according to Chou et al. (1993) and Ogibalov et al. (2000).
3.5. Background Climatology
The model run consists of 210 model days. The following results of monthly means shows
of the last 30 model days. The results are given as means of the 11 ensemble members
(color shading), which based on the model simulations for the year 2000 - 2010. Carbon
dioxide and ozone mixing ratios are constant for the year 2005 for the months January
to December. The respective ERA-Interim reanalysis zonal mean temperatures for every
year from 2000 - 2010 is used for nudging (Geiÿler et al., 2020). The following plots
show the results from the reference run, which includes all forcing mechanisms of every
tide and no ltering according to chapter 4. A sensitivity study is done in the following
chapter 5, which leads to the best case scenario, the reference run (REF), that is presented
now. Due to the fact, that these reanalysis data are nudged up to 30 km in the ensemble
simulation the standard deviations (contour lines) may be considered as a measure for
climatological year-to-year variability. This is seen in large standard deviations in the
winter hemisphere due to the variability of the polar vortex. Corresponding to this fact
the standard deviations are smaller during equinoxes. This is seen in Fig. 3.6 for the
background climatology for zonal mean temperature (a, b), zonal (c, d) and meridional
wind (e, f) for January (left) and July (right). The whole seasonal cycle of the year is
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shown in the supplement A1 for temperature in Fig. S1, zonal wind in Fig. S2 and
meridional wind in Fig. S3. The model temperature shows general agreement with
the empirical1 climatology of COSPAR International Reference Atmosphere (CIRA 86)
(Fleming et al., 1990) climatology for January and April. But in the winter polar region
the temperatures in the MUAM simulation are higher than in the CIRA86 climatology.
Largest standard deviation is seen in the northern polar region due to the variability of
polar vortex.
The following discussion is taken from Geiÿler et al. (2020). The model zonal wind
climatology agrees reasonably well with earlier empirical climatologies such as COSPAR
International Reference Atmosphere (CIRA 86) (Fleming et al., 1990) or the radar-based
Global Empirical Wind Model (GEWM) (Portnyagin et al., 2004; Jacobi et al., 2009) and
the satellite-based URAS Reference Atmosphere Project (URAP) (Swinbank and Ortland,
2003). In winter the easterly jet of the summer hemisphere is weaker in comparison
with the climatologies. The same is true for the equatorial easterly winds in April and
October. The model temperature shows general agreement with the empirical CIRA 86
climatology. In winter the stratopause and mesopause temperatures above the equator and
low latitudes are about 10K lower than predicted by the CIRA 86 climatology. These
dierences are not seen in the comparison for October. MUAM produces a year-to-
year variability (standard deviation σ) especially in the areas of the strongest jets of the
northern mid-latitudes in winter (up to σ(u) = 8ms−1) and at the southern midlatitudes
for the period from May to November (up to σ(u) = 10ms−1). The reason for this is the
annual variability in the formation of the polar vortex, which aects the strength of the
jets and the temperature at the high and midlatitudes. This variability causes uctuation
of a few K or ms−1. Elsewhere, the standard deviation is very small, and mostly amounts
to less than σ(T ) = 2K (σ(u) = 2ms−1, σ(v) = 0.5ms−1). In comparison with the
more recent Horizontal Wind Model (HWM14, Drob et al., 2015), the westerly wind jet
in February in the middle atmosphere midlatitudes is much stronger (+20ms−1) in the
MUAM simulation. The easterly wind jet in the mesosphere, on the other hand, is much
weaker (−35ms−1) in the MUAM simulation than predicted from the HWM14. Also, the
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mesospheric wind reversal is at higher altitudes in HWM14 (100 km) than in the MUAM
(80 km) simulation, especially in the northern hemisphere. Similarly, the wind jets in
the mesopause and lower thermosphere region are much weaker in the MUAM run than
in HWM14. A better agreement is seen for autumn regarding the strength of the wind
jets. However, in contrast to winter, the wind reversal is seen at higher altitudes than in
MUAM (80 km) than in HWM14 (70 km).
The meridional wind below 100 km corresponds to the Brewer-Dobson circulation, which
is mainly directed from the summer pole to the winter pole. That means accordingly
northward wind in January and southward wind in July. Some anomalies during May to
August at 60◦ S with positive meridional wind are also reported by Lilienthal et al. (2017)
and Lilienthal (2019). Lilienthal et al. (2017) describes this feature as a consequence of
the GW distribution whose source level is implemented as a 2-D horizontal eld instead
of a zonal mean distribution. Fig. 3.7 shows the background climatology for temperature
(a, d, g), zonal wind (b, e, h) and merdional wind (c, f, i) as time-latitude-plot for 90 km
(top), 101 km (mid) and 109 km (bottom). Every plot shows the seasonal cycle with
higher MLT region temperatures during winter seasons and the resulting Brewer-Dobson
circulation in the meridional wind. In the zonal wind at 101 km and 109 km (e, h in Fig.
3.7) the MLT region easterly (winter) and westerly (summer) jets can be seen.




Figure 3.6.: The Background climatology is shown as color, black lines are standard de-
viation from ensemble runs. Left for January, right for April, top for temperature, mid for
zonal wind, bottom for meridional wind.




Figure 3.7.: Background climatology for temperature (a, d, g), zonal wind (b, e, h) and
merdional wind (c, f, i) as time-latitude-plot for 90 km (top), 101 km (mid), 109 km (bottom).
4. Mathematical and Numerical
Methods
4.1. Fast Fourier Transform
Solar tides, including the QDT, may be generated by three dierent mechanisms, named
solar heating, nonlinear tide-tide interactions, and gravity wave - tidal interactions. More
details of these forcing mechanisms and how they are represented in the MUAM model
are described by Lilienthal et al. (2018) and Geiÿler et al. (2020). Here, it is essentially
to follow their approach by removing dierent forcing mechanisms. To this end, a Fourier
transform is a useful tool to remove the wavenumber 4 (which is equivalent to the migrat-
ing QDT, since there are no non-zonal structures for the migrating tides in this MUAM
version) amplitude from the respective forcing term during each time step and at each
model grid point. To remove the solar forcing mechanism, the wavenumber 4 heating was
removed from the radiation parameterization scheme. To remove the nonlinear tide - tide
interactions, the nonlinear terms are separated, which are essentially the advection terms
in the momentum equation and the temperature equation as has been done in Lilienthal
et al. (2018) and Geiÿler et al. (2020). Then the wavenumber 4 in these terms is removed.
Since these advection terms are responsible for wave-wave interaction, this strategy eec-
tively removes the QDT forcing through non-linear interaction. To remove gravity wave
- tidal interaction, the total acceleration and heating through gravity wave oscillations of
wavenumber 4 are removed. This approach was introduced by Lilienthal et al. (2018) and
applied by Geiÿler et al. (2020).
The Fast Fourier Transform will play an important role to separate the dierent forcings
of the QDT. For a better understanding, how this Transform works a short introduction
will follow.
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The Discrete Fourier Transform
A Fast Fourier Transformation oers the possibility of splitting a data set into its frequency
components using spectral analysis. The following section is taken from Press et al. (1989).




h(t) eiωt dt (4.1)
with
h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . data set as function of time
H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . data set as function of frequency
t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .time
f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . frequency
ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .angular frequency








N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . length of the (temporal) data set
k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .number of (temporal) element
tk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .time at the k-th element
∆ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . sampling interval (in real time)
hk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(temporal) data at the k-th element
n = −N/2...N/2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . number of element in frequency domain
fn = n/(N∆) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . sampling frequency for n-th element
H(fn) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . data at the n-th element in frequency domain
It is important that the upper and lower limits of n are determined by the Shannon-
Nyquist sampling theorem and correspond to the critical frequency range. Using the
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relations fn = n/(N∆), k = tk/∆ and W as complex number W = e
2πi







Thus, the vector of hk is multiplied by a matrix whose (n,k)th element is the constant W
to the power n×k. The matrix multiplication produces a vector result whose components
are the Hn's. However, this matrix multiplication requires N2 complex multiplications
and the discrete Fourier transform appears to be an O(N2) process. A so-called Fast
Fourier Transform can reduce this to O(N log2N), e.g. by applying the Danielson-Lanczos
algorithm (Danielson and Lanczos, 1942).
Danielson-Lanczos Algorithm
Danielson and Lanczos (1942) show that a discrete Fourier Transform of length N can be
rewritten as the sum of two discrete Fourier transforms, each of length N/2: the even-





























This scheme can be applied recursively on Hen and H
o
n so that four data sets of length N/4






n and so forth. This is the reason why the algorithm
requires a data set where length N is an integer power of two, as said before. If the length
of the data set is up to the next power of two. Since the MUAM has 64 longitudes, the
data set has a length of exactly 26 and thus fullls the requirements of a discrete Fourier
transform.
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4.2. Harmonic Analysis
To obtain the amplitudes and phases of the QDT, a harmonic analysis of the data is
performed. This has been done for the last 30 days of each simulation and separately for
each latitude and altitude. For example after Foreman and Henry (1989), the zonal wind
eld is composed of the superposition of the monthly mean zonal mean zonal wind and
the migrating DT, SDT, TDT and QDT.













ue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . modeled zonal wind eld
u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .monthly mean zonal mean zonal wind
x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . longitude in rad
t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .time
i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .index of tide (i-th harmonic)
ai . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . imaginary part coecient
bi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . real part coecient
ki . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . wave number
Pi = 6 h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . period of the QDT
To nd the best solution for ai and bi, a least-squares t is used, which minimizes the
quadratic dierences between the expected wind eld ue and with current wind eld u of
the model output. ∑
x,t
(u(x, t)− ue(x, t))2 → min (4.8)
The same applies to the meridional wind and temperature. The amplitudes and phases













Ti . . . . . . . . . . . . . . . . phase A4 and T4 are the amplitude and phase of the migrating QDT.
5. MUAM: Sensitivity Studies
The sensitivity study will show how the results depend on the specic model settings.
Special attention will be paid to the points that were changed in the context of this thesis
and showed improvements for the QDT amplitudes. These include the horizontal and
temporal resolution of the model, as well as the initial conditions through the assimilation
of ERA-interim reanalysis data. As a conclusion of this study the optimal model settings
for the investigation of the QDT will be found for the reference simulation (REF).
5.1. Inuence of Horizontal Resolution on the
Background Climatology and QDT amplitudes
In comparison to Lilienthal et al. (2018), Lilienthal and Jacobi (2019), and Lilienthal
(2019) the latitudinal resolution of the MUAM model was increased from 36 latitudes
to 72 latitudes. For this model experiment, the temporal resolution had to be increased
to 120 s for the model run with 72 latitudes, while the model run with 36 latitudes has
a temporal resolution of 225 s. In the following, a comparison is made with the older
model version with 36 latitudes and shows the inuence of this change on the background
circulation. The changes in circulation and dynamics, especially in the mesosphere, have
a decisive impact on the propagation of waves and thus on the tides in the MLT region,
which will be treated later.
Background Climatology
The model runs with the dierent latitudinal resolutions have all forcings of tides enabled.
As an example only the months January and April are shown.
Fig. 5.1 shows the temperature as color, white/black lines are standard deviation from
the ensemble runs for January (a - c) and April (d - f), the REF run with a resolution of 72
latitudes (a, c) and the REF run with a resolution of 36 latitudes (b, d) and the dierences
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a) b) c)
d) e) f)
Figure 5.1.: Temperature is shown as color, white/black lines are standard deviations from
the ensemble runs for January in the rst line January and April in the second line. First
column REF run with 72 latitudinal resolution and second row REF run with 36 latitudinal
resolution, third row shows dierences (REF72-REF36) between run with 72 latitudes and
36 latitudes.
(REF72-REF36) between the runs with 72 latitudes and 36 latitudes (c, e). In January
and April, especially at southern hemisphere the stratosphere and stratopause are colder
in the model run with 72 latitudinal resolution. At southern hemisphere mesosphere and
mesopause both months are warmer for the higher latitudinal resolution run. Compared
to the CIRA 86 climatology, this is a step in the wrong direction, since MUAM is now too
warm, especially in the mesosphere, while the 36 latitude version agreed well with this
climatology.
Fig. 5.2 shows the same as the Fig. 5.1, but for zonal wind. It can be seen, that the
MLT region jets are a little weaker in January in the higher resolution model version,
but in April the jets on southern hemisphere are stronger by up to 20 ms−1. In contrast
to this, the northern hemisphere shows weaker (up tp 15 ms−1) jets in the new model
version. The dierences in the wind jets between the MUAM simulation and the CIRA
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86, URAP and GEWM climatologies and the HWM14 model is still present but not that
large compared with the older version.
Fig. 5.3 shows the same as Fig. 5.2 and Fig. 5.1 but for meridional wind. The meridional
wind of the Brewer-Dobson circulation increases (up to ∼ 1 ms−1) between 70 km and
100 km and decreases above by more than 50% in January. For April a similar behavior
can be seen with an strong increase of 100% of the Brewer-Dobson circulation between
70 km and 100 km and a strong decrease above, especially at northern hemisphere by
100%. The better model resolution provides more realistic wind jets in the MLT region,




Figure 5.2.: Same as Fig. 5.1 but for zonal wind.
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a) b) c)
d) e) f)
Figure 5.3.: Same as Fig. 5.1 and Fig. 5.2 but for meridional wind.




The main purpose of the resolution increase was to simulate the QDT more realistically.
Therefore, the QDT structure is compared in the following to demonstrate the improve-
ment of its structure and amplitudes. On the one hand, a change in the circulation leads
to dierent propagation conditions of the tides in the atmosphere, on the other hand,
the tides are also better spatially resolved. Since the QDT is a higher harmonic (Azeem
et al., 2016) and has a ner meridional structure, this should be better represented with a
better horizontal resolution. This includes all forcing mechanisms of the QDT in all runs.
Fig. 5.4 shows the temperature amplitudes of the QDT as color, black lines are stan-
dard deviation from ensemble runs for January (top) and April (bottom), for the REF
simulation with 72 grid points in latitude (left) and 36 grid points in latitude (right).
The amplitudes are larger in the newer version than in the 36 latitudinal version. As
expected, the structure of the QDT is better resolved in the meridional version and four
maxima instead of two can now be seen. The standard deviation in April is also larger in
the higher resolved model version, since spatial variability can now be better represented.
Fig. 5.5 shows the same as Fig. 5.4 but for zonal wind QDT amplitudes. As with the tem-
peratures, it can be seen in the new version that the amplitudes are larger overall, more
meridional structure is visible and the standard deviation increased especially in April.
In conclusion, it can be stated that the higher meridional resolution amplies larger QDT
amplitudes and provides a higher structural resolution (Azeem et al., 2016). The QDT
amplitudes in the model are too small compared to measurements from satellites and
radar and largest amplitudes occure during February and October (e.g., Liu et al., 2015;
Azeem et al., 2016; Xu et al., 2012; Liu et al., 2020; Pokhotelov et al., 2018; Liu et al.,
2020; Jacobi et al., 2017c; Guharay et al., 2018). Therefore the QDT amplitudes are
shown in the following only for February and October. This eect of smaller QDT am-
plitudes was more pronounced in the model version with 36 latitudes than in the version
with 72 latitudes. In the following chapter 6 a detailed discussion of the modeled QDT
climatology with the literature can be found.
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a) b)
c) d)
Figure 5.4.: Temperature amplitudes of the QDT are shown as color, black lines are stan-
dard deviations from ensemble runs for January (top) and April (bottom) and left for the
REF simulation with 72 latitudes and right for 36 latitudes.
a) b)
c) d)
Figure 5.5.: Same as Fig. 5.4 but for zonal wind amplitudes of the QDT.
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5.2. Inuence of the Initial Conditions on the
Background Climatology and QDT amplitudes
The MUAM allows an nudging of the initial conditions of the ERA-interim data from 2
to 80 km altitude. Depending on the nudging altitude this has a decisive eect on the
dynamics of the modeled atmosphere in the model and thus on the propagation conditions
of the QDT. In a further model experiment, the eect of a nudging height of the initial
conditions between 10 km and 50 km is now being investigated.
Background Climatology
In the following gures ve dierent plots are shown: the REF run with 72 latitudes
resolution and 2005 conditions with an nudging altitude of 30 km and four dierences
between dierent simulations with nudging altitudes of 10 km, 20 km, 40 km and 50 km for
2005 conditions and the REF simulation. The inuence of the dierent nudging altitudes
of ERA-interim data of the initial conditions on the background circulation is shown in Fig.
5.6 for January for the REF run (a) and the dierences for the nudging altitudes of 10 km,
20 km, 40 km and 50 km (b - e). To save computing time, ensemble calculations were not
made for nudging altitudes of 10 km, 20 km, 40 km and 50 km. For the mesospheric jet
between 40 km and 80 km altitude a signicant decrease of wind speed in the northern
hemisphere in January can be seen with higher nudging altitude. The westerly wind jet
weakens the higher the lower boundary is nudged. Wind speeds decrease from about
100 ms−1 in the 10 km case to 70 ms−1 for the 50 km case, which is more in agreement
with the CIRA 86 climatology with up to 65 ms−1, see Fig. 1.1. At the same time, the
easterly wind jet in the southern hemisphere increased by about 15 ms−1. In the MLT
region the opposite was seen, the easterly wind jet in the northern hemisphere decreased
by about 10 ms−1 and the westerly wind jet in the southern hemisphere increased by
about 10 ms−1. This development is adequately pronounced in July, see Fig. 5.8.
Fig. 5.7 and 5.9 show the same as before for April and October. The higher the data
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of the lower boundary conditions are assimilated, the weaker the westerly wind jet is in
both months. For the easterly wind jet this in only true for October. This applies both
to the jets in the mesosphere and lower thermosphere.
Overall, an assimilation of ERA-interim data up to an altitude of 50 km provides more




Figure 5.6.: REF run (30 km nudging altitude) zonal wind for January 2005 (left) and the
dierences between runs with dierent nudging altitudes of initial conditions 10 km, 20 km,
40 km, 50 km for 2005 conditions and REF run.





Figure 5.7.: Same like Fig. 5.6 but for April.
a) b) c)
d) e)
Figure 5.8.: Same like Fig. 5.6 but for July.
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a) b) c)
d) e)
Figure 5.9.: Same like Fig. 5.6 but for October.




At next the eect of the assimilation altitude of the initial condition on the QDT ampli-
tudes is investigated. This includes all forcing mechanisms of the QDT in all runs. For
this purpose the QDT temperature amplitudes for February and October for the REF
(assimilation up to 30 km) simulation for 2005 conditions (a) and the dierences to the
REF run for the runs with 10 km, 20 km, 40 km and 50 km (b - e) assimilation altitude
and 2005 conditions are shown in Fig. 5.10 and 5.11. For February, especially in the
southern hemisphere, a decrease of the amplitudes can be seen, the higher the data are
assimilated. In the northern hemisphere the eect is smaller and mainly limited to lower
latitudes. In October this behavior is not visible. There the amplitudes are largest at an
assimilation altitude of 20 km. If one looks at the amplitudes in the zonal wind in Fig.
5.12 and 5.13, it can be seen that for February a massive decrease of the zonal wind QDT
amplitudes occurs at an assimilation altitude of 50 km. This particularly pronounced in
the southern hemisphere, as was already seen in the temperature amplitudes. For Octo-
ber the development of the zonal wind amplitude is also analogous to the temperature
amplitudes. While at an assimilation altitude of 10 km the amplitudes are weaker than at
20 km or 40 km, especially in the northern hemisphere, a massive decrease of zonal wind
amplitudes can be seen at an assimilation altitude of 50 km. The cause here are the de-
crease in the westerly wind jet and increase of the easterly wind jet below 80 km altitude
in the mesosphere. This eect changes the propagation conditions of the QDT, which can
dicultly propagate and this leads to a decrease of the amplitudes. Apparently a stronger
easterly wind jet in the southern hemisphere causes a decrease in the QDT amplitudes
in February and a too weak or too strong westerly wind jet in the northern hemisphere
in October also causes small amplitudes. It is recommended to take a compromise be-
tween weaker jets and stronger QDT amplitudes, so that a nudging altitude of the initial
conditions of 30 km is chosen in the REF simulations.
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a) b) c)
d) e)
Figure 5.10.: REF run (30 km nudging altitude) QDT temperature amplitude for Jan-
uary 2005 (left) and the dierences between runs with dierent nudging altitudes of initial
conditions 10 km, 20 km, 40 km, 50 km for 2005 conditions and REF run.
a) b) c)
d) e)
Figure 5.11.: Same like Fig. 5.10 but for October.





Figure 5.12.: Same like Fig. 5.6 but for QDT zonal wind amplitudes and for February.
a) b) c)
d) e)
Figure 5.13.: Same like Fig. 5.6 but for QDT zonal wind amplitudes and for October.
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5.3. Inuence of temporal resolution on the
Background Climatology and QDT amplitudes
Since the horizontal resolution of the model was increased, the time step of the model
also had to be adjusted for a stable numerical simulation. The question is whether the
changes that occurred were only caused by higher horizontal resolution or also by the
time resolution changes. Therefore, simulations were carried out with dierent time steps.
The time step can only be selected in a range in which the model works stable, when the
model satises the Courant-Friedrich Lewy criterion, see chapter 3.2. The model version
of Lilienthal et al. (2018) and Lilienthal and Jacobi (2019) had a time step of 225 s, the
reference run of Geiÿler et al. (2020) and this dissertation has a time step of 120 s. In
addition, a stable model simulation could be guaranteed for the following time steps: 40 s,
80 s, 150 s, 180 s. The inuence of the time step on the background circulation is small
compared to the assimilation altitude of the initial condition as described before. In the
background temperature the dierence is negligible, so that it is not shown here.
Background Climatology
As examples the zonal wind from the REF run for 2005 conditions and the dierences to
dierent time steps are shown for January in Fig. 5.14 and for July in Fig. 5.15. The
reference run (a) is shown for 2005 conditions, the simulations for the time steps 40 s, 80 s,
150 s, 180 s refer also to 2005 conditions and are shown as dierences (b - e) to the REF
run (120 s). The model run with 40 s time step became unstable in July and is therefore
not shown in Fig. 5.15. For January, the mesospheric jets of the northern hemisphere
show a total increase of about 10 ms−1 between a time step of 40 s and 180 s. On the
southern hemisphere, the easterly wind jet decreases of about 10 ms−1. The structure
of the jets is unaected by the changes. This also applies to July, where the maxima of
the jets only increase in the southern hemisphere by a total of about 5 ms−1 with larger
time step, while in the northern hemisphere the eect is negligible. The maximum shifts
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minimally towards the equator in January and towards the poles in July the stronger the
jet and the smaller the time step is. Therefore, the REF run (120 km) always seems to
have the stronger zonal wind in the dierence plots, but this is only due to the shifting
and weakening of the maxima. In January at 60° N and an altitude of 70 km the eect is
especially noticeable. For this reason the zonal wind for the dierent time steps is shown
in Fig. 5.16 as example for January. For the zonal wind, it follows that a smaller time
step compared to the climatology of CIRA 86 or HWM14 model provides more realistic
wind speed for the jets of the mesosphere in January and July. However, a smaller time
step also requires more computational eort, which must be carefully considered here. In
summary, a smaller time step ensures better wind maxima in the jets of the mesosphere.
a) b) c)
d) e)
Figure 5.14.: Zonal wind in January for the REF run with a time step of 120 s and 2005
conditions and dierences between REF (120 s) and 40 s, 80 s, 150 s, and 180 s.





Figure 5.15.: Same as Fig. 5.14 but for July.
a) b) b)
c) d)
Figure 5.16.: Zonal wind in January for 2005 conditions and the time steps 40 s, 80 s, 120 s
(REF), 150 s, and 180 s.
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In Fig. 5.17 for February and in Fig. 5.18 for October the QDT temperature amplitudes
for the REF run (a) with 120 s time step for the conditions of the years 2005 and the
further runs as dierences to the REF run with the time steps of 40 s, 80 s, 150 s, 180 s
(b - e) for the year 2005 are shown. In October, the model simulation with a time step
of 40 s became unstable and is not shown here. One can see in February (up to 5 K) and
October (up to 4 K) that the smaller the time step the larger the amplitudes are. At the
same time, this eect is particularly larger even below 120 km altitude, which could not
be observed when changing the assimilation altitude.
In Fig. 5.19 and Fig. 5.20 the same representation as before is shown for February and
October for the amplitudes of the QDT in the zonal wind. The same behavior as for the
amplitudes in the temperature is also to be seen here. The larger the time step becomes,
the smaller the QDT zonal wind amplitudes become in all altitudes, especially in the
middle and high latitudes.
Here again, the cause seems to be the propagation conditions of the tides have changed, so
that the tides can not propagate easily. Accordingly, for larger QDT amplitudes, a time
step as small as possible would be preferred, but this would lead to a massive increase
on the computing time of the simulations. A time step of 120 s had to be chosen as a
compromise.
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a) b) c)
d) e)
Figure 5.17.: QDT temperature amplitude in February for the REF run with a time step




Figure 5.18.: Same as Fig. 5.17 but for October and without the 40 s run.





Figure 5.19.: Same as Fig. 5.17 but for zonal wind.
a) b) c)
d)
Figure 5.20.: Same as Fig. 5.17 but for October, zonal wind and without the 40 s run.
6. MUAM: Climatology of the
Quarterdiurnal Tide
Now a detailed introduction to the reference simulation (REF) will be given, which con-
tains all quarterdiurnal forcing mechanisms (direct solar, gravity-wave - tide interactions
and nonlinear interactions). This includes the QDT amplitudes, phases and vertical wave-
lengths from the REF simulation. First results have already been shown in section 2.2
to demonstrate the sensitivity of the model. Doubling the meridional grid points (36 to
72 grid points) of the model led to better results in the background circulation an in
the meridional resolution of the QDT amplitudes. For the altitude of the nudging of the
lower boundary condition of ERA-INTERIM data it was shown that a balance of these
eect has to be taken to get a more realistic background circulation and QDT amplitudes.
Therefore, all following simulations are based on nudging of the ERA-INTERIM data up
to 30 km height. A small time step (40 s or 80 s), on which the model runs stable, would
also lead to better results. But that would lead to an excessive computation time to per-
form the full range of simulations necessary to fully investigate the QDT. A compromise
with 120 s time step had to be chosen. These are the basic settings of all following model
simulations.
For this purpose, the REF simulation results will be compared with observations from
the literature, which have already been presented in chapter 2.2.
6.1. Amplitudes
Fig. 6.1 shows the QDT amplitude for the reference simulation as ensemble (2000-2010)
for the months of February (left) and October (right) for temperature (top), zonal wind
(mid) and meridional wind (bottom) as colored areas. The standard deviation resulting
from the ensemble simulation is shown as gray lines. For all other months the gures
are shown in the supplement, for the temperature in Fig. S4, zonal wind in Fig. S5
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and meridional wind in Fig. S6 with the same specications. It can be seen for the
temperature amplitudes in Fig. 6.1, that there are four maxima above 110 km, two on
each hemisphere. These are located in the low and middle latitudes, whereby those in the
low latitudes of the respective winter hemisphere have the largest temperature amplitudes
(6 K) in February, April, August and October. At 100 km altitude, amplitudes up to 0.5K
in temperature and 1.5ms−1 in zonal wind are achieved. Thus, the modeled amplitudes are
much smaller than reported from measurements (e.g., Liu et al., 2015; Azeem et al., 2016;
Xu et al., 2012; Liu et al., 2020; Pokhotelov et al., 2018), i.e. satellite measurements reveal
temperature amplitudes of 5 - 10K, depending on season and altitude. The standard
deviations are larger in months which show larger amplitudes, and also in the winter
northern hemisphere, which is connected with the natural variability of the polar vortex.
The meridional structure and the seasonal cycle of the QDT amplitudes are very similar
at temperature and zonal wind. Here the amplitudes reaches up to 7 ms−1 in February,
April, August and October. In the case of the meridional wind, on the other hand, a
latitudinal dependent structure with ve maxima can be seen, which are found in the
low and middle latitudes of the respective hemisphere and above the equator. The largest
amplitudes are found with up to 6 ms−1 in February, April, August and October. Also, for
zonal wind, the modeled amplitudes (2 ms−1) are much smaller at 100 km altitude than
reported from radar data (e.g., Liu et al., 2020; Jacobi et al., 2017c; Guharay et al., 2018).
Radar data show wind amplitudes of 2.5 - 5ms−1. A climatology of latitude-altitude-
cross-section were only presented for single months and seasons for selected altitudes
from satellite data, or from radar measurements for a certain latitude. Therefore, in Fig.
6.2 the temperature (left), zonal wind (mid) and meridional wind (right) amplitudes of
the QDT are shown for the altitudes 90 km (top), 101 km (mid) and 109 km (bottom) as
a latitude-time-cross-section.
The following discussion is taken from Geiÿler et al. (2020). For an overview of the
seasonal cycle of the QDT, Fig. 6.2 shows the QDT temperature and wind amplitudes at
about 101 km height. In the northern hemisphere, amplitudes increase in autumn and
winter in the latitude ranges 20◦ N - 40◦ N and 50◦ N - 70◦ N, respectively. Maximum
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wind amplitudes in the northern hemisphere are seen in February and October; for the
meridional wind the largest amplitudes are found in the 20◦ N - 40◦ N range, while zonal
wind and temperature QDT amplitudes during these months are seen at 50◦ N - 70◦ N.
In the southern hemisphere maximum amplitudes appear also during autumn and winter
(April to October) between 20◦ S - 40◦ S and 50◦ S - 70◦ S. The higher latitude maximum
is more strongly expressed than in the northern hemisphere.
Liu et al. (2015) showed a climatology of QDT temperature amplitudes from
SABER/TIMED satellite data between 50◦ North and South over 10 years. The am-
plitudes presented by Liu et al. (2015) show maxima near 30◦ North and South and above
the equator. Their QDT temperature amplitudes reach values of 0.5K to 1.0K between
70 km and 90 km, and at higher altitudes the amplitudes reach up to 4K on an annual
and long-term average. Thus, the amplitudes observed by Liu et al. (2015) are larger
those of the MUAM simulation.
The QDT temperature amplitude maxima in February, April, May and August at 40◦ N
from MUAM simulations in Fig. 6.2 and can be seen in every altitude and agree with
the satellite measurements analyzed by Liu et al. (2015). Our simulated maximum in
October, on the other hand, does not appear in the SABER/TIMED data. Also, the
extrema at about 10◦ N in June, September and October as reported by Liu et al. (2015)
do not match with the MUAM results, because the amplitudes in the model are much
smaller than the amplitudes observed by satellites.
Model simulations of the QDT temperature amplitudes at 100 km altitude by Smith et al.
(2004) show a similar seasonal and latitudinal amplitude maximum distribution as seen
in the MUAM results. Again, however, the amplitudes in the model simulations from
Smith et al. (2004) are larger than in the MUAM results. Amplitudes in the MUAM
simulations tend to underestimate other results by a factor of about 2 or 3. The reason
for this is that latent heat is not included as a QDT source in the model. In addition, the
amplitudes of other tides (DT, SDT, TDT) are also too small compared to observations
(Lilienthal et al., 2018; Geiÿler et al., 2020), so that nonlinear interaction processes are
possibly underestimated. The amplitudes for the DT, SDT and TDT from the MUAM
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model are shown in the supplement for the zonal wind in January in Fig. S13. The
latitude-dependent structure and the increase of the amplitudes with altitude is correctly
reproduced by the MUAM model. However, the maxima of the DT and SDT amplitudes
in MUAM are more than 50% lower than those of the GSWM at low latitudes and
midlatitudes. Also, comparison with radar measurements (e.g., Manson et al., 1989;
Pokhotelov et al., 2018) shows that the amplitudes of the DT and SDT are underestimated
in MUAM.
Meteor radar measurements of zonal wind QDT amplitudes at 50◦N by Jacobi et al.
(2017c, 2018) show maxima in January and February, as well as in April and May, anal-
ogous to the MUAM simulations. The maxima in autumn seen in Fig. 6.2 b are also
supported by their measurements. Also, the temporal and spatial distribution of zonal
wind amplitudes by Smith et al. (2004) show good agreement with the MUAM simula-
tions. The same is the case for the meridional wind amplitudes in Fig. 6.2 c.




Figure 6.1.: QDT temperature amplitude climatology as color, black lines are standard
deviation from ensemble runs. Left for January, right for April, top for temperature, mid





Figure 6.2.: QDT temperature (a,d,g), zonal wind (b,e,h) and merdional wind
(c,f,i)amplitudes from the REF simulation as time-latitude-plot for 90 km (top), 101km
(mid), 109 km (bottom).
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6.2. Phases and Vertical Wavelengths
The phases of the QDT are more uniform in January and July than in April and October
as shown in Fig. 6.3 for January and April and for all months for temperature in Fig. S7
for zonal wind in Fig. S8 and for meridional wind in Fig. S9 in the supplement. In January
and July, the phases between ±30◦ are mostly constant up to an altitude of 110 km. In
April the phases of QDT temperature and zonal wind amplitudes are symmetrical to the
equator, whereas the phases of meridional wind are antisymmetric with an inversion at
the equator. In comparison with the meteor radar measurements between 80 km and
100 km altitude from Smith et al. (2004) above Esrange (68◦N) and Jacobi et al. (2017b)
above Collm (52◦N) the phases of the QDT show a good agreement with the result from
the simulation.
Using the vertical phase gradient of the QDT, ∆ΦQDT/∆z, the vertical wavelength λQDT





λQDT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vertical wavelength of the QDT
∆ΦQDT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vertical phase change of the QDT
∆z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . altitude range
PQDT = 6h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . period of the QDT
The vertical phase gradients are here derived from linear ts of the vertical phase proles
with a range of 30 km and the obtained values refer to the center of the vertical window.
The altitude range is small enough to obtain vertical proles of vertical wavelengths, but
also large enough to cover magnitudes to 100 km of vertical wavelengths of tides. This
has been done for all altitudes and latitudes, but only for correlation coecients of the
linear t of R ≥ 0.6 to avoid too much uncertainty. In addition, only phase gradients
with a negative slope have been taken into account, as these can be interpreted as upward
propagating waves. On the other hand, positive phase gradients indicate a downward
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propagating wave, but due to increase in density in the downward direction they have
small eect on the circulation. The results are shown in Fig. 6.4 and for all months in
the supplement Fig. S10 for temperature, in Fig. S11 for zonal wind and in Fig. S12
for meridional wind. In the low latitudes up to about 100 km large wavelengths of about
100 km can be recognized in the zonal wind, temperature and meridional wind only up
to about 80 km. In the mid and high latitudes the wavelengths are clearly shorter with
20 km. Altogether the wavelength in the meridional wind is more irregular than in the
temperature and zonal wind. The results for the phases for the DT, SDT and TDT are
shown in the supplement for temperature, zonal wind and meridional wind for January
in Fig. S14 and show shorter wavelengths for the DT and SDT compared to the QDT.
Similar behavior is seen between QDT and TDT phases.




Figure 6.3.: QDT Phases temperature (top), zonal Wind (mid), meridional wind (bottom),
left January, right April as color.
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Figure 6.4.: QDT vertical wavelengths, which are a result of a linear t of vertical phase
gradients over a range of 30 km (R2 = 0.6). Temperature (top), zonal Wind (mid), merid-
ional wind (bottom), left January, right April.
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6.3. QDT reconstruction with Hough modes
The Hough function are the solution of the Laplace tidal equations and describe the
meridional structure of the Eigenmodes (Andrews et al., 1987). This was already described
in chapter 1 and equation 1.4. We will now investigate which modes make up the QDT
amplitude of the ensemble REF simulation. For this purpose, the meridional distributions
of the rst 10 Hough modes from the Chebyshev collocation method was calculated (Wang
et al., 2016), which solve the Eigenvalue problem for the Laplace tidal equation. This
method uses Chebyshev polynomials in the coordinate µ = sinφ, which is equivalent to
using an ordinary Fourier cosine or sine series in latitudes (Wang et al., 2016). Note, that
the Chebyshev collocation method is a universal numerical method. The results for the
rst 10 Hough modes of the QDT are shown in Fig. 6.5 from mode (4,4) to (4,8) on the
left side and from mode (4,9) to (4,13) on the right side. It can be seen, the higher the
order of the mode, the ner the meridional structure. In order to determine the modes
relevant for the ensemble REF simulation, a function F was dened which calculates the
QDT amplitude from the Hough modes:
F (x, y, t) = h1(y)[p1 cos(kx+ ωt) + p2 sin(kx+ ωt)]
+ h2(y)[p3 cos(kx+ ωt) + p4 sin(kx+ ωt)]
+ ...
+ h10(y)[p19 cos(kx+ ωt) + p20 sin(kx+ ωt)]. (6.2)
With:
h1...h10 . . . . . . . . . . . . . . . . . . . . . . theoretical latitudinal distribution of Hough-mode 1 ... 10
p1...p20 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . tting parameters
k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . wavenumber
x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . longitude
ω = 2π
T
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . angular frequency of QDT wave
t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .time
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With a Least Squares Fit the optimal amplitude of the individual QDT Hough modes
ha...hj was determined in order to obtain the total QDT amplitude that most closely
correspond to the QDT from the model simulation (QDTMUAM):
[F (x, y, t)−QDTMUAM ]2 → min. (6.3)
The amplitudes of the individual modes can be calculated from the parameters p1...p20












ha...hj . . . Hough modes 1...10 for reconstruction of QDT amplitudes from the REF run
p1...p20 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . tting parameters
Fig. 6.6 shows the results of the vertical proles of the individual Hough modes for
January, April, July and October for the reconstruction of the REF simulation with 72
latitudes (left) and for the case with 36 latitudes (right) to show the dierences in the
a) b)
Figure 6.5.: Theoretically calculated QDT Hough modes amplitudes for mode (4,4) to
(4,8) on the left and (4,9) to (4,13) on the right for 72 latitudes resolution after Chebyshev
method (Wang et al., 2016).
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new model version. For the case with 72 latitudes, the QDT Hough modes (4,5), (4,6),
(4,7) and mostly also the Hough modes (4,9) and (4,10) dominate in all months for all
altitudes. For the reconstruction with a meridional resolution of 36 latitudes there is a
dierence in the Hough modes compared to the 72 latitudinal reconstruction. Because of
a coarser structure of the QDT amplitudes, the Hough modes (4,4), (4,5), (4,6) and (4,7)
dominate.
The QDT modes have not been derived from model simulations so far, but only from
satellite data which are investigated by Azeem et al. (2016), see also chapter 2.2. However,
they were limited to a 60 day period from June to July of a single year and the latitudes
between 30◦ S and 60◦ N. This makes a comparison with the ensemble model simulations
dicult. In order to be able to make a meaningful comparison at all, the reconstruction
was repeated for the case that only the latitude range between 30◦ S and 60◦ N and only
the months June and July were considered. In addition, Azeem et al. (2016) has separated
the altitude ranges and considered once the modes from 90 km to 120 km altitude and
120 km to 130 km altitude. The now reconstructed Hough modes are shown in Fig. 6.7
for June (left) and July (right) for up to 130 km (top) and above 130 km (bottom). The
altitude ranges were chosen because in the overall prole (not shown here) a change of the
predominant modes at an altitude of 130 km could be seen. Below 130 km, the Hough
modes (4,4), (4,9), (4,10), (4,6), (4,7) and (4,11) dominate, above 130 km the Hough
modes (4,6), (4,7), (4,9), (4,10), (4,4) and (4,5). At the same time, the dominant Hough
modes in June and July are very similar below 130 km but dier fundamentally above
130 km altitude. Both dier from the reconstruction for the REF run, where the Hough
modes (4,5), (4,6), (4,7), (4,9) and (4,10) dominated and that also for dierent months
alike. This can be attributed to the limitation of the latitude and altitude ranges. For
the altitudes up to 120 km Azeem et al. (2016) saw the Hough modes (4,4), (4,6) and
(4,8) as dominating, which at least for the Hough mode (4,4) and partly for the mode
(4,6) matches the results from the model simulations. The Hough modes (4,4), (4,6) and
(4,7) were found to be dominant for the area above 120 km (Azeem et al., 2016). At least
the Hough modes (4,6) and (4,7) also have a large part of the QDT amplitude in the
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reconstructed model results. Azeem et al. (2016) also notes that the Hough modes do not
take nonlinear interactions into account and therefore a correct reproduction of the QDT
amplitudes of the satellite data is dicult to achieve.
The results of the temperature reconstruction in MUAM are shown in Fig. 6.8 for the
rst 10 Hough modes. The reconstructed QDT amplitudes for the months January, April,
July and October are shown on the left column, the amplitudes of the REF run in the
middle and the dierences between these two on the right. The reconstruction shows the
meridional structure and the maxima and minima are very similar to the REF simulation.
Accordingly, the dierences are small between reconstruction and REF run, which are only
±0.2 K below 110 km altitude and ±0.6 K above 110 km altitude, which is also due to
the increase of the QDT amplitude with altitude. Since the dierences are small, the
Hough modes from the Least Squares Fit show the optimal meridional structure and
size of the amplitudes. Since the meridional resolution has been increased compared to
earlier model versions, the inuence of this change on the composition of the QDT Hough
modes will be investigated. Therefore, the Least Squares Fit was performed with 36
latitudinal resolution and the results are shown in Fig. S15 in the supplement. Also, here
the meridional structure and the maxima and minima could be reconstructed well, which
leads to small dierences (Fig. S15 right). However, there is a clear dierence between
dierent months, the dierences in the months January and July are about twice as large
as in April and October. Basically the behavior is similar to the case with 72 latitudes,
that the dierences above 110 km are much bigger than below.





Figure 6.6.: Altitude dependence of the parameters (x1 to x10) from the calculations of
Hough modes 1 to 10 with the least squares t method with equation 6.2. For a resolution
of 72 latitudes (left) and resolution of 36 latitudes (right) and January (top), April, July
and October (bottom).
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a) b)
c) d)
Figure 6.7.: Altitude dependence of the parameters (x1 to x10) from the calculations of
Hough modes 1 to 10 with the least squares t method with equation 6.2. Similar to Azeem
et al. (2016) for June and July between 30◦ S and 60◦ N for altitudes up to 130 km (a, b)
and for altitudes above 130 km (c, d).





Figure 6.8.: Calculated QDT amplitudes for temperature from Hough modes 1 to 10 with
the least squares t method after Eq. 6.2 (left), REF simulation (mid) and dierences
between calculations and REF simulations (right) for a resolution of 72 latitudes. For
January (top), April, July and October (bottom)
7. MUAM: The Quarterdiurnal Tide
Forcing Mechanisms
The numerical model MUAM contains all dynamical features that are included in the
prognostic equations. For MUAM these features are introduced in chapter 3.3 with the
Eqs. 3.13 - 3.15. By analyzing all terms of the tendency equation of the migrating com-
ponent of the quarterdiurnal tide, the excitation sources of the QDT can be determined.
Some following results have already been shown and discussed in Geiÿler et al. (2020).
These include the QDT climatology, the excitation terms of the QDT and the interactions
of the dierent excitation mechanisms.
7.1. The Quarterdiurnal Forcing Terms
The solar forcing term Eq. 3.15 (∂T/∂t
∣∣
sol
) determines the non-zonal heating of the atmo-
sphere. A harmonic analysis after Eq. 4.7 has applied to this tendency term to extract the
migrating quarterdiurnal component of the direct solar heating (fsol). The analysis of the
migrating QDT component of the GW-tide interactions (fGW ) is done similar to the solar
forcing. In MUAM GWs are the result of two coupled parameterizations (Lindzen, 1981;
Yi§it et al., 2008), which were described in section 3.3. The results of these parameteriza-
tions are simply summed up in the tendency equations. In the tendency equations (Eqs.
3.13 - 3.15) nonlinear wave-wave interactions (fnlin) appear as products of non-zonal pa-
rameters from u, v, w and T . Their separation and extraction is complicated and leads
partly to numerical instabilities. For this reason the eddy diusion, molecular conduction
and Coriolis terms are neglected in the following. To understand the nonlinear interac-
tions, as example the rst term of the equation 3.13 is used. This term can be written as
∆u2/∆x and ∆u2 can be divided into its parts like: (ui+1/2 + u′i+1/2)
2 − (ui−1/2 + u′i−1/2)2.
More details are described in Lilienthal (2019). In detail, the nonlinear interactions from
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The rst term on the right side is related to the zonal mean ow, the second term rep-
resents wave-mean ow interactions and the last term includes the nonlinear wave-wave
interactions.
All QDT forcing terms from the REF run, including the solar forcing, nonlinear forcing
and the forcing resulting from gravity wave - tide interactions, are shown in Fig. 7.1 for
January and Fig. 7.2 for April for thermal parameters (a-d) and wind parameters (e-h)
as ensemble mean (2000-2010) and gray lines for standard deviation. All other months
are shown in the supplement in Figs. S16 - S25. All these forcing terms in the MUAM
tendency equations are scaled by the factor exp[−z(2H)−1] in order to account for the
growth rate of the amplitudes with altitude due to decreasing density. Thus, the gures
show the source regions of the QDT. However, from the parameters shown in Fig. 7.1 and
7.2 no statement about the propagation conditions of the QDT is possible because the tide
might be trapped in the source region, not being able to propagate upwards (Lilienthal
et al., 2018). In general, the QDT in-situ forcing in January and April shows a similar
global distribution.
Fig. 7.1 shows the results for January and Fig. 7.2 for July for the temperature advection
(a) and the nonlinear component of adiabatic heating (b) from Eq. 3.13 - Eq. 3.15,
which are divided according to Eq. 7.1. Also shown is the heating related to dissipating









and direct solar heating (d) after ∂T/∂t
∣∣
sol
in Eq. 3.15. Note the dierent color scales
to cover the maxima of all forcing terms. The thermal forcing (Fig. 7.1) of the QDT
is dominated by direct solar heating in the troposphere and stratosphere (d). This is
due to the absorption of solar radiation by water vapor in the troposphere and ozone
in the stratosphere. In the mesosphere (80 - 110 km) nonlinear wave-wave interactions
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(a) play the most important role and show maxima at the equator in the stratosphere,
mesosphere and lower thermosphere. Nonlinear adiabatic heating (b) maximizes in the
upper stratosphere and mesosphere at the equator. However, this forcing is about one
order of magnitude smaller than the nonlinear forcing and therefore will be disregarded
in the following. In the lower thermosphere, the strongest QDT generation second to
solar heating takes place through gravity wave heating (c). Nevertheless, nonlinear eects
continue to occur, and they are partly comparable in magnitude with the gravity wave
forcing. The QDT acceleration terms in the momentum equations refer to the wind
parameters shown in Fig. 7.1 e-h and 7.2 e-h, like the zonal (e) and meridional wind
advection (f), the zonal (g) and meridional (h) acceleration due to gravity waves. In
the troposphere, stratosphere and large parts of the mesosphere, the nonlinear forcing of
both the zonal (e) and meridional (f) QDT wind dominates over the gravity wave forcing
(g,h). Near the mesopause, gravity wave zonal and meridional forcing is more important
than the nonlinear forcing in zonal and meridional wind. The zonal gravity wave forcing
becomes relatively strong above 60 km at the northern middle latitudes. The gravity wave
forcing plays a major role above 110 km, where it dominates over other nonlinear forcings.
In the meridional component, the wind advection (f) outweighs the gravity wave forcing
(h) at almost all altitudes. Figs. S26 - S31 in the supplement also show a comparison
of the excitation terms between the model version with a resolution of 36 latitudes and
the current version with 72 latitudes for January and April. Note that all excitation
terms show slightly smaller excitation in the old model version in contrast to the version
with 72 latitudes. This is a consequence of the numerical changes and explains the larger
amplitudes of the QDT in the simulation with 72 latitudes.





Figure 7.1.: Quarterdiurnal components of tendency terms for February in the REF simu-
lation. Amplitudes are scaled by exp−z(2H)−1. Results are an average of the 11 ensemble
members (shaded color). Standard deviations (σ) are added as grey contour lines. Temper-
ature advection (nonlinear component), adiabatic heating (nonlinear component), heating
due to gravity wave activity (tendency term from gravity wave parameterization), solar heat-
ing (tendency term from solar radiation parameterization), zonal wind advection (nonlinear
component), meridional wind advection (nonlinear component), zonal and meridional accel-
eration due to gravity waves (tendency terms from gravity wave parameterization). Note
that the color scales are dierent.





Figure 7.2.: Same as 7.2 but for October.
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7.2. Model Experiments and Single Forcing
Mechanisms
Solar tides in MUAM, including the QDT, may be generated by three dierent mech-
anisms, namely solar heating, nonlinear tide-tide interactions, and gravity wave - tidal
interactions, as described in chapter 2 and 2.2 and by Lilienthal et al. (2018) and Geiÿler
et al. (2020). In the following the dierent forcing mechanisms are removed separately,
analogous to Geiÿler et al. (2020). To this end, a Fourier transform is used (see section
4) and the wavenumber 4 (which is equivalent to the migrating QDT, since there are no
non-zonal structures at least for the migrating tides in this MUAM version) amplitude is
removed from the respective forcing term during each time step and at each model grid
point. To remove the solar forcing mechanism, the wavenumber 4 component heating
was removed from all radiation parameterizations. To remove the nonlinear tide-tide in-
teractions, the nonlinear terms are separated, which are essentially the advection terms
in the momentum equation and the temperature equation as has been done in Lilienthal
et al. (2018) and Geiÿler et al. (2020). Then the wavenumber 4 component in these terms
are removed. Since these advection terms are responsible for wave-wave interaction, this
strategy eectively removes the QDT forcing through non-linear interaction. To remove
gravity wave - tidal interaction, the total acceleration and heating through gravity wave
oscillations of wavenumber 4 are removed. Table 7.1 shows an overview of our simula-
tions, in which dierent forcing mechanisms are eliminated separately: (i) SOL with no
gravity wave - tidal interactions and no nonlinear interactions, (ii) NLIN, without solar
forcing mechanism and without gravity wave - interactions, and (iii) GW without so-
lar forcing and without nonlinear interactions. Eectively, these experiments represent
model runs with only solar (SOL), nonlinear (NLIN), and gravity wave (GW) forcing
of the QDT. Furthermore, two experiments were performed where only one process was
removed, namely (iv) NO_NLIN with removed nonlinear interactions, and (v) NO_GW
without gravity wave - tidal interaction.
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Table 7.1.: Overview on the dierent model experiments. Activated QDT forcing is marked
as X, disabled QDT forcing is marked as 7.
Simulation Solar forcing Nonlinear forcing Gravity wave forcing
SOL X 7 7
NLIN 7 X 7
GW 7 7 X
NO_NLIN X 7 X
NO_GW X X 7
REF X X X
7.2.1. The Solar Forcing
In Fig. 7.3 a, c the QDT amplitudes and phases (b,d) of the SOL simulations for February
and October are shown for temperature and in Fig. 7.4 for zonal wind. The amplitudes
and phases for all months can be found in the supplement Figs. S32 - S35. The standard
deviations from ensemble runs are given as gray lines. In this run, the gravity wave forcing
mechanism and the nonlinear forcing mechanism have been removed from the terms of
the model tendency equation. The QDT amplitudes in the SOL run look very similar to
those of the REF run in terms of amplitude magnitude and distribution. This agrees well
with Fig. 7.1 d and Fig. 7.2 d showing that direct solar forcing is the strongest forcing
mechanism and dominates the QDT generation. On closer examination, the southern and
northern hemisphere midlatitudes show even larger temperature and zonal wind ampli-
tudes in the SOL run than in the REF run, especially in February. The dierences of
the QDT amplitudes between the SOL and REF simulation (SOL-REF) are shown in
Fig. 7.5 for temperature (a,c) and zonal wind (b,d) for February and October and for all
months in the supplement in Fig. S36 for temperature and Fig. S37 for the zonal wind.
The areas with a signicance level larger than 99% are dotted. Since the variability in
the model only results from the changed initial conditions, which are based on monthly
rather than daily averages, the signicance is generally very high when comparing SOL
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and REF simulation. The amplitudes in zonal wind during spring and autumn tend to
be slightly decreased in the SOL simulation but with similar global structure like those
of the REF simulation. Fig. 7.6 shows the temperature (left), zonal wind (mid) and
meridional wind (right) amplitudes of the QDT for the altitudes 90 km (top), 101 km
(mid) and 109 km (bottom) as a latitude-time-cross-section. In comparison to the REF




Figure 7.3.: QDT amplitudes (left) and phases (right) for temperature as color from the
SOL simulation, grey lines show standard deviation (∆σ = 0.2 K) from ensemble runs for
February (top) and October (bottom).
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a) b)
c) d)
Figure 7.4.: QDT amplitudes (left) and phases (right) for zonal wind as color from the
SOL simulation, gray lines show standard deviation (∆σ = 0.2 ms−1) from ensemble runs
for February (top) and October (bottom).
a) b)
c) d)
Figure 7.5.: QDT dierences between SOL and REF simulation as color. Signicance
larger than 99% as dotted area. For February (top) and October (bottom), temperature
(left), zonal wind (right).




Figure 7.6.: SOL run QDT amplitudes for temperature (a,d,g), zonal wind (b,e,h) and
merdional wind (c,f,i) as time-latitude-plot for 90 km (top), 101km (mid), 109 km (bottom).
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7.2.2. The Gravity Wave Forcing
The GW run only contains the QDT gravity wave forcing and shows only small tem-
perature amplitudes, up to 2.5K in July, (Fig. 7.7 a, c) and phases (Fig. 7.7 b, d) for
February and October compared to SOL and REF simulation. For other months see Fig.
S38 and S39. The standard deviation from ensemble runs is given as grey lines. The
zonal wind amplitudes (a, c) and phases (b, d) are shown in Fig. 7.8, for other months
see Fig. S40 and S41. The dierences of the QDT amplitudes between the SOL and
REF simulation (SOL-REF) are shown in Fig. 7.9 for temperature (a, c) and zonal wind
(b, d) for February and October and for all months in the supplement in Fig. S42 for
temperature and Fig. S43 for zonal wind. The areas with a signicance level larger than
99% are dotted. When comparing the phases of the GW run with the REF run, it is
noticeable that they are less regular than in the REF and SOL run. REF and SOL run
showed very similar phases, which were constant at the equator and low latitudes up to
an altitude of 110 km with correspondingly large wavelengths. This is no longer visible in
the GW run for temperature and zonal wind. The phases clearly dier from the REF run,
i.e. vertical wavelengths are shorter (70 km) and the phase position and distribution have
also changed. From 100 km altitude they become even smaller with just 20 km. Similar to
the REF simulation, amplitudes gradually increase with height and maxima are located
at northern low latitudes of the lower thermosphere, however, they are negligible below
115 km, what can be seen in Fig. 7.14. This is most likely due to the fact that gravity
wave - tide interactions mainly take eect in the lower thermosphere. If one compares the
amplitudes from the GW run (Fig. 7.14) with the REF run (Fig. 6.2) at 109 km altitude,
one can see that the maxima are still found in the lower and middle latitudes. In addition,
the GW run shows a maximum directly at the equator in the temperature amplitudes.
The months with the maxima in the respective latitudes have also shifted and are no
longer found in February, April, August and October, but in March and September. The
dierent forcings therefore have a dierent meridional and temporal distribution of the
maxima.
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a) b)
c) d)
Figure 7.7.: QDT amplitudes (left) and phases (right) for temperature as color from the




Figure 7.8.: QDT amplitudes (left) and phases (right) for zonal wind as color from the GW
simulation, black lines show standard deviation from ensemble runs. Top February, bottom
October.
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a) b)
c) d)
Figure 7.9.: QDT dierences between GW and REF simulation as color. Signicance larger
than 99% as dotted area for February (top) and October (bottom), temperature (left), zonal
wind (right)




Figure 7.10.: GW run QDT amplitudes for temperature (a, d, g), zonal wind (b,e,h) and
merdional wind (c, f, i) as time-latitude-plot for 90 km (top), 101km (mid), 109 km (bottom).
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7.2.3. The Nonlinear Forcing
Figures 7.11 and 7.12 show the QDT amplitudes (a, c) and phases (b, d) for the tempera-
ture and zonal wind from the NLIN run for February and October. All other months are
shown in the supplement Figs. S44 - S47. The standard deviation from ensemble runs is
given as gray lines. This simulation contains only the forcing of nonlinear interactions.
The amplitudes for the temperature component are comparable to those of the GW run
with a maximum of 2K (October). For the zonal wind component the amplitudes are
even smaller than in the GW run with 2.0ms−1 (June). For the NLIN simulation, only
two maxima over the midlatitudes of both hemispheres can be identied. The same can
be seen in the time-latitude distribution (Fig. 7.10) in the respective winter months.
So the amplitudes are also much smaller compared to the REF run, which is shown in
Fig. 7.13 for February and October with larger than 99% signicance dotted and for all
other months in the supplement Fig. S48 and S49. Keeping in mind that nonlinear tidal
interactions mainly occur in the mesosphere (see Fig. 7.1 and 7.2), one may conclude
that QDTs generated by this mechanism are trapped near their forcing region and cannot
propagate further upward.
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a) b)
c) d)
Figure 7.11.: QDT amplitudes (left) and phases (right) for temperature as color from the




Figure 7.12.: QDT amplitudes (left) and phases (right) for zonal wind as color from the
NLIN simulation, black lines show standard deviation from ensemble runs for February (top)
and October (bottom).
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a) b)
c) d)
Figure 7.13.: QDT dierences between NLIN and REF simulation as color. Signicance
larger than 99% as pointed area for February (top) and October (bottom), temperature
(left) and zonal wind (right).




Figure 7.14.: NLIN run QDT amplitudes for temperature (a, d, g), zonal wind (b, e, h)
and merdional wind (c, f, i) as time-latitude-plot for 90 km (top), 101km (mid), 109 km
(bottom).
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7.2.4. No Gravity Wave Forcing
A simulation was carried out where only the gravity wave forcing was turned o, this run is
called NO_GW run. Fig. 7.15 and 7.16 show the QDT amplitudes (a, c) and phases (b,d)
for the temperature and zonal wind from the NO_GW run for February and October. All
other months are shown in the supplement Figs. S50 - S51. The standard deviation from
ensemble runs is given as gray lines. The amplitudes and phases of the the REF and SOL
run have a similar meridional structure. The amplitudes of the zonal wind are usually
smaller than in the REF run, but especially in the temperature the amplitudes are partly
larger than in the REF run. This is shown in Fig. 7.17 for February and October and for




Figure 7.15.: QDT amplitudes (left) and phases (right) for temperature as color from the
NO_GW simulation, grey lines show standard deviation from ensemble runs for February
(top) and October (bottom).
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a) b)
c) d)
Figure 7.16.: QDT amplitudes (left) and phases (right) for zonal wind as color from the
NO_GW simulation, black lines show standard deviation from ensemble runs for February
(top) and October (bottom).
a) b)
c) d)
Figure 7.17.: QDT amplitude dierences between NO_GW and REF simulation as color.
Signicance larger than 99% as dotted area. For February (top) and October (bottom),
temperature (left) and zonal wind (right).
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7.2.5. No Nonlinear Forcing
As for the gravity wave forcing in the NO_GW run, in this simulation just the QDT
forcing from nonlinear interactions is disabled, this run is called NO_NLIN. Fig. 7.18
and 7.19 show the QDT amplitudes (a, c) and phases (b, d) for the temperature and
zonal wind from the NO_NLIN run for February and October. All other months are
shown in the supplement Figs. S56 - S59. The standard deviation from ensemble runs
is given as gray lines. The amplitudes and phases, as before for the NO_GW run, are
similar to those of the REF and SOL run in the meridional structure. But especially in
the zonal wind the amplitudes are partly larger than in the REF run, like seen before in
the NO_GW run. This is shown in Fig. 7.20 for February and October and for all other
months in the supplement Fig. S60 and S61, where signicance larger than 99% is dotted.
a) b)
c) d)
Figure 7.18.: QDT amplitudes (left) and phases (right) for temperature as color from
the NO_NLIN simulation, black lines show standard deviation from ensemble runs. Top
February, bottom October.
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a) b)
c) d)
Figure 7.19.: QDT amplitudes (left) and phases (right) for zonal wind as color from the




Figure 7.20.: QDT dierences between NO_NLIN and REF simulation as color. Signi-
cance larger than 99% as dotted area. For February top and October bottom, temperature
left, zonal wind right.
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7.3. Hough modes in Model experiments
As in the section 6.3 the QDT amplitudes is to be reconstructed using the Hough modes
and a Least Squares Fit according to Eq. 6.2. This time for the individual forcing in
order to determine whether dierent modes are dominant in the individual forcing.
7.3.1. SOL Hough modes
The results of the reconstruction of the QDT temperature amplitudes for solar forcing and
the rst 10 Hough modes are shown in Fig. 7.21 for the months of January, April, July
and October for the reconstruction (left), the SOL run, the altitude prole of the Hough
modes with dierent colors for each mode and the dierences between reconstruction and
SOL run (right). The reconstruction shows good agreement with correspondingly small
dierences. Analogous to the reconstruction of the REF run, the largest deviations are
shown in the areas with the largest amplitudes, but never exceed ±0.8 K. Since solar
forcing is the most important QDT forcing and the meridional structure and minima and
maxima are very similar to the REF simulation, with the result that the same Hough
modes ((4,5), (4,6), (4,7), (4,9) and (4.10)) as in the REF run are dominant. Accordingly,
the altitude dependence of the Hough modes is also very similar.
7.3.2. GW Hough modes
As before for the SOL run, a reconstruction of the rst 10 Hough modes of the QDT
temperature amplitudes was carried out for the GW run and the results are presented in
Fig. 7.22, analogous to Fig. 7.21. The reconstruction is similarly good as in the previous
comparisons, the dierences are most ±0.2 K. Even if there are some dierences in the
altitude prole of the amplitudes compared to the SOL and REF run. The amplitudes of
the modes are much smaller than for the REF and SOL run and die maxima are shown
at lower altitudes (120 km) than in the REF and SOL run in January and April. In July
and October the maxima in the GW modes are shifted 20 km upwards upward compared
112 7. MUAM: The Quarterdiurnal Tide Forcing Mechanisms
to REF and SOL run. But it can be seen that the modes (4,5), (4,6), (4,7), (4,9) and
(4.10) are dominant, the same as in the REF and SOL run.
a) b) c) d)
e) f) g) h)
i) j) k) l)
m) n) o) p)
Figure 7.21.: Calculated SOL QDT temperature amplitudes from Hough modes 1 to 10
with the least squares t method (left), SOL simulation, altitude dependence of QDT Hough
modes and dierences between calculations and REF simulations (right) for a resolution of
2.5 degrees in latitude. For January (top), April, July and October (bottom)
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a) b) c) d)
e) f) g) h)
i) j) k) l)
m) n) o) p)
Figure 7.22.: Calculated GW QDT temperature amplitudes from Hough modes 1 to 10
with the least squares t method (left), GW simulation, altitude dependence of QDT Hough
modes and dierences between calculations and REF simulations (right) for a resolution of
72 latitudes. For January (top), April, July and October (bottom)
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7.3.3. NLIN Hough modes
As before, the reconstruction of the QDT temperatures amplitudes from the NLIN sim-
ulation was performed in the same way and the results are shown in Fig. 7.23. The
altitude prole of the Hough modes diers from those of the SOL, GW and REF runs.
The amplitudes are smaller than in the REF and SOL run, but similar to the GW run.
The vertical structure shows also dierences, the January changed similar to the GW run,
so that the maximum is shifted downward to 120 km compared to the REF and SOL run,
in April, July and October the maxima are shifted upward. But again the same Hough
modes (4,5), (4,6), (4,7), (4,9) and (4.10) are determined.
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a) b) c) d)
e) f) g) h)
i) j) k) l)
m) n) o) p)
Figure 7.23.: Calculated NLIN QDT amplitudes for temperature from Hough modes 1 to 10
with the least squares t method (left), GW simulation, altitude dependence of QDT Hough
modes and dierences between calculations and REF simulations (right) for a resolution of
72 latitudes. For January (top), April, July and October (bottom)
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7.3.4. Hough modes: Seasonal cycle
The seasonal cycle of the individual Hough modes for the altitude of 120 km for the REF,
SOL, GW and NLIN run is shown in Fig. 7.24. It can be seen that the Hough modes
(4,5), (4,6), (4,7), (4,9) und (4.10) are dominant in all months and that solar forcing is
the most important QDT forcing. Only in the autumn and winter months do the GW
and NLIN run modes do have amplitudes comparable to REF and SOL run. So it can
be summarized that the QDT temperature amplitude is always composed of the same
Hough-modes, independent of the forcing. Comparing the seasonal cycle of the Hough
modes of the REF run with the seasonal cycle of the amplitudes, it is noticeable that
only the maxima and minima in February, September, October and November are shown
correctly, but not in April and May. The same applies to the comparison of the SOL run
with its Hough modes, whereby the amplitudes in autumn are underrepresented. The
agreement is better when comparing the amplitudes of the GW and NLIN run with the
respective Hough modes. Dierences are only found from October to December, where
the amplitudes are underrepresented in the GW run and overrepresented in the NLIN
run. But the forcing of nonlinear QDT is important in December and January.
118 7. MUAM: The Quarterdiurnal Tide Forcing Mechanisms
a) b)
c) d)
Figure 7.24.: Calculated seasonal cycle for QDT temperature Hough modes 1 to 10 with
the least squares t method for REF (a), SOL (b), GW (c) and NLIN (d) simulation.
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7.4. Nonlinear Tidal Interactions
Nonlinear interactions between tides play an important role for the excitation of a QDT.
Interactions between two SDTs or an DT and TDT can be considered as excitation of a
QDT (see chapter 2.1). In order to determine which of these interactions is the dominant
one, simulations were carried out in which the DT, SDT or TDT were removed in the
model tendency terms with a FFT in order to prevent the respective interaction. These
simulations are based on the conditions of 2005 and are not an ensemble run. The model
conguration otherwise corresponds to that of the REF run. The following results do not
consider the phases, because they are dominated by direct solar forcing of the QDT and
are therefore similar with the REF and SOL simulation. The results are presented for
January, as the strongest nonlinear interactions occur in the winter months.
7.4.1. Model run without SDT/SDT interaction
In the rst case the SDT with wavenumber k = 2 was removed by an FFT, so that
no SDT/SDT interaction is possible. Fig. 7.25 shows the result for January for the
zonal wind (top) and temperature (bottom). On the left side the REF run is shown for
comparison, the case without SDT in the middle and on the right side the dierence
between both. The meridional structure of the amplitudes is still visible, but in the case
without SDT the amplitudes are larger (up to 1 K or 1 ms−1)in the northern mid- and
southern low latitudes than in the REF run. Conversely, the amplitudes are smaller
(up to 1 K or 1 ms−1) in the low northern and southern midlatitudes. This eect is
more pronounced in the amplitudes of the zonal wind than in the temperature. The
interpretation is dicult, because some dierences may be caused by comparing a single
year with an ensemble mean. However, the dierences in QDT amplitudes are sometimes
larger than 33% of the amplitude, after the removal of an nonlinear forcing. Especially
the increase in amplitudes can only be explained by an additional interaction between
QDTs excited by dierent forcing mechanisms.
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Figure 7.25.: QDT amplitudes from the REF run (left), without SDT (mid), dierences
(right). For zonal wind (top) and temperature (bottom) amplitudes.
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7.4.2. Model run without DT/TDT interaction
As before for the SDT/SDT interaction, the same is now shown for the DT/TDT inter-
action for zonal wind (top) and temperature (bottom) in Fig. 7.26 for January. Note the
dierent scaling of the dierences between the run without DT/TDT interaction and the
run without SDT/SDT interaction. The DT with wavenumber k = 1 and the TDT with
wavenumber k = 3 is removed by a FFT. The meridional structure of the amplitudes is
still visible, but in the case without SDT the amplitudes are larger (up to 1 K or 1 ms−1)
in the northern mid- and southern low latitudes than in the REF run and vice versa for
the negative dierences. The negative dierences are now more pronounced than before
in the SDT/SDT interaction and reach now up to 2 K or 2 ms−1. From this it can
be concluded that the part of the QDT from nonlinear tidal interactions is mainly due
to the DT/TDT interaction. The excited QDT from SDT/SDT interactions is smaller,
which can also be due to the possible interaction with the QDT from other forcing mech-
anisms. Jacobi et al. (2018) stated that the DT/SDT interaction was the stronger one,
the investigation referred on the one hand only to a radar measurement at one point
and to simulations with MUAM, which still had a lower merdional and a larger temporal
resolution and therefore are only conditionally comparable with the current results.
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Figure 7.26.: QDT amplitudes from the REF run (left), without DT and TDT (mid),
dierences (right). For zonal wind (top) and temperature (bottom) amplitudes.
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7.4.3. Model run without tide-tide interaction
In the next step a model simulation was carried out under the conditions of the year
2005, where all tidal interactions were excluded. That means, with using of an FFT, to
remove the DT with wavenumber k = 1, SDT with wavenumber k = 2 and the TDT
with wavenumber k = 3 from the model tendency terms. The results are shown in Fig.
7.27 as before for January for zonal wind (top) and temperature (bottom). It can be seen
again that the meridional structure is preserved and that compared to the REF run the
amplitudes in the low latitudes of the northern hemisphere and in the middle latitudes
of the southern hemisphere become signicantly larger, especially in the northern middle
latitudes, which suggests an interaction of the QDT from dierent forcing mechanisms.
The results from the run without tide-tide interaction should be similar to the NO_NLIN
run. This is also the case for the meridional structure, as well as for the maxima of the
amplitudes. Only in the higher latitudes the amplitudes in the NO_NLIN run are larger
by 1.5 ms−1 and 1 K.
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Figure 7.27.: QDT amplitudes from the REF run (left), without tide-tide interactions
(mid), dierences (right). For zonal wind (top) and temperature (bottom) amplitudes.
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Figure 7.28.: QDT amplitudes from the NO_NLIN run (left), without tide-tide interac-
tions (mid), dierences (right). For zonal wind (top) and temperature (bottom) amplitudes.
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7.5. Solar Tidal Interactions
The QDT, which is excited by direct solar forcing, is composed in the model primarily
of the excitation by absorption of solar radiation from water vapor and ozone. In order
to determine which forcing is the dominant one an FFT was applied to the radiation
parameterization of the model, which removes the QDT (k = 4) caused by water vapor.
For this purpose the conguration of the SOL run was used but only for the year 2005.
The results for the QDT amplitudes and phases are shown in Fig. 7.29 for January for the
run without ozone (right) and for the SOL run (left) and for temperature (a-d) and zonal
wind (e-h). For January, because the eect is strongest this month, one can see for the
temperature QDT amplitudes that in the case without water vapor forcing the amplitudes
are larger than in the SOL run. This is particularly clear in the midlatitudes of the
northern hemisphere, where the largest phase dierences are found below 50 km altitude
for zonal wind. These are now about 180◦ out of phase. This indicates a destructive
interference in the SOL run between the QDTs excited by water vapor with the QDTs
excited by ozone. For the zonal wind QDT amplitudes the dierences are very similar in
the northern hemisphere, but also in the southern midlatitudes a larger amplitude than
in the SOL run is now visible. Here to the phases show a shift of 180◦ between the zonal
wind QDTs excited by water vapor with the QDTs excited by ozone, which indicated
the destructive interference. In summary, it can be stated that the part of the QDT
amplitude in the SOL and REF run, which is caused by the excitation via the ozone, is
the most dominant one. Because the QDT excited from water vapor from the troposphere
is trapped below 20 km due to the destructive interference.





Figure 7.29.: Model run without direkt solar forcing from vater vapor (right), ozone (mid)
and REF run for comparison (left). QDT amplitudes for January for temperature (a-c) and
zonal wind (g-i) and phases for temperature (d-f) and zonal wind (j-l)
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7.6. Interactions of Dierent Forcing Mechanisms
In section 7.5 was shown, that there are obviously interactions between QDTs, which
were excited by dierent forcing. This will now be investigated in detail for interactions
of direct solar forcing, nonlinear tidal interactions and gravity wave tidal interactions as
excitation mechanisms. The analysis and discussion is analogous to Geiÿler et al. (2020).
January and April are chosen, because these eects are strongest in this months.
7.6.1. Interaction between Nonlinear and Solar Forcing
The QDT amplitude dierences are presented for January and April between the
NO_NLIN and REF simulation for temperature in Fig. 7.30 a, b and for zonal wind
in Fig. 7.30 c, d. The amplitudes are scaled with density to highlight the actual source
region of the waves. All months are shown in the supplement Figs. S62 and S62. Here,
the red (blue) areas denote larger amplitudes in NO_NLIN (REF) simulations. This
means that in red areas the run with one removed forcing has larger amplitudes than the
REF run. It can be concluded that the removed nonlinear forcing must have destruc-
tively interfered with other QDT from other forcings (like solar or gravity wave forcing).
The NLIN run (only nonlinear forcing) case is expected to show small QDT amplitudes
because of the weak nonlinear forcing. Without destructive interference, the NO_NLIN
(without nonlinear forcing) simulation should show larger amplitudes than the NLIN run,
but smaller ones than the REF run, because one forcing (nonlinear) is missing. Further-
more, the hatched areas denote destructive interference between the QDTs of NLIN and
SOL, which are dened through their phases dierences ∆Φ = ΦNLIN − ΦSOL:
120◦ ≤ ∆Φ ≤ 240◦. (7.2)
In case of a superposition of such destructively related NLIN and SOL waves, the ampli-
tude of NO_NLIN is expected to be larger than in REF, because the nonlinear (NLIN)
and solar (SOL) QDT of the REF run act against each other. Indeed, the observed re-
gions for temperature (Fig. 7.30) and zonal wind (Fig. 7.31) in which the amplitudes in
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the NO_NLIN run are larger than in the REF simulation, and at the same time, de-
structive interference between the nonlinear and solar QDT corresponds to these positive
amplitude dierences. Thus, it can be concluded that the nonlinearly excited part of the
QDT weakens the pure solar QDT amplitude in the REF simulation. The eect is more
pronounced for the zonal wind than for temperature.
a) b)
c) d)
Figure 7.30.: Dierence of QDT amplitudes between NO_NLIN and REF simulation,
scaled by density. Areas of destructive interference (120◦ ≤ ∆Φ ≤ 240◦) between NLIN
and SOL phases are hatched. For temperature (a, b) and zonal wind (c, d) for January
(left) and April (right).
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7.6.2. Interaction between Gravity wave and Solar Forcing
In addition to the interaction between nonlinear and solar QDT, an interaction between
gravity wave - induced QDT and solar QDT is also possible. For this reason the respective
results are shown in Fig. 7.31 a, b for temperature and in Fig. 7.31 c, d for zonal wind,
analogue to Fig. 7.30. All months are shown in the supplement Fig. S64 and S65.
Colors denote the dierences between the NO_GW and the REF simulation, again scaled
by the growth rate of the amplitudes with altitude. Red (blue) colors denote larger
NO_GW (REF) amplitudes. Areas of destructive interference (see Eq. 7.2 with ∆Φ =
ΦGW − ΦSOL) between the phases from the NO_GW and SOL run are hatched. The
dierence between NO_GW and REF run shows that the amplitudes in the NO_GW
simulation are sometimes larger than in the REF run. This often happens in areas where
destructive interference can be detected, but it is less well pronounced than in Fig. 7.30
for the nonlinear-solar QDT interaction. This means that the QDT owing to gravity
wave - tide interactions also tends to act against the solar QDT which leads to a decline
in QDT amplitude in the REF simulation for temperature and zonal wind where both
forcing mechanisms are present. The interaction between GW and NLIN QDT is not
shown separately because the interactions were negligible.
130 7. MUAM: The Quarterdiurnal Tide Forcing Mechanisms
a) b)
c) d)
Figure 7.31.: Dierence of QDT amplitudes between NO_NLIN and REF simulation,
scaled by density. Areas of destructive interference (120◦ ≤ ∆Φ ≤ 240◦) between NLIN
and SOL phases are hatched. For temperature (a, b) and zonal wind (c, d) for January
(left) and April (right).
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7.7. Inuence of Enhanced Forcing Mechanisms
So far only parts of the QDT from dierent forcings have been removed from the model
tendency equation. In the next step, the existing QDT from the forcings is to be amplied.
For this purpose, the QDT is extracted again from the tendency terms by an FFT analysis
and added again with an amplication factor. This is done for each latitude, longitude,
altitude and time step. This also shows the numerical stability of the model and how the
propagation conditions behave with a changed background and what eects this has on
the QDT amplitudes. All simulations are done for the conditions of the year 2005.
7.7.1. Inuence of Enhanced Solar Forcing Mechanisms
For the case of increased solar forcing, the SOL run was used as a basis for this new
experiment. In the SOL simulation, the QDT from nonlinear interactions and from gravity
wave - tide interactions was removed by an FFT. In this new model experiment, the
remaining direct solar forcing is increased, whereby 100% corresponds to the results of
the SOL run and 200% corresponds to twice as strong forcing compared to the SOL run.
Of course, this not only has inuence on the resulting QDT, but also on the background
circulation. Fig. 7.32 shows an overview over the results of this simulation. In Fig. 7.32
a (temperature) and d (zonal wind) the normalized latitudinally averaged (weighted by
cosφ) QDT amplitudes are shown as vertical prole. The x-axis shows the ratio of the
change between SOL (100%) and the run with 150% increase of the direct solar forcing.
The average was calculated over all months, resulting in the annual variability, which is
shown as inter-quartile range (boxes) and the mean value, shown as line in the box, as
well as the error bars. In most altitude range exactly this can be observed, but between
120 km and 140 km the eect on the amplitude is smaller and stronger above 140 km
than the expected 50%. The annual variability of temperature amplitudes is highest
in the mesopause and thermosphere, while the highest values of zonal wind amplitudes
are reached between 100 km and 130 km altitude. In 7.32 b (temperature) and e (zonal
wind), the normalized vertically averaged (80-160 km) QDT amplitudes are shown in
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dependence of the amplication of forcing, with the dierent colors indicating dierent
months. The points symbolize the data from the simulations and the line is the result of
a linear t for each month with the slope s given in the gure. It can be seen that the
increase in all months is almost linear, so an amplication of the direct solar forcing by
10% leads to a 10% larger amplitude. In Fig. 7.32 c (temperature) and f (zonal wind)
the eects on the background circulation are shown. The points show the simulation
results as global average of the absolute change of zonal mean background parameter
between 80 km and 160 km altitude. Also a linear t is added for each month with given
correlation coecients. For temperature and zonal wind, there is a linear correlation
between stronger direct solar forcing and changes in the background circulation for the
months October to April. Between May and September, especially for zonal wind, the
correlation is very weak. The results for January for every enhancement factor can be
seen in the supplement in Fig. S66 for the background zonal wind and in Fig. S67 for
the QDT zonal wind amplitudes. The decrease of QDT amplitudes in the SOL run at
130 km - 140 km altitude is due to nonlinear interactions with the nonlinear forced QDT
between 120 km and 130 km altitude.
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a) b) c)
d) e) f)
Figure 7.32.: Proles of normalized latitudinal mean QDT amplitudes ratio (left), annual
variability as inter-quartile range (boxes), mean value as line inside the box, and max-
imum/minimum range as error bars. Normalized, vertically averaged (80 - 160 km) QDT
amplitudes for enhancements of fsol in dierent colors for dierent months (mid). Dots show
the simulations and line the linear t for each month with correspond slope s. Global mean
absolute change (80 - 160 km) of zonal mean background parameter with respect to SOL run
(right). Linear ts for every month with correlation coecient R2. Top for temperature,
bottom for zonal wind.
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7.7.2. Inuence of Enhanced Gravity Wave Forcing Mechanisms
The same like in section 7.7.1 for the SOL run was now done for the GW run. Only the
forcing of the QDT due to the gravity wave - tide interaction is enabled and was increased
from 100% of the GW run up to 200%. Fig. 7.33 shows an overview over the results of this
simulation. In Fig. 7.33 a (temperature) and d (zonal wind) the normalized latitudinal
averaged QDT amplitudes are shown as altitude prole. The x-axis indicated the ratio
of the change between GW (100%) and the run with 150% increase of the gravity wave
forcing. The average was calculated over all months, resulting in the annual variability,
which is shown as inter-quartile range (boxes) and the mean value, shown as line in the
box, as well as the error bars. For temperature and zonal wind this 50% can be only seen
at 110 km to 120 km altitude. Above the eect is stronger and below it is weaker. This
depends on the forcing of QDT from gravity wave, which is stronger in mesosphere above
110 km. The annual variability is highest for temperature and zonal wind above 120 km
altitude. In 7.33 b (temperature) and e (zonal wind), the normalized vertical averaged
(80-160 km) QDT amplitudes are shown according to the dependence of the amplication
of forcing, with the dierent colors indicating dierent months. The points symbolize the
data from the simulation. It can be seen that there is an linear increase but slope diers
from month to month with the weakest increase in December and January. In Fig. 7.33
c (temperature) and f (zonal wind) the eects on the background circulation are shown.
The points show the simulation results as global average of the absolute change of zonal
mean background parameter between 80 km and 160 km altitude. The line corresponds to
a linear t for each month with given correlation coecients. For temperature and zonal
wind, there is a linear correlation for March and April and for October to December.
But these correlation shows that there is just a weak inuence of enhanced forcing on the
background circulation, that diers from month to month. All other months show only
noise. The results for every enhancement factor as example for January can be seen in
the supplement in Fig. S68 for background zonal wind and in Fig. S69 for QDT zonal
wind amplitudes.
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Figure 7.33.: Proles of normalized latitudinal mean QDT amplitudes ratio (left), annual
variability as inter-quartile range (boxes), mean value as line inside the box, and max-
imum/minimum range as error bars. Normalized, vertically averaged (80 - 160 km) QDT
amplitudes for enhancements of fsol in dierent colors for dierent months (mid). Dots show
the simulations and line the linear t for each month with correspond slope s. Global mean
absolute change (80 - 160 km) of zonal mean background parameter with respect to GW run
(right). Linear ts for every month with correlation coecient R2. Top for temperature,
bottom for zonal wind.
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7.7.3. Inuence of Enhanced Nonlinear Forcing Mechanisms
The same as before for the SOL and GW run was now done for the NLIN run. Only the
forcing of the QDT due to the nonlinear interactions takes place and was increased from
100% of the NLIN run up to 200%. Fig. 7.34 shows an overview over the results of this
simulation. In Fig. 7.34 a (temperature) and d (zonal wind) the normalized latitudinal
averaged QDT amplitudes are shown as altitude prole. The x-axis indicated the ratio of
the change between GW (100%) and the run with 150% increase of the nonlinear forcing.
The average was calculated over all months, resulting in the annual variability, which is
shown as inter-quartile range (boxes) and the mean value, shown as line in the box, as
well as the error bars. At an amplication of 50% it would be expected an amplication
of the QDT amplitudes of 50%. In most altitude range exactly this can be observed,
but above 120 km the eect on the amplitude is obviously smaller than the expected
50%, especially for zonal wind. This is to due nonlinear interactions between solar and
nonlinear forced QDTs in this area. The annual variability of temperature amplitudes
is the highest above 140 km altitude, while the highest values of zonal wind amplitudes
are reached below 125 km altitude. In 7.34 b (temperature) and e (zonal wind), the
normalized vertical averaged (80-160 km) QDT amplitudes are shown according to the
dependence of the amplication of forcing, with the dierent colors indicating dierent
months. The points symbolize the data from the simulations and the line is the result of
a linear t for each month with the slope s given. It can be seen that the increase in all
months is almost linear. But in dierence to the enhanced SOL run the increase is stronger
in spring (March and April) and autumn (September and October) (up to s = 1.19 in
September) and small during all summer months. In all other months an amplication of
the nonlinear forcing by 10% leads more or less to a 10% larger amplitude. In Fig. 7.34
c (temperature) and f (zonal wind) the eects on the background circulation are shown.
The points show the simulation results as global average of the absolute change of zonal
mean background parameter between 80 km and 160 km altitude. The line corresponds to
a linear t for each month with given correlation coecients. For temperature and zonal
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wind, there is no inuence of enhanced forcing on the background circulation visible for
all months. The results for every enhancement factor as example for January can be seen




Figure 7.34.: Proles of normalized latitudinal mean QDT amplitudes (left), annual
variability as inter-quartile range (boxes), mean value as line inside the box, and max-
imum/minimum range as error bars. Normalized, vertically averaged (80 - 160 km) QDT
amplitudes for enhancements of fsol in dierent colors for dierent months (mid). Dots show
the simulations and line the linear t for each month with correspond slope s. Global mean
absolute change (80 - 160 km) of zonal mean background parameter with respect to NLIN
(right). Linear ts for every month with correlation coecient R2. Top for temperature,
bottom for zonal wind.
8. Summary and Conclusion
In the sensitivity study carried out in the beginning in section 5, a compromise for a
model conguration was found to obtain the most realistic background circulation and
to increase the QDT amplitude in the model compared to earlier versions (Geiÿler et al.,
2020; Geiÿler and Jacobi, 2018).
The results of the REF simulation show a consensus in the climatology of QDT in com-
parison with observations and other model studies. The amplitudes of the MUAM are
relatively small for the QDT with up to 2.5ms−1 in the zonal wind at 101 km altitude and
5.0ms−1 at 120 km altitude in spring and autumn. For example, QDT amplitudes ob-
tained from meteor radar measurements (Jacobi et al., 2017c) are up to three times larger
than in the MUAM simulations. However, it is a known issue that numerical models tend
to underestimate the tides in some regions and seasons (e.g., Smith, 2012; Pokhotelov
et al., 2018; Geiÿler et al., 2020).
In the model simulations, the meridional structure of QDT amplitudes shows 3-4 maxima
in the temperature and zonal wind component (5 in the meridional wind component).
These are located at low (10◦-30◦) and middle latitudes (40◦-70◦) of the respective hemi-
sphere (Geiÿler et al., 2020). These maxima at low and midlatitudes are also present in
the NIRS and SABER temperature measurements (Liu et al., 2015; Azeem et al., 2016).
Meteor radar measurements at northern midlatitudes (Jacobi et al., 2017c) conrm the
shown QDT wind maxima in winter, spring and autumn. The maximum of the QDT
wind amplitudes at low latitudes has been proven by meteor radar measurements over
Brazil (Guharay et al., 2018). They show maxima below 100 km in spring and autumn
like the MUAM simulations.
This thesis is focused on forcing mechanisms of the QDT. To this end, rst all possible
sources of the migrating QDTs are compared in the simulations following the approach
of Lilienthal et al. (2018). These are (i) the absorption of solar radiation by water vapor
and ozone, (ii) nonlinear tidal interactions between migrating DTs and TDTs and the
self-interaction of migrating SDTs and (iii) nonlinear interactions between gravity waves
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and tides. This is the rst time to present the global distribution of quarterdiurnal in-
situ forcing from a numerical model. In summary, the solar forcing dominates in the
troposphere and stratosphere, the nonlinear forcing predominates in the mesosphere and
the gravity wave forcing mainly takes place in the mesosphere and thermosphere. These
results do not allow to draw conclusions on the upward propagation of the QDT, but only
show local excitation (Geiÿler et al., 2020).
For this reason, the idea of Smith et al. (2004) is adapted, who performed simulations with
individual forcing mechanisms removed. In addition to Smith et al. (2004), the gravity
wave - tide interactions are also considered. Some simulations are designed in a way that
only a single forcing mechanism remains and the other two sources are removed (SOL,
NLIN and GW), in other simulations only one of the sources was removed (NO_NLIN,
NO_GW).
As a result, it could be found that the solar forcing mechanism is the most important and
dominant one of all forcing mechanisms, since the removal of direct QDT solar heating
(GW and NLIN runs) leads to a signicant decrease in the QDT amplitude. Smith et al.
(2004) came to the same conclusion, when they removed the QDT solar forcing in their
simulations. In addition, in the direct solar forcing, which consists of excitation via water
vapor and ozone, the QDT, which is excited from the ozone, is the dominant one due to
some destructive interference from the QDT excited by water vapor in the troposphere
and from the QDT excited by ozone in the stratosphere.
Additional (also see Geiÿler et al. (2020)) it is shown that the amplitudes resulting from
the gravity wave forcing mechanism (GW) are smaller than the resulting amplitudes of the
direct solar forcing (SOL), but larger than those from the nonlinear forcing mechanisms
(NLIN). In agreement with the results of Smith et al. (2004), nonlinear tidal interactions
seem to play a minor role for the total QDT amplitudes, although distinct sources of
nonlinear quarterdiurnal in-situ excitation could be found in the mesosphere. This allows
the conclusion that the QDT from local nonlinear forcing mechanisms can not propagate
and is, to a large degree, trapped in the vertical domain. Signicant nonlinear QDT
amplitudes only exist in the thermosphere. In the temperature component, QDT ampli-
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tudes of the NLIN and GW simulation are comparable in magnitude. In the zonal wind
component, they are smaller in NLIN than in GW. For the GW and NLIN simulations it
can be note relatively short vertical wavelengths, accompanied by small QDT amplitudes,
compared to the SOL and REF runs. It can be state that if the amplitudes are small, the
vertical wavelength is shorter as well. Lilienthal et al. (2018) has found a similar relation
for the vertical wavelengths of the TDT.
In the SOL simulation, which only contains the solar forcing, it can be see that the
amplitudes are in some cases larger than in the REF run. A similar feature has been
observed by Smith et al. (2004). Here, phase and amplitude dierences between the
dierent simulations are compared to investigate the physical explanation behind. The
results show that the amplitudes in the simulations with removed forcing mechanisms
(NO_NLIN and NO_GW) increase compared to REF in the same areas where destructive
phase relations between the dierently generated QDTs are detected. This leads to the
conclusion that QDTs excited by dierent mechanisms counteract rather than enhance
each other. Thus, removing an individual forcing mechanism in NO_NLIN or NO_GW
also avoids the destructive interference and the remaining QDT can propagate freely,
resulting in larger amplitudes.
This destructive relation appears to be more clear between the nonlinear tidal forcing and
the direct solar forcing than between the gravity wave - induced forcing and the solar
forcing. Note, however, that nonlinear tidal interactions generally have a smaller impact
on the QDT than gravity wave - tide interactions, as described above.
Furthermore, a sensitivity study with respect to the strength of the individual forcing
terms is done to contribute a better understanding of the forcing mechanisms and inter-
actions. Thereby, their impact on QDT amplitudes and the background circulation is
shown.
For direct solar forcing there is a linear connection between stronger forcing and the
QDT amplitudes in temperature and zonal wind. So a 20% stronger forcing leads to 20%
higher amplitudes. For the background circulation the correlation is also linear even it the
eect is not as pronounced as with the amplitudes, except in the summer months when
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no correlation cloud be found. The same is true for the QDT amplitudes with stronger
nonlinear interactions, the inuence on the background circulation is negligible, as well as
with stronger gravity wave forcing. The amplitudes show a slightly exponential increase
with stronger gravity wave forcing.
Another investigation of this thesis concerned the important Hough modes of the QDT
amplitude in the model simulations. Based on the rst 10 Hough modes of the QDT, the
eld of the QDT temperature amplitudes was reconstructed with a Least Squares Fit and
minimized dierences to the model simulation. This allowed determining which Hough
modes dominate and thus cause the meridional structure of the QDT amplitudes. For the
REF simulation, there are the Hough modes (4,5), (4,6), (4,7), (4,9) and (4,10), which
dominate all altitude ranges. A reconstruction was carried out analogous to the REF run
for the SOL, NLIN and GW simulation, which has shown the dominant Hough modes
are independent of the forcing and that the magnitude of the amplitude of the Hough
modes in the altitude proles diers between the forcings. A comparison was also made
with the work of Azeem et al. (2016), which could only partially conrm the results of
the dominant Hough modes.
9. Outlook
In the future, an implementation of a latent heat release parameterization according to
Ermakova et al. (2019) and Jacobi et al. (2017a) to increase tidal amplitudes towards
more realistic magnitudes. Nonmigrating tides are not considered in the model, this
should be changed. This can be implemented by including SPWs in the model, using a
three-dimensional ozone (Suvorova and Pogoreltsev, 2011) and water vapor distribution
(Ermakova et al., 2017). At the moment, a version of the model with three-dimensional
ozone is tested. A another important issue is the careful treatment of gravity waves,
because we demonstrated that gravity waves are an important source of QDTs above
the mesopause. In MUAM, gravity waves are currently implemented via two coupled
parameterization. These two parameterizations could be replaced by the original whole
atmosphere scheme, such as provided by Yi§it et al. (2008).
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Figure S2.: Background zonal wind as color, black lines are standard deviation from en-
semble runs.





Figure S3.: Background meridional wind as color, black lines are standard deviation from
ensemble runs.
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Figure S5.: QDT zonal wind amplitudes as color, black lines are standard deviation from
ensemble runs.





Figure S6.: QDT meridional wind amplitudes as color, black lines are standard deviation
from ensemble runs.
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Figure S8.: QDT temperature phases as color.





Figure S9.: QDT meridional wind phases as color.
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Figure S10.: QDT zonal wind vertical wavelengths, which are a result of a linear t of
vertical phase gradients over a range of 30 km and plottet for areas with correlation coecient
of R ≤ 0.6.
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Figure S11.: QDT temperature vertical wavelengths, which are a result of a linear t
of vertical phase gradients over a range of 30 km and plottet for areas with correlation
coecient of R ≤ 0.6.
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Figure S12.: QDT vertical wavelengths, which are a result of a linear t of vertical phase
gradients over a range of 30 km (R2 = 0.6).
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Figure S13.: DT (left), SDT (mid) and TDT (right) temperature (top), zonal wind (mid)
and meridional wind (bottom) amplitudes for January as color, black lines are standard





Figure S14.: DT (left), SDT (mid) and TDT (right) temperature (top), zonal wind (mid)
and meridional wind (bottom) phases for January as color
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Figure S15.: Calculated QDT temperature amplitudes from Hough modes 1 to 10 with the
least squares t method after Eq. 6.2 (left), REF simulation (mid) and dierences between
calculations and REF simulations (right) for a resolution of 36 latitudes. For January (top),
April, July and October (bottom).
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Figure S16.: Quarterdiurnal component of thermal tendency terms in the REF simulation.
Amplitudes are scaled by exp−z(2H)−1. Results are an average of the 11 ensemble mem-
bers. Standard deviations (σ) are added as grey lines. Temperature advection (nonlinear
component), adiabatic heating (nonlinear component), heating due to gravity wave activity
(tendency term from gravity wave parameterization), solar heating (tendency term from
solar radiation parameterization), zonal wind advection (nonlinear component), meridional
wind advection (nonlinear component), zonal and meridional acceleration due to gravity






Figure S17.: Same as Fig. S16 but for March.











Figure S19.: Same as Fig. S16 but for May.











Figure S21.: Same as Fig. S16 but for July.











Figure S23.: Same as Fig. S16 but for September.











Figure S25.: Same as Fig. S16 but for December.
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Figure S26.: Quarterdiurnal component of tendency terms in the REF simulation for Jan-
uary. Left REF simulation with 72 latitudinal resolution, right with 36 latitudinal resolution.
Amplitudes are scaled by exp−z(2H)−1. Results are an average of the 11 ensemble mem-
bers (shaded color). Standard deviations (σ) are added as grey contour lines. Temperature
advection (nonlinear component), zonal wind advection (nonlinear component), meridional





Figure S27.: Quarterdiurnal component of tendency terms in the REF simulation for April.
Left REF simulation with 72 latitudinal resolution, right with 36 latitudinal resolution.
Amplitudes are scaled by exp−z(2H)−1. Results are an average of the 11 ensemble members
(shaded color). Standard deviations (σ) are added as grey contour lines. Temperature
advection (nonlinear component), zonal wind advection (nonlinear component), meridional
wind advection (nonlinear component). Note that the color scales are dierent.




Figure S28.: Quarterdiurnal component of tendency terms in the REF simulation for Jan-
uary. Left REF simulation with 72 latitudinal resolution, right with 36 latitudinal resolution.
Amplitudes are scaled by exp−z(2H)−1. Results are an average of the 11 ensemble mem-
bers (shaded color). Standard deviations (σ) are added as grey contour lines. Heating due
to gravity wave activity (tendency term from gravity wave parameterization), zonal and
meridional acceleration due to gravity waves (tendency terms from gravity wave parameter-





Figure S29.: Quarterdiurnal component of tendency terms in the REF simulation for April.
Left REF simulation with 72 latitudinal resolution, right with 36 latitudinal resolution. Am-
plitudes are scaled by exp−z(2H)−1. Results are an average of the 11 ensemble members
(shaded color). Standard deviations (σ) are added as grey contour lines. Heating due to
gravity wave activity (tendency term from gravity wave parameterization), zonal and merid-
ional acceleration due to gravity waves (tendency terms from gravity wave parameterization).
Note that the color scales are dierent.




Figure S30.: Quarterdiurnal component of thermal tendency terms in the REF simulation
for January. Left REF simulation with 72 latitudinal resolution, right with 36 latitudinal
resolution. Amplitudes are scaled by exp−z(2H)−1. Results are an average of the 11 en-
semble members (shaded color). Standard deviations (σ) are added as grey contour lines.
Adiabatic heating (nonlinear component), solar heating (tendency term from solar radiation






Figure S31.: Quarterdiurnal component of thermal tendency terms in the REF simulation
for April. Left REF simulation with 72 latitudinal resolution, right with 36 latitudinal reso-
lution. Amplitudes are scaled by exp−z(2H)−1. Results are an average of the 11 ensemble
members (shaded color). Standard deviations (σ) are added as grey contour lines. Adiabatic
heating (nonlinear component), solar heating (tendency term from solar radiation parame-
terization), radiative cooling (tendency term from radiative cooling parameterization).
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Figure S32.: SOL run QDT temperature amplitudes as color, black lines are standard






Figure S33.: SOL run QDT temperature phases as color.





Figure S34.: SOL run QDT zonal wind amplitudes as color, black lines are standard






Figure S35.: SOL run QDT zonal wind phases as color.





Figure S36.: QDT temperature amplitude dierences between SOL and REF run as color.






Figure S37.: QDT zonal wind amplitude dierences between SOL and REF run as color.
Signicance larger than 99% as dotted area.
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Figure S38.: GW run QDT temperature amplitudes as color, black lines are standard






Figure S39.: GW run QDT temperature phases as color.





Figure S40.: GW run QDT zonal wind amplitudes as color, black lines are standard devi-






Figure S41.: GW run QDT zonal wind phases as color.





Figure S42.: QDT temperature amplitude dierences between GW and REF run as color.






Figure S43.: QDT zonal wind amplitude dierences between GW and REF run as color.
Signicance larger than 99% as dotted area.
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Figure S44.: NLIN run QDT temperature amplitudes as color, black lines are standard






Figure S45.: NLIN run QDT temperature phases as color.





Figure S46.: NLIN run QDT zonal wind amplitudes as color, black lines are standard






Figure S47.: NLIN run QDT zonal wind phases as color.





Figure S48.: QDT temperature amplitude dierences between NLIN and REF run as color.






Figure S49.: QDT zonal wind amplitude dierences between NLIN and REF run as color.
Signicance larger than 99% as dotted area.
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Figure S50.: NO_GW run QDT temperature amplitudes temperature as color, black lines






Figure S51.: NO_GW run QDT temperature phases as color.





Figure S52.: NO_GW run QDT zonal wind amplitudes as color, black lines are standard






Figure S53.: NO_GW run QDT zonal wind phases as color.





Figure S54.: QDT dtemperature amplitude dierences between NO_GW and REF run as






Figure S55.: QDT zonal wind amplitude dierences between NO_GW and REF run as
color. Signicance larger than 99% as dotted area.
A.12. No nonlinear Forcing 217





Figure S56.: NO_NLIN run QDT temperature amplitudes as color, black lines are standard






Figure S57.: NO_NLIN run QDT temperature phases as color.





Figure S58.: NO_NLIN run QDT zonal wind amplitudes as color, black lines are standard






Figure S59.: NO_NLIN run QDT zonal wind phases as color.





Figure S60.: QDT temperature amplitude dierences between NO_NLIN and REF run






Figure S61.: QDT zonal wind amplitude dierences between NO_NLIN and REF run as
color. Signicance larger than 99% as dotted area.
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Figure S62.: Dierence of QDT temperature amplitudes between NO_NLIN and REF
simulation, scaled by density. Areas of destructive interference (120◦ ≤ ∆Φ ≤ 240◦)






Figure S63.: Dierence of QDT zonal wind amplitudes between NO_NLIN and REF
simulation, scaled by density. Areas of destructive interference (120◦ ≤ ∆Φ ≤ 240◦)
between NLIN and SOL phases are hatched.
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Figure S64.: Dierence of QDT temperature amplitudes between NO_GW and REF sim-
ulation, scaled by density. Areas of destructive interference (120◦ ≤ ∆Φ ≤ 240◦) between






Figure S65.: Dierence of QDT zonal wind amplitudes between NO_NLIN and REF
simulation, scaled by density. Areas of destructive interference (120◦ ≤ ∆Φ ≤ 240◦)
between NLIN and SOL phases are hatched.
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Figure S66.: Zonal wind for January for runs with enhanced solar forcing. In the REF run






Figure S67.: QDT zonal wind amplitudes for January for runs with enhanced solar forcing.
In the REF run black lines show the standard deviation from ensemble runs.
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Figure S68.: Zonal wind for January for run with enhanced gravity wave forcing. In the






Figure S69.: QDT zonal wind amplitudes for January for run with enhanced gravity wave
forcing. In the REF run black lines show the standard deviation from ensemble runs.
A.14. Inuence of Enhanced Forcing Mechanisms 231





Figure S70.: Zonal wind for January for run with enhanced nonlinear forcing. In the REF






Figure S71.: QDT zonal wind amplitudes for January for run with enhanced nonlinear
forcing. In the REF run black lines show the standard deviation from ensemble runs.
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