Abstract. Godunov type schemes form a special class of transport projection methods for the approximate solution of nonlinear hyperbolic conservation laws. We study the convergence rate of such schemes in the context of scalar conservation laws. We show how the question of consistency for Godunov type schemes can be answered solely in terms of the behavior of the associated projection operator. Namely, we prove that Lip 0 -consistent projections guarantee the Lip 0 -convergence of the corresponding Godunov scheme, provided that the latter is Lip + -stable. This Lip 0 -error estimate is then translated into the standard W s;p global error estimates (?1 s 1 p ; 1 p 1) and nally to a local L 1 loc convergence rate estimate. We apply these convergence rate estimates to a variety of scalar Godunov type schemes on a uniform grid as well as variable mesh size ones.
1. INTRODUCTION. In this paper we study the convergence rate of Godunov type variable mesh approximations to the solution of the scalar convex conservation law (1:1) u t + f(u) x = 0 ; t > 0 ; f 00 > 0 ; subject to the compactly supported, Lip + -bounded initial condition (1:2) u(x; t = 0) = u 0 (x) ; ku 0 (x)k Lip + < 1 : Here, k k Lip + denotes the usual Lip + -semi-norm:
(1: 3) kw(x)k Lip + ess sup Godunov type schemes form a special class of transport projection methods for the approximate solution of nonlinear hyperbolic conservation laws. This class of schemes takes the following form:
(1:4a) v x ( ; t) = E(t ? t n?1 )v x ( ; t n?1 ) t n?1 < t < t n n 1 ; P(fI n j g)v x ( ; t n ? 0) t = t n = n t where the initialization step is: , where the grid is regular in the sense that:
(1:5) x x min jI n j j x max ;
x max x min Const: ;
(ii) A conservative piecewise polynomial grid projection, P = P(fI n j g), (iv) The time step t, which is restricted by the CFL condition:
(1:7) max x;t jf 0 (v x (x; t))j 1 ; = t x :
Let us recall that entropy solutions of (1.1) are Lip + -bounded, e.g. 2, 13] , ku( ; t)k Lip + C ; t 0 :
We therefore concentrate on Lip + -stable approximations, i.e. approximate solutions v x (x; t) for which (1:8) kv x ( ; t)k Lip + C ; t 0 :
We use the results of 8] (Theorem 2.1 and Corollary 2.2) which assert that Lip 0 -consistency and Lip + -stability imply convergence whose rate may be quanti ed in terms of the Lip 0 -size of the truncation error. These results are summarized in the following: THEOREM 1.1. Let fv x (x; t)g x>0 be a family of conservative, Lip + -stable approximate solutions of the conservation law (1.1), subject to the Lip + -bounded initial condition (1.2). Assume that v x (x; t)
is Lip 0 -consistent 1 with (1.1)-(1.2) in the sense that there exists " = "( x) such that "( x) # 0 for x # 0 and
Then the following error estimates hold:
( 3. The parameter " is a function of the smallest scale x. If "( x) = O( x k ) the corresponding scheme will be kth order accurate in Lip 0 in view of remark 1.
Our analysis presented here is, however, limited to Lip 0 -rst order accuracy, i.e. " = x. A more delicate analysis will hopefully demonstrate (1.9) with " = O( x k ); k > 1 for higher-order schemes.
In view of the last remark we use henceforth the notation x instead of ". Therefore (1.11) now reads (1:12) kv x ( ; t) ? u( ; t)k Lip 0 = O( x) :
In x2 we deal with the Lip 0 -consistency and Lip + -stability of Godunov type schemes, (1.4 Integration by parts gives that
But since v x is a weak solution in the strip < (t n?1 ; t n ), as de nition (1.4a) implies, then and since, by (1.4a), v x ( ; t n?1 + 0) = v x ( ; t n?1 ), we have that
((P ? I)v x ( ; t n ? 0); ( ; t n )) :
By the conservation of P, (1.6), (P ? I)v x = 0. Therefore, using the de nition of the Lip 0 -semi-norm, together with (2.2), we get
Dividing by k (x; t)k Lip and taking the suprimum over , we arrive at (2.1).
Next, we turn to the question of Lip + -stability. As noted in the Introduction, the Lip + -semi-norm k k Lip +, (1.3), does not suit discontinuous piecewise polynomial functions and hence we replace it by its discrete analogue { k k DLip +, de ned in (1.13). To this end, we employ a compactly supported non-negative unit mass molli er,
In the following theorem we show that Lip 0 -consistency of order O( x) remains invariant under a molli cation with where = O( x).
THEOREM 2.2. Assume v x (x; t) has a bounded variation and is Lip 0 -consistent with (1.1) of order
Finally, we combine 
EXAMPLES.
In this section we demonstrate our results for a variety of Godunov type schemes. The Godunov scheme is a Godunov type scheme par excellence and is identi ed by the choice of projection P = A, where A = A(I n j ) is the cell averaging operator, Using these notations we may introduce a di erent discrete Lip + -semi-norm (compare to de nition (1.13)), ; which we refer to as the lip + -semi-norm of the cell averages. The need for this additional discrete Lip + -semi-norm will be clari ed in the course of the discussion.
E-SCHEMES { ON A FIXED MESH
We begin by dealing with piecewise constant Godunov type approximations where the grid cells are xed:
2 ; x j+ 1 2 ) ; x j 1 2 = (j 1 2 ) x : The simplest choice of a projection in this case is P = A. There are two schemes which take precisely this form: The Godunov and the staggered Lax-Friedrichs (LxF) schemes. The following straightforward consequence of Lemma A.1 (which is given in the Appendix) proves the Lip 0 -consistency of these schemes. REMARK. Note that this proposition applies to variable mesh averaging operators as well as for xed mesh ones, provided that the mesh is regular, (1.5).
Since the discrete Lip + -semi-norm, k k DLip +, and the cell averages lip + -semi-norm, k k lip + , coincide in the case of piecewise constant grid functions, the discrete Lip + -stability condition (1.13) reads in this case: (3:4) kv x ( ; t n )k lip + C ; n 0 :
A proof of the (discrete) Lip + -stability of Godunov and LxF schemes can be found in 3, 11] . Hence, our convergence rate estimates are easily obtained for these schemes by Theorem 2.3. To extend our discussion to this family of schemes, we present them in terms of a projection operator, P = MA. With this choice of projection we modify the cell averages by an appropriate operator M tailored to the speci c essentially three point scheme in question. In the following proposition we prove Lip 0 -consistency for these schemes: On the other hand, since Godunov scheme uses the exact solver, its averaged value on I n+1 j is given by v G;n+1 j = Av x ( ; t n+1 ? 0) Ij :
Hence, in view of (3.5), the di erence which we need to estimate in Lip 0 is a piecewise constant grid function, it follows that w n+1 j , given in (3.8b), may be bounded as follows: REMARK. The Godunov and LxF schemes are the two extreme members of the well known family of E-schemes. This family consist of all essentially three point schemes, (3.5), for which Q G;n j+ 1 2 Q n j+ 1 2 Q LxF;n j+ 1 2 . These schemes are known to be of rst order resolution (consult 9]).
GODUNOV SCHEME { ON A VARIABLE MESH
As a prototype example for the use of variable grid we concentrate on Godunov scheme. We brie y recall the variable mesh algorithm advocated in 5]. The xed-mesh Godunov scheme is modi ed to a variable-mesh one, by adjusting the grid to follow the dynamics of the solution: when two neighboring grid values are connected through a shock wave, the mesh algorithm places one of the next step mesh points on the shock's path to enable its perfect resolution. The above choice of mesh points fx n j+ 1 2 g is done so that the mesh regularity condition (1.5) will not be violated.
Clearly, this variable-mesh Godunov scheme is Lip 0 -consistent (consult Theorem 2.1 and Proposition 3.1). The question of discrete Lip + -stability, however, is more delicate and therefore we introduce a further slight modi cation. The mesh algorithm described above, chooses the variable mesh points x n j+ 1 2 so that x n j+ 1 2 2 x j ; x j+1 ), where fx j g is an underlying xed uniform mesh. Our modi cation applies when two neighboring grid values are connected through a rarefaction wave; in this case we suggest to choose the next step mesh point as the center of the xed underlying mesh. By doing so, the evolution procedure coincides with the regular xed mesh Godunov scheme whenever the solution is increasing. Hence, this modi ed algorithm describes a Lip + -stable scheme without a ecting the shock resolution of the original variable mesh scheme. Therefore, this modi ed scheme converges to the exact solution of (1.1) and satis es all our error estimates.
MUSCL SCHEMES
We now turn to MUSCL schemes which employ a piecewise linear reconstruction of the cell averages in order to increase the resolution. These schemes are Godunov type schemes with a projection of the form P RA, 6, 4] . The reconstruction R = R(fI j g) acts on piecewise constant grid functions by rotating the constant value in each cell I j around its center x j = j x: The reconstruction is identi ed by the choice of a limiter function s( ; ) which de nes the slopes, Example -The Maxmod Scheme.
The upper extreme case of (3.17) is the maxmod scheme. This scheme is shown to be Lip + -stable in 2].
The reconstruction of this scheme, R max , has the unique feature that it avoids increasing discon- The maxmod scheme is, to the best of our knowledge, the only MUSCL scheme for which lip + -stability has been established. Other reconstructions, such as the minmod, may increase the cell averages lip + -semi-norm. However, numerical experiments con rm our strong belief that MUSCL schemes based on such reconstructions are lip + -bounded, though their lip + -semi-norm is not monotonically decreasing. Given this lip + -stability together with our proof of Lip 0 -consistency, we obtain the convergence rate estimates (2.11).
MUSCL SCHEMES WITH APPROXIMATE EVOLUTION
MUSCL schemes involve the exact evolution for a short time of a piecewise linear initial condition, namely, solving a generalized Riemann problem. This di culty is intricate to carry out and therefore, simpler alternative projections are sought. We present here two such projections being commonly used in practice.
One way of di using the problem of solving a generalized Riemann problem is by replacing the piecewise linear initial condition v x ( ; t n ) = RAv x ( ; t n ?0) by v x ( ; t n ) = MRAv x ( ; t n ?0) where the operator M decomposes the reconstructed piecewise linear pro le at each time step into a piecewise constant one as follows: Here v n j; denote the values of the reconstruction in the two end points of I j , x j? 1 2 and x j+ 1 2 , v n j; = v n j x 2 s n j and I j; denote the left and right halves of the interval I j , i.e., I j;? = x j? 1 2 ; x j ) ; I j;+ = x j ; x j+ 1 2 ) : By this modi cation, the solution of (1.1) consists of a successive sequence of non-interacting Riemann problems, provided that we half the CFL condition (1.7), (3:21) max x;t jf 0 (v x (x; t))j 1 2 : Let W(x=t; u L ; u R ) denote the Riemann solver of (1.1). Then our modi ed schemes recast, after integration of the exact solution over a typical cell I j t n ; t n+1 ], into the nal form and therefore condition (2.10) is met by the modi ed projection P = MRA. Thus, the Lip 0 -consistency of the original MUSCL schemes is retained. Hence, these modi ed MUSCL schemes, if Lip + -stable, satisfy our error estimates. the convergence rate of godunov type schemes 11 Another way to avoid the solution of the generalized Riemann problem is replacing the exact evolution operator E by an approximate one,Ẽ (compare to (1.4a)), (3:23) v x ( ; t n+1 ) = RAẼ(t n+1 ? t n )v x ( ; t n ) :
This modi cation ts into our framework, (1.4), by rewriting the evolution procedure (3.23) as (3:24) v x ( ; t n+1 ) = PE(t n+1 ? t n )v x ( ; t n ) ; P = RMA ;
where M takes care of the di erences between the averaged values of the exact and approximate evolutions.
In the following proposition we show that our convergence rate estimates are not a ected by the use of an approximate evolution, provided that the local truncation error is of second order. Applying the triangle inequality we may decompose this error term into three di erent error terms, As for T 2 , we let g = (MAE ? AE)v x and G = R x g. Since the scheme is conservative, (1.6), the averaged value of g over its compact support, which we denote by , is zero. This implies that G is also compactly supported on . Therefore, by (2.9) and (3.25): 
Example -Non-Oscillatory Central Di erencing
We consider a family of MUSCL-type non-oscillatory central di erencing schemes, presented in 7] . We brie y recall the construction of these schemes and present them in our notations. The grid in use is a staggered one, namely, the cell size x is xed, but the grid moves in each time step by 
