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Abstract
We establish causal effect models that allow for time- and spatially varying causal effects.
Under the standard sequential randomization assumption, we show that the local causal pa-
rameter can be identified based on a class of estimating equations. To borrow information from
nearby locations, we adopt the local estimating equation approach via local polynomials and
geographical kernel weighting. Asymptotic theory is derived and a wild bootstrap inference
procedure is given. The proposed estimator enjoys an appealing double robustness feature in
the sense that, with a correct treatment effect model, the estimator is consistent if either the
propensity score model or a nuisance outcome mean model is correctly specified. Moreover, our
analytical framework is flexible enough to handle informative missingness by inverse probability
weighting of estimating functions.
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able; Treatment heterogeneity
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1 Introduction
Emerging smartphone applications provide unprecedented opportunities to study user behavior and
health outcomes; they also present novel and ubiquitous challenges such as time-varying confound-
ing, heterogeneous treatment effect over a large, environmentally-diverse domain, and informative
non-response. A causal inference framework to study the relationship between intervention and
health outcome from such mobile health data is lacking.
Parametric g-computation (Robins, 1986), Marginal Structural Models (Robins 2000), and
Structural Nested Models (Robins et al., 1992) are three major approaches to overcome the chal-
lenges with time-varying confounding in longitudinal observational studies. However, all existing
causal models assume spatial homogeneity of the treatment effect; i.e., the treatment effect is a
constant across locations. This assumption is questionable in large studies with smartphone appli-
cations, e.g., the Smoke Sense Initiative (Rappold et al., 2019). In these studies, study participants
can cover a large, socially and environmentally diverse domain. It is likely that the treatment effect
varies across spatial locations. Although spatially varying coefficient models exist (Gelfand et al.,
2003), they restrict to study the associational relationship of treatment and outcome and thus lack
causal interpretations.
We establish the first causal effect model that allows the causal effect to vary over space and/or
time. Under the standard sequential randomization assumption, we show that the local causal
parameter can be identified based on a class of estimating equations. To borrow information
from nearby locations, we adopt the local estimating equation approach via local polynomials
(Fan and Gijbels, 1996) and geographical kernel weighting (Fotheringham et al., 2003). Asymp-
totic theory is derived. We adopt cross validation for bandwidth selection. In prediction problems,
a typical loss function is the mean squared prediction error. However, this loss function is not
applicable in causal inference because the task is estimating causal effects rather than predicting
outcomes. This is due to the fundamental problem in causal inference that not all ground-truth
potential outcomes can be observed (Holland, 1986). Therefore, we propose a new loss function
using a new balance criterion for bandwidth selection. Finally, we propose an easy-to-implement
inference procedure based on the wild bootstrap.
Our analytic framework is particularly appealing for multiple reasons. First, it is semiparametric
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and does not require modeling the full data distribution. Second, it is doubly robust in the sense that,
with a correct treatment effect model, the proposed estimator is consistent if either the propensity
score model or a nuisance outcome mean model is correctly specified. Third, it is flexible enough
to handle informative missingness by inverse probability weighting of estimating functions.
2 Spatially varying structural nested mean models
We follow the notation from the standard structural nested model literature. We assume n subjects
are monitored over time points t0, . . . , tK . Each subject is also linked to a spatial location s =
(s1, s2). The subjects are assumed to be an independent sample, and for simplicity we omit a
subscript for subjects. Let Ak ∈ {0, 1} be a binary treatment variable at tk. Let Xk ∈ Xk and Yk
be a vector of covariates and the outcome of interest at tk, respectively. We use overbars to denote
a variable’s history; e.g., A¯k = {Am : m = 0, . . . , k}, and A¯K abbreviates to A¯. Let Y
(a¯)
k be the
outcome at tk, possibly counterfactual, had the subject followed treatment regime a¯. For simplicity,
we use Y
(a¯m)
k to denote the potential outcome at tk had the subject followed treatment regime a¯m
until tm and no treatment onwards. We assume that the observed outcome Yk is equal to Y
(A¯)
k for
k = 0, . . . ,K. Finally, V = (A¯, X¯, Y¯ ) denotes the subject’s full records. Up to § 4, we shall assume
that all subjects’ full records are observed. We let P be the probability measure induced by V and
Pn be the empirical measure for V1, ..., Vn; i.e., Pnf(V ) = n
−1
∑n
i=1 f(Vi).
Existing structural nested mean models (Robins, 1986) allow time-varying treatment effects but
not spatially varying treatment effects. We extend to a new class of models that allows modeling
spatial treatment effect heterogeneity.
Assumption 1 For 0 ≤ m < k ≤ K, the treatment effect is characterized by
E[Y
(a¯m)
k | A¯m = a¯m, X¯m = x¯m]− E[Y
(a¯m−1)
k | A¯m = a¯m, X¯m = x¯m] = γm,k{ψ
∗(s)}, (1)
where a¯−1 denotes a null set by convention, and γm,k{ψ
∗(s)} = γm,k{a¯m, x¯m;ψ
∗(s)} is a known
function of (a¯m, x¯m) with the spatially varying parameter ψ
∗(s) ∈ Rp with a fixed p ≥ 1.
To help understand the model, consider γm,m+1{ψ
∗(s)} = am(1, x
T
m)ψ
∗(s), where xm is a (p−1)-
vector of the individual characteristics and ψ∗(s) = {ψ∗1(s), . . . , ψ
∗
p(s)}
T. This model entails that on
average, the treatment am at tm would increase the mean of the outcome at tm+1 by am(1, x
T
m)ψ
∗(s)
for subjects with (A¯m = a¯m, X¯m = x¯m), encoding the time-varying individualized treatment effect.
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Importantly, ψ∗(s) is specific to location s and can vary over the spatial domain as s changes,
encoding the spatially varying treatment effect. Therefore, the new class of causal models has
important applications in precision medicine (Chakraborty and Moodie, 2013) for the discovery of
optimal treatment regimes that are tailored to individual’s characteristics and environments.
Parameter identification requires the typical sequential randomization assumption (Robins et al.,
1992) that for 0 ≤ m < k ≤ K, Y
(a¯m)
k ⊥ Am | L¯m, where L¯m= (A¯m−1, X¯m, Y¯m−1). This as-
sumption holds if L¯m captures all confounders for the treatment at tm and ensuing outcomes.
Define the propensity score as e(L¯m) = pr(Am = 1 | L¯m). Moreover, define H
(A¯m−1)
k {ψ
∗(s)} =
Yk −
∑k−1
l=m γl,k{ψ
∗(s)} and µm,k(L¯m) = E[H
(A¯m−1)
k {ψ(s)} | L¯m]. Intuitively, H
(A¯m−1)
k {ψ
∗(s)} re-
moves the accumulated treatment effects from tm to tk−1 from the observed outcome Yk, so it
mimics the potential outcome Y
(a¯m−1)
k had the subject followed a¯m−1 = A¯m−1 but no treatment
onwards. The sequential randomization assumption states that Y
(a¯m−1)
k and Am are independent
given L¯m. Following Robins et al. (1992), we can show that H
(A¯m−1)
k {ψ
∗(s)} inherits this property,
in the sense that
G{V ;ψ(s)} =
K−1∑
m=0
K∑
k=m+1
qk,m(L¯m)
[
H
(A¯m−1)
k {ψ(s)} − µm,k(L¯m)
]
{Am − e(L¯m)} (2)
is unbiased at ψ∗(s) with any measurable, bounded function qk,m : L¯m → R
p. Then, under a
regularity condition that E[∂G{V ;ψ(s)}/∂ψ(s)] is invertible, the solution to E[G{V ;ψ(s)}] = 0
uniquely exists, and therefore ψ∗(s) is identifiable.
The estimating function G{V ;ψ(s)} depends on qk,m(L¯m). The choice of qk,m(L¯m) does not
affect the unbiasedness but estimation efficiency. We adopt an optimal form of qk,m(L¯m) given in
the Supplementary Material, in the sense that with this choice, the solution to PnG{V ;ψ(s)} = 0
has the smallest asymptotic variance compared to other choices (Robins, 1994).
3 Main theory
3.1 Geographically weighted local polynomial estimation
There is an infinite number of parameters because ψ∗(s) varies over s. Estimation of ψ∗(s) at a given
s may become unstable with only a few observations at s, or even infeasible at locations without
any observations. To make estimation feasible, one can make some global structural assumptions
about ψ∗(s) with a fixed number of unknown parameters. However, this approach is sensitive
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to model misspecification. To overcome this difficulty, we combine the ideas of local polynomial
approximation and geographically weighted regression. That is, we leave the global structure of
ψ∗(s) unspecified but approximate ψ∗(s) locally by polynomials of s. Then, we use geographical
weighting to estimate the local parameters by pooling nearby observations whose contributions
diminish with geographical distance.
To be specific, we consider estimating ψ∗(s∗) at a given s∗.We approximate ψ∗(s) = {ψ∗1(s), . . . , ψ
∗
p(s)}
T
in the neighborhood of s∗ by the first-order local polynomial,
ψ˜lp(s;φ) =

φT1d(s
∗ − s)
...
φTpd(s
∗ − s)

p×1
, φj =

φj,0
φj,1
φj,2

3×1
, d(s∗ − s) =

1
s∗1 − s1
s∗2 − s2

3×1
,
and φ = (φ1,0, . . . , φp,0, φ1,1, . . . , φp,1, φ1,2, . . . , φp,2)
T is the vector of unknown coefficients. Although
we use the first-order local polynomial approximation, extensions to higher-order approximations
are straightforward with heavier notation. As established in § 2, ψ∗(s∗) is identified based on the
estimating function (2), so we adopt the local estimating equation approach (Carroll et al., 1998)
with geographical weighting. We propose a geographically weighted estimator φ̂τ (s
∗) by solving
Pn
[
ωτ (||s
∗ − s||)d(s∗ − s)⊗G{V ; ψ˜lp(s;φ)}
]
= 0, (3)
for φ, where M1 ⊗M2 denotes the Kronecker product of M1 and M2, and ωτ (·) is a spatial kernel
function with a scale parameter τ . The first p-vector φ̂τ,0(s
∗) in φ̂τ (s
∗) estimates ψ∗(s∗). The
estimating equation (3) assigns more weight to observations nearby than those far from the location
s
∗. The commonly-used weight function is ωτ (||s
∗ − s||) = τ−1K{||s∗ − s||/τ}, where K(·) is the
Gaussian kernel density function. The scale parameter τ is the bandwidth determining the scale of
spatial treatment effect heterogeneity; ψ∗(s) is smooth over s when τ is large, and vice versa. In
the Supplementary Material, we illustrate the geographically weighted estimator of ψ∗(s∗) with a
simple example, which allows an analytical form.
The solution φ̂τ (s
∗) to (3) is not feasible to calculate because it depends on the unknown
distribution through µm,k(L¯m) and e(L¯m). Therefore, we require positing models for and estimating
the two nuisance functions. The proposed estimation procedure proceeds as follows.
Step 3.1. Using the data (A¯, X¯), fit a propensity score model, denoted by ê(L¯m).
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Step 3.2. Using the data (A¯, X¯, Y¯ ), for each observed location s∗, obtain a preliminary estimator
φ̂
[0]
τ (s∗) by solving
Pn
[
ωτ (||s
∗ − s||)d(s∗ − s)⊗G[0]{V ; ψ˜lp(s;φ)}
]
= 0, (4)
for φ, where G[0]{V ;ψ(s)} =
∑K−1
m=0
∑K
k=m+1H
(A¯m−1)
k {ψ(s)}{Am − ê(L¯m)}. Then, φ̂
[0]
τ,0(s
∗),
the first p-vector in φ̂
[0]
τ (s∗), is a preliminary estimator of ψ∗(s∗). Using the pseudo outcome
H
(A¯m−1)
k
{
φ̂
[0]
τ,0(s
∗)
}
and L¯m, fit an outcome mean model, denoted by µ̂m,k(L¯m).
Step 3.3. Obtain φ̂τ (s
∗) by solving (3) with e(L¯m) and µm,k(L¯m) replaced by their estimates in
Steps 3.1 and 3.2. The proposed estimator of ψ∗(s∗) is the first p-vector φ̂τ,0(s
∗) of φ̂τ (s
∗).
Remark 1 It is worth discussing an alternative way to approximate µm,k(L¯m) by noticing that
µm,k(L¯m) = E{Y
(A¯m−1)
k | L¯m}. It amounts to identifying subjects who followed a treatment regime
(A¯m−1, 0¯) and fitting the outcome mean model based on Yk and L¯m among these subjects.
3.2 Asymptotic properties
We show that the proposed estimator has an appealing double robustness property in the sense
that the consistency property requires either a nuisance function model is correctly specified, not
necessarily both. This property adds protection against possible misspecification of the nuisance
models. Below, we establish the asymptotic properties of φ̂τ,0(s
∗), including robustness, asymptotic
bias and variance. Assume the observed locations are continuously distributed over a compact study
region. Let fs(s) be the marginal density of the observed locations s, which is bounded away from
zero. Also, assume that ψ(s) is twice differentiable with bounded derivatives. The kernel function
K(·) is bounded and symmetric with
∫
s
2K(s)ds =
∫
s
2K(s)ds = 1, and the bandwidth satisfies
τ → 0 and nτ2 →∞ as n→∞.
Theorem 1 Suppose Assumption 1, the sequential randomization assumption and the regularity
conditions presented in the Supplementary Material hold. Let φ̂τ (s
∗) be the solution to (3) with
µm,k(L¯m) and e(L¯m) replaced by their estimates µ̂m,k(L¯m) and ê(L¯m). Let φ̂τ,0(s
∗) = eT1 φ̂τ (s
∗),
where e1 = (Ip×p, 0p×p, 0p×p)
T. If either µm,k(L¯m) or e(L¯m) is correctly specified, φ̂τ,0(s
∗) is con-
sistent for ψ∗(s∗), and{
nτ2fs(s
∗)
}−1/2 {
φ̂τ,0(s
∗)− ψ∗(s∗)− τ2Gb(s
∗)
}
→ N{0p×1,Gv(s
∗)},
where Gb{s
∗,K, ψ(s∗)} and Gv{s
∗,K, ψ(s∗)} do not depend on τ .
The proof and the expressions of Gb{s
∗,K, ψ(s∗)} and Gv{s
∗,K, ψ(s∗)} are presented in the
Supplementary Material.
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3.3 Bandwidth selection using a balancing criterion
We use the K-fold cross-validation to select the bandwidth τ . An important question arises about
the loss function. We propose a new objective function using a balancing criterion. The key insight
is that with a good choice of τ, the mimicking potential outcome H
(A¯m−1)
k {φ̂τ,0(s
∗)} is approximately
uncorrelated to Am given L¯m; therefore, the distribution of H
(A¯m−1)
k {φ̂τ,0(s
∗)} is balanced between
Am = 1 and Am = 0 among the group with the same L¯m. If L¯m contains continuous variables,
the balance measure is difficult to formulate because it involves forming subgroups by collapsing
observations with similar values of L¯m. To avoid this issue, inspired by the estimating functions,
we formulate the loss function as
Gloss{V ;ψ(s
∗)} =
∣∣∣∣∣Pnωτ (||s∗ − s||)
×
K−1∑
m=0
K∑
k=m+1
[
H
(A¯m−1)
k {φ̂τ,0(s
∗)} − µ̂m,k(L¯m)
]
{Am − ê(L¯m)}
∣∣∣∣∣ . (5)
If τ is too small, φ̂τ,0(s
∗) has a large variance and also ωτ (||s
∗−s||) is only nontrivial for few locations
in the τ -neighborhood of s∗, which leads to a large value of Gloss{V ;ψ(s
∗)}; while if τ is too large,
φ̂τ,0(s
∗) has a large bias, which translates to a large loss too. Therefore, a good choice of τ balances
the trade-off between variance and bias.
3.4 Bias correction
Theorem 1 provides the asymptotic bias formula, which however involves derivatives of ψ∗(s∗) and
is difficult to approximate. Following Ruppert (1997), we extend the empirical bias bandwidth
selection method to the geographically weighted framework. To be specific, for a fixed location
s
∗, we calculate φ̂τ,0(s
∗) at a series of τ over a pre-specified range T = {τ1, . . . , τL}, where L is
at least 3. Based on Theorem 1, the bias function of φ̂τ,0(s
∗), with respect to τ, is of order τ2.
This motivates a bias function of a form b(τ ; ν) = ν1τ
2 + · · · + ν1+qτ
1+q, where q is an integer
greater than 2 and ν = (v1, . . . , ν1+q)
T is a vector of unknown coefficients. Based on the pseudo
data {τ, φ̂τ,0(s
∗) : τ ∈ T }, fit a function E{φ̂τ,0(s
∗)} = ν0 + b(τ ; ν) to obtain ν̂. Then, we estimate
the bias of φ̂τ,0(s
∗) by b(τ ; ν̂). The debiasing estimator is φ̂bcτ,0(s
∗) = φ̂τ,0(s
∗)− b(τ ; ν̂).
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3.5 Wild bootstrap inference
For variance estimation, Carroll et al. (1998) proposed using the sandwich formula in line with the
Z-estimation literature. The sandwich formula is justified based on asymptotics. To improve the
finite-sample performance, Galindo et al. (2001) proposed a bootstrap inference procedure for local
estimating equations. However, this procedure involves constructing complicated residuals and a
heuristic modification factor. Thus, we suggest an easy-to-implement wild bootstrap method for
variance estimation of φ̂bcτ,0(s
∗).
For each bootstrap replicate, we generate exchangeable random weights ξi (i = 1, . . . , n ) in-
dependent and identically distributed from a distribution that has mean one, variance one and is
independent of the data; e.g. Exp(1). Repeat the cross-validation for choosing τ , calculation of
φ̂τ,0(s
∗), and bias-correction steps but all steps are carried out using weighted analysis with ξi for
subject i. Importantly, we do not need to re-estimate the nuisance functions for each bootstrap
replication, because they converge faster than the geographically weighted estimator. This feature
can largely reduce the computational burden in practice. The variance estimate V̂ (s∗) of φ̂bcτ,0(s
∗)
is the empirical variance of a large number of bootstrap replicates. With the variance estimate, we
can construct the Wald-type confidence interval as φ̂bcτ,0(s
∗)± z1−α/2
{
V̂ (s∗)
}1/2
.
4 Extension to the settings with non-responses
In large longitudinal observational studies, non-responses are ubiquitous. To accommodate non-
responses, let R¯ = (R0, . . . , RK) be the vector of response indicators; i.e., Rm = 1 if the subject
responded at tm and 0 otherwise. With a slight abuse of notation, let V = (A¯, X¯, Y¯ , R¯) be the full
data. Let πm(V ) = P (Rm = 1 | V ) be the response probability at tm. If the response probabilities
are known, then an inverse probability weighted estimating function
Gipw{V ;ψ(s)} =
K−1∑
m=0
{
K∑
k=m+1
ωm:k(R¯)qk,m(L¯m)
[
H
(A¯m−1)
k {ψ(s)} − µm,k(L¯m)
]}
× {Am − e(L¯m)}, (6)
is unbiased at ψ∗(s), where ωm:k(R¯) =
∏k
l=m{Rlπl(V )
−1}.
The geographically weighted local polynomial framework applies by using (6) for estimating
ψ∗(s∗). In practice, πm(V ) is unknown. We require further assumptions for identification and
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estimation of πm(V ). The most common approach makes a missingness at random assumption
(Rubin, 1976) that πm(V ) depends only on the observed data but not the missing values. In
smartphone applications with subject-initiated reporting, whether subjects reported or not is likely
to depend on their current status. Then, the response mechanism depends on the possibly missing
values, leading to an informative missingness mechanism. In these settings, one can utilize a non-
response instrument to help identification and estimation of πm(V ) (Wang et al., 2014). Additional
complication involves nuisance function estimation of µm,k(L¯m) and e(L¯m) in the presence of non-
responses, which now requires weighting similar to that in (6). Technical details are presented in
the Supplementary Material.
5 Simulation study
We evaluate the finite-sample performance of the proposed estimator on simulated datasets to
evaluate the double robustness property. We simulate 500 datasets without non-response. An
additional simulation study with non-response is presented in the Supplementary Material. We
generate n = 400 locations uniformly over a unit square. For each location, the subject’s covariate
process overK = 25 weeks, X¯, follows a Gaussian process with a first-order autocorrelation structure
and lag-1 correlation 0.5. We generate the potential outcome process as Y
(0¯)
k = Xk + ǫk, for
k = 1, . . . ,K, where ǫ¯ follows a Gaussian process with a first-order autocorrelation structure and
lag-1 correlation 0.25. We generate the treatment process as A¯, where Ak ∼ Binomial{e(L¯k)}
with logit{e(L¯k)} = −1 + 0.5Xk + 0.25cum(A¯k−1) and cum(A¯k−1) =
∑k−1
m=0Am. The observed
outcome process is Yk = Y
(0¯)
k +
∑k−1
m=0 γm,k{ψ
∗(s)}, where γm,k{ψ
∗(s)} = ψ∗(s)Am, if k = m + 1
and zero otherwise. We consider three treatment effect specifications: (S1) ψ∗(s) = s1 + s2; (S2)
ψ∗(s) = exp(s1 + s2); and (S3) ψ
∗(s) = sin{2(s1 +2s2− 1)}. We consider estimating ψ
∗(s∗) at four
locations with s∗ = (s∗1, s
∗
2) and s
∗
j ∈ {0.25, 0.75} (j = 1, 2).
To investigate the double robustness in Theorem 1, we consider two models for µm,k(L¯m): (a) a
misspecified model by setting µ̂m,k(L¯m) = 0; and (b) a correctly specified linear regression model.
We also consider two models for e(L¯m): (a) the correctly specified logistic regression model with
predictors Xm and cum(A¯m−1); and (b) the misspecified logistic regression model with predictors
X2m and cum(A¯m−1)
2. For all estimators, we consider a grid of geometrically spaced values for τ
from {exp(0.005), exp(0.05)} and use 5-fold cross validation in § 3.3 to choose τ. We use the wild
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Table 1: Simulation results: the Monte Carlo average (×102, Est) and variance (×103, Var) of the
estimators, variance estimators (×103, Ve), and coverage rate (%, Cr) of 95% confidence intervals.
Scenario (S1) Scenario (S2) Scenario (S3)
s1 s2 s3 s4 s1 s2 s3 s4 s1 s2 s3 s4
True 50.00 100.00 100.00 150.00 164.90 271.80 271.80 448.20 -47.90 47.90 99.70 59.80
Model for propensity score ()
Est 51.40 99.90 99.80 152.00 167.40 270.70 270.60 451.80 -45.80 49.90 100.60 59.30
Model for Var 37.50 31.80 39.20 34.60 36.30 33.80 39.00 35.20 36.90 33.00 37.50 37.60
µm,k(L¯m) (×) Ve 38.00 36.20 36.70 35.50 37.90 36.00 37.00 36.30 37.90 36.40 37.40 38.10
Cr 93.60 96.60 94.00 95.00 93.60 96.20 95.00 94.40 94.20 95.40 94.80 95.40
Est 50.10 99.20 99.60 149.70 165.80 270.00 270.40 449.60 -47.40 49.00 100.80 57.20
Model for Var 18.50 14.20 17.50 16.50 18.90 14.60 17.70 18.00 17.00 13.70 16.90 18.10
µm,k(L¯m) () Ve 16.70 16.70 16.80 17.20 16.90 16.50 16.80 18.50 17.10 17.00 18.00 19.40
Cr 93.00 96.00 94.60 95.00 93.20 96.20 94.60 94.80 93.40 95.80 95.00 93.80
Model for propensity score (×)
Est 97.70 147.00 146.60 198.40 213.50 317.90 317.40 498.10 0.10 96.90 147.70 106.00
Model for Var 37.30 34.80 49.60 32.10 38.00 36.30 48.90 33.60 33.90 35.70 48.70 36.00
µm,k(L¯m) (×) Ve 37.40 38.60 37.00 37.00 37.60 36.30 36.80 37.90 38.00 38.90 38.30 40.30
Cr 22.40 23.00 22.40 23.80 22.00 25.00 23.60 24.60 22.60 19.40 22.40 29.00
Est 50.10 99.30 99.50 150.00 166.00 269.90 270.30 449.90 -47.10 49.00 100.30 57.40
Model for Var 19.60 15.80 17.30 18.60 19.60 16.30 17.20 19.70 20.80 16.70 16.90 21.10
µm,k(L¯m) () Ve 18.60 17.80 18.80 18.80 18.80 17.80 19.00 20.10 18.90 18.10 19.70 20.80
Cr 93.40 96.00 94.80 95.60 93.60 95.80 94.60 93.80 92.40 95.20 95.60 94.80
 (is correctly specified), × (is misspecified)
bootstrap procedure for variance estimation with the bootstrap size 50.
Table 1 reports the simulation results for Scenarios 1–3, respectively. When either the model for
the propensity score or the model for µm,k(L¯m) is correctly specified, the proposed estimator has
small bias for all treatment effects at all locations across three scenarios. These results confirm the
double robustness in Theorem 1. Moreover, under these cases, the wild bootstrap provides variance
estimates that are close to the true variances and good coverages that are close to the nominal level.
6 Discussion
We establish an analytical framework of spatially varying causal effect models. This provides a
theoretical foundation to utilize emerging smartphone application data to draw causal inference of
intervention on health outcomes. To bridge the theory and practice, in our future work, we shall
illustrate our methodology on the data from the Smoke Sense Citizen Science Study (Rappold et al.,
2019) . The goal of the study is to engage the participants on the issue of wildfire smoke as a health
risk and facilitate adaptation of health protective measures.
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