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VARIATIONAL CALCULUS FOR DIFFUSIONS
KE´VIN HARTMANN
Abstract:We expand the classic variational formulation of − logE
[
e
−f
]
to the case where f depends on
a diffusion, and not only a on Brownian motion, while decreasing the integrability hypothesis on f. We
also give an entropic characterisation of the invertibility of a perturbation of a diffusion and discuss the
attainability of the infimum in the aforementioned variational formulation.
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1. Introduction
Denote W the space of continuous functions from [0, 1] to Rn and H the associated canonical
Cameron-Martin space of elements of W which admit a density in L2. Also denote µ the Wiener
measure, W the coordinate process, and (Ft) the canonical filtration of W completed with respect
to µ. W is a Brownian motion under µ. Set f a bounded from above measurable function from W
to R. In [4], Dupuis and Ellis prove that
− logEµ
[
e−f
]
= inf
θ
(Eθ [f ] +H(θ|µ))(1.1)
where the infimum is taken over the probability measures θ on W which are absolutely continuous
with respect to µ and the relative entropy H(θ|µ) is equal to Eµ
[
dθ
dµ log
dθ
dµ
]
. In [1], Boue´ and Dupuis
use it to derive the variational formulation
− logEµ
[
e−f
]
= inf
u
Eµ
[
f ◦ (W + u) +
1
2
∫ 1
0
|u˙(s)|2ds
]
(1.2)
where the infimum is taken over L2 functions from W to H whose density is adapted to (Ft). This
variational formulation is useful to derive large deviation asymptotics as Laplace principles for small
1
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noise diffusions for instance. This result was later extended by Budhiraja and Dupuis to Hilbert-
space-valued Brownian motions in [2], and then by Zhang to abstract Wiener spaces in [10], using
the framework developed by U¨stu¨nel and Zakai in [7].
The bounded from above hypothesis in 1.2 was weakened significantly by U¨stu¨nel in [9], it was
replaced with the condition
Eµ
[
fe−f
]
<∞
and the existence of conjugate integers p and q such that
f ∈ Lp(µ), e−f ∈ Lq(µ)
These relaxed hypothesis pave the way to new applications. The possibility of using unbounded
functions is primordial in Dabrowski’s application of 1.2 to free entropy in [3].
U¨stu¨nel’s approach is routed in the study of the perturbations of the identity of W, which is the co-
ordinate process, and their invertibility. The question of the invertibility of an adapted perturbation
of the identity is linked to the representability of measures and was put to light by the celebrated
example of Tsirelson [6]. U¨stu¨nel proved that if u ∈ L2(µ,H) and has an adapted density, IW + u is
µ-a.s. invertible if and only if
H((IW + u)µ|µ) =
1
2
Eµ
[
|u|2H
]
To prove 1.2 with the integrability conditions specified above, U¨stu¨nel uses the fact that H-C1
shifts, meaning shifts that are a.s. Fre´chet-differentiable on H with an a.s. continuous on H Fre´chet
derivative, are a.s. invertible, and that shifts can be approached with H-C1 shifts using the Ornstein-
Uhlenbeck semigroup.
This paper focuses on getting a variational formulation similar as the one above in the case of a
diffusion V which satisfies a stochastic differential equation
V (t) = c+
∫ t
0
σ(V (s))dB(s) +
∫ t
0
b(V (s))ds
where B is a Brownian motion, thus generalizing the case of the Brownian motion. We also weaken
the integration hypothesis on f since we only require E[fe−f ] < ∞ and f ∈ Lp(µ) for some p > 1.
U¨stu¨nel’s proof consists in approaching f with H-C1 functions and then use H-C1 shifts, which
are invertible, obtained using those functions. This approach is deeply rooted in the Brownian
motion specific case, since it relies on sophisticated stochastic analysis tool that were developed for
a Gaussian framework. Here we write the density e
−f
E[e−f ]
as the Wick exponential of some v and
then approach v with retarded shifts which generate invertible perturbations of the identity. Since
we work under the law of a diffusion and not the Wiener measure, the perturbations of the identity
we consider are not affine shifts. We work on W under the image measure of (V,B) that we denote
µX and we construct a Brownian motion βX such that W verifies
W (t) = c+
∫ t
0
σ(W (s))dβX(s) +
∫ t
0
b(W (s))ds
We only consider perturbations that verify the Girsanov condition. If u is such a perturbation, we
denote Xu the solution of the stochastic differential equation
Xu = c+
∫ t
0
σ(Xu(s))d (βX + u) (s) +
∫ t
0
b(Xu(s))ds
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and Xu = (Xu, βX + u). X
u plays the same role as W + u in the Brownian case and it is invertible
if and only if
H(XuµX|µX) =
1
2
EµX
[
|u|2H
]
We conclude the paper with a discussion over the attainability of the infimum in the variational
formulation.
2. Framework
Set m ≤ d ∈ IN∗, c ∈ Rm, σ : Rm →Mm,d(R) and b : R
m → Rm bounded and lipschitz functions.
σi will denote the i-th column of σ. Notice that every matrix will be identified with its canonical
linear operator. Set (Ω, R, (Gt)) a probability space, V a R-Brownian motion on Ω with values in
R
d. Set Y a Rm-valued strong solution of the stochastic differential equation:
Y (t) = c+
∫ t
0
σ(Y (s))dV (s) +
∫ t
0
b(Y (s))ds
on (Ω, R, (Gt), B). The hypotheses on σ and b ensure the existence and uniqueness of Y if we impose
its paths to be continuous.
We denote µ the Wiener measure on C([0, 1],Rd) and µX the image measure of X. We denote
W = C([0, 1],Rm+d) and we consider the measure µX × µ on W.
We define the processes X and B on W by:
X(t) : (w,w′) ∈W 7→ w(t) ∈ Rm
B(t) : (w,w′) ∈W 7→ w′(t) ∈ Rd
Under µX × µ, the law of X is µX , B is a Brownian motion and they are independent. We denote
Xi and Bi the i-th coordinates of x and B. Define M = X − c −
∫ .
0
b(X(s))ds and a = σσT . For
1 ≤ i ≤ d, M i = X i − ci −
∫ .
0 b
i(X(s))ds is a local martingale and we have:
〈M i,M j〉 =
∫ .
0
aij(X(s))ds
Now set y ∈ R. observe that
σ˜(y) :
ker(σ(y))⊥ → im(σ(y))
e 7→ σ(y)(e)
is an isomorphism and set θ(y) the unique element ofMd,m(R) which is equal to σ˜(y)
−1 on im(σ(y))
and 0 on im(σ(y))⊥ and η(y) the unique element of Md(R) which is equal to 0 on ker(σ(y))
⊥ and
to the identity on ker(σ(y)).
Notice that we have (θσ + η)(y) = Id(R).
We define
βX =
∫ .
0
θ(X(s))dM(s) +
∫ .
0
η(X(s))dB(s)
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βX,i will denote the i-th coordinate of βX.
βX is a Brownian motion. Indeed, it is clearly a local martingale and since m and B are independent:
(〈βX,i, βX,j〉(t))i,j =
∫ t
0
(θ(X(s)) η(X(s)))
(
a(X(s)) 0
0 I
)
(θ(X(s)) η(X(s)))
T
ds
=
∫ t
0
θ(X(s))σ(X(s))σ(X(s))T θ(X(s))T + η(X(s))η(X(s))T ds
= tId(R)
Moreover M =
∫ .
0
σ(X(s))dβX(s). Indeed, M −
∫ .
0
σ(X(s))dβX(s) is a local martingale and:(〈
M −
∫ .
0
σ(X(s))dβX(s),M −
∫ .
0
σ(X(s))dβX(s)
〉
(t)
)
i,j
=
∫ t
0
(σ(X(s))θ(X(s)) + I σ(X(s))η(X(s)))(
a(X(s)) 0
0 I
)
(σ(X(s))θ(X(s)) + I σ(X(s))η(X(s)))
T
ds
=
∫ t
0
(σ(X(s))θ(X(s)) + I)σ(X(s))σ(X(s))T (σ(X(s))θ(X(s)) − I)
T
+σ(X(s))η(X(s))η(X(s))T η(X(s))T ds
= 0
This construction of βX is taken from [5].
We denote
X = (X, βX)
and µX its image measure. X is a µX path-continuous strong solution of the stochastic differential
equation
X = c+
∫ .
0
σ(X(s))dβX(s) +
∫ .
0
b(X(s))ds
The filtration of a process m will be denoted (Fmt ), the filtration of X will be simply denoted (Ft).
Except if stated otherwise, every filtration considered is completed with respect to µX. If m is a
martingale and v admits a density v˙ whose stochastic integral with respect to m is well defined we
will denote
δmv =
∫ 1
0
v˙(s)dm(s)
We also denote the Wick exponential as follow
ρ(δmv) = exp
(∫ 1
0
v˙(s)dm(s)−
1
2
∫ 1
0
|v˙(s)|
2
d〈m〉(s)
)
and for p ≥ 0 we denote
Lpa(µ
X, H) =
{
u ∈ Lp(µX, H), u˙ is (Ft)− adapted
}
Gp(µ
X,m) =
{
u ∈ Lpa(µ
X, H),EµX [ρ(−δmu)] = 1
}
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We denote H =
{∫ .
0
h˙(s)ds, h˙ ∈ L2([0, 1],Rd)
}
. For u ∈ G0(µ
X, βX), we define β
u
X
:= βX + u and X
u
a path-continuous strong solution of the stochastic differential equation
Xu = c+
∫ .
0
σ(Xu(s))dβuX(s) +
∫ .
0
b(Xu(s))ds
on (W,µX, (Ft), βX). Once again the hypotheses on σ ensure the existence and µ
X-path uniqueness
of Xu. We also denote
Mu = Xu − c−
∫ .
0
b(Xu(s))ds =
∫ .
0
σ(Xu(s))dβuX(s)
and
X
u = (Xu, βX + u)
We have a Girsanov-like change of measure theorem relative to µX:
Proposition 1. Set u ∈ G0(µ
X, βX) , for every bounded Borel function f:
EµX [f ] = EµX [f ◦ X
uρ(−δβXu)]
Proof: Set f a bounded Borel function and u ∈ G0(µ
X, βX), denote θ the probability on W defined
by
dθ
dµX
= ρ(−δβXu)
According to the Girsanov theorem, the law of βX + u under θ is the same as the law of βX under
µX. Consequently, the law of Xu under θ is the same as the law of X under µX and
EµX [f ◦ X] = EµX [f ◦ X
uρ(−δβXu)]
Theorem 1. Set u ∈ G0(µ
X, βX), we have
X
uµX ∼ µX
Proof: Set f ∈ Cb(W) and set θ the measure on W given by
dθ
dµX
= ρ(−δβXu)
We have
EXuθ [f ] = Eθ [f ◦ X
u]
= EµX [f ◦ X
uρ(−δβXu)]
= EµX [f ]
so Xuθ = µX.
Since θ ∼ µX, Xuθ ∼ XuµX, which conclude the proof.
Set u, v ∈ G0(µ
X, βX), this theorem ensures that if g is a random variable defined on W, the compo-
sition g ◦ Xv is well-defined. Indeed set g˜ and gˆ in the same equivalence class in L0(µX). Then
µX (gˆ ◦ Xv = g˜ ◦ Xv) = XvµX (g˜ = gˆ) = 1
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since XvµX ≪ µX.
In particular the compositions u ◦Xv and Xu ◦Xv are well-defined since u and Xu are random vari-
ables defined on W with values in H and W respectively.
3. Action of the composition by Xu and invertibility results
Proposition 2. Set u ∈ G0(µ
X, βX). We have µ
X-a.s.:
Mu = M ◦ Xu
βu
X
= βX ◦ X
u
Proof: We have
M ◦ Xu =
(
X − c−
∫ .
0
b(X(s))ds
)
◦ Xu
= Xu − c−
∫ .
0
b(Xu(s))ds
= Mu
Now,
βX ◦ X
u =
(∫ .
0
θ(X(s))dM(s) +
∫ .
0
η(X(s))dB(s)
)
◦ Xu
=
∫ .
0
θ(Xu(s))dMu(s) +
∫ .
0
η(Xu(s))dβu
X
(s)
=
∫ .
0
θ(Xu(s))σ(Xu(s))dβu
X
(s) +
∫ .
0
η(Xu(s))dβu
X
(s)
= βu
X
Proposition 3. Set u, v ∈ G0(µ
X, βX) such that v + u ◦ X
u ∈ G0(µ
X, βX), we have µ
X-a.s.:
X
u ◦ Xv = Xv+u◦X
v
We have
X
u ◦ Xv = (Xu ◦Xv, (βX + u) ◦ X
v) = (Xu ◦ Xv, βX + v + u ◦ X
u)
Now,
Xu ◦ Xv =
(
c+
∫ .
0
σ(Xu(s))dβuX(s) +
∫ .
0
b(Xu(s))ds
)
◦ Xv
=
(
c+
∫ .
0
σ(Xu(s))dβX(s) +
∫ .
0
σ(Xu(s))du(s) +
∫ .
0
b(Xu(s))ds
)
◦ Xv
= c+
∫ .
0
σ(Xu(s) ◦ Xv)dβv
X
(s) +
∫ .
0
σ(Xu(s) ◦ Xv)u˙(s) ◦ Xvds+
∫ .
0
b(Xu(s) ◦ Xv)ds
= c+
∫ .
0
σ(Xu(s) ◦ Xv)dβv+u◦X
v
X
(s) +
∫ .
0
b(Xu(s) ◦ Xv)ds
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Xu◦Xv andXv+u◦X
v
are path continuous strong solutions to the same stochastic differential equation
so they are equal µX-a.s.
Finally, we have µX-a.s.
X
u ◦ Xv = (Xv+u◦X
v
, βX + v + u ◦ X
v) = Xv+u◦X
v
4. Invertibility results
Definition 1. A measurable map U : W → W is said to be µX-a.s. left-invertible if and only if
UµX ≪ µX and there exists a measurable map V : W→W such that V ◦ U = IW µ
X-a.s.
A measurable map U : W → W is said to be µX-a.s. right-invertible if and only if there exists a
measurable map V : W→W such that V µX ≪ µX and U ◦ V = IW µ
X-a.s.
Proposition 4. Set U, V : W→W measurable maps such that V ◦U = IW µ
X-a.s. and V µX ≪ µX
Then U ◦ V = IW Uµ
X-a.s., so if UµX ∼ µX, we also have U ◦ V = IW µ
X-a.s. In that case, we will
say that U is µX-a.s. invertible.
Proof: There exists A ⊂ W such that µX(A) = 1 and for every w ∈ A, V ◦ U(w) = w. Consider
such a set A, we have
EUµX
[
1U◦V (w)=w
]
= EµX
[
1U◦V ◦U(w)=U(w)
]
= EµX
[
1U◦V ◦U(w)=U(w)1w∈A
]
+ EµX
[
1U◦V ◦U(w)=U(w)1w/∈A
]
= EµX
[
1U(w)=U(w)1w∈A
]
= 1
5. Entropic characterisation of the invertibility of Xu
In this section, we prove that the process Xu is left invertible if and only if the kinetic energy of
the perturbation u is equal to the relative entropy of XuµX.
Proposition 5. Set u ∈ G2(µ
X, βX). We have:
H(XuµX|µX) ≤
1
2
EµX
[
|u|2H
]
Proof: Set g ∈ Cb(W) and denote L =
dXuµX
dµX
, we have:
EµX [g ◦ X
u] = EµX [gL]
= EµX [g ◦ X
uL ◦ Xuρ(−δβXu)]
So µX-a.s.
L ◦ XuEµX
[
ρ(−δβXu)| F
X
u
1
]
= 1
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and
H(XuµX|µX) = EµX [L logL]
= EXuµX [logL]
= EµX [logL ◦ X
u]
= −EµX
[
logEµX
[
ρ(−δβXu)| F
X
u
1
]]
≤ −EµX [log ρ(−δβXu)]
≤
1
2
EµX
[
|u|2H
]
Now comes the criteria:
Theorem 2. Set u ∈ G2(µ
X, βX). The three following propositions are equivalent:
(i) H(XuµX|µX) = 12EµX
[
|u|2H
]
(ii) There exists v ∈ G0(µ
X, βX) such that X
v ◦ Xu = Xu ◦ Xv = IW µ
X-a.s.
(iii) Xu is µX-a.s. left-invertible
Proof: We first prove (i)⇒ (ii). We still denote L = dX
uµX
dµX and as in the proof of last proposition
we have µX-a.s.
L ◦ XuEµX [ρ(−δβXu)|X
u] = 1
Using Jensen inequality we have µX-a.s.
0 = logL ◦ Xu + logEµX
[
ρ(−δβXu)| F
X
u
1
]
≥ logL ◦ Xu + EµX
[
log ρ(−δβXu)| F
X
u
1
]
and
0 ≥ EµX [logL ◦ X
u] + EµX [log ρ(−δβXu)]
≥ H(XuµX|µX)−
1
2
EµX
[
|u|2H
]
= 0
So
0 = logL ◦ Xu + logEµX
[
ρ(−δβXu)| F
X
u
1
]
= logL ◦ Xu + EµX
[
log ρ(−δβXu)| F
X
u
1
]
and
logEµX
[
ρ(−δβXu)| F
X
u
1
]
= EµX
[
log ρ(−δβXu)| F
X
u
1
]
The strict concavity of the function log gives
EµX
[
ρ(−δβXu)| F
X
u
1
]
= ρ(−δβXu)
Finally we have
(5.3) L ◦ Xuρ(−δβXu) = 1
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Since βX is a µ
X-Brownian motion, there exists v ∈ G0(µ
X, βX) such that L = ρ(−δβXv).
We apply the logarithm to 5.3 to get:
0 = δβXv ◦ X
u +
1
2
|v ◦ Xu|2H + δβXu+
1
2
|u|2H
We have:
δβXv ◦ X
u =
∫ 1
0
v˙(s) ◦ XudβX(s) + 〈v ◦ X
u, u〉H
so finally we have:
(5.4) 0 = δβX(v ◦ X
u + u) +
1
2
|v ◦ Xu + u|2H
According to Girsanov theorem βX + v is a X
uµX-Brownian motion, so:
EµX [L logL] = EXuµX [logL]
= EXuµX
[
−
∫ 1
0
v˙(s)dβX(s)−
1
2
∫ 1
0
|v˙(s)|2ds
]
=
1
2
EXuµX
[∫ 1
0
|v˙(s)|2ds
]
=
1
2
EµX
[
|v ◦Xu|2H
]
So v◦Xu ∈ L2a(µ
X, H) and we can take the expectation with respect to ν in 5.4 to obtain u+v◦Xu = 0
µX-a.s. and Xv ◦ Xu = IW µ
X-a.s. and Xv is a left-inverse of Xu.
Since XvµX ∼ µX, we also have Xu ◦ Xv = IW µ
X-a.s. from proposition 4.
(ii)⇒ (iii) is immediate. Now we prove (iii)⇒ (i). We still denote L = dX
uµX
dµX .
Assume that Xu admits a left inverse V. Set v = −u ◦ V .
We have µX-a.s.
v ◦ Xu = −u
and
EXuµX
[
1∫ 1
0
|v˙(s)|2ds<∞
]
= EµX
[
1∫ 1
0
|u˙(s)|2ds<∞
]
= 1
so v ∈ L0(XuµX, H) and v ∈ L0(µX, H) since XuµX ∼ µX.
Now set v˙n = max(n,min(v˙,−n)), v˙n ◦ Xu is adapted. Set A ∈ L2(dt × dµX) an adapted process,
we have:
EµX
[
ρ(−δβXu)
∫ 1
0
v˙n(s) ◦ XuA(s) ◦ Xuds
]
= EµX
[∫ 1
0
v˙n(s)A(s)ds
]
= EµX
[∫ 1
0
EµX
[
v˙n(s)| FX(s)
]
A(s)ds
]
= EµX
[
ρ(−δβXu)
∫ 1
0
EµX
[
v˙n(s)| FX(s)
]
◦ XuA(s) ◦ Xuds
]
So EµX
[
v˙n(s)| FX(s)
]
◦ Xu = v˙n(s) ◦ Xu dt × dµX-a.s. which implies EµX
[
v˙n(s)| FX(s)
]
= v˙n(s)
dt× dµX-a.s. since XuµX ∼ µX.
An algebraic calculation gives µX-a.s.
ρ(−δβXv) ◦ X
uρ(−δβXu) = 1
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Now set g ∈ Cb(W,R+), we have:
EµX [gL] = EµX [g ◦X
u]
= EµX [g ◦X
uρ(−δβXv) ◦ X
uρ(−δβXu)]
≤ EµX [gρ(−δβXv)]
So L ≤ ρ(−δβXv) and since EµX [ρ(−δβXv)] = 1 we have
L ◦ Xuρ(−δβXu) = 1
and we can compute H(XuµX|µX):
H(XuµX|µX) = EµX [L logL]
= EµX [logL ◦ X
u]
= EµX [− log ρ(−δβXu)]
=
1
2
EµX [|u
2
H |]
6. Approximation of absolutely continuous measures
Theorem 3. If θ ∼ µX is such that there exists r > 1 such that
dθ
dµX
log
dθ
dµX
∈ L1(µX)
and
log
dθ
dµX
∈ Lr(µX)
there exists (un) ∈ L
∞
a (µ
X, H)IN such that for every n,
X
unµX ∼ µX
X
un is µX − a.s. invertible
dXunµX
dµX
log
dXunµX
dµX
→
dθ
dµX
log
dθ
dµX
in L1(µX)
dXunµX
dµX
log
dθ
dµX
→
dθ
dµX
log
dθ
dµX
in L1(µX)
.
Proof: Denote
L =
dθ
dµX
Eventually sequentializing afterward, we have to prove that for any ǫ > 0, there exists u ∈ L∞a (µ
X, H)
such that XuµX ∼ µX, Xu is µX-a.s. invertible and
EµX
[∣∣∣∣dXuµXdµX log dX
uµX
dµX
− L logL
∣∣∣∣
]
≤ ǫ
EµX
[∣∣∣∣dXuµXdµX logL− L logL1
∣∣∣∣
]
≤ ǫ
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The proof is divided in five steps.
Step 1 : We approximate L with a density that is both lower and upper bounded.
Denote
φn = min(L, n)
Ln =
φn
EµX [φn]
The monotone convergence theorem ensures that EµX [φn] → 1 so for any α ∈ (0, 1), there exists
some nα ∈ IN such that for any n ≥ nα,
EµX [φn] ≥ α
(Ln logLn) converges µ
X-a.s. to L logL and if n ≥ nα and
|Ln logLn| =
∣∣∣∣ φnEµX [φn] log
φn
EµX [φn]
∣∣∣∣ 1 φn
E
µX
[φn]
≤1 +
∣∣∣∣ φnEµX [φn] log
φn
EµX [φn]
∣∣∣∣ 1 φn
E
µX
[φn]
>1
≤ e−11 φn
E
µX
[φn]
≤1 +
∣∣∣∣Lα log Lα
∣∣∣∣ 1 φn
E
µX
[φn]
>1
≤ e−1 +
∣∣∣∣Lα log Lα
∣∣∣∣
So the Lebesgue theorem ensures that (Ln logLn) converge toward L logL in L
1(µX). Similarly,
(Ln logL) converges µ
X-a.s. to L logL and if n ≤ nα,
|Ln logL| ≤
∣∣∣∣Lα logL
∣∣∣∣
and the Lebesgue theorem ensures that (Ln logL) converges to Ln logL in L
1(µX), so there exists
n0 ∈ IN such that
EµX [|Ln0 logLn0 − L logL|] ≤ ǫ
EµX [|Ln0 logL− L logL|] ≤ ǫ(
Ln0+a
1+a log
Ln0+a
1+a
)
converges µX-a.s. to Ln0 logLn0 when a converges to 0. Set a ∈ [0, 1], we have
∣∣∣∣Ln0 + a1 + a log Ln0 + a1 + a
∣∣∣∣ =
∣∣∣∣Ln0 + a1 + a log Ln0 + a1 + a
∣∣∣∣ 1Ln0≤1 +
∣∣∣∣Ln0 + a1 + a log Ln0 + a1 + a
∣∣∣∣ 1Ln0>1
≤ e−11Ln0≤1 + |Ln0 logLn0 | 1Ln0>1
≤ e−1 + |Ln0 logLn0 |
So the Lebesgue theorem ensures that
(
Ln0+a
1+a log
Ln0+a
1+a
)
converges to Ln0 logLn0 in L
1(µX). Sim-
ilarly,
(
Ln0+a
1+a logL
)
converges µX-a.s. to Ln0 logL and
∣∣∣∣Ln0 + a1 + a logL
∣∣∣∣ ≤ |(Ln0 + 1) logL|
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and the Lebesgue theorem ensures that
(
Ln0+a
1+a logL
)
converges to Ln0 logL in L
1(µX) and there
exists a ∈ [0, 1] such that
EµX
[∣∣∣∣Ln0 + a1 + a log Ln0 + a1 + a − Ln0 logLn0
∣∣∣∣
]
≤ ǫ
EµX
[∣∣∣∣Ln0 + a1 + a logL− Ln0 logL
∣∣∣∣
]
≤ ǫ
Ln0+a
1+a is both lower-bounded and upper-bounded in L
∞(µX), we denote these bounds respectively
d and D.
Also denote
M(t) = EµX
[
Ln0 + a
1 + a
∣∣∣∣Ft
]
We write
M(t) = exp
(∫ t
0
α˙(s)dβX(s)−
1
2
∫ t
0
|α˙(s)|
2
ds
)
with α ∈ L0a(µ
X, H).
Step 2 : We prove that α ∈ L2(µX, H).
Set
Tn = inf
{
t ∈ [0, 1],
∫ t
0
|α˙(s)|2 ds > n
}
(Tn) is a sequence of stopping times which increases stationarily toward 1. We have, using M =
1 +
∫ .
0
α˙(s)M(s)dβX(s)
EµX
[
(M(t ∧ Tn)− 1)
2
]
= EµX
[∫ t∧Tn
0
|α˙(s)|2M(s)2ds
]
≥ d2EµX
[∫ t∧Tn
0
|α˙(s)|
2
ds
]
so
EµX
[∫ t∧Tn
0
|α˙(s)|
2
ds
]
≤
1
d2
EµX
[
(M(t ∧ Tn)− 1)
2
]
≤
2
(
D2 + 1
)
d2
hence passing to the limit
EµX
[∫ 1
0
|α˙(s)|2 ds
]
≤
2
(
D2 + 1
)
d2
Step 3 : we approximate α with an element of L∞(µX, H).
Define
αn : (t, w) ∈ [0, 1]×W 7→
∫ t
0
α˙(s, w)1[0,Tn](s, w)ds
and
Mn(t) = exp
(∫ t
0
α˙n(s)dβX(s)−
1
2
∫ t
0
∣∣α˙n(s)∣∣2 ds)
and clearly (Mn(1) logMn(1)) converges µX-a.s. to M(1) logM(1), (Mn(1) logL) converges to
M(1) logL µX-a.s. and Mn(1) = EµX [M(1)| FTn ], so µ
X-a.s.
|Mn(1) logMn(1)| ≤ max
(
e−1, |D logD|
)
|Mn(1) logL| ≤ |D logL|
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so the Lebesgue theorem ensures that (Mn(1) logMn(1)) converges toM(1) logM(1) in L1(µX) and
(Mn1 logL) converges to M1 logL in L
1(µX) and there exists n ∈ IN such that
|Mn(1) logMn(1)−M(1) logM(1)| ≤ ǫ
|Mn(1) logL−M(1) logL| ≤ ǫ
Step 4 : we approximate αn with a retarded shift.
For η > 0 set
γη : (t, w) ∈ [0, 1]×W 7→
∫ t
0
α˙n(s− η)(w)1s>ηds
Nη(t) = exp
(∫ t
0
γ˙η(s)dβX(s)−
1
2
∫ t
0
∣∣γ˙η(s)∣∣2 ds)
(Nη(1) logNη(1)) converges in probability to Mn(1) logMn(1).
To prove that (Nη(1) logNη(1)) is uniformly integrable, it is sufficient to prove it is bounded in any
Lp(µX), set p > 1
EµX [|N
η(1)|p] = EµX
[
exp
(
p
∫ 1
0
γ˙η(s)dβX(s)−
p
2
∫ 1
0
∣∣γ˙η(s)∣∣2 ds)]
= EµX
[
exp
(
p
∫ 1
0
γ˙η(s)dβX(s)−
p2
2
∫ 1
0
∣∣γ˙η(s)∣∣2 ds) exp(p2 − p
2
∫ 1
0
∣∣γ˙η(s)∣∣2 ds)]
≤ EµX
[
exp
(∫ 1
0
pγ˙η(s)dβX(s)−
1
2
∫ 1
0
∣∣pγ˙η(s)∣∣2 ds) exp(p2 − p
2
n
)]
≤ exp
(
p2 − p
2
n
)
so (Nη(1) logNη(1)) converges toMn(1) logMn(1) in L1(µX). Furthermore, using Ho¨lder inequality,
we have
EµX [|N
η(1) logL−Mn(1) logL|] ≤ |Nη(1)−Mn(1)|Lr′(µX) |logL|Lr(µX)
where 1r′ +
1
r = 1.
Consequently there exists η > 0 such that
EµX [|N
η(1) logNη(1)−Mn(1) logMn(1)|] ≤ ǫ
EµX [|N
η(1) logL−Mn(1) logL|] ≤ ǫ
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using the triangular inequality, we have
EµX [|L logL−N
η(1) logNη(1)|] ≤ EµX [|L logL− Ln0 logLn0 |]
+EµX
[∣∣∣∣Ln0 logLn0 − Ln0 + a1 + a log Ln0 + a1 + a
∣∣∣∣
]
+EµX
[∣∣∣∣Ln0 + a1 + a log Ln0 + a1 + a −Mn(1) logMn(1)
∣∣∣∣
]
+EµX [|M
n(1) logMn(1)−Nη(1) logNη(1)|]
≤ 4ǫ
EµX [|L logL−N
η(1) logL|] ≤ EµX [|L logL− Ln0 logL|]
+EµX
[∣∣∣∣Ln0 logL− Ln0 + a1 + a logL
∣∣∣∣
]
+EµX
[∣∣∣∣Ln0 + a1 + a logL−Mn(1) logL
∣∣∣∣
]
+EµX [|M
n(1) logL−Nη(1) logL|]
≤ 4ǫ
Step 5 : We prove that X−γ
η
is µX-a.s. left-invertible and is the solution to our problem.
We know µX(X = IW) = 1 and that there exists a measurable function Φ such that X = Φ(βX) µ
X-
a.s., so set A ⊂W , such that µX(A) = 1 and for every w ∈ A, X(w) = w and X(w) = Φ(βX(w)).
Now set w1, w2 ∈W such that X
−γη(w1) = X
−γη(w2). We have
βX(w1)−
∫ .
0
γ˙η(s)(w1)ds = βX(w2)−
∫ .
0
γ˙η(s)(w2)ds
For any s ∈ [0, η], βX(s, w1) = βX(s, w2), γ
η being adapted to filtration (FβXt−η), it implies that for
t ∈ [0, 2η] ∫ t
0
γ˙η(s, w1)ds =
∫ t
0
γ˙η(s, w2)ds
and
βX(t, w1) = βX(t, w2)
An easy iteration shows that βX(w1) = βX(w2) hence
w1 = X(w1)
= Φ(βX(w1))
= Φ(βX(w2))
= X(w2)
= w2
So X−γ
η
is µX-a.s. injective and so µX-a.s. left-invertible and it is of the form Xv
η
with vη ∈
G0(µ
X, βX). We have, for f ∈ Cb(W),
EµX
[
f ◦ Xv
η
]
= EµX
[
f ◦ Xv
η
◦ X−γ
η
ρ (δβXγ
η)
]
= EµX [fN
η(1)]
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We have
dXv
η
µX
dµX
= Nη(1)
So Xv
η
µX ∼ µX and
X
vη ◦ X−γ
η
= X−γ
η
◦ Xv
η
µX − a.s.
and
|vη|
2
H = |γ
η|
2
H ◦X
vη
≤ n
µX-a.s. since Xv
η
µX ∼ µX and |γη|
2
H ≤ n µ
X-a.s., hence vη ∈ L∞a (µ
X, H).
7. Variational problem
As stated in the beginning, we aim to provide a variational formulation of − logEµX
[
e−f
]
. This
first result is from [9]:
Theorem 4. Set f : W→ R a measurable function verifying
EµX
[
|f |(1 + e−f)
]
<∞
Denote P the set of probability measures on (W,F1) which are absolutely continuous with respect to
µX, then
− logEµX
[
e−f
]
= inf
θ∈P
(
Eθ[f ] +H(θ|µ
X)
)
and the unique supremum is attained at the measure
dθ0 =
e−f
EµX [e−f ]
dµX
Proposition 6. Set f : W→ R a measurable function verifying EµX
[
|f |(1 + e−f)
]
<∞, then
− logEµX
[
e−f
]
≤ inf
u∈G2(µX,βX)
EµX
[
f ◦ Xu +
1
2
|u|2H
]
Here is the main result.
Theorem 5. Set p > 1 and f ∈ Lp(µX) such that EµX
[
(|f |+ 1)e−f
]
<∞, then we have
− logEµX
[
e−f
]
= inf
u∈L∞a (µ
X,H),Xu µX−a.s. invertible
EµX
[
f ◦ Xu +
1
2
|u|2H
]
Proof: Using proposition 6, we have easily
− logEµX
[
e−f
]
≤ inf
u∈L∞a (µ
X,H),Xu µX−a.s. invertible
EµX
[
f ◦ Xu +
1
2
|u|2H
]
Let θ0 be the measure on W defined by
dθ0 =
e−f
EµX [e−f ]
dµX
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According to theorem 3, there exists (un) ∈ L
∞
a (µ
X, H)IN such that for every n ∈ IN, Xun is µX-a.s.
invertible and that
dXunµX
dµX
log
dXunµX
dµX
→
dθ0
dµX
log
dθ0
dµX
dXunµX
dµX
log
dθ0
dµX
→
dθ0
dµX
log
dθ0
dµX
in L1(µX).
Since Xun is µX-a.s. invertible, we have
EµX
[
f ◦ Xun +
1
2
|un|
2
H
]
= EµX
[
f
dXunµX
dµX
]
+ EµX
[
dXunµX
dµX
log
dXunµX
dµX
]
When n goes to infinity, we have
EµX
[
dXunµX
dµX
log
dXunµX
dµX
]
→ EµX
[
dθ0
dµX
log
dθ0
dµX
]
and since f = − log dθ0
dµX
− logEµX
[
e−f
]
,
EµX
[
f
dXunµX
dµX
]
→ EµX
[
f
dθ0
dµX
]
So finally, when n goes to infinity,
EµX
[
f ◦ Xun +
1
2
|un|
2
H
]
→ Eθ0 [f ] +H(θ0|µ
X)
= − logEµX
[
e−f
]
which conclude the proof.
Corollary 1. Set f : W→ R such that EµX
[
(|f |+ 1)e−f
]
<∞ and
− logEµX
[
e−f
]
= inf
u∈L∞a (µ
X,H),Xu µX−a.s. invertible
EµX
[
f ◦ Xu +
1
2
|u|2H
]
We have
− logEµX
[
e−f
]
= inf
u∈G2(µX,βX)
EµX
[
f ◦ Xu +
1
2
|u|2H
]
Theorem 6. Set f :W → R a measurable function verifying EµX
[
|f |(1 + e−f )
]
<∞, then if there
exists some u ∈ G2(µ
X, βX) such that X
u is µX-a.s. left-invertible and dX
uµX
dµX
= e
−f
E
µX
[e−f ]
, then we
have
− logEµX
[
e−f
]
= inf
u∈G2(µX,βX)
EµX
[
f ◦ Xu +
1
2
|u|2H
]
Proof: Since Xu is µX-a.s. left invertible and that dX
uµX
dµX =
e−f
E
µX
[e−f ] . We have
1
2
EµX
[
|u|2H
]
= H(XuµX|µX) = EµX
[
e−f
EµX [e−f ]
log
(
e−f
EµX [e−f ]
)]
and
EµX
[
f ◦ Xu +
1
2
|u|2H
]
= EµX
[
e−f
EµX [e−f ]
f +
e−f
EµX [e−f ]
log
(
e−f
EµX [e−f ]
)]
= − logEµX
[
e−f
]
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and we conclude the proof with last proposition.
Theorem 7. Set f :W → R a measurable function such that
− logEµX
[
e−f
]
= inf
u∈G2(µX,βX)
Eν
[
f ◦ Xu +
1
2
|u|2H
]
Denote this infimum J∗. It is attained at u ∈ G2(µ
X, βX) if and only if X
u is µX-a.s. left-invertible
and dX
uµX
dµX
= e
−f
E
µX
[e−f ]
.
Proof: The direct implication is given by last theorem. Conversely, if Xu is not µX-a.s. left-invertible,
H(XuµX|µX) < 12EµX
[
|u|2H
]
and
− logEµX
[
e−f
]
= inf
θ∈P(W )
(
Eθ[f ] +H(θ|µ
X)
)
≤ inf
α∈G2(µX,βX)
EXαµX [f ] +H(X
αµX|µX)
≤ EXuµX [f ] +H(X
uµX|µX)
< EµX
[
f ◦ Xu +
1
2
|u|2H
]
which is a contradiction.
We get dX
uµX
dµX
= L by uniqueness of the minimizing measure of infθ∈P(W )
(
Eθ[f ] +H(θ|µ
X)
)
.
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