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Abstract
Relativistic quantum transport equations for the particle distribution functions are
derived based on an eective Lagrangian of baryons interacting through mesons. The
closed time-path Green’s function technique and the semiclassical, quasiparticle, and Born
approximations are employed in the derivation. Both the mean eld and collision term
are derived from the same Lagrangian and presented analytically. We obtain a set of
coupled equations for the N , , N(1440) and  distribution functions which describes
the hadronic matter consistently.
Keywords: nuclear equation of state, relativistic heavy-ion collisions, closed time-path




2 Nonequilibrium Green’s function technique 4
2.1 Closed time-path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Closed time-path Green’s functions . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Eective Lagrangian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Zeroth-order Green’s Functions . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Derivation of the quantum transport equations for hadronic matter 17
3.1 Dyson equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 RBUU equation of the nucleon . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2.1 Nucleon self-energy . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2.2 Kadano-Baym equation . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.3 Wigner transformation . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2.4 RBUU equation of the nucleon . . . . . . . . . . . . . . . . . . . . 25
3.2.5 Current and energy-momentum tensor . . . . . . . . . . . . . . . . 28
3.3 RBUU equation of the delta . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3.1 Rarita-Schwinger eld . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.2 RBUU equation of the delta . . . . . . . . . . . . . . . . . . . . . . 34
3.4 RBUU equation of the pion . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4 Calculation of the mean fields 43
ii
4.1 Feynman diagrams of the Hartree-Fock self-energies . . . . . . . . . . . . . 43
4.2 Hartree terms of the baryon self-energies . . . . . . . . . . . . . . . . . . . 45
4.3 Hartree-Fock term of the pion self-energy . . . . . . . . . . . . . . . . . . . 48
4.4 Nonrelativistic limit of the particle-hole excitations . . . . . . . . . . . . . 50
5 Calculation of the collision terms 53
5.1 Collision term of the nucleon’s RBUU equation . . . . . . . . . . . . . . . 54
5.2 Collision terms of the ’s, N(1440)’s and pion’s RBUU equations . . . . . 60
5.3 Broad widths of resonances and detailed balance . . . . . . . . . . . . . . . 62
5.4 In-medium N !  cross section and -decay width . . . . . . . . . . . . 65
6 Summary and outlook 68
A Zeroth-order Green’s functions 73
B Center of mass frame of two-particle system 76
C Method of calculating isospin matrices 79
C.1 Isospin factor of particle-particle coupling vertex . . . . . . . . . . . . . . . 79
C.2 Method of calculating isospin matrices . . . . . . . . . . . . . . . . . . . . 80




One of the most exciting challenges of modern nuclear physics is to extract the informa-
tion about the equation of state (EOS) of the nuclear matter under extreme conditions
of high temperature and density and the behavior of the nuclear interactions in dense
matter. Besides being necessary for a understanding of astrophysical processes (super-
nova explosions [1], neutron star properties [2, 3], for example), knowledge of this feature
is mandatory for any reliable analysis of the ongoing experimental searches for a quark-
gluon-plasma, a new state of matter in which the building blocks of nucleons and mesons
become deconned and move in an extended volume [4, 5, 6]. Recently, another exciting
prospect of forming very new forms of matter, anti-matter and strange matter, has fur-
ther been conjectured by some authors [7, 8], which opens the door to an extension of the
periodic table into completely new directions. Both theoretical and experimental eorts
are presently underway [9, 10, 11, 12, 13]. The high-energy heavy-ion collisions are the
only experimentally accessible way to create such a kind of hot and dense nuclear matter
in the laboratory and, therefore, provide us with a unique opportunity to study it.
Since the experimental observables depend not only on the static properties of nuclear
matter but also on the dynamical ones, the interesting information on these problems can
be obtained only indirectly through certain theoretical model analyses of experimental
data. Thus, one has to choose a good theoretical tool, which should be as general and
basic as possible on the one hand and as practicable as possible on the other. Over the
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last decades, considerable eorts have been made on the theoretical side to develop vari-
ous versions of transport models since the heavy-ion collision process is to a large extent
in non-equilibrium. Among these, the Quantum Molecular Dynamics (QMD)/relativistic
Quantum Molecular Dynamics (RQMD) [14, 15, 16, 17, 18] and Boltzmann-Uehling-
Uhlenbeck (BUU)/relativistic Boltzmann-Uehling-Uhlenbeck (RBUU) [19, 20, 21, 22, 23,
24, 25, 26, 27, 28, 29, 30, 31, 32] model are the most successful microscopic kinetic mod-
els. Based on these models, the most available experimental data at early stage can
be reproduced. As the colliding energy increases, the relativistic eects become evident
and the covariant treatment is highly desirable. There is an increasing interest in de-
veloping a more strict and self-consistent relativistic dynamic theory. One of the most
ambitious approaches is to obtain the relativistic transport equation starting from the
time-dependent Bru¨ckner G-matrix theory [25]. In this approach the time evolution of
the heavy-ion collision process is described by the relativistic kinetic equation and the
G-matrix served as a dynamical input of the two-body interaction. To acquire complete
numerical solution will be rather dicult and until now there are no real calculations with
this approach available yet. An alternative approach is to take the eective interaction
rather than the G-matrix as the input of the transport models [24, 33, 34, 35] where the
eective Lagrangian of Quantum Hadrodynamics (QHD) [36, 37] was used. However, the
nucleon-nucleon (NN) collisions, which should be medium-dependent, were not treated
self-consistently in these models. Since the heavy-ion collisions are a dynamical process
under extreme conditions of high density and temperature, in which the problems of time
evolution and medium eects are closely correlated and have to be taken into account at
the same time. The eects of the mean eld and collision term should be added both
dynamically and simultaneously.
In this article we review the derivation procedure of a set of kinetic equations for
the nucleon, delta, N(1440) and pion distribution functions. These four particles are
the major constituents of the hadronic matter formed in the relativistic nuclear collisions
at BEVALAC and SIS/GSI energy [38, 39, 40, 41, 42, 43, 44, 45]. Our main aim is to
develop a relativistic quantum transport theory based on the eective Lagrangian, which
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is tractable but without losing the self-consistency between the mean eld and collisions,
the time evolution and medium eects. The essential feature of the approach is that all
ingredients of the kinetic equations, such as mean elds and in-medium cross sections,
are derived simultaneously from the same Lagrangian and presented analytically. The
only input to the model is the eective Lagrangian. Therefore, we obtain a set of coupled
equations for the N , , N(1440) and  system which describes the hadronic matter in
a unied way.
The paper is organized as follows: in Chap. 2 we briefly review the nonequilibrium
Green’s function technique and introduce the eective Lagrangian used in the model.
The detailed derivation of the kinetic equations is presented in Chap. 3. We treat all
the fermions [N ,,N(1440)] and one of the bosons (pion) as real particles. The RBUU-
type transport equations for their distribution functions are deduced. In the mean time,
mesons (,!, and ) are employed to mediate the interactions. Chaps. 4 and 5 are
devoted to evaluate the concrete expressions of the mean elds of dierent particles and
the in-medium dierential cross sections of dierent channels. Finally, a summary and





Our aim is to develop a practical transport model for relativistic heavy-ion collisions, i.e.,
a theory which can be used to study the time evolution of a many-particle quantum system
far away from equilibrium. The theoretical concepts for a proper many body description
in terms of a real time nonequilibrium eld theory were initiated by Schwinger [46] in
the early sixties. This leads to the nonequilibrium Green’s function technique, i.e., the
closed time-path Green’s function technique. The formalism was elaborated and developed
further by Kadano and Baym [47] and Keldysh [48]. There exist several good review
articles about this technique, e.g., Refs. [19, 49]. For a detailed description of it, we refer
to these two papers and references therein. Here we give a brief review for the reader’s
convenience since this technique will be the main tool of our derivation of a relativistic
quantum transport theory.
2.1 Closed time-path
In the study of relativistic heavy-ion collisions by means of transport models, one usu-
ally calculates physical quantities like particle spectra, collective flow etc., which can be
measured experimentally. In this case, one should consider an expectation value of an
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operator relating to a physical quantity at nite time t, i.e., hO^H(t)i. Here H means that
the operator is dened in the Heisenberg picture. Correspondingly, one has
O^H(t) = U^(t0; t)O^I(t)U^(t; t0) (2.1)
with O^I(t) dened in the interaction picture. U^ is the time evolution operator










where T is the time-ordering operator of conventional eld theory, and HI(t) is the inter-
action part of the Hamiltonian in the interaction picture. In the stationary case, the wave
function of the Heisenberg picture and the interaction picture coincide at time t0 = 0. De-
ne that j Ψit0 is the ground state of the interaction picture. The noninteracting ground
state j i is assigned to the system as j Ψi = U^(0;−1) j i. Thus, one can evaluate the
expectation value of an operator as follows
hΨ j O^H(t) j Ψi = h j U^(−1; 0)U^(0; t)O^I(t)U^(t; 0)U^(0;−1) j i
= h j U^(−1; t)O^I(t)U^(t;−1) j i
= h j U^(−1;+1)U^(+1; t)O^I(t)U^(t;−1) j i
= h j U^(−1;+1) j ih j U^(+1; t)O^I(t)U^(t;−1) j i
=
h j U^(+1; t)O^I(t)U^(t;−1) j i
h j U^(+1;−1) j i : (2.3)
For the last equality we have used the relation
1 = h j i = h j U^(−1;+1)U^(+1;−1) j i
= h j U^(−1;+1) j ih j U^(+1;−1) j i: (2.4)
Applying Eq. (2.2) to Eq. (2.3), one obtains










−i ∫1−1 dt0HI(t0))] j i : (2.5)
Thus, one can calculate the expectation value of a Heisenberg operator in the interaction
picture perturbatively.
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For a system in thermodynamic equilibrium with nite temperature, the expectation
value of an operator can be evaluated by using the grand-canonical ensemble of statistical








Here ^ denes the thermodynamic state of the system
^ = exp [−(H − N)] ; (2.7)
 is the inverse temperature,  is the chemical potential. When  ! 1, i.e., zero
temperature, it recovers the ground state of the system.
Fig. 1
The above scheme, however, doesn’t work in the nonstationary system. The reason is
that a general nonequilibrium state may not be identied with any of states in the past.
An intelligent way out was suggested by Schwinger in 1961 [46]. Let us imagine a time
contour depicted in Fig. 1. The time goes from t0 to tmax and then returns from tmax to
t0. The upper branch of Fig. 1 is related to the chronological time T
c of conventional eld
theory. Let us rewrite Eq. (2.2) as











Similarly, one can dene a time evolution operator according to the antichronological time
Ta which is related to the lower branch of Fig. 1











Now we introduce a time-ordering operator T which is able to recognize whether the eld
operators belong to the chronological or antichronological branch and thus orders the
whole time contour. The expectation value of an operator in the nonequilibrium system
can now be expressed as


































6 ∫ stands for an integral along the time axis given in Fig. 1. In practice, t0 is shifted to
−1 and tmax to +1. If one denes a Green’s function analogously on the time contour
(see, next section), the usual Feynman rules in conventional eld theory for perturbative
expansion can be applied.
The introduction of the closed time-path has a deeper meaning than a purely formal
trick to restore the mathematical analogy with the quantum eld theory as one may think
at the rst glance. In quantum eld theory, one mainly calculates the amplitude of the S
matrix. It is, however, not a physically observable quantity. One then evaluates its module
j S+S j which gives the probability of transition from one state to another state. This
can be measured experimentally. In statistical physics, one is mostly concerned with the
expectation values of physical quantities at nite time. The closed time-path establishes
a direct connection between the S matrix of quantum eld theory and the observable
quantities of statistical physics. This point will be demonstrated more clearly in Chap. 5
where we derive in-medium dierential cross sections through formulating the collision
terms of RBUU equations. Instead of rstly computing the scattering amplitudes, we
directly evaluate the transition probabilities which are then transferred to the in-medium
dierential cross sections.
2.2 Closed time-path Green’s functions
We dene the Green’s function GF (1; 2) of fermions and B(1; 2) of bosons in the Heisen-
berg picture on the time contour depicted in Fig. 1 as
iGF (1; 2)  hT [ΨH(1) ΨH(2)]i; (2.11)
iB(1; 2)  hT [H(1)H(2)]i − hH(1)ihH(2)i; (2.12)
where 1, 2 denote x1, x2; ΨH(1) and ΨH(2) represent the eld operators of the nucleon,
delta and N(1440) in the Heisenberg picture and H(1) and H(2) are those of the
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, !,  and . Here we have specied the initial state by assuming that its density
operator commutes with the particle-number operator [19]. Furthermore, we assume that
the initial state admits the Wick decomposition (is noncorrelated). Thus, in Eq. (2.11)
the expectation value of a single fermionic eld vanishes. In the case of bosonic Green’s
functions, the contributions from classical expectation values have been subtracted in
order to concentrate on the eld fluctuations around the classical values. On the other
hand, the second term on the right-hand side of Eq. (2.12) explicitly indicates the presence
of the mean eld. According to the positions of eld operators on the time contour, we
have four dierent Green’s functions for fermions
iG−−F (1; 2) = hT cΨH(1) ΨH(2)i;
iG++F (1; 2) = hT aΨH(1) ΨH(2)i;
iG+−F (1; 2) = hΨH(1) ΨH(2)i;
iG−+F (1; 2) = −hΨH(2)ΨH(1)i; (2.13)
and four for bosons
i−−B (1; 2) = hT cH(1)H(2)i − hH(1)ihH(2)i;
i++B (1; 2) = hT aH(1)H(2)i − hH(1)ihH(2)i;
i+−B (1; 2) = hH(1)H(2)i − hH(1)ihH(2)i;
i−+B (1; 2) = hH(2)H(1)i − hH(1)ihH(2)i: (2.14)
Here the designations − and + are attributed to the respective time path shown in Fig. 1.
We further on express the GF (1; 2) and B(1; 2) in a compact matrix form
iGF (1; 2) =

 iG−−F (1; 2) iG−+F (1; 2)








 i−−B (1; 2) i−+B (1; 2)






It should be pointed out that the four Green’s functions in Eq. (2.15) are not independent.
They satisfy the following relations
iG−−F (1; 2) = (t1 − t2)iG+−F (1; 2) + (t2 − t1)iG−+F (1; 2); (2.17)
iG++F (1; 2) = (t1 − t2)iG−+F (1; 2) + (t2 − t1)iG+−F (1; 2): (2.18)
Here (t1 − t2) is dened as
(t1 − t2) =


1 t1 > t2
0 t1 < t2
: (2.19)
The same relations hold for the boson Green’s functions in Eq. (2.16).
In order to use the powerful perturbation expansion method of eld theory, we choose
the interaction picture as working picture. The time-ordered products in Eqs. (2.11) and
(2.12) can then be rewritten as
hT [ΨH(1) ΨH(2)]i = hT [exp(−i 6
∫
dxHI(x))ΨI(1) ΨI(2)]i; (2.20)
hT [H(1)H(2)]i = hT [exp(−i 6
∫
dxHI(x))I(1)I(2)]i; (2.21)
hH(1)i = hT [exp(−i 6
∫
dxHI(x))I(1)]i: (2.22)
Here  I(1),  I(2) and I(1), I(2) represent the eld operators in the interaction picture;
6∫ dx 6∫ dtdx, 6∫ stands for an integral along the time axis given in Fig. 1. The denition
of Eqs. (2.13) and (2.14) and the relations of Eqs. (2.17), (2.18) are still valid in the
interaction picture for both the full Green’s functions GF (1; 2), B(1; 2) and the zeroth-
order Green’s functions (i.e., non-interacting Green’s functions, see Sect. 2.4) G0F (1; 2),
0B(1; 2). The detailed expressions of the zeroth-order Green’s functions are determined
by the free part of the specic eective Lagrangian while the perturbative expansion of the
full Green’s functions are determined by the interaction part of the eective Lagrangian.
The whole eective Lagrangian is the only input of our transport model, which is given
in the next section.
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2.3 Effective Lagrangian
We mainly employ the eective Lagrangian of Quantum Hadrodynamics [36, 37] describing
the interactions between hadrons through the exchange of mesons. We consider a hadronic
matter consisting of real nucleons, deltas, N(1440)’s and pions interacting through the
exchange of virtual , !,  and  mesons. While it is well known that the mean eld is
mainly contributed from the  and ! mesons, some inelastic reaction channels relating to
 production (thus requiring charge exchange) can only be described by the exchange of a
 or  meson. In order to avoid extensive cancellations of large terms to correctly describe
the small S-wave N scattering lengths, we choose the phenomenological pseudovector
form for the NN ,  and NN coupling. With this choice of coupling, the value
of the S-wave N scattering length turns out to be −0:010 [37] while the empirical
value is −0:015  0:015 [50]. In the study of single-pion production in proton-proton
collisions, Engel et al. [51] have pointed out that pion exchange processes dominate the
cross sections at the intermediate- and high-energy ranges which we are interested in. In
Ref. [52] we have investigated the contribution of the  meson to double- production
cross section. The results show that the contribution of the  exchange is negligible.
We think that the situation should not be changed substantially while the N(1440) is
involved. Furthermore, the elastic scattering cross sections are usually dominated by the
 and ! exchange. We thus neglect the contributions of the  meson to the baryon-
baryon scattering cross sections. Note that the -meson exchange is important for elastic
scattering cross sections at low energy if one emphasizes the isospin dependence [53]. On
the other hand, the inclusion of the -meson degree of freedom is essential for the 
scattering due to vector meson dominance [54, 55]. We furthermore include two non-
linear meson coupling terms  and  which are applied only to the  scattering.
The total eective Lagrangian can then be written as
L = LF + LI: (2.23)
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Here LF is the Lagrangian density for free nucleon, , N(1440) and meson elds,





µ − U()− 1
4
!µν!











m2ρρµ  ρµ (2.24)



























respectively. Here the eld tensor for the rho and omega are given in terms of their
potential elds by
ρµν = @µρν − @νρµ (2.27)
and
!µν = @µ!ν − @ν!µ: (2.28)
The interaction LagrangianLI consists of baryon-baryon, baryon-meson and meson-meson
terms, which are given by
LI = LNN + LNN + L∆∆ + LNN + L∆N + L∆N + Lσpi + Lρpi
= gσNN
 (x) (x)(x)− gωNN  (x)γµ (x)!µ(x)
+gpiNN
 (x)γµγ5τ   (x)@µpi(x)− 1
2
gρNN
 (x)γµτ   (x)ρµ(x)
+gσNN
 (x) (x)(x)− gωNN  (x)γµ (x)!µ(x)
+gpiNN
 (x)γµγ5τ   (x)@µpi(x)− 1
2
gρNN




∆(x)(x)− gω∆∆  ∆ν(x)γµ ν∆(x)!µ(x)
+gpi∆∆








 (x) (x)(x)− gωNN  (x)γµ (x)!µ(x)
+gpiNN
 (x)γµγ5τ   (x)@µpi(x)− 1
2
gρNN
 (x)γµτ   (x)ρµ(x)
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gσpimσ(x)pi(x)  pi(x) + gρpi[@µpi(x) pi(x)]  ρµ(x)
= gANN






















In the above expressions  (x),  (x) are the Dirac spinors of the nucleon and N(1440)
and  ∆µ(x) is the Rarita-Schwinger spinor [60] of the -baryon, respectively. τ is the
isospin operator of the nucleon and N(1440) and T is the isospin operator of the .
Here S and S+ are the isospin transition operators between the isospin 1/2 and 3/2 elds.
gpiNN = fpi=mpi, g
pi
∆N = f
=mpi; ΓNA = Γ
N
A = γAA, Γ
∆







A=, , the symbols and notation are given in Tables I and II for the baryon-baryon-
meson vertex and meson interaction vertex, respectively.
Table I Table II
2.4 Zeroth-order Green’s Functions
In this section we constitute the zeroth-order Green’s functions based on the free La-
grangian of Eq. (2.24). Let us rst consider the fermion elds. The free Dirac equation
of nucleons can be written as
[iγµ@
µ −MN ] = 0: (2.30)



































Here τ1 is the isospin spinor. bk1s1τ1 and d
+
k1s1τ1
are the annihilation and creation operators
for the nucleon and the anti-nucleon, respectively. U(k1; s1) and V(k1; s1) are the usual
Dirac spinors [61]. Analogous to Sect. 2.2, we dene the zeroth-order Green’s function of
nucleons in the interaction picture as
iG0(1; 2)  hT [ (1)  (2)]i: (2.33)
Without introducing confusion, in this section we suppress the abbreviation I for the
interaction picture on the eld operators. The denition of Eq. (2.13) and the relations
of Eqs. (2.17) and (2.18) still hold for the zeroth-order Green’s functions. Therefore, one
has
iG0−−(1; 2) = h 0 j  (x1)  (x2) j  0i(t1 − t2)− h 0 j  (x2) (x1) j  0i(t2 − t1); (2.34)
where j  0i =j  it0 is the ground state of the interaction picture.
Before coming to evaluate Eq. (2.34), we should point out that in our theoretical frame-
work the negative-energy states are neglected. Besides the practical reasons there exist the
following arguments for doing so. First of all, the use of a pseudovector coupling for the
pion-nucleon and pion-delta vertices quenches the coupling to the negative-energy states
[25]. Furthermore, instead of the bare values, the physical masses of hadrons and eective
coupling strengths are used in the model, which might have taken already into account
the vacuum self-energy contributions coming from the negative-energy states. Actually,
the virtual particle{anti-particle pairs due to the presence of the eective negative-energy
states will be suppressed if the composite nature of hadrons are considered [64, 65, 66].
This internal structure of hadrons is eectively accounted for in our model by introducing
a phenomenological form factor at each meson-baryon vertex. This treatment though
seems rather articial, however, is reasonable since QHD can be viewed as an eective
theory of QCD at low energy. Nevertheless, the eective negative-energy states should be
included when a large number of real particle{anti-particle pairs are produced in heavy-ion
collisions at a rather high-energy range [10]. In this case one has to develop a transport
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model describing both the particle and the anti-particle explicitly and on the same foot-
ing. This is a very interesting topic deserving future studies. The present approach is
expected to be valid at incident energy around 2 GeV/nucleon.
For simplicity, we rst consider a homogeneous nuclear matter which denes
h 0 j b+k2s2τ2bk1s1τ1 j  0i = (kF− j k1 j)k1k2s1s2τ1τ2 ; (2.35)
h 0 j dk1s1τ1d+k2s2τ2 j  0i = k1k2s1s2τ1τ2 : (2.36)
Inserting Eqs. (2.31), (2.32) and (2.35), (2.36) into Eq. (2.34) and making a replacement







after some standard algebra, one obtains






G0−−(k) = (6k +MN )
[
1




[k0 −E(k)](kF− j k j)
]
τ1τ 02 : (2.39)
The rst term on the r.h.s. of Eq. (2.39) is usually called as the Feynman part and the
second term the Dirac part. If the Dirac part is dropped, one recovers the propagator for
the pure vacuum. When the system is in thermoequilibrium, (kF− j k j) is replaced by
the Fermi-Dirac distribution of fermions
f(k) =
1
exp[(k0 − )=T ] + 1 ; (2.40)
where  is the chemical potential. It can be veried [49] that Eq. (2.39) remains the same
for inhomogeneous, nonequilibrium system provided f(k) is replaced by its nonequilibrium











where x = (x1 + x2)=2, k = (k1 + k2)=2 and p = k1 − k2. In the literature [19, 34], the
Wigner function is commonly dened in the position representation as











where y = x1 − x2. The denition of Eq. (2.41) is convenient for practical calculations.
Through repeating the above calculations for other components of iG0(1; 2), one ob-
tains the zeroth-order Green’s function of nucleons in nonequilibrium system. The corre-
sponding Green’s functions of the  and the N(1440) can be derived in a straightforward
way. The detailed expressions of those Green’s functions are presented in Appendix A. It
should be pointed out that in this work the  is described by the Rarita-Schwinger eld
(for a brief discussion, see Sect. 3.3.1).
The above procedure can be applied to the boson elds. Start from the Klein-Gordon





σ = 0; (2.43)



















In the case of non-interacting Green’s functions, the classical expectation values of boson
elds vanish. Thus, one can dene
i0σ(1; 2)  hT [σ(1)σ(2)]i: (2.46)
Inserting Eq. (2.44) into Eq. (2.46) and making use of the denition of Eq. (2.14), one
can evaluate the i0σ(1; 2) in homogeneous system as well as in thermoequilibrium system
with the distribution function fσ(k) dened as the Bose-Einstein distribution
fσ(k) =
1
exp[(!(k)− )=T ]− 1 : (2.47)
At nonequilibrium system fσ(k) is replaced by the Wigner distribution fσ(x; k) dened
similarly as that of Eq. (2.41). The detailed expressions of i0σ(1; 2) are given in Ap-
pendix A. The extension to other boson elds is obvious. The zeroth-order Green’s
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functions of !-, - and -meson elds can be written down according to the i0σ(1; 2) by
adding corresponding spin and isospin indices as given in Table I. They all are presented
in Appendix A in a compact form. As in the case of fermion elds, if fA(x; k) = 0, one
recovers the standard boson propagator of the quantum eld theory [61, 62, 63]. It is in-
teresting to note that the additional term proportional to the distribution function is the
same for all components of any zeroth-order Green’s functions. This can be understood
in the method of generating functional [49]. The term containing distribution function is
generated from the correlation function for the initial state which is independent of the
time branch and vanishes for the vacuum state. It is further worthwhile to notice that this




Derivation of the quantum transport
equations for hadronic matter
3.1 Dyson equations
With the preparation of Chap. 2 we now start to derive the coupled RBUU-type transport
equations for nucleons, deltas, N(1440)s and pions. We rst dene the single-particle
Green’s functions in the interaction picture of nucleons
iG(1; 2)τ1τ 02 = hT [exp(−i 6
∫
dxHI(x)) I(1)  I(2)]i; (3.1)
deltas












 I (2)]i; (3.3)
and pions
ipi(1; 2)ij = hT [exp(−i 6
∫
dxHI(x))piI(1)piI(2)]i





Each Green’s function has four components according to a specic time of the eld oper-
ators on the contour (see Sect. 2.2). In the following we suppress the isospin subscripts
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because at the end we will obtain RBUU-type transport equations which are averaged
on the isospin. Furthermore, the second term on the r.h.s. of Eq. (3.4) vanishes in the
spin- and isospin-saturated system. By expanding Green’s functions of Eqs. (3.1) - (3.4)
perturbatively, one obtains the corresponding Dyson equations of the nucleon,





0(1; 4)(4; 3)iG(3; 2); (3.5)
,









νµ(4; 3)iGµβ(3; 2); (3.6)
N(1440),








N(1; 4)N(4; 3)iGN(3; 2); (3.7)
and pion,








pi(1; 4)(4; 3)ipi(3; 2): (3.8)
Here (4; 3), νµ(4; 3), N(4; 3) and (4; 3) are the self-energy terms of the N , ,




 −−(4; 3) −+(4; 3)
+−(4; 3) ++(4; 3)

 : (3.9)
The Dyson equations of (3.5) - (3.8) are coupled with each other through those self-
energies. They constitute a set of dynamical equations for the hadronic matter. In the
subsequent sections of this chapter we will discuss the derivation of the RBUU equations
of dierent particles separately from their Dyson equations. Provided that the N(1440)
is treated as an elementary particle in eective eld theory, the only dierence between
the nucleon and the N(1440) is the mass and the coupling strengths. The derivation
of the RBUU equation of the N(1440) is similar to that of the nucleon. The transport
equation for the N(1440) distribution function will be given directly according to the
nucleon’s equation.
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3.2 RBUU equation of the nucleon
3.2.1 Nucleon self-energy
The nucleon self-energy (4; 3) in Eq. (3.5) should in principle be computed up to the
innite-order terms. This is, of course, not practical. Considering that we are constituting
a transport model based on the eective Lagrangian where the parameters of the model,
such as coupling strengths, hadron masses etc., are determined through tting certain
empirical data, as is usually done in eective eld theory here we just calculate the lowest-
order Feynman diagrams contributing to the quantities which we are interested in. The
contributions of the higher-order terms are presumably subsumed by model parameters
automatically. A natural question to ask is: To what extend does the present approach
approximate the many-body calculations based on the realistic interactions (for a recent
review, see [68] and references there in).
To our specic problems, we will derive transport equations including both the mean
eld and the collision term based on the same Lagrangian. The lowest-order Feynman
diagrams contributing to the two-body scattering cross sections are the Born diagrams.
We thus consider the nucleon self-energy (4; 3) up to the Born approximation. The
meson elds and in-medium cross sections for all the particles can principly be calculated
in realistic model like relativistic G-matrix theory. As pointed out in the Introduction,
complete numerical solution for both the relativistic kinetic equation and the G-matrix in
a dynamical model is very dicult and so far there have no calculations that really fullls
this requirement. For simplicity, one solves theG-matrix in static nuclear matter to obtain
the mean eld and in-medium cross sections [69, 70, 71] and then apply them to various
transport models. Since we have to deal with many reaction channels and many degrees of
freedom, such calculations seem to be out of the present practical possibilities, especially,
when many resonances are involved. For a qualitative insight into the cross sections and
potentials we think that the Born approximation will be sucient. A comparison between
the cross sections for NN!NN and 

NN!N∆ calculated in G-matrix theory [69, 71] and
in the Born approximation [72, 73] shows dierences only in the order of 10-20%.
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The nucleon self-energy up to the Born term can be written as
(4; 3) = HF (4; 3) + Born(4; 3): (3.10)
HF (4; 3) includes the Hartree term and the Fock term
HF (4; 3) = H(4; 3) + F (4; 3): (3.11)
The corresponding Feynman diagrams are illustratively given in Fig. 2.
Fig. 2
The Fock term and the Born term have both the real part and the imaginary part while the
Hartree term has only the real part. As is well known, the mean eld is contributed from
the real part of the self-energies while the cross sections stem from the imaginary part.
Here we drop the imaginary part of the Fock term since it corresponds to the process that
a nucleon decays into a nucleon and a meson, which is forbidden due to energy-momentum
conservation (an exceptional case is pion, it will be mentioned again in Chap. 4). In view
of the Born diagrams we take only the imaginary part into account and drop all the real
part which in principle is the corrections to the real part of the Hartree-Fock self-energies.
Furthermore, for the imaginary part of the self-energies, all the nucleon lines are on the
mass shell. Schematically, one can simply cut the internal nucleon lines in the Born
diagrams. Fig. 2(c) and 2(d) then become double of Fig. 3(a) and 3(b), which are clearly
the Feynman diagrams for the scattering amplitudes of N +N ! N +N reaction.
Fig. 3
As pointed out in Sect. 2.1, in our framework we directly calculate the transition probabil-
ities related to Figs. 2(c) and 2(d) rather than the scattering amplitudes of Figs. 3(a) and
3(b). When the  and N(1440) degrees of freedom are taken into account, additional
Feynman diagrams should be included. In this section we employ the Feynman diagrams
in Fig. 2 to demonstrate how the nucleon’s RBUU equation as well as its main ingredi-
ents are derived from the nucleon self-energies. The concrete calculations of all relevant
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Feynman diagrams will be left to the subsequent chapters. The detailed expressions of











h 03 j gANNΓNA j  03iG0(30; 30))iDA0A(30; 4)g; (3.12)















dx6h j gANNΓNA j 4iG0(4; 3)h4 j gBNNΓNB j i















dx6h j gANNΓNA j 4iG0(4; 5)h4 j gBNNΓNB j 5i






Here A, B = , !, ; 36 and  03 represent the isospin of nucleons. The subscripts c, d
denote the Born terms contributed from Figs. 2(c) and 2(d), i.e.,
Born(4; 3) = c(4; 3) + d(4; 3) (3.16)
in the present section. It may be pointed out that in Eqs. (3.12) - (3.15) the external
nucleon propagators have not yet been included.
3.2.2 Kadanoff-Baym equation




01 = iγ  @1 −MN (3.17)





01 iG(1; 2) = i(1; 2)+ 6
∫





 4(x1 − x2) 0
0 −4(x1 − x2)

 : (3.19)
It has been shown in Sect. 2.2 that only two components of iG(1; 2) are independent, from
which the dynamical equations for the distribution function and the spectral function can
be constituted [25]. Since we will use the quasiparticle approximation [74] in the derivation,
the spectral function turns out to be a  function on the mass shell. Thus, in the present
work it will be sucient to consider only one component, i.e., iG−+(1; 2), which is directly
related to the single-particle density matrix in the case of t1 = t2 [19, 75]. The equation
of motion for iG−+(1; 2) can be extracted from Eq. (3.18), which reads


























+−(3; 2)− iG−+(3; 2)]: (3.20)
Equation (3.20) is the so-called Kadano-Baym equation [47]. Here the symbol "Re"
denotes the real part of the corresponding self-energies. The second term on the r.h.s.
of Eq. (3.20) corresponds to the spreading width in the spectral function. It should be
dropped [25] under the quasiparticle approximation which will be introduced later. The
structure of the third and fourth terms on the r.h.s. of Eq. (3.20) implies that they
contribute to the collision term of the transport equation. The concrete expressions of













h 03 j gANNΓNA j  03iG0−−(30; 30)










h 03 j gANNΓNA j  03iG0++(30; 30)

 iDA0+−A (30; 1)

 ; (3.21)





h j gANNΓNA j 3iG0−−(1; 3)h3 j gANNΓNA j iiDA0−−A (1; 3); (3.22)
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The detailed expressions of the Born terms are rather complicated. As an example, here
we present the expression of the rst term, the rest term can be written out in the same
way.














dx6h j ΓNA j 1iG0(1; 3)h1 j ΓNB j i























B (5; 3)g: (3.23)
3.2.3 Wigner transformation
The Kadano-Baym equation is derived from the single-particle Green’s function which is
a function of two points in the position coordinate. In order to make Fourier transforma-
tion, we introduce the center-of-mass variable and relative variable as X = (x1 + x2)=2,
y = x1 − x2, x0 = x3 − x2. Then we make a transformation of ∫ d4y exp(iPy) on the both
sides of Eq. (3.20). This procedure is called as Wigner transformation. Under the semi-
classical approximation [23], in which the Green’s functions and self-energies are assumed
to be peaked around the relative coordinate and smoothly changing with the center-of-
mass coordinate, the Wigner transformation builds a relation between the expectation
value of the quantum operator and its classical partner in momentum and space [76]. In
practice, one employs the gradient expansion with respect to the center-of-mass variable















































γ  @X + γ  P −MN − e− i2∆H(X)
]
iG−+(X;P ); (3.24)
where  = @X@P is the so-called triangle operator. The expansion on  is, in some sense,
equivalent to an expansion in powers of h. The derivative of X acts on H(X) while P
on iG−+(X;P ), respectively. The right-hand side of Eq. (3.20) which is relevant to the
Fock and Born self-energy can be transformed in the same way. Under the semiclassical
approximation, one expands the triangle operator up to the rst derivative term for the
Hartree-Fock self-energies (for a more general discussion, see [23]). That means that the
quantum commutator is replaced by its semiclassical countpart { the Poisson bracket
[28, 49]. For the collision term, we drop the contributions from all the derivative terms,
that is, collisions are performed at instantaneous time: Boltzmann ansatz [28, 47]. With
the above approximations, the Wigner transformation of Eq. (3.20) can be easily realized
by means of the following formulas [77]
@µ1 f(x1; x2) −!
(









































The equation of motion for iG−+(X;P ) turns out to be
f i
2
γ  @X + γ  P −MN − HF (X;P ) + i
2





@νP HF (X;P )@
X










d x0[+−Born(y−x0; X)iG−+(x0; X)−−+Born(y−x0; X)iG+−(x0; X)];
(3.31)
and




= SHF (X;P ) + γµ
µ
HF (X;P ); (3.32)




F (X;P ); (3.33)




F (X;P ): (3.34)
Through dening









P − @νP µHF (X;P )@Xν ]; (3.35)









P − @νP SHF (X;P )@Xν ]; (3.36)
one can rewrite Eq. (3.30) as
[γµK
µ(X;P )−M(X;P )]iG−+(X;P ) = FC(X;P ): (3.37)
3.2.4 RBUU equation of the nucleon
The Green’s function iG−+(X;P ) is equivalent to the commonly dened Wigner function
(see Sect. 2.4). It can be decomposed as





With the semiclassical approximation employed in our work, the tensor term Sµν(X;P )
turns out to be zero in spin-saturated system. The scalar term F (X;P ) and the vector
term V µ(X;P ) are real functions. Inserting Eq. (3.38) into Eq. (3.37) and making
Cliord-algebra decomposition in spin- and isospin-saturated system [23, 78], one obtains
4 f[ReKµ(X;P )]V µ(X;P )− [ReM(X;P )]F (X;P )g = 0; (3.39)
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4 f[ImKµ(X;P )]V µ(X;P )− [ImM(X;P )]F (X;P )g = Im [trFC(X;P )] ; (3.40)
4 f[ReKµ(X;P )]F (X;P )− [ReM(X;P )]Vµ(X;P )g = 0; (3.41)
4 f[ImKµ(X;P )]F (X;P )− [ImM(X;P )]Vµ(X;P )g = Im [trγµFC(X;P )] :(3.42)
From the real part of above equations one has
[ReKµ(X;P )][ReKµ(X;P )] = [ReM(X;P )]
2: (3.43)
The imaginary part leads to
1
2







P − @νP SHF (X;P )@Xν gtr[iG−+(X;P )]
= Im[trFC(X;P )]: (3.44)
The Hermitian conjugate equation of (3.44) can be obtained in a straightforward way
−1
2







P − @νP SHF (X;P )@Xν gtr[iG−+(X;P )]
= Im[trF+C (X;P )]; (3.45)
where







d x0[−+Born(y−x0; X)iG+−(x0; X)−+−Born(y−x0; X)iG−+(x0; X)]:
(3.46)
Now we introduce the quasiparticle approximation and dress the masses and momenta in
the zeroth-order Green’s functions appearing in the self-energies with the eective masses
and momenta. The canonical variables X, P are then transformed to the kinetic variables
x, p which are used in the RBUU code for the simulation of relativistic heavy-ion collisions.
Subtracting Eq. (3.45) from Eq. (3.44) we reach the following kinetic equation







p − @νpSHF (x; p)@xν ]gtr(iG−+(x; p))
= tr[+−Born(x; p)G
−+(x; p)− −+Born(x; p)G+−(x; p)]; (3.47)
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here we have made use of the equality
@µX jP=const= @µx jp=const −@µxνHF (x; p)@pν (3.48)
and dened




HF (x; p)− @νxµHF (x; p); (3.49)
pµ(x; p) = P µ − µHF (x; p); (3.50)
m(x; p) = MN + SHF (x; p): (3.51)
The on-shell condition of nucleons is guaranteed by Eq. (3.43)
pµ(x; p)  pµ(x; p) = m2(x; p): (3.52)
We further dene a distribution function f(x;p; t) as
1
4
tr[iG−+(x; p)] = −m

E
















In the following we drop the derivative terms in Eq. (3.54) since the Fock term is numer-
ically rather small. The reader may argue that it is unreasonable to dene a distribution
function f(x;p; t) quantum mechanically because the uncertainty principle makes it im-
possible to simultaneously specify the position and momentum of a particle. However, we
are not interested in specifying the position of any particle with accuracy much greater
than the wavelength of the disturbance. Therefore, when the disturbance varies only over
macroscopic distance we can specify the momentum of the particle with microscopic accu-
racy. In practice, when solving the RBUU equation numerically, each particle is replaced
by a set of point-like test particles [79]. Through inserting Eq. (3.53) into Eq. (3.47) one
obtains the self-consistent RBUU equation for the nucleon distribution function





p − @νpSHF (x; p)@xν ]g
f(x;p; t)
E
= CN(x; p): (3.55)
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The left-hand side of Eq. (3.55) is the mean-eld part (the drift part) and the right-
hand side is the collision term which can be further expressed by means of in-medium






NN(s; t)(F2 − F1)dΩ: (3.56)
Here N is the M6oller velocity, N (s; t) is the in-medium dierential cross sections of dif-
ferent nucleon-incident channels. F2, F1 are the Uehling-Uhlenbeck factors of the gain and
loss terms. The analytical expressions of the Hartree-Fock self-energies and in-medium
dierential cross sections can be evaluated from Eqs. (3.12) - (3.15), which will be dis-
cussed in Chaps. 4 and 5. The RBUU equation for the N(1440) distribution function
can be derived in the same way as that of the nucleon’s, which reads as







p − @νpSN,HF (x; p)@xν ]g
fN(x;p; t)
E
= CN(x; p); (3.57)
where fN(x;p; t) is the single-particle distribution function of the N
(1440). The self-
energies and collision term are dened analogously to that of the nucleon and will be
specied in next chapters.
3.2.5 Current and energy-momentum tensor
In this subsection we derive the conserved current and energy-momentum tensor of the
nucleon’s RBUU equation. Similar calculations can be found in Refs. [25, 80]. Make a
four-dimension integration of the momentum on the both sides of Eq. (3.55), the right-
hand side (the collision term) goes to zero [75] and one has
∫










Making use of the fact that the terms with the double derivative acting on the same
quantity can be neglected in the gradient expansion, we nd the current conservation


























Note that each f(x;p; t) is in principle accompanied by a  function (p0 − E(p)) for
on-shell nucleons.
Multiplying pλ on the both sides of Eq. (3.55) and taking a four-dimension integration
of the momentum, we arrive at
∫









Our strategy is to extract the @µx out of the whole equation. For the rst, third and fth











































































































































The same trick can be applied to the second and third terms on the r.h.s. of Eq. (3.62).
At the end we have energy-momentum conservation
@xµT



























































3.3 RBUU equation of the delta
Except for the mass and the coupling strengths, the dierence between the  and the
nucleon stands on two aspects: Firstly, the delta particle is in reality a decay particle with
a large decay width of  ! N +  channel [81]; secondly, if one deals with the  as an
elementary particle in eective eld theory it is described by the massive spin-3/2 eld
[60, 61, 82, 83] which contains the o-shell freedom of spin-1/2 elds [84, 85]. These two
points cause substantial diculties in the description of the  in relativistic transport
models. In fact, the problem of describing a point spin-3/2 particle in relativistic quantum
eld theory remains unsolved [84, 85, 86, 87, 88]. A widely accepted proposal was put
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forward by Rarita and Schwinger in 1941 [60], in which the spin-3/2 particle is described
by means of a vector-spinor eld.
In our transport model, we treat the -isobars in the same way as the nucleons on
a basis of eective eld theory. The eects of the -decay width are taken into account
in two-body scattering cross sections through introducing a centroid delta mass which
depends on the total energy of a two-particle system [73, 89] (a similar treatment is
applied to the N(1440) too [90]). Several phenomenological parameterizations for the
-decay width in free space which are commonly used in transport models are proposed
in Refs. [91, 92, 93, 94]. The -decay width can be studied in our relativistic transport
approach [95], and will be discussed later in detail. Furthermore, in our derivation of the
’s RBUU equation, we employ the Rarita-Schwinger description of spin-3/2 particle as a
starting point. The o-shell freedom is removed by the constraint of on-shell particle. In
the following we rst present a brief discussion of the Rarita-Schwinger eld. The reader
who is familiar with this content may directly skip to Sect. 3.3.2.
3.3.1 Rarita-Schwinger field
We start with the general free Lagrangian for the massive spin-3/2 eld [82, 84, 96]
L =  µµν ν ; (3.66)
with




3A2 + 2A+ 1
)
γµγ  @γν −M∆
(





where A is an arbitrary parameter, i.e., the o-shell parameter, subject to the restriction
of A 6= −1
2
. Physical properties of the eld, such as energy-momentum tensor, do not
depend on the parameter A, chosen here to be real. This is due to the fact that the
Lagrangian (3.66) is invariant under the "point transformation" [82, 96, 97]
 µ −!  µ + aγµγν ν ; (3.68)
A −! (A− 2a)=(1 + 4a); (3.69)
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where a 6= −1
4
, but is otherwise arbitrary. The propagator for the massive spin-3/2
particle satises the following equation in momentum space
µν(k)G
ν
λ(k) = gµλ: (3.70)


































Since the physical properties of the eld are independent of the parameter A, one can
make a particular choice. Conveniently one chooses A = −1, this leads to the familiar
equation for the Rarita-Schwinger eld, where  µ is a vector-spinor eld. This can be
interpreted as it transforms, under Lorentz transformation, like a four vector and a Dirac
spinor. Applying the Euler-Lagrange equation to (3.66) one can derive the local wave
equation
(iγµ@
µ −M∆) ν = 0; (3.72)
and the constraint equations
γµ 
µ = 0; (3.73)
@µ 
µ = 0: (3.74)
Note that the gauge condition (3.74) is not independent. It can be obtained by multiplying
(3.72) with γν [61]. Eqs. (3.72) and (3.73) are known as the Rarita-Schwinger equation

















Here S1, T1 are the spin and isospin indices, and S1 = −32 , −12 , 12 , 32 ; T1 = −32 , −12 , 12 , 32 ,












(γµkν − γνkµ)− 2
3M2∆
kµkν : (3.77)
With the same procedure as has been described in Sect. 2.4, one can constitute the zeroth-
order Green’s function of the  particle which is presented in Appendix A.
Let us recall some interesting features of the Rarita-Schwinger eld. As mentioned
before, the Rarita-Schwinger formalism contains the o-shell spin-1/2 freedom. This can






















































( 6kkµγν − kµkν); (3.82)
where the upper index denotes the total spin of the space on which it is projected, the
lower indices are dummy indices to be able to write the orthonormality condition given

































= gµν : (3.84)
Following properties [84] are useful in practical calculations
γ  kP1/2ij = P1/2ij γ  k; + for i = j, − for i 6= j;
γ  kP3/2 = P3/2γ  k: (3.85)
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It comes to us that although there exist o-shell spin-1/2 elds in the Rarita-Schwinger
formalism, the on-shell part of the propagator only propagates a spin-3/2 eld. Since
we will formulate our model on a basis of on-shell quantities, we can always project the
delta Green’s function by the spin-3/2 projection operator when it propagates an on-shell
particle. Furthermore, from the point of view of modern eective eld theory, observables
are independent of o-shell eects [100]. The above arguments will be adopted in our
following derivation of the ’s RBUU equation.
3.3.2 RBUU equation of the delta
Now we start to derive the transport equation for the delta distribution function. Under
the Born approximation, the self-energy term νµ(4; 3) in Eq. (3.6) can be written as




νµHF (4; 3) = 
νµ
H (4; 3) + 
νµ
F (4; 3): (3.89)
The detailed expressions of the Hartree-Fock and Born terms of the delta’s self-energies as
well as the corresponding Feynman diagrams will be given in Chaps. 4 and 5. Following
the derivation procedure of Sect. 3.2 we introduce a dierential operator of the Rarita-
Schwinger eld:
αβ(@) = (iγ  @ −M∆)gαβ − i(γα@β + γβ@α) + iγαγ  @γβ +M∆γαγβ (3.90)
and operate it on the both sides of Eq. (3.6), with the help of relation [84]
λα(@1)G
0










λµ(1; 3)iGµβ(3; 2): (3.92)
The equation of motion for iG−+αβ (1,2), namely, the Kadano-Baym equation, has the
following form:






















µβ (3; 2)− iG−+µβ (3; 2)]: (3.93)
Here we have dropped the term related to the spreading width of the  spectral function.
For simplicity, in the following derivation the real part of the Fock term will be neglected
because it only has a small contribution to the mean eld. On the other hand, the
imaginary part of the self-energies λµ,coll include the contributions both from the Born
term and the Fock term corresponding to the ! N +  decay channel, that is,
λµ,coll (1; 3) = 
λµ,
Born (1; 3) + 
λµ,
∆!Npi(1; 3): (3.94)
Through taking the Wigner transformation on the both sides of Eq. (3.93), under the
semi-classical approximation [23] we arrive at{[(
i
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γλγ  @Xγα + γλ( 6P +M∆)γα
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d x0[λµ,+−coll (y−x0; X)iG−+µβ (x0; X)−λµ,−+coll (y−x0; X)iG+−µβ (x0; X)]:
(3.96)
As discussed in the last subsection, when P 2 = M2∆, the zeroth-order delta Green’s
function iG0αβ(X,P) can be expressed by means of the spin projection operator as




−( 6P +M∆) 
E∆(P )






αβ (P ) is the spin projection operator for the spin-3/2 eld. Accordingly, under
the quasiparticle approximation we dene the on-shell full Green’s function related to the
external line as
iG−+αβ (X;P ) = P
3/2
αβ (p)F (x; p); (3.98)
here p represents an eective on-shell momentum, all physical information is contained in








The detailed expressions of S∆(x) and 
µ
∆(x) will be specied later. Inserting Eqs. (3.98)
and (3.99) into (3.95) and taking  = , after some straightforward algebra we obtain the
following equation:
2[γµK
µ(x; p)−M(x; p)]F (x; p) = IC(x; p); (3.100)
here we have dened
m∆(x) = M∆ + 
S
∆(x); (3.101)
pµ(x) = P µ − µ∆(x); (3.102)

























By making a spin decomposition in a spin- and isospin-saturated system, Eq. (3.100)
leads to the following two equations:
[ReKµ(x; p)][ReK
µ(x; p)] = [ReM(x; p)]2; (3.105){[
2
3p2























here fS(x; p) is the scalar part of F (x; p). Subtracting the Hermitian conjugate equation
of Eq. (3.106) from it and dening a distribution function f∆(x;p; t) as
fS(x; p) = − 
E∆(p)
m∆(p0 −E∆(p))f∆(x;p; t); (3.107)
36
under a quasiparticle approximation we obtain the RBUU equation for the delta distri-
bution function:
fpµ[@µx − @µxν∆(x)@pν + @νxµ∆(x)@pν ] +m∆@νxS∆(x)@pνg
f∆(x;p; t)
E∆(p)
= C∆(x; p): (3.108)
Here we have made use of the equality
@µX jP=const= @µx jp=const −@µxν∆(x)@pν : (3.109)
The on-shell condition is guaranteed by Eq. (3.105)
pµ(x)  pµ(x) = m2∆ : (3.110)
The left-hand side of Eq. (3.108) is the transport part and the right-hand side is the
collision term which includes the parts contributed from the  ! N +  decay channel
and the -incident scattering processes







∆∆(s; t) (F2 − F1) dΩ: (3.112)
∆(s; t) is the in-medium dierential cross sections of dierent -incident channels, which
will be calculated in Chap. 5 from the imaginary part of the delta self-energies. Due to
the lack of the spin dynamics as well as the quasiparticle approximation adopted the
derivation, one can see that the transport equation of the delta has the same structure
as that of the nucleon (and so do the conserved current and energy-momentum tensor).
Namely, in our model the deltas and the nucleons are treated in essentially on an equal
footing. A similar treatment was used in the G-matrix calculations by Jong and Malfliet
[85].
3.4 RBUU equation of the pion
The pion self-energy (4; 3) in Eq. (3.8) up to the Born term can be written as
(4; 3) = HF (4; 3) + Born(4; 3); (3.113)
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here HF (4; 3) is the Hartree-Fock self-energy of the pion and Born(4; 3) is the Born
self-energy. For the Fock term, we take only the baryon loops, e.g., the nucleon-hole
excitation and the delta-hole excitation, into account since the contributions of meson
loops (- and - mixed loops) are negligible at zero temperature. The Hartree-Fock
self-energy HF (4; 3) can then be expressed as
HF (4; 3) = H(4; 3) + loop(4; 3): (3.114)
The detailed expressions of the pion self-energies will be given in Chap. 4. Introducing






















01 ipi(1; 2) = −i(1; 2)− 6
∫
dx3(1; 3)ipi(3; 2): (3.117)
The next step is to extract the dynamical equation of i−+pi (1; 2) from the above equation.
It is well known that the particle-hole excitation, i.e., the loop diagrams, is very important
for the in-medium pion dispersion relation which will certainly have influence on the pion
spectra and pion flow in relativistic heavy-ion collisions [101, 102, 103] and should be
taken into account in any realistic models for pions. For the imaginary part of the self-
energies here we consider the contributions from the Born diagrams and the loop diagram
related to the -formation process of  + N ! . We thus express the imaginary part
as
coll(1; 3) = 

Born(1; 3) + 

piN!∆(1; 3): (3.118)

































i+−pi (3; 2)− i−+pi (3; 2)
]
: (3.119)
Again, the term corresponding to the spreading width has been dropped due to the
quasiparticle approximation. After taking the Wigner transformation on the both sides






































+−coll(y − x0; X)i−+pi (x0; X)
−−+coll(y − x0; X)i+−pi (x0; X)
]
: (3.120)






































−+coll(y − x0; X)i+−pi (x0; X)
−+−coll(y − x0; X)i−+pi (x0; X)
]
: (3.121)
We drop the term of @µX@
X
µ in Eqs. (3.120) and (3.121) since it may be viewed as of
higher order than the other terms within the gradient expansion used in the Wigner
transformation. If one would keep this term, the pion Green’s function could be non-zero
for o-shell four-momenta [77]. In this work we consider the transport equation of real
on-shell pions. The summation of Eqs. (3.120) and (3.121) gives
[
P 2 −m2pi − H(X)− Re−−loop(X;P )
]
i−+pi (X;P ) = 0; (3.122)


































Now we introduce the quasiparticle approximation and dress the masses and momenta in
the zeroth-order Green’s functions appearing in the self-energies with the eective masses
and momenta. The canonical variables X, P are transformed to the kinetic variables x, p.
Since the pion is a pseudoscalar particle, we have Pµ = pµ. Medium eects are included
through the eective mass which is dened as
m2pi (x; p) = m
2
pi + H(x) + Re
−−
loop(x; p): (3.124)
The on-shell condition is guaranteed by Eq. (3.122)




p2 +m2pi (x; p)
]1/2
: (3.126)
We further dene a distribution function















It should be pointed out that, unlike in the case of nucleons, the derivative term in Eq.
(3.128) may not be negligible due to the strong p-wave interaction of pions. Nevertheless,
in the following we are going to drop it since it will cause signicant diculty in deriving
the collision term. In the nuclear medium the quantum numbers of the pion can be either
transported as a physical pion or as a delta-hole bound state. In several studies of the
non-relativistic delta-hole model one considers the mixing between these two branches of
the pion dispersion relation [101, 102, 103]. In this case strength is redistributed between
the two branches as a function of momentum. Therefore, the wave function renormaliza-
tion factor is essential and in principle it can be calculated from the energy dependence
of the pion self-energy. However, in practical application in transport theories only phe-
nomenological simulations of this mixing have been investigated. Since we neglect the
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delta-hole branch in our relativistic dynamical treatment, we put Z−1B = 1. This does
not cause any diculty with the conservation laws [95]. We simply obtain a dierent but
still conserved current. An improvement over this not very satisfactory situation might
be achieved if one studies relativistic transport theories beyond the quasiparticle approx-
imation [25]. Especially, the inclusion of bound states in transport theory is, however,
studied only in a very few non-relativistic case near equilibrium up to now, e.g., for the
formation of deuteron in nuclear matter [104] (for the description of three-body bound
states starting from the two-body interaction, see [105, 106]). It is clear that the relativis-
tic bound-state problem is much more involved than the non-relativistic one. Therefore,
we neglect this problem here. Through inserting Eq. (3.127) into Eq. (3.123) one obtains

























= Cpi(x; p): (3.129)
The collision term includes two parts stemming from the +N !  process and -hadron
scattering processes






pipi(s; t)(F2 − F1)dΩ; (3.131)
and pi(s; t) represents the in-medium dierential cross sections of -induced scatterings.





















































here S() is the scalar density of pions.
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Chapter 4
Calculation of the mean fields
In Chap. 3 we have derived a set of relativistic transport equations for hadronic matter
consisting of nucleons, deltas, N(1440)’s and pions. The equations are of Boltzmann-
Uehling-Uhlenbeck type and coupled to each other through the self-energy terms. They
describe the time evolution process of the single-particle distribution functions. The left-
hand side of each equation is the transport part and the right-hand side is the collision
term. The heart of the equation is the mean eld, which relates to the real part of
the particle self-energy, and the in-medium dierential cross sections stemming from the
imaginary part of the self-energy. In this chapter and the next chapter we will evaluate
concrete expressions of them. Before coming to it, we would like to emphasize again that
in the present approach we consider the nucleon, delta, N(1440) and pion as real particles
interacting through the exchange of virtual , !,  and  mesons. In practice, when a
meson is treated as a virtual particle mediating the interactions in a specic process, the
term containing its distribution function vanishes.
4.1 Feynman diagrams of the Hartree-Fock self-energies
Fig. 4 Fig. 5 Fig. 6 Fig. 7
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The Feynman diagrams contributing to the Hartree-Fock terms of the nucleon, ,N(1440)
and pion self-energies are given in Figs. 4-7, respectively. Under the quasiparticle approxi-
mation, all lines describing the real particles are dened by the self-consistent propagators
with eective masses and momenta which automatically include the medium eects. On
the other hand, the lines denoting the exchanged virtual mesons are dened using the
non-interacting meson propagators. Let us rst concentrate on the baryon self-energies.
One can immediately recognize that the Feynman diagrams of the Hartree self-energies
are similar for all three baryons considered here. Therefore, one only needs to compute
the Hartree self-energy of one particle, for example, the nucleon, explicitly. The Hartree
terms of the  and N(1440) self-energy can be obtained in a straightforward way. The
contributions of the Fock terms to the mean elds are numerically rather small [37, 107],
and usually dropped in the dynamical simulation of relativistic heavy-ion collisions. For
simplicity, in the following calculations we neglect the real part of the Fock terms con-
tributed from Figs. 4, 5 and 6 (for an inclusion of the Fock term in the nucleon’s RBUU
equation, see Ref. [108]; the Fock terms of other particles can be evaluated in the same
way). The imaginary parts of Figs. 4(e), 5(f) and 6(g) correspond to the process that a
particle decays into an identical particle and a meson, which is forbidden due to energy-
momentum conservation. Here we do not consider the Cherenkov radiation discussed in
Ref. [109]. This process might be possible at high densities where the meson, specically,
the pion has a spacelike four momentum due to its large potential. The imaginary parts
of Figs. 4(f) and 5(e) contribute to the N +  !  and ! N +  processes, which will
be discussed in Chap. 5. The imaginary parts of Figs. 4(g), 5(g) and 6(e), 6(f) relate to
the dierent N(1440) formation and decay channels. They are not taken into account
in this work. Among them, the N ! N +  [Fig. 6(e)] and N !  +  [Fig. 6(f)] and
inverse processes [Figs. 4(g), 5(g)] are quite interesting and warrant future investigations.
The properties of the pion Hartree-Fock self-energy exhibit some dierences to that
of baryons. Firstly, the real part of the Fock term (one-loop diagrams) describing the
particle-hole excitations in the medium is very important for the in-medium pion disper-
sion relation and should be taken into account. Secondly, since the pseudovector form is
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chosen for the pion-baryon-baryon coupling, as discussed in Ref. [37] (Sect. 8.3), the con-
tribution of the sigma-pion coupling term to the N S-wave scattering lengths is small,
of order m2pi=(MNmσ), and can be neglected; we drop the contributions of Figs. 7(a) -
7(c) to the pion self-energy. Consequently, only Fig. 7(d) contributes to the Hartree term
of the pion self-energy, which plays a role in the case that a large amount of pions are
produced in relativistic heavy-ion collisions at very high energy. For the imaginary part
of the Fock term, adopting the same arguments as given above, we take into account only
the contributions of Figs. 7(i) and 7(l), which describe the same processes as Figs. 4(f)
and 5(e) for the -formation and -decay channel. Since the matrix elements are the
same, one only needs to calculate one of them. The imaginary part of Fig. 7(i) will be
computed in Chap. 5.
4.2 Hartree terms of the baryon self-energies
The concrete expressions of Fig. 4(a) appearing in the Kadano-Baym equation for the
nucleon’s Green’s function has been given in Eq. (3.21). The corresponding terms of
Figs. 4(b) - 4(d) can be obtained through replacing the nucleon tadpole by that of the
, N(1440) and pion, that is, the vertices and Green’s functions inside the braces in Eq.
(3.21) are changed to the corresponding ones of those particles. As pointed out before,
the terms relating to the distribution functions of the exchanged virtual mesons vanish.













h 03 j gANNΓNA j  03iG0−−(x; q)















hT 03 j gA∆∆Γ∆A j T 03iG0−−,µµ (x; q)














h 03 j gANNΓN

A j  03iG0−−N (x; q)


iDA0−−A (x; 0); (4.3)
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gσpimσ j r03i0−−pi (x; q)

 i0−−σ (x; 0);(4.4)
where  ,  03 are the isospin of nucleons and N
(1440)’s, T 03 is the isospin of ’s and
r03 is the isospin of pions. The lower subscripts in Eqs. (4.1) - (4.4) denote the terms
contributed from Figs. 4(a) - 4(d), respectively. It is interesting to notice that only the
Green’s functions on the upper branch of the time contour, which are similar to the ones
used in the standard eective eld theory, enter in the calculations. In the next step we
insert the zeroth-order Green’s functions for baryons and mesons into Eqs. (4.1) - (4.4).
Two approximations are made here in order to obtain analytical expressions of the real
part of the nucleon self-energy. First, we take the quasiparticle approximation in which
the free masses and momenta in the zeroth-order Green’s functions are addressed by the
eective masses and momenta. Second, the Feynman parts of the Green’s functions for the
tadpoles (namely, the Green’s functions inside the braces) are dropped as usually done
according to the physical arguments [107] (otherwise, they will cause divergence since
they represent vacuum contributions [110]). On the other hand, for the exchanged virtual
mesons (which are not addressed since the Hartree-Fock self-energy is dened using the
non-interacting meson propagators), the Dirac parts of the Green’s functions which relate
to the distribution functions vanish. Furthermore, in the spin- and isospin-saturated
system, the - and -meson exchange have no contribution to the Hartree self-energy.
Consequently, we obtain the Hartree terms of the nucleon self-energy, namely, SH(x) and































where S(i) and 
µ
V (i), i = N , , N
(1440), are the scalar and vector densities of the




























After taking into account the self-interaction of the  and ! elds given in Eqs. (2.25)
and (2.26), Eqs. (4.5) and (4.6) should be replaced by the eld equations of the  and !
































The eective mass and momentum of the nucleon are then dened as
m(x) = MN − gσNN(x); (4.12)
pµN(x) = P
µ
N − gωNN!µ(x): (4.13)
The corresponding eective quantities of the  and N(1440) can be written down directly,
which read as
m∆(x) = M∆ − gσ∆∆(x); (4.14)
pµ∆(x) = P
µ
∆ − gω∆∆!µ(x); (4.15)
mN(x) = MN − gσNN(x); (4.16)
pµN(x) = P
µ
N − gωNN!µ(x): (4.17)
In the above equations we have written out the abbreviations on the four-momenta of
dierent particles explicitly.
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4.3 Hartree-Fock term of the pion self-energy













loop(4; 3) = NN−1(4; 3) + ∆∆−1(4; 3) + ∆N−1(4; 3) + N∆−1(4; 3); (4.19)
and
NN−1(4; 3) = −2i(gpiNN)2tr
[
6Pγ5G0(3; 4) 6Pγ5G0(4; 3)
]
; (4.20)
∆∆−1(4; 3) = −5i(gpi∆∆)2tr
[






















The above equations represent the contributions from Figs. 7(d) - 7(l). According to the
positions of the elds on the time contour, one can extract the corresponding self-energy
terms entering the Kadano-Baym equation, namely, the self-energies on the upper branch
of the time contour. After Wigner transformation to the center of mass coordinate, they










σ (x; 0); (4.24)





6pγ5G0−−(x; q) 6pγ5G0−−(x; p+ q)
]
; (4.25)










































For the one-loop diagrams we have to distinguish the real and virtual baryons. After
dropping the contributions of anti-particles contained in the baryon Green’s functions of

















q0 −E∆(q) + i
+ 2i [q0 − E∆(q)] f∆(x;q; t)
]
; (4.31)
where E(q) = [q2 +m2]1/2, E∆(q) = [q
2 +m2∆ ]
1/2
, Dµν(q) is given in Appendix A. The
rst terms on the right-hand sides of Eqs. (4.30) and (4.31) describe the virtual nucleon
and delta, which are denoted by the N and  on the Feynman diagrams in Fig. 7. The
second terms with distribution functions represent the real nucleon and delta, and denoted
by the N−1 and −1 on the Feynman diagrams. Through inserting Eqs. (4.30) and (4.31)
into Eqs. (4.25) - (4.28), after some straightforward algebra we obtain the real part of
the self-energies as follows








E(p+ q)− E(q)− p0 + p0 ! −p0
]
; (4.32)









































E(p+ q)− E∆(q)− p0









[(E(q) + p0)2 −E2(p+ q)− p2µ]; (4.37)
B(p; q) = − 8
9m4∆
f2p4µm2∆ [(p:q)B −m2∆ ]− 2p2µ(p:q)2B[(p:q)B − 3m2∆ ]





2 − E2∆ (p+ q)− p2µ]; (4.39)



















2 − E2(p+ q) +m2 −m2∆ − p2µ]: (4.43)
Here we already dropped the contributions from virtual particle-particle excitations (which
are divergent) in consistent with the mean eld approximation. Otherwise, one has to
renormalize it which may be dicult in many situations. The eective mass of pion is
dened in Eq. (3.124). One may notice that the main contributions to the mean elds
of the nucleon,  and N(1440) come from the Hartree terms while to the pion from the
Fock term (one-loop diagrams). The situation is caused by the pseudovector coupling for
the pion adopted in our considerations. If one uses pseudoscalar coupling for NN , 
and NN vertex, the pion will have a scalar self-energy from the Hartree term similar
to the baryon’s. But this term turns out to be so large that the eective mass of the pion
will become almost ve times more massive at the normal density of nuclear matter than
in the vacuum [111]. This may not be a realistic case.
4.4 Nonrelativistic limit of the particle-hole excita-
tions
It would be interesting to introduce the nonrelativistic approximation for Eqs. (4.32)
and (4.34). These two terms stemming from the particle-hole and -hole excitations are
commonly considered in the nonrelativistic approach [101, 112, 113]. The eective masses
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and energies in the expressions are replaced by the corresponding free ones. In order to
make a complete nonrelativistic reduction we have to start from the full Green’s functions
including the contribution of anti-particles. Eqs. (4.32) and (4.34) then read as


























(p0 + E(q))2 − E2∆(p+ q)




with the A(p; q) and C(p; q) dened by Eqs. (4.36) and (4.40). After some algebra we
obtain









p2µ=2E(q)− p  q=E(q) + p0





















p2µ=2E(q)− p  q=E(q)− (M2∆ −M2N )=2E(q) + p0
+pµ ! −pµ] ; (4.47)
which are the same as Eqs. (8) and (11) in Ref. [114]. Taking the nonrelativistic limit
E(q) MN , Eq. (4.46) becomes







with !p = p
2
µ=2MN . If one further neglects the relativistic kinematics, i.e., p
2
µ ! −p2, it
returns to the standard nonrelativistic formula stemming from the particle-hole excitation
[112, 113]. Therefore, the relativistic eects stay in two aspects: one is the Fermi motion
of nucleons in a nucleus which is small; another one is the relativistic kinetics which turns



































The rst and second terms on the r.h.s. of Eq. (4.49) are the nonresonant terms, which
have no analogy in the nonrelativistic model. The third term can be reduced (p2µ ! −p2)
to a similar term in the nonrelativistic model stemming from the -hole excitation, but
there exist some dierences mainly caused by the dierent masses of nucleons and deltas.
The situation might be understood in view of the fact that the problem of describing
a spin-3/2 particle in relativistic quantum eld theory remains unsolved. Fortunately,
the dierence between the nonrelativistic limit of the relativistic model and the standard
nonrelativistic model is quantitatively insubstantial as discussed in Ref. [95].
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Chapter 5
Calculation of the collision terms
Now we come to calculate the right-hand sides of the transport equations, i.e., the colli-
sion terms. In the Boltzmann-type transport equation, the main ingredient of the collision
term is the binary scattering cross sections of dierent channels. As pointed out before,
the lowest-order Feynman diagrams contributing to the two-body scattering cross sec-
tions are the Born diagrams. In this chapter we will compute the imaginary part of the
Born diagrams contributing to the relevant reaction channels. The two-body scattering
reactions in the N ,  and N(1440) system are as follows:
(1) Elastic reactions:
NN ! NN , N! N, NN ! NN,
! , N ! N, NN ! NN .
(2) Inelastic reactions:
NN $ N, NN $ NN, NN $ ,
NN $ N, NN $ NN, N$ NN,
N$ , N$ N, N$ NN,
NN $ , NN $ N, NN $ NN,
$ N, $ NN, N $ NN.
For the -induced reactions we consider the following elastic scattering processes:
N ! N , ! ,  ! .
In addition, the -formation process of N !  is constituted from the imaginary part
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of the Fock term [Fig. 7(i)].
At the rst glance, one may worry about that a horrible number of Born diagrams
have to be calculated in order to obtain the cross sections of the above reactions. In
fact, cross sections for the inverse reactions in inelastic channels can be obtained by
means of a detailed balance [115]. Historically, the analytical expressions for the in-
medium dierential cross sections of NN ! NN [72], NN ! N [73] and NN !
 [52] reactions are derived through formulating the collision term of the nucleon’s
RBUU equation. The N ! N , N !  [89] and  !  [116] cross sections
are investigated in the ’s RBUU equation. In view of the N(1440)-incident cross
sections, for simplicity, in this chapter we discuss only the NN ! NN and NN ! NN
reactions. Cross sections of other channels can be formulated in the same way which have
been given in Ref. [90]. The -incident cross sections are derived from the Born term
of the pion self-energy [95]. In the following we will discuss the derivation of those cross
sections separately from the collision terms of the corresponding transport equations.
5.1 Collision term of the nucleon’s RBUU equation
Fig. 8
The Feynman diagrams contributing to the Born term of the nucleon self-energy are
depicted in Fig. 8. As in the case of Hartree-Fock diagrams, under the quasiparticle
approximation the nucleon and delta lines are dened by the dressed propagators taking
into account the medium eects. The detailed expressions of the Born self-energies related
to Fig. 8(a) and 8(b) have been given in Eqs. (3.14) and (3.15) . The corresponding terms
of Figs. 8(c) - 8(h) are







dx6h j gpi∆NSj j T4iqνkµG0νµ(4; 3)hT4 j gpi∆NS+i j i












dx6h j gpiNN 6qγ5j j 4iG0(4; 5)h4 j gpiNN 6kγ5i j 5i











dx6h j gpiNN 6qγ5j j 4iG0(4; 3)h4 j gpiNN 6kγ5i j i











dx6h j gpi∆NSj j T4iG0νσ(4; 5)qνkσhT4 j gpi∆NS+i j 5i











dx6h j gpi∆NSj j T4iqνG0νµ(4; 3)kµhT4 j gpi∆NS+i j i











dx6h j gpi∆NSj j T4iqνG0νσ(4; 5)kσhT4 j gpi∆NS+i j 5i




Here  represents the isospin of the nucleon and capital T is that of the delta. k, q is
the four-momentum transfer of the pion. The cross sections of NN ! NN , NN !
N and NN !  reactions are contributed from the imaginary part of the Born
self-energies while the real part is the corrections to the Hartree-Fock self-energies and
usually neglected. Since we are interested in the imaginary part of the self-energy, the
component entering in the Kadano-Baym equation is Born, which can be obtained
through making a decomposition in the time integral. The term stemming from Fig. 8(a)
has been given in Eq. (3.23), other terms can be written out analogously. After taking
Wigner transformation, the self-energies and Green’s functions turn out to be functions of
center-of-mass variablesX and P . We note that the Wigner transformation of the collision
term has to be performed in combination of the dynamical equation for the iG−+(X;P ),
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i.e., Eq. (3.44), with its Hermitian conjugate equation, Eq. (3.45). The self-energy term















(2)4(4)(P + P2 − P3 − P4)
h j gANNΓNA j 3iG0(X;P3)h3 j gBNNΓNB j i{
tr
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A (X;P − P3)DB0B (X;P − P3)
+ tr
(




A (X;P − P3)DB0B (X;P − P3)
− tr
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A (X;P − P3)DB0B (X;P − P3)
− tr
(








Due to the fact that the terms relating to the distribution functions of the exchanged
virtual mesons vanish, with the zeroth-order Green’s functions dened in Appendix A,
one can nd that only the third term on the right-hand side of Eq. (5.7) survives. Here
we have attributed the momenta P , P2 to the ingoing particles and P3, P4 to the out-
going particles. For the reader’s convenience, the corresponding Feynman diagrams of
Figs. 8(a) and 8(b) in momentum space are displayed in Fig. 9. It should be pointed out
that the terms constituting the collision term of the RBUU equation are in the struc-
ture of  Im(iG) [see, Eq. (3.47)]. In other words, the Born self-energy together with
the external nucleon propagator contribute to the transition probability [75] of binary
collision (see, Figs. 2 and 3), which is directly related to the dierential cross section of
two-particle scattering process. The particle distribution functions are contained in the
Uehling-Uhlenbeck factors (see below for details). Alternatively, in the optical model one
calculates the imaginary part of the Born self-energy, i.e.,  Im() [117, 118]. The distri-
bution functions of internal states are integrated out during the calculations. Therefore,
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the optical model describes an averaged process of nucleon-nucleus interaction. There ex-
ists a physical quantity which can connect the two model descriptions. The nucleon mean
free path in a nucleus can be calculated both from the imaginary part of the nucleon
optical potential [119, 120, 121, 122] and the nucleon-nucleon scattering cross sections
averaged in a nucleus [72]. Thus, it builds a bridge between the optical model descrip-
tion of nuclear reactions and the transport equation approach applied to hadron-nucleus
reactions [123]. In the later approach the microscopic processes can be studied in detail
and in a time-dependent form. Needless to say, the present transport model is mainly
designed for the relativistic heavy-ion collisions of nucleus-nucleus reactions.
After taking the quasiparticle approximation the masses and momenta in the zeroth-
order Green’s functions are addressed to the eective ones dened in Eqs. (3.50) and
(3.51). Remind that the exchanged virtual mesons are not addressed. The collision term













(2)4(4)(p+ p2 − p3 − p4)
WN (p; p2; p3; p4)(F2 − F1); (5.8)
where F2 and F1 are the Uehling-Uhlenbeck factors of the gain (F2) and loss (F1) terms,
respectively:
F2 = [1− f(x;p; t)][1− f(x;p2; t)]fB3(x;p3; t)fB4(x;p4; t); (5.9)
F1 = f(x;p; t)f(x;p2; t)[1− fB3(x;p3; t)][1− fB4(x;p4; t)]: (5.10)
Here B3, B4 can be N and  in the present considerations. It may be mentioned that
a factor of −1=4 originated from the denition of the distribution function [see, Eq.
(3.53)] has been absorbed into Eq. (5.8). WN(p; p2; p3; p4) is the transition probability of
dierent channels
WN(p; p2; p3; p4) = WNN!NN(p; p2; p3; p4)+WNN!N∆(p; p2; p3; p4)+WNN!∆∆(p; p2; p3; p4);
(5.11)
and







+p3  ! p4; (5.12)





















+p3  ! p4: (5.14)
Here T8(a)−8(h) is the isospin matrix and 8(a)−8(h) is the spin matrix. The subscripts
denote the terms contributed from Figs. 8(a)-8(h), respectively. The concrete expressions























































8(c) = −(gpiNN)2(gpi∆N)2trf( 6p3 +m∆)(p− p3)ν(p− p3)µDνµ(p3)tr[(6p− 6p3)γ5( 6p2 +m)





8(d) = −(gpiNN)2(gpi∆N)2trf( 6p− 6p4)γ5( 6p4 +m)(6p− 6p3)γ5( 6p2 +m)(6p3 +m∆)Dρµ(p3)
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8(e) = −(gpiNN)2(gpi∆N)2trf( 6p− 6p3)γ5( 6p3 +m)(6p− 6p3)γ5tr[( 6p2 +m)(6p4 +m∆)





8(f) = −(gpiNN)2(gpi∆N)2trf( 6p4 +m∆)(p− p4)ν(p− p3)σDνσ(p4)(6p2 +m)(6p− 6p4)γ5








4trf(p− p3)ν( 6p3 +m∆)Dνµ(p3)(p− p3)µtr[( 6p2 +m)(p− p3)ρ( 6p4 +m∆)








4trf(p− p4)ν( 6p4 +m∆)Dνσ(p4)(p− p3)σ( 6p2 +m)(p− p4)ρ( 6p3 +m∆)





We point out that in the isospin matrices the incident nucleon has a specic isospin  while
in the spin matrices the spin index of the incident nucleon is summed due to the trace
taken in the Cliord-algebra spin decomposition. The relation between the transition







(2)4(4)(p+ p2 − p3 − p4)WN(p; p2; p3; p4) =
∫
NN (s; t)dΩ; (5.31)
where N is the M6 oller velocity, N (s; t) is the in-medium dierential cross sections
of dierent nucleon-incident channels. Without introducing confusion, here t is the
transformed-momentum and s is the total energy of a two-particle system. The de-
nition of N , s, t is given in Appendix B. The analytical expressions of the N (s; t) can
be obtained through evaluating Eqs. (5.15) - (5.30). In between, the spin matrices can
be computed by means of softwares like REDUCE, MATHEMATICS, MAPLE etc; the
method of calculating the isospin matrices is presented in Appendix C. At the end, we
transfer the dierential cross sections into the center of mass frame of two-particle system,
which is discussed in Appendix B. Through inserting Eq. (5.31) into Eq. (5.8) we arrive
at the collision term of the nucleon’s RBUU equation given in Eq. (3.56). After averaging
over the initial state and eliminating the double counting at the nal state, the in-medium








The explicit expressions of in-medium dierential cross sections NN!NN(s; t), NN!N∆(s; t)
and NN!∆∆(s; t) are presented in Appendix D.
5.2 Collision terms of the ∆’s, N(1440)’s and pion’s
RBUU equations
Fig. 10 Fig. 11 Fig. 12
In this section we consider the contributions of binary scatterings to the collision terms of
the ’s, N(1440)’s and pion’s RBUU equations. The N !  process will be discussed
in Sect. 5.4. The Feynman diagrams contributing to the relevant two-body scattering
cross sections are displayed in Figs. 10, 11 and 12. With the same procedure as described
in Sect. 5.1, one can formulate the collision terms of three equations. Here we directly give
the nal results. For the detailed derivation we refer to Refs. [89, 90, 95]. The collision







∆∆(s; t) (F2 − F1) dΩ; (5.33)
here
F2 = [1− f∆(x;p; t)][1− fB2(x;p2; t)]fB3(x;p3; t)fB4(x;p4; t); (5.34)
F1 = f∆(x;p; t)fB2(x;p2; t)[1− fB3(x;p3; t)][1− fB4(x;p4; t)]: (5.35)
According to Fig. 10, B2, B3, B4 can be N and . ∆(s; t) is the in-medium dif-
ferential cross sections of dierent -incident channels. The analytical expressions of
∆N!∆N(s; t), ∆N!∆∆(s; t) and ∆∆!∆∆(s; t) are presented in Appendix D. The corre-



















NN(s; t) (F2 − F1) dΩ; (5.38)
and
F2 = [1− fN(x;p; t)][1− fB2(x;p2; t)]fB3(x;p3; t)fB4(x;p4; t); (5.39)
F1 = fN(x;p; t)fB2(x;p2; t)[1− fB3(x;p3; t)][1− fB4(x;p4; t)]: (5.40)
B2, B3, B4 can be N ,  and N
(1440). The in-medium dierential cross sections of
NN!NN(s; t) and NN!NN(s; t), which are derived from the Born diagrams of Fig. 11,
are given in Appendix D. Dierential cross sections of other N-incident channels can











pipi(s; t) (F2 − F1) dΩ; (5.42)
with
F2 = [1 + fpi(x;p; t)][1 fH2(x;p2; t)]fH3(x;p3; t)fH4(x;p4; t); (5.43)
F1 = fpi(x;p; t)fH2(x;p2; t)[1 fH3(x;p3; t)][1 fH4(x;p4; t)]: (5.44)
H2, H3, H4 can be , N , or  in this work; the symbol + assigns to bosons and − to
fermions. The in-medium dierential cross sections of piN!piN(s; t), pi∆!pi∆(s; t) and
pipi!pipi(s; t) can be derived from the Born diagrams of Fig. 12. Their analytical expres-
sions are given in Appendix D. After averaging over initial states, the in-medium total

















5.3 Broad widths of resonances and detailed balance
In the above derivation the  andN(1440) are viewed as elementary particles. Danielewicz
and Bertsch [115] pointed out that the wide decay widths of resonances have a strong in-
fluence on the resonance-relevant cross sections and should be taken into account. The
eects of broad widths become even more signicant when one employs detailed balance
to calculate the resonance-involved cross sections from the time-reversed reactions. The
previously used simple method [21] does not apply anymore. Two modied treatments of
detailed balance are proposed in the literature [115, 124]. In our transport approach the
decay widths of resonances can be taken into account explicitly through introducing the
probability distribution functions of resonances in the expressions of the collision terms.
As an example we discuss the single- and double- production and absorption cross
sections in the collision term of the nucleon’s RBUU equation. The method described can
be naturally extended to other resonance-involved channels. In the case of the single-









∆NN!N∆(s; t)(F2 − F1)dΩ; (5.48)





(M2∆ −M20 )2 +M20 Γ2(j q j)
(5.49)







S is the total energy of two colliding particles in the free space. Γ(j q j) is the momentum-
dependent decay width of the -resonance [92, 93, 94, 95] and M0 is its resonance mass.
















where pNN and pN∆ denote the c.m. three-momentum of the NN and N state, re-
spectively. If the dependence of the NN!N∆(s; t) on the M∆ is taken into account only
in the factor of j pN∆ j = j pNN j [cf. Eq. (D.8)] by assuming that the variation of
scattering amplitudes with M∆ may be ignored, the ratio of Eq. (5.52) to Eq. (5.51) leads
to a similar formula in Ref. [115]. In Eq. (5.52) the incident  is viewed as a quasiparticle
with a xed mass. Considering that in heavy-ion collisions the mass of  is populated










which gives the exact expression for calculating the single- absorption cross section
within our transport model. If the factor of p2NN=p
2
N∆ is taken out from the integral, the
ratio of Eq. (5.53) to Eq. (5.51) gives the same formula as in Ref. [124]. By using the
analytical expression of the NN!N∆(s; t) given in Appendix D the integration over dM2∆
in Eq. (5.53) can be easily carried out.
When the double- production channel is concerned, a joint Breit-Wigner function























(M2∆3 −M20 )2 +M20 Γ2(j q3 j)
Γ(j q4 j)
(M2∆4 −M20 )2 +M20 Γ2(j q4 j)
(5.55)
















2 M2∆3  (
p
S −MN −mpi)2: (5.58)
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where p∆∆ is the c.m. three-momentum of the  state. After averaging the delta mass













However, the practical calculations based on the Eqs. (5.59) and (5.61), where more than
one resonance is relevant, are dicult to realize because one then has to distinguish two
deltas in the  state. Fortunately, the Breit-Wigner function implies that the main
contributions of the cross sections come from the case that the mass dierence between
two deltas in the  state is not very pronounced. Therefore, instead of calculating
Eqs. (5.59) and (5.61) directly, we take the same mass for two deltas in the  state and













(M∆ −M0)2 + 14Γ2(j q j)
: (5.63)
The eects of the delta decay width are taken into account through replacing M∆ in
Eq. (4.14) with hM∆i. The double- production and absorption cross section are then












The same treatment can be used for the single- production cross section [73] to simplify
the calculations. It should be pointed out that the upper limit of the integral in Eq. (5.62)
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is dierent for dierent resonance-relevant states with respect to the energy conservation.
In the case of the N state, the upper limit of the integral should be
p
S −MN . Conse-
quently, for the ∆N!∆∆ we have to dene two centroid  masses, i.e., hMdi for the 
state and hM∆i for the N state. This leads to the expressions given in Appendix D.
We have calculated the NN!N∆ both from Eq. (5.51) and Eq. (5.32) with M∆ replaced
by hM∆i, the results turn out to be insensitive to these two treatments [125].
The above method can be applied to the N(1440) resonance. Analogously, one can
dene a centroid N(1440) mass hMNi with the  subscripts in Eqs. (5.62) and (5.63)
replaced by the corresponding ones of the N(1440). The eects of the N(1440) decay
width are taken into account through replacing MN in Eq. (4.16) with hMNi. The










NN!NN (s; t)dΩ: (5.67)
Here N is the normalization factor stemming from the decay width of the N(1440), and
dened similarly to Eq. (5.50). The in-medium N(1440) production cross section can be








5.4 In-medium N ! ∆ cross section and ∆-decay
width
The in-medium N !  cross section can be derived from the imaginary part of Fig. 7(i).

















(2)4(4)(p+ q − k)W (p; q; k)(F 02 − F 01 ); (5.69)
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here
F 02 = [1 + fpi(x;p; t)] [1− f(x;q; t)] f∆(x;k; t); (5.70)
F 01 = fpi(x;p; t)f(x;q; t) [1− f∆(x;k; t)] : (5.71)
W (p; q; k) is the transition probability of the N !  process



















In working out the second equality of Eq. (5.72) we have used the relations k = p + q
and p:q = (m2∆ − m2 − m2pi )=2 from the energy-momentum conservation and on-shell
conditions.
In the derivation of Eq. (5.72) all baryons are treated as elementary particles. As
discussed in the last section, a mass distribution function of the Breit-Wigner form should
be introduced to describe the resonances with broad-widths. Here we introduce a Breit-
Wigner function for the -resonance in the medium by assuming that the same form
of distribution function in the free space applies to the medium with the free quantities
replaced by the eective quantities:





(m2∆ −m20 )2 +m20 Γ2(j q j)
; (5.73)
where Γ(j q j) is the in-medium momentum-dependent -decay width. q is the relative
momentum between nucleon and pion in the -rest system:
q2 =
[m2∆ − (m +mpi)2] [m2∆ − (m −mpi)2]
4m2∆
: (5.74)
m0 is dened by Eq. (4.14) with the free -mass M∆ replaced by its resonance mass M0.















2 − F 01 ): (5.75)
66
In the second line of the above equation we already expressed the collision term with the
cross section [75]. Since we are now in the -rest system, the eective total energy of the

















F (m2∆ ): (5.76)
Performing an average over the initial states and writing out F (m2∆ ) explicitly, we arrive

















(m2∆ −m20 )2 +m20 Γ2(j q j)
: (5.77)








(2 + 1)(2r + 1)
m20 Γ
2(j q j)
(m2∆ −m20 )2 +m20 Γ2(j q j)
; (5.78)
here I, J are the isospin and spin of the ;  , s are that of the nucleon; and r is the
isospin of the pion. Comparing Eqs. (5.77) and (5.78) we obtain the in-medium -decay
width, which reads as












Eq. (5.79) is the main content of the rst term on the right-hand side of Eq. (3.111). In this





In this article we have discussed the derivation of the relativistic quantum transport
equations for the description of heavy-ion collisions. Instead of taking the Bru¨ckner G-
matrix theory as the input of the transport model as adopted in Ref. [25], here we have
started from the eective Lagrangian [36, 37, 127, 128, 129] describing baryons interacting
through the exchange of mesons. By means of the closed time-path Green’s function
technique, and employing the semiclassical, quasiparticle, and Born approximations we
have developed a set of RBUU-type transport equations for the nucleon, delta, N(1440)
and pion distribution functions. Four equations are coupled through the self-energy terms
and collision terms and should be solved simultaneously in a numerical simulation of
heavy-ion collisions. Both the mean eld and collision term are derived from the same
eective Lagrangian and given explicitly, and so the medium eects on the two-body
scattering cross sections are addressed automatically and can be studied self-consistently.
Therefore, this approach provides a promising way to reach a covariant description of the
hadronic matter formed in relativistic heavy-ion collisions.
The next step to be performed is the numerical realization of the above deduced
transport equations for the studies of intermediate- and high-energy heavy-ion collisions.
Before coming to the dynamical processes, it would be instructive to rst check whether
the model can reproduce the available data of the ground state and excited state not
far away from the nuclear normal density [130, 131, 132]. Furthermore, due to the high
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nonlinearity of the transport equations, the numerical solution of the RBUU equation by
means of the test particle method [79] is presently a work of art [24, 33, 35, 133, 134].
The direct application of all the derived formulae for in-medium cross sections in the code
may consume a lot of computer times. In practice, one may parameterize the in-medium
cross sections in nuclear matter and then apply them to the transport model approach as
usually done for the free cross sections [21, 51, 135, 136, 137, 138].
Based on the dierent theoretical models some authors have studied in-medium cross
sections in dense matter [69, 71, 139, 140, 141, 142]. Dierent model calculations predict
rather dierent results and the quantitative estimation of the medium dependence of
in-medium cross sections has not been clear yet. Experimentally, it is inaccessible to
directly measure in-medium cross sections. Holzmann et al. recently provided data for
the in-medium N ! NN cross section [143] which was obtained through analyzing
experimental output using certain theoretical model. In our previous works [52, 72, 73, 89,
90, 95, 116] we have studied the medium eects on the two-body scattering cross sections
in the N , , N(1440) and  system based on our relativistic transport approach. Evident
medium corrections to the cross sections were found. However, in these investigations the
numerical calculations were performed in static nuclear matter with a spherical Fermi
distribution in momentum space. In principle, the initial condition of relativistic heavy-
ion collisions is related to the two interpenetrating nuclei. This kind of anisotropy of
the momentum distributions has a strong influence on the nuclear equation of state (i.e.,
mean eld) when the collective velocity of the two interpenetrating nuclei is large [144,
145, 146]. It will certainly aect the theoretical predictions of in-medium cross sections.
A study of in-medium NN elastic cross section in colliding nuclear matter has recently
been carried out [147]. It is quite interesting to address the problem in the present
transport theory, in which it can be investigated more naturally since the single-particle
distribution functions of the transport equations contain essentially information on the
initial longitudinal momentum excess. This output can be used in the study of heavy-ion
collisions directly, both in RBUU and RQMD models. Work on this aspect is in progress.
To incorporate the temperature degree of freedom is a major challenge to the micro-
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scopic model of RBUU-type transport theories. Nevertheless, one can discuss the eects
of temperature on the mean elds and in-medium cross sections in static nuclear matter
by means of the formulae obtained in this work. A simpler way is to replace the single-
particle distribution functions with the Fermi-Dirac distribution functions. Then one can
study the temperature-dependent in-medium cross sections relativistically. An evident
influence of temperature may be expected [148, 149, 150]. Besides, the isospin depen-
dence of the EOS and in-medium cross sections may play a signicant role for the study
of extreme isospin asymmetric matter produced by radioactive beams [151, 152, 153, 154].
The isospin dependence of collective flow has recently been measured [155].
As is well known, the RBUU-type transport equation contains a Lorentz force. It
provides a naive momentum dependence to the interaction. However, the nucleon opti-
cal potential computed within the Hartree-Fock approximation of the QHD Lagrangian
can not reveal the empirically observed momentum dependence [156]. In regard of it,
various modications have been proposed [35, 72, 134, 157, 158]. In Refs. [35, 134] the
proper momentum dependence of the optical potential was realized through introducing
a phenomenological term which has a similar structure to the Fock term. The energy-
momentum conservation is thus respected in the mean eld calculations. Nevertheless,
there exists no relation between this phenomenological term and the Born term. Up to
now it is not yet clear for how to reach a proper momentum dependence both in the mean
eld and collision term consistently.
As frequently emphasized, in this work we only treat the pion as a real boson. Other
mesons such as , !, and  remain virtual ones. It is of course interesting to develop
transport equations for ! and  mesons as well as for other experimentally observable
mesons K, K, , , ... within the present framework. Among them, the  meson is
especially important for dilepton production [159] which can not be explained by cur-
rent transport models. Medium corrections to the properties of ! and  as well as 
mesons may provide a possible explanation [160, 161, 162, 163, 164]. Furthermore, when
viewed as virtual particles to mediate the interactions, mesons are dened using the non-
interacting propagators. Some investigations show that the screening and anti-screening
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eects stemming from the in-medium meson propagators have strong influences on the
mean elds [165, 166] and in-medium cross sections [73, 139, 167, 168]. The problem can
be studied systematically and dynamically if one extends the present approach to describe
the propagation of real as well as virtual mesons simultaneously.
Finally, let us briefly discuss two major shortcomings existed in the current develop-
ment of theoretical transport models. The semiclassical approximation is introduced in
the derivation of nearly all practical RBUU-type transport equations. The model is thus
not applicable to the problems of fluctuation and memory eects in heavy-ion collisions.
A hybrid version of transport model, Boltzmann-Langevin approach, was suggested by
some authors [169]. Another important challenge is how to achieve a full treatment of
the dynamical evolution beyond the quasiparticle approximation. The problem becomes
even more signicant when resonances with large decay widths are involved. It might be
necessary to solve the kinetic equations both for the distribution function and spectral
function at the same time. Numerical procedure will turn out to be rather complicated.
Some discussions can be found in the literature [170, 171, 172, 173]. A very interesting di-
rection for the future development of transport models is to incorporate the anti-particles
explicitly and on the same footing. Preliminary attempt was made by Siemens et al.
[174]. The consistent inclusion of negative-energy states in dynamical model remains to
be an open problem. Any progress on this aspect will benet the current experimental
searches for anti-nuclei [12, 13].
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In this appendix we present the zeroth-order Green’s functions of the nucleon, , N(1440)
and mesons in the interaction picture used in this work.
(1) Nucleon:
hT [ (1)  (2)]i = iG0(1; 2)τ1τ 02 ; (A.1)





G0(x; k) = (6k +MN )
[ 1




[k0 − E(k)] f(x; k)
]
; (A.3)
G0+−(x; k) = − i
E(k)




[k0 − E(k)] f(x; k)(6k +MN ): (A.5)
(2) Delta:
hT [ ∆µ(1)  ∆ν(2)]i = −iG0µν(1; 2)T1T 02; (A.6)






G0µν (x; k) = (6k +M∆)Dµν
[ 1




[k0 − E(k)] f∆(x; k)
]
;(A.8)
G0+−µν (x; k) = −
i
E(k)
[k0 − E(k)] [1− f∆(x; k)](6k +M∆)Dµν ; (A.9)
G0−+µν (x; k) =
i
E(k)
[k0 −E(k)] f∆(x; k)(6k +M∆)Dµν ; (A.10)
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hT [ (1)  (2)]i = iG0N(1; 2)τ1τ 02 ; (A.12)






G0N (x; k) = (6k +MN)
[ 1




[k0 − E(k)] fN(x; k)
]
;(A.14)
G0+−N (x; k) = −
i
E(k)
[k0 − E(k)] [1− fN(x; k)](6k +MN); (A.15)
G0−+N (x; k) =
i
E(k)
[k0 −E(k)] fN(x; k)(6k +MN): (A.16)
(4) Mesons:
hT [A(1)B(2)]i = iDA0A(1; 2)AB; (A.17)








A are dened and listed in Table I, and






0A (x; k) =
1










[(k0) + fA(x; k)]: (A.21)
Here the number 1, 2 represent x1, x2. 1, 
0




2 denote those of deltas. f(x; k), f∆(x; k), fN(x; k) and fA(x; k) are nucleon,
, N(1440) and meson distribution functions, respectively. The abbreviation for isospin
on the distribution functions has been suppressed. It can be seen that the distribution
functions of negative-energy states are neglected for fermions as discussed in Sect. 2.4.
They are kept for bosons which are mainly treated as virtual particles describing the
interactions between hadrons. Considering that we will derive a transport equation for
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the pion in which we treat only the real pions with positive-energy states, we rewrite the
zeroth-order Green’s functions of the pion as
0pi (x; k) =
1
k2 −m2pi  i
− i
!(k)
[k0 − !(k)] fpi(x; k); (A.22)
0+−pi (x; k) = −
i
!(k)
[k0 − !(k)] [1 + fpi(x; k)] ; (A.23)
0−+pi (x; k) = −
i
!(k)
[k0 − !(k)] fpi(x; k); (A.24)
here !(k) is the energy of the pion.
75
Appendix B
Center of mass frame of two-particle
system
Fig. 13
We consider a two-particle scattering process as depicted in Fig. 13. The ingoing particles
have four-momenta p, p2 while the outgoing particles p3, p4. Now we try to reduce the
integrals in Eq. (5.31) in the center of mass frame by means of the  function. Dene the
total four-momentum of the nal state as


















































The invariant flux of the system is dened as [75]
F =
√
(p  p2)2 − p2p22; (B.5)





Due to the energy-momentum conservation, the number of free parameters in the integrals
is reduced to two. For these two variables, a convenient choice is the total energy of a
two-particle system
s = (p+ p2)
2; (B.7)
and the transformed four-momentum in the scattering
t = (p− p3)2: (B.8)
Another quantity
u = (p− p4)2 (B.9)
is useful in simplifying the expressions. These three quantities satisfy the following nor-
malization condition





The amplitudes of the three-momenta for the ingoing and outgoing particles can then be
expressed as





(s− p2 − p22)2 − 4p2p22; (B.11)





(s− p23 − p24)2 − 4p23p24: (B.12)





(s− p2 − p22)2 − 4p2p22: (B.13)
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j p j dΩ d
4Q: (B.14)
The integral on the total momentum is directly carried out with the presence of the 
function for the energy-momentum conservation.
The outcome of spin-matrix calculations is functions of four-momentum internal prod-
ucts. They can be transformed to the variables s, t and u by using the following equalities
originated from the denitions of Eqs. (B.7) - (B.9):
p  p2 = 1
2
(s− p2 − p22); (B.15)
p3  p4 = 1
2
(s− p23 − p24); (B.16)
p  p3 = 1
2
(p2 + p23 − t); (B.17)




4 − t); (B.18)
p  p4 = 1
2
(s + t− p22 − p23); (B.19)
p2  p3 = 1
2
(s+ t− p2 − p24): (B.20)
Here t is related to the scattering angle in the c.m. system as
t = p2 + p23 −
1
2s
(s+ p2 − p22)(s+ p23 − p24) + 2 j p jj p3 j cos : (B.21)
Therefore, the following constraints
t  0; u  0 (B.22)
must be guaranteed in numerical calculations.
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Appendix C
Method of calculating isospin
matrices
C.1 Isospin factor of particle-particle coupling vertex
(1) Isospin-1/2 particle coupling vertex:
h1
2









j 0 j 12i = 1; other terms vanish;
(C.1)
here
+ = − 1p
2
(1 + i2); − =
1p
2
(1 − i2); 0 = 3: (C.2)
(2) Isospin-3/2 particle coupling vertex:
h−1
2


































j T0 j 32i = 32 ; h12 j T0 j 12i = 12 ; h−12 j T0 j −12i = −12 ;
h−3
2
j T0 j −32i = −32 ; other terms vanish;
(C.3)
here
T+ = − 1p
2
(T1 + iT2); T− =
1p
2
(T1 − iT2); T0 = T3: (C.4)
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(3) Isospin-1/2 to isospin-3/2 transition vertex:
The isospin transition operators in the spherical coordinate can be expressed as
S+ = − 1p2(S1 + iS2); S− = 1p2(S1 − iS2); S0 = S3;
S++ = − 1p2(S+1 + iS+2 ); S+− = 1p2(S+1 − iS+2 ); S+0 = S+3 :
(C.5)
The transition matrices of dierent vertices read as







;−T ) if  =  − T
0 otherwise ;
(C.6)







;T ) if  = T − 
0 otherwise :
(C.7)
The corresponding Clebsch-Gordon coecients are summarized in Table C1.
Table C1
C.2 Method of calculating isospin matrices
In the calculations of isospin matrices, one needs to transform the isospin operators from
the Descartes coordinate to the spherical coordinate. The following general expressions
are quite useful:
aibi = −a−b+ − a+b− + a0b0; (C.8)
ajbicidj = a−b−c+d+ + a−b+c−d+ − a−b0c0d+
+a+b−c+d− + a+b+c−d− − a+b0c0d−
−a0b−c+d0 − a0b+c−d0 + a0b0c0d0; (C.9)
ajbicjdi = a−b−c+d+ + a−b+c+d− − a−b0c+d0
+a+b−c−d+ + a+b+c−d− − a+b0c−d0
−a0b−c0d+ − a0b+c0d− + a0b0c0d0: (C.10)
The isospin matrices given in Chap. 5 can be evaluated with the following steps:
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(1) The incident particle, which is related to the external line in the Feynman diagram,
has a given isospin. Through drawing Feynman diagrams with dierent possibilities
regarding isospin conservation at each vertex, one can write out the isospins of other
three particles explicitly at individual diagram.
(2) For one diagram, write down the corresponding isospin matrix in which each particle
has a specic isospin.
(3) Transform the isospin operators from the Descartes coordinate to the spherical coor-
dinate. In principle, one gets 9 terms for each matrix [see Eqs. (C.9) and (C.10)].
In regard of the isospins of exchanged virtual mesons, one can immediately recog-
nize that only one term remains nonzero. The corresponding forms of the isospin
operators in the spherical coordinate can be written out in a straightforward way.
According to Eq. (C.9) or (C.10) one can further determine the sign of this term.
(4) Compute the isospin matrix by using the formulae presented in Appendix C.1.
(5) Repeat steps (2) - (4) for rest diagrams. At the end, add up the isospin factors
contributed from all diagrams. This is equivalent to sum up the isospin indices for
three internal lines.
Finally, the detailed analysis of the isospin factors for dierent reaction channels can be
found in Ref. [90].
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Appendix D
In-medium differential cross sections
Here we present the analytical expressions of in-medium dierential cross sections for
dierent channels.


























(2s+ t− 4m2)m2; (D.2)






















t2 − 4m2s− 10m2t+ 24m4
4(t−m2σ)(u−m2ω)
+


























where the function D represents the contribution of the direct term, E is the exchange
term, and
s = (p+ p2)
2 = [E(p) + E(p2)]2 − (p + p2)2; (D.4)
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t = (p− p3)2 = 1
2
(s− 4m2)(cos  − 1); (D.5)
u = (p− p4)2 = 4m2 − s− t; (D.6)




 is the scattering angle in c.m. system.














D(s; t) = −m
2t[(m∆ +m
)2 − t]2[(m∆ −m)2 − t]
6m2∆ (t−m2pi)2
; (D.9)
E(s; t) = − m
2
12m2∆ (t−m2pi)(u−m2pi)
[E1 + E2 + E3 + E4 + E5 + E6]; (D.10)
E1 = m
2












[s− t− 3m2] +m4∆ [(s− 3t)m2 + 2st− t2]; (D.14)
E5 = (s+ 9t)m
6 + (s+ 6t)(s+ t)m2t− 6(s+ 2t)m4t; (D.15)
E6 = −m6∆m2 − 2m8 − t2(s+ t)2: (D.16)
The denition of s is the same as in Eq. (D.4), and
t = (p− p3)2 = 1
2
(3m2 +m2∆ − s) + 2 j p jj p3 j cos ; (D.17)
u = (p− p4)2 = 3m2 +m2∆ − s− t; (D.18)




j p3 j= 1
2
√
(s−m2 −m2∆ )2 − 4m2m2∆p
s
: (D.20)














)2 − t]4[(m∆ −m)2 − t]2
27m4∆ (t−m2pi)2
; (D.22)





E1 = −m9∆ (6m2m∆ − 6ms−m3∆ + 6m∆t− 8m∆s)
+m8∆ [3m
2(6t− 11s) + (5t− 8s)(3t− s) + 15m4]; (D.24)
E2 = −2m7∆ms(12t− 5s+ 12m2)−m6∆ [4m4(5m2 + 3t− 13s)




s[2m2(9m2 − 7s+ 6t) + 18t2 − 4ts+ s2]; (D.26)
E4 = −m4∆ [m2(12t3 − 38t2s+ 40ts2 + s3) +m4(6t2 − 46ts− 17s2)




s[2m2(6t2 − 7ts− s2) +m4(12t+ 13s)
−(12t− 5s)(t+ s)t− 12m6]; (D.28)
E6 = −m2∆ [m4(12t3 − 56t2s− 32ts2 + s3)−m2t(18t2 − 34ts− 5s2)(t+ s)




s(3m4 − 6m2t−m2s+ 3t2 + 3ts)(m2 − t− s)(m2 − t); (D.30)
E8 = [(m
2 − t)2 + s(m2 + t)](m2 − t− s)2(m2 − t)2: (D.31)
Here
t = (p− p3)2 = 1
2
(2m2 + 2m2∆ − s) + 2 j p jj p3 j cos ; (D.32)
u = (p− p4)2 = 2m2 + 2m2∆ − s− t; (D.33)




j p3 j= 1
2
√
s− 4m2∆ : (D.35)




[D(s; t) + E(s; t)]; (D.36)
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(10m4∆ − 2m2∆ t+ t2)t2; (D.37)











 −m8∆ (52m2 − 10t+ 10s)− 4m7∆m(3m2 − 4t+ 3s)
+m6∆ (48m
4 − 2m2t+ 22m2s− 5t2 − 24ts+ s2)
+m5∆ [4m
3(m2 − 4t+ 6s)− 2m(t2 + 6ts− s2)]
−m4∆ [m4(34t+ 18s)− 19m2t(t+ 2s) +m2s2 + 2t(t2 + 5ts− 4s2)]
+m3∆ [4m
5(3m2 − 4t− 3s) + 4m3(2t2 + 4ts− s2) + 2mt(t2 − 8ts+ 5s2)]
−m2∆ [2m6(8m2 − 17t− 5s) +m4(23t2 + 4ts+ s2)
−m2t(9t2 − 16ts− 5s2) + 2t2(t− 4s)(t+ s)]
−m∆[8m7(m2 − 2t) + 2m5(t− s)(7t+ s)− 8m3t(t2 − 2ts− s2)
+2mt2(t+ s)(t− 3s)]
+4m8(m2 − 2t− s) +m6(t2 + 6ts+ s2) +m4(7t3 + 2t2s− ts2)












 −m8∆ (2m2 + 13t+ 9s)− 2mm7∆ (11m2 + 9t+ 8s)
−m6∆ [26m4 − 4m2(t+ 2s)− 11t2 + 10ts− s2]
−m5∆ [2m3(19m2 − 10t)− 6ms(4m2 − s)− 8m(t− s)2]
−m4∆ [2m4(2m2 + 7t− 3s)−m2(3t− s)(9t+ s) + t(10t2 + 2ts− 4s2)]
+m3∆ [22m
7 − 2m3t(25m2 − 21t)− 4m3s(t+ s)− 6mt(2t2 − s2)]
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+m2∆ [9m
6(m2 − 4t) +m4(49t2 + 10ts− s2)− 2m2t(13t2 + 8ts+ s2)
+t2(5t2 + 4ts+ 4s2)]
+m∆[8m
7(m2 − 4t− s) + 2m5(21t2 + 14ts+ s2)− 2m3t(11t+ 3s)(t+ s)
+4mt2(t+ s)2]
+m8(6m2 − 21t− 5s) +m6(29t2 + 14ts+ s2)− 2m4t(5t+ s)(2t+ s)







(2m2 + 2m2∆ − s− t)[(m∆ +m)2 − t]
[m4(2m2 − 5t)− s(m2∆ −m2)2 − 2m2m2∆ (3m2∆ + 2t) + 2m2t(2t+ s)
+m4∆ (4m
2
∆ − 3t) +m2∆ t(3t− s)− t2(t+ s)]; (D.38)
where
s = [E∆(p) + E
(p2)]2 − (p + p2)2; (D.39)
t = m2∆ +m
2 − 1
2s
[s2 − (m2∆ −m2)2] + 2 j p jj p3 j cos ; (D.40)
u = 2m2∆ + 2m
2 − s− t; (D.41)





(s−m2 −m2∆ )2 − 4m2m2∆ ; (D.42)
 is the scattering angle in c.m. system. In numerical calculations the following constraints
t  0; u  0 (D.43)
should be satised. Therefore
−1  cos   s(s− 2m
2
∆ − 2m2)− (m2∆ −m2)2
s(s− 2m2∆ − 2m2) + (m2∆ −m2)2
: (D.44)









(s−m2 −m2∆ )2 − 4m2m2∆
]1/2











d −m∆md − t)2 + 9m2∆m2d ]









2 − s) + 2 j p jj p3 j cos ; (D.47)
u = m2∆ + 2m
2
d +m
2 − s− t; (D.48)





(s−m2 −m2∆ )2 − 4m2m2∆ ; (D.49)
j p3 j= 1
2
√
s− 4m2d : (D.50)
The denition of s is the same as in Eq. (D.39). md is the eective delta mass of the
double- nal state while m∆ is the one of the single- initial state (see Sect. 5.3 for
detailed discussions). Here we have neglected the contribution of the exchange term
because it only has a small eect on the ∆N!∆∆ [89].














[4(169t2 + 450ts+ 162s2)m8d
− 16(11t2 + 44ts+ 18s2)m6d t+ 4(11t2 + 42ts+ 26s2)m4d t2
− 864(2t+ 3s)m10d − 8(t+ 2s)(t+ s)m2d t3 + 2592m12d











(10m4d − 2m2d t+ t2)2t2
+ (s; t −! u)g; (D.51)
where
s = [E∆(p) + E

∆(p2)]




(s− 4m2d )(cos  − 1); (D.53)
u = 4m2d − s− t; (D.54)
j p j=j p3 j= 1
2
√
s− 4m2d : (D.55)
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Here the contribution of the exchange term has been neglected.






(s−m2 −m2N)2 − 4m2m2N
]1/2














































































)(mN −m)2 + s(2m2 +m2N −mmN)










































2 +mmN − t)[(mN −m)2 − t]: (D.58)
Here
s = [EN(p) + E




(3m2 +m2N − s) + 2 j p jj p3 j cos ; (D.60)
88
u = m2N + 3m
2 − s− t; (D.61)





(s−m2 −m2N)2 − 4m2m2N ; (D.62)
































2)2 + (s+ t)2 + 4m2(m2N − s) + s(s− 4m2N)





























2 + 2m2N − s− t)
+2mmN(m




















2)2 − (mN −m)2t


























































2 − 2mmN + 2m2N − s− t)


















2 − s) + 1
2s
(m2N −m2)2 + 2 j p jj p3 j cos ; (D.67)
u = 2m2N + 2m
2 − s− t; (D.68)





(s−m2 −m2N)2 − 4m2m2N : (D.69)
The denition of s is the same as in Eq. (D.59). In numerical calculations the constraint
−1  cos   s(s− 2m
2
N − 2m2)− (m2N −m2)2
s(s− 2m2N − 2m2) + (m2N −m2)2
(D.70)
should be satised.










(m2 +m2pi − 2s)




s = [!(p) + E(p2)]




(2m2 + 2m2pi − s)−
1
2s
(m2 −m2pi )2 + 2 j p jj p3 j cos ; (D.73)





(s−m2 −m2pi )2 − 4m2pi m2: (D.74)















2 − 2m6∆ (18s+ 11t)
−m4∆ (36m2pi s+ 16m2pi t− 18s2 − 26st− 7t2)
+m2∆ (8m
2
pi st− 4m4pi t+ 2m2pi t2 − 4s2t− 6st2 − t3)
+m2pi t





s = [!(p) + E∆(p2)]









(m2∆ −m2pi )2 + 2 j p jj p3 j cos ; (D.77)





(s−m2∆ −m2pi )2 − 4m2pi m2∆ : (D.78)




































s = [!(p) + !(p2)]




(4m2pi − s) + 2 j p jj p3 j cos ; (D.83)
u = 4m2pi − s− t; (D.84)
j p j=j p3 j= 1
2
√
s− 4m2pi : (D.85)
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TABLE C1: Clebsch-Gordon coecients of isospin transition vertices.












































Figure 1: Contour along the axis for an evaluation of the operator expectation value. In
practice, t0 is shifted to −1 and tmax to +1.
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Figure 2: Feynman diagrams for the Hartree term (a), Fock term (b), Born term (c),
(d) of the nucleon self-energy, where a solid line denotes a nucleon and a dashed line
represents mesons, respectively. The external lines of nucleon propagators are drawn in
the gure for a schematic understanding of the relation between the Born term and the
two-body scattering cross sections (see text).
Figure 3: Feynman diagrams for the scattering amplitudes contributing to the N +N !
N +N reaction.
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Figure 4: Feynman diagrams contribute to the Hartree-Fock term of the nucleon self-
energy. The dashed line denotes the exchanged virtual mesons, the solid line, double line,
bold-solid line and wavy line represent the nucleon, , N(1440) and pion, respectively.
In the Fock diagrams a meson line represents a virtual particle when computing the real
part of the self-energy, and a real particle for the imaginary part.
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Figure 5: Feynman diagrams contribute to the Hartree-Fock term of the delta self-energy.
Dierent lines denote the dierent particles as described in the caption of Fig. 4.
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Figure 6: Feynman diagrams contribute to the Hartree-Fock term of the N(1440) self-
energy. Dierent lines denote the dierent particles as described in the caption of Fig. 4.
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Figure 7: Feynman diagrams contribute to the Hartree-Fock term of the pion self-energy.
Dierent lines denote the dierent particles as described in the caption of Fig. 4. In
the Hartree diagrams of (a) - (d) the dashed line presents the exchanged  meson. In
the loop diagrams of the particle-hole excitations we have neglected the contributions
of the N(1440) due to its large mass. Furthermore, the meson loops are dropped at
the present consideration of zero temperature. The subscripts N−1 and −1 denote the
particles described by the nucleon and  distribution functions. The external pion lines
are depicted in the loop diagrams to guide the directions of pion four-momenta.
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Figure 8: Feynman diagrams contribute to the Born term of the nucleon self-energy. The
dashed line denotes the exchanged virtual mesons, the solid line and double line represent
the nucleon and . The imaginary part of (a) and (b) contributes to the NN ! NN
elastic cross section, and (c)-(f) to the NN ! N, (g),(h) to the NN !  inelastic
cross section, respectively.
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Figure 9: Feynman diagrams contribute to the NN ! NN reaction in momentum space.
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Figure 10: Feynman diagrams contribute to the Born term of the delta self-energy. The
dashed line denotes the exchanged virtual mesons, the solid line and double line represent
the nucleon and . The imaginary part of (a)-(d) contributes to the N ! N elastic
cross section, and (e),(f) to the N !  inelastic cross section, (g),(h) to the  !
 elastic cross section, respectively.
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Figure 11: Feynman diagrams contribute to the Born term of the N(1440) self-energy.
The dashed line denotes the exchanged virtual mesons, the solid line and bold-solid line
represent the nucleon and N(1440). The imaginary part of (a) and (b) contributes to the
NN ! NN inelastic cross section, and (c)-(f) to the NN ! NN elastic cross section,
respectively.
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Figure 12: Feynman diagrams contribute to the Born term of the pion self-energy. The
dashed line denotes the exchanged virtual mesons, the solid line, double line and wavy
line represent the nucleon,  and pion. The imaginary part of (a) contributes to the
N ! N elastic cross section, and (b) to the ! , (c),(d) to the  !  elastic
cross section, respectively.
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Figure 13: Kinematics of two-particle scattering in the center of mass frame.
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