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Abstract: We present a robust and computationally efficient parameter esti-
mation strategy for fluid-structure interaction problems. The method is based
on a filtering algorithm restricted to the parameter space, known as the reduced
order Unscented Kalman Filter [23]. It does not require any adjoint or tangent
problems. In addition, it can easily be run in parallel, which is of great interest
in fluid-structure problems where the computational cost of the forward simu-
lation is already a challenge in itself. We illustrate our methodology with the
estimation of the artery wall stiffness from the wall displacement measurements
– as they could be extracted from medical imaging – in a three-dimensional
idealized abdominal aortic aneurysm. We also show preliminary results about
the estimation of the proximal Windkessel resistance, which is an important
parameter for setting appropriate fluid boundary conditions.
Key-words: Inverse problem, fluid-structure interaction, reduced order Un-
scented Kalman Filter, arterial stiffness estimation
Estimation de paramètres séquentielle pour des
problèmes fluide-structure. Application à
l’hémodynamique
Résumé : Nous proposons une stratégie d’estimation de paramètres robuste
et efficace pour des problèmes d’interaction fluide-structure. La méthode est
basée sur un algorithme de filtrage limité à l’espace des paramètres, connue
sous le nom de Filtre de Kalman réduit [23]. Il ne nécessite aucun adjoint
ou problème tangent. De plus, il peut facilement être exécuté en parallèle,
ce qui est d’un grand intérêt pour les problèmes d’interaction fluide-structure,
où le coût de calcul de la simulation directe est déjà un défi en soi. Nous
illustrons notre méthodologie avec l’estimation de la rigidité des artères à partir
de mesures de déplacements de la paroi - tels qu’ils pourraient être extraits de
l’imagerie médicale - dans un anévrisme de l’aorte abdominale idéalisée en trois
dimensions. Nous montrons aussi des résultats préliminaires pour l’estimation
de la résistance proximale de Windkessel, qui est un paramètre important pour
les conditions aux limites du fluide.
Mots-clés : Problèmes inverses, interaction fluide-structure, Unscented Kalman
Filter, estimation de la raideur des artères
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1 Introduction
During the last decade, many works have been devoted to fluid-structure
interaction (FSI) in large arteries. Important progress has been made to improve
the robustness and the efficiency of the coupling algorithms (see for example [9]
and the references therein). But to make the FSI models useful in the clinical
context, they have to be personalized, i.e. adapted to the patient. This requires
not only to get the patient anatomy, but also to fit the model parameters using
the available clinical measurements. The problem of reducing the uncertainties
of a model using partial observations of the state variables is well-known in
many fields of science and engineering and is referred to as data assimilation.
The purpose of this article is to present a data assimilation strategy for FSI
problems. We apply it on an academical – but realistic – test case of blood
flow to demonstrate its capability to recover the artery wall stiffness from the
displacements of the wall.
Data assimilation of distributed mechanical systems can be based on a vari-
ational approach (see e.g. [1, 5]) by minimizing a least square criterion which
includes a regularization term and the difference between the observations and
the model prediction. One of the main difficulties of this approach lies in the
iterative evaluation of the criterion, involving many solutions of the forward
problem, and its gradient – typically adjoint-based – which usually requires a
laborious implementation. In FSI for hemodynamics, this approach has been
investigated for one-dimensional models in [19, 21], and for three-dimensional
problems in [6] by modifying the minimization problem in order to avoid the
resolution of the adjoint equations.
In this work, we consider a sequential approach, based on a generalization
of the Kalman filter. With sequential algorithms, the model prediction is im-
proved at every time instant by analyzing the discrepancy between the actual
measurements and the model observation outputs[2, 28]. In fact, in the fully
linear case, it can be proved that the Kalman filter gives the same result as a
variational approach based on a least squares criterion.
Even though full Kalman filter is not tractable for distributed systems, some
effective sequential procedures for mechanical systems have been recently intro-
duced: for the state estimation [24, 25], and for the parameter identification
[24, 23]. In particular, in [23], the authors formulate a reduced-order version of
the Unscented Kalman Filter (UKF) [15] inspired from the Singular Evolutive
Extended Kalman filter (SEIK) proposed in [30] and apply it for characterizing
solid mechanics constitutive parameters. Here, we investigate the derivation of
this filter in order to estimate the parameters of a FSI system. With respect to
other approaches, this algorithm does not need adjoint or tangent operators and
can be very easily parallelized. As a result, the total CPU time needed for the
data assimilation is of the same order of magnitude as the CPU time needed
for one forward simulation and the implementation does not need important
modifications in existing solvers. Preliminary results of the present work have
been presented in [4].
The rest of this paper is organized as follows. Section 2 introduces the FSI
equations and the data assimilation problem. Section 3 is devoted to an intro-
duction to data assimilation techniques, geared to readers with no background
in this field. In particular, a short derivation of the standard Kalman filter and
some extensions to nonlinear cases are presented. The purpose of these sections
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is to provide the reader with a comprehensive overview of the reduced-order
Uncented Kalman filter whereas Section 4 points out the specific issues encoun-
tered in the derivation of the filtering strategy in the fluid-structure context.
Finally, numerical investigations are presented in Section 5.
2 Problem setting
2.1 Fluid-Structure model
We consider the mechanical interaction between an incompressible fluid and
an elastic structure. The fluid is described by the Navier-Stokes equations,
in a moving domain Ωf(t) ⊂ Rd, d = 2, 3, in an Arbitrary Lagrangian Eule-
rian (ALE) formulation, and the structure by the linear elasticity equations in
Ωs(t) ⊂ Rd. The fluid-structure interface is denoted by Σ def= ∂Ωs ∩ ∂Ωf and
∂Ωf = Γ
in ∪ Γout ∪ Σ, ∂Ωs = Γd ∪ Γn ∪ Σ, are given partitions of the fluid
and solid boundaries, respectively (see Figure 1). The coupled FSI problem
reads as follows: find the fluid velocity u(t) : Ωf(t) → Rd, the fluid pressure
p(t) : Ωf(t)→ R and the structure displacement y(t) : Ωs → Rd such that
• Fluid equations:
ρf
∂u
∂t |bx
+ ρf(u−wf) ·∇u− 2µ∇ · ǫ(u) +∇p = 0, in Ωf(t),
∇ · u = 0, in Ωf(t),
u = uin, on Γ
in,
σ(u, p)n = −pn, on Γout.
(1)
• Structure equations:
ρs∂tŵ − ηs∇ · σs(ŵ)−∇ · σs(ŷ) = 0, in Ω̂s,
ŵ = ∂tŷ, in Ω̂s,
ŷ = 0, on Γd,
σs(ŷ)ns = 0, on Γ
n,
(2)
• Coupling conditions:
ŷf = Ext
(
ŷ|bΣ
)
, wf = ∂tŷf , Ωf(t) =
(
IbΩf + ŷf
)︸ ︷︷ ︸
Â
(Ω̂f , t),
u = wf , on Σ(t),
σs(ŷ)n̂s + Ĵf σ̂(u, p)F̂
−T
f n̂f = 0, sur Σ̂ ,
(3)
with F̂f the deformation gradient and Ĵf = detF̂f . Note that the equalities
u = wf on Σ(t) and ŷf = Ext
(
ŷ|bΣ
)
could be limited to the normal components
(whereas the continuity of all the components of the fluid and solid velocities, u
and w, has of course to be enforced on Σ(t)). This problem has to be completed
RR n° 7657
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Figure 1: Reference (left) and current domain (right) in the ALE formulation.
with appropriate initial conditions: velocity u0 and domain displacement ŷ0f for
the fluid, initial velocity ŵ0 and displacement ŷ0 for the solid.
In the hemodynamics problems considered in the work, the outlet pressure
p is obtained by solving an ordinary differential equation coupled to the three-
dimensional problem:
C
dpi
dt
+
pi − PV
Rd
= Q
pi|t=0 = pi0
p = pi +RpQ
Q =
∫
Γout
u · nf ,
(4)
where the venous pressure PV , the distal resistance Rd, the proximal resistance
Rp and the capacitance C are assumed to be given. This “zero-dimensional”
equation is known as the three-element Windkessel model (see for example [12]).
Note that the pressure pi belongs to the state variables of the problem. In
realistic configurations, several outlets have to be considered. In such a case,
there are as many systems (4) as outlets (see for example [26] for FSI in a
patient-specific aorta).
2.2 Data assimilation problem
A physical system like blood flowing in a compliant artery can be observed
through various measurement modalities: artery wall movements obtained from
4D medical imaging – computed tomography (CT), magnetic resonance imaging
(MRI) or ultrasound (US) – cross section blood flow rates by Phase Contrast
MRI or US, pressure in few points provided by a catheter, etc. These mea-
surements are usually limited to a few locations in space, and sometimes come
from different cardiac cycles (in this case they are resynchronized with the elec-
trocardiogram). They are of course subject to noise and their postprocessing
can introduce some further inaccuracies. Moreover, only a limited number of
physical quantities can be simultaneously obtained.
The physical system of interest can also be modeled by equations like those
presented in the previous section. In that case, many quantities – displacement,
velocity, pressure, stress – are available in “all” locations and at “any” time in-
stant. But of course, the model itself contains approximations – due for example
to the modeling choices and the numerical solution – and relies on parameters
that are not perfectly known.
RR n° 7657
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The objective of data assimilation is to take advantage of both measurements
and models. Measurements can be used to reduce the uncertainties of the model,
and the model can be used to access some “hidden” physical quantities, for
example the mechanical stress in the artery wall. Data assimilation can also be
viewed as a way to reduce the measurements noise by means of a model that
takes into account the underlying physical principles.
The real state variables of the physical system of interest (for example dis-
placements, velocities, etc.) are denoted by x(t), and the parameters of the
model by θ ∈ Rp. From now, it is assumed that the problem has already been
discretized in space and we denote the semi-discrete state X(t) ∈ RN . The state
variable is solution of the dynamical system:
X˙ = A(X, θ) , X(0) = X0 . (5)
In this study X(t) typically denotes the finite element approximation of the
displacements and the velocities in the fluid and the solid, and θ denotes for
example the Young’s modulus in different regions of the artery wall. So the
orders of magnitude of N and p are typically a few hundreds of thousands
and a dozen respectively. A discontinuous representation of the parameters is
chosen here for the sake of simplicity but higher order discretization can also be
considered [31].
The measurements Z(t) are defined by an observation operator H(t) applied
to the real state x(t). Assuming that an approximation Xn of x(n∆t) and an
approximation Hn of H(n∆t) are available, the discrete measurement vector
Zn ∈ Rm – supposed to be known – is given by:
Zn = Hn(Xn) + ζ
Z
n ,
where ζZn represents the noise of the measurement device as well as the inac-
curacy resulting from the discretizations. These measurements are assumed to
be available at every simulation time step. When this is not the case, they are
given by a linear interpolation in time.
Data assimilation techniques usually consists of minimizing a cost function
like:
J(X, θ) =
∫ T
0
‖Z −H(X)‖2W−1 dt+ ‖θ − θˆ0‖2(P θ
0
)−1 + ‖X(0)− Xˆ0‖2(PX
0
)−1 ,
with X satisfying (5). In this expression, Xˆ0 and θˆ0 are given a priori values
for the initial condition and parameters, and ‖ · ‖W−1 , ‖ · ‖(PX
0
)−1 and ‖ · ‖(P θ
0
)−1
denote some norms used to measure the observations, the state and the param-
eters, respectively. These norms allow to give a different weight to the different
terms and therefore account for the “confidence” in the different quantities.
From a statistical viewpoint, the “confidence” can be viewed as the inverse of
covariance matrices (W , PX0 and P
θ
0 ), which explains the notation.
Defining ζX = X0−Xˆ0, ζθ = θ−θˆ0, the optimization problem reads (keeping
the same notation J for the cost function):
J(ζX , ζθ) =
∫ T
0
‖Z −H(X)‖2W−1 dt+ ‖ζθ‖2(P θ
0
)−1 + ‖ζX‖2(PX
0
)−1 . (6)
RR n° 7657
Sequential estimation in FSI 7
This minimization problem can be addressed by many techniques that are classi-
cally divided in two groups: the variational and the sequential approaches. The
variational approach consists of minimizing this cost function by an optimiza-
tion algorithm that is usually based on the computation of its gradient, obtained
by solving an adjoint model. The sequential approach, also known as filtering,
modifies the forward dynamics with a correction term that takes into account
the discrepancy between actual measurements and observations generated by
the model:
˙ˆ
X = A(Xˆ, θ) +K(Z −H(Xˆ)) (7)
where Xˆ is called estimator of X. The quantity Z − H(Xˆ) is known as the
innovation, and the operator K depends on the method. For linear problems,
the most famous sequential approach is the Kalman filter. On a given time
interval [0, T ], and if all the operators are linear, the variational method and
the Kalman filter algorithm turn out to give the same estimation at t = T .
Concerning the computational complexity, whereas the variational method has
to solve several forward and adjoint problems on the whole interval [0, T ], the
estimation in the sequential algorithm is computed by solving only once the
filtered dynamics (7). However, the optimal operator K is determined by op-
erations (multiplications, inversions, etc.) involving full matrices of the size of
the state and the observations, which makes Kalman-based filters prohibitive
for discrete problems derived from partial differential equations (PDEs).
Fortunately, several alternatives exist to reduce the computational cost of fil-
tering approaches. For instance, in [24] the authors have designed a Luenberger
observer [20] for the solid mechanics state variables in order to obtain a state
filter operator that is tractable. Then, the remaining uncertainties – mostly
the parameters in their context – can be handled by the use of a reduced-order
Kalman filter on the system corrected by the Luenberger filter [23, 24]. Our
purpose in this paper is to restrict our investigation to that last part by deriv-
ing the reduced-order Uncented Kalman Filter (UKF) proposed in [23] for FSI
problems. In this context, if the usual state variables arising from the PDEs
discretization are assumed to be stable, the remaining uncertainties are the
parameters. Nevertheless, in Section 5, it will be shown that the Windkessel
pressure, which is a state variable, can easily and advantageously be added to
the set of filtered quantities.
In the next section, we give an informal introduction to some sequential
methods. We start with the least squares estimation in a static case, and we
gradually enrich the method until the reduced UKF algorithm that will be later
applied to three-dimensional FSI inverse problem.
3 Kalman filtering in a nutshell
The material presented in this section is standard in many fields, like weather
forecasting or oceanography. Since it is less common in mechanics, we thought
it might be useful to present it in order to make the article as self-contained
as possible. For a more detailed review, we refer the reader to [17, 28] among
many others.
RR n° 7657
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3.1 Static linear case: least squares estimation
To start with, assume that there is no dynamics, that the parameters are
perfectly known and that the observation operator is linear. Assume that a
“guess” Xˆ− is available for the state, for example provided by a model, associated
with a confidence matrix (P−)−1. Assume also that an observation Z = HX +
ζZ is available. Since ζZ is unknown, we also associate a confidence matrixW−1
with the observations.
A quantity accounting for Xˆ− and Z, with their respective levels of confi-
dence, can simply be obtained by minimizing the quadratic cost function:
J(Xˆ) =
1
2
(Xˆ − Xˆ−)T (P−)−1(Xˆ − Xˆ−) + 1
2
(Z −HXˆ)TW−1(Z −HXˆ).
An elementary computation shows that the minimizer of J is given by
Xˆ+ = Xˆ− +K (Z −HXˆ−) , (8)
where
K = P+HTW−1 (9)
is the Kalman matrix and P+ =
(
(P−)−1 +HTW−1H
)−1
. Applying the Wood-
bury matrix inversion lemma to P+, the Kalman matrix can also be written as
K = PXZ
(
PZ
)−1
, (10)
with
PXZ = P−HT and PZ =W +HP−HT . (11)
This result can also be obtained with statistical arguments considering the
unknown state X as a random variable. Assuming that Xˆ− = E(X) and that
the error on the guess has a covariance matrix P− = E((X − Xˆ−)(X − Xˆ−)T )
(which is the inverse of the above “confidence matrix”). Then, looking for an
Xˆ such that Xˆ = E(X) and such that the trace of the associated covariance
matrix is minimized, it can be shown that the result Xˆ+ is again given by (8).
In what follows, we will adopt this statistical point of view.
It will be useful to note that the covariance of Xˆ+ is given by P+ = (I −
KH)P− or
P+ = P− − PXZ (PZ)−1 (PXZ) T . (12)
3.2 Dynamic linear case: the Kalman filter
Now assume that the state variable satisfies a linear dynamics, without any
model uncertainties:
X˙ = AX + F,
and with an uncertain initial guess X(0) = Xˆ0 + ζX (Xˆ0 being given and ζX
unknown). After time discretization, the dynamics reads:
Xn+1 = An+1Xn + Fn+1. (13)
Suppose that the following observations are available:
Zn = HnXn + ζ
Z
n , (14)
RR n° 7657
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where ζZn includes the measurement noise and the discretization error.
The linear Kalman filter [18] can simply be presented as follows. Assume
that Xˆ+n is known with a covariance P
+
n . First, the model is used to compute a
prediction:
Xˆ−n+1 = An+1Xˆ
+
n + Fn+1, (15)
By linearity of An+1, the covariance P
−
n+1 = E((Xn+1−Xˆ−n+1)(Xn+1−Xˆ−n+1)T )
is given by
P−n+1 = An+1P
+
n A
T
n+1. (16)
Then, repeating mutatis mutandis the least squares argument of the case with-
out dynamics, a correction taking into account the observation is given by:
Xˆ+n+1 = Xˆ
−
n+1 +Kn+1(Zn+1 −Hn+1Xˆ−n+1). (17)
with
Kn+1 = P
XZ
n+1(P
Z
n+1)
−1 (18)
where PXZn+1 = P
−
n+1H
T
n+1 and P
Z
n+1 =Wn+1+Hn+1P
−
n+1H
T
n+1. As in the static
case, the covariance associated with Xˆ+n+1 is given by
P+n+1 = P
−
n+1 − PXZn+1
(
PZn+1
)−1 (
PXZn+1
)
T . (19)
Thus, we can iterate and perform the prediction step at the new time step n+1.
It can be proved that these estimations of the state and covariances can also
be obtained by minimizing the functional
J(ζX) =
1
2
‖ζ‖2
(P−0 )
−1 +
1
2
n+1∑
k=0
‖Zk −HXk‖2W−1
k
(20)
under the constraint (13). In other words, the Kalman filter estimator Xˆ+n+1 is
equal to Xn+1(ζ¯X), where ζ¯X is the minimizer of the variational problem on
[0, tn+1].
3.3 Extensions to nonlinear cases
The Kalman filter presented above is only valid when the dynamics and
the observation operator are linear. To address the fluid-structure problems
considered in this work, it is necessary to extend the algorithm to nonlinear
cases.
The most straightforward extension consists of applying steps (16), (18) and
(19) with the tangent operators A′n+1
def
= A′n+1(Xˆ
+
n ) and H
′
n+1
def
= H ′n+1(Xˆ
−
n+1),
and steps (15) and (17) with the nonlinear operators An+1(·) and Hn+1(·):
Xˆ−n+1 = An+1(Xˆ
+
n )
P−n+1 = A
′
n+1P
+
n (A
′)
T
PXZn+1 = P
−
n+1 (H
′)
T
, PZn+1 =Wn+1 +H
′P−n+1
(
H ′n+1
)T
Xˆ+n+1 = Xˆ
−
n+1 +Kn+1(Zn+1 −Hn+1(Xˆ−n+1)) , Kn+1 = PXZn+1(PZn+1)−1
P+n+1 = P
−
n+1 − PXZn+1
(
PZn+1
)−1 (
PXZn+1
)
T
(21)
RR n° 7657
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But the resulting algorithm, called Extended Kalman Filter (EKF), has two
drawbacks: the computation of the tangent operators and the precision of the
estimated values.
To understand the latter issue, it is interesting to consider how the mean
value of a random variable is transported by a nonlinear operator A. Let X
denote a random variable in RN , its mean value Xˆ = E(X) and its covariance
P = E((X − Xˆ)(X − Xˆ)T ). A Taylor expansion around Xˆ gives:
Y
def
= A(X) = A(Xˆ)+A′(Xˆ)·(X−Xˆ)+1
2
(X−Xˆ)T ·A′′(Xˆ)·(X−Xˆ)+O(|X−Xˆ|3)
Hence, the propagated mean is given by
E(Y ) = A(Xˆ) + 1
2
A′′(Xˆ) : P +O(E(|X − Xˆ|3)) , (22)
and the propagated covariance by
E
(
(Y − E(Y )) (Y − E(Y )T
)
= A′(Xˆ)P
(
A′(Xˆ)
)T
+O(E(|X − Xˆ|3)) . (23)
We see in (22) that the simple propagation of the mean value by the nonlinear
operator is only locally second order accurate (the term A′′(Xˆ) : P being second
order in |X − Xˆ|). This will be improved with the technique presented in
section 3.4.
Another way to approximate means and covariances consists of choosing a
set of vectors X(i), 1 ≤ i ≤ r, called particles, which are propagated with the
operator A(·), i.e.,
Y (i) = A(X(i)) , 1 ≤ i ≤ r .
Then, the mean and covariances are obtained by computing the empirical statis-
tics of the propagated particles Y (i). Of course, to be effective, the particles have
to be carefully chosen. In this work, we use this type of mean and covariance
approximations in the context of the Unscented Kalman Filter [15],[16], which is
based on deterministic particles. It will be briefly presented in the next section.
The UKF filter presents a lot of similarities with the Ensemble Kalman Filter
[7] which also uses a moderate number of particles – even if this number is often
a larger than for UKF – to compute empirical statistics. Moreover nonlinear
particle filters consider a random generation of the particles X(i) according to
a given probability density function. These filters usually involve a very large
number of particles, which yields a very large number of solutions of the forward
problem. We refer for example to [29].
3.4 Unscented transforms and application to Kalman fil-
tering
The Unscented Kalman Filter (UKF) algorithm is based on the unscented
transformation. Its principle is to approximate the nonlinear propagation of the
mean and the covariance of a random vector via the propagation of well-chosen
deterministic particles.
The basic idea can easily be explained in one dimension. Let X be a random
variable in R (so N = 1), let Xˆ denote its mean value E(X) and σ =
√
Var(X)
its standard deviation. Two particles are defined: Xˆ(1) = Xˆ +σ, Xˆ(2) = Xˆ −σ.
RR n° 7657
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These particles are constructed by adding to the known state Xˆ two values σ
and −σ called sigma-points. The empirical mean value of the particles, namely
(Xˆ(1) + Xˆ(2))/2, is by construction equals to the mean value Xˆ. In order to
evaluate the empirical mean value of the particles propagated by the nonlinear
operator, let us consider the Taylor expansions:
A(Xˆ(1)) = A(Xˆ) + σA′(Xˆ) + σ
2
2
A′′(Xˆ) +O(|Xˆ(1) − Xˆ|3) ,
A(Xˆ(2)) = A(Xˆ)− σA′(Xˆ) + σ
2
2
A′′(Xˆ) +O(|X(2) − Xˆ|3) .
The empirical mean is by construction
Yˆ
def
=
1
2
(
A(X(1)) +A(X(2))
)
= A(Xˆ)+σ
2
2
A′′(Xˆ)+O(|Xˆ(1)−Xˆ|3)+O(|Xˆ(2)−Xˆ|3).
(24)
Comparing (22) and (24), we see that the empirical mean of the propagated
particle is an approximation of E(A(X)) better than A(Xˆ) since it includes by
construction the second order term σ2A′′(Xˆ)/2. Note that the covariance are
approximated with the same order of accuracy in the two methods.
This idea can be generalized in N -dimensions by defining appropriate sigma-
points and their respective weights – see [23] for a comprehensive review. The
natural generalization of the one-dimensional standard deviation is the square
root of the covariance matrix. Its computation, for example by a Cholesky
factorization, is the most expensive part of the UKF algorithm, but usually
negligible compared to the propagation step for the problems considered in this
work.
The empirical mean and covariance are defined by:
X¯
def
= Eα
(
X(∗)
)
def
=
∑
1≤i≤r
αiX
(i) , Covα
(
X(∗), Z(∗)
)
def
=
∑
1≤i≤r
αi(X
(i)−X¯)(Z(i)−Z¯)T ,
(25)
where the weights αi ∈ R+ are given and depend on the choice of the sigma-
points. In the present work, we use the ones proposed in [14], only based on
r = N + 1 particles (see Appendix A).
It remains to explain how to use the unscented transformation in the filtering
algorithm. The idea is to replace the formulae (11) used in the original Kalman
algorithm by the evaluations of the empirical covariance and mean value of the
particles. More precisely, PXZ is replaced by Covα(Y (∗), Z(∗)), with Y (i) =
A(X(i)) and Z(i) = H(Y (i)), and PZ is replaced by W + Covα(Z(∗), Z(∗)).
To summarize, here is the UKF algorithm. Assume that the sigma-points
I(i), 1 ≤ i ≤ r, are given, as well as Xˆ+0 and P+0 . For n ≥ 0, we have a 3 steps
recursive algorithm:
• Sampling. Generation of the particles:{
Cn =
√
P+n (Cholesky factorization)
Xˆ
(i)+
n = Xˆ+n + C
T
n I
(i), 1 ≤ i ≤ r (26)
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• Prediction. Resolution of one time step of the model for each particle
(can naturally be done in parallel) and computation of the empirical mean
value and covariance:
Xˆ
(i)−
n+1 = An+1(Xˆ
(i)+
n ) , 1 ≤ i ≤ r
Xˆ−n+1 = Eα(Xˆ
(∗)−
n+1 )
P−n+1 = Covα(Xˆ
(∗)−
n+1 , Xˆ
(∗)−
n+1 )
(27)
• Correction.
Z
(i)
n+1 = H(Xˆ
(i)−
n+1 ) , 1 ≤ i ≤ r
PZn+1 = Covα(Z
(∗)
n+1, Z
(∗)
n+1) +Wn+1
PXZn+1 = Covα(Xˆ
(∗)−
n+1 , Zˆ
(∗)−
n+1 )
Kn+1 = P
XZ
n+1(P
Z
n+1)
−1
Xˆ+n+1 = Xˆ
−
n+1 +Kn+1(Zn+1 − Eα(Z(∗)n+1))
P+n+1 = P
−
n+1 − PXZn+1
(
PZn+1
)−1 (
PXZn+1
)
T
(28)
3.5 Factorized formulation of the UKF
In this section, we show how the construction of P+n+1, P
XZ
n+1 and P
Z
n+1
is modified when the covariance matrix P−n+1 can be factorized in the form
LU−1LT , with L ∈ MN,p and U ∈ Mp,p. This will be useful to derive the
reduced-order UKF algorithm in the next section.
We consider a family of sigma-points I(i) ∈ Rp, i = 1 . . . r. It is proved in
[23, Sect. 2.2.1] that the empirical covariance of the particles X(i) and Z(i) (see
(25)) can be expressed as
Covα(X
(∗), Z(∗)) = [X(∗)]Dα[I
(∗)]T
(
[I(∗)]Dα[I
(∗)]T
)−1
[I(∗)]Dα[Z
(∗)]T (29)
where [X(∗)] ∈ MN,r is the matrix whose column i corresponds to the particle
X(i), 1 ≤ i ≤ r, and where Dα def= diag [αi] ∈ Mr,r is the diagonal matrix
containing the weights of formulae (25).
The covariance matrix P−n+1 is by definition Covα(Xˆ
(∗)−
n+1 , Xˆ
(∗)−
n+1 ). Thus,
according to (29), we rewrite it as
P−n+1 = L
X
n+1P
−1
α (L
X
n+1)
T , (30)
with
LXn+1
def
= [Xˆ
(∗)−
n+1 ]Dα[I
(∗)]T and Pα
def
= [I(∗)]Dα[I
(∗)]T . (31)
Similarly, applying again (29) to PZn+1 and P
XZ
n+1 (see their definition in (28)):
PZn+1 =Wn+1 + L
Z
n+1P
−1
α (L
Z
n+1)
T , PXZn+1 = L
X
n+1P
−1
α (L
Z
n+1)
T , (32)
with
LZn+1
def
= [Z
(∗)
n+1]Dα[I
(∗)]T . (33)
Thus, the a posteriori covariance P+n+1 can be written as:
P+n+1 = P
−
n+1 − PXZn+1
(
PZn+1
)−1 (
PXZn+1
)T
= LXn+1
(
P−1α − P−1α
(
LZn+1
)T (
Wn+1 + L
Z
n+1P
−1
α
(
LZn+1
)T)−1
LZn+1P
−1
α
)(
LXn+1
)T
= LXn+1U
−1
n+1
(
LXn+1
)T
, (34)
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where Un+1 is defined, applying the Woodbury inversion lemma, by
Un+1
def
= Pα +
(
LZn+1
)T
W−1n+1L
Z
n+1. (35)
Next, applying again the Woodbury inversion lemma to PZn+1, we obtain:(
PZn+1
)−1
=W−1n+1 −W−1n+1LZn+1U−1n+1
(
LZn+1
)T
W−1n+1 . (36)
Thus, we deduce the factorized form of the Kalman-like matrixKn+1 = PXZn+1(P
Z
n+1)
−1:
Kn+1 =
(
LXn+1P
−1
α
(
LZn+1
)T)(
W−1n+1 −W−1n+1LZn+1U−1n+1
(
LZn+1
)T
W−1n+1
)
= LXn+1U
−1
n+1
(
LZn+1
)T
W−1n+1 . (37)
The key point here is to be able to perform operations with P+n+1 and Kn+1
using only LXn+1, L
Z
n+1 and Pα, and not directly P
−
n+1. This property proves to
be extremely useful when the rank of P−n+1 is much smaller than the size of X,
as will be shown in the next section.
Remark 1
According to (9), K = P+HTW−1. Thus, using the expression (34) of P+,
we obtain K = LXU−1
(
LX
)T
HTW−1. By comparison with (37), we see
that LZ formally corresponds to HLX , the “observed state sensitivity”. Ma-
trix LX(Lθ)−1 corresponds to the sensitivity of the state X with respect to the
parameters θ. The factorization formula (29) is instrumental in identifying these
analogies. We refer to [23] for more details.
3.6 Reduced-order UKF for parameter estimation
State and parameter estimation In principle, the UKF algorithm can eas-
ily be generalized to those cases when the uncertainties also affect the param-
eters. To do so, we consider an augmented state X = (X, θ) whose size is
N = N + p. At t = 0, X (0) = X0 + ζX = (X0, θ0) + (ζX , ζθ). The extended
dynamical system reads:
Xn+1 def= (Xn+1, θn+1) = An+1(Xn) , (38)
with the initial condition X0 = (X0, θ0). When the parameters θ are constant
in time, An+1 is simply defined by An+1(Xn) = (An+1(Xn, θn), θn). Then,
even with a small number of parameters, classical Kalman-like filter cannot be
applied to this augmented state because of the initial state size. However, if we
assume that the uncertainties only affect the part θ of vector X , we will show in
the next paragraph how to use a reduced order filter formulation which limits
the computation of the filter operator to a subspace of small dimension – here
the parameter space – and therefore can be computed.
Reduced-order UKF We now have all the material to present the reduced-
order UKF algorithm that is used in this paper to estimate some parameters of
a fluid-structure interaction system.
As explained above, any Kalman-like algorithm can be used to estimate the
state and the parameter by simply considering an augmented dynamical system
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in the variable X = (X, θ). Nevertheless, as already mentioned, this approach
is intractable with large system as those considered here. To circumvent this
difficulty, the choice made in this study is to assume that the uncertainty is
limited to the p parameters θ. Thus, the covariance matrix has a rank p and we
can take advantage from the factorized formulation of Section 3.5.
Suppose that we do not have any uncertainties in the initial condition of the
state, i.e., ζX = 0. Then the initial covariance can be factorized:
P+0 =
[
0 0
0 Cov(ζθ)
]
=
[
LX0
Lθ0
]
U−10
[
(LX0)
T
(Lθ0)
T
]
,
where U0
def
=
(
Cov(ζθ)
)−1
is a (small) p × p matrix, LX0 def= 0, Lθ0 def= ✶. Hence,
and this is a key point, we only need p+ 1 sigma-points in Rp for the sampling
step in the UKF algorithm:
C0 =
√
U−10 (Cholesky factorization)
Xˆ
(i)+
0 = Xˆ
+
0 + L
X
0C
T
0 I
(i) = Xˆ+0 , 1 ≤ i ≤ p+ 1
θˆ
(i)+
0 = θˆ
+
0 + L
θ
0C
T
0 I
(i), 1 ≤ i ≤ p+ 1 .
Reduced order estimation algorithm Consider the simplex sigma-points
I(i), 1 ≤ i ≤ p + 1, their weights collected in the matrix Dα def= diag [αi] ∈
Mp+1,p+1. Then, for given values of Xˆ0, θˆ0 and Cov(ζθ), perform
• Initialization: initialize the sensitivities as
Lθ0 = ✶, L
X
0 = 0, U0 = Cov(ζθ)
−1 (39a)
• Sampling: generate the particles by
Cn =
√
U−1n (Cholesky factorization)
Xˆ
(i)+
n = Xˆ+n + L
X
nC
T
n I
(i), 1 ≤ i ≤ p+ 1
θˆ
(i)+
n = θˆ+n + L
θ
nC
T
n I
(i), 1 ≤ i ≤ p+ 1
(39b)
• Prediction: propagate the particles with the dynamical system
(Xˆ
(i)−
n+1 , θˆ
(i)−
n+1) = An+1(Xˆ
(i)+
n , θˆ
(i)+
n )
Xˆ−n+1 = Eα(Xˆ
(∗)−
n+1 )
θˆ−n+1 = Eα(θˆ
(∗)−
n+1 )
(39c)
• Correction: use the innovation Γ(i)n+1 = Zn+1−H(Xˆ(i)−n+1 ) (1 ≤ i ≤ p+1)
to correct the predicted state and parameters
LXn+1 = [Xˆ
(∗)−
n+1 ]Dα[I
(∗)]T ∈MN,p
Lθn+1 = [θˆ
(∗)−
n+1 ]Dα[I
(∗)]T ∈Mp
LZn+1 = [Γ
(∗)
n+1]Dα[I
(∗)]T
Un+1 = Pα + (L
Z
n+1)
TW−1n+1L
Z
n+1 ∈Mp
Xˆ+n+1 = Xˆ
−
n+1 + L
X
n+1U
−1
n+1
(
LZn+1
)T
W−1n+1Eα(Γ
(∗)
n+1)
θˆ+n+1 = θˆ
−
n+1 + L
θ
n+1U
−1
n+1
(
LZn+1
)T
W−1n+1Eα(Γ
(∗)
n+1)
(39d)
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Remark 2
We have implicitly used some specific properties of the simplex sigma-points
in the derivation of the algorithm as fully described in [23]. For more general
sigma-points, the algorithm is more intricate. We refer to [23] and in particular
its erratum [22].
Of course in practice, the state X also contains uncertainties. Although this
problem will not be addressed in this paper, let us just mention that a possible
solution consists of using the reduced order UKF in combination with another
filtering technique, like a Luenberger observer [20]. This approach consists of
adding a feedback term in the time-continous dynamics
˙ˆ
X = A(Xˆ, θ) +KL(Z −H(Xˆ)) ,
where KL has to be designed for each physics and each type of observations in
order to make the estimation error X− Xˆ decrease rapidly. We refer the reader
to [24] where this approach has been proposed and applied to solid mechanics.
For a study about Luenberger observers in fluid-structure problems, we refer to
[3].
4 Reduced Order filtering for FSI problems
4.1 Fluid-Structure algorithm
Many procedures are known to couple the fluid (1) and the solid (2) prob-
lems (see, e.g., [8, 9] and the references therein). In this work, we choose
a semi-implicit partitioned algorithm. The scheme is called “partitioned” be-
cause it keeps independent the fluid and structure solvers and it is called “semi-
implicit” because only a part of the fluid problem needs subiterations with the
structure. A Newmark scheme is used in the solid and a first order Chorin-
Temam projection method in the fluid. The coupling scheme treats explicitly
the ALE-advection-diffusion step and implicitly the projection step, following
the approach proposed in [10, 11].
Considering the variables (u˜n, ŷnf , ŷ
n, ŵn, ân) which correspond to the fully-
discrete fluid velocity field, fluid domain displacement, solid displacement, solid
velocity and solid acceleration, respectively, the complete fluid-structure algo-
rithm reads: Given the initial condition (u˜0, ŷ0f , ŷ
0, ŵ0, â0), find (u˜n, ŷnf , ŷ
n, ŵn, ân),
for n > 0, as follows:
1. For n = 0 initialize the pressure as:
−∆p0 = −ρf
τ
∇ · u˜0 in Ω0f ,
∇p0 · n = 0 on Γin,
p0 = p(t0) on Γ
out,
∇p0 · n = −ρf
τ
(
ŵ−
1
2 − u˜0
)
· n on Σ0,
, (40)
with ŵ−
1
2 = ŵ0 − τ â0/2 and Ω0f = Ω̂f .
2. ALE-Advection-diffusion step (explicit coupling with the solid):
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• Update fluid domain:
ŷn+1f = Ext(ŷ
n|bΣ), Ωn+1f = (IbΩf + ŷ
n+1
f )(Ω̂f),
wn+1f = ∂τ ŷ
n+1
f in Ω
n+1
f .
(41)
• Fluid viscous sub-step:
ρf
u˜n+1 − u˜n
τ
∣∣∣∣
bx
+ ρf(u˜
n −wn+1f ) ·∇u˜n+1 − 2µ∇ · ǫ(u˜n+1) = −∇pn in Ωn+1f ,
u˜n+1 = uin(tn+1) on Γ
in,
2µǫ(u˜n+1)nf = 0 on Γ
out,
u˜n+1 = ŵn−
1
2 on Σn+1.
(42)
3. Projection step (implicit coupling with the solid): Initialize ŵ
n+ 1
2
0 =
ŵn−
1
2 , and iterate (k > 0) until√
|ŷn+1k − ŷn+1k−1 |2 + |ŵ
n+ 1
2
k − ŵ
n+ 1
2
k−1 |2 < ε , on Σn+1.
with ε a given tolerance.
• Fluid projection sub-step:
−∆pn+1k = −
ρf
τ
∇ · u˜n+1 in Ωn+1f ,
∇pn+1k · n = 0 on Γin,
pn+1k = p(tn+1) on Γ
out,
∇pn+1k · n = −
ρf
τ
(
ŵ
n+ 1
2
k−1 − u˜n+1
)
· n on Σn+1.
(43)
• Solid:
ρs∂τ ŵ
n+1
k −∇ · σs(ŷ
n+ 1
2
k ) = 0 in Ω̂s,
∂τ ŷ
n+1
k = ŵ
n+ 1
2
k in Ω̂s,
ŷn+1k = 0 on Γ
d,
σs(ŷ
n+ 1
2
k )ns = 0 on Γ
n,
σs(ŷ
n+ 1
2
k )ns = −Jn+1f σ̂f(u˜n+1, pn+1k )(Ffn+1)−Tn on Σ̂.
(44)
4. Set
ŷn+1 = ŷn+1k , ŵ
n+1 = ŵn+1k , â
n+1 =
ŵn+1 − ŵn
τ
, n = n+ 1
and go to Step 1.
In general, a matrix free Newton method is used to solve the interface equation
resulting from the coupling between (43) and (44). In this work, since only linear
solids are considered, the interface problem is simply solved with a matrix free
GMRES algorithm.
The fluid and the solid subproblems are dicretized in space with the P1 finite
element. The advection in the fluid is stabilized with a streamline diffusion term.
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4.2 Algorithmic aspects of FSI filtering
Implementation Beside its efficiency, a very appealing feature of the pro-
posed approach is the simplicity of its implementation. In algorithm (39a)-
(39d), steps (39a), (39b) and (39d) are totally independent of the problem and
can be implemented in an external software. Since this part is generic, it is very
simple to change the number and the kind of parameters that are used in the
filter. Step (39c) corresponds to one time step of the dynamical system with
a given initial condition. It therefore only requires to be able to “restart” the
solvers from any state.
Particle initialization Let us give some more details about the “restart” of
the fluid-structure algorithm, since this is an important aspect of the estimation
procedure.
In our case, the discrete state Xn corresponds to the degrees of freedom of
(u˜n, ŷnf , ŷ
n− 1
2 , ŵn−
1
2 , ân). At each time step, and for each particle separately,
the following steps are performed:
• In the solid:
– Recover ŷn and ŵn by
ŷn = ŷn−
1
2 +
τ
2
ŵn−
1
2 , ŵn = ŵn−
1
2 +
τ
2
ân .
• In the fluid:
– Reconstruct Ωnf = (IbΩf + ŷ
n
f )(Ω̂f)
– Reconstruct the pressure pn by solving
−∆pn = − τ
ρf
∇ · u˜n in Ωnf ,
∇pn · n = 0 on Γin,
pn = p(tn) on Γ
out,
∇pn · n = −ρf
τ
(
ŵn−
1
2 − u˜n
)
· n on Σn.
, (45)
Then perform steps 2 and 3 of the semi-implicit algorithm to get the new state
by Xn+1 = (u˜n+1, ŷ
n+1
f , ŷ
n+ 1
2 , ŵn+
1
2 , ân+1).
Total vs. incremental ALE In many ALE solvers, the domain is updated
in an incremental way, from Ωn to Ωn+1, i.e.,
ŵn+1f = Ext(ŵ
n− 1
2 |Σn), Ωn+1f = Ωnf + τŵnf .
This approach is not suitable in the present framework since it would results in
incorrect fluid domains in each particle. This is the reason why we update the
domain from Ω̂f using the Lagrangian displacement ŷnf . For very large displace-
ments, this may complicate the computation of the mesh deformation (using for
example a nonlinear pseudo-elasticity problem). In the applications presented
in this work, a simple linear harmonic extension proved to be sufficient.
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Windkessel boundary conditions In blood flow simulations, the pressure
p on Γout is given by the ordinary differential equation (4). Its discrete form
reads (assuming PV = 0):
pin+1 =
Rd τ
Rd C + τ
pin +
Rd C
Rd C + τ
Q˜n ,
p(tn+1) = Rp Q˜
n+1 + pin+1 ,
Q˜n =
∫
Γout
u˜n · n ,
(46)
where Rp, Rd and C are given constants. As already mentioned, when this kind
of models is used for the fluid boundary conditions, pin has to be included in the
state, i.e., Xn = (u˜n, ŷnf , pi
n, ŷn−
1
2 , ŵn−
1
2 , ân). When the system is “restarted”,
equation (46)2 is used to define the value p(tn) in (45)3.
Parameter range constraints For physical reason, the parameters are usu-
ally restricted to a subset of Rp. For instance, Young’s modulus, densities
and viscosities have to be positive. This constraint can simply be enforced by
reparametrizing the physical parameters in such a way that the estimation can
indeed be done in the whole space Rp. In this work, the physical parameters
(e.g. the Young’s modulus) are written as 2θi , and the estimation is performed
on θi. Note that this reparametrization modifies the statistical meaning of the
covariance. For example, when the covariance on θ is equal to identity, the
Young’s modulus 2θ has the same probability to be twice or half as the initial
value.
Choice of the covariance Wn Due to the analogy with variational methods
(i.e., comparing for instance (20) and (6)), we use W−1n = γMΓm , with MΓm the
L2 mass matrix of the observation region Γm, or its diagonal-lumped version.
Hence, we propose to choose
γ = β w−1 (47)
where β is a positive scalar value that has to be set and
w−1 =
τobs σ
−2
Tref Href
, (48)
where Tref is a fixed reference time, Href ≈ |Γm|, and τobs is the time sampling
of the observations, and assuming that ζZ ∼ N (0, σ2I). These definitions is
motivated by keeping dimensionless the tuning parameters associated with the
measures and the a priori knowledge of the parameters. Note that the measure
term “tends” to the continuous space-time norm when spatial and temporal
resolution get higher.
5 Numerical examples
5.1 Forward model description
Consider the idealized abdominal aortic aneurysm (AAA) shown in Figure 2.
Its length is 22.95 cm, its minimal diameter 1.7 cm (tubular part), its maximal
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diameter 4.98 cm (aneurysm) and its wall thickness 0.2 cm. The solid volume is
divided into 5 zones (along the axis), associated with different Young’s moduli:
2θi MPa, with θ1 = 1.5, θ2 = 0.5, θ3 = −1, θ4 = 0.2, θ5 = 1. Its Poisson ratio
is 0.46, its density 1.2 g/cm3 and viscosity ηs = 10−3 s. The fluid viscosity is
0.035Po and its density 1 g/cm3.
Figure 2: Idealized AAA: solid subregions (blue, green, red, cyan and magenta,
respectively), fluid velocity field, pressure at the outlet and displacements at the
aneurysm.
The boundary conditions are set as follows. The inlet and the outlet parts
of the solid are clamped. In the fluid, a parabolic velocity profile is enforced at
the inlet, with a realistic inflow (peak velocity ≈ 96 cm/s). At the fluid outlet,
the three-dimensional model is coupled to a three-element Windkessel model (4)
with Rp = 700, Rd = 5 · 103 and C = 2 · 10−4 (all three in CGS unit system)
and PV = 0. The time step is τ = 0.002 s.
At t = 0, the pressure is constant and equal to 80 mmHg, whereas all the
other state variables are zero. During the whole simulation, the stress received
by the structure is corrected by the initial one. Doing so, the solid only “feels”
the difference with the diastolic phase. This is a simple way to account for the
prestress in linear elastodynamics. We refer to [26], and references therein, for
a discussion about prestress computation in a more general framework.
5.2 Estimation of the Young’s modulus
Estimation setting We apply the reduced order UKF to estimate the Young’s
moduli, Ei = 2θˆi MPa, starting from θˆi = 0, i = 1, . . . , 5. The measurements
are the displacements on all nodes of the fluid-structure interface Σ̂. In other
words, the observation operator H consists of a m × ny matrix (whose entries
are only 0 or 1), where ny is the number of displacement degrees of freedom of
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the whole solid and m is the number of displacement degrees of freedom at the
interface Σ̂.
The initial parameter covariance is assumed to be
Cov(ζθ) = α✶ (49)
where α is a given positive parameter. The noised signal is given by
Zn+1 = H Y
d
n+1/2 + σζˆ ,
where Y dn+1/2 is a synthetic solid displacement, ζˆ ∼ N (0, I), and σ = 0.2mm,
i.e., 10% of the maximal displacement at the solid wall.The measurements co-
variance is computed as indicated in Section 4.2. The scalar gain w−1 is obtained
by formulae (48) setting Tref = 0.8 s, Href = 76 cm2 ≈ |Σ̂|. Moreover, we re-
sample the noised measurements Zn+1 in time with τobs = 10τ = 0.02s, and
we re-interpolate linearly so that the filter can be applied at every time step of
the simulation. The perfect signals and the noise (without time resampling for
the sake of clarity) are shown in Figure 3 for representative points of the five
regions of the vessel. Note that the signal-to-noise ratio decreases when going
from the center to the ends of the AAA.
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Figure 3: Noise compared to the typical wall displacements in the five regions.
Time responses (left), and signal-to-noise ratio (SNR: signal mean divided by
standard deviation) (right).
First estimation results In Figure 4, we present two estimation results for
Ei = 2
θi obtained for two different covariances α = 4 and α = 9 for θi in (49).
We remind that the higher α the lower the confidence in the initial values of
the parameters. The constant β in (47) is for the moment fixed to 1, which
corresponds to a rather low confidence in the measurements.
Several comments are in order. First, comparing the two graphs of Figure 4,
we observe that the estimation algorithm has more freedom to adapt the pa-
rameters for large values of α. Second, the result is very good in region 3 but
seems poor in the other regions. This is of course a consequence of the low SNR
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and the low value of β. Nevertheless, even in those cases, the algorithm is able
to distinguished regions with high and low stiffness. This can be considered as
a promising result for applications like detection of arteriosclerosis plaques from
very noisy measurements.
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Figure 4: Results for the estimation of the Young’s modulus with the reduced
UKF algorithm for α = 4 (left) and α = 9 (right) for β = 1. The dashed lines
correspond to the correct values. The color are the same as in Figure 3
Sensitivity with respect to β The results presented in Figure 4 can be
improved by increasing the value of β, which means increasing our confidence
in the measurements. Figure 5 shows the behavior of the estimated parameter
at the end of the cardiac cycle when β varies.
As expected, the sensitivity to β is higher for large a priori covariances
Cov(ζθ) = α✶, and the estimated value is much more sensitive to α in region
1, which has the poorest SNR. But we also observe that for β reasonably large
(about 10), the values of E are correctly estimated in all the other regions.
Hence, at least for this example, we can conclude that, when the noise is not too
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high, the estimation does not strongly depend on the user-defined parameters
α and β.
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Figure 5: Results for the estimation of the Young’s modulus (at t = 0.8) with
the reduced UKF algorithm for α = 4, 9, for each section and different values
of β. The relation color-region is the same as in Figure 3. The dashed lines
represents the reference values.
Estimation of the covariance The results presented so far corresponds to
the estimated mean value of the parameters. An important feature of Kalman
filtering is to also provide the estimated covariances, which is a valuable infor-
mation about the confidence we can have in the results.
In the reduced UKF framework, the a posteriori covariance of the parameters
is given by
P θn+1 = L
θ
n+1U
−1
n+1
(
Lθn+1
)T
.
Figure 6 shows the results for the parameters mean θˆn and mean plus/minus
the standard deviation θˆn ±
√
diag(P θn). For the sake of clarity, the results
are presented here in terms of θ instead of 2θ, and only for the worst and best
regions (1 and 3 respectively). We observe that the a posteriori variance is much
higher in the region where the parameter is poorly estimated. We are therefore
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informed by the algorithm that the results are less reliable in that case, even
when the correct value is unknown. This point is particularly important when
dealing with real data.
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Figure 6: Results for θˆn for Regions 1 (blue) and 3 (red) with α = 4, β = 100
(left) and α = 9, β = 20 (right) (β chosen in both cases to be in the flat
region of figure 5). The thick continuos lines represent the mean value, the thin
continous lines the mean plus/minus standard deviation, and the dashed lines
the reference value as before.
5.3 Estimation of the Windkessel’s proximal resistance
As indicated in section 4.2, this estimation strategy does not involve many
changes in the original software and can be implemented in a generic way outside
the specific solvers. It is therefore quite simple to change or add parameters to
estimate. In order to illustrate this versatility, we estimated the Windkessel’s
proximal resistance Rp from the same measurements as before, i.e. synthetic
noisy wall displacements. For this preliminary test, all the other parameters
were supposed to be known. More complex situations will be considered in
future works. As for the Young’s modulus, we reparametrize Rp as Rp = 500·2θ,
and we perform the estimation on θ. The result shown in Figure 7 was obtained
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with Cov(ζθ) = α✶, with α = 1. The value of β = 100 was chosen so that the
final estimation result is not sensible to it anymore. Note that can perfectly
recover the reference value of Rp.
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Figure 7: Results for the estimation of the proximal Windkessel resistance Rˆp
with β = 100.
5.4 Error in the initial condition and filteringWindkessel’s
pressure
Up to now, it has been assumed that the initial state is perfectly known.
This is of course not the case in practice, and we would like to illustrate in this
section the effect of an error in the initial condition. We will also show that the
results can be improved by considering the Windkessel’s pressure as a part of
the filtered variables in the reduced UKF algorithm (we remind that up to now
the filtered variables were restricted to the parameters).
Estimation with inexact initial condition To generate the inexact initial
condition, the forward model is first run for one cardiac cycle with an homo-
geneous Young’s modulus corresponding to θi = 0. The initial condition Xˆ0
used for the estimation corresponds to the state obtained at the end of the
cycle (t = 0.8 s). Compared to the exact solution, the pressure difference is
2.4mmHg and the displacement difference is 0.16mm in the AAA center (see
Figure 8). The velocity and displacement differences in the fluid and the solid
are negligible.
Figure 9 (left) shows the parameter estimation results obtained with α = 4,
β = 100 (the value of β is chosen so that we are in the flat zone shown in Figure
5) . Comparing with Figure 4, we see how the perturbation of the initial state
deteriorates the estimation results. The pressure is lower due to the error in
the initial condition (Figure 10, right, dashed cyan curve), which affects the
parameter estimation.
As already mentioned, a first solution to address this problem is to filter the
state with a physical Luenberger feedback, like in [24] for elastodynamics and [3]
for FSI. The complexity of Luenberger filters remains moderate when the system
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Figure 8: Response of the forward model with θi = 0, ∀ i, for displacements at
the AAA center (left) and proximal pressure p¯ at Γout (right) . The dashed lines
show the gap between t = 0 s and t = 0.8 s.
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dimension increases since it is based on regular mechanical stabilization terms.
In the next section we propose a simpler solution, less general, but apparently
quite efficient for blood flow simulations.
Filtering the Windkessel’s pressure So far, the reduced order UKF algo-
rithm has only been applied to the parameters. Now we propose to also apply it
to the Windkessel’s pressure pi which is a state variable of the problem. Contrary
to the other state variables – the fluid and solid velocities and displacements,
which depend on the spatial discretization – pin has by definition a limited size:
just one real value in the experiment considered here, or a few real values in a
case with several outlets. Therefore, it is straightforward to include it in the
parameter space. From a practical viewpoint, this only consists of considering
pin as a (time dependent) parameter in the above algorithm. If a new processor
can be affected to this new “parameter”, the computational cost remains almost
unaffected. From the physical point of view, the fluid pressure is mainly gov-
erned by the Windkessel’s pressure. Hence, improving the knowledge of this
quantity would have a global impact on the estimation of the whole FSI system.
Figure 9 (right) shows the estimation results in the case with an initial condition
error (see the previous paragraph). We observe that the result is significantly
improved.
Figure 10 shows the displacements and the pressure for different cases: ref-
erence (the solution to recover), not filtered, estimated with a perfectly known
initial condition, estimated with error in the initial condition with and without
filtering the Windkessel’s pressure. Note that in all the filtered cases, the dis-
placements are properly recovered. But we observe a substantial improvement
in the pressure estimation when the Windkessel’s pressure is filtered. This good
estimation of the general amount of stress in the system, combined with the
displacement accuracy, implies that the Young’s modulus estimation is better
than in the situation when pin is not filtered.
6 Conclusions
We have derived a procedure to estimate uncertain physical parameters in
systems involving the mechanical interaction of a viscous incompressible fluid
and an elastic structure. The method is based on the reduced-order Unscented
Kalman Filter, introduced in [23]. The algorithm does not need any tangent or
adjoint problems and can easily be run in parallel, using as many processors as
the number of parameters plus one. Doing so, the computational time needed to
solve the inverse problem is of the same order as the time needed by a forward
simulation using one processor.
Some numerical results have been presented for noised synthetic data corre-
sponding to an idealized geometry of aneurysm. We have estimated the artery
Young’s modulus in 5 regions using measurements of the wall displacement. We
have first considered a problem with a perfectly known initial condition, and
we have investigated the sensitivity of the results to the noise and the a priori
parameter covariance matrices. Then, we have perturbed the initial condition
of the system in order to illustrate its impact on the parameter estimation. Fi-
nally, we have shown that considering the Windkessel’s pressure as a parameter
is an easy way to improve the estimation performance, without significantly
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Figure 9: Parameter estimation in presence of an error in the initial condition
with α = 4, β = 100. Only 5 stiffness parameters included in the parameter
space for the reduced UKF (left), and and effect of inclusion the Windkessel’s
pressure (right).
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Figure 10: Results for the estimation of displacement at the AAA centre and
Windkessel’s pressure. All reduced UKF curves are obtained with α = 4 and
β = 100.
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increasing the computational cost, and without any additional measurements.
To illustrate the versatility of the method, we have also presented a preliminary
result about Windkessel resistance estimation.
Future works will include the estimation of other parameters of the problem.
Other kinds of measurements will also be considered, in particular in the fluid,
like those obtained by catheters or phase-contrast MRI, which should improve
the global observability – or identifiability – of the system.
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A Simplex sigma-points
In this work we used the so-called simplex sigma-points I(i), r = p+1 , that
correspond to vectors of zero mean and
√
p covariance in Rp. Together with the
weights αi, they are computed recursively as (see [27, 13])
[I∗1 ] =
(
− 1√
2α
,
1√
2α
)
, α =
1
p+ 1
= αi ∀i ,
and
[I˜∗d ] =

0
[I˜∗d−1]
...
0
1√
αd(d+ 1)
· · · 1√
αd(d+ 1)
−d√
αd(d+ 1)

, 2 ≤ d ≤ p+ 1 .
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