The difference, The forecasting function Fq(a,b,c) of STD, The Ternary time series forecasting models, The automatic optimal search method.
Introduction
As we all know, In the early 1927, Yule[1] researched the numbers of Wolfer's sunspots, Yule [1] research is just a time series, which 1749~1771 years of data, draw a distribution map, such as the Figure1. This is a high and low time series which is a typical irregular rules time series. The classical time series analysis method and model can handle the realistic problems which most of them have regular rules [2] . In 1993 Song and Chissom [3] proposed a fuzzy time series forecasting model by applying the fuzzy set theory [4] . The example is the enrollment numbers of University of Alabama in 1971~1992 which has become a classic case of fuzzy time series forecasting model and is widely recommended. Its distribution map in Figure 2 . This is also a high and low time series. Up to now, there are dozens of fuzzy time series forecasting models proposed by scholars (part of the forecasting models were put forward by [5] [6] [7] [8] [9] [10] [11] [12] [13] ), which HONG-XU WANG and ZHEN-XING WU [5] put forward the set (SD) of forecasting model. When simulate and forecast the enrollment numbers of University of Alabama in 1971~1992, we gain the best time series forecasting models of MSE=0and AFER=0%. In this paper, we extend the two element function in SD to the three element function in STD. It is means that we proposed the Set of Ternary Time Series Forecasting Models Based on the Difference which has simplified as STD. The STD is simplify the forecasting function of SD and expands the range of programming starting points. When simulate and forecast the enrollment numbers of University of Alabama in 1971~1992, can select the best time series forecasting model Fq(0.000004,0.9,0.000004) by using the automatic optimal search method and get forecasting value of enrollment of MSE=0 and AFER=0%. Increasing the best time series forecasting models' numbers of STD which forecast accuracy reaches its peak. Example1 Hoping to simulate and forecast the enrollment numbers of University of Alabama 1971~1992, we choose b=0.9,a=c=0.0004 as the beginning point and follow to choose b=0.9,a=c=0.00004,b=0.9,a=c=0.000004,…,by programming, search, calculation, … , Until you filter out the best time series prediction model Fq(a,b,c) in STD. Firstly, we get the table 1, but the AFER=0.0148%  0% and MSE=23.2381  0, and then we continue to search, calculate and get table 2, but AFER=0.0014%  0% and MSE=0.3333  0. We go on to search, calculate and finally get table 3, it appears AFER=0%,MSE=0, thus we stop to calculate. And get Fq(0.000004,0.9,0.000004) is the best time series forecasting model in STD which simulate and forecast the enrollment data of the University of Alabama 1971~1992. In which MSE is Mean Square Error,
A Set of Time Series
AFER is Average Forecasting Error Rate, 
Conclusion
For a time series, selecting the best time series model in STD by using automatic optimization search method and let the MSE=0 and meanwhile AFER=0%. The Fq(0.000004,0.9,0.000004) show in table3 is the best time series forecasting model of the enrollment data of University of Alabama 1971~1992. Increasing the best time series forecasting models' numbers of STD which forecast accuracy reaches its peak.
