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1. Introduction
Integral boundary conditions for evolution problems have various applications in chemical engineering, thermo-elasticity,
underground water ﬂow and population dynamics, see for example [1–6]. Vascular diseases such as atherosclerosis and
aneurysms are becoming frequent disorders in the industrialized world due to sedentary way of life and rich food. Causing
more deaths than cancer, cardiovascular diseases are the leading cause of death in the world. In recent years, computational
ﬂuid dynamics (CFD) techniques have been used increasingly by researchers seeking to understand vascular hemodynamics.
Most of the CFD-based hemodynamic studies so far have been conducted to represent in vitro conditions within restric-
tive assumptions. These studies under in vitro conditions are well suited to investigate basic phenomena related to ﬂuid
dynamics in vessels models but are not fully representative of actual patient hemodynamic conditions. In fact, CFD meth-
ods possess the potential to augment the data obtained from in vitro methods by providing a complete characterization of
hemodynamic conditions (blood velocity and pressure as a function of space and time) under precisely controlled conditions.
However, speciﬁc diﬃculties in CFD studies of blood ﬂows are related to the boundary conditions. It is now recognized that
the blood ﬂow in a given district may depend on the global dynamics of the whole circulation. Consequently, it is sometimes
necessary to couple the 3D blood ﬂow solver to a low order model for the entire vascular system [7]. A second diﬃculty is
related to the limitations of the existing in vitro anemometry techniques. Indeed, the space resolution is far too coarse to
tackle even the largest scales of the blood ﬂow details. As a consequence, the boundary conditions (e.g. the instantaneous
velocity proﬁle at the inlet section of the computed domain) are unknown for an in vitro blood ﬂow computation. Most of
the times, one assumes some analytical space–time evolution for prescribing the inlet proﬁle. Taylor et al. [8] propose to
assume very long circular vessel geometry upstream the inlet section so that the analytic solution of Womersley [9] can
be prescribed. However, it is not always justiﬁed to assume a circular cross-section. In order to cope with this problem,
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veriﬁed by computing both steady and pulsated channel ﬂows for Womersley number upto 15. For more details of boundary
value problems involving integral boundary conditions, see for instance, [11–14] and references therein.
On the other hand, boundary value problems with integral boundary conditions constitute a very interesting and im-
portant class of problems. They include two, three, multipoint and nonlocal boundary-value problems as special cases. The
existence and multiplicity of positive solutions for such problems have received a great deal of attentions. To identify a
few, we refer the reader to [2,11–20] and references therein. At the same time, we notice that there has been increasing
interest in the study of the existence of solutions for second-order differential equations boundary value problem (for short
BVP) at resonance for nonlinear ordinary differential equations; to identify a few, we refer the reader to [21–30,37,38] and
references therein. In particular, we would like to mention some results of Gupta [21], Feng and Webb [22] and Liu and
Yu [23]. In [21], by Mawhin’s version of the Leray–Schauder continuation theorem, Gupta studied the existence of solution
for the following boundary value problem at resonance under the case dimKer L = 1:
x′′(t) = f (t, x(t), x′(t))+ e(t), t ∈ (0,1), x(0) = 0, x′(1) = x(η),
x′′(t) = f (t, x(t), x′(t))+ e(t), t ∈ (0,1), x(0) = 0, x′(1) = m−2∑
i=1
aix
′(ηi),
where f : [0,1] × R2 → R is a function satisfying Carathéodory’s conditions, e : [0,1] → R is a function in L1[0,1], ai  0,
ξi ∈ (0,1), i = 1,2, . . . ,m − 2, with ∑m−2i=1 ai = 1, 0< ξ1 < ξ2 < · · · < ξm−2 < 1 and η ∈ (0,1) is given.
In [22], by making use of the coincidence degree theory of Mawhin, Feng and Webb discussed the existence and unique-
ness results for the following second-order three-point boundary value problem at resonance under the case dimKer L = 1:
x′′(t) = f (t, x(t), x′(t))+ e(t), t ∈ (0,1), x′(0) = 0, x(1) = αx(η),
x′′(t) = f (t, x(t), x′(t))+ e(t), t ∈ (0,1), x(0) = 0, x(1) = αx(η).
Recently, Liu and Yu [23] studied the existence of solution for the following second-order ordinary differential equation
at resonance under the case dimKer L = 1:
x′′(t) = f (t, x(t), x′(t))+ e(t), t ∈ (0,1),
subject to one of the following boundary value conditions:
x(0) =
m−2∑
i=1
αi x(ξi), x(1) = βx(η);
x(0) =
m−2∑
i=1
αi x(ξi), x
′(1) = βx′(η);
x′(0) =
m−2∑
i=1
αi x
′(ξi), x(1) = βx(η);
x′(0) =
m−2∑
i=1
αi x
′(ξi), x′(1) = βx′(η),
where αi (1 i m − 2), β ∈ R , 0< ξ1 < ξ2 < · · · < ξm−2 < 1, 0< η < 1.
On the other hand, the readers also can ﬁnd some other excellent results and applications of the case that second-
order ordinary differential equation at resonance with dimKer L = 1 to a variety of problems from Ma [32], Nagle and
Pothoven [33], Gupta [34], Du and co-authors [35,36] and Krasnosel’skii and Mawhin [39].
However, the corresponding theory and applications of the case that second-order ordinary differential equation
boundary-value problems with integral boundary conditions at resonance with dimKer L = 2, is not investigated till now.
Now, in this paper, we shall use the coincidence degree theory of Mawhin to investigate the existence of solution for a class
of boundary-value problems with integral boundary conditions at resonance with dimKer L = 2.
Consider the following boundary value problem with integral boundary conditions{
x′′(t) = f (t, x(t), x′(t)), t ∈ (0,1),
x′(0) = ∫ 10 h(t)x′(t)dt, x′(1) = ∫ 10 g(t)x′(t)dt, (1.1)
where h, g ∈ C([0,1], [0,+∞)) with ∫ 10 h(t)dt = 1, ∫ 10 g(t)dt = 1. In this case, problem (1.1) is known as problem at reso-
nance.
The goal of this paper is to study the existence of solution for BVP (1.1) at resonance with dimKer L = 2. To the best
of our knowledge, the method of Mawhin’s continuation theorem has not been developed for differential equation with
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of positive solution for BVP (1.1) when dimKer L = 2. Many diﬃculties occur when we deal with them. For example, the
construction of the projector Q . So we need to introduce some new tools and methods to investigate the existence of
solution for BVP (1.1).
As far as second-order nonlocal boundary value problems are concerned, a great deal of existence and uniqueness results
have been established up to now. For details, see, for example, [11–23] and references therein. However, among the existing
results no one can be applied to our problem. This is another reason why we study problem (1.1).
The organization of this paper is as follows. In Section 2, we provide some necessary background. In particular, we shall
introduce some lemmas and deﬁnitions associated with problem (1.1). In Section 3, the main results of problem (1.1) will
be stated and proved. Finally, one example is also included to illustrate the main results.
2. Preliminaries
In this section, to establish the existence and nonexistence of positive solutions in C1[0,1], we provide some background
deﬁnitions and lemmas.
Deﬁnition 2.1. Let X and Z be real Banach space. L : X ⊃ dom L → Z is a linear operator. L is said to be a Fredholm operator
of index zero provided that
(i) Im L is a closed subset of Z ,
(ii) dimKer L = codim Im L < +∞.
Let X = Ker L ⊕ X1, Z = Z0 ⊕ Im L, and P : X → Ker L, Q : Z → Z0 be continuous projectors such that Im P = Ker L,
Ker Q = Im L. It follows that L|dom L∩Ker P : dom L ∩Ker P → Im L is invertible. We denote the inverse of that map by KP , and
KP Q = KP (I − Q ). Ω is an open bounded subset of X such that dom L ∩ Ω 
= ∅.
Deﬁnition 2.2. Let L : X ⊃ dom L → Z be a Fredholm operator of index zero, G : Ω → Z is a continuous operator. G is said
to be L-compact in Ω¯ if the maps Q G : Ω¯ → Z and KP Q G : Ω¯ → X are compact. For more details we refer the reader to
the lecture notes of Mawhin [31].
Let X = C1[0,1] with norm ‖x‖ = max{‖x‖∞,‖x′‖∞}. Let Z = L1[0,1] with norm ‖x‖1 =
∫ 1
0 |x(s)|ds. L : X ⊃ dom L → Z
is deﬁned by
Lx = x′′, x ∈ dom L,
where
dom L =
{
x ∈ W 2,1(0,1): x′(0) =
1∫
0
h(t)x′(t)dt, x′(1) =
1∫
0
g(t)x′(t)dt
}
.
Deﬁne a nonlinear operator G : X → Z by
(Gx)(t) = f (t, x(t), x′(t)), t ∈ [0,1].
Lemma 2.1. If
∫ 1
0 h(t)dt = 1,
∫ 1
0 g(t)dt = 1, and
Δ =
∣∣∣∣1−
∫ 1
0 tg(t)dt
1
2 (1−
∫ 1
0 t
2g(t)dt)∫ 1
0 th(t)dt
1
2
∫ 1
0 t
2h(t)dt
∣∣∣∣ 
= 0,
then L is a Fredholm operator of index zero. Furthermore, the linear operator Kp : Im L → dom L ∩ X1 can be deﬁned by
(Kp y)(t) =
t∫
0
(t − s)y(s)ds, y ∈ Im L,
and satisﬁes Kp = L|−1dom L∩X1 , where X1 = {x ∈ X | x(0) + x′(0)t = 0}. Moreover,
‖Kp y‖ ‖y‖1, y ∈ Im L.
314 X. Zhang et al. / J. Math. Anal. Appl. 353 (2009) 311–319Proof. It is clear that Ker L = {x ∈ X: x(t) = c1 + c2t, c1, c2 ∈ R, t ∈ [0,1]}. Moreover, we have
Im L =
{
y ∈ L1[0,1]:
1∫
0
g(t)
1∫
t
y(s)dsdt =
1∫
0
h(t)
t∫
0
y(s)dsdt = 0
}
. (2.1)
If y ∈ Im L, then there exists x ∈ dom L such that x′′(t) = y(t). Integrating it from 0 to t , we have
x′(t) − x′(0) =
t∫
0
y(s)ds.
Substituting boundary condition x′(0) = ∫ 10 h(t)x′(t)dt into the above formulae, we have
x′(t) =
1∫
0
h(t)x′(t)dt +
t∫
0
y(s)ds.
Multiplying it with h(t) and integrating from 0 to 1, we have
1∫
0
h(t)x′(t)dt =
1∫
0
h(t)x′(t)dt
1∫
0
h(t)dt +
1∫
0
h(t)
t∫
0
y(s)dsdt.
By the condition
∫ 1
0 h(t)dt = 1 we have
∫ 1
0 h(t)
∫ t
0 y(s)dsdt = 0.
Similarly, we can obtain
∫ 1
0 g(t)
∫ 1
t y(s)dsdt = 0.
On the other hand, y ∈ L1[0,1] satisﬁes
1∫
0
g(t)
1∫
t
y(s)dsdt =
1∫
0
h(t)
t∫
0
y(s)dsdt = 0.
Let x(t) = ∫ t0 (t − s)y(s)ds, then x′′(t) = y(t), and x′(t) = ∫ t0 y(s)ds. Thus, x′(0) = 0 = ∫ 10 h(t)x′(t)dt , and
x′(1) =
1∫
0
y(s)ds =
1∫
0
g(t)
1∫
0
y(s)dsdt =
1∫
0
g(t)
t∫
0
y(s)dsdt +
1∫
0
g(t)
1∫
t
y(s)dsdt
=
1∫
0
g(t)
t∫
0
y(s)dsdt =
1∫
0
g(t)x′(t)dt.
Then x ∈ dom L and Lx = y, i.e., y ∈ Im L. Therefore, (2.1) holds.
For y ∈ L1[0,1], let Q : Z → Z be deﬁned by Q y = a + bt , where
a = Δ1
Δ
, b = Δ2
Δ
,
Δ1 =
∣∣∣∣
∫ 1
0 g(t)
∫ 1
t y(s)dsdt
1
2 (1−
∫ 1
0 t
2g(t)dt)∫ 1
0 h(t)
∫ t
0 y(s)dsdt
1
2
∫ 1
0 t
2h(t)dt
∣∣∣∣ ,
Δ2 =
∣∣∣∣1−
∫ 1
0 tg(t)dt
∫ 1
0 g(t)
∫ 1
t y(s)dsdt∫ 1
0 th(t)dt
∫ 1
0 h(t)
∫ t
0 y(s)dsdt
∣∣∣∣ .
Let y1(t) = y(t) − Q y, then y1 ∈ Im L and Z = Im L ⊕ R2. So we have dim(Ker L) = codim Im L = 2. This means L is a
Fredholm operator of index zero.
Now we deﬁne a projector P : X → Ker L by
(Px)(t) = 1
2
x(0) + 1
2
x′(0)t.
Let X1 = {x ∈ X | x(0) + x′(0)t = 0}. For x ∈ dom L ∩ X1, we have
(KpLx)(t) = Kpx′′(t) =
t∫
(t − s)x′′(s)ds =
t∫ τ∫
x′′(s)dsdτ =
t∫ (
x′(τ ) − x′(0))dτ = x(t) − x(0) − x′(0)t = x(t).0 0 0 0
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(LKp y)(t) =
(
(Kp y)(t)
)′′ =
( t∫
0
(t − s)y(s)ds
)′′
= y(t).
This means Kp = L|−1dom L∩X1 .
Finally, by the deﬁnition of Kp , we can obtain easily that ‖Kp y‖ ‖y‖1. The proof is complete. 
The following ﬁxed point theorem due to Mawhin is fundamental in the proofs of our main results.
Lemma 2.2. (See [31].) Let L be a Fredholm operator of index zero and let N be L-compact on Ω¯ . Suppose that the following conditions
are satisﬁed:
(a1) Lx 
= λNx, ∀(x, λ) ∈ [(dom L\Ker L) ∩ ∂Ω] × (0,1);
(a2) Nx /∈ Im L, ∀x ∈ Ker L ∩ ∂Ω;
(a3) deg( J Q N|Ker L,Ω ∩ Ker L,0) 
= 0. Where Q : Z → Z is a projection given as above with Im L = Ker Q , J : Im Q → Ker L is a
isomorphism with J (θ) = θ .
Then Lx = Nx has at least one solution in dom L ∩ Ω¯ .
3. Main results
In this section, we will use Lemma 2.2 to prove the existence of solution of problem (1.1).
Theorem 3.1. Let f : [0,1] × R2 → R is continuous, and assume that
(H1) There exist functions p,q, r ∈ L1[0,1], such that∣∣ f (t,u, v)∣∣ p(t)|u| + q(t)|v| + r(t), ∀t ∈ [0,1], (u, v) ∈ R2.
(H2) There exist constants M,N > 0 such that∣∣∣∣
∫ 1
0 g(t)
∫ 1
t f (s, x(s), x
′(s))dsdt 12 (1−
∫ 1
0 t
2g(t)dt)∫ 1
0 h(t)
∫ t
0 f (s, x(s), x
′(s))dsdt 12
∫ 1
0 t
2h(t)dt
∣∣∣∣ 
= 0
and ∣∣∣∣1−
∫ 1
0 tg(t)dt
∫ 1
0 g(t)
∫ 1
t f (s, x(s), x
′(s))dsdt∫ 1
0 th(t)dt
∫ 1
0 h(t)
∫ t
0 f (s, x(s), x
′(s))dsdt
∣∣∣∣ 
= 0
hold for x ∈ dom L \ Ker L with |x(t)| N, |x′(t)| M, ∀t ∈ [0,1].
(H3) There exist constants M1 > 0, M2 > 0, such that either
c1
Δ
∣∣∣∣
∫ 1
0 g(t)
∫ 1
t f (s, c1 + c2s, c2)dsdt 12 (1−
∫ 1
0 t
2g(t)dt)∫ 1
0 h(t)
∫ t
0 f (s, c1 + c2s, c2)dsdt 12
∫ 1
0 t
2h(t)dt
∣∣∣∣> 0,
c2
Δ
∣∣∣∣1−
∫ 1
0 tg(t)dt
∫ 1
0 g(t)
∫ 1
t f (s, c1 + c2s, c2)dsdt∫ 1
0 th(t)dt
∫ 1
0 h(t)
∫ t
0 f (s, c1 + c2s, c2)dsdt
∣∣∣∣> 0
or
c1
Δ
∣∣∣∣
∫ 1
0 g(t)
∫ 1
t f (s, c1 + c2s, c2)dsdt 12 (1−
∫ 1
0 t
2g(t)dt)∫ 1
0 h(t)
∫ t
0 f (s, c1 + c2s, c2)dsdt 12
∫ 1
0 t
2h(t)dt
∣∣∣∣< 0,
c2
Δ
∣∣∣∣1−
∫ 1
0 tg(t)dt
∫ 1
0 g(t)
∫ 1
t f (s, c1 + c2s, c2)dsdt∫ 1
0 th(t)dt
∫ 1
0 h(t)
∫ t
0 f (s, c1 + c2s, c2)dsdt
∣∣∣∣< 0
hold for c1, c2 ∈ R with |c1| > M1 , |c2| > M2 .
Then problem (1.1) with
∫ 1
0 h(t)dt = 1,
∫ 1
0 g(t)dt = 1 has at least one solution in C1[0,1] provided that 2‖p‖1 + ‖q‖1 < 13 .
Proof. We divide the proof into the following three steps.
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If x ∈ U1, then λ 
= 0, Q Gx = 0. By the deﬁnition of Q , we have∣∣∣∣
∫ 1
0 g(t)
∫ 1
t f (s, x(s), x
′(s))dsdt 12 (1−
∫ 1
0 t
2g(t)dt)∫ 1
0 h(t)
∫ t
0 f (s, x(s), x
′(s))dsdt 12
∫ 1
0 t
2h(t)dt
∣∣∣∣= 0,
∣∣∣∣1−
∫ 1
0 tg(t)dt
∫ 1
0 g(t)
∫ 1
t f (s, x(s), x
′(s))dsdt∫ 1
0 th(t)dt
∫ 1
0 h(t)
∫ t
0 f (s, x(s), x
′(s))dsdt
∣∣∣∣= 0.
From (H2), there exist t0, t1 ∈ [0,1] such that |x′(t0)| M , |x(t1)| N , then we obtain
∣∣x′(0)∣∣=
∣∣∣∣∣x′(t0) −
t0∫
0
x′′(t)dt
∣∣∣∣∣ M + ‖x′′‖1,
and
∣∣x(0)∣∣=
∣∣∣∣∣x(t1) −
t1∫
0
x′(t)dt
∣∣∣∣∣ N + ‖x′‖∞.
Moreover, by Lemma 2.1 and (H1) we know∥∥(I − P )x∥∥= ∥∥KpL(I − P )x∥∥ ∥∥L(I − P )x∥∥1 = ‖Lx‖1  ‖Gx‖1
 ‖p‖1‖x‖∞ + ‖q‖1‖x′‖∞ + ‖r‖1.
In view of x(t) = ∫ t0 x′(s)ds + x(0), we have ‖x‖∞  ‖x′‖1 + |x(0)| 2‖x′‖∞ + N .
Thus, for x ∈ U1, we obtain
‖x′‖∞  ‖x‖ ‖Px‖ +
∥∥(I − P )x∥∥ 1
2
(∣∣x(0)∣∣+ ∣∣x′(0)∣∣)+ ‖p‖1‖x‖∞ + ‖q‖1‖x′‖∞ + ‖r‖1
 1
2
(
M + ‖x′′‖1 + N + ‖x′‖∞
)+ ‖p‖1(N + 2‖x′‖∞)+ ‖q‖1‖x′‖∞ + ‖r‖1.
It follows that ‖x′‖∞  a1 + a2‖x′′‖1, where
a1 =
1
2 (M + N) + N‖p‖1 + |r‖1
1
2 − 2‖p‖1 − ‖q‖1
, a2 = 1
2( 12 − 2‖p‖1 − ‖q‖1)
.
On the other hand, we know
‖x′′‖1 = ‖Lx‖1  ‖Gx‖ ‖p‖1‖x‖∞ + ‖q‖1‖x′‖∞ + ‖r‖1
 ‖p‖1
(
N + 2‖x′‖∞
)+ ‖q‖1‖x′‖∞ + ‖r‖1  (2‖p‖1 + ‖q‖1)‖x′‖∞ + N‖p‖1 + ‖r‖1.
Therefore
‖x′′‖1  (2‖p‖1 + ‖q‖1)a1 + N‖p‖1 + ‖r‖1
1− (2‖p‖1 + ‖q‖1)a2 ,
and the proof of Step 1 is ﬁnished.
Step 2. Let U2 = {x ∈ Ker L: G(x) ∈ Im L}. Now we show that U2 is bounded.
In fact, if x ∈ U2, then x = c1 + c2t , c1, c2 ∈ R , and Q Gx = 0. Thus,∣∣∣∣
∫ 1
0 g(t)
∫ 1
t f (s, c1 + c2s, c2)dsdt 12 (1−
∫ 1
0 t
2g(t)dt)∫ 1
0 h(t)
∫ t
0 f (s, c1 + c2s, c2)dsdt 12
∫ 1
0 t
2h(t)dt
∣∣∣∣= 0,
∣∣∣∣1−
∫ 1
0 tg(t)dt
∫ 1
0 g(t)
∫ 1
t f (s, c1 + c2s, c2)dsdt∫ 1
0 th(t)dt
∫ 1
0 h(t)
∫ t
0 f (s, c1 + c2s, c2)dsdt
∣∣∣∣= 0.
By (H2), there exist t0, t1 ∈ [0,1] such that |x′(t0)| M, |x(t1)| N , then
‖x′‖∞ = |c2| M.
Moreover,
‖x‖∞  2‖x′‖∞ + N  2M + N.
So ‖x‖ 2M + N . The proof of Step 2 is complete.
X. Zhang et al. / J. Math. Anal. Appl. 353 (2009) 311–319 317Step 3. Considering the ﬁrst part of the condition (H3), let
U3 =
{
x ∈ Ker L: H(x, λ) = λx+ (1− λ) J Q Gx = 0, λ ∈ [0,1]},
where J : Im Q → Ker L is the linear isomorphism given by J (c1 + c2t) = c1 + c2t , ∀c1, c2 ∈ R , t ∈ [0,1]. Then U3 is bounded.
In fact, if x = c1 + c2t ∈ U3, then λ(c1 + c2t) + (1− λ)Q G(c1 + c2t) = 0. By the deﬁnition of Q we have
λc1 + (1− λ) 1
Δ
∣∣∣∣
∫ 1
0 g(t)
∫ 1
t f (s, c1 + c2s, c2)dsdt 12 (1−
∫ 1
0 t
2g(t)dt)∫ 1
0 h(t)
∫ t
0 f (s, c1 + c2s, c2)dsdt 12
∫ 1
0 t
2h(t)dt
∣∣∣∣= 0,
λc2 + (1− λ) 1
Δ
∣∣∣∣1−
∫ 1
0 tg(t)dt
∫ 1
0 g(t)
∫ 1
t f (s, c1 + c2s, c2)dsdt∫ 1
0 th(t)dt
∫ 1
0 h(t)
∫ t
0 f (s, c1 + c2s, c2)dsdt
∣∣∣∣= 0.
If λ = 1, then c1 = 0, c2 = 0. In this case, it is clear that U3 is bounded. If λ 
= 1, then there exist M1 > 0, M2 > 0 such that
|c1| > M1, |c2| > M2, from the ﬁrst part of (H3) we know
λc21 = −c1(1− λ)
1
Δ
∣∣∣∣
∫ 1
0 g(t)
∫ 1
t f (s, c1 + c2s, c2)dsdt 12 (1−
∫ 1
0 t
2g(t)dt)∫ 1
0 h(t)
∫ t
0 f (s, c1 + c2s, c2)dsdt 12
∫ 1
0 t
2h(t)dt
∣∣∣∣< 0,
λc22 = −c2(1− λ)
1
Δ
∣∣∣∣1−
∫ 1
0 tg(t)dt
∫ 1
0 g(t)
∫ 1
t f (s, c1 + c2s, c2)dsdt∫ 1
0 th(t)dt
∫ 1
0 h(t)
∫ t
0 f (s, c1 + c2s, c2)dsdt
∣∣∣∣< 0.
Which contradicts with λc21 > 0, λc
2
2 > 0. It follows that |c1| M1, |c2| M2. Then ‖x‖ = |c1| + |c2| M1 + M2. The proof
of Step 3 is complete.
On the other hand, if the second part of the condition (H3) holds, then let
U3 =
{
x ∈ Ker L: H(x, λ) = −λx+ (1− λ) J Q Gx = 0, λ ∈ [0,1]}.
By the similar method, we can prove U3 is bounded.
Now we shall prove that all the conditions of Lemma 2.2 are satisﬁed. By Arzela–Ascoli theorem we have KP Q G : Ω¯ → X
is compact, then G is L-compact. Let Ω ⊃⋃3i=1 Ui is a bounded set. By Steps 1–3, we obtain
(a1) Lx 
= λGx, ∀(x, λ) ∈ [(dom L\Ker L) ∩ ∂Ω] × (0,1);
(a2) Gx /∈ Im L, ∀x ∈ Ker L ∩ ∂Ω;
(a3) let H(x, λ) = ±λx+ (1− λ) J Q Gx, λ ∈ [0,1].
According to the above argument, we know H(x, λ) 
= 0 for ∀x ∈ Ker L ∩ ∂Ω . Thus, by the homotopy property of degree,
we get
deg( J Q G|Ker L,Ω ∩ Ker L,0) = deg
(
H(·,0),Ω ∩ Ker L,0)= deg(H(·,1),Ω ∩ Ker L,0)
= deg(±I,Ω ∩ Ker L,0) 
= 0.
By Lemma 2.2, we have that Lx = Gx has at least one solution in dom L ∩ Ω¯ . Therefore problem (1.1) has at least one
solution. 
To illustrate how our main results can be used in practice we present an example.
Example 3.1. Consider the following boundary value problem{
x′′ = a(t)[t2 + 4+ 112 sin x+ 114 (1+ t)x′], 0< t < 1,
x′(0) = ∫ 10 x′(t)dt, x′(1) = ∫ 10 x′(t)dt, (3.1)
where
a(t) =
⎧⎪⎪⎨
⎪⎪⎩
2t − 1, t ∈ [0, 12 ],
0, t ∈ [ 12 , 23 ],
3t − 2, t ∈ [ 23 ,1].
Conclusion. BVP (3.1) has at least one solution x∗(t) in C1[0,1].
318 X. Zhang et al. / J. Math. Anal. Appl. 353 (2009) 311–319Proof. BVP (3.1) can be regarded as a BVP of the form (1.1), where
f (t, x, x′) = a(t)w(t) = a(t)
[
t2 + 4+ 1
12
sin x+ 1
14
(1+ t)x′
]
, h(t) = 1, g(t) = 1.
It is not diﬃcult to see that
∫ 1
0 h(t)dt = 1,
∫ 1
0 g(t)dt = 1, and
Δ =
∣∣∣∣1−
∫ 1
0 tg(t)dt
1
2 (1−
∫ 1
0 t
2g(t)dt)∫ 1
0 th(t)dt
1
2
∫ 1
0 t
2h(t)dt
∣∣∣∣=
∣∣∣∣ 12 131
2
1
6
∣∣∣∣ 
= 0.
Now we prove (H1)–(H3) are satisﬁed.
Let p(t) = 112 , q(t) = 17 , r(t) = 5. Then we have 2‖p‖1 + ‖q‖1 = 16 + 17 = 1342 < 13 , and
∣∣ f (t,u, v)∣∣= ∣∣∣∣a(t)
[
t2 + 4+ 1
12
sinu + 1
14
(1+ t)v
]∣∣∣∣ p(t)|u| + q(t)|v| + r(t).
Thus (H1) is satisﬁed.
Taking N = 24, M = 84. So, as |x(t)| N , |x′(t)| M , we have w(t, x, x′) > 0 or w(t, x, x′) < 0. Therefore,∣∣∣∣
∫ 1
0 g(t)
∫ 1
t f (s, x(s), x
′(s))dsdt 12 (1−
∫ 1
0 t
2g(t)dt)∫ 1
0 h(t)
∫ t
0 f (s, x(s), x
′(s))dsdt 12
∫ 1
0 t
2h(t)dt
∣∣∣∣=
∣∣∣∣
∫ 1
0 g(t)
∫ 1
t f (s, x(s), x
′(s))dsdt 13∫ 1
0 h(t)
∫ t
0 f (s, x(s), x
′(s))dsdt 16
∣∣∣∣
= 1
6
1∫
0
(3s − 2) f (s, x(s), x′(s))ds 
= 0, (3.2)
and ∣∣∣∣1−
∫ 1
0 tg(t)
∫ 1
0 g(t)
∫ 1
t f (s, x(s), x
′(s))dsdt∫ 1
0 th(t)dt
∫ 1
0 h(t)
∫ t
0 f (s, x(s), x
′(s))dsdt
∣∣∣∣=
∣∣∣∣ 12
∫ 1
0 g(t)
∫ 1
t f (s, x(s), x
′(s))dsdt
1
2
∫ 1
0 h(t)
∫ t
0 f (s, x(s), x
′(s))dsdt
∣∣∣∣
= 1
2
1∫
0
(1− 2s) f (s, x(s), x′(s))ds 
= 0. (3.3)
From (3.2) and (3.3), we obtain that the condition (H2) holds.
Let M1 = 108, M2 = 84. Then, as |c1| > 108, |c2| > 84, we have that (H3) holds. Thus, Theorem 3.1 implies that BVP (3.1)
has at least one solution in C1[0,1]. 
Remark 1. Example 3.1 implies that there is a large number of functions that satisfy the conditions of Theorem 3.1. In
addition, the conditions of Theorem 3.1 are also easy to check.
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