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We discuss the renormalisation of the initial value problem in quantum field theory using the two-
particle irreducible (2PI) effective action formalism. The nonequilibrium dynamics is renormalised
by counterterms determined in equilibrium. We emphasize the importance of the appropriate choice
of initial conditions and go beyond the Gaussian initial density operator by defining self-consistent
initial conditions. We study the corresponding time evolution and present a numerical example
which supports the existence of a continuum limit for this type of initial conditions.
I. INTRODUCTION
Nonequilibrium field theory is receiving an increasing level of attention from the side of cosmologists as well as from
the heavy ion community. The reheating of the postinflationary universe [1] the dynamics of symmetry breaking [2]
and the formation and decay of cosmological defect networks [3] as well as the phase transitions in the early universe
[4] with possible relic gravitational waves [5] are just some of the examples that require the study of out-of-equilibrium
fields in a cosmological context. Similarly, the rapid thermalisation of the hot quark-gluon plasma [6, 7] and its driving
mechanisms, such as the Weibel instability [8] raise questions in the realm of nonequilibrium field theory.
One of the simplest and most popular strategies to describe an out-of-equilibrium field theory is the classical ap-
proximation. It has been extensively used for reheating models of the early Universe [9] and also for predicting the
corresponding production of gravitational waves [10]. Other cosmological applications include electroweak baryo-
genesis [11, 12] as well as theories accomodating non-fundamental strings [13] or domain walls [14, 15], where the
nonperturbative treatment is essential. The extreme excitation of the gluon field in a heavy ion collision has also
made the classical strategy applicable and very successful at early times after a collision [16, 17].
The success of classical field theory indicates that many of the interesting phenomena in high energy physics are
actually classical. Indeed, genuine quantum effects play little role if the classical modes are highly excited, and these
classical fluctuations can play the role of quantum particles. In order for the classical approach to work the UV
modes must remain unexcited to avoid Rayleigh-Jeans divergences. In fact, this restricts the classical treatment to
far-from-equilibrium settings, and the classical dynamics automatically drives the system out of its range of validity
in the course of equilibration.
It is still possible to split the momentum space of a theory into different momentum regions, where hard degrees
of freedom follow a quantum-mechanically correct Hard Thermal Loop (HTL) dynamics to some finite perturbative
order, while the infrared part follows the classical non-perturbative dynamics [18, 19]. This allows a kinetic description
[20, 21] for the hard modes in terms of a Vlasov equation [22]. The interplay between classical waves and particles can
give account for non-trivial dynamics, such as the development of plasma instabilities [23, 24]. In this way one can
avoid the problem of ultraviolet divergences, but the scale separation is not always natural, especially if the coupling
is not small.
A step towards the inclusion of quantum corrections from first principles is the Hartree approximation [25, 26]. It
assumes a constantly Gaussian density operator and allows to account for quasi-particles propagating in arbitrary
inhomogeneous backgrounds, which can be as complicated as a network of topological defects [27, 28]. Although it
completely neglects the scattering of the quasi-particles on each other, non-perturbative particle creation mechanisms,
like tachyonic instability [29] or parametric resonance [30] are within its range of validity. Renormalisation in this
framework has already been discussed at length [31]. Despite of its simplicity and clean formulation the fact that
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2thermalisation can not be described in this way [32, 33] explains why this approximation scheme could not reach a
wide acceptance.
The two-particle irreducible (2PI) effective action provides a first principles approach to quantum field theory
[34, 35]. The systematic approximations, obtained from any small parameter expansion of the 2PI effective action,
usually resum an entire series of ladder diagrams which in turn play a particularly important role in solving the
secularity problem of out-of-equilibrium perturbation theory. This type of resummation is also present in the Kadanoff-
Baym equations [36] as well as in Boltzmann equations [37]. It has been shown that the first nontrivial truncation
of the 2PI effective action beyond two-loop order already provides a sufficient framework to describe thermalisation
in scalar theories [38, 39, 40, 41, 42] as well as in a model with fermions [43]. The 2PI effective action has become
a standard framework for nonequilibrium quantum field theory [44], at present, with mostly scalar applications of
cosmological interest [45, 46, 47].
The success of these practical applications has also encouraged more formal investigations on the very foundations
of the 2PI (and more generally nPI [48]) approach. To be considered as a sensible approach, the latter should
lead to approximations which reflect, as much as possible, the basic properties of quantum field theories. The
thermodynamical consistency as well as the energy conserving nature of the time evolution have already been known
[49]. Understanding how global and local symmetries appear at the level of the 2PI effective action has been studied
in [50, 51]. Because some important aspects of the dynamics of hot gauge theories require a 3PI analysis [52, 53],
applications have also shifted focus to higher nPI effective actions [54, 55, 56, 57]. For low orders, however, (e.g. for
the truncation used in this paper) any higher nPI effective action yields the equation of motion what one also finds
in 2PI [54].
Another important issue is renormalisation. So far, the latter has been considered in equilibrium for scalar [50,
58, 59, 60, 61, 62, 63], fermionic [64] as well as abelian gauge fields [65]. However, no similar studies exist so far
out-of-equilibrium beyond Hartree approximation, and most applications were based on cut-off theories defined in
terms of bare parameters. In this work, we intend to fill this gap and show how renormalisation results obtained in
equilibrium could be used out-of-equilibrium. For illustration, we consider a scalar (λ/4!)ϕ4 theory but our approach
could be extended to other theories of relevance.
In Sec. II, we recall basic definitions and results in equilibrium. Special attention is paid to the equivalence between
different contours in the truncated 2PI framework, which we use later on. In Sec. III we move on to out-of-equilibrium
situations and point out the relevance of beyond-Gaussian initial conditions for continuum field theories. We suggest a
self-consistent initial condition and study the corresponding time evolution in the 2PI three-loop approximation. Our
numerical results strongly suggest the existence of a continuum limit for such initial conditions, unlike what happens
with Gaussian initial conditions. Appendices C and D collect the algorithms used to obtain the results in Sec. III.
II. EQUILIBRIUM QUANTUM FIELD THEORY
In this section we consider a real scalar field in equilibrium at a temperature T = 1/β. In this context, one is usually
interested in determining thermal expectation values of products of field operators ordered along a given time contour
C. In Secs. II A-II C, we recall the definition of the contour-ordered propagator in equilibrium and explain how to
evaluate it non-perturbatively within the 2PI approximation scheme. This requires non-perturbative renormalisation
as we discuss in Sec. II D.
A. Contour-ordered propagator
Consider a complex time contour C, the properties of which we shall specify in what follows. The contour-ordered
propagator is defined as
G(x, y) ≡ ΘC(x0, y0)G
>(x, y) + ΘC(y0, x0)G
>(y, x) , (1)
where ΘC(x0, y0) denotes the step function along the contour, equal to one if y0 precedes x0 and zero in the opposite
case. The Wightman function[70] G>(x, y) appearing in Eq. (1) is defined as
G>(x, y) ≡ 〈ϕ(x)ϕ(y)〉β ≡
Tr e−βHϕ(x)ϕ(y)
Tr e−βH
. (2)
In equilibrium G>(x, y) depends on the difference of its arguments only and we shall use this simplification
when necessary. Using Lehmann’s representation one shows that G>(x − y) is analytic in the complex domain
3−β < Im (x0 − y0) < 0. From the equal-time commutation relations, we have[
G>(x, y)−G>(y, x)
]
x0=y0
=0 , (3)
∂x0
[
G>(x, y)−G>(y, x)
]
x0=y0
=−iδ(3)(~x− ~y) . (4)
Finally, one can easily show the KMS (Kubo-Martin-Schwinger) relation
G>(x0 − iβ, y0; ~x, ~y) = G
>(y0, x0; ~y, ~x) , (5)
which holds for 0 < Im (x0 − y0) < β. In Fourier space,[71] it reads
G>(−p0,−~p) = e
−βp0G>(p0, ~p) . (6)
From the analyticity property of G>(x, y) it follows that the contour-ordered propagator G(x, y) is properly defined
only for contours with a decreasing imaginary part. Moreover, when one tries to practically compute G(x, y), a second
important constraint appears on the contour, namely that it should stretch from some – arbitrary – initial time tI to
a final time tI − iβ. This condition, which appears both in the canonical and path integral approaches, is dictated by
the presence of the operator e−βH in the thermal average of Eq. (2). The same condition has been recently found for
the convergence of real-time lattice simulations [66]. One can construct numerous contours with decreasing imaginary
part and stretching from time tI to tI − iβ. We shall refer to them as admissible contours. If one is interested in
real-time aspects, the first branch of the contour should be contained in the real time axis. A particular example of
such a contour is the close-time path, represented in Fig. 1.
t
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FIG. 1: Close-time path. We here chose tI = 0.
B. Propagator from the 2PI approximation scheme
Any propagator ordered along an admissible contour admits the path integral representation
G(x, y) =
∫
Dϕϕ(x)ϕ(y) exp
{
i
∫
C L(x)
}∫
Dϕ exp
{
i
∫
C
L(x)
} , (7)
where L(x) is the Lagrangian density
L(x) =
1
2
(∂ϕ(x))2 −
1
2
m2(ϕ(x))2 −
λ
4!
(ϕ(x))4 (8)
and the path integral is taken over fields satisfying the boundary condition ϕ(tI ; ~x) = ϕ(tI − iβ; ~x). This path integral
representation can be used to obtain a perturbative expansion of the contour-ordered propagator. It can also be used
to define systematic non-perturbative approximations of the latter, as we now explain.
The contour-ordered propagator (7) can in fact be obtained from the generating functional
W [J,K] ≡ −i ln
∫
Dϕ ei
R
C
L(x)+i
R
C
J(x)ϕ(x)+ i
2
R
C
R
C
ϕ(x)K(x,y)ϕ(y) , (9)
either from a second derivative with respect to the source J(x) or a single derivative with respect to the sourceK(x, y),
evaluated for vanishing sources. If we now introduce, the conjugate variables φ(x) and G(x, y) defined by
δW [J,K]
δJ(x)
≡ φ(x) and
δW [J,K]
δK(x, y)
≡
1
2
[
G(x, y) + φ(x)φ(y)
]
, (10)
4we can construct the double Legendre transform of W [J,K]:
Γ[φ,G] ≡W [J,K]−
∫
C
J(x)φ(x) −
1
2
∫
C
∫
C
K(x, y)
[
G(x, y) + φ(x)φ(y)
]
, (11)
from which one can easily recover the initial sources J(x) and K(x, y) as
δΓ[φ,G]
δφ(x)
= −J(x)−
∫
C
K(x, y)φ(y) and
δΓ[φ,G]
δG(x, y)
= −
1
2
K(x, y) . (12)
The benefit of this last equation is that, for a given source K(x, y), it defines the two-point[72] function G(x, y) as
the solution to an implicit variational equation, which in turn is a powerful means for resumming Feynman diagrams
and defining the contour-ordered propagator non-perturbatively.
It is particularly convenient to introduce the decomposition
Γ[φ,G] ≡ S0[φ] +
i
2
TrC lnG
−1 +
i
2
TrC G
−1
0 G+ Γint[φ,G] (13)
where S0[ϕ] denotes the free classical action along the contour C and G
−1
0 (x, y) ≡ i(∂
2
x +m
2)δC(x, y) is the corre-
sponding free inverse propagator. This decomposition allows one to rewrite Eq. (12) as
δC(x, y) =
∫
C
d4z
[
G−10 (x, z)− Σ(x, z)− iK(x, z)
]
G(z, y) , (14)
where the self-energy Σ(x, y) is obtained from
Σ(x, y) = 2i
δΓint[φ,G]
δG(y, x)
. (15)
Since iΓint[φ,G] has a simple diagrammatic interpretation [35] as the sum of all vac-to-vac two-particle-irreducible
(2PI) diagrams of the shifted interaction part of the theory Sint[φ + ϕ], it is very easy to define systematic non-
perturbative approximations of the contour-ordered propagator using Eqs. (14) and (15). One has simply to select a
certain number of 2PI diagrams in Γint[φ,G], plug them in the right-hand-side of Eq. (15) and solve the latter together
with Eq. (14). In this work we concentrate on the three-loop approximation to Γint[φ,G] in the absence of a field
expectation value for which Eq. (15) becomes
Σ(x, y) ≡ −iΣ0(x)δC(x, y) + ΘC(x0, y0)Σ
>(x, y) + ΘC(y0, x0)Σ
>(y, x) (16)
with
Σ0(x) =
λ
2
G(x, x) and Σ>(x, y) = −
λ2
6
G>(x, y)3 . (17)
C. Equivalence of contours
Because we are discussing equilibrium, we set the source K(x, y) to zero for the moment. We shall later consider,
in Sec. III, a non-vanishing source has a means to bring the system out-of-equilibrium.
Inverting equation Eq. (14) to obtain the propagator G(x, y) in terms of the self-energy Σ(x, y) is usually rendered
cumbersome due to the non-real parts of the contour. As an important simplification, in App. A we prove that, in
equilibrium, any propagator ordered along an admissible contour can be reconstructed from the so-called real-time
propagator, obtained from solving Eqs. (14) and (16) on the real-time path (depicted in Fig. 2), with the KMS and
equal-time commutation relations as boundary conditions. The KMS condition is necessary because, in going from
t
FIG. 2: Real-time path.
the close-time path to the real-time path, one looses any reference to the temperature and one needs a sensible way
to reintroduce it.
5In what follows, we restrict our analysis to the real-time path. In this case, Eq. (14) can be put in a more tractable
form by introducing the functions
F (x, y) ≡
1
2
[
G>(x, y) +G>(y, x)
]
, ρ(x, y) ≡ i
[
G>(x, y)−G>(y, x)
]
(18)
as well as
ΣF (x, y) ≡
1
2
[
Σ>(x, y) + Σ>(y, x)
]
, Σρ(x, y) ≡ i
[
Σ>(x, y)− Σ>(y, x)
]
. (19)
Using the equal-time commutation relations, one can then recast Eq. (14) into a pair of partial differential equations
(
∂2x +m
2 +Σ0
)
F (x)=
0∫
−∞
dz4ΣF (x− z)ρ(z)−
x0∫
−∞
dz4Σρ(x − z)F (z) , (20)
(
∂2x +m
2 +Σ0
)
ρ(x)=−
x0∫
0
dz4Σρ(x − z)ρ(z) , (21)
where Σ0, ΣF (x) and Σρ(x) can also be expressed in terms of F (x, y) and ρ(x, y). In writing these equations, we have
used the fact that, in the absence of sources the functions F (x, y), ρ(x, y), ΣF (x, y) and Σρ(x, y) only depend on the
difference of their arguments.
In order to yield a particular solution, the previous two equations need to be supplemented by some boundary
conditions. Those for the spectral density ρ(x) are fixed by the equal time commutation relations: ρ(x)|x0=0 = 0 and
∂x0ρ(x)|x0=0 = 1. As for F (x), the boundary condition is nothing but the KMS condition we alluded to before. In
terms of F/ρ components, it takes the form
F (p0, ~p) = −i
(
1
2
+ f(p0)
)
ρ(p0, ~p) , (22)
where f(p0) = 1/(e
βp0 − 1) denotes the Bose-Einstein factor. In fact once the KMS condition is assumed, the system
of equations (20)-(21) becomes redundant. To see this in our particular example, notice that
Σ>(p)=−
λ2
6
∫
d4k
(2π)4
∫
d4l
(2π)4
G>(k)G>(l)G>(p− k − l) , (23)
from which one can check that Σ>(p), and in turn ΣF (p) and Σρ(p), obey KMS conditions similar to Eqs. (6) and
(22) respectively. Then writing Eqs. (20) and (21) in Fourier space (we set ω2~p ≡ ~p
2 +m2 +Σ0):
(−p20 + ω
2
~p)F (p)=
∫
dω
2π
[
ΣF (p) ρ(ω; ~p)
i(p0 − ω − iǫ)
+
Σρ(ω; ~p)F (p)
i(p0 − ω + iǫ)
]
, (24)
(−p20 + ω
2
~p) ρ(p)=
∫
dω
2π
[
Σρ(p) ρ(ω; ~p)
i(p0 − ω − iǫ)
+
Σρ(ω; ~p) ρ(p)
i(p0 − ω + iǫ)
]
, (25)
it is straightforward to check that Eq. (24) implies Eq. (25) and vice versa. We conclude that in equilibrium, one only
needs to solve Eq. (21) for ρ(x) and determine F (x) from the KMS condition. Equation (21) needs to be renormalised,
as we now explain.
D. Renormalisation
Equation (21) for the spectral density is usually plagued by ultraviolet divergences which one needs to renormalise
in order to define a continuum limit. It has to be noted that, due to the presence of a Landau pole, this limit does
not exist in the strict sense. It is true, however, that there is a wide range of couplings where the Landau pole is
far in the UV and renormalisation can ensure the insensitivity to the cut-off, if it is significantly higher than other
physical scales, but does not exceed the Landau pole, at which the computed bare coupling diverges. We use the term
“continuum limit” in this restricted sense. Pattern of the divergence of bare parameters in the vicinity of the Landau
pole has been discussed in [67] in the 2PI three-loop approximation, that we also use here.
6Renormalisation on the real-time path has been considered in [50]. In this work we shall rather consider renormal-
isation in the so-called imaginary-time path [58] and infer renormalisation on the real-time path. Indeed, according
to App. A, the solution to Eqs. (14) and (16) on the real-time path supplemented by the KMS and equal-time com-
mutation relations can be used to construct propagators ordered along any admissible contour, at the same level of
approximation. In particular, if one chooses the imaginary-time path depicted in Fig. 3, one obtains the so-called
imaginary-time or Euclidean propagator (−β < τ < β)
GE(τ ; ~x) ≡ Θ(τ)G
>(−iτ ; ~x) + Θ(−τ)G>(iτ ;−~x) , (26)
where G>(−iτ ; ~x) is the analytic continuation of the real-time Wightman function to the imaginary-time path, as
defined in Eq. (A3) of App. A. The KMS condition implies that GE(τ ; ~x) is β-periodic in τ from which one concludes
β−i
t
FIG. 3: Imaginary time path.
that GE(τ ; ~x) can equally be represented by its Fourier modes GE(p) with p ≡ (iωn; ~p) and ωn = (2π/β)n a discrete
Matsubara frequency:
GE(iωn; ~p) ≡
∫ β
0
dτ
∫
d3x eiωnτe−i~p·~xG>(−iτ ; ~x) . (27)
Using Eq. (A3) and the KMS condition, one then shows that
GE(iωn; ~p) =
∫
d4p
(2π)4
iρ(p0; ~p)
iωn − p0
(28)
from which it follows that
ρ(p0; ~p) = 2i ImGE(p0 + iε; ~p) . (29)
We conclude from this, that in order to renormalise ρ(p0; ~p), it is enough to renormalise GE(iωn; ~p). This assumes
that the analytic continuation involved in Eq. (29) does not bring in new divergences. This assumption is plausible
since, in what follows, we restrict to a spatial cut-off and leave the time direction in the continuum, see below.
1. Imaginary time counterterms
In Fourier space, the Euclidean propagator in the approximation at hand is such that G−1E (p) ≡ G
−1
E,0(p) + ΣE(p)
with G−1E,0(p) ≡ ω
2
n + ~p
2 +m2 and
ΣE(p) = δΣ
ct
E (p) +
λ
2
∫
k
ΣGE(k)−
λ2
6
∫
k
Σ
∫
l
ΣGE(k)GE(l)GE(p− k − l) , (30)
The piece δΣctE (p) contains counterterms which should be adjusted in such a way that UV divergences are absorbed.
Due to Eq. (28), the counterterms in imaginary-time are exactly those needed to renormalise the equations in real-
time. Strictly speaking this is true if the time integral is not discretized. For this reason we introduce a spatial cut-off
only. For such an anisotropic regularisation and at three-loop order in the 2PI-loop expansion the counterterm piece
reads
δΣctE (p) = δZt ω
2
n + δZs ~p
2 + δM2 (31)
with
δM2 ≡ δm2E +
δλE
2
∫
k
ΣGE(k) . (32)
7The three counterterms in Eq. (31) can be fixed using renormalisation conditions at a reference temperature T ⋆ and
a reference momentum p⋆
Σ⋆E(p
⋆) = 0 ,
dΣ⋆E(p)
dω2n
∣∣∣∣
p=p⋆
= 0 ,
dΣ⋆E(p)
dp23
∣∣∣∣
p=p⋆
= 0 , (33)
see App. C for Algorithm (1) which finds these counterterms. These three renormalisation conditions are, however,
not sufficient to ensure insensitivity to the UV cut-off at a temperature T away from the renormalisation temperature
T ⋆. For this to be achieved one needs to adjust the coupling counterterm δλE in such a way that coupling UV
subdivergences which appear in ΣE(p) are properly absorbed. These subdivergences can easily be accounted for by
remarking that they are obtained after opening a perturbative line (corresponding to a free propagator GE,0) in any
of the diagrams contributing to ΣE(p). Algebraically, this corresponds to considering the function δΣE(p)/δGE,0(q)
which is shown to be given by:
δΣE(p)
δGE,0(q)
=
VE(p, q)/2
(1 +GE,0(q)ΣE(q))2
(34)
with
VE(p, q) = ΛE(p, q)−
1
2
∫
r
ΣVE(p, r)[GE(r)]
2ΛE(r, q) (35)
and
ΛE(p, q) ≡ λ+ δλE − λ
2
∫
k
ΣGE(k)GE(p− q − k) . (36)
Equation (34) tells that if one wants to properly absorb coupling subdivergences appearing in ΣE(p), one needs to
renormalise the function VE(p, q) as well. This is actually done by means of the following renormalisation condition
at the reference temperature T ⋆:
V ⋆E(p
⋆, p⋆) = λ . (37)
This fixes the value of the coupling counterterm δλE and ensures that VE(p, q) as well as ΣE(p) are not sensitive to
the UV cut-off at any temperature T .
Although it is possible to solve Eq. (35) exactly as a linear algebra problem, we recommend the strategy detailed
in Algorithm (2), see App. C. In Ref. [67] we have solved this equation numerically in imaginary time and calculated
the renormalised 2PI pressure of a scalar ϕ4 theory to three-loop order in the 2PI-loop expansion.
2. Real-time counterterms
In principle the counterterms in real time should be equal to those in imaginary time, as long as time is not
discretised. We have checked this numerically for ϕ4 theory, but the agreement was not accurate, unless we used
extremely anisotropic regulators (at/a . 0.05), which is a highly inconvenient choice for the subsequent nonequilibrium
application due to the expense of the required storage and computation. If instead, we want to use a conveniently
coarse discretisation, we should not rely on the counterterm values obtained in imaginary time but rather compute
them in real time, directly. Still, calculations in imaginary time are not totally useless here since they allow for a
cheap determination of real time counterterms (without actually solving a real time version of Eq. (35)), as we now
explain.
First of all, we notice that in imaginary time the field strength counter-terms δZt and δZs grow logarithmically
with the cutoff with a prefactor of the order of 10−5. This means that the finite part of the self-energy reaches a
cut-off insensitive value before field strength divergences can even show up. In other words, for the cut-off values we
use, we can equally drop δZs and δZt and still obtain cut-off insensitive results.[73] We assume that this is also true
in real time and check this a posteriori.
We still need to fix the mass and coupling counterterms in real time. The trick we use here to avoid solving the
real-time version of Eq. (35) is that the coupling can equally be fixed by considering any other coupling dependent
observable, such as the thermal mass or the renormalisation scale dependence [61]. Suppose then that we know
the thermal mass m2th(T ) from a calculation in imaginary time (we may use here a convenient close-to-continuum
regulator, e.g. at ≪ a, aT ≪ 1, am≪ 1), defined as
m2th(T ) ≡ ΣE(p = 0) , (38)
8where ΣE(p = 0) contains the imaginary time counterterms δm
2
E and δλE , and renormalisation is implemented accord-
ing to Eqs. (33) and (37), see Algorithms (1) and (2). We can evaluate this thermal mass at different temperatures.
In particular if we evaluate it for two different temperatures we have in principle enough information to recover the
values of the counterterms δm2E and δλE . Now, the thermal mass has also an expression in real-time which involves
the real-time counterterms
m2th(T ) = δm
2 +
λ+ δλ
2
∫
d4k
(2π)4
F (k) +
∫ ∞
0
dtΣρ(t; ~p = ~0) . (39)
Using the two values for the thermal mass obtained in imaginary-time we can obtain the values for the real-time
counterterms. This is used in Algorithm (3), see App. C.
III. DEPARTING FROM EQUILIBRIUM
Let us now consider a nonequilibrium situation. If we aim at studying late-time dynamics and thermalisation, the
evolution should include the counterterms obtained in the previous section in order to describe the final equilibrated
state properly. Because these counterterms do not depend on time, they will be present at any time of the evolution.
Then, depending on how one sets up the evolution equations, this might lead to problems such as a UV divergent time
evolution. In Sec. 3.1, we first quickly revisit the evolution equations with a Gaussian initial condition and discuss
why one fails in obtaining a continuum limit for this type of evolution. In Sec. 3.2, we start the evolution from a
self-consistently dressed initial quantum state. We give arguments for the existence of a continuum limit in this case
and support them with numerical evidence.
A. Gaussian initial condition
A popular initialisation of the propagator is a Gaussian quantum state [39]. A remarkable feature of this special
choice is that the memory integrals start at initial time, and the only input parameter to be fixed is the initial
propagator and its first derivatives at equal time. The equations of motion in the F/ρ formalism read [39]:
(
∂2x+m
2+Σ0(x)
)
F (x, y)=
y0∫
0
d4zΣF (x, z)ρ(z, y)−
x0∫
0
d4zΣρ(x, z)F (z, y), (40)
(
∂2x+m
2+Σ0(x)
)
ρ(x, y)=−
x0∫
y0
d4zΣρ(x, z)ρ(z, y) . (41)
This initial prescription has been frequently used to successfully describe systems with a fixed cut-off. In low
dimensional systems renormalisation is less problematic [68]. In a 3+1 dimensional continuum quantum field theory,
however, this class of initial conditions is not useful for the continuum limit of the time evolution is not accessible.
One simple way to view this is to consider the equation for F (x, y) at initial time x0 = y0 = 0. The contribution Σ0(x)
in the left-hand-side of this equation contains the counterterms which are supposed to renormalise the equilibrium
state obtained from the time evolution. In contrast, the right-hand-side of the equation is equal to zero and thus,
part of the diagrams which should be absorbed by the counterterms are absent: One has an unbalanced divergence.
In Fig. 4 we present numerical results for the time evolution obtained from this kind of initial condition. We
parametrise the initial equal-time statistical correlator F (t, t; ~p) using the particle number
n(~p) = N exp(−(|~p| − pc)
2/2σ2) (42)
with N = 5, σ = 0.6m, pc = m. We use the counterterms determined at T
⋆ = m and plot the evolution of three
different modes |~p| = 0.4, 0.8, 1.6 for three different values of lattice spacing am = 1/4, 1/6, 1/8. On such fine lattices
one expects at least an approximate convergence as am → 0, as it will indeed happen in the next subsection. These
curves, however, show no sign of a continuum limit. In what follows, we propose a possible way to cure this.
B. Self-consistent initial conditions
The general framework of Sec. II suggests an alternative way to bring the system out of thermal equilibrium. One
simply has to calculate the 2PI propagator in presence of a non-vanishing external source K(x, y) living on the real-
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FIG. 4: Time evolution of the equal-time statistical correlator F (t, t; ~p) with fixed Gaussian initial propagator (λ = 24,
box size : L = 32) for three different modes |~p| = 0.4, 0.8, 1.6 and three different values of lattice spacing am = 1/4, 1/6, 1/8.
The counterterms we determine at temperature T ⋆ = m are not enough to ensure a continuum limit of the time evolution.
time path. In this paper we assume the components K0(x) and Kρ(x, y) to vanish, in such a way that the equations
for the 2PI propagator read
(
∂2x+m
2+Σ0(x)
)
F (x, y)=
y0∫
−∞
dz4ΣKF (x, z)ρ(z, y)−
x0∫
−∞
dz4Σρ(x, z)F (z, y), (43)
(
∂2x+m
2+Σ0(x)
)
ρ(x, y)=−
x0∫
y0
dz4Σρ(x, z)ρ(z, y) , (44)
where ΣKF ≡ ΣF + iKF . The benefit of this approach is that the renormalisability of the evolution equations only
depends on the properties of the source K(x, y). As we motivate in App. B, once the problem has been properly
renormalised in the absence of source, see Sec. II D, introducing a source does not bring new divergences provided
the UV behavior of the source is well under control. More precisely we show that, on the imaginary-time path, a
source K with proper asymptotics does not alter the UV structure of the Euclidean theory. To do so we expand the
self-energy ΣE in powers of K around the equilibrium solution Σ
K=0
E which we know how to renormalise:[74]
∆ΣE ≡ ΣE − Σ
K=0
E =
∑
n≥1
1
n!
δnΣE
δKn
∣∣∣∣
K=0
Kn (45)
and show that each term of this expansion is finite provided K has the correct UV asymptotics. Of course, strictly
speaking, it is not completely obvious that the result of App. B obtained on the imaginary-time path can be applied
to the real-time path. We shall however provide numerical evidence for a continuum limit on the real-time path which
is an indication that our argument does not really depend on the contour we consider.
Suppose we use a source given by
KF (x, y) ≡
{
KF (x− y) if x0 < 0 and y0 < 0 ;
0 if x0 > 0 or y0 > 0 .
(46)
For times smaller than zero, the system is in a steady state sustained by the translationally invariant sourceKF (x−y).
Such states exist for all times and can be obtained by solving the simplified, translationally invariant equations
(
∂2x +m
2 +Σ0
)
F (x)=
0∫
−∞
dz4ΣKF (x− z)ρ(z)−
x0∫
−∞
dz4Σρ(x− z)F (z) , (47)
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(
∂2x +m
2 +Σ0
)
ρ(x)=−
x0∫
0
dz4Σρ(x− z)ρ(z) . (48)
The source KF (x − y) alone does not completely fix the solution of these equations, as it was also the case in
equilibrium (no source). To define a particular solution we introduce a non-thermal boundary condition in the form
of a generalised KMS condition
F (p0; ~p) = −i
(
1
2
+ f(p0; ~p)
)
ρ(p0; ~p) , (49)
where f(p0; ~p) is an arbitrary function. The ad-hoc use of Eq. (49) has already been suggested in Ref. [40] as a recipe
to prepare a dressed initial state. We shall restrict to this type of boundary conditions in what follows. Notice that
this generalised KMS condition actually fixes the source to
KF (p) ≡ −
(
1
2
+ f(p0; ~p)
)
Σρ(p) + iΣF (p) , (50)
as it can be shown by writing Eqs. (47)-(48) in Fourier space. We need to require that f(p0; ~p) approaches a thermal
Bose-Einstein factor with some temperature sufficiently fast in the UV. This restriction makes sure that the expansion
in K used in the above argument is defined around equilibrium and that the asymptotics of K is appropriate to ensure
that the steady solution admits a continuum limit. The details on how to obtain the steady propagator are given in
Algorithm (4), see App. C.
Now let us turn to the nonequilibrium dynamics. For times greater than zero, one has to solve
(
∂2x +m
2 +Σ0
)
F (x, y)=
y0∫
−∞
dz4ΣF (x, z)ρ(z, y)−
x0∫
−∞
dz4Σρ(x, z)F (z, y) (51)
(
∂2x +m
2 +Σ0
)
ρ(x, y)=−
x0∫
y0
dz4Σρ(x, z)ρ(z, y) , (52)
where in the integrals, the parts involving times smaller than zero involve the pre-calculated steady solution we just
discussed. In the course of time evolution x0 is always considered as the most recent time. Notice, that for practical
purposes, we only keep the latest part of the memory integrals with |x0−z0| < tmem. Equations (51)-(52) look similar
to (40) and (41) but there is in fact a big difference: The memory integrals are present at time x0 = y0 = 0 already
and can therefore prevent an unbalanced divergence, unlike what happened in the case of a Gaussian initial condition.
Still for the divergences to be completely cancelled by the counterterms, the inhomogeneous source K, see Eq. (46),
should again have the required asymptotics. This in turn depends on how one chooses f(p0; ~p) in the generalized
KMS condition. In this paper we shall not prove analytically that this source has the correct asymptotic behavior.
Rather we shall provide numerical evidence for this, by generating a cut-off insensitive time evolution.
In Fig. 5 we present the time evolution of the equal-time statistical propagator F (t, t; ~p) for three different modes
|~p| = 0.4, 0.8, 1.6 and three different values of lattice spacing am = 1/4, 1/6, 1/8. We prepare the initial correlated
state with
f(p0; ~p) =
1
ep0/T (~p) − 1
(53)
where T (~p) = T ⋆ + ω~p/ log(1 + 1/n(~p)), ω
2
~p ≡ ~p
2 +m2th(T
⋆) and n(~p) is the initial particle distribution (42) that we
used in the case of the Gaussian initial condition. The counterterms are again determined in equilibrium at temper-
ature T ⋆ = m. For a given mode, the curves representing runs for different values of the spatial cut-off lie almost
exactly on top of each other, showing that the continuum limit has been reached. This plot strongly suggests that
our approach to out-of-equilibrium renormalisation correctly removes all UV divergences and thus allows to define a
continuumlimit.
The final relaxation to equilibrium is particularly sensitive to the truncation of the memory integral. For the plot
we used tmem = 12m
−1. Keeping longer memory we could avoid the small deviation of the curves at ∼ 1000m−1.
Long memory integrals, however, are vulnerable to “instabilities” on the course of the time evolution. Traces of such
“instabilities” can already be seen in Fig. 5 on the uppermost curves at ∼ 100m−1. This phenomenon manifests
in a high-frequency oscillation on the low-momentum F (t, t; ~p) curves, and eventually relaxes. Also, after this high-
frequency oscillations have died out, the F (t, t; ~p) function continues normally and maintains the approximate am-
independence. This phenomenon persisted in an increased volume. Nevertheless, from our test run with L = 48 we
can conclude that the curves in Fig. 5 are very close to the infinite volume limit up to about ∼ 1000m−1 where finite
volume effects start to matter.
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FIG. 5: Time evolution of F (t, t; ~p) (λ = 24, box size : L = 32) for three different modes |~p| = 0.4, 0.8, 1.6 and three different
values of lattice spacing am = 1/4, 1/6, 1/8. The counterterms are determined at temperature T ⋆ = m. For a given mode,
the curves corresponding to runs with a different lattice spacing almost exactly match each other, which indicates that the
continuum limit has been reached. We have checked that the curve for am = 1/2 still shows sizeable deviations.
IV. SUMMARY
We have discussed the renormalisation of the initial value problem in a scalar quantum field theory. We have
introduced a self-consistent initialisation of the 2PI equations of motion that defines a cut-off independent initial
quantum state. We have also argued for the absence of new divergences in this setting and performed a numerical
analysis to show the continuum limit evolution of a nonequilibrium quantum field theory.
In this paper we considered the excitation of an originally equilibrium system using a two-point source. Although
we have not discussed it in this paper, one could give similar arguments for the finiteness of the solution in presence
of a one-point source J(x) with proper asymptotics. For a spatially homogeneous initial condition, J(x) may only
depend on time. This kind of initialisation is for example suited to describe the parametric resonance scenario.
The primary goal of this paper is to provide recipes. Although scalar fields have already been extensively discussed
out-of-equilibrium in the 2PI approach, most algorithms and technical details have not been well documented yet. To
encourage research groups to start working in this field we provide the detailed algorithms used in this work.
Although scalar theories are interesting on their own (e.g. in cosmological scenarios), they are often considered
as a warm up exercise for the more complicated gauge theories. The renormalisation of the 2PI effective action for
quantum electrodynamics has been understood by now in equilibrium [65], and a similar nonequilibrium discussion
and numerical analysis is possible. One issue of interest which could be then studied is the gauge-fixing dependence
of the time evolution.
Acknowledgements
The authors would like to thank Ju¨rgen Berges, Mathias Garny, Markus Michael Mu¨ller and Julien Serreau for
fruitful discussions on related issues. This research was supported in part by the National Science Foundation under
Grant No.PHY05-51164. SB enjoyed the hospitality of the Kavli Institute of Theoretical Physics. SB was funded by
the STFC.
APPENDIX A: EQUIVALENCE OF CONTOURS
We would like to show here how to construct any contour-ordered propagator from the real-time propagator defined
as the solution G(x, y) to Eqs. (14) and (16) on the real-time path, obeying the equal time commutation relations
and the KMS condition. As we have seen in Sec. II C, these boundary conditions specify a unique solution. It will
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be convenient to consider the corresponding Wightman function G>(x, y), defined, for the moment, for real values of
the time arguments. Combining Eqs. (24) and (25), one obtains an equation for G>(x, y) in Fourier space:
(−p20 + ω
2
~p)G
>(p) =
∫
dω
2π
[
Σ>(p) ρ(ω; ~p)
i(p0 − ω − iǫ)
+
Σρ(ω; ~p)G
>(p)
i(p0 − ω + iǫ)
]
, (A1)
where ω2~p ≡ ~p
2 +m2 +Σ0 and Σ0 = (λ/2)G(0) = (λ/2)G
>(0). Using the KMS condition in the form
ρ(ω; ~p) = ig(ω)G>(ω; ~p), where g(ω) ≡ 1− e−βω, and the fact that a similar condition holds between the self-energies
Σρ(ω; ~p) and Σ
>(ω; ~p), see Sec. II C, we arrive at
(
−p20 + ω
2
~p
)
G>(p) =
∫
dω
2π
g(ω)
[
Σ>(p)G>(ω; ~p)
p0 − ω − iε
+
Σ>(ω; ~p)G>(p)
p0 − ω + iε
]
. (A2)
We can now use G>(p) to define G>(x, y) for complex values of the time arguments:
G>(x, y) ≡
∫
d4p
(2π)4
e−ip(x−y)G>(p) . (A3)
If we assume that G>(p) does not grow exponentially at large positive frequencies, this definition makes sense provided
that −β < Im (x0 − y0) < 0. Indeed, if Im (x0 − y0) < 0 the integral is well defined as p0 → +∞. Moreover, thanks
to the KMS condition which relates the behavior at large positive and negative frequencies, it is easy to see that
the condition −β < Im (x0 − y0) guarantees that the integral is well defined as p0 → −∞. Thanks to the analytic
continuation (A3), we can now define, on any admissible contour C, the following function
GC(x, y) = ΘC(x0, y0)G
>(x, y) + ΘC(y0, x0)G
>(y, x) . (A4)
The purpose of such a definition will become clear in a moment. Notice that, due to the equal-time commutation
relations, acting twice with ∂x on GC(x, y) generates a delta function on the contour. Keeping this in mind, one
arrives at (we consider here the case Imx0 < Im y0)
i(∂2x0 + ω
2
~p)GC(x0, y0; ~p) = δC(x0, y0) +
∫
dp0
2π
e−ip0(x0−y0)i(−p20 + ω
2
~p)G
>(p) . (A5)
Using Eq. (A2) and a simple change of variables, one finally obtains
δC(x0, y0) = i(∂
2
x0 + ω
2
~p)GC(x0, y0; ~p)
+
∫
dω1
2π
∫
dω2
2π
Σ>(ω1, ~p)G
>(ω2, ~p)
×
e−iω1(x0−y0)g(ω2)− e
−iω2(x0−y0)g(ω1)
i(ω1 − ω2)
, (A6)
where we have dropped the ǫ in the denominator since the integrand is well defined as ω1 and ω2 become equal.
Now we would like to show that GC(x0, y0; ~p) is in fact the contour ordered propagator in the approximation at
hand. In other words, we need to show that GC fulfills Eqs. (14) and (16) on the contour C. To this purpose let us
evaluate the right-hand-side of Eq. (14). It can be written as
R ≡ i(∂2x0 + ω
2
~p)GC(x0, y0; ~p)+
∫ y0
tI
dz0Σ
>(x0, z0; ~p)G
>(y0, z0;−~p)
+
∫ x0
y0
dz0Σ
>(x0, z0; ~p)G
>(z0, y0; ~p)
+
∫ tI−iβ
x0
dz0Σ
>(z0, x0;−~p)G
>(z0, y0; ~p) , (A7)
where ω2~p = m
2 +Σ0 with Σ0 = (λ/2)GC(0) and Σ
>(x, y) = −(λ2/6)G>(x, y)3. Notice that Σ0 coincides with the one
in Eq. (55) because GC(x, x) = G(x, x). Moreover, because Σ
>(x, y) is simply the cube of G>(x, y), one can use the
fact that, for any complex times x0 and y0 such that −β < Im (x0 − y0) < 0
Σ>(x, y) ≡
∫
d4p
(2π)4
e−ip(x−y)Σ>(p) , (A8)
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to arrive at
R≡ i(∂2x0 + ω
2
~p)GC(x0, y0; ~p)
+
∫
ω1,ω2
Σ>(ω1; ~p)G
>(−ω2;−~p) e
−iω1x0eiω2y0
ei(ω1−ω2)y0 − ei(ω1−ω2)tI
i(ω1 − ω2)
+
∫
ω1,ω2
Σ>(ω1; ~p)G
>(ω2; ~p) e
−iω1x0eiω2y0
ei(ω1−ω2)x0 − ei(ω1−ω2)y0
i(ω1 − ω2)
+
∫
ω1,ω2
Σ>(−ω1;−~p)G
>(ω2; ~p) e
−iω1x0eiω2y0
ei(ω1−ω2)(tI−iβ) − ei(ω1−ω2)x0
i(ω1 − ω2)
.
(A9)
Using the KMS condition in the form G>(−p0;−~p) = e
−βp0G>(p0; ~p), it is possible to massage the following expression
and obtain the right-hand-side of Eq. (A6). Thus R = δC(x0, y0) which proves that GC is actually the propagator
ordered along the contour C, as announced.
APPENDIX B: RENORMALISATION WITH A SOURCE
Here we would like to study the influence of a source K on the renormalisation of the 2PI self-consistent equations
for the propagator. To simplify the discussion we consider here the 2PI effective action on the imaginary-time path.
In presence of a source, the Euclidean propagator is given by (space variables implicit)∫ β
0
dτ ′GE(τ, τ
′)
[
G−1E,0(τ
′, τ ′′) + ΣE(τ
′, τ ′′) +K(τ ′, τ ′′)
]
= δ(τ − τ ′′) (B1)
with
ΣE(τ, τ
′) =
2 δΓEint
δGE(τ, τ ′)
∣∣∣∣
GE
(B2)
where GE,0 is the free Euclidean propagator and Γ
E
int ≡ iΓint is the interaction part of the Euclidean 2PI effective
action. We would like to determine under which conditions the counterterms obtained for K = 0 are enough to
renormalise ΣE in presence of the source K. In order to compare to the situation in the absence of source, we consider
∆ΣE(τ, τ
′) ≡ ΣE(τ, τ
′)− ΣK=0E (τ, τ
′) . (B3)
Assuming that the amplitude of K is small enough, it makes sense to expand ∆ΣE as a functional Taylor expansion
in powers of K. We then would like to find out under which conditions, the different terms of these expansion are
void of UV divergences. Let us in particular consider the contribution linear in K. At leading order in K,
∆ΣE(τ, τ
′) = −
1
2
∫
η,η′,ρ,ρ′
VE(τ, τ ; η, η
′)GK=0E (η, ρ)G
K=0
E (ρ
′, η)K(ρ, ρ′) (B4)
with
VE(τ, τ
′;λ, λ′) = ΛE(τ, τ
′;λ, λ′)
−
1
2
∫
η,η′,ρ,ρ′
VE(τ, τ
′; η, η′)GK=0E (η, ρ)G
K=0
E (ρ
′, η′)ΛE(ρ, ρ
′;λ, λ′) .
(B5)
and
ΛE(τ, τ
′;λ, λ′) ≡
4 δ2ΓEint
δG(τ, τ ′)δG(λ, λ′)
. (B6)
In the previous equations, GK=0E , ΛE and VE are evaluated at K = 0, in which case one can use translation
invariance. It is then convenient to switch to Fourier space and define
GK=0E (p, p
′) ≡ (2π)4δ(4)(p+ p′)GE(p) (B7)
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and
ΛE(p, p
′; q, q′) ≡ (2π)4δ(4)(p+ p′ + q + q′) ΛE(p, p
′, q) , (B8)
VE(p, p
′; q, q′) ≡ (2π)4δ(4)(p+ p′ + q + q′)VE(p, p
′, q) , (B9)
in terms of which, to linear order in K,
∆ΣE(p, p
′) = −
1
2
∫
r
Σ VE(p, p
′, r)GE(−r)GE(p+ p
′ + r)K(−r, p+ p′ + r) (B10)
with
VE(p, p
′, q) = ΛE(p, p
′, q)
−
1
2
∫
r
Σ VE(p, p
′, r)GE(−r)GE(p+ p
′ + r)ΛE(−r, p+ p
′ + r, q) .
(B11)
This last equation is more general than Eq. (35). One can, however, show that the counterterm δλE needed to
renormalise Eq. (35) is also the one needed to renormalise Eq. (B11).[75] So no new counterterms are needed here
and VE(p, p
′, q) is automatically UV convergent. Since VE(p, p
′, q) grows at most logarithmically with increasing
momentum q (Weinberg’s theorem) and since GE(q) decreases as 1/q
2 (up to logarithms), we conclude from Eq. (B10)
that, to linear order in K, ∆ΣE is UV convergent provided that, for any value of the fixed momentum u, the source
K decreases at least like[76]
K(p, u− p) ∼
1
p
(B12)
as p goes to infinity (up to logarithms). A similar analysis shows that, with such a source, higher order contributions
to ∆ΣE (in powers of K) are also UV convergent. From this we conclude that provided that the source K follows –
at least – the asymptotic behavior (B12), renormalisation in the absence of K is enough to renormalise the system in
the presence of K.
APPENDIX C: ALGORITHMS
The recipes that we disclose here are improved versions of those we used in Ref. [67]. We do not repeat all the
numerical details that we described there.
Algorithm 1 Finding the imaginary-time counterterms δZs,t and δM
2 by computing the imaginary-time propagator
at temperature T ⋆:
1. Start from G⋆E = G0.
2. Compute[77] the right-hand-side of Eq. (30) at T = T ⋆ keeping the counterterms δZt,s and δM
2
as parameters.
3. Adjust δZt,s and δM
2 such that Eqs. (33) are satisfied and use them to compute an updated
version G⋆E,new of G
⋆
E.
4. Update G⋆E using G
⋆
E = αG
⋆
E,new + (1− α)G
⋆
E where α denotes
a properly adjusted convergence parameter between 0 and 1.
5. Iterate from step 2 until G⋆E converges.
Algorithm 2 Finding the imaginary-time counterterm δλE by solving the Bethe-Salpeter equation for V
⋆(p⋆, q):[78]
1. Once and for all, calculate ΛE(p, q) at T = T
⋆.
2. Start from V ⋆E(p
⋆, q) = λ.
3. Compute the right hand side of Eq. (35) for T = T ⋆ and p = p⋆, keeping the counterterm δλE
dependence as a parameter.
4. Solve the linear algebraic equation (37) for δλE and use the latter to define an uptaded
V ⋆E(p
⋆, q).
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5. Iterate from step 3 until V ⋆E(p
⋆, q) converges.
After fixing δλE it is not necessary to recalculate G
⋆
E with the new counterterms. Neither δZt,s nor δM
2 are
changed. The value of δλE is important to obtain UV convergent results at temperatures away from T
⋆.
Algorithm 3 Finding the real time counterterms and propagator simultaneously:
1. Start with Σρ(t; ~p) = 0.
2. Loop over the three-momentum ~p:
(a) Initialise ρ(t = 0; ~p) = 0, ρ(t = at; ~p) = at.
(b) Solve the time-explicit ODE (21) for ρ(t; ~p) with the thermal mass squared on the left
hand side.[79]
(c) Deduce F (t; ~p) using Fourier transforms and Eq. (22).[80]
(d) Store ρ(t; ~p) and F (t; ~p) for the relevant t-range.
3. Update the self-energy Σρ(t; ~p) and adjust δM2 to
δM2 = −
∫ ∞
0
Σρ(t; ~p = ~0) . (C1)
4. Iterate from step 2.
5. Repeat this procedure at an other temperature and with the corresponding thermal mass and
use Eq. (38) to obtain δλ and δm2.
Algorithm 4 Generating a far-from-equilibrium self-consistently correlated quantum state (modes are populated ac-
cording to a given mode temperature T (~p)):
1. Start with a Σρ(t; ~p) as obtained in Algorithm (3).
2. Loop over the three-momentum ~p:
(a) Initialise ρ(t = 0; ~p), ρ(t = at; ~p) = at.
(b) Solve the time-explicit ODE (21) for ρ(t; ~p).
(c) Deduce F (t; ~p) using Fourier transforms and
F (ω; ~p) = −i
(
1/2 + 1/
[
eω/T (~p) − 1
])
ρ(ω; ~p) . (C2)
(d) Store ρ(t, ~p) and F (t, ~p) for the relevant t-range.
3. Calculate the self-energy and iterate from step 2.
Algorithm 5 Solving the nonequilibrium evolution starting from a self-consistent initial condition.
1. Generate a translation invariant Fs(t; ~p) and ρs(t; ~p) using Algorithm (4).
2. Set F (tx, ty; ~p) = Fs(tx − ty; ~p) and ρ(tx, ty; ~p) = ρs(tx − ty; ~p) for −tmem < tx, ty < 0. Set the
evolution time to t = 0.
3. Calculate the self energies ΣF,ρ(t, ty, ~p) for t− tmem < ty ≤ t.
4. Use the discretised Eqs. (51)-(52) to obtain F (t+ δt, ty) and ρ(t+ δt, ty) for tmem < ty ≤ t.
5. Use the newly calculated propagator values in Eq. (51) to obtain F (t+ δt, t+ δt).
6. Increase t by δt and repeat from step 3.
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APPENDIX D: DISCRETISATION OF THE ISOTROPIC PROPAGATOR
It is very natural to start from a discretised action before defining the 2PI effective action. The straightforward
lattice discretisation of a homogeneous system will then lead to a propagator G(t1, t2, ~x) where ~x is a lattice 3-vector.
The isotropy in ~x reduces to a permutation symmetry between the components of ~x. Using also the reflection symmetry
one can conclude that if the action is defined on a lattice with an even linear size N , the total number of variables
that describes a propagator at a given pair of time coordinates is (N + 6)(N + 4)(N + 2)/48. This discretisation has
been used by several groups, starting with Ref. [45], and also in Ref. [67].
We now introduce a different kind of discretisation, where the rotation symmetry of the propagator is exact, and
the number of independent variables in the propagator is N . This corresponds to a discretisation on the level of the
2PI effective action, too.
In many cases we have to calculate a loop integral, which is the convolution of two symmetric functions
(f ∗ g)(p) =
∫
d3k
(2π)3
f(|~k|)g(|~p− ~k|) =
1
p
∫ ∞
0
dk
2π
kf(k)
∫ p+k
|p−k|
dq
2π
qg(q) . (D1)
(Here and in the following we use plain letters for the modulus of a lattice 3-vector.) This convolution is not defined in
the strict sense without specifying a UV regulator. By fixing a momentum-space cut-off one also introduces Umklapp
processes: if an outgoing momentum after a scattering process lies off the Brillouin zone, one maps this back to one
of the modes inside. We motivate our cut-off prescription with numerical convenience. We would like to calculate the
convolution in Eq. (D1) as a product co-ordinate space:
˜(f ∗ g)(x) = f˜(x)g˜(x) , (D2)
where the f˜(x) is the inverse Fourier transform of f(k) in terms of
xf˜(x)=
∫ ∞
0
dk
2π2
kf(k) sin kx . (D3)
We will have to discretise this inverse sine transform in momentum and co-ordinate. To avoid problems with the
potential singularities at x→ 0 and k → 0 we choose a discretisation without these points. For the infrared behaviour
will assume that kf(k) → 0 as k → 0, which is certainly true in a massive theory. For algorithmic convenience we
extend the momenum space functions beyond the cut-off Λ by the equation kf(k) = (2Λ−k)f(2Λ−k), this implicitely
determines the Umklapp behaviour.
The discretised sine and inverse sine transforms matching these boundary conditions are known as DST-II and
DST-III formulae, respectively, these are available in many numerical libraries [69]. We introduce a lattice spacing a,
which is related to the the highest stored momentum by Λ = π/a, the space points where we will have to use Eq. (D2)
are xn = a
(
n+ 12
)
, with n = 0..N − 1. In momentum space we define the momentum grid as kj = (j + 1)Λ/N , with
j = 0..N − 1. Since on a one-dimensional lattice of physical size L the momentum space lattice spacing is 2π/L, the
corresponding ”box size” in our discretisation is L = 2aN . With these notations the transformation rules read:
fk = 4a
3 N
k + 1
[
N−1∑
n=0
(
n+
1
2
)
f˜n sin
(
π
N
(
n+
1
2
)
(k + 1)
)]
, (D4)
f˜n =
1
2N2a3(n+ 12 )
[
(−1)n
2
NfN−1
+
N−2∑
k=0
(k + 1) fk sin
(
π
N
(
n+
1
2
)
(k + 1)
)]
. (D5)
As we have already mentioned, the zero momentum and the equal time propagators are not stored at all, so we
need separate formulae for the volume integrals:
∫ Λ
0
d3k
(2π)3
f(k)=
π
2(aN)3
[
N2
2
fN−1 +
N−2∑
k=0
(k + 1)2fk
]
, (D6)
∫ aN
0
d3xf˜(x)=4πa3
N−1∑
n=0
(
n+
1
2
)2
f˜n . (D7)
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We used this kind of cut-off discretisation in our presented numerics. In the production runs the time-like grid was
typically four times finer than the spatial lattice.
[1] L. Kofman, A. D. Linde and A. A. Starobinsky, Phys. Rev. Lett. 73 (1994) 3195; Phys. Rev. D 56 (1997) 3258.
[2] G. N. Felder, J. Garcia-Bellido, P. B. Greene, L. Kofman, A. D. Linde and I. Tkachev, Phys. Rev. Lett. 87 (2001) 011601.
[3] T. W. B. Kibble, J. Phys. A 9, 1387 (1976); M. B. Hindmarsh and T. W. B. Kibble, Rept. Prog. Phys. 58 (1995) 477;
I. Tkachev, S. Khlebnikov, L. Kofman and A. D. Linde, Phys. Lett. B 440 (1998) 262.
[4] S. Khlebnikov, L. Kofman, A. D. Linde and I. Tkachev, Phys. Rev. Lett. 81 (1998) 2012.
[5] A. Nicolis, Class. Quant. Grav. 21 (2004) L27; C. Grojean and G. Servant, Phys. Rev. D 75 (2007) 043507.
[6] P. Arnold, Int. J. Mod. Phys. E 16 (2007) 2555; P. Arnold, J. Lenaghan and G. D. Moore, JHEP 0308 (2003) 002.
[7] U. W. Heinz, AIP Conf. Proc. 739 (2005) 163.
[8] S. Mrowczynski, Phys. Lett. B 314 (1993) 118; A. Rebhan, P. Romatschke and M. Strickland, Phys. Rev. Lett. 94 (2005)
102303.
[9] S. Y. Khlebnikov and I. I. Tkachev, Phys. Rev. Lett. 77 (1996) 219; G. N. Felder and L. Kofman, Phys. Rev. D 63 (2001)
103503.
[10] S. Y. Khlebnikov and I. I. Tkachev, Phys. Rev. D 56 (1997) 653.
[11] J. Garcia-Bellido, D. Y. Grigoriev, A. Kusenko and M. E. Shaposhnikov, Phys. Rev. D 60 (1999) 123504; G. D. Moore,
JHEP 0111 (2001) 021.
[12] A. Rajantie, P. M. Saffin and E. J. Copeland, Phys. Rev. D 63 (2001) 123512; A. Tranberg and J. Smit, JHEP 0311
(2003) 016.
[13] G. Vincent, N. D. Antunes and M. Hindmarsh, Phys. Rev. Lett. 80 (1998) 2277; J. N. Moore, E. P. S. Shellard and
C. J. A. Martins, Phys. Rev. D 65 (2002) 023503; A. Achucarro, P. Salmi and J. Urrestilla, Phys. Rev. D 75 (2007)
121703.
[14] T. Garagounis and M. Hindmarsh, Phys. Rev. D 68 (2003) 103506; J. C. R. Oliveira, C. J. A. Martins and P. P. Avelino,
Phys. Rev. D 71 (2005) 083509.
[15] G. N. Felder and L. Kofman, Phys. Rev. D 75 (2007) 043518.
[16] T. Lappi, Phys. Rev. C 67 (2003) 054903; F. Gelis, K. Kajantie and T. Lappi, Phys. Rev. Lett. 96 (2006) 032304.
[17] P. Romatschke and R. Venugopalan, Phys. Rev. Lett. 96 (2006) 062302; P. Romatschke and R. Venugopalan, Phys. Rev.
D 74 (2006) 045011.
[18] D. Bodeker, L. D. McLerran and A. Smilga, Phys. Rev. D 52 (1995) 4675.
[19] E. Braaten and R. D. Pisarski, Nucl. Phys. B 337 (1990) 569.
[20] U. W. Heinz, Phys. Rev. Lett. 51 (1983) 351.
[21] S. Mrowczynski, Phys. Rev. D 39 (1989) 1940.
[22] J. P. Blaizot and E. Iancu, Nucl. Phys. B 417 (1994) 608.
[23] P. Arnold and G. D. Moore, Phys. Rev. D 73 (2006) 025006; P. Arnold and G. D. Moore, Phys. Rev. D 76 (2007) 045009.
[24] D. Bodeker and K. Rummukainen, JHEP 0707 (2007) 022.
[25] F. Cooper and E. Mottola, Phys. Rev. D 36 (1987) 3114.
[26] D. Boyanovsky and H. J. de Vega, Phys. Rev. D 47 (1993) 2343; F. J. Cao and H. J. de Vega, Phys. Rev. D 65 (2002)
045012.
[27] M. Salle, Phys. Rev. D 69 (2004) 025005.
[28] S. Borsanyi and M. Hindmarsh, Phys. Rev. D 77 (2008) 045022.
[29] J. Garcia-Bellido and A. D. Linde, Phys. Rev. D 57 (1998) 6075.
[30] S. Y. Khlebnikov and I. I. Tkachev, Phys. Rev. Lett. 79 (1997) 1607.
[31] J. Baacke, K. Heitmann and C. Patzold, Phys. Rev. D 55 (1997) 2320; J. Baacke, K. Heitmann and C. Patzold, Phys.
Rev. D 57 (1998) 6398.
[32] M. Salle, J. Smit and J. C. Vink, Phys. Rev. D 64 (2001) 025016; M. Salle, J. Smit and J. C. Vink, Nucl. Phys. B 625
(2002) 495.
[33] L. M. A. Bettencourt, K. Pao and J. G. Sanderson, Phys. Rev. D 65 (2002) 025015.
[34] G. Baym, Phys. Rev. 127 (1962) 1391.
[35] J. M. Cornwall, R. Jackiw and E. Tomboulis, Phys. Rev. D 10 (1974) 2428.
[36] L.P. Kadanoff and G. Baym, Quantum Statistical Mechanics. Benjamin, New York (1962).
[37] E. Calzetta and B. L. Hu, Phys. Rev. D 37, 2878 (1988).
[38] J. Berges and J. Cox, Phys. Lett. B 517 (2001) 369.
[39] G. Aarts and J. Berges, Phys. Rev. D 64 (2001) 105010.
[40] S. Juchem, W. Cassing and C. Greiner, Phys. Rev. D 69 (2004) 025006; Nucl. Phys. A 743 (2004) 92.
[41] J. Berges, S. Borsanyi and C. Wetterich, Nucl. Phys. B 727 (2005) 244.
[42] A. Arrizabalaga, J. Smit and A. Tranberg, Phys. Rev. D 72 (2005) 025014.
[43] J. Berges, S. Borsanyi and J. Serreau, Nucl. Phys. B 660 (2003) 51.
[44] J. Berges, AIP Conf. Proc. 739 (2005) 3.
[45] J. Berges and J. Serreau, Phys. Rev. Lett. 91 (2003) 111601.
18
[46] A. Arrizabalaga, J. Smit and A. Tranberg, JHEP 0410 (2004) 017.
[47] J. Berges, A. Rothkopf and J. Schmidt, arXiv:0803.0131 [hep-ph].
[48] C. De Dominicis, P. C. Martin, J. Math. Phys. 5 (1964) 14, R. E. Norton and J. M. Cornwall, Annals Phys. 91 (1975) 106;
H. Kleinert, Fortsch. Phys. 30 (1982) 187; A. N. Vasiliev, “Functional Methods in Quantum Field Theory and Statistical
Physics”, Gordon and Breach Science Pub. (1998).
[49] Yu. B. Ivanov, J. Knoll and D. N. Voskresensky, Nucl. Phys. A 657 (1999) 413; J. Knoll, Yu. B. Ivanov and D. N. Voskre-
sensky, Annals Phys. 293 (2001) 126.
[50] H. van Hees and J. Knoll, Phys. Rev. D 65 (2002) 025010; Phys. Rev. D 65 (2002) 105005; Phys. Rev. D 66 (2002) 025028.
[51] U. Reinosa and J. Serreau, JHEP 11 (2007) 097.
[52] P. Aurenche, F. Gelis and H. Zaraket, Phys. Rev. D 62 (2000) 096012; P. Aurenche, F. Gelis, R. Kobes and H. Zaraket,
Phys. Rev. D 58 (1998) 085003.
[53] P. Arnold, G. D. Moore and L. G. Yaffe, JHEP 0301 (2003) 030.
[54] J. Berges, Phys. Rev. D 70 (2004) 105010.
[55] M. E. Carrington, Eur. Phys. J. C 35, 383 (2004)
[56] G. Aarts and J. M. Martinez Resco, JHEP 0211 (2002) 022.
[57] M. E. Carrington and E. Kovalchuk, Phys. Rev. D 77 (2008) 025015.
[58] J. P. Blaizot, E. Iancu and U. Reinosa, Phys. Lett. B 568 (2003) 160; Nucl. Phys. A 736 (2004) 149.
[59] J. Berges, S. Borsanyi, U. Reinosa and J. Serreau, Annals Phys. 320 (2005) 344.
[60] F. Cooper, J. F. Dawson and B. Mihaila, Phys. Rev. D 71 (2005) 096003
[61] A. Jakovac and Z. Szep, Phys. Rev. D 71 (2005) 105001; A. Jakovac, Phys. Rev. D 74 (2006) 085026; Phys. Rev. D 76
(2007) 125004.
[62] A. Patkos and Z. Szep, arXiv:0806.2554 [hep-ph].
[63] A. Jakovac, arXiv:0808.1800 [hep-th].
[64] U. Reinosa, Nucl. Phys. A 772 (2006) 138.
[65] U. Reinosa and J. Serreau, JHEP 0607 (2006) 028.
[66] J. Berges, Sz. Borsanyi, D. Sexty, and I. -O. Stamatescu, Phys. Rev. D 75 (2007) 045007.
[67] J. Berges, S. Borsanyi, U. Reinosa and J. Serreau, Phys. Rev. D 71 (2005) 105004.
[68] J. Berges, Nucl. Phys. A 699 (2002) 847.
[69] M. Frigo, S. G. Johnson, Proceedings of the IEEE 93 (2) (2005) 216-231.
[70] In the case of a complex scalar field one needs to introduce two Wightman functions G>(x, y) ≡ 〈ϕ(x)ϕ†(y)〉β
and G<(x, y) ≡ 〈ϕ†(y)ϕ(x)〉β. In the present case, because the field is real, these two functions are related by
G<(x, y) = G>(y, x).
[71] We define the Fourier transform of G>(x) by G>(p) ≡
R
d4x eipxG>(x).
[72] Notice that G(x, y) is the connected part of the contour-ordered propagator. In what follows we shall work in the situation
where φ(x) vanishes and then both functions coincide.
[73] Including the counterterms δZt and δZs presents no difficulty in principle.
[74] Notice that the time evolution corresponding to a Gaussian initial condition, see previous section, can also be recast in
terms of a source and one might wonder why it is not possible to follow the same strategy. The problem in that case is
that the propagator at vanishing source has the incorrect (perturbative) asymptotics.
[75] One can for example consider the difference ΛE(p, p
′, q)− ΛE(p,−p, q) and expand in powers of p
′ + p. Each power of
p+ p′ decreases the degree of divergence, and the only dangerous (p+ p′)0 contribution is absent.
[76] Notice that this condition enforces a particular dependence of K(p, q) as p− q becomes large, for fixed u = p+ q.
[77] For simple truncations it is advantageous to calculate in direct space: for example, the setting-sun diagram contributes a
term −λ2/6G3E(x) to the self-energy.
[78] Since the goal is here to determine δλE, it is enough to consider Eq. (35) for V
⋆
E(p
⋆, q) at temperature T = T ⋆. This
equation is closed meaning that it does not involve V ⋆E(p, q) at any other value of p but p = p
⋆.
[79] Solve it over a long time interval (few times relaxation time), but you can truncate the memory integral at ∼ 10m−1,
where m is the relevant mass scale, since Σρ(t; ~p) relaxes on the microscopical scale. Σρ(t; ~p) is strongly sensitive to volume
for t > L/2, L being the physical box size. This also sets a limit to the memory it is meaningful to keep.
[80] The Fourier transform requires the knowledge of ρ(t; ~p) over an infinite period. In practice, F (t, ~p) will be accurate enough
in the initial period if we have ρ(t; ~p) over a few relaxation times only.
