Abstract. In this note, we obtain a recursive formula for the spherical functions associated with the symmetric cone of a formally real Jordan algebra. We use this formula as an inspiration for a similar recursive formula involving the Jack polynomials.
Introduction
In 1955, Carl S. Herz discussed the hypergeometric functions on the space of real symmetric matrices in [8] . Such functions have been used in multivariate statistical analysis in [11] . More recently, Gross and Richard [4] investigated the subject in a context including complex and quaternionic matrices.
Jordan algebras provide a more general setting for these concepts (see [2] , [3] and [17] ). Spherical functions, which can be thought as the building blocks of the theory of special functions on these objects, can be defined in this context (see Definition 3.1). Hypergeometric functions can then be expressed in terms of the spherical functions (see [4, page 784] ).
If we look at symmetric cones as symmetric spaces, our interest in spherical functions is also rather natural. Indeed the spherical functions play there the role the functions e i u·x play for R n . Let V be a finite dimension real vector space equipped with a positive definite bilinear form (·|·). A cone Ω in V is proper ifΩ ∩ −Ω = {0}, and it is homogeneous if the group of nonsingular linear transformations that fix Ω is transitive. The dual of a cone Ω is Ω * = {y ∈ V : (x|y) > 0, ∀x ∈Ω − {0}}. A symmetric cone is then an open proper homogeneous cone Ω such that Ω * = Ω. If V contains a symmetric cone, a product can be defined such that (1) x y = y x, (2) x (x 2 y) = x 2 (x y).
With these properties, V is a real Jordan algebra. In addition, it can be shown that (3) x 2 + y 2 = 0 implies x = y = 0.
With properties (1), (2) and (3), V is said to be a formally real Jordan algebra. The symmetric cone then corresponds to the interior of the set of squares of V , its "domain of positivity". The process can be reversed. The interior of the set of squares of a formally real Jordan algebra V is a symmetric cone. The space of positive definite real matrices is a useful example of a symmetric cone to keep in mind.
The rank of V is defined as r = max dim{R[x]: x ∈ V }. There are unique polynomials a 1 , . . . , a r on V such that x r − a 1 (x) x r−1 + · · · + (−1) r a r (x) = 0 for all x ∈ V . We write tr x = a 1 (x) and det x = a r (x).
It can be shown, see for instance [1] , that if V is a formally real Jordan algebra, then it has an identity element e, and that (x|y) = tr x y is positive definite.
In this paper, we express the spherical functions associated with the symmetric cone of a formally real simple Jordan algebra of rank r in terms of the spherical functions of a Jordan algebra of rank r − 1. Lemma 3.2 is our first step. The advantage of the formula given there is that it is "coordinate free". In later results, we have to choose a complete system of orthogonal primitive idempotents as explained in Section 2. This is the price we have to pay in order to be able to give the more explicit formula of Theorem 5.3, our first main result.
The work leading to the corresponding result for the positive definite matrices can be found in our unpublished doctoral dissertation. However, the language of Jordan algebras is not used there. With that proviso, the results leading to Theorem 5.3 are new. Our approach is greatly inspired by our interest in symmetric spaces (see Theorem 4.1 and the lemmas leading to its proof).
Theorem 5.3 leads us to the second part of the paper, where we discuss Jack polynomials. These polynomials can be constructed by applying the Gram-Schmidt process to the basis formed by the power-sum symmetric functions with respect to a suitable scalar product which depends on a parameter α. We will not expound on this definition, as we will use instead the characterization given at the end of Section 2. There is a well known connection between the spherical functions of symmetric cones and the Jack symmetric polynomials corresponding to certain values of the parameter α. Since this parameter is clearly apparent in the formula contained in Theorem 5.3 (α = 2/m), it is natural to ask whether this formula is valid for other values of the parameter even if the correspondence with symmetric cones is no longer valid. That lead us to the second main result of this paper, Theorem 5.6, which gives an affirmative answer to that question.
A natural question for any result is whether it is any help to the existing theory. We tested our formula against a conjecture of Macdonald's (Conjecture 5.9). This conjecture states that the coefficients of the Jack polynomials when expressed in terms of the basis of elementary symmetric polynomials are themselves polynomial functions of the parameter α. This conjecture, if it is true, implies in particular that Jack polynomials can be defined for any value of the parameter. We conclude the paper by obtaining some partial results that are sufficient to settle the case when there are at most three variables (the case of three variables is new).
Some notation
In this paper, the notation referring to Jordan algebras and spherical functions is based on that of Faraut in [2] and in [3] . We will assume that the finite dimensional Jordan algebra V over the real numbers is formally real and simple. For x, y ∈ V , let (x|y) = tr x y (tr = trace) and let · be the associated norm. If c ∈ V is an idempotent then V (c, α) = {x ∈ V : c x = α x}. The set of primitive idempotents is denoted by I 1 . Suppose the rank of V is r, and that a complete system of orthogonal primitive idempotents {e 1 , . . . , e r } is chosen. We then write V ij = V (e i , 1/2) ∩ V (e j , 1/2) for i = j and m = dim V ij (m is independent of i and j). If x ∈ V , its Peirce decomposition with respect to {e 1 , . . . , e r } is x = r i=1 ξ i e i + i<j x ij , where ξ i ∈ R and x ij ∈ V ij . The measure on compact spaces will be assumed to give them a total mass equal to 1.
For the notation referring to partitions and symmetric functions one can refer to [9] . A decreasing sequence of nonnegative integers s = (s 1 , s 
is a symmetric polynomial in r variables. Note that if N ≤ r, the restriction to r variables is an isomorphism of the symmetric functions of degree at most N and the symmetric polynomials in r variables of degree at most N (see [9, page 12] ).
The elementary symmetric function indexed by the partition s is defined by
where
The power-sum elementary symmetric function indexed by the partition s is defined by
Given a parameter α, we can characterize the Jack symmetric function J (α) s by the following three conditions:
See the remark at the end of [10, §2] , and [15, Theorem 3.1 and 5.4]. Note that these conditions can easily be stated in a way to admit the case α = 0. We then have J
Preliminaries
Definition 3.1. Fix a complete system of orthogonal primitive idempotents {e 1 , . . . , e r } in V . For all x ∈ V , there exists k ∈ K = (Aut(V )) 0 , the connected component of the group of automorphisms of the Jordan algebra V containing the identity, and
, where det j is the determinant relative to the Jordan algebra
sr . Let Ω be the symmetric cone associated to V (the interior of the set of squares of V ). The spherical function of index s = (s 1 , s 2 , . . . , s r ) evaluated at x ∈ Ω is given by
Observe that Φ s does not depend on the choice of a complete system of orthogonal primitive idempotents, since K is transitive over such systems. For the same reason, Φ s (x) depends only on the eigenvalues of x. We will alternatively write
Lemma 3.2. If everything is as in Definition 3.1, then
, where L(y) denotes the multiplication by y in V ). The spherical function Φ s−sr ·1 r is defined on the symmetric cone associated to the Jordan algebra V (c, 0).
There exists a complete system of primitive idempotents {e 1 , . . . , e r } such that x = r i=1 λ i e i . According to the observations following Definition 3.1, we can use the system {e 1 , . . . , e r } to define Φ s (x). Let U = {k ∈ K : k e r = e r }. Now,
)(x)) dν(c).
We need to justify the last equality. Let c = k e r ∈ I 1 and let det j and V j be as in
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where det j is the determinant relative to the Jordan algebra
The latter is a disjoint union where N does not depend on c ∈ I 1 .
We need to verify that P (e − c)(x) ∈ Ω(V (c, 0)). Suppose x = α c + x 1/2 + x 0 with x i ∈ V (c, i) (the Peirce decomposition with respect to c).
Integrating over the primitive idempotents
The main goal of this section is to prove: 
r i=1 β i = 1 and β i ≥ 0 for each i}. We will use induction on r, the rank of the Jordan algebra. An essential ingredient for this induction is the following result. 4.1. An integral formula for the integration over the primitive idempotents. Let k be the Lie algebra of K. Fix c ∈ I 1 , let U be the subgroup of K that leaves c unchanged and let u be its Lie algebra. We have the following decomposition:
is the Cartan decomposition of the dual Lie algebra g 0 of k (see [6] for details). In that context, the following computations are useful.
For x ∈ V (c, 1/2), we have according to [7] 
Let x, y ∈ V (c, 1/2) and define
The first equality is a consequence of [7, (3.5) ]. To check the second equality, it suffices to apply both sides to y i ∈ V (c, i) for i = 0, 1/2 and 1. Now, there exists
(see for instance [5] , where the volume element is derived in the noncompact case). Proof. There exists {e 1 , . . . , e r }, a complete system of orthogonal primitive idempotents, such that x = r i=1 λ i e i . Since we have r i=1 λ i = 0 we can, without loss of generality, assume that λ 1 and λ 2 are nonzero. Now, we can write c = r i=1 β i e i + i<j c ij , where r i=1 β i = 1 with β i ≥ 0 for each i and c ij ∈ V (e i , 1/2) ∩ V (e j , 1/2) (Lemma 5.1). From c x = x/2, we see easily that β i λ i = λ i /2 for each i. This in turn implies that β 1 = β 2 = 1/2 and that β i = 0 for i > 2. It follows then that λ 1 = −λ 2 = ± x / √ 2 and that λ i = 0 for i > 2. Furthermore, we get that c ij = 0 unless i = 1 and j = 2, and that c 12 2 = 1/2 (again, Lemma 5.1). Similar considerations show that if y ∈ V (c, 1/2), then y = α x + y 12 + j>2 y 1j + j>2 y 2j , where α is a scalar, λ(y 12 c 12 ) = 0 and y ij ∈ V (e i , 1/2) ∩ V (e j , 1/2). The rest follows easily from that.
. Proof. A direct consequence of Lemma 4.3.
Proof of Theorem 4.1.
Proof. We incorporate the results of Lemma 4.2 and Corollary 4.4 with equations (2) and (3), taking c = e 1 . Let u = √ 2 x and y = x/ x = √ 2 x/u.
We chose C so that I1 dν(d) = 1 (since we assume that S m(r−1)−1 dν(y) = 1).
To complete the proof, we use induction on r ≥ 2. Suppose
If r = 2, (4) becomes 
Conversely, given µ 1 , . . . , µ n−1 satisfying (5), there exists a primitive idempotent c for which the conditions of the lemma are satisfied.
Proof. In what follows, we will use Lemma 5.1 repeatedly. Suppose
is the Peirce decomposition of a primitive idempotent appearing in the spectral decomposition of x 0 = P (e − c)(x) and that w corresponds to the eigenvalue µ. We then have x 0 w = µ w.
Using the Peirce decomposition of x with respect to c and the relation x 0 w = µ w, we have x w − µ w ∈ V (c, 1/2). Using this fact and the Peirce decomposition of x with respect to w, we have x w − µ w ∈ V (w, 1/2). Hence, x w − µ w ∈ V (c, 1/2) ∩ V (w, 1/2), which implies that
.
Since tr z = 0 whenever z ∈ V (d, 1/2), where d is an idempotent, we find that
If we consider the coefficient of e i in the Peirce decomposition of (x w − µ w) 2 = A 4 (w + c), we obtain
This is the same as
This is also the same as η i
This, with the previous equation, implies
2 η p cannot be 0. Suppose it is; since by Lemma 5.1, the η p cannot all be 0, it means that µ = λ p for some p and that η i = 0 for i = p. We must then have w = e p (recall that η i = 0 implies w pi = 0 = w pj for all i and j not equal to p). But c w = 0 implies β p = 0, which is not true since we assumed P 
If we put everything together, we find that w ij = A cij (λi−µ)(λj −µ) . Since this is true for every eigenvalue µ of P (e − c)(x), this implies (6) .
Let µ 1 > · · · > µ r−1 be the eigenvalues of P (e − c)(x). From (7) and from the expression for η i , we have r s=1
which means that we cannot have i < j and λ p > µ i > µ j > λ p+1 . We then have
Using the formula
of [16, page 202 ] and Cramer's rule, we find that
The converse is easily verified using Lemma 5.1.
Theorem 5.3. In the notation of Definition 3.1 and Lemma 3.2, if r = 1 and
where, in the first equality, σ = {(β 1 , . . . , β r ):
. . , µ r−1 ) as a function of the elementary symmetric polynomials e q (µ), 1 ≤ q ≤ r − 1, and write e (j)
Proof. If we refer to Lemma 3.2, we need to compute the measure dν(c) there in terms of the eigenvalues µ i of P (e − c)(x). Most of that work is done in Lemma 5.2 (the restrictions on c there only concern a set of measure 0). Using straightforward calculus,
i (λ) for 1 ≤ i ≤ r − 1. From that and from Theorem 4.1, the conclusion is straightforward.
The work leading to Theorem 5.3 is, in a way, a refinement of [12, Chapter 1] . Note that in the case r = 2, we have 
Assuming for the moment that m is large enough, we can make use of the fact that S m (λ, µ) and its derivatives of low order are 0 on the boundary of H(λ). The differential operator D 2 (m) is as in (1) with respect to that measure is D 1 ). The fourth equality is a consequence of the induction hypothesis and of Lemma 5.5.
Finally, using analytic continuation allows us to remove the restriction on m.
for n ≥ 1, S (n) s ⊂ {−2/q : 1 < q < n}. Lemma 5.11 implies that if S (4) s = ∅ then it can only contain even integers, which is absurd by Lemma 5.10.
Conclusion
The version of Theorem 5.3 given in our doctoral dissertation [12] is also used to "inspire" some of the results in [13] and in [14] . In both these papers, we need Fourier analysis on the symmetric space in order to study the heat kernel and derive appropriate bounds. In [13] , modifying the domain of integration in Theorem 5.3 leads us to an expression for the inverse of the Abel transform (a result similar to finding the inverse of the Fourier transform). In [14] , our goal is the same but our inspiration follows a much closer path to the present paper, although, in [14] , s is no longer a partition.
Theorem 5.6 provides a natural extension for the limited connection that already exists between the Jack polynomials and the spherical functions of symmetric cones. One can say that, up to a known constant multiple, the Jack polynomial parametrized by α and indexed by s is the spherical function indexed by s and associated to the root system A r−1 for the multiplicity 2/α. While the reasoning used in the proof of Proposition 5.14 does not work for r ≥ 4, it can be hoped that a refinement would lead to a general proof of Macdonald's conjecture.
