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Alle Graphen und Digraphen in dieser Arbeit seien endlich und ko¨nnen Schlingen und Mehrfachkan-
ten besitzen, sofern nicht etwas anderes vorausgesetzt wird.
Die Minoren von Graphen wurden bereits vielfach untersucht. In der Publikationsreihe ”Graph Mi-
nors“ [19], welche von Neil Robertson und Paul D. Seymour seit 1983 im Journal of Combinatorial
Theory vero¨entlicht wird und mittlerweile 23 Artikel umfasst, wurden die Minoren von Graphen und
viele wichtige Resultate auf diesem Gebiet vorgestellt. Die Minoren von Graphen bilden allerdings
nicht nur ein wichtiges Teilgebiet der Graphentheorie, sondern haben auch wichtige Anwendungen in
der algorithmischen Lo¨sung verschiedener komplexer Probleme, welche sich in Form von Graphen
beschreiben lassen. So sind viele NP-schwere Probleme auch mit polynomiellem oder gar linearem
Zeitaufwand lo¨sbar, wenn die zu Grunde liegende Klasse von Graphen nur eine beschra¨nkte Baum-
weite besitzt.
Gerade in der Softwaretechnologie werden viele Sachverhalte durch Graphen und Digraphen darge-
stellt. Beispiele fu¨r dieses Vorgehen sind unter Anderem:
 Kontrollflussgraphen von Programmen,
 Abha¨ngigkeitsgraphen von Programmen,
 Klassen- und Pakethierarchien in der objektorientierten Programmierung,
 Modelle und Metamodelle im modellbasierten Softwareentwurf.
Auftretende Probleme und Fragestellungen werden schließlich auf diese Darstellung u¨bertragen und




Die so u¨bertragenen Sachverhalte bilden dabei eine entsprechende Klasse von Graphen bzw. Digra-
phen. Insbesondere zeichnet sich eine solche Klasse durch gewisse Eigenschaften aus, welche unter
Umsta¨nden den Aufwand fu¨r die Beantwortung des zu lo¨senden Problems reduzieren ko¨nnen. Eine
solche Eigenschaft ist beispielsweise die Reduzibilita¨t, die im Verlauf dieser Arbeit vorgestellt und
untersucht wird.
Durch die Ru¨ckfu¨hrung von Problemen auf Graphen mit beschra¨nkter Baumweite ist es dabei mo¨glich
die Techniken der Minorentheorie fu¨r Graphen zur Lo¨sung heranzuziehen. So wurden zum Beispiel
in [30] die Kontrollflussgraphen strukturierter (GOTO-freie) Programme untersucht. Diese lassen sich
durch Entfernung der Kantenorientierung in Form von Graphen repra¨sentieren. Dabei konnte nachge-
wiesen werden, dass diese Graphen fu¨r strukturierte Programme eine kleine beschra¨nkte Baumweite
besitzen. Damit konnte nachgewiesen werden, dass die Registerzuweisung fu¨r solche Programme ef-
fizient durchgefu¨hrt werden kann.
Die Untersuchung wurden allerdings unter Vernachla¨ssigung der Kantenorientierung des Kontroll-
flussgraphen durchgefu¨hrt. Dies liegt vor Allem daran, dass es bisher nicht gelungen ist, a¨hnlich
ma¨chtige Hilfsmittel in Form einer einheitlichen Minorentheorie fu¨r Digraphen zu entwickeln. Die
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Kantenorientierung der Kontrollflussgraphen ko¨nnte jedoch weitere wertvolle Informationen enthal-
ten und motiviert die Untersuchung der bisherigen Ansa¨tze einer Minorentheorie fu¨r Digraphen als
Grundlage weiterfu¨hrender Forschung.
In den nachfolgenden Kapiteln wird die Minorentheorie von Graphen mit einigen ausgewa¨hlten Re-
sultaten vorgestellt. DesWeiteren wird ein U¨berblick u¨ber einige der zahlreichen Ansa¨tze einer Minor-
entheorie fu¨r Digraphen zusammengetragen. Dabei werden die gerichteten Versionen der Baumweite
vereinheitlicht, im Detail vorgestellt und in Beziehung gesetzt. Dabei werden die bereits bekannten
Ansa¨tze, welche zum Teil nur fu¨r schlichte Digraphen formuliert und untersucht wurden, auf all-
gemeinere Digraphen mit Mehrfachkanten und Schlingen verallgemeinert. In dieser Arbeit werden
allerdings nur die arboreale Weite, gerichtete Baumweite, D-Weite, DAG-Weite und zwei gerichtete
Versionen des Ra¨uber-und-Gendarmen-Spiels mit den entsprechenden Gendarmenzahlen untersucht,
da es sonst den Rahmen dieser Arbeit sprengen wu¨rde. Außerdem werden die Probleme bei der Ent-
wicklung einer gerichteten Version des Minorenbegris dargestellt. Darauf aufbauend wird syste-
matisch ein neuer Minorenbegri vorgestellt, welcher mit den genannten gerichteten Versionen der
Baumweite vertra¨glich ist.
In [30] war das Problem des Informationsverlustes bei Vernachla¨ssigung der Kantenorientierung nicht
unbekannt. Im Zusammenhang mit strukturierten Programmen existiert außerdem das Konzept der
Reduzibilita¨t von Kontrollflussgraphen. Dabei la¨sst sich ein reduzibler Kontrollflussgraph schrittweise
auf einen Knoten reduzieren. Dabei entstehen hierarchisch strukturierte Intervalle, auf deren Grund-
lage sich Probleme, wie die Ermittlung der Lebensdauer einer Variablen, vereinfachen lassen. Die
bisherigen Arbeiten im Zusammenhang mit der Reduzibilita¨t befassten sich seit der ersten Vero¨ent-
lichung in [3] vorwiegend mit den Anwendungsgebieten fu¨r dieses Konzept.
In dieser Arbeit wird das Konzept der Reduzibilita¨t in Verbindung mit Minoren von Digraphen ge-
bracht und mit den gerichteten Versionen der Baumzerlegungen und Baumweite untersucht. Des
Weiteren werden sogar sehr kleine obere Schranken die arboreale Weite, D-Weite ( 1) und der
Gendarmenzahl in einem der gerichteten Ra¨uber-und-Gendarmen-Spiele ( 2) herausgearbeitet und
konkrete Mo¨glichkeiten zur Konstruktion entsprechender Zerlegungen vorgestellt. Diese Zerlegungen
lassen sich schließlich in algorithmischen Anwendungen fu¨r das Konzept der Reduzibilita¨t nutzen.
1.1 Grundbegriffe der Graphentheorie
In diesem Abschnitt sollen einige wesentliche Begrie gekla¨rt werden, die als Grundlagen der Gra-
phentheorie angesehen werden ko¨nnen und somit in dieser Arbeit immer wieder eine Rolle spielen.
Bereits fu¨r den Begri des Graphen und Digraphen haben sich bisher die verschiedensten Formulie-
rungen fu¨r Definitionen ergeben.
Als Konvention fu¨r diese Arbeit seien alle Graphen und Digraphen endlich. Das heißt, die Knoten- und
Kantenmengen werden als endlich vorausgesetzt. Des Weiteren ko¨nnen alle Graphen und Digraphen
sowohl Schlingen als auch Mehrfachkanten enthalten.
Da in dieser Arbeit die Struktur von Graphen und Digraphen im Vordergrund steht, wird ha¨ufig darauf
verzichtet, den Spezialfall des leeren (Di-)Graphen einzubeziehen. Daher sind hier alle Graphen und




Ein Graph G besteht aus einer Knotenmenge V = V(G) und einer Kantenmenge E = E(G). Des





: e 7! f u; v g eine Abbildung, welche jeder Kante die Menge
ihrer Endpunkte zuordnet.
Damit la¨sst sich G kurz als Tripel (V; E; ) schreiben.
Bei dieser Definition sindMehrfachkanten zugelassen und eine Kante e ist genau dann eine Schlinge
an einem Knoten v, wenn (e) = f v g und somit j (e) j = 1 gilt.
In der Literatur wird diese Definition ha¨ufig fu¨r die Spezialfa¨lle der einfachen bzw. schlichten Graphen
vereinfacht. Dabei werden die Kanten des Graphen direkt durch ihre Bilder unter  identifiziert.
Definition: (einfacher Graph, schlichter Graph)
Ein einfacher Graph G ist ein Graph ohne Mehrfachkanten, welcher aber noch Schlingen besitzen






Ein schlichter Graph G ist ein einfacher Graph ohne Schlingen. Somit besteht G aus der Knoten-






Damit la¨sst sich G in beiden Fa¨llen kurz als geordnetes Paar (V; E) schreiben.
In Form von G = (V; E; ) ergeben sich folgende Anforderungen an .
 Ist G einfach, dann treten keine Mehrfachkanten auf. Das heißt,  ist eine injektive Abbildung.
 IstG schlicht, dann treten zudem keine Schlingen auf. Das heißt,  kann als injektive Abbildung





: e 7! f u; v g aufgefasst werden.
Eine wichtige Unterklasse der schlichten Graphen bildet die Menge der vollsta¨ndigen Graphen.
Definition: (vollsta¨ndiger Graph Kn)
Sei n 2 , dann ist der vollsta¨ndige Graph mit n Knoten definiert als schlichter Graph Kn := (V; E)






Das heißt, zwischen je zwei Knoten u; v 2 V existiert genau eine Kante e = f u; v g 2 E.
Der Fokus dieser Arbeit liegt allerdings vorwiegend auf der Menge der gerichteten Graphen (kurz
Digraphen). Dabei handelt es sich um Graphen, deren Kanten zusa¨tzlich eine Orientierung besitzen.
Definition: (gerichteter Graph, Digraph)
Ein gerichteter Graph (”directed graph“, Digraph) D besteht aus einer Knotenmenge V = V(D)
und einer Kantenmenge E = E(D). Des Weiteren besitzt D mit  : E ! V  V : e 7! (u; v) eine
Abbildung, welche jeder Kante ein geordnetes Paar zuordnet. Dabei sei die erste Komponente der
Anfangsknoten die zweite Komponente der Endknoten der entsprechenden Kante.
Damit la¨sst sich D kurz als Tripel (V; E; ) schreiben.
Bei dieser Definition sindMehrfachkanten zugelassen und eine Kante e ist genau dann eine Schlinge
an einem Knoten v, wenn (e) = (v; v) gilt.
Analog zu den Graphen lassen sich Vereinfachungen wie einfache Digraphen und schlichte Digraphen
formulieren.
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Definition: (einfacher Digraph, schlichter Digraph)
Ein einfacher Digraph D ist ein Digraph ohne Mehrfachkanten, welcher aber noch Schlingen be-
sitzen kann. Somit besteht D aus der Knotenmenge V = V(D) und der Kantenmenge E = E(D) 
V  V .
Ein schlichter Digraph D ist ein einfacher Digraph ohne Schlingen. Somit besteht D aus der Kno-
tenmenge V = V(D) und der Kantenmenge E = E(D)  (V  V) n V mit V := f (v; v) j v 2 V g.
Damit la¨sst sich D in beiden Fa¨llen kurz als geordnetes Paar (V; E) schreiben.
In Form von D = (V; E; ) ergeben sich folgende Anforderungen an .
 Ist D einfach, dann treten keine Mehrfachkanten auf. Das heißt,  ist eine injektive Abbildung.
 Ist D schlicht, dann treten zudem keine Schlingen auf. Das heißt,  kann als injektive Abbildung
 : E ! (V  V) n V : e 7! (u; v) aufgefasst werden.
Weiterhin sind die Nachbarschaftsbeziehungen unter den Knoten von entscheidendem Interesse, so
dass folgende Gro¨ßen definiert sind.
Definition: (IN(v), in(v), OUT (v), out(v), indeg(v), outdeg(v), initialer Knoten)
Sei D = (V; E; ) ein Digraph und v 2 V .
 IN(v) bezeichne die Menge aller Nachbarknoten, von denen mindestens eine Kante zu v fu¨hrt.
IN(v) := f u 2 V j 9e 2 E : (e) = (u; v) und u , v g
 in(v) bezeichne die Anzahl verschiedener Nachbarknoten, von denen mindestens eine Kante zu
v fu¨hrt. So gilt in(v) := j IN(v) j.
 OUT (v) bezeichne die Menge aller Nachbarknoten, zu denen mindestens eine Kante von v
fu¨hrt.
OUT (v) := f u 2 V j 9e 2 E : (e) = (v; u) und u , v g
 out(v) bezeichne die Anzahl verschiedener Nachbarknoten, zu denen mindestens eine Kante
von v fu¨hrt. So gilt out(v) := j OUT (v) j.
 indeg(v) bezeichne die Anzahl der Kanten, die zu v fu¨hrt.
indeg(v) := j f e 2 E j (e) = (; v) g j
 outdeg(v) bezeichne die Anzahl der Kanten, die von v ausgehen.
outdeg(v) := j f e 2 E j (e) = (v; ) g j
 v heißt initialer Knoten von D, falls von keinem anderen Knoten eine Kante zu v fu¨hrt. Das
heißt, es gilt in(v) = 0.
Falls v keine Schlingen besitzt, so ist dies a¨quivalent zu indeg(v) = 0.
Bei Untersuchungen von Digraphen, bei denen die Orientierung der Kanten unbeachtet bleibt, kann
der Digraph durch das Entfernen der Kantenorientierung zu einemGraphen vereinfacht werden. Dabei
wird dann der so genannte zugrundeliegende Graph an Stelle des urspru¨nglichen Digraphen fu¨r die
Untersuchung herangezogen.
1 EINLEITUNG 6
Definition: (zugrundeliegender Graph, U(D))
SeiD ein Digraph. Der zugrundeliegende Graph ist dann definiert als der GraphG := U(D), welcher
entsteht, wenn die Orientierung der Kanten aus D entfernt wird. Damit ist G durch D eindeutig
bestimmt.
Dazu a¨quivalent ist die Formulierung, dass G genau dann der zugrundeliegende Graph von D ist,
wenn D eine Orientierung von G ist.
Das heißt, U ist eine surjektive Abbildung von der Menge der Digraphen auf die Menge der Gra-
phen. Dabei bleiben Knoten- und Kantenmenge identisch mit U(V) := V , U(E) := E und die
Abbildung  wird dabei zu





: e 7! (u; v) 7! f u; v g .
Bemerkung:
Es sei anzumerken, dass das Hilfsmittel des zugrundeliegenden Graphen den Sachverhalt vereinfa-
chen kann. Allerdings wird sich aber der Informationsgehalt durch das Entfallen der Information
u¨ber die Kantenorientierung im Allgemeinen verringert. Aufgrund des auftretenden Informations-
verlustes sollte dieses Hilfsmittel daher nur bedingt genutzt werden.
Umgekehrt la¨sst sich ein Graph auch als Digraph schreiben, indem den Kanten eine Orientierung
hinzugefu¨gt wird. Eine weitere Variante, welche in dieser Arbeit eine besondere Rolle spielt, ist die
wechselseitige Orientierung der Kanten des Graphen zu einem Digraphen.
Definition: (wechselseitig orientierter Digraph, D(G))
Sei G ein Graph. Der wechselseitig orientierte Digraph ist dann definiert als der Digraph D :=
D(G), welcher entsteht, wenn jede ungerichtete Kante durch ein Paar wechselseitig orientierter
Kanten ersetzt wird.
Das heißt, fu¨r einen Graphen G = (V; E; ) ist der wechselseitig orientierte Digraph definiert durch







 0(e1) = (u; v) und 0(e2) = (v; u) 	 fu¨r e 2 E ( mit (e) = f u; v g ) .
Ein Spezialfall dieser Formulierung bilden die vollsta¨ndigen Digraphen, die sich aus den vollsta¨ndigen
Graphen herleiten lassen.
Definition: (vollsta¨ndiger Digraph, Knd )
Sei n 2 , dann ist der vollsta¨ndige Digraph mit n Knoten definiert als Knd := D(Kn).
Bemerkung:
Bei der Darstellung von Digraphen ist es u¨blich, wechselseitig orientierte Kantenpaare als unge-
richtete Kante zu zeichnen, da dies die U¨bersichtlichkeit der Darstellung erho¨ht. Diese Konvention
wird auch fu¨r die Darstellungen von Digraphen in dieser Arbeit genutzt.
Die Verbindung zwischen den Knoten bzw. Knotenmengen eines Graphen durch Knotenfolgen wird
in u¨blicher Weise als Pfad und geschlossene Pfade als Zyklen bezeichnet. An dieser wird lediglich
die gerichtete Version der beiden Begrie in der hier verwendeten Notation definiert und fu¨r die
ungerichteten Definitionen auf [8] verwiesen.
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Definition: (Dipfad, La¨nge eines Dipfades, disjunkt, innere Knoten)
Sei D = (V; E; ) ein Digraph und u; v 2 V . Ein Dipfad (”directed walk“) von u nach v in D ist
eine Knotenfolge  = (xi)i=0;:::;k von k 2 0 paarweise verschiedener Knoten in V mit folgenden
Eigenschaften
 x0 := u und xk := v sowie
 fu¨r k > 0 existiert fu¨r jedes i = 0; : : : ; k   1 ein e 2 E mit (e) = (xi; xi+1) .
Der Dipfad besitzt dann die La¨nge k und die Knoten x1; : : : xk 1 werden als innere Knoten bezeich-
net.
Zwei Dipfade 1 = (xi)i=0;:::;k1 und 2 = (y j) j=0;:::;k2 heißen disjunkt, wenn sie keinen gemeinsamen
Knoten besitzen.
Definition: (Zyklus, La¨nge eines Zyklus, Schlinge)
Sei D = (V; E; ) ein Digraph und  = (xi)i=0;:::;k ein Dipfad der La¨nge k von x0 nach xk. Dann ist
u¨ber 0 = (xi)i=0;:::;k+1 mit xk+1 := x0 ein Zyklus der La¨nge k + 1 definiert.
Bei dieser Definition besitzen die Zyklen eines Digraphen eine La¨nge  1. Dabei ist jede Schlinge
ein Zyklus der La¨nge 1 und umgekehrt.
Eine besonders wichtige Klasse von Digraphen bilden die azyklischen Digraphen, welche sowohl in
der Praxis als auch als Voraussetzung vieler Algorithmen in der Graphentheorie und der theoretischen
Informatik auftauchen.
Definition: (azyklisch, DAG)
Ein Digraph D heißt azyklisch, wenn D keine Zyklen entha¨lt.
Ein azyklischer Digraph wird kurz als DAG (”directed acyclic graph“) bezeichnet.
Im Zusammenhang mit der Erreichbarkeit u¨ber Dipfade und Zyklen seien noch einige wichtige Defi-
nitionen u¨ber den Zusammenhang von Digraphen angefu¨hrt.
Definition: (zusammenha¨ngend, Komponente)
Ein Graph G heißt zusammenha¨ngend, wenn zwischen je zwei verschiedenen Knoten u; v 2 V(G)
ein Pfad in G existiert.
Ein maximaler zusammenha¨ngender Untergraph von G wird als Komponente von G bezeichnet.
Diese Begrie lassen sich auch direkt auf die Menge der Digraphen u¨bertragen, indem die Kantenori-
entierung vernachla¨ssigt und somit nur der zugrundeliegende Graph betrachtet wird. Dieses Vorgehen
liefert die Definition des schwachen Zusammenhangs in Digraphen.
Definition: (schwach zusammenha¨ngend, schwach zusammenha¨ngende Komponente)
Ein Digraph D heißt schwach zusammenha¨ngend, wenn der zugrundeliegende Graph U(D) zusam-
menha¨ngend ist.
Ein maximaler schwach zusammenha¨ngender Untergraph von D ist eine schwach zusammenha¨n-
gende Komponente von D.
Wenn die Kantenorientierung nicht vernachla¨ssigt wird, ergibt sich eine sta¨rkere Formulierung des
Zusammenhangs von Digraphen, indem die Existenz von Dipfaden zwischen den Knoten den starken
Zusammenhang eines Digraphen beschreibt.
1 EINLEITUNG 8
Definition: (stark zusammenha¨ngend, stark zusammenha¨ngende Komponente, SCC)
Ein Digraph D heißt stark zusammenha¨ngend, wenn zwischen je zwei verschiedenen Knoten u; v 2
V(D) in D ein Dipfad von u nach v und ein Dipfad von v nach u existiert.
Ein maximaler stark zusammenha¨ngender Untergraph von D ist eine stark zusammenha¨ngende
Komponente von D. (”strongly connected component“, kurz: SCC)
In natu¨rlicher Weise lassen sich die Begrie u¨ber den Zusammenhang von (Di-)Graphen auf Knoten-
mengen anwenden. Eine Knotenmenge V  V(G) eines Graphen G ist zusammenha¨ngend, wenn der
Untergraph G[V] zusammenha¨ngend ist. Analog lassen sich die Begrie schwach und stark zusam-
menha¨ngend auf Knotenmengen von Digraphen u¨bertragen.
Weitere wichtige Klassen von Digraphen werden durch die Auszeichnung eines so genannten Wur-
zelknotens definiert.
Definition: (Wurzelknoten eines Digraphen)
Sei D ein Digraph und r 2 V(D). Der Knoten r ist genau dann ein Wurzelknoten des Digraphen D,
falls fu¨r jeden anderen Knoten v 2 V(D) in D mindestens ein Dipfad von r nach v existiert.
Die Existenz eines Wurzelknotens in einem Digraphen hat allerdings nicht die Eindeutigkeit eines
solchen Knotens zur Folge, wie das Beispiel in Abbildung 1.1 demonstriert.
Abbildung 1.1: Beispiel eines Digraphen mit mehreren Wurzelknoten
Aus der Existenz eines initialen Wurzelknotens in einem Digraphen folgt weiterhin noch, dass kein
weiterer Wurzelknoten und auch kein weiterer initialer Knoten in dem Digraph existiert, wie die
folgende Proposition 1.1.1 zeigt.
1.1.1 Proposition:
Sei D ein Digraph und r 2 V(D) ein initialer Wurzelknoten von D, dann folgt:
a) der Knoten r ist der einzige initiale Knoten in D und
b) der Knoten r ist der einzige Wurzelknoten in D und
c) der Knoten r ist der einzige initiale Wurzelknoten in D.
Beweis:
Fu¨r die Aussagen a) und b) werde das Gegenteil angenommen.
a) Angenommen es gibt in D einen weiteren initialen Knoten r0. Weil r ein Wurzelknoten ist
und r , r0 gilt, existiert in D ein Dipfad von r nach r0 und es folgt in(r0)  1. Dies steht
im Widerspruch zur Annahme, dass r0 ein initialer Knoten in D ist. Somit ist r der einzige
initiale Knoten in D.
b) Angenommen es gibt einen weiteren Wurzelknoten r0 , r in D. Dann existiert in D ein
Dipfad von r0 nach r und es folgt in(r)  1. Dies steht im Widerspruch zur Voraussetzung
nach welcher der Knoten r initial ist. Somit ist r der einzige Wurzelknoten in D.
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c) Dies folgt direkt aus den Aussagen a) und b) zur Eindeutigkeit. 
Fu¨r Digraphen ohne Zyklen der La¨nge  2 ergeben sich sogar folgende Lemmas u¨ber die Existenz
und Eindeutigkeit von Wurzelknoten und initialen Knoten.
1.1.2 Lemma:
Jeder Digraph ohne Zyklen der La¨nge  2 besitzt mindestens einen initialen Knoten.
Beweis:
Angenommen es existiert ein DAG D mit n := j V(D) j ohne initialen Knoten. Dass heißt, fu¨r je-
den Knoten v 2 V(D) ist die Bedingung in(v)  1 erfu¨llt. O.B.d.A. kann D ohne Mehrfachkanten
angenommen werden, da dies keine Auswirkungen auf die Adjazenzrelation hat.
Schritt 0: Wa¨hle einen beliebigen Knoten v0 2 V(D0) mit D0 := D. Dabei gilt nach Voraus-
setzung in(v0)  1 in D0.
Schritt i: Wa¨hle vi 2 V(Di) mit Di := Di 1   vi 1 und (vi; vi 1) 2 E(Di 1)  E(D).
Dabei besitzt vi wiederum in(vi)  1 in Di 1. Andernfalls gibt es ein j < i, so
dass (v j; vi) 2 E(D) gilt, denn in D besaß vi noch die vorausgesetzte Eigenschaft
in(vi)  1. Dies wu¨rde einen Zyklus v j; vi; vi 1; : : : ; v j der La¨nge i   j implizieren
und dies wa¨re ein Widerspruch zur Voraussetzung, dass D ein Digraph ohne Zyklen
der La¨nge  2 sei. 
Mit dieser Konstruktion wird ein unendlich langer Dipfad in D konstruiert. Weil D aber nur n
Knoten besitzt, ist dies nicht mo¨glich und fu¨hrt zum Widerspruch zur Annahme, dass es keinen




Abbildung 1.2: Konstruktionsschema aus Lemma 1.1.2
1.1.3 Lemma:
Fu¨r einen Digraph D ohne Zyklen der La¨nge  2 sind folgende Aussagen a¨quivalent.
i) D besitzt einen Wurzelknoten
ii) D besitzt genau einen Wurzelknoten
iii) D besitzt genau einen initialen Wurzelknoten
iv) D besitzt genau einen initialen Knoten
Beweis:
Fu¨r die beschriebene A¨quivalenz reicht der Beweis folgender Implikationen.
i)) ii) Angenommen es existieren mehrere Wurzelknoten r; r0 2 V(D). Dann existiert ein
Dipfad von r nach r0, da r ein Wurzelknoten ist. Außerdem existiert ein Dipfad von
r0 nach r, weil r0 ein Wurzelknoten ist. Damit existiert wegen r , r0 ein Zyklus der
La¨nge  2 in D und daher ein Widerspruch.
Damit ist r der einzige Wurzelknoten von D.
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ii)) iii) Angenommen der Wurzelknoten r 2 V(D) ist kein initialer Knoten. Dann existiert ein
Knoten v , r mit einer Kante von v nach r in D. Des Weiteren existiert ein Dipfad von
r nach v, da r der Wurzelknoten von D ist. Damit existiert ein Zyklus der La¨nge  2
in D und daher ein Widerspruch.
Damit ist r sogar initialer Wurzelknoten von D.
i)( iii) Folgt bereits nach Definition.
iii)) iv) Angenommen r 2 V(D) ist der einzige initiale Wurzelknoten, aber nicht der einzige
initiale Knoten. Das heißt, es gibt einen initialen Knoten v 2 V(D). Zu diesem Knoten
existiert also kein Knoten w , v mit einer Kante von w nach v in D. Damit existiert
aber auch kein Dipfad von r nach v, was im Widerspruch zur Annahme steht, dass r
ein initialer Wurzelknoten ist.
Damit ist r auch der einzige initiale Knoten in D.
iii)( iv) Angenommen r 2 V(D) ist der einzige initiale Knoten, aber dieser ist kein Wurzelkno-
ten. Dann gibt es einen Knoten v 2 V(D), fu¨r den kein Dipfad von r nach v existiert.
Analog zum Beweis von Lemma 1.1.2 la¨sst sich ein Dipfad nach v konstruieren, dessen
Ursprung in einem initialen Knoten von D liegt. Da r der einzige initiale Knoten in D
ist, existiert entgegen der Annahme ein Dipfad von r nach v.
Damit ist r sogar initialer Wurzelknoten von D. 
Damit ergeben sich einige weitere Klassen von Digraphen, welche in dieser Arbeit von besonderem
Interesse sind.
Definition: ((initialer) Wurzeldigraph)
Ein (initialer) Wurzeldigraph D ist ein Digraph mit einem extra ausgezeichneten (initialen) Wur-
zelknoten r 2 V(D).
Der (initiale) Wurzeldigraph D mit Wurzelknoten r ist daher als geordnetes Paar (D; r) schreibbar.
Nachfolgend wird der extra ausgezeichnete Wurzelknoten kurz als der Wurzelknoten des Wurzel-
digraphen bezeichnet.
Bei der Definition der Reduzibilita¨t und der Minoren von Graphen und Digraphen wird auf die Kon-
traktion von Kanten zuru¨ckgegrien, welche hier formal definiert werden sollen.
Definition: (Kontraktion einer Kante, G=e)
Sei G = (V; E; ) ein Graph und e 2 E mit (e) = f x; y g. Bei der Kontraktion der Kante e wird
ein neuer Knoten ve < V [ E dem Graphen hinzugefu¨gt, welcher als Nachbarn diejenigen Knoten
erha¨lt, die zuvor mit x; y benachbart waren. Schließlich werden x und y aus dem Graphen entfernt.
So resultiert der Graph G=e = (V 0; E0; 0) mit folgender Beschreibung.
 V 0 := (V [˙ f ve g) n f x; y g
 E0 := E n f e g
 Sei e0 2 E0  E, dann ist 0(e0) :=
8>>>>>>>><>>>>>>>>:
f ve g , wenn (e0) 2 f f x g ; f y g ; f x; y g g
f ve; v g , wenn (e0) = f x; v g mit v , y
f v; ve g , wenn (e0) = f v; y g mit v , x
(e) , sonst .
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Bemerkung:
Bei der Arbeit mit Kontraktionen hat sich die Kontraktion von e zu einem neuen Knoten ve zum Teil
als unhandlich erwiesen, da der neue Knoten ve nicht in V(G) enthalten ist. Dabei kann ve durchaus
mit den Endknoten x; y von e identifiziert werden.
Um diese Identifikation zu erleichtern und die Definition zu verku¨rzen, la¨sst sich die Kontraktion
von e auch zu einem der beiden Endknoten durchfu¨hren. Der so entstandene GraphG0 = (V 0; E0; 0)
ist nachfolgend beschrieben (o.B.d.A. hier Kontraktion von e zum Endknoten y).
 V 0 := V n f x g
 E0 := E n f e g
 Sei e0 2 E0  E, dann ist 0(e0) :=
8>>>>><>>>>>:
f y g , wenn (e0) = f x g
f v; y g , wenn (e0) = f v; x g mit v , x
(e) , sonst .
Der GraphG0 ist dabei isomorph zuG=e. Damit la¨sst sichG0 also an Stelle vonG=e zur Betrachtung
heranziehen, wenn nicht explizit ve < V [ E gefordert wird. Dies ist insbesondere der Fall, wenn
ein Resultat fu¨r die gesamte Isomorphieklasse [G=e] formuliert wird und somit unabha¨ngig von der
Wahl des Repra¨sentanten G0 bzw. G=e ist.
Analog lassen sich Kantenkontraktionen fu¨r Digraphen formulieren.
Definition: (Kontraktion einer Kante, D=e)
Sei D = (V; E; ) ein Digraph und e 2 E mit (e) = (x; y). Bei der Kontraktion der Kante e wird
ein neuer Knoten ve < V [ E dem Digraphen hinzugefu¨gt, welcher als Nachbarn diejenigen Knoten
erha¨lt, die zuvor mit x; y benachbart waren. Schließlich werden x und y aus dem Digraphen entfernt.
So resultiert der Digraph D=e = (V 0; E0; 0) mit folgender Beschreibung.
 V 0 := (V [˙ f ve g) n f x; y g
 E0 := E n f e g
 Sei e0 2 E0  E, dann ist 0(e0) :=
8>>>>>>>><>>>>>>>>:
(ve; ve) , wenn (e0) 2 f (x; x); (x; y); (y; x); (y; y) g
(v; ve) , wenn (e0) 2 f (v; x); (v; y) g mit x , v , y
(ve; v) , wenn (e0) 2 f (x; v); (y; v) g mit x , v , y
(e) , sonst .
Bemerkung:
Auch fu¨r Digraphen ist die Kontraktion von Kanten zum Anfangsknoten oder Endknoten hilfreich,
da sich die Knotenmenge im resultierenden Digraphen lediglich um ein Element verringert, anstatt
ein vo¨llig neues Element zu erhalten. Der so entstandene Digraph D0 = (V 0; E0; 0) ist nachfolgend
beschrieben (o.B.d.A. hier Kontraktion von e zum Endknoten y).
 V 0 := V n f x g
 E0 := E n f e g
 Sei e0 2 E0  E, dann ist 0(e0) :=
8>>>>>>>><>>>>>>>>:
(y; y) , wenn (e0) = (x; x)
(v; y) , wenn (e0) = (v; x) mit v , x
(y; v) , wenn (e0) = (x; v) mit v , x
(e) , sonst .
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Der Digraph D0 ist dabei isomorph zu D=e. Damit la¨sst sich D0 also an Stelle von D=e zur Betrach-
tung heranziehen, wenn nicht explizit ve < V [ E gefordert wird. Dies ist insbesondere der Fall,
wenn ein Resultat fu¨r die gesamte Isomorphieklasse [D=e] formuliert wird und somit unabha¨ngig
von der Wahl des Repra¨sentanten D0 bzw. D=e ist.
Sowohl fu¨r Graphen als auch fu¨r Digraphen la¨sst sich die Kontraktion mehrerer Kanten in kurzer
Notation zusammenfassen.
Definition: (Kontraktion mehrerer Kanten, G=E)
SeiG ein (Di-)Graph und E  E(G). Dann istG=E der (Di-)Graph, welcher durch Kontraktion aller
Kanten in E entsteht.
Formal existiert durch eine Sortierung der endlichen Kantenmenge E = f e1; : : : ; ek g eine Folge
(Gi)i=0;:::;k mit G0 := G und Gi := Gi 1=ei fu¨r jedes i = 1; : : : ; k. Dann ist schließlich G=E := Gk.
1.2 Reduzibilita¨t
Der Begri der Reduzibilita¨t von Wurzeldigraphen wurde urspru¨nglich 1970 in der Arbeit ”Control
Flow Analysis“ von Frances E. Allen [3] im Zusammenhang mit der Optimierung von Compilern ge-
pra¨gt. Darin wurde die Definition fu¨r so genannte Kontrollflussgraphen (”Control Flow Graphs“) for-
muliert, welche bei der Analyse des Programmflusses entstehen. In spa¨teren Arbeiten zu diesem The-
ma wie [11], [29] und [12] wurden so genannte Flussgraphen (”Flow Graphs“) verwendet. Wa¨hrend
der Begri der Kontrollflussgraphen direkt mit Programmflu¨ssen zu verbinden ist, werden Flussgra-
phen auch zur Darstellung allgemeiner Abla¨ufe verwendet. Beide Begrie bezeichnen einen Digra-
phen mit einem ausgezeichneten Wurzelknoten und sind daher mit dem Begri der Wurzeldigraphen
in dieser Arbeit gleich zu setzen.
In diesem Kapitel wird die Reduzibilita¨t von Wurzeldigraphen vorgestellt. Dabei la¨sst sich der Begri
auf zwei recht unterschiedliche Formen herleiten, welche nachfolgend vorgestellt werden. Außerdem
wird eine U¨bersicht u¨ber einige ausgewa¨hlte Eigenschaften reduzibler Wurzeldigraphen zusammen-
getragen.
Bemerkung:
Die Definitionen der Reduzibilita¨t wurden in der verwendeten Literatur auf der Menge der einfa-
chenWurzeldigraphen formuliert. Weil die Digraphen dieser Arbeit auch Mehrfachkanten enthalten
ko¨nnen, werden die urspru¨nglichen Definitionen an entsprechender Stelle fu¨r Wurzeldigraphen an-
gepasst. Fu¨r die urspru¨nglichen Formulierungen sei auf die jeweils angegebenen Quellen verwiesen.
Die Herleitung der Reduzibilita¨t u¨ber Intervalle wird unter Anderem in [3] und [11] vorgestellt.
Definition: (Intervall, I(v), Intervallkopf; vgl. [3], [11])
Sei D ein Wurzeldigraph mit Wurzelknoten r und einem Knoten v 2 V(D). Das Intervall I(v) wird
u¨ber nachfolgenden Algorithmus konstruiert.
I) Setze I(v) := f v g.
II) Falls ein Knoten u 2 V(D) n I(v) mit u , r und IN(u)  I(v) existiert, wird u zu I(v)
hinzugefu¨gt.
III) Wiederhole Schritt II) solange, bis kein Knoten mehr zu I(v) hinzugefu¨gt werden kann.
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U¨ber die Knotenmenge I(v) ist somit ein eindeutiger Untergraph D[I(v)] mit v als initialen Wurzel-
knoten definiert. Der Knoten v wird dabei als Intervallkopf bezeichnet.
Schließlich la¨sst sich jeder Wurzeldigraph in eine Menge disjunkter Intervalle zerlegen und fu¨hrt zum
Begri der Intervallpartition.
Definition: (Intervallpartition; vgl. [3], [11])
Sei D ein Wurzeldigraph mit Wurzelknoten r, dann ist durch nachfolgende Konstruktion die Inter-
vallpartition von D definiert.
I) Setze H := f r g als die Liste der Intervallko¨pfe und L := ; als die Liste der disjunkten
Intervalle.
II) Falls H leer ist, entha¨lt L die gewu¨nschte Intervallpartition. Andernfalls fu¨ge fu¨r ein v 2 H
das Intervall I(v) zu L hinzu.
III) Entferne v aus H und fu¨ge alle Knoten aus OUT (I(v)) zu H hinzu, welche nicht bereits in H
oder einem der Intervalle in L enthalten sind. Wiederhole schließlich Schritt II).
Die Zerlegung der Knotenmenge erfolgte dabei in disjunkte Intervalle und ist eindeutig definiert.
Mit Hilfe der gewonnenen Intervallpartionen vonWurzeldigraphen lassen sich so genannte abgeleitete
Wurzeldigraphen erzeugen.
Definition: (abgeleiteter Wurzeldigraph, I(D); vgl. [3], [11])
Der abgeleitete Wurzeldigraph D0 = (V 0; E0; 0) eines Wurzeldigraphs D = (V; E; ) mit Intervall-
partition I = (Ii)i=1;:::;k ist wie folgt definiert.
 V 0 := f v1; : : : ; vk g
 E0 :=
n
e 2 E  es existieren i; j 2 f 1; : : : ; k g mit j , k und (e) = (u; v) 2 (Ii  I j) o
 0(e) = (vi; v j) fu¨r e 2 E0 mit (e) = (u; v) 2 (Ii  I j)
Das heißt, die Knoten des abgeleiteten Wurzeldigraphen D0 werden mit den Intervallen der Inter-
vallpartition von D identifiziert und die Kanten zwischen den Knoten verschiedener Intervalle u¨ber-
nommen. Der abgeleitete Wurzeldigraph wird kurz mit I(D) bezeichnet und entha¨lt keine Schlingen
mehr.
Definition: ((intervall-)reduzibel, irreduzibel; vgl. [3], [11])
Sei D ein Wurzeldigraph, dann existiert eine eindeutige Folge (Di)i=0;:::;k von Wurzeldigraphen mit
den Eigenschaften
 D0 := D ,
 Di := I(Di 1) fu¨r i = 1; : : : ; k und
 Dk = I(Dk) .
Der Wurzeldigraph D ist genau dann (intervall-)reduzibel, falls Dk nur noch einen einzigen Knoten
entha¨lt und somit isomorph zu K1d ist.
Besondere Eigenschaften der Intervalle sind unter Anderem:
 Jeder Zyklus innerhalb eines Intervalls I(v) entha¨lt den Intervallkopf v.
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 Jede Kante von I(u) nach I(v) mit u , v endet im Intervallkopf v.
In der Arbeit [11] entdeckten die Autoren des Weiteren eine Mo¨glichkeit zur Charakterisierung der
Menge (intervall-)reduziblen Wurzeldigraphen durch eine verbotene Unterstruktur.
Definition: (R, vgl. [11])
Mit R wird eine ganze Klasse von Digraphen bezeichnet. Die Struktur der Digraphen in R ist in
Abbildung 1.3 dargestellt.
Dabei kann jede dargestellte Kante durch einen Dipfad der La¨nge  1 ersetzt werden, so dass
die Mengen mit den inneren Knoten der jeweiligen Ersetzungsdipfade paarweise disjunkt sind und
keinen der Knoten r; v; x; y enthalten. Als Ausnahme kann die Kante von r nach v durch einen
Dipfad der La¨nge 0 ersetzt werden, so dass r = v gilt.







Abbildung 1.3: Struktur der Digraphen in R und der Sonderfall mit r = v
1.2.1 Satz: (vgl. Theorem 6.1 in [11])
Wenn D ein irreduzibler Wurzeldigraph ist, dann besitzt er einen Teilgraphen, welcher zu einem
Digraphen aus R isomorph ist.
1.2.2 Satz: (vgl. Theorem 6.2 in [11])
Wenn ein Wurzeldigraph D einen Teilgraphen entha¨lt, welcher zu einem Digraphen aus R isomorph
ist, dann ist D irreduzibel.
Als direkte Konsequenz aus den beiden Sa¨tzen 1.2.1 und 1.2.2 folgt schließlich der nachfolgende
Charakterisierungssatz der reduziblen Wurzeldigraphen.
1.2.3 Satz: (vgl. Theorem 3 in [12])
Ein Wurzeldigraph ist genau dann irreduzibel, wenn er einen Teilgraphen entha¨lt, welcher zu einem
Digraphen aus R isomorph ist.
Eine zweite Variante, u¨ber welche die Reduzibilita¨t eingefu¨hrt werden kann, erfolgt u¨ber spezielle
Transformationen.
Definition: (reduzibel, T1, T2; vgl. [11], [12])
Sei D ein Wurzeldigraph mit Wurzelknoten r 2 V(D). Des Weiteren sind folgende Transformatio-
nen formuliert, welche auf D und eine Kante e 2 E(D) wirken.
T1 : Lo¨schung der Schlinge e und somit T1(D; e) := D   e.
Diese Transformation ist nur dann anwendbar, falls e eine Schlinge von D ist.
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T2 : Kontraktion von e und somit T2(D; e) := D=e.
Diese Transformation ist nur dann anwendbar, falls e keine Schlinge von D ist. Desweiteren
darf der Endknoten v von e keine Schlinge besitzen und es muss v , r und in(v) = 1 gelten.
Schließlich ist ein D genau dann reduzibel, wenn er durch wiederholte Anwendung der Transfor-
mationen T1 und T2 auf einen Digraphen reduziert werden kann, welcher zum K1d isomorph ist.
Die Folge von Anwendungen der beiden Transformationen la¨sst sich als Reduktionsfolge in zwei
wesentlichen Varianten darstellen.
Definition: (Reduktionsfolge)
Sei D ein reduzibler Digraph mit m := j E(D) j, dann existiert eine Folge von Anwendungen der
Transformationen T1 und T2 so, dass D auf einen, zum K1d isomorphen, Digraph reduziert wird.
Eine solche Folge wird als Reduktionsfolge bezeichnet.
Eine Reduktionsfolge kann dabei in zwei verschiedene Formen dargestellt werden.
 Darstellung der Reduktionsfolge als Folge (Di)i=0;:::;m der Digraphen, welche durch schritt-
weise Anwendung der Transformationen entstehen
 Darstellung der Reduktionsfolge als Folge (ei)i=1;:::;m der Kanten, welche durch schrittweise
Anwendung der Transformationen gelo¨scht oder kontrahiert werden
Dabei gilt fu¨r jedes i = 1; : : : ;m die Beziehung Di = T1(Di 1; ei) oder Di = T2(Di 1; ei) mit D0 := D
und ei 2 Di 1. Somit sind beide Darstellungen ineinander u¨berfu¨hrbar.
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2 U¨ber Minoren von Graphen
In der Graphentheorie existiert ein sehr verwandtes Konzept zur strukturellen Analyse von Graphen
mittels Lo¨schung von Knoten und Kanten sowie Kantenkontraktionen. Dabei handelt es sich um die
Minorentheorie von Graphen, welche nachfolgend in groben Zu¨gen dargestellt wird.
Einen Einblick in dieses Gebiet der Graphentheorie bietet zum Beispiel das Buch [8] von Reinhard
Diestel, wobei die englische Fassung [9] ausfu¨hrlicher auf dieses Thema eingeht. Dieser einfu¨hren-
den Literatur liegen vor allem die 23 Vero¨entlichungen der Reihe ”Graph Minors“ [19] von Neil
Robertson und Paul D. Seymour zu Grunde, welche im Zeitraum von 1983 bis 2010 im Journal of
Combinatorial Theory erschienen sind.
2.1 Minoren von Graphen
Nachfolgend ist die wohl gebra¨uchlichste Definition der Minoren eines Graphen angegeben.
Definition: (Minor, Minorenrelation, 4)
SeienG und H Graphen. Dann istG genau dann einMinor von H, wenn ein Teilgraph H0 von H in
der Weise existiert, dass durch Kontraktion von Kanten aus H0 der Graph G resultiert.
Die Beziehung ”G ist Minor von H“ beschreibt dabei eine Quasiordnung (reflexiv und transitiv) auf
der Menge der Graphen. Diese wird als Minorenrelation 4 bezeichnet.
Formal bedeutet dies:
G ist Minor von H , G 4 H , 9H0  H : 9E  E(H0) : G = H0=E :
In Abbildung 2.1 ist ein Beispiel fu¨r die Konstruktion eines Minoren dargestellt.
G :H : H0 :
Abbildung 2.1: Beispiel eines Minoren G von Graph H mit G = H0=E und H0  H
Bemerkung:
In der Regel wird die Minorenrelation nicht direkt auf der Menge der Graphen, sondern auf der
Menge der Isomorphieklassen betrachtet. Das heißt fu¨r Graphen G und H formal:
G ist zu einem Minor von H isomorph , 9G˜ : G  G˜ 4 H :
Eine weitere Abwandlung, welche ha¨ufig in der Literatur wie zum Beispiel in [8] anzutreen ist,
ist die Beschra¨nkung auf schlichte Graphen. Damit sind meist vereinfachte Formulierungen der hier
betrachteten Sachverhalte verbunden. Nachfolgend sei eine solche Formulierung fu¨r den Begri des
Minoren angefu¨hrt.
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Definition: (Verzweigungsmenge, Minor eines schlichten Graphs; vgl. [8])
SeienG und H schlichte Graphen. Dann istG genau dann ein Minor von H, wenn ein Teilgraph H0
von H und eine Knotenpartition W = fWx  V(H0) j x 2 V(G) g so existiert, dass folgende Bedin-
gungen erfu¨llt sind.
 Fu¨r alle x 2 V(G) ist H0[Wx] zusammenha¨ngend.
 Zwischen zwei Knoten x; y 2 V(G) gibt es genau dann eine Kante, wenn in H0 zwischen Wx
und Wy mindestens eine Kante existiert.
Diese Definition ist allerdings nur auf der Menge der schlichten Graphen a¨quivalent zu der zuvor An-
gegebenen. Auf der Menge der schlichten Graphen la¨sst sich dabei eine vereinfachte Kantenkontrak-
tion formulieren, bei der Mehrfachkanten und Schlingen, welche bei der normalen Kantenkontraktion
entstehen wu¨rden, entfernt werden.
Auf der Grundlage der Verzweigungsmengen sind daher alle Minoren eines Graphen schlicht. Damit
ergibt sich zwar die A¨quivalenz auf der Menge der schlichten Graphen. Allerdings folgt damit auch
der Widerspruch auf der Menge der Graphen, denn es existieren im Allgemeinen weitere Minoren,
welche nicht schlicht sind.
Das Konzept der Verzweigungsmengen liefert dennoch einen interessanten Blickwinkel, weil damit
eine Abbildung zwischen den Knoten eines Minors und den Knoten des Ausgangsgraphen beschrie-
ben ist.
2.1.1 Lemma:
Seien G und H Graphen mit G 4 H. Dann existiert ein Teilgraph H0 von H und eine surjektive
Abbildung  : V(H0)! V(G) mit folgenden Eigenschaften.
 W =
n
Wx :=  1(x)  V(H0)
 x 2 V(G) o ist eine Partition von V(H0).
 Fu¨r alle x 2 V(G) ist H0[Wx] zusammenha¨ngend.
 Zwischen zwei Knoten x; y 2 V(G) gibt es genau dann keine Kante, wenn in H0 zwischen Wx
und Wy keine einzige Kante existiert.
Beweis:
Da G ein Minor von H ist, existiert ein Teilgraph H0 von H, so dass durch die Kontraktion von
Kanten F  E(H0) der Graph G resultiert. Dann sei VF := f v 2 V(H0) j 9e 2 F : v  e g die
Menge aller Knoten aus V(H0), welche mit den Kanten aus F inzidieren.
Setze H0F := H
0   (E(H0) n F) als den Graphen, welcher durch Beschra¨nkung von H0 auf die
zu kontrahierenden Kanten in F entsteht. O.B.d.A. werden an dieser Stelle die Kontraktionen zu
einem der beiden Endpunkte vorgenommen. Somit existiert in jeder Komponente von H0F genau
ein Knoten, welcher auch in V(G) enthalten ist. Daraus la¨sst sich eine surjektive Abbildung  wie
folgt konstruieren.
 : V(H0)! V(G) : x 7!
8>><>>:x , falls x < VFy , sonst (y 2 V(H0) \ V(G) aus der Komponente von x in H0F)
Fu¨r jedes x 2 V(G) ist Wx :=  1(x) eine Komponente von H0F und H0[Wx] somit zusam-
menha¨ngend. Fu¨r beliebige zwei Knoten x; y 2 V(G) sind die Mengen Wx und Wy disjunkt,
womitW =
n
Wx :=  1(x)  V(H0)
 x 2 V(G) o tatsa¨chlich eine Partition der Knotenmenge von
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H0 ist. Zwischen den Knoten x und y existiert dabei genau dann keine Kante inG, wenn zwischen
Wx undWy keine einzige Kante in H0 existiert. Somit sind alle Eigenschaften an  erfu¨llt und die
Existenz einer solchen Abbildung bewiesen. 
Die Mengen Wx :=  1(x) sind dabei eine Analogie zu den Verzweigungsmengen bei der Definition
des Minorenbegris auf der Menge der schlichten Graphen.
Die Umkehrung von Lemma 2.1.1 ist allerdings im Allgemeinen nicht zutreend. Die Existenz einer
solchen Abbildung trit dabei keine Aussage u¨ber die Existenz von Schlingen und die Anzahl von
Mehrfachkanten in den Graphen.
Mit Hilfe der Minoren lassen sich nicht nur besondere Strukturen der Graphen na¨her untersuchen,
sondern es ist sogar mo¨glich ganze Klassen von Graphen durch Minoren charakterisieren. Solche
Klassen werden dabei zum Beispiel durch gewisse Grapheigenschaften bestimmt. Diejenigen Gra-
pheigenschaften und deren Klassen, welche sich mit Hilfe von Minoren charakterisieren lassen, sind
die so genannten erblichen Grapheigenschaften.
Definition: (erbliche Grapheigenschaft; vgl. [8])
Eine Grapheigenschaft P heißt erblich, wenn sie isomorphieinvariant ist und mit jedem Graphen
G 2 P auch all dessen Minoren die Eigenschaft P besitzen. Formal gilt fu¨r H 4 G also
8H0  H : G 2 P ) H0 2 P :
Die Charakterisierung erfolgt schließlich in der Form einer Menge so genannter verbotener Minoren.
Definition: (Forb4(X), verbotener Minor; vgl. [8])
Sei X eine Menge oder Klasse von Graphen, so ist durch
Forb4(X) :=  G  kein X 2 X ist zu einem Minor von G isomorph 	
eine Grapheigenschaft G beschrieben.
Die Graphen X 2 X werden in der Darstellung von G = Forb4(X) als die verbotenen Minoren
bezeichnet. Die Grapheigenschaft G ist somit durch verbotene Minoren darstellbar.
Es la¨sst sich sogar exakt angeben, wann eine solche Charakterisierung durch verbotene Minoren
mo¨glich ist.
2.1.2 Satz: (vgl. Proposition 10.4.1 in [8])
Eine Grapheigenschaft P eines Graphen ist genau dann erblich, wenn sie durch verbotene Minoren
darstellbar ist.
Eines der wohl wichtigsten Ergebnisse der Minorentheorie stellt der Minorensatz von Robertson und
Seymour dar.
Definition: (Wohlquasiordnung; vgl. [8])
Eine Quasiordnung  (reflexiv und transitiv) auf einer Menge X ist eineWohlquasiordnung (und die
Elemente von X somit wohlquasigeordnet), wenn fu¨r jede unendliche Folge x0; x1; : : : in X Indizes
i < j so existieren, dass xi  x j gilt.
2.1.3 Satz: (Minorensatz; vgl. 10.5.2 in [8], Folgerung von 10.5 in [26])
Sei (Gi)i=1;2;::: eine abza¨hlbare Folge von Graphen. Dann existieren Indizes k > j  1, so dass G j
zu einem Minor von Gk isomorph ist.
Dies beschreibt eine Wohlquasiordnung auf der Menge der Graphen.
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Auf Grund seiner Komplexita¨t, wird der Beweis dieses Satzes hier nicht na¨her dargestellt. Eine Be-
weisskizze befindet sich unter Anderem in [9]. Fu¨r den detaillierten Beweis sei an dieser Stelle auf
die Reihe ”Graph Minors“ [19] verwiesen, in welcher auch viele Techniken zur Behandlung von Mi-
noren von Graphen entwickelt wurden, die im Rahmen dieser Arbeit nur zum kleinen Teil vorgestellt
werden ko¨nnen.
Besonders hilfreich fu¨r die Arbeit mit Wohlquasiordnungen ist folgende Proposition 2.1.4.
2.1.4 Proposition: (vgl. Proposition 10.1.1 in [8])
Eine Quasiordnung  auf einer Menge X ist genau dann eine Wohlquasiordnung, wenn es in X
bezu¨glich  weder eine unendliche Antikette noch eine unendlich absteigende Folge x0 > x1 > : : :
gibt.
Ein direktes und besonders interessantes Resultat des Minorensatzes ist das folgende Korollar 2.1.5.
2.1.5 Korollar: (vgl. Korollar 10.5.3 in [8])
Jede erbliche GrapheigenschaftP la¨sst sich durch eine endliche Menge verbotener Minoren dar-
stellen.
Als eines der bekanntesten Resultate dieses Satzes gilt der Satz von Kuratowski u¨ber die Charakteri-
sierung der Planarita¨t (Pla¨ttbarkeit) von Graphen durch nur zwei verbotene Minoren.
2.1.6 Satz: (Satz von Kuratowski; vgl. Satz 3.4.6 in [8])
Ein Graph ist genau dann planar (pla¨ttbar), wenn jeder seiner Minoren weder zum K5 noch zum
K3;3 isomorph ist.
K5 K3;3
Abbildung 2.2: die Graphen K5 und K3;3 aus Satz 2.1.6
2.2 Topologische Minoren von Graphen
Eine besondere Variante der Minoren sind die so genannten topologischen Minoren und die dazu-
geho¨rige topologische Minorenrelation. In diesem Spezialfall werden nicht mehr alle Kantenkontrak-
tionen zugelassen und es erfolgt eine Beschra¨nkung auf Kontraktionen von so genannten Unterteilun-
gen.
Definition: (Unterteilung, Unterteilungsknoten, Verzweigungsknoten; vgl. [8])
Seien G und H Graphen. Dann ist H eine Unterteilung von G, wenn die Kanten von G so durch
Pfade der La¨nge  1 ersetzt werden ko¨nnen, dass der Graph H resultiert.
Bei der Ersetzung einer Kante e 2 E(G) mit (e) = f x; y g durch einen Pfad der La¨nge k  1
werden nachfolgende A¨nderungen an G = (V; E; ) durchgefu¨hrt, so dass daraus die Unterteilung
G0 = (V 0; E0; 0) von G entsteht.
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 V 0 := V [˙ f x1; : : : ; xk 1 g
 E0 := E [˙ f e1; : : : ; ee 1 g
 0(e0) =
8>>>>>>>><>>>>>>>>:
(e0) , fu¨r e0 2 E n f e g
f x; x1 g , fu¨r e0 = e
f xi; xi+1 g , fu¨r e0 = ei mit i = 1; : : : ; k   2
f xk 1; y g , fu¨r e0 = ek 1
Dabei werden die Knoten in V(G)  V(H) als Verzweigungsknoten und die Knoten in V(H) n V(G)
alsUnterteilungsknoten bezeichnet. Dabei besitzen die Verzweigungsknoten den gleichen Grad wie
in G und die Unterteilungsknoten besitzen den Grad 2.
Eine etwas andere Notation ist in [23] zu finden und basiert auf der schrittweisen Unterteilung der
Kanten.
Definition: (Unterteilung; vgl. [23])
Eine Unterteilung eines GraphenG ist ein Graph H, welcher durch wiederholte Ersetzungen von je
einer Kante durch ein aufeinanderfolgendes Kantenpaar entsteht.
Die Ersetzung einer einzelnen Kante entspricht bei dieser Notation dem Spezialfall, dass ein Pfad
der La¨nge 1 durch einen Pfad der La¨nge 2 ersetzt wird.
Die Konstruktion einer Unterteilung wird in Abbildung 2.3 deutlich. Mit dem Begri der Unterteilung
ist es nun mo¨glich, den Begri des topologischen Minors zu formulieren.
Abbildung 2.3: Beispiel fu¨r eine Unterteilung eines Graphen
Definition: (topologischer Minor, topologische Minorenrelation, 4t; vgl. [8], [23])
Seien G und H Graphen. So ist G genau dann ein topologischer Minor von H, wenn ein Teilgraph
H0 von H existiert, so dass dieser eine Unterteilung von G ist.
Die Beziehung ”G ist topologischer Minor von H“ beschreibt dabei eine Quasiordnung (reflexiv und
transitiv) auf der Menge der Graphen. Diese wird als topologische Minorenrelation 4t bezeichnet.
Formal bedeutet dies:
G ist topologischer Minor von H , G 4t H :
Oensichtlich besitzt jede Kante, welche durch eine Unterteilung hinzugefu¨gt wurde, einen Untertei-
lungsknoten als Endknoten. Daher besitzt jede dieser Kanten einen Endknoten vom Grad 2.
2.2.1 Proposition: (vgl. Proposition 0.7.2 in [8] fu¨r schlichte Graphen)
Sei H ein Graph, dann ist jeder topologische Minor G von H auch ein (gewo¨hnlicher) Minor von
H. Das heißt formal, aus G 4t H folgt stets G 4 H.
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Beweis:
IstG ein topologischer Minor von H, so existiert ein Teilgraph H0 von H als Unterteilung vonG.
Das heißt, die Kanten von G werden durch Pfade ersetzt, wobei neue Knoten (Unterteilungskno-
ten) hinzugefu¨gt und mit neuen Kanten verbunden werden. Diese hinzugefu¨gten Kanten bilden
dabei die Menge E := E(H0) n E(G). Durch Kontraktion der Kanten E in H0 entsteht als Umkeh-
rung der Unterteilung der Graph G = H0=E  H. Somit ist G ein Minor von H. 
2.3 Baumzerlegung und Baumweite tw(G)
Ein inzwischen viel genutztes Hilfsmittel der Minorentheorie von Graphen sind die so genannten
Baumzerlegungen und die Baumweite. Dabei wurden die Begrie der Baumzerlegung und Baum-
weite bereits 1976 unter anderer Bezeichnung von Rudolf Halin in seiner Arbeit [10] eingefu¨hrt und
untersucht. Danach gerieten sie zuna¨chst in Vergessenheit, bis sie 1983 von Neil Robertson und Paul
Seymour in den Arbeiten [21] und [20] wiederentdeckt wurden und inzwischen weit verbreitet sind.
Definition: (Baumzerlegung, Baumweite; vgl. [8], [20])
Eine Baumzerlegung eines Graphen G ist ein geordnetes Paar (T;W). Dabei sind T ein Baum und





(T2) Fu¨r jede Kante e 2 E(G) mit Endknoten u und v gibt es ein t 2 V(T ) mit u; v 2 Wt.
(T3) Seien t1; t2; t3 2 V(T ) und liegt t2 auf dem Pfad von t1 nach t3, dann gilt Wt1 \Wt3  Wt2 .
Sei (T;W) eine Baumzerlegung von G, so ist die Weite dieser Baumzerlegung definiert als
max f jWt j   1 j t 2 V(T ) g :
Die Baumweite tw(G) eines Graphen G ist schließlich die minimale Weite einer Baumzerlegung
von G.
Bei dieser Definition sorgen die Bedingungen (T1) und (T2) dafu¨r, dass die Vereinigung der Untergra-
phenG[Wt] den GraphenG ergibt. Wa¨hrenddessen stellen die Bedingungen (T2) und (T3) sicher, dass
die Gestalt vonG grob der Struktur von T entspricht. In Abbildung 2.4 ist eine Beispiel fu¨r eine solche
Baumzerlegung dargestellt. Dabei werden hier die Mengen aus W direkt neben den entsprechenden






fb; e; f g
fb; d; eg
fa; b; dg
fb; c; f g
fa; c; eg
fa; b; cg fa; d; eg fc; e; f g
Abbildung 2.4: Beispiel fu¨r zwei mo¨gliche Baumzerlegungen von G mit Weite 2
2.3.1 Lemma:
Sei (T;W) eine Baumzerlegung eines Graphen G, dann sind folgende Aussagen a¨quivalent.
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(T3) Seien t1; t2; t3 2 V(T ) und liegt t2 auf dem Pfad von t1 nach t3, dann gilt Wt1 \Wt3  Wt2 .
(T3’) Fu¨r jeden Knoten x 2 V(G) bildet die Knotenmenge Vx := f t 2 V(T ) j x 2 Wt g mit T [Vx]
einen zusammenha¨ngenden Teilbaum von T .
Beweis:
Angenommen (T3) gilt und (T3’) nicht. Dann existiert ein x 2 V(G), so dass Vx keinen zusam-
menha¨ngenden Teilbaum von T bildet und es gibt in T [Vx] mehr als nur eine Komponente.
Seien T1 und T2 nun zwei dieser Komponenten und t1 2 V(T1)  V(T ) und t2 2 V(T2)  V(T )
beliebig. Da t1 und t2 in verschiedenen Komponenten liegen, existiert in T [Vx] kein Pfad zwischen
ihnen.
Allerdings ist T ein Baum und es existiert somit in T ein eindeutiger Pfad von t1 nach t2. Weil T1
und T2 aber nicht in T [Vx] zusammenha¨ngen, u¨berquert dieser Pfad mindestens einen Knoten t3
aus V(T ) n Vx. Damit folgt x < Wt3 und steht im Widerspruch zur Annahme, dass (T3) und somit
x 2 Wt1 \Wt2  Wt3 gilt. Es folgt daher die Gu¨ltigkeit von (T3’).
Angenommen (T3’) ist erfu¨llt. Es seien t1; t2; t3 2 V(T ), wobei t2 auf dem Weg von t1 nach t3
liegt. Fu¨r jedes x 2 Wt1 \ Wt3  V(G) gilt dabei t1; t3 2 Vx. Nach (T3’) ist T [Vx] ein zusam-
menha¨ngender Teilbaum von T und jeder Knoten t2 2 V(T ), entlang des eindeutigen Pfades von
t1 nach t3, ist ebenfalls in Vx enthalten. Daraus folgt x 2 Wt2 und daher (T3) mitWt1 \Wt3  Wt2 .
Damit sind (T3) und (T3’) a¨quivalent. 
Daher la¨sst sich alternativ eine a¨quivalente Definition der Baumzerlegung und Baumweite eines Gra-
phen formulieren.
Definition: (Baumzerlegung; vgl. [27])
Eine Baumzerlegung eines Graphen G ist ein geordnetes (T;W). Dabei sind T ein Baum und W =





(T2) Fu¨r jede Kante e 2 E(G) mit Endknoten u und v gibt es ein t 2 V(T ) mit u; v 2 Wt.
(T3’) Fu¨r jeden Knoten x 2 V(G) bildet die Knotenmenge Vx := f t 2 V(T ) j x 2 Wt g mit T [Vx]
einen zusammenha¨ngenden Teilbaum von T .
Grob gesprochen folgt aus einer mo¨glichst kleinen Baumweite eine große A¨hnlichkeit zu einer Baum-
struktur. Mit Hilfe von Baumzerlegungen ist es demzufolge mo¨glich, vorteilhafte Aspekte von Ba¨um-
en auf allgemeinere Graphen zu u¨bertragen. Ein wichtiges Beispiel hierfu¨r ist die Trennungseigen-
schaft von Ba¨umen, welche im nachfolgenden Lemma 2.3.2 vorgestellt wird.
2.3.2 Lemma: (Trennungslemma; vgl. Lemma 10.3.1 in [8])
Es sei (T;W) eine Baumzerlegung des Graphen G. Seien weiterhin t1; t2 2 V(T ) und e 2 E(T ) die
Kante zwischen t1 und t2, dann zerfa¨llt T   e in genau zwei Komponenten T1 und T2. Außerdem
trennt Wt1 \Wt2 die Knotenmengen U1 :=
S
t2V(T1)




Fu¨r die Minorentheorie von Graphen ist die Baumweite aber erst mit der folgenden Proposition 2.3.3
nutzbar.
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2.3.3 Proposition: (vgl. 1.3 in [22], Proposition 10.3.5 in [8])
Fu¨r Graphen G und H mit G 4 H folgt stets tw(G)  tw(H).
Das heißt aber auch, dass eine beschra¨nkte Baumweite eine erbliche Grapheigenschaft ist. Im Sinne
verbotener Minoren folgt einer der wichtigsten Sa¨tze der Minorentheorie von Graphen.
2.3.4 Satz: (vgl. 2.1 in [22])
Sei G ein planarer Graph, dann existiert ein k 2 , so dass jeder Graph H, der keinen zu G
isomorphen Minor besitzt, eine Baumweite  k hat.
Folgendes Korollar 2.3.5 stellt eine a¨quivalente Formulierung von Satz 2.3.4 dar und wird daher ha¨ufig
stellvertretend fu¨r die urspru¨ngliche Formulierung verwendet.
2.3.5 Korollar: (vgl. Satz 10.4.3 in [8], Theorem 12.4.3 in [9])
Sei H ein Graph, dann ist die Baumweite der Graphen in Forb4(H) genau dann beschra¨nkt, wenn
H planar ist.
2.4 Wegzerlegung und Wegbreite pw(G)
Einen Spezialfall der Baumzerlegungen von Graphen stellen die Wegzerlegungen dar, welche ur-
spru¨nglich in [18] vorgestellt und untersucht wurden. Dabei werden nicht mehr alle Ba¨ume als Struk-
tur fu¨r die Zerlegung zugelassen, sondern nur noch Wege, welche als Spezialfall der Ba¨ume gelten.
Die Knotenmengen der Zerlegung lassen sich dabei einfach als Folge betrachten und notieren.
Definition: (Wegzerlegung, Wegbreite; vgl. [18], [8])
Eine Wegzerlegung eines GraphenG ist ein geordnetes Paar (P;W). Dabei sind P ein Weg mit Kno-
tenmenge V(P) = f x1; : : : ; xk g (in natu¨rlicher Reihenfolge entlang des Weges) undW = (Wi)i=1;:::;k
eine Familie von Knotenmengen von G mit folgenden Eigenschaften.
(W1) Fu¨r jede Kante e 2 E(G) mit Endknoten u und v gibt es ein Wi mit 1  i  k, so dass
u; v 2 Wi gilt.
(W2) Seien 1  i1  i2  i3  k, dann gilt Wi1 \Wi3  Wi2 .
Sei (P;W) eine Wegzerlegung von G, so ist die Breite dieser Wegzerlegung definiert als
max f jWi j   1 j 1  i  k g :
Die Wegbreite pw(G) eines Graphen G ist schließlich die minimale Breite einer Wegzerlegung von
G.
Viele Aspekte der Baumzerlegungen lassen sich in gleicher oder a¨hnlicher Weise auf Wegzerlegungen
u¨bertragen. So ist es unter Anderem mo¨glich, a¨hnliche Aussagen wie in Satz 2.3.4 bzw. Korollar 2.3.5
zu formulieren.
2.4.1 Satz: (vgl. 1.1 in [18])
Sei G ein Wald, dann existiert ein k 2 , so dass jeder Graph, der keinen zu G isomorphen Minor
besitzt, eine Wegbreite  k hat.
2.4.2 Korollar: (vgl. Satz 10.4.4 in [8])
Sei H ein Graph, dann ist die Wegbreite der Graphen in Forb4(H) genau dann beschra¨nkt, wenn
H ein Wald ist.
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2.5 Ra¨uber-und-Gendarmen-Spiele auf Graphen
Ra¨uber-und-Gendarmen-Spiele auf Graphen werden nicht nur wegen ihrer intuitiven Versta¨ndlichkeit
untersucht, sondern auch wegen den starken Verbindungen zu Baumzerlegungen und zur Baumweite.
So fu¨hren die gegensa¨tzlichen Strategien der Gendarmen und des Ra¨ubers zu dualen Aussagen u¨ber
die Existenz einer Baumzerlegung einer gewissen Weite oder eines so genannten Havens bestimm-
ter Ordnung. Daher werden diese Ra¨uber-und-Gendarmen-Spiele hier na¨her vorgestellt. Diese Spiele
wurden vor allem in [28] untersucht und mit der Minorentheorie von Graphen in Verbindung gebracht.
Das Spiel wird von zwei Spielern gespielt. Der eine Spieler setzt einen Ra¨uber und der andere setzt
bis zu k Gendarmen. Das Spielfeld ist dabei ein Graph G. Dem Ra¨uber steht es frei, sich zu je-
dem Zeitpunkt des Spiels zwischen den Knoten des Graphen zu bewegen, solange ein Pfad zwischen
Ausgangs- und Zielknoten existiert, der keinen Knoten der Gendarmen entha¨lt. Das heißt, der Ra¨uber
ist an das zugrundeliegende Spielfeld gebunden.
Die Gendarmen hingegen wechseln bei einer A¨nderung ihrer Position zuna¨chst in einen Helikopter
und landen direkt am Zielknoten. Damit ist der Bewegungsfreiraum der Gendarmen nicht an das
Spielfeld gebunden. Allerdings geben die Gendarmen, welche in den Helikopter wechseln, die zuvor
besetzten Knoten solange frei, bis sie wieder landen. Dem Ra¨uber steht es frei, noch vor der Landung
der Gendarmen seine Position zu wechseln und den eventuell neu entstandenen Fluchtweg zu nutzen.
Eine formale Definition eines solchen Spiels lautet damit wie folgt.
Definition: (Ra¨uber-und-Gendarmen-Spiel, Position; vgl. [28])
SeiG = (V; E; ) ein Graph. Dann ist das Ra¨uber-und-Gendarmen-Spielmit k Gendarmen wie folgt
definiert.
 Die Gendarmen wa¨hlen ein X0 2 [V]k und der Ra¨uber wa¨hlt einen Knoten r0 2 V   X0. Dies
bezeichnet die Position (X0; r0). ([V]k bezeichnet die Menge aller ho¨chstens k-elementigen
Teilmengen von V)
 Sei (Xi; ri) die aktuelle Position und ri < Xi. Dann wa¨hlen die Gendarmen ein Xi+1 2 [V]k
und der Ra¨uber einen Knoten ri+1 so, dass ein Pfad von ri nach ri+1 existiert, der keinen
Knoten aus Xi \ Xi+1 entha¨lt.
 Sei (Xi; ri) die aktuelle Position und ri 2 Xi, dann haben die Gendarmen den Ra¨uber gefangen
und die Gendarmen somit gewonnen.
Dabei ist den Gendarmen zu jeder Zeit die aktuelle Position des Ra¨ubers bekannt. Das heißt, der
Ra¨uber ist fu¨r die Gendarmen sichtbar.
Gespielt wird schließlich in Partien.
Definition: (Partie)
Eine Partie ist eine (endliche oder unendliche) Folge  := (X0; r0); (X1; r1); : : : von Positionen, so
dass der U¨bergang von (Xi; ri) zu (Xi+1; ri+1) einen gu¨ltigen Zug darstellt. Der Ausgang einer Partie
gestaltet sich wie folgt.
 Die Gendarmen gewinnen die Partie, wenn die Partie endlich ist und somit das Xn in der
letzten Position den Knoten rn entha¨lt.
 Der Ra¨uber gewinnt die Partie, wenn die Partie unendlich ist.
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Bei der Betrachtung solcher Ra¨uber-und-Gendarmen-Spiele ist die Frage naheliegend, ob fu¨r die bei-
den Spielparteien Strategien existieren, mit denen sie das Spiel immer gewinnen. Nachfolgend wird
zuna¨chst definiert, wie eine solche Strategie fu¨r die Gendarmen aussieht.
Definition: (Strategie, -konsistente Partie, Gewinnstrategie (fu¨r k Gendarmen))
Sei G = (V; E) ein Graph.
 Eine Strategie fu¨r k Gendarmen ist eine Abbildung  : [V]k  V 7! [V]k.
 Eine Partie  = (X0; r0); (X1; r1); : : : ist -konsistent, wenn Xi+1 = (Xi; ri) fu¨r alle i  0 erfu¨llt
ist. (Fu¨r endliche Partien gelte zudem i < n.)
 Eine Strategie  heißt Gewinnstrategie, falls jede -konsistente Partie endlich ist und somit
von den Gendarmen gewonnen wird.
Fu¨r die Gendarmen sind dabei insbesondere solche Strategien von Interesse, welche eine gewisse
Monotonie aufweisen und daher sta¨rkere Aussagen u¨ber den Aufwand der Suche zulassen.
Definition: (Gendarmen-monotone Strategie, Ra¨uber-monotone Strategie)
Sei G = (V; E) ein Graph und  eine Strategie fu¨r k Gendarmen.
 Die Strategie  ist Gendarmen-monoton, wenn in jeder -konsistenten Partie von den Gen-
darmen kein Knoten erneut besetzt wird, welcher zuvor bereits wieder freigegeben wurde.
 Die Strategie  ist Ra¨uber-monoton, wenn in jeder -konsistenten Partie die vom Ra¨uber
erreichbare Knotenmenge nicht vergro¨ßert wird.
Das heißt, die Folge der Positionen (Xi)i=0;1;::: der Gendarmen erzeugt eine Folge von Kom-
ponenten C = (Ci  G   Xi)i=0;1;:::, in welchen sich der Ra¨uber im jeweiligen Zug aufhalten
kann. Bei einer Ra¨uber-monotonen Strategie bildet C eine nicht-wachsende Folge.
Definition: (Gendarmenzahl, cn(G))
Die Gendarmenzahl eines Ra¨uber-und-Gendarmen-Spiel auf dem GraphG ist die minimale Anzahl
von Gendarmen k 2 , so dass die Gendarmen eine Gewinnstrategie besitzen. Die Gendarmenzahl
von G wird dabei mit cn(G) := k (”cop number“) bezeichnet.
Die formale Definition einer Gewinnstrategie fu¨r den Ra¨uber ist auf ziemlich a¨hnliche Weise mo¨glich.
Definition: (Strategie, -konsistente Partie, Gewinnstrategie fu¨r den Ra¨uber)
Sei G = (V; E) ein Graph.
 Eine Strategie fu¨r den Ra¨uber ist eine Abbildung , welche jedem X 2 [V]k eine Knoten-
menge R  V nX so zuordnet, dass fu¨r alle X  Y 2 [V]k die Beziehung (X)  (Y) erfu¨llt
ist.
 Eine Partie  = (X0; r0); (X1; r1); : : : ist -konsistent, wenn ri 2 (Xi)  (Xi \ Xi+1) und
ri+1 2 (Xi \ Xi+1) fu¨r alle i erfu¨llt ist. (Fu¨r endliche Partien gelte i < n.)
 Eine Strategie heißtGewinnstrategie, falls jede-konsistente Partie unendlich ist und somit
vom Ra¨uber gewonnen wird.
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Eine Strategie fu¨r den Ra¨uber gibt dabei also keinen konkreten Knoten zur Flucht aus einer Position
vor, sondern liefert eine ganze Menge von Zufluchtsorten, aus denen die Position des Ra¨ubers gewa¨hlt
werden kann.
Sinnvoll ist dabei die Formulierung, dass fu¨r alle X  Y 2 [V]k die Beziehung (X)  (Y) erfu¨llt
sein soll. Ohne diese Forderung wa¨ren zwar komplexere Strategien denkbar, welche allerdings einen
entscheidenden Nachteil besitzen.
Angenommen die Gendarmen haben die Knotenmenge Y 2 [V]k besetzt und der Ra¨uber hat y 2 (Y)
als Position eingenommen. Wenn nun die Gendarmen die Knotenmenge Y nX freigeben, um zur neuen
Position zu gelangen und dabei X  Y weiterhin besetzt halten, ist es mit obiger Bedingung fu¨r  dem
Ra¨uber freigestellt die Position beizubehalten, da y 2 (Y)  (X) gilt.
Wird die Bedingung vernachla¨ssigt, so entsteht im Falle von y < (Y)\(X) ein unno¨tiger Zugzwang
fu¨r den Spieler des Ra¨ubers. Damit sind zwar komplexere Strategien mo¨glich, aber durch Hinzunahme
der Freiheit, die Position beizubehalten, entsteht ohne Einschra¨nkung der mo¨glichen Partien der obige
Begri einer Strategie fu¨r den Spieler des Ra¨ubers.
2.5.1 Lemma: (vgl. 1.1 in [28])
Ein Ra¨uber-und-Gendarmen-Spiel mit k Gendarmen auf einem Graph G besitzt genau dann eine
Gewinnstrategie fu¨r den Ra¨uber, wenn eine Abbildung  existiert, welche jedes X 2 [V]k auf eine
nichtleere Vereinigung von Komponenten aus G   X abbildet und die fu¨r X  Y 2 [V]k folgende
Bedingungen erfu¨llt.
(i) (X)  (Y)
(ii) Fu¨r jedes x 2 (X) existiert ein y 2 (Y), so dass zwischen y und x in G X ein Pfad existiert.
Diese Formulierung der notwendigen und hinreichenden Bedingung fu¨r die Existenz einer Gewinn-
strategie des Ra¨ubers wurde sogar noch weiter verfeinert. So entstand der Begri des Havens.
Definition: (Haven in Graphen)
SeiG ein Graph und w 2 0. Ein Haven (”Zufluchtsort“) der Ordnung w inG ist eine Abbildung ,
welche jedem Z  V(G) mit j Z j < w die Knotenmenge einer Komponente aus G   Z so zuordnet,
dass die nachfolgende Bedingung erfu¨llt ist.
Sei Z0  Z  V(G) mit j Z j < w, dann folgt (Z)  (Z0). (Haven1)
Dabei verscha¨rft die Definition der Havens die Anforderungen fu¨r die Existenz einer Gewinnstrategie.
Folgender Satz 2.5.2 zeigt jedoch, dass diese Verscha¨rfung die Existenz einer Gewinnstrategie fu¨r den
Ra¨uber erha¨lt. Des Weiteren wird darin der Bezug zur Baumweite des Graphen hergestellt.
2.5.2 Satz: (vgl. 1.4 in [28])
Sei G ein Graph und k 2 , dann sind folgende Aussagen a¨quivalent.
 Der Graph G besitzt eine Baumweite < k   1.
 Der Graph G besitzt einen Haven der Ordnung < k.
 Es existiert eine Gewinnstrategie fu¨r  k Gendarmen.
 Es existiert eine Gendarmen-monotone Gewinnstrategie fu¨r  k Gendarmen.
 Es existiert eine Ra¨uber-monotone Gewinnstrategie fu¨r  k Gendarmen.
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 Es existiert keine Gewinnstrategie fu¨r den Ra¨uber gegen  k Gendarmen.
Zwischen der Existenz eines Havens einer gewissen Ordnung besteht dabei ein duales Verha¨ltnis zur
Baumweite des Graphen, welches direkt aus Satz 2.5.2 folgt.
2.5.3 Korollar: (vgl. 1.1 in [15])
Sei G ein Graph und k 2 . Es existiert genau dann ein Haven der Ordnung k in G, wenn die
Baumweite von G mindestens k   1 betra¨gt.
Es gibt noch eine Reihe anderer Spielvarianten, die in dieser Arbeit allerdings keine Anwendung
finden. Die bekanntesten sind vor allem diejenigen, bei denen der Ra¨uber gegenu¨ber den Gendarmen
unsichtbar ist. Jede Gewinnstrategie der Gendarmen, um den Ra¨uber zu fassen, entspricht in dieser
Spielvariante dabei einer systematischen Suche u¨ber den gesamten Graphen.
2.6 Resultate und Anwendungen
In diesem Kapitel werden einige ausgewa¨hlte Resultate der Minorentheorie von Graphen vorgestellt.
Dabei liegt das Augenmerk auf der Existenz eektiver Algorithmen zur Lo¨sung komplexer Probleme
in der Graphentheorie und auch in der praxisnahen Anwendung.
Fu¨r folgende Liste von Problemen wurde die Existenz eines Algorithmus mit kubischer Laufzeit nach-
gewiesen und sind aus [24] entnommen.
 Sei H ein fest gewa¨hlter Graph.
Eingabe: ein Graph G
Frage: Existiert ein Teilgraph von G, welcher zu einer Unterteilung von H isomorph ist?
 Sei H ein fest gewa¨hlter Graph.
Eingabe: ein Graph G
Frage: Existiert ein Minor von G, welcher zu H isomorph ist?
 Sei F eine Klasse von Graphen, die eine erbliche Grapheigenschaft beschreibt.
Eingabe: ein Graph G
Frage: Ist G in F enthalten?
Im letzten Problem ist unter Umsta¨nden sogar die Existenz eines noch ezienteren Algorithmus nach-
weisbar.
2.6.1 Satz: (vgl. Theorem 5.4 in [7])
Sei F eine Klasse von Graphen, die eine erbliche Grapheigenschaft beschreibt und nicht alle pla-
naren Graphen beinhaltet. Dann existiert ein Algorithmus, welcher mit linearem Zeitaufwand ent-
scheidet, ob ein gegebener Graph G in F enthalten ist.
Im allgemeinen ist es ein NP-vollsta¨ndiges Problem, fu¨r einen Graphen G und einem k 2  zu
u¨berpru¨fen, ob tw(G)  k gilt [7]. Wird allerdings das k fest gewa¨hlt, so existiert fu¨r dieses k ein
besserer Algorithmus.
Fu¨r fest gewa¨hltes k 2  ist in [24] ein Algorithmus beschrieben, welcher zuna¨chst eine Baumzerle-
gung der Weite  4k + 3 konstruiert und dabei einen Zeitaufwand von O(n2) besitzt. Um zu entschei-
den, ob tw(G)  k gilt, reicht es nun den Graphen G auf die verbotenen Minoren fu¨r die Klasse der
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Graphen mit Baumweite  k zu testen. Dies ist aber nach Satz 2.6.1 bereits mit linearem Zeitaufwand
mo¨glich ist.
Allerdings ist damit nur die Existenz eines solchen Algorithmus bewiesen, aber nicht des konkrete
Konstruktion, denn zuna¨chst gilt es die Menge der zu testenden verbotenen Minoren aufzustellen.
In [7] werden weitere Ansa¨tze besprochen, die allerdings den Rahmen dieser Arbeit sprengen wu¨rden.
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3 U¨ber Minoren von Digraphen
Ein weiterer Schritt ist die U¨bertragung der Begrie und Resultate aus der Minorentheorie von Gra-
phen auf die Menge der Digraphen. In den Vero¨entlichungen der Reihe ”Graph Minors“ [19] von
Neil Robertson und Paul D. Seymour wurden bereits einige Ansa¨tze in diese Richtung unternommen,
wobei der Fokus dieser Reihe vorwiegend auf der Menge der Graphen lag.
In diesem Kapitel werden die bisherigen Bemu¨hungen in der Theorie der Minoren von Digraphen
dargestellt. Des Weiteren werden die Probleme, welche sich bei der Formulierung einer gerichteten
Variante der Baumweite ergeben, na¨her untersucht. Dabei wird die A¨hnlichkeit zu gerichteten Varian-
ten des Ra¨uber-und-Gendarmen-Spiels eine zentrale Rolle spielen.
In den letzten Abschnitten dieses Kapitels werden schließlich verschiedene Varianten einer einge-
schra¨nkten Minorenrelation vorgestellt und auf ihre Vertra¨glichkeit mit den gerichteten Varianten der
Baumweite untersucht.
3.1 U¨bertragung der Minorenrelation auf Digraphen
Eine der ersten Formulierungen des Minorenbegris fu¨r einen Digraphen ist in [26] zu finden und
stellt dabei eine direkte U¨bertragung der Definition von Minoren eines Graphen auf Digraphen dar.
Definition: (Minor, Minorenrelation, 4; vgl. [26])
Seien G und H Digraphen. Dann ist G genau dann ein Minor von H, wenn ein Teilgraph H0 von H
in der Weise existiert, dass durch Kontraktion von Kanten aus H0 der Digraph G resultiert.
Die Beziehung ”G ist Minor von H“ beschreibt dabei eine Quasiordnung (reflexiv und transitiv) auf
der Menge der Digraphen. Diese wird als Minorenrelation 4 bezeichnet.
Formal bedeutet dies:
G ist Minor von H , G 4 H , 9H0  H : 9E  E(H0) : G = H0=E :
Ein Beispiel fu¨r einen Minor eines Digraphen ist in Abbildung 3.1 dargestellt. Dabei sind die Digra-
phen darin eine Orientierung des Beispiels in Abbildung 2.1.
G :H0 :H :
Abbildung 3.1: Beispiel eines Minoren G von Digraph H mit H  H0 und H0=E = G
Mit Hilfe der Minorenrelation fu¨r Digraphen ist nun auch die Definition erblicher Digrapheigenschaf-
ten mo¨glich.
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Definition: (erbliche Digrapheigenschaft, Forb4(X), verbotener Minor)
Eine DigrapheigenschaftP heißt erblich, wenn sie isomorphieinvariant ist und mit jedemDigraphen
G 2 P auch all dessen Minoren die Eigenschaft P besitzen. Formal gilt fu¨r H 4 G also
8H0  H : G 2 P ) H0 2 P :
Sei X eine Menge oder Klasse von Digraphen, so ist durch
Forb4(X) :=  G  kein X 2 X ist zu einem Minor von G isomorph 	
eine Grapheigenschaft G beschrieben und die Graphen X 2 X werden als die verbotenen Minoren
von G bezeichnet.
Außerdem la¨sst sich der Satz 2.1.2 auf Digraphen u¨bertragen.
3.1.1 Satz:
Eine Digrapheigenschaft P eines Digraphen ist genau dann erblich, wenn sie durch verbotene
Minoren darstellbar ist.
Beweis:
Der Beweis erfolgt analog zum Beweis von Satz 2.1.2.
Sei zuna¨chstP eine durch verbotene Minoren darstellbare Digrapheigenschaft. Das heißt, es exis-
tiert eine Familie von Digraphen X, so dass P = Forb4(X) gilt. Seien nun H und G Digraphen
und H zu einem Minor von G isomorph mit G 2 P. Angenommen P wa¨re nicht erblich und
H < P, dann existiert ein X 2 X, welches zu einem Minor H0 von H isomorph ist. Aus der Tran-
sitivita¨t von 4 folgt mit X  H0 4 H 4 G derWiderspruch zur VoraussetzungG 2 Forb4(X) = P.
Somit ist P erblich.
Sei umgekehrt P eine erbliche Digrapheigenschaft und P ihr Komplement (das heißt die Klasse
aller Digraphen, welche nicht in P liegen), so gilt direkt P = Forb4(P) und ist somit durch
verbotene Minoren darstellbar. 
Es gilt sogar eine gerichtete Variante des Satzes 2.1.3, denn der Minorensatz wurde in [26] urspru¨ng-
lich fu¨r Digraphen formuliert und die ha¨ufig wiedergegebene ungerichtete Variante in Satz 2.1.3 ist
eine direkte Folgerung aus dem folgenden Satz 3.1.2.
3.1.2 Satz: (Minorensatz von Robertson und Seymour fu¨r Digraphen; vgl. 10.5 in [26])
Sei (Di)i=1;2;::: eine abza¨hlbare Folge von Digraphen. Dann existieren Indizes k > j  1, so dass G j
zu einem Minor von Gk isomorph ist.
Dies beschreibt eine Wohlquasiordnung auf der Menge der Digraphen.
Mit Satz 3.1.2 folgt eine gerichtete Variante von Korollar 2.1.5.
3.1.3 Korollar:
Jede erbliche Digrapheigenschaft P la¨sst sich durch eine endliche Menge verbotener Minoren
darstellen.
Beweis:
Nach Satz 3.1.1 existiert eine MengeX verbotener Minoren, durch welche sich die Digrapheigen-
schaft P darstellen la¨sst. Auf Grund der Transitivita¨t von 4 reichen die minimalen Elemente von
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X bezu¨glich 4. Das heißt, es existiert eine 4-minimale Menge F  X verbotener Minoren, durch
die sich P darstellen la¨sst. Dabei kann angenommen werden, dass F keine paarweise isomorphen
Elemente besitzt.
Angenommen F wa¨re trotzdem unendlich, dann existiert eine unendliche abza¨hlbare Folge F =
(Di)i=1;::: von Digraphen aus F . Nach Satz 3.1.2 existieren Indizes k > j  1, so dass G j zu
einem Minor von Gk isomorph ist. Dies steht allerdings im Widerspruch zur Annahme, dass F
eine 4-minimale Menge ohne paarweise isomorphe Elemente ist. Somit muss F endlich sein. 
Daher la¨sst sich die Charakterisierung von Digrapheigenschaften mit Hilfe der Minorenrelation fu¨r
Digraphen genauso durchfu¨hren wie bei der Charakterisierung von Grapheigenschaften mit Hilfe der
Minorenrelation fu¨r Graphen. Problematisch ist allerdings, dass bereits relativ einfache Digrapheigen-
schaften unter dieser Minorenrelation nicht erblich sind, wie folgender Satz am Beispiel der Digra-
phen ohne Zyklen der La¨nge  2 demonstriert. (Dies entspricht der Menge der azyklischen Digraphen
bei Beschra¨nkung auf schlichte Digraphen.)
3.1.4 Satz:
Die Menge der Digraphen ohne Zyklen der La¨nge  2 ist unter der Minorenbildung nicht abge-
schlossen.
Das heißt, die Digrapheigenschaft, dass ein Digraph keinen Zyklus der La¨nge  2 besitzt, ist nicht
erblich.
Beweis:
Angenommen die Menge der Digraphen ohne Zyklus der La¨nge  2 sei unter der Minorenbildung








Abbildung 3.2: Beispiel eines Digraphen D ohne Zyklen der La¨nge  2 und D=e als Minor von D mit
Zyklus der La¨nge 2
Somit ist die Digrapheigenschaft, dass ein Digraph keinen Zyklus der La¨nge  2 besitzt, nicht
erblich. 
Dies war wohl auch einer der Gru¨nde, warum bisher kaum Ergebnisse zu Minoren von Digraphen
vero¨entlicht wurden. So konzentrierte sich der Fokus nachfolgender Vero¨entlichungen vorwiegend
auf die Verallgemeinerung der Baumzerlegungen und Baumweite zu einer gerichteten Variante. Einige
der verschiedenen Ansa¨tze dafu¨r werden in den folgenden Kapiteln na¨her vorgestellt.
3.2 Hindernisse bei der Definition einer gerichteten Baumweite
Lange Zeit fehlte es an Ansa¨tzen fu¨r die Formulierung einer gerichteten Version der Baumzerlegung
und Baumweite. In diesem Kapitel werden die Hindernisse, welche bei der U¨bertragung der Begrie
auf Digraphen entstehen, dargestellt und einige Anforderungen an eine gerichtete Version ausgearbei-
tet. Eine der wohl grundlegendsten Forderung ist es, dass eine gerichtete Version der Baumweite eine
Verallgemeinerung der Baumweite von Graphen darstellt.
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Weil ein wechselseitig orientierter Digraph D(G) die gleiche Adjazenzmatrix wie der GraphG besitzt,
folgt in natu¨rlicher Weise die Forderung, dass die Baumweite eines Graphen G mit der gerichteten
Version der Baumweite des wechselseitig orientierten Digraphen D(G) u¨bereinstimmt.
Sei G ein Graph, dann gilt inv(D(G)) = tw(G). (General)
Dabei bezeichne hier inv(D) den Wert der jeweiligen gerichteten Version der Baumweite fu¨r den
Digraphen D. Diese Forderung wird in allen Arbeiten der nachfolgenden Ansa¨tze aufgefu¨hrt (z.B.
[15], [17], ...) und gilt somit als eine der wichtigsten Anforderungen an eine gerichtete Version der
Baumweite.
Wie in [17] dargestellt, wurde zuna¨chst versucht, die fu¨r Graphen bekannten Verfahren auf Digraphen
zu u¨bertragen. Dabei wurde in [17] zuna¨chst ein Verfahren zur Konstruktion einer Baumzerlegung
eines Graphen vorgestellt, welches das folgende Lemma ausnutzt.
3.2.1 Lemma: (vgl. Lemma 6 in [17])
Sei G = (V; E) ein Graph, X; Y  V und U eine Komponente von G   X   Y. Seien XU diejenigen
Knoten von X in der Komponente von G   Y, welche U entha¨lt. Seien YU diejenigen Knoten von Y
in der Komponente von G   X, welche U entha¨lt. Dann ist U auch eine Komponente von G   XU  
YU   (X \ Y).
Problematisch ist dabei allerdings, dass Lemma 3.2.1 fu¨r Digraphen nicht mehr erfu¨llt ist, wenn in der
Formulierung des Lemmas die Komponenten durch stark zusammenha¨ngende Komponenten ersetzt
werden. Dies wird deutlich, wenn das in [17] angegebene Gegenbeispiel untersucht wird, welches hier
in Abbildung 3.3 dargestellt ist.
cb
a
Abbildung 3.3: Gegenbeispiel fu¨r Lemma 3.2.1 fu¨r Digraphen mit U := f a g, X := f b g, Y := f c g
und somit XU = YU = X \ Y = ;
Eine weitere Forderung ergibt sich, wenn die azyklischen Digraphen betrachtet werden. Fu¨r Graphen
ist bereits folgendes einfaches Lemma bekannt.
3.2.2 Lemma: (vgl. [8], S. 258)
Sei G ein schlichter Graph, so besitzt G genau dann eine Baumweite  1, wenn G ein Baum ist.
Dieses Lemma la¨sst sich leicht auf allgemeinere Graphen erweitern.
3.2.3 Satz:
Sei G ein Graph, so besitzt G genau dann eine Baumweite  1, wenn G keinen Zyklus der La¨nge
 3 besitzt.
Beweis:
Eine Gewinnstrategie fu¨r die Gendarmen im Ra¨uber-und-Gendarmen-Spiel auf G ignoriert die
eventuell existierenden Schlingen und Mehrfachkanten. So ist das Problem auf den schlichten
Graphen G0 zuru¨ckfu¨hrbar, wenn alle Schlingen und Mehrfachkanten aus G entfernt wu¨rden.
Nach Lemma 3.2.2 folgt schließlich, dass G0 und somit auch G genau dann eine Baumweite  1
besitzen, wenn G0 ein Baum ist. Dies ist genau dann der Fall, wenn G0 und somit auch G keinen
Zyklus der La¨nge  3 besitzen. 
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In diesem Zusammenhang wird die natu¨rliche Forderung gestellt, dass auch die gerichtete Version der
Baumweite fu¨r azyklische Digraphen  1 sein sollte.
Sei D ein Digraph ohne Zyklen der La¨nge  2, dann gilt inv(D)  1. (Acyclic)
Des Weiteren sollte eine gerichtete Version der Baumweite lediglich von den stark zusammenha¨ngen-
den Komponenten abha¨ngen. Der Grund dafu¨r liegt darin, dass fu¨r je zwei Knoten einer Komponente
eines Graphen ein Pfad zwischen beiden Knoten existiert. Im gerichteten Fall ist dies nur fu¨r stark
zusammenha¨ngende Komponenten der Fall. Daher formulierten die Autoren von [15] zusa¨tzlich die
Forderung, dass eine gerichtete Version der Baumweite bei gerichteten Vereinigungen von Digraphen
nur von den vereinigten Digraphen selbst abha¨ngen soll.
Definition: (gerichtete Vereinigung; vgl. [15])
Ein Digraph D = (V; E; ) ist eine gerichtete Vereinigung zweier disjunkter Digraphen D1 und D2,
falls folgende Bedingungen erfu¨llt sind.
 V(D) = V(D1) [˙ V(D2)
 D1 und D2 sind Untergraphen von D. (Daher gilt auch E(D)  E(D1) [˙ E(D2).)
 Es existiert keine Kante e 2 E(D) mit (e) = (u; v), so dass v 2 V(D1) und u 2 V(D2) gilt.
Ist D eine gerichtete Vereinigung von D1 und D2, so wird dies nachfolgend mit D = D1 ~[ D2
beschrieben.
Bemerkung:
Eigentlich bezeichnet D1 ~[ D2 die Klasse aller Graphen, welche als gerichtete Vereinigung von D1
mit D2 darstellbar sind. Daher bedeutet die Schreibweise ”D = D1
~[ D2“ (etwas irrefu¨hrend), dass
D dieser Klasse angeho¨rt.
Somit lautet die Forderung also formal wie folgt.
Sei D = D1 ~[ D2, dann gilt inv(D) = max f inv(D1); inv(D2) g . (Union)
Diesem Problem standen die Autoren von [15] gegenu¨ber und formulierten zuna¨chst folgende bei-
den Varianten einer gerichteten Version der Baumzerlegung und Baumweite, welche allerdings die
Forderung (Union) nicht erfu¨llen.
Definition: (1. Fehlversuch aus [15])
Sei D ein Digraph und (T;Z) eine Zerlegung von D. Dabei seien T ein Baum, Z = (Zt)t2V(T ) eine





ii) Seien t; t0; t00 2 V(T ) und liege t0 auf einem Pfad von t nach t00, dann gelte Zt \ Zt00  Zt0 .
iii) Sei e 2 E(T ), dann lassen sich die Komponenten von T   e so als T1 und T2 nummerieren,










Die Weite dieser Zerlegung ist als max f j Zt j   1 j t 2 T g definiert.
Die entsprechende Invariante ist schließlich die minimale Weite einer solchen Zerlegung.
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Definition: (2. Fehlversuch aus [15])
Sei D ein Digraph und (T; Z; ) eine Zerlegung von D. Dabei seien T ein Baum,  = (t)t2T ,





ii) Seien t; t0; t00 2 V(T ) und liege t0 auf einem Pfad von t nach t00, dann gelte Zt \ Zt00  Zt0 .
iii) Fu¨r jedes t0 2 V(T ) sei t0 eine lineare Ordnung auf den Komponenten von T   t0. Aus T1
streng vor T2 unter t0 folge dabei stets, dass keine Kante (t






(Zt n Zt0) existiert.
Die Weite dieser Zerlegung ist als max f j Zt j   1 j t 2 T g definiert.
Die entsprechende Invariante ist schließlich die minimale Weite einer solchen Zerlegung.
Die Forderung (Union) liefert bei Erfu¨llung allerdings automatisch eine analoge Aussage zur Forde-
rung (Acyclic), wie folgendes Lemma zeigt.
3.2.4 Lemma:
Sei D ein Digraph ohne Zyklen der La¨nge  2 und inv eine Invariante, fu¨r welche die Bedingung
(Union) erfu¨llt ist. Dann folgt mit inv(D) = inv(K1d ) eine analoge Aussage zu (Acyclic).
Beweis:
Sei n := V(D), dann setze Dn := D. Wegen Lemma 1.1.2 existiert mindestens ein initialer Knoten
vn in Dn. Somit ist Dn als gerichtete Vereinigung von Dn 1 ~[ D0n mit Dn 1 := Dn   vn und
D0n := Dn[vn] darstellbar.










Weil Dn 1 weiterhin keinen Zyklus der La¨nge  2 besitzt, la¨sst sich dieser Schritt bis D1 mit
inv(D1) = inv(K1d ) wiederholen und es folgt die Behauptung mit
inv(Dn) := max
n




= inv(K1d ) : 
Somit ist es ausreichend, die nachfolgenden gerichteten Versionen der Baumweite nur auf (General)
und (Union) zu u¨berpru¨fen.
3.3 Arboreale Weite dtw(D)
Thor Johnson, Neil Robertson, Paul D. Seymour und Robin Thomas fu¨hrten 2001 in der Arbeit ”Di-
rected tree-width“ [15] die erste bekannte Form einer gerichteten Version der Baumzerlegungen und
Baumweite fu¨r Digraphen ein.
Bemerkung:
Die erste bekannte Vero¨entlichung war allerdings die Arbeit ”Introducing Directed Tree Width“
[17] von Bruce Reed. Obwohl diese bereits 1999 erschien, bezieht sich der Autor darin bereits
auf die Arbeit [15] in Form eines Manuskripts. Daher wird [15], ungeachtet der chronologischen
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Reihenfolge der Vero¨entlichungen, als die erste Arbeit auf dem Gebiet der gerichteten Version der
Baumzerlegungen und Baumweite angesehen.
An dieser Stelle sei auch auf den Nachtrag [14] zur Arbeit [15] hingewiesen, welcher zwei wesent-
liche Korrekturen beinhaltet.
Der in [15] verfolgte Ansatz wird in diesem Kapitel vorgestellt. Dabei werden die wichtigsten Ergeb-
nisse zusammengestellt und die Einhaltung der in Kapitel 3.2 gestellten Anforderungen u¨berpru¨ft.
Die Grundlage der so genannten arborealen Zerlegung bilden die so genannten Arborescences, wel-
che eine gerichtete Version der Ba¨ume darstellen. Diese fanden unter Anderem auch im Beweis des
Minorensatzes fu¨r Digraphen (siehe Satz 3.1.2) in [25] Erwa¨hnung.
Definition: (Arborescence; vgl. [15], [25])
Ein Digraph D = (V; E; ) ist eine Arborescence, wenn D ein initialer Wurzeldigraph mit Wurzel-
knoten r0 ist und der zugrundliegende Graph U(D) ein Baum ist.
Das heißt unter Anderem, dass D schlicht ist und zu jedem Knoten v , r0 ein eindeutiger Dipfad
von r0 nach v existiert.
Somit la¨sst sich eine Arborescence durch Orientierung der Kantenmenge eines Baumes gewinnen,
in dem alle Kanten vom gewa¨hlten Wurzelknoten r0 wegzeigen.
Fu¨r eine Arborescence R werden nachfolgende Schreibweisen benutzt. Fu¨r zwei Knoten r; r0 2 V(R)
bezeichne r0 > r, dass r0 , r gilt und in R ein gerichteter Pfad von r nach r0 existiert. Sei e 2 E(R) mit
Endknoten r, so bezeichne r0 > e, falls entweder r0 = r oder r0 > r gilt. Dabei bezeichne e  r, dass e
mit r inzidiert und somit r der Anfangs- oder Endknoten von e ist.
Definition: (Z-normal; vgl. [15])
Sei D ein Digraph und Z  V(D). Eine Knotenmenge S  V(D) n Z heißt Z-normal, wenn jeder
Dipfad in D   Z mit Anfangs- und Endknoten in S auch vollsta¨ndig in S verla¨uft und somit keinen
Knoten aus D   (Z [ S ) entha¨lt.
Es ist bereits bekannt, dass die stark zusammenha¨ngenden Komponenten des Untergraphen D   Z
eindeutig bestimmt sind. Nach Definition ist die Z-normalen Menge S eine Vereinigung von stark
zusammenha¨ngenden Komponenten aus D   Z.
Mit diesen Begrien ist es nun mo¨glich, die arboreale Zerlegung eines Digraphen zu formulieren.
Definition: (arboreale Zerlegung, arboreale Weite; vgl. [15])
Eine arboreale Zerlegung eines Digraphen D ist ein Tripel (R; X;W). Dabei sind R eine Arbore-
scence und X = (Xe)e2E(R) und W = (Wr)r2V(R) Familien von Knotenmengen von D mit folgenden
Eigenschaften.
(A1) W ist eine Partition von V(D).
(A2) Sei e 2 E(R), dann ist S
r>e
Wr eine Xe-normale Menge.
Sei (R; X;W) eine arboreale Zerlegung von D, so ist die Weite dieser arborealen Zerlegung definiert
als
max f jWr [ Xr j   1 j r 2 V(R) g mit Xr := S
er
Xe :
Die arboreale Weite dtw(D) eines Digraphen D ist schließlich die minimale Weite einer arborealen
Zerlegung von D.
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In Abbildung 3.4 ist ein Beispiel fu¨r eine solche arboreale Zerlegung dargestellt. Dabei werden die
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Abbildung 3.4: Beispiel fu¨r eine arboreale Zerlegung eines Digraphen D mit Weite 1
Bemerkung:
In der Arbeit [15] wurde der Begri der ”arborealen Weite“ mit ”directed tree width“ bezeichnet.
Allerdings wu¨rde diese Bezeichnung zur U¨berschneidung mit den Bezeichnungen in dem spa¨ter
vorgestellten Ansatz aus [17] fu¨hren. Daher wurde an dieser Stelle die Bezeichnung zu ”arboreale
Weite“ vera¨ndert, da sich dies im Zusammenhang mit den bereits verwendeten Begrien ”Arbore-
scence“ und ”arboreale Zerlegung“ anbot.
Nachfolgend werden die in Kapitel 3.2 aufgefu¨hrten Anforderungen an eine gerichtete Version der
Baumzerlegung und Baumweite fu¨r die arborealen Zerlegungen und arboreale Weite u¨berpru¨ft.
3.3.1 Satz: (vgl. 2.1 in [15])
Die arboreale Weite erfu¨llt die Bedingung (General).
3.3.2 Satz:
Die arboreale Weite erfu¨llt die Bedingung (Union).
Beweis:
Angenommen der Digraph D ist eine gerichtete Vereinigung zweier disjunkter Digraphen D1 und
D2. Dann existiert eine arboreale Zerlegung (R1; X1;W1) von D1 mit Weite dtw(D1) und eine
arboreale Zerlegung (R2; X2;W2) von D2 mit Weite dtw(D2).
O.B.d.A. seien R1 und R2 disjunkt und besitzen die jeweiligen Wurzelknoten r1 bzw. r2.
Nachfolgend ist eine arboreale Zerlegung (R; X;W) von D definiert.
 R = R1 ~[ R2 mit E(R) := (E(R1) [ E(R2)) [˙ f e0 g, wobei e0 von r1 nach r2 fu¨hrt
 X = X1 [ X2 [  Xe0 	 mit Xe0 := ; (Es fu¨hrt keine Kante von D2 nach D1.)
 W = W1 [W2 
Nach Definition ist die Weite dieser Zerlegung gerade max f dtw(D1); dtw(D2) g. Dies ist sogar
eine arboreale Zerlegung minimaler Weite und somit die arboreale Weite von D.
Alternativ ist es auch mo¨glich, jeden anderen Knoten t1 2 V(R1) als Anfangsknoten der neuen
Kante e0 zu wa¨hlen. So kann zum Beispiel auch ein Blattknoten von R1 fu¨r die Zusammenfu¨hrung
beider arborealer Zerlegungen gewa¨hlt werden.
Beide Konstruktionen sind in der Abbildung 3.5 schematisch dargestellt.
Nach Lemma 3.2.4 folgt aus der erfu¨llten Eigenschaft (Union) somit direkt eine analoge Aussage zur
Bedingung (Acyclic). Fu¨r die arboreale Weite lautet diese nun wie folgt.













Abbildung 3.5: Konstruktionschemata fu¨r eine arboreale Zerlegung von D1 ~[ D2 nach Satz 3.3.2
3.3.3 Korollar:
Die arboreale Weite eines Digraphen D ohne Zyklen der La¨nge  2 betra¨gt dtw(D) = 0.
Beweis:
Mit Satz 3.3.2 ist Lemma 3.2.4 anwendbar und liefert
dtw(D) = dtw(K1d ) = 0 : 
3.3.1 Arboreale Weite und Ra¨uber-und-Gendarmen-Spiele
Die arborealen Zerlegungen und somit auch die arboreale Weite eines Digraphen stehen im Zusam-
menhang mit Gewinnstrategien fu¨r die Gendarmen in einer gerichteten Variante des Ra¨uber-und-
Gendarmen-Spiels auf Digraphen.
Die Zusammenha¨nge zwischen der Baumzerlegung und Baumweite eines Graphen und dem entspre-
chenden Ra¨uber-und-Gendarmen-Spiel sind bereits aus Kapitel 2.5 bekannt und stellen ein nu¨tzliches
Hilfsmittel dar. Auf der Menge der Digraphen ist das Ra¨uber-und-Gendarmen-Spiel aus Kapitel 2.5
genauso spielbar, wenn dabei die Orientierung der Kanten vernachla¨ssigt und somit nur der zugrun-
deliegende Graph betrachtet wird.
In diesem Kapitel wird eine gerichtete Variante des Ra¨uber-und-Gendarmen-Spiels vorgestellt und
dessen Gewinnstrategien in Verbindung zur arborealen Zerlegung und arborealen Weite gebracht.
Definition: (Spielvariante I, cn1(D); vgl. [15])
Sei D = (V; E; ) ein Digraph. Dann ist das (gerichtete) Ra¨uber-und-Gendarmen-Spiel (Spielvari-
ante I) mit k Gendarmen wie folgt definiert.
 Die Gendarmen wa¨hlen ein X0 2 [V]k und der Ra¨uber wa¨hlt einen Knoten r0 2 V   X0. Dies
bezeichnet die Position (X0; r0).
 Sei (Xi; ri) die aktuelle Position und ri < Xi. Dann wa¨hlen die Gendarmen ein Xi+1 2 [V]k
und der Ra¨uber einen Knoten ri+1 so, dass je ein Dipfad von ri nach ri+1 und zuru¨ck existiert,
der keinen Knoten aus Xi \ Xi+1 entha¨lt.
 Sei (Xi; ri) die aktuelle Position und ri 2 Xi. Dann haben die Gendarmen den Ra¨uber gefangen
und somit gewonnen.
Dabei ist den Gendarmen zu jeder Zeit die aktuelle Position des Ra¨ubers bekannt. Das heißt, der
Ra¨uber ist fu¨r die Gendarmen sichtbar.
Die Gendarmenzahl von D wird bei dieser Spielvariante mit cn1(D) bezeichnet.
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Bei dieser Spielvariante fa¨llt vor allem die Zugbedingung des Ra¨ubers auf, denn von ri nach ri+1 und
zuru¨ck muss in D   (Xi \ Xi+1) je ein Dipfad existieren. Der Ra¨uber ist demzufolge immer auf die
stark zusammenha¨ngende Komponente von D   (Xi \ Xi+1) beschra¨nkt, in welcher ri enthalten ist.
Fu¨r Graphen ist diese Ru¨ckwegbedingung automatisch erfu¨llt. Somit ist ein nachvollziehbarer Schritt,
die Bewegung des Ra¨ubers auf diese Weise einzuschra¨nken.
Bemerkung:
Die im Kapitel 2.5 vorgestellten Begrie im Zusammenhang mit Ra¨uber-und-Gendarmen-Spielen
wurden bereits sehr allgemein formuliert und lassen sich daher in natu¨rlicher Weise auch fu¨r die
obige Formulierung des gerichteten Ra¨uber-und-Gendarmen-Spiels verwenden. Aus diesem Grun-
de wird an dieser Stelle, mit Ausnahme der Havens, davon abgesehen, all diese Begrie fu¨r den
gerichteten Fall erneut zu definieren.
Nachfolgender Satz 3.3.4 stellt zuna¨chst den Zusammenhang zwischen einer arborealen Zerlegung
und einer Gewinnstrategie der Gendarmen im gerichteten Ra¨uber-und-Gendarmen-Spiel her.
3.3.4 Satz: (vgl. Ausfu¨hrungen in [15])
Sei D ein Digraph mit einer arborealen Weite < k, dann besitzen k Gendarmen eine Gewinnstrate-
gie.
Beweis:
Die Konstruktion einer Gewinnstrategie aus arborealen Zerlegung wird an dieser Stelle im Detail
dargestellt, weil die arboreale Zerlegung mit einer solchen Gewinnstrategie sehr intuitiv u¨ber-
pru¨fbar ist.
Seien (R; X;W) eine arboreale Zerlegung von D mit Weite < k, r0 2 V(R) der initiale Wurzel-
knoten der Arborescence R und  = (P0; v0); (P1; v1); : : : eine Partie des gerichteten Ra¨uber-und-
Gendarmen-Spiels auf D.





Die Gewinnstrategie  fu¨r k Gendarmen la¨sst sich anschaulich wie folgt beschreiben. (vgl. Aus-
fu¨hrungen in [15])




heißt: (;) := P0)
 Der Ra¨uber wa¨hlt eine beliebige stark zusammenha¨ngende KomponenteC0 aus D P0 und
einen beliebigen Knoten v0 2 V(C0).
 Wegen (A2) existiert nun eine Kante e1 2 E(R) von r0 2 V(R) nach r1 2 V(R) so, dass




Dabei ist es dem Ra¨uber durch die Gendarmen bei Xe1 nicht mehr mo¨glich, We1 zu verlas-
sen.
 Im na¨chsten Zug wa¨hlen die Gendarmen P1 := Wr1 [ Xr1 . Wegen Xe1  P0 \ P1 ist der
Ra¨uber weiterhin auf We1 beschra¨nkt. (Das heißt: ((P0; v0)) := P1)
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 Nun wa¨hlt der Ra¨uber eine Position v1 in der stark zusammenha¨ngenden Komponente von
D   (P0 \ P1), in welcher v0 enthalten ist.
 Am Ende des Zuges lautet somit die aktuelle Position (P1; v1). Liegt v1 bereits in P1, so
haben die Gendarmen gewonnen. Ansonsten liegt v1 in einer stark zusammenha¨ngenden
Komponente C1 von D   P1 und der neue Zug wird analog ausgefu¨hrt.
Wird die Partie  auf diese Weise gespielt, so bilden die Zu¨ge der Gendarmen r0; r1; : : : einen
Dipfad in R. Auf Grund der Endlichkeit von D und somit auch von R ist dieser Dipfad endlich
und fu¨r die letzte Position (Pn; vn) gilt dabei immer die Gewinnbedingung vn 2 Pn.
Daher ist die so beschriebene Strategie  sogar eine Gewinnstrategie fu¨r k Gendarmen. 
Allerdings sind die so erhaltenen Gewinnstrategien nicht immer Gendarmen-monoton. Das heißt, dass
es unter Umsta¨nden no¨tig ist, Knoten spa¨ter erneut zu besetzen, obwohl sie zu einem fru¨heren Zeit-
punkt der Partie bereits von den Gendarmen besetzt wurden. In Abbildung 3.6 sei an dieser Stelle das
Gegenbeispiel zur Gendarmen-Monotonie aufgefu¨hrt, welches bereits aus [15] bekannt ist.
Abbildung 3.6: Beispiel eines Digraphen D mit dtw(D) = 3, aber ohne Gendarmen-monotone Ge-
winnstrategie fu¨r 4 Gendarmen (aus [15])
Im Gegensatz dazu ist die konstruierte Gewinnstrategie tatsa¨chlich Ra¨uber-monoton.
Zuna¨chst wurde lange Zeit vermutet, dass analog zu Satz 2.5.2 die Existenz einer Gewinnstrategie
fu¨r k Gendarmen automatisch auch die Existenz einer Ra¨uber-monotonen Gewinnstrategie fu¨r k Gen-
darmen impliziert. Allerdings wurde diese Vermutung 2007 von Isolde Adler in ihrer Arbeit [1] durch
Angabe eines Gegenbeispiels beantwortet.
Abbildung 3.7: der Digraph D1 von Proposition 3.3.5 ohne Ra¨uber-monotone Gewinnstrategie fu¨r 5
Gendarmen, aber mit Gewinnstrategie fu¨r 4 Gendarmen (aus [1])
3.3.5 Proposition: (vgl. Theorem 8 in [1])
Es existiert ein Digraph D1 (siehe Abbildung 3.7) so, dass 4 Gendarmen zwar eine Gewinnstrategie
besitzen, aber keine Ra¨uber-monotone Gewinnstrategie existiert.
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Analog zu den Havens von Graphen la¨sst sich dieser Begri auch fu¨r Digraphen formulieren.
Definition: (Haven in Digraphen; vgl. [15])
Sei D ein Digraph und w 2 0. Ein Haven der Ordnung w in D ist eine Abbildung , welche jedem
Z  V(D) mit j Z j < w die Knotenmenge einer stark zusammenha¨ngenden Komponente aus D   Z
so zuordnet, dass die nachfolgende Bedingung erfu¨llt ist.
Sei Z0  Z  V(D) mit j Z j < w, dann folgt (Z)  (Z0). (Haven2)
In der Arbeit [15] wurde weiterhin vermutet, dass sich das Korollar 2.5.3 auch auf Digraphen u¨bert-
ragen la¨sst. Ein Teil dieser Vermutung konnte dabei bereits bewiesen werden und ist hier nochmals in
Lemma 3.3.6 angefu¨hrt.
3.3.6 Lemma: (vgl. 3.1 in [15])
Sei D ein Digraph und k 2 .
Wenn D einen Haven der Ordnung w besitzt, dann ist die arboreale Weite von D mindestens k   1.
In [1] wurde allerdings die Umkehrung dieses Lemmas durch ein Gegenbeispiel widerlegt.
3.3.7 Proposition: (vgl. Theorem 10 in [1])
Es existiert ein Digraph D2 (siehe Abbildung 3.8) mit arborealer Weite dtw(D2)  4, aber D2 besitzt
keinen Haven der Ordnung 5.
Abbildung 3.8: der Digraph D2 von Proposition 3.3.7 mit dtw(D2)  4 und ohne Haven der Ordnung
5 (aus [1])
3.3.2 Resultate und Anwendungen
In Kapitel 2.6 wurden bereits einige ausgewa¨hlte ma¨chtige Erkenntnisse fu¨r Graphen vorgestellt.
Fu¨r Digraphen sind leider bisher noch relativ wenig Resultate bekannt. Allerdings a¨hneln diese den
Anfa¨ngen in der Minorentheorie von Graphen (siehe z.B. [21]), so dass eine Motivation fu¨r weitere
Untersuchungen besteht. Nachfolgend werden die wichtigsten Erkenntnisse im Zusammenhang mit
der arboreale Weite von Digraphen zusammengetragen. Fu¨r Details zu den vorgestellten Resultaten
sei auf die jeweilige Quelle verwiesen, da dies den Rahmen dieser Arbeit sprengen wu¨rde.
3.3.8 Satz: (vgl. Ausfu¨hrungen zu 3.3 in [15])
Sei D ein Digraph und w 2  fest gewa¨hlt. Dann existiert ein Algorithmus, welcher mit polyno-
miellen Zeitaufwand einen Haven der Ordnung w erzeugt oder eine arboreale Zerlegung der Weite
 3w   2 (mit einer Arborescence mit maximal j V(D) j Knoten) findet.
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Definition: (Verbindung, -Verbindung; vgl. [15])
Eine Verbindung in einem Digraph D ist ein Teilgraph L von D, so dass jede schwache Komponente
von L ein einzelner Dipfad ist.
Sei  = (s1; t1; : : : ; sk; tk) eine Folge von 2k (nicht notwendigerweise verschiedener) Knoten aus D.
Eine Verbindung L ist eine -Verbindung, falls die schwachen Komponenten von L so zu P1; : : : ; Pk
nummeriert werden ko¨nnen, dass fu¨r alle i = 1; : : : ; k somit Pi ein einzelner Dipfad von si nach ti
ist.
3.3.9 Satz: (vgl. 4.8 in [15])
Seien k;w 2 0 fest gewa¨hlt, dann existiert ein Algorithmus mit polynomieller Laufzeit, um das
folgende Problem zu lo¨sen.
Eingabe: Ein Digraph D mit n Knoten, eine arboreale Zerlegung (R; X;W) von D mit einer Weite
von  w   1, einer Folge  von 2k Knoten aus D und einer Menge M  f 1; : : : ; n g.
Frage: Existiert eine -Verbindung L in D mit j V(L) j 2 M?
Zu den Problemen, welche auf dem Problem in Satz 3.3.9 basieren, za¨hlen unter Anderem folgende
Fragen nach der Existenz:
 einer Verbindung fu¨r eine feste Anzahl von Enden
 eines Hamiltonpfades
 eines Hamiltonpfades mit vorgegebenen Endknoten
 eines Hamiltonkreises
 eines geraden Zyklus durch einen vorgegebenen Knoten.
3.4 Gerichtete Baumweite dtwR(D)
Bruce Reed stellte in seiner Arbeit [17] eine neue gerichtete Variante der Baumzerlegung und Baum-
weite vor. Nach Angabe des Autors handelt es sich bei der gerichteten Baumzerlegung um eine ab-
gewandelte Notation der in [15] vorgestellten arborealen Zerlegung und arborealen Weite. Bei dieser
Notation werden allerdings die Knotenmengen der Partition und die separierenden Knotenmengen
strikt getrennt und die Definition der gerichteten Baumweite wird nur in Abha¨ngigkeit zu den sepa-
rierenden Knotenmengen formuliert.
Definition: (gerichtete Baumzerlegung, gerichtete Baumweite dtwR(D); vgl. [17])
Eine gerichtete Baumzerlegung eines Digraphen D ist ein Tripel (T;W; X). Dabei sind T eine Arbo-
rescence und X = (Xe)e2E(T ) und W = (Wr : r ist Blatt in T ) Familien von Knotenmengen von D
mit folgenden Eigenschaften.
(B1) W ist eine Partition von V(D) in einelementige Knotenmengen.
(B2) Sei e 2 E(T ), dann ist We := S f Wr j r ist Blatt in T mit r > e g eine Xe-normale Menge.
Die Weite einer solchen gerichteten Baumzerlegung (T;W; X) ist dann definiert als
max f j Xt j j t 2 V(T ) g mit Xt := S
et
Xe :
Die gerichtete Baumweite dtwR(D) eines Digraphen D ist schließlich die minimale Weite einer
gerichteten Baumzerlegung von D.
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Bemerkung:
Die hier angefu¨hrte Definition weicht von der originalen Notation in [17] an zwei Stellen ab. Diese
Abweichungen sind allerdings nur notationsbedingt und a¨quivalent zur originalen Fassung, wie
nachfolgend deutlich wird.
 Urspru¨nglich wurde die gerichtete Baumweite vom Autor fu¨r einen Baum mit einem extra
ausgezeichneten Wurzelknoten formuliert. Allerdings wurden dabei die Notationen fu¨r Kno-
tenbeziehungen von der davor definierten Arborescence verwendet. Daher ist anzunehmen,
dass beabsichtigt war, den Baum mit Wurzelknoten durch eine Arborescence zu ersetzen.
Da dies ohne Einschra¨nkung mo¨glich ist, wurde dieser Austausch in obiger Formulierung
durchgefu¨hrt.
 In der urspru¨nglichen Fassung ist die Formulierung der gerichteten Baumweite nicht direkt
mittels Xe-normaler Mengen beschrieben.
Die Mengen Xe sollten die Knoten inWe von den restlichen Knoten des Digraphen in der Art,
dass in D Xe kein Dipfad mehr existiert, welcher Anfangs- und Endknoten inWe besitzt und
nicht vollsta¨ndig in We enthalten ist.
Dies entspricht allerdings der Definition, dass We eine Xe-normale Menge ist. Aus diesem
Grund wurde die Definition mittels Xe-normaler Mengen formuliert, um die Na¨he zur arbo-
realen Zerlegung zu verdeutlichen.
Wie bereits zu Beginn dieses Kapitels angedeutet, handelt es sich nach Angabe des Autors hierbei um
eine abgewandelte Notation der arborealen Zerlegung, wobei die gerichtete Baumweite um maximal
1 von der arborealen Weite abweicht.
Bei na¨herer Studie stellt sich diese Behauptung allerdings als falsch heraus, wie nachfolgende Propo-
sition 3.4.1 zeigt.
3.4.1 Proposition:
Fu¨r jedes n 2  existiert ein Digraph Dn mit arborealer Weite  1 und gerichteter Baumweite  n.
Beweis:
Sei n 2 , so la¨sst sich ein solcher Digraph Dn wie folgt konstruieren.
Zuna¨chst sei Gn ein schlichter Graph mit der Knotenmenge V(Gn) := f v0; v1; : : : ; vn g und der
Kantenmenge E(Gn) := f f v0; vi g j i = 1; : : : ; n g, sowie Dn der wechselseitig orientierte Digraph
D(Gn). Mit den Sa¨tzen 3.2.3 und 3.3.1 gilt dabei dtw(Dn) = tw(Gn)  1.
Sei nun (T;W; X) eine beliebige gerichtete Baumzerlegung von D, dann existiert wegen (B1) in
T ein Blattknoten t 2 V(T ) mit Wt = f v0 g. Da t ein Blattknoten von T ist und T genau n + 1
Blattknoten besitzt, kann t nicht gleichzeitig auch Wurzelknoten sein. Somit existiert in T eine
Kante e 2 E(T ) mit t als Endknoten.
Mit Bedingung (B2) muss nun aber Xe := f v1; : : : ; vn g und somit j Xe j = n gelten. Damit ist die
Weite jeder gerichteten Baumzerlegung von Dn und somit auch die Baumweite  n. 
In Abbildung 3.9 ist der Digraph D3 mit einer arborealen Zerlegung  1 und einer schematischen
Darstellung einer beliebigen gerichteten Baumzerlegung dargestellt. Demzufolge ist D3 nicht nur ein
Gegenbeispiel fu¨r die Annahme aus [17], dass die gerichtete Baumweite nur maximal um 1 von der
arborealen Weite abweicht, sondern auch auch ein Gegenbeispiel zur Forderung (General).













Abbildung 3.9: der Digraph D3 gema¨ß der Konstruktion nach Proposition 3.4.1 mit n = 3 als Gegen-
beispiel zur Annahme aus [17] und fu¨r (General)
3.4.2 Satz:
Die gerichtete Baumweite erfu¨llt die Bedingung (General) nicht.
Beweis:
Wa¨hle n > 1 im Beweis von Proposition 3.4.1. Die dort beschriebene Konstruktion erzeugt einen
Graphen G mit
tw(Gn) = 1 < n  dtwR(D(Gn))
und damit ein Gegenbeispiel, fu¨r welches (General) nicht erfu¨llt ist. 
Nichtsdestotrotz lassen sich die Forderungen (Union) und (Acyclic) fu¨r die gerichtete Baumweite
beweisen.
3.4.3 Satz:
Die gerichtete Baumweite erfu¨llt die Bedingung (Union).
Beweis:
Angenommen der Digraph D ist eine gerichtete Vereinigung zweier disjunkter Digraphen D1 und
D2. Dann existiert eine gerichtete Baumzerlegung (T1;W1; X1) von D1 mit Weite dtwR(D1) und
eine gerichtete Baumzerlegung (T2;W2; X2) von D2 mit Weite dtwR(D2).
O.B.d.A. seien T1 und T2 disjunkt und besitzen die jeweiligen Wurzelknoten r1 bzw. r2.
Nachfolgend ist eine gerichtete Baumzerlegung (T;W; X) von D definiert.
 V(T ) := (V(T1) [ V(T2)) [˙ f r0 g
 E(T ) := (E(T1) [ E(T2)) [˙ f e1; e2 g mit e1 = (r0; r1) und e2 = (r0; r2)
 X := X1 [ X2 [  Xe1 ; Xe2 	 mit Xe1 = Xe2 := ; (Es fu¨hrt keine Kante von D2 nach D1.)
 W = W1 [W2 
Nach Definition ist die Weite dieser Zerlegung gerade max f dtwR(D1); dtwR(D2) g. Dies ist sogar
eine gerichtete Baumzerlegung minimaler Weite und somit die gerichtete Baumweite von D. In
Abbildung 3.10 ist diese Konstruktion dargestellt.
Nach Lemma 3.2.4 folgt aus der erfu¨llten Eigenschaft (Union) somit direkt eine analoge Aussage zur
Bedingung (Acyclic). Fu¨r die gerichtete Baumweite lautet diese nun wie folgt.
3.4.4 Korollar:
Die gerichtete Baumweite eines Digraphen D ohne Zyklen der La¨nge  2 betra¨gt dtwR(D) = 0.






Abbildung 3.10: Konstruktionsschema einer gerichteten Baumzerlegung fu¨r die gerichtete Vereini-
gung D1 ~[ D2 nach Satz 3.4.3.
Beweis:
Mit Korollar 3.4.3 ist Lemma 3.2.4 anwendbar und liefert
dtwR(D) = dtwR(K1d ) = 0 : 
Die gerichtete Baumweite hat sich allerdings nicht durchgesetzt. Einer der Gru¨nde dafu¨r ko¨nnte die
ungewo¨hnliche Notation der gerichteten Baumzerlegungen in [17] sein, welche sich in dieser Form
nur schwer mit der Notation der arborealen Zerlegung vergleichen la¨sst. Der Autor gibt dabei zwar
Hinweise, wie die gerichtete Baumweite mit der arborealen Weite in Verbindung gesetzt werden kann,
aber bleibt einen konkreten Beweis schuldig. In Proposition 3.4.1 konnte in dieser Arbeit ein einfaches
Gegenbeispiel fu¨r diese Behauptung gefunden werden, dass die gerichtete Baumweite immer nur um
maximal 1 von der arborealen Weite abweicht. Dadurch wird deutlich, dass die gerichtete Baumweite
nach [17] als Verallgemeinerung der Baumweite auf Digraphen eher ungeeignet ist.
Aus diesem Grund wird die gerichtete Baumweite in dieser Arbeit nicht weiter verfolgt.
3.5 D-Weite dw(D)
In [27] ging 2005 Mohammad Ali Safari einen neuen Weg mit der Definition von D-Zerlegungen und
der D-Weite.
Definition: (D-Zerlegung, D-Weite; vgl. [27])
Eine D-Zerlegung eines Digraphen D ist ein geordnetes Paar (T; X). Dabei sind T ein Baum und





(C2) Fu¨r jede stark zusammenha¨ngende Knotenmenge S  V(D) lassen sich die beiden Mengen
VS := f t 2 V(T ) j S \ Xt , ; g und ES :=  e = (t1; t2) 2 E(T )  S \ Xt1 \ Xt2 , ; 	 bilden,
so dass (VS ; ES ) ein zusammenha¨ngender Teilbaum von T ist.
Sei (T; X) eine D-Zerlegung von D, so ist die Weite dieser D-Zerlegung definiert als
max f j Xt j   1 j t 2 V(T ) g :
Die D-Weite dw(D) eines Digraphen D ist schließlich die minimale Weite einer D-Zerlegung von
D.
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Wird in (C2) die Bedingung fu¨r S von stark zusammenha¨ngend zu schwach zusammenha¨ngend gelo-
ckert, so folgt die Formulierung der Baumzerlegung fu¨r den zugrundeliegenden Graphen in Form der
Bedingungen (T1), (T2) und (T3’).








fc; f g fa; bg fd; eg
fb; eg
Abbildung 3.11: Beispiel fu¨r eine D-Zerlegung eines Digraphen D mit Weite 1
Der Autor bewies dabei bereits die Forderung (General).
3.5.1 Satz: (vgl. Korollar 2 in [27])
Die D-Weite erfu¨llt die Bedingung (General).
3.5.2 Satz:
Die D-Weite erfu¨llt die Bedingung (Union).
Beweis:
Angenommen der Digraph D ist eine gerichtete Vereinigung zweier disjunkter Digraphen D1 und
D2. Dann existiert eine D-Zerlegung (T1; X1) von D1 mit Weite dw(D1) und eine D-Zerlegung
(T2; X2) von D2 mit Weite dw(D2). Dabei bleiben alle stark zusammenha¨ngenden Knotenmen-
gen aus D1 und D2 auch nach der gerichteten Vereinigung erhalten und sind die einzigen stark
zusammenha¨ngenden Knotenmengen in D.
O.B.d.A. seien T1 und T2 disjunkt mit t1 2 V(T1) und t2 2 V(T2).
Nachfolgend ist eine D-Zerlegung (T; X) von D definiert.
 V(T ) := V(T1) [ V(T2)
 E(T ) := (E(T1) [ E(T2)) [˙ f e0 g mit e0 := f t1; t2 g
 X := X1 [ X2 
Nach Definition ist die Weite dieser Zerlegung gerade max f dw(D1); dw(D2) g. Dies ist sogar eine
D-Zerlegung minimaler Weite und somit die D-Weite von D. Die Konstruktion ist in Abbildung
3.12 dargestellt.
Nach Lemma 3.2.4 folgt aus der erfu¨llten Eigenschaft (Union) somit direkt eine analoge Aussage zur
Bedingung (Acyclic). Fu¨r die D-Weite lautet diese nun wie folgt.
3.5.3 Korollar:
Die D-Weite eines Digraphen D ohne Zyklen der La¨nge  2 betra¨gt dw(D) = 0.
Beweis:
Mit Satz 3.5.2 ist Lemma 3.2.4 anwendbar und liefert
dw(D) = dw(K1d ) = 0 : 




Abbildung 3.12: Konstruktionsschema einer D-Zerlegung fu¨r die gerichtete Vereinigung D1~[D2 nach
Satz 3.5.2.
Oenbar besitzt die D-Weite einen ebenso einschra¨nkenden Charakter wie die arboreale Weite, wie
folgendes Lemma besta¨tigt.
3.5.4 Lemma: (vgl. Korollar 1 in [27])
Sei D ein Digraph, dann gilt dtw(D)  dw(D).
SeiK eine Klasse von Digraphen und k 2 0 eine obere Schranke fu¨r die D-Weite dieser Klasse. Das
heißt, fu¨r alle D 2 K gilt dw(D)  k. Wegen Lemma 3.5.4 folgt, dass k auch eine obere Schranke
fu¨r die arboreale Weite der Klasse K ist. So sind alle Resultate fu¨r Klassen mit beschra¨nkter arbo-
realer Weite auch fu¨r alle Klassen mit beschra¨nkter D-Weite gu¨ltig. Leider sind die algorithmischen
Mo¨glichkeiten einer beschra¨nkten D-Weite bisher kaum untersucht.
3.6 DAG-Weite dgw(D)
Bei den bisherigen Zerlegungen wurde stets darauf geachtet, dass in eine baumartige Struktur zerlegt
wird. Allerdings ist es auch mo¨glich, Digraphen in allgemeinere gerichtete Strukturen zu zerlegen.
Dabei sind die azyklischen Digraphen von besonderem Interesse. Viele Algorithmen, die Probleme auf
der Grundlage von Digraphen lo¨sen, ko¨nnen stark vereinfacht werden, wenn der Digraph als azyklisch
vorausgesetzt werden kann.
Dies motiviert die Definition einer DAG-Zerlegung und DAG-Weite, welche die A¨hnlichkeit eines
Digraphen zu einem DAG im Groben widerspiegelt. Im Jahr 2006 vero¨entlichten zwei Arbeitsgrup-
pen in den Arbeiten [16] und [5] unabha¨ngig voneinander sehr a¨hnliche Definitionen der DAG-Weite.
Beide Arbeitsgruppen reichten 2009 eine gemeinsame Arbeit [6] ein, welche die Ergebnisse zusam-
menfu¨hrte und mit entsprechenden Anwendungen in Verbindung setzte. Bisher wurde [6] allerdings
noch nicht vero¨entlicht.
In diesem Kapitel werden die wichtigsten Ergebnisse dieser Arbeiten zusammengefasst dargestellt.
Dabei steht die Formulierung der DAG-Weite in direktem Zusammenhang mit einer gerichteten Va-
riante des Ra¨uber-und-Gendarmen-Spiels. In diesem Sinne wurden einige Bezeichnungen von den
Ra¨uber-und-Gendarmen-Spielen zur Beschreibung der DAG-Weite wieder aufgegrien.
Definition: (bewachen; vgl. [5],[6])
Sei D = (V; E; ) ein Digraph. Eine Menge W  V bewacht eine Menge V 0  V , wenn fu¨r jede
Kante e 2 E mit (e) = (u; v), u 2 V 0 und v < V 0 stets v 2 W folgt.
Das heißt, W bewacht V 0 wenn V 0 in G  W eine Vereinigung schwacher Komponenten ist.
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Bemerkung:
Die gerichteten Kanten eines schlichten DAGs D erzeugen eine Halbordnung  auf der Knoten-
menge V(D). Dabei gilt fu¨r zwei Knoten d; d0 2 V(D) die Beziehung d  d0 genau dann, wenn
d = d0 gilt oder in D ein Dipfad von d nach d0 existiert. Diese Halbordnung entspricht also dem
reflexiven transitiven Abschluss der Adjazenzrelation E(D).
Im Nachfolgenden wird an entsprechender Stelle die Notation in Form der Halbordnung bevorzugt.
Definition: (DAG-Zerlegung, DAG-Weite dgw(G); vgl. [16], [5], [6])
Eine DAG-Zerlegung eines DigraphenG ist ein geordnetes Paar (D; X). Dabei sind D ein schlichter




Xd = V(G) (Dabei ist Xd = ; zula¨ssig.)





Fu¨r einen initialen Knoten d 2 V(D) wird Xd von der leeren Menge bewacht.
(D3) Seien d1; d2; d3 2 V(D) mit d1  d2  d3, dann gilt Xd1 \ Xd3  Xd2 .
Sei (D; X) eine DAG-Zerlegung von D, so ist die Weite dieser DAG-Zerlegung definiert als
max f j Xd j   1 j d 2 V(D) g :
DieDAG-Weite dgw(D) eines Digraphen D ist schließlich die minimaleWeite einer DAG-Zerlegung
von D.







fa; b; cg fa; d; eg fc; e; f g
Abbildung 3.13: Beispiel fu¨r eine DAG-Zerlegung eines Digraphen D mit Weite 2
Bemerkung:
In den angegebenen Arbeiten wurde die DAG-Zerlegung in a¨quivalenter Form formuliert. Bei der
Formulierung der Weite einer DAG-Zerlegung gibt es in den Arbeiten [5] und [6] eine Abweichung
um genau 1, da diese dort in Form von max f j Xd j j d 2 V(D) g definiert wurde. Dies hat allerdings
zur Folge, dass die Forderung (General) nicht mehr erfu¨llt ist.
Aus diesem Grund wurde die Definition der Weite einer DAG-Zerlegung aus [16] entnommen. Die
Ergebnisse aus den Arbeiten [5] und [6], welche im weiteren Verlauf vorgestellt werden, wurden an
die hier verwendete Notation der DAG-Weite entsprechend angepasst.
Die DAG-Zerlegung wird aber vor allem durch die Einfu¨hrung einer Normalform fu¨r eine algorithmi-
sche Verwendung nutzbar. In [16] wurde bereits eine solche Normalform formuliert. In [5] wurde ein
a¨hnlicher Ansatz formuliert und in [6] ausfu¨hrlich behandelt. Nachfolgend wird die Normalform aus
[5] und [6] vorgestellt.
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Definition: (Normalform; vgl. [5], [6])
Eine DAG-Zerlegung (D; X) liegt in Normalform vor, falls sie folgende Bedingungen erfu¨llt.
(N1) Der DAG D besitzt einen eindeutigen initialen Wurzelknoten.
(N2) Fu¨r jeden Knoten d 2 V(D) existieren maximal zwei Nachfolger.
Das heißt, es gilt out(d)  2.
(N3) Fu¨r jeden Knoten d0 2 V(D) mit zwei Nachfolgern d1; d2 2 V(D) gilt Xd0 = Xd1 = Xd2 .
(N4) Fu¨r jeden Knoten d0 2 V(D) mit genau einem Nachfolger d1 2 V(D) gilt
 Xd0Xd1  = 1.
Dabei bezeichne Xd0Xd1 := (Xd0 [ Xd1) n (Xd0 \ Xd1) die symmetrische Dierenz von Xd0
und Xd1 .
Bemerkung:
Fu¨r die Beschreibung der Normalform von Jan Obdrzˇa´lek sei an dieser Stelle auf seine Arbeit [16]
verwiesen. Der darin enthaltene Algorithmus zur Umformung hat dabei eine lineare Laufzeit bezu¨g-
lich der Gro¨ße von D.
Entgegen der Behauptung des Autors (Lemma 3.1 in [16]) kann aber die Umformung zur Normal-
form die Weite der DAG-Zerlegung verringern.
In [6] werden die initialen Knoten des DAGs mit ”roots“ (zu deutsch: Wurzeln) bezeichnet. Um eine
Verwechslung mit dem Begri der Wurzelknoten auszuschließen, wird bei nachfolgenden Zitaten
die Formulierung entsprechend der hier verwendeten Notation abgewandelt.
Im Nachfolgenden werden die Transformationen aus [6] kurz vorgestellt, da mit ihnen die Existenz
einer DAG-Zerlegung in Normalform beweisbar ist. Gleichzeitig zeigen diese Transformationen ei-
nige Mo¨glichkeiten zur Umformung einer DAG-Zerlegung, bei denen die Weite der DAG-Zerlegung
erhalten bleibt.
3.6.1 Lemma: (vgl. Lemma 17 in [6])
Sei G ein Digraph und (D; X) eine DAG-Zerlegung vonG mit Weite k. Seien außerdem d1; d2; : : : ; dm
die initialen Knoten von D. Dann bildet das geordnete Paar (D0; X0) mit D0 = (V 0; E0; 0) und
 V 0 := V(D) [˙ f r g ,
 E0 := E(D) [ f (r; di) j 1  i  m g ,
 X0 := X [ f Xr g mit Xr := ;
eine DAG-Zerlegung von G mit Weite k, wobei D0 einen eindeutigen initialen Wurzelknoten besitzt.
Die Konstruktion ist in Abbildung 3.14 dargestellt.
Definition: (Aufspaltung; vgl. [6])
Sei (D; X) eine DAG-Zerlegung eines Digraphen G und d0 2 V(D) besitze m > 1 Nachfolger
d1; d2; : : : ; dm. Durch die Aufspaltung des Knotens d0 entsteht ein geordnetes Paar (D0; X0) wie
folgt.
 V(D0) := V(D) [˙ f dl; dr g
 E(D0) := (E(D) n f (d0; di) j 1  i  m g) [ E0
mit E0 := f (d0; dl); (d0; dr); (dl; d1) g [ f (dr; di) j 2  i  m g
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r
d1 d2 dm
D : : :
Abbildung 3.14: Konstruktionsschema fu¨r die Bildung eines eindeutigen initialen Wurzelknotens fu¨r









Abbildung 3.15: Konstruktionsschema fu¨r die Aufspaltung eines Knotens d0 in einer DAG-Zerlegung
 X0 := X [  Xdl ; Xdr 	 mit Xdl = Xdr := Xd0
Die Konstruktion ist in Abbildung 3.15 dargestellt.
3.6.2 Lemma: (vgl. Lemma 19 in [6])
Sei (D; X) eine DAG-Zerlegung eines Digraphen G und d0 2 V(D) besitze m > 1 Nachfolger
d1; d2; : : : ; dm. Dann ist das durch Aufspaltung des Knotens d0 entstandene geordnete Paar (D0; X0)
eine DAG-Zerlegung von G mit Weite k.
Definition: (Hinzufu¨gen; vgl. [6])
Sei (D; X) eine DAG-Zerlegung eines DigraphenG. Des Weiteren seien d0; d1 2 V(D) mit (d0; d1) 2
E(D) und X  V(G). Durch das Hinzufu¨gen von X zu (d0; d1) entsteht das geordnete Paar (D0; X0)
wie folgt.
 V(D0) := V(D) [˙ f dX g
 E(D0) := (E(D) n f (d0; d1) g) [ f (d0; dX); (dX ; d1) g
 X0 := X [  XdX 	 mit XdX := X
Die Konstruktion ist in Abbildung 3.16 dargestellt.
3.6.3 Lemma: (vgl. Lemma 21 in [6])
Sei (D; X) eine DAG-Zerlegung eines Digraphen G mit Weite k. Des Weiteren seien d0; d1 2 V(D)
mit (d0; d1) 2 E(D) und X  V(G) und (D0; X0) das durch Hinzufu¨gen von X zu (d0; d1) entstandene
geordnete Paar. Falls eine der beiden Bedingungen
(i) Xd0 \ Xd1  X  Xd0 oder
(ii) Xd0 \ Xd1  X  Xd1





Abbildung 3.16: Konstruktionsschema fu¨r das Hinzufu¨gen von X zur Kante (d0; d1) einer DAG-
Zerlegung
erfu¨llt ist, ist (D0; X0) eine DAG-Zerlegung von G mit Weite k.
Mit Hilfe der Lemmas 3.6.1, 3.6.2 und 3.6.3 la¨sst sich nun eine DAG-Zerlegung in die Normalform
transformieren, wobei die Weite gleich bleibt.
3.6.4 Satz: (vgl. Theorem 22 in [6])
Falls ein Digraph D eine DAG-Zerlegung mit Weite k besitzt, dann besitzt D auch eine DAG-
Zerlegung mit Weite k in Normalform.
Des Weiteren erfu¨llt die DAG-Weite in der hier verwendeten Notation alle in Kapitel 3.2 aufgefu¨hrten
Forderungen.
3.6.5 Satz: (vgl. Lemma 5.1 in [16])
Die DAG-Weite erfu¨llt die Bedingung (General).
3.6.6 Korollar: (vgl. Lemma 3.2 in [16], Theorem 24 in [6])
Die DAG-Weite erfu¨llt die Bedingung (Union).
Beweis:
In den genannten Quellen wurden sehr verschiedene Beweisideen vorgestellt, die an dieser Stelle
nochmals na¨her ausgefu¨hrt werden. Dabei seien G1 und G2 disjunkte Digraphen und G mit G =
G1 ~[ G2 eine gerichtete Vereinigung von G1 und G2. Des Weiteren seien (D1; X1) und (D2; X2)
eine jeweilige DAG-Zerlegung von G1 bzw. G2.
O.B.d.A. seien D1 und D2 disjunkt.
Im Beweis von Lemma 3.2 in [16] wurde die einfachste Variante zur Konstruktion einer DAG-
Zerlegung (D; X) von G dargestellt. Diese ist wie folgt definiert.
 V(D) := V(D1) [ V(D2)
 E(D) := E(D1) [ E(D2)
 X := X1 [ X2
Allerdings liegt die so entstandene DAG-Zerlegung niemals in Normalform vor, da bereits (N1)
nicht mehr erfu¨llt ist. Alle initialen Knoten von D1 und D2 sind bei dieser Konstruktion auch in
D initial und wegen Lemma 1.1.3 besitzen D1 und D2 je mindestens einen initialen Knoten.
Der Ansatz in Theorem 24 in [6] umgeht dieses Problem in Form folgender Konstruktion von
(D; X).
 V(D) := V(D1) [ V(D2)
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 E(D) := E(D1) [ E(D2) [ E0 mit E0 := f (d1; d2) j d1 Blatt in D1, d2 in D2 initial g
 X := X1 [ X2 
Damit erfu¨llt D automatisch die Bedingung (N1), wenn sie von D1 erfu¨llt ist. Liegen (D1; X1) und
(D2; X2) in Normalform vor, so liegt auch (D; X) in Normalform vor. Die beiden Konstruktionen
sind in Abbildung 3.17 dargestellt.
D D
nach [6]nach [16]
r1 r2 r2D1 D2D1 D2 r1
Abbildung 3.17: Konstruktionsschemata einer DAG-Zerlegung fu¨r die gerichtete Vereinigung D1~[D2
nach Satz 3.6.5.
Nach Lemma 3.2.4 folgt aus der erfu¨llten Eigenschaft (Union) somit direkt eine analoge Aussage zur
Bedingung (Acyclic). Fu¨r die DAG-Weite lautet diese nun wie folgt.
3.6.7 Korollar:
Die DAG-Weite eines Digraphen D ohne Zyklen der La¨nge  2 betra¨gt dgw(D) = 0.
Beweis:
Mit Satz 3.6.5 ist Lemma 3.2.4 anwendbar und liefert
dgw(D) = dgw(K1d ) = 0 : 
Insbesondere kann jeder DAG als Grundlage fu¨r seine DAG-Zerlegung herangezogen werden. Dies
gilt ebenso fu¨r Digraphen ohne Zyklen der La¨nge  2, da deren Schlingen keinen Einfluss auf die
DAG-Zerlegung und somit auf die DAG-Weite haben. Im Kapitel 3.6.1 wird sogar in Proposition
3.6.11 gezeigt, dass es keine weiteren Digraphen mit DAG-Weite 0 gibt.
3.6.1 DAG-Weite und Ra¨uber-und-Gendarmen-Spiele
A¨hnlich wie die Baumweite von Graphen und die arboreale Weite von Digraphen steht auch die DAG-
Weite von Digraphen mit Gewinnstrategien in einem Ra¨uber-und-Gendarmen-Spiel in Beziehung. Da-
bei unterscheidet sich die Spielvariante von der in Kapitel 3.3.1 vorgestellten Version des gerichteten
Ra¨uber-und-Gendarmen-Spiels auf Digraphen und wird hier na¨her vorgestellt.
Definition: (Spielvariante II, cn2(D); vgl. [16], [5], [6])
Sei D = (V; E; ) ein Digraph. Dann ist das (gerichtete) Ra¨uber-und-Gendarmen-Spiel (Spielvari-
ante II) mit k Gendarmen wie folgt definiert.
 Die Gendarmen wa¨hlen ein X0 2 [V]k und der Ra¨uber wa¨hlt einen Knoten r0 2 V   X0. Dies
bezeichnet die Position (X0; r0).
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 Sei (Xi; ri) die aktuelle Position und ri < Xi. Dann wa¨hlen die Gendarmen ein Xi+1 2 [V]k
und der Ra¨uber einen Knoten ri+1 so, dass ein Dipfad von ri nach ri+1 existiert, der keinen
Knoten aus Xi \ Xi+1 entha¨lt.
 Sei (Xi; ri) die aktuelle Position und ri 2 Xi. Dann haben die Gendarmen den Ra¨uber gefangen
und die Gendarmen somit gewonnen.
Dabei ist den Gendarmen zu jeder Zeit die aktuelle Position des Ra¨ubers bekannt. Das heißt, der
Ra¨uber ist fu¨r die Gendarmen sichtbar.
Die Gendarmenzahl von D wird bei dieser Spielvariante mit cn2(D) bezeichnet.
Bei dieser Spielvariante fa¨llt vor allem die Zugbedingung des Ra¨ubers auf. Im Gegensatz zur Spiel-
variante I in Kapitel 3.3.1 muss kein Dipfad von ri+1 zuru¨ck nach ri existieren. Der Ra¨uber ist dem-
zufolge nicht mehr auf die stark zusammenha¨ngende Komponente von D   (Xi \ Xi+1) beschra¨nkt,
in welcher ri enthalten ist. Da auf diese Weise im Vergleich zu Spielvariante I zusa¨tzliche Partien
mo¨glich werden, stellt die Spielvariante II eine Verallgemeinerung der Spielvariante I dar.
Bemerkung:
Wie bereits im Kapitel 3.3.1 werden die in Kapitel 2.5 vorgestellten Begrie im Zusammenhang
mit Ra¨uber-und-Gendarmen-Spielen in natu¨rlicher Weise auch fu¨r diese Spielvariante verwendet.
In [6] wurde zudem gezeigt, dass a¨hnlich wie im Satz 2.5.2 u¨ber Ra¨uber-und-Gendarmen-Spiele
auf Graphen, die Existenz einer Gendarmen-monotonen Gewinnstrategie die Existenz einer Ra¨uber-
monotonen Gewinnstrategie zula¨sst. Es folgt sogar die Existenz einer Gewinnstrategie, welche gleich-
zeitig Gendarmen- und Ra¨uber-monoton ist.
3.6.8 Lemma: (vgl. Lemma 9 in [6])
Besitzen k Gendarmen eine Gendarmen-monotone oder eine Ra¨uber-monotone Gewinnstrategie im
Spiel auf dem Digraphen D, dann existiert auch eine Gewinnstrategie fu¨r k Gendarmen, welche
sowohl Gendarmen- als auch Ra¨uber-monoton ist.
Dies la¨sst sich in natu¨rlicher Weise zur Definition monotoner Gewinnstrategien zusammenfu¨hren.
Definition: (monotone Gewinnstrategie; vgl. [6])
Eine Gewinnstrategie  fu¨r die Gendarmen eines Ra¨uber-und-Gendarmen-Spiels heißt monoton,
falls sie sowohl Gendarmen- als auch Ra¨uber-monoton ist.
Wa¨hrend in [16] die DAG-Weite mit den monotonen Gewinnstrategien der Gendarmen in Verbin-
dung gebracht wurde, definierten die Autoren von [5] und [6] die DAG-Weite ausgehend von diesen
Gewinnstrategien. In beiden Fa¨llen resultierte folgender Satz.
3.6.9 Satz: (vgl. Theorem 4.2 und 4.3 in [16], 3.11 in [5], 12 in [6])
Fu¨r jeden Digraph D existiert genau dann eine DAG-Zerlegung mit Weite k, wenn k+1 Gendarmen
im Ra¨uber-und-Gendarmen-Spiel auf D eine monotone Gewinnstrategie besitzen.
Des Weiteren la¨sst sich die Menge aller Digraphen mit Gendarmenzahl gleich 1 charakterisieren.
3.6.10 Lemma: (vgl. Lemma 4 in [6] fu¨r schlichte Digraphen)
Die Gendarmenzahl eines Digraphen D ist genau dann gleich 1, wenn D keinen Zyklus der La¨nge
 2 besitzt.
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Beweis:
Nach Satz 3.6.7 ist bereits bekannt, dass jeder Digraph D ohne Zyklen der La¨nge  2 eine DAG-
Weite von 0 besitzt. Nach Satz 3.6.9 reicht nun bereits ein einziger Gendarm fu¨r die Existenz
einer monotonen Gewinnstrategie im Spiel auf D. Fu¨r weniger Gendarmen existiert weder eine
monotone noch eine normale Gewinnstrategie. So ist die Gendarmenzahl gleich 1.
Angenommen ein Digraph D besitzt Gendarmenzahl gleich 1 und entha¨lt aber einen Zyklus der
La¨nge  2. Dann sind mindestens 2 Gendarmen no¨tig, um den Ra¨uber auf der Knotenmenge des
Zyklus zu fassen. Somit ist die Gendarmenzahl in jedem Fall  2. Dies ist ein Widerspruch zur
Annahme und somit die A¨quivalenz bewiesen. 
Folgende Proposition u¨bertra¨gt das Ergebnis von Lemma 3.6.10 auf die DAG-Weite.
3.6.11 Proposition:
Die DAG-Weite eines Digraphen D ist genau dann 0, wenn D keinen Zyklus der La¨nge  2 besitzt.
Beweis:
Fu¨r einen Digraphen D sind folgende Aussagen a¨quivalent.
(i) D besitzt eine DAG-Weite von 0.
(ii) D besitzt eine Gendarmenzahl von 1.
(iii) D besitzt keinen Zyklus der La¨nge  2.
Dabei gilt die A¨quivalenz von (i) und (ii) wegen Satz 3.6.9 und die A¨quivalenz von (ii) und (iii)
gilt wegen Lemma 3.6.10. 
3.6.2 Resultate und Anwendungen
In diesem Kapitel werden einige ausgewa¨hlte Resultate fu¨r DAG-Zerlegungen und ihre Anwendung
zusammengetragen.
3.6.12 Lemma:
Sei D ein Digraph, dann gilt dtw(D)  dgw(D)  tw(U(D)).
Beweis:
Die arboreale Weite dtw(D) impliziert die Existenz einer Ra¨uber-monotonen Gewinnstrategie
fu¨r dtw(D) Gendarmen im Ra¨uber-und-Gendarmen-Spiel nach Spielvariante I. Die DAG-Weite
impliziert die Existenz einer monotonen Gewinnstrategie fu¨r dgw(D) Gendarmen im Ra¨uber-und-
Gendarmen-Spiel nach Spielvariante II. Weil jedoch die Spielvariante II eine Verallgemeinerung
der Spielvariante I darstellt, folgt direkt dtw(D)  dgw(D).
Wird der zugrundeliegende Graph G := U(D) eines Digraphen D wechselseitig orientiert zu
D(G), so entspricht dies einer Ersetzung aller Kanten in D durch je ein Paar wechselseitig ori-
entierter Kanten. Das heißt, D ist zu einem Teilgraph von D(G) isomorph. Mit der Eigenschaft
(General) und dem spa¨ter in dieser Arbeit bewiesenen Satz 3.8.4 folgt die gesuchte Beziehung
mit tw(G)  dgw(D(G))  dgw(D). 
Sei K eine Klasse von Digraphen und k 2 0 eine obere Schranke fu¨r die DAG-Weite dieser Klasse.
Das heißt, fu¨r alle D 2 K gilt dgw(D)  k. Wegen Lemma 3.6.12 folgt, dass k auch eine obere
Schranke fu¨r die arboreale Weite der KlasseK ist. So sind alle Resultate fu¨r Klassen mit beschra¨nkter
arborealer Weite auch fu¨r alle Klassen mit beschra¨nkter DAG-Weite gu¨ltig.
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Bisher ist es noch nicht gelungen, Resultate fu¨r Klassen mit beschra¨nkter DAG-Weite zu formulieren,
welche fu¨r Klassen mit beschra¨nkter arborealer Weite widerlegt werden konnten. U¨ber so genannte
Parita¨tsspiele (”Parity Games“) lassen sich nicht nur die Existenz von Algorithmen zur Berechnung
einer DAG-Zerlegung finden, sondern es ist sogar mo¨glich diese Spiele fu¨r Digraphen mit beschra¨nk-
ter DAG-Weite ezient zu lo¨sen. An dieser Stelle werden allerdings nur einige ausgewa¨hlte Resultate
aufgefu¨hrt. Fu¨r Details zu Parita¨tsspielen sei auf die Arbeit [6] verwiesen.
3.6.13 Proposition: (vgl. Theorem 25 in [6])
Sei D ein Digraph und k 2  gegeben, dann ist das Entscheidungsproblem, ob dgw(D)  k gilt,
NP-schwer.
3.6.14 Satz: (vgl. Theorem 26 in [6])
Sei D ein Digraph und k < w, dann existiert ein Algorithmus mit polynomiellem Zeitaufwand,
um zu entscheiden, ob k Gendarmen im Ra¨uber-und-Gendarmen-Spiel nach Spielvariante II eine
monotone Gewinnstrategie besitzen. Des weiteren ist es mit polynomiellem Zeitaufwand mo¨glich,
diese Gewinnstrategie berechnen.
Die erhaltene monotone Gewinnstrategie fu¨r die Spielvariante II la¨sst sich nun mit polynomiellen
Aufwand in eine DAG-Zerlegung umformen.
3.6.15 Satz: (vgl. Proposition 27 in [6])
Sei D ein Digraph mit dgw(D) = k, dann ist es mo¨glich mit polynomiellem Zeitaufwand eine DAG-
Zerlegung von D mit Weite k zu berechnen.
Schließlich konnte nach umfangreichen Untersuchungen in [6] folgendes Resultat fu¨r Parita¨tsspiele
auf Digraphen mit beschra¨nkter DAG-Weite nachgewiesen werden.
3.6.16 Proposition: (vgl. Theorem 32 in [6])
Sei k 2 , dann existiert ein Algorithmus, welcher fu¨r alle Digraphen D mit dgw(D)  k den
Gewinner des Parita¨tsspiels auf D mit polynomiellem Zeitaufwand bestimmt.
Dabei sei anzumerken, dass eine solche Aussage fu¨r Digraphen mit beschra¨nkter arborealer Weite
bisher noch nicht bekannt ist.
3.7 Ra¨uber-und-Gendarmen-Spiele auf Digraphen
Im Zusammenhang mit der arborealen Weite und der DAG-Weite wurden bereits die zwei Spiel-
varianten I und II eingefu¨hrt. Die Gendarmenzahlen dieser Spielvarianten lassen sich wiederum als
Invarianten des zugrundeliegenden Digraphen auassen und auf die Bedingungen fu¨r eine gerichtete
Version der Baumweite testen. Dabei lassen sich analoge Aussagen wie fu¨r die arboreale Weite und
DAG-Weite formulieren.
3.7.1 Satz:
Sei G ein Graph, dann gilt cn(G) = cn1(D(G)) = cn2(D(G)).
Beweis:
In D(G) ist jede schwach zusammenha¨ngende Knotenmenge auch stark zusammenha¨ngend. Da-
mit folgt bereits, dass die Spielvarianten I und II fu¨r das Ra¨uber-und-Gendarmen-Spiel auf Di-
graphen identisch sind und es gilt daher die Gleichheit cn1(D(G)) = cn2(D(G)).
Des Weiteren ist jede in G zusammenha¨ngende Knotenmenge in D(G) stark zusammenha¨ngend
und umgekehrt. Daher sind die Spielvarianten I und II mit dem Ra¨uber-und-Gendarmen-Spiel auf
Graphen identisch und es gilt daher die Gleichheit cn(D(G)) = cn1(D(G)) = cn2(D(G)). 
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3.7.2 Satz:
Sei D eine gerichtete Vereinigung der disjunkten Digraphen D1 und D2, dann gilt
cni(D) = max f cni(D1); cni(D2) g fu¨r i = 1; 2.
Beweis:
Der Beweis erfolgt unabha¨ngig davon, welche der beiden Spielvarianten zu Grunde liegt. Daher
ist i 2 f 1; 2 g beliebig wa¨hlbar.
Seien 1 eine Gewinnstrategie fu¨r cni(D1) Gendarmen im Spiel auf D1 und 2 eine Gewinnstra-
tegie fu¨r cni(D2) Gendarmen im Spiel auf D2.
Eine Gewinnstrategie  fu¨r max f cni(D1); cni(D2) g Gendarmen im Spiel auf D kann dabei auf
die bereits bekannten Gewinnstrategien 1 und 2 zuru¨ckgreifen. Zur Vereinfachung wa¨hlen die
Gendarmen zu Beginn keinen Knoten aus, wodurch dem Ra¨uber die gesamte Knotenmenge von
D zur Verfu¨gung steht. Nun lassen sich zwei Typen von mo¨glichen Partien unterscheiden.
Bei dem ersten Typ einer Partie wa¨hlt der Ra¨uber zu Beginn einen Knoten aus D2. Da es in
D keinen Dipfad von der Knotenmenge V(D2) zu den Knoten in V(D1) gibt, la¨sst sich nun die
Gewinnstrategie 2 anwenden, wodurch der Ra¨uber gefasst wird.
Bei dem zweiten Typ einer Partie wa¨hlt der Ra¨uber zu Beginn einen Knoten aus D1. Solange
sich der Ra¨uber in der Knotenmenge V(D1) aufha¨lt, la¨sst sich die Gewinnstrategie 1 anwenden.
Daher wird der Ra¨uber entweder durch 1 gefasst oder wechselt zu einem Knoten aus V(D2).
Werden nach demWechsel alle Gendarmen aus dem Spiel entfernt, entsteht eine Startposition fu¨r
eine Partie vom ersten Typ, welche bekanntermaßen gewonnen werden kann.
Um beide Typen von Partien in jedem Fall zu gewinnen, sind fu¨r  genau so viele Gendarmen
no¨tig, wie fu¨r die einzelnen Gewinnstrategien 1 und 2 beno¨tigt werden. Damit folgt die Aussage
des Satzes cni(D) = max f cni(D1); cni(D2) g.
In der Spielvariante I vereinfacht sich der zweite Typ einer Partie, da es dem Ra¨uber auf Grund
des fehlenden Ru¨ckwegs von V(D2) nach V(D1) bereits verboten ist, zu einem Knoten aus V(D2)
zu wechseln. Die Aussage des Satzes bleibt allerdings unvera¨ndert. 
3.7.3 Korollar:
Fu¨r jeden Digraphen D ohne Zyklen der La¨nge  2 betra¨gt die Gendarmenzahl cni(D) = 1 fu¨r
i = 1; 2.
Beweis:
Der Beweis erfolgt unabha¨ngig davon, welche der beiden Spielvarianten zu Grunde liegt. Daher
ist i 2 f 1; 2 g beliebig wa¨hlbar.
Eine Gewinnstrategie  fu¨r einen Gendarmen im Spiel auf D la¨sst sich wie folgt definieren.
 : [V]1  V ! [V]1 : (X; r) 7! f r g
Das heißt, der Gendarm besetzt im na¨chsten Schritt immer die letzte Position des Ra¨ubers. Weil
D aber keine Zyklen der La¨nge  2 besitzt, kann der Ra¨uber keinen Knoten erneut besetzen,
welchen er zuvor verlassen hat. Daher ist mit  eine monotone Gewinnstrategie beschrieben,
welche bereits nur so viele Gendarmen benutzt, wie fu¨r die Existenz einer Gewinnstrategie no¨tig
sind. Die Gendarmenzahl betra¨gt somit cn1(D) = cn2(D) = 1.
In der Spielvariante I ist es dem Ra¨uber auf D nicht mehr erlaubt, die Position zu wechseln, da
jede stark zusammenha¨ngende Knotenmenge von D einelementig ist. Dadurch verku¨rzt sich zwar
jede -konsistente Partie, aber die Gendarmenzahl sinkt dadurch nicht. 
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3.8 Eingeschra¨nkte Minorenrelation fu¨r Digraphen
Im Kapitel 3.1 wurde bereits die Minorenrelation fu¨r Digraphen formuliert. Allerdings wurde durch
Satz 3.1.4 auch deutlich, dass mit dieser Definition der Minoren von Digraphen bereits die Charakteri-
sierung der relativ einfachenMenge der Digraphen ohne Zyklen der La¨nge  2 misslingt. In der Arbeit
[15] wurde daher ein neuer Vorschlag in Form einer eingeschra¨nkten Minorenrelation vorgestellt. Im
Abschnitt 3.8.3 wird dieser Ansatz spa¨ter na¨her vorgestellt.
Zuvor werden allerdings einige allgemeine Betrachtungen zur Einschra¨nkung der Minorenrelation
durchgefu¨hrt und Anforderungen an eine solche Einschra¨nkung formuliert. Nachfolgend wird anhand
dieser Betrachtungen eine eingeschra¨nkte Minorenrelation, welche die aufgestellten Anforderungen
erfu¨llt, systematisch formuliert. Dabei wird der Ansatz aus [15] in diese Konstruktion eingegliedert.
Wie bereits durch Satz 3.1.4 deutlich wurde, ist es eine natu¨rliche Forderung, dass die Minorenrelation
4 soweit eingeschra¨nkt werden sollte, dass die Menge der Digraphen ohne Zyklen der La¨nge  2 unter
der so eingeschra¨nkten Minorenrelation 4r abgeschlossen ist und somit folgende Bedingung erfu¨llt.
Sei D ein Digraph ohne Zyklus der La¨nge  2.
Dann besitzt kein Minor von D unter 4r einen Zyklus der La¨nge  2. (DAG)
Des Weiteren ist es wu¨nschenswert, dass die gerichteten Versionen der Baumweite mit der Minoren-
bildung unter 4r vereinbar sind. Das heißt, dass die Bildung eines Minors unter 4r die gerichteten
Versionen der Baumweiten nicht erho¨ht. Dabei sind die Invarianten arboreale Weite, D-Weite, DAG-
Weite und die Gendarmenzahlen der Spielvarianten I und II na¨her zu untersuchen, so dass die folgende
Bedingung erfu¨llt ist.
Sei D ein Digraph, dann gilt fu¨r jeden D0 4r D die Eigenschaft inv(D0)  inv(D). (Closed)
3.8.1 Die Teilgraphenrelation fu¨r Digraphen 
In der Definition der Minoren von Digraphen entsteht ein Minor durch Lo¨schung von Knoten und
Kanten und anschließenden Kantenkontraktionen. In diesem Kapitel soll zuna¨chst die Lo¨schung von
Knoten und Kanten untersucht werden, welches die Bildung eines Teilgraphen darstellt. Dabei folgen
direkt die Bedingungen (DAG) und (Closed).
3.8.1 Lemma:
Die Teilgraphenrelation  fu¨r Digraphen erfu¨llt die Bedingung (DAG).
Beweis:
Wa¨re (DAG) fu¨r  nicht erfu¨llt, dann gibt es Digraphen D und D0 mit D0  D, so dass D0 einen
Zyklus der La¨nge  2 entha¨lt und D nicht. Allerdings entha¨lt D alle Knoten und Kanten von D0
und somit auch den Zyklus der La¨nge  2. Dies ist ein Widerspruch zur Annahme, dass  die
Bedingung (DAG) nicht erfu¨llt. 
Zur Untersuchung der Eigenschaft (Closed) wird die Lo¨schung von Kanten und Knoten in den nach-
folgenden Lemmas getrennt betrachtet.
3.8.2 Lemma:
Sei D ein Digraph und E  E(D). Dann gelten fu¨r D0 := D   E folgende Eigenschaften.
 dtw(D0)  dtw(D)
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 dw(D0)  dw(D)
 cni(D0)  cni(D) fu¨r i 2 f 1; 2 g
 dgw(D0)  dgw(D)
Beweis:
Sei (R; X;W) eine arboreale Zerlegung von D mit Weite dtw(D). Die Bedingungen (A1) und
(A2) bleiben von der Lo¨schung der Kantenmenge E aus D unberu¨hrt. Dadurch ist das Tripel
(R; X;W) auch eine arboreale Zerlegung von D0 mit Weite dtw(D) und es folgt daher die Behaup-
tung dtw(D0)  dtw(D).
Sei (T; X) eine D-Zerlegung von Dmit Weite dw(D). Da die Knotenmenge von der Lo¨schung der
Kanten unberu¨hrt bleibt, ist die Bedingung (C1) weiterhin erfu¨llt. Jede stark zusammenha¨ngende
Knotenmenge S  V(D0)  V(D) ist auch in D stark zusammenha¨ngend. Daher ist (C2) auch
weiterhin fu¨r (T; X) auf D0 erfu¨llt. Damit ist das geordnete Paar (T; X) ebenfalls eine D-Zerlegung
von D0 mit Weite dw(D) und es folgt somit die Behauptung dw(D0)  dw(D).
Sei  eine Gewinnstrategie fu¨r cni(D) Gendarmen im Ra¨uber-und-Gendarmen-Spiel auf D mit
i 2 f 1; 2 g je nach der verwendeten Spielvariante I bzw. II. Da durch die Lo¨schung von Kanten
nur die Bewegungen des Ra¨ubers eingeschra¨nkt werden, ist die Strategie  auch auf D0 anwendbar
und weiterhin eine Gewinnstrategie. Damit folgt die Behauptung cni(D0)  cni(D) mit i 2 f 1; 2 g.
Sei (G; X) eine DAG-Zerlegung von D, dann bleiben die Bedingungen (D1), (D2) und (D3)
auch weiterhin erfu¨llt, da die Knotenmenge unangetastet bleibt. Damit ist (G; X) auch eine DAG-
Zerlegung von D0 und es folgt die Behauptung dgw(D0)  dgw(D). 
3.8.3 Lemma:
Sei D ein Digraph und V  V(D). Dann gelten fu¨r D0 := D   V folgende Eigenschaften.
 dtw(D0)  dtw(D)
 dw(D0)  dw(D)
 cni(D0)  cni(D) fu¨r i 2 f 1; 2 g
 dgw(D0)  dgw(D)
Beweis:
Fu¨r den Beweis werden die Knoten aus V einzeln aus D entfernt. Da der Beweis fu¨r alle an-
gegebenen Invarianten identisch fu¨hrbar ist, repra¨sentiert inv nachfolgend eine der jeweiligen
Invarianten.
Mit der Lo¨schung eines Knotens v 2 V ist auch die Lo¨schung der Kanten E := f e 2 E(D) j e  v g
verbunden, welche mit dem Knoten v inzidierten. Zuna¨chst lassen sich diese Kanten aus D ent-
fernen, wonach der Knoten v in D00 := D E isoliert ist. Jede der Invarianten erfu¨llt nach Lemma
3.8.2 die Bedingung inv(D00) = inv(D   E)  inv(D).
Es lassen sich nun zwei Digraphen D1 := D00   v und D2 := D00[v] definieren und D00 ist als
eine gerichtete Vereinigung D1 ~[ D2 dieser Digraphen darstellbar. Da jede der Invarianten die
Eigenschaft (Union) erfu¨llt (siehe Satz 3.3.2, 3.5.2, 3.6.5, 3.7.2) folgt
inv(D00) = max f inv(D1); inv(D2) g  inv(D) und inv(D1) = inv(D   v)  inv(D) :
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Wurden alle Knoten von V aus D entfernt, folgt somit die Behauptung inv(D0)  inv(D) fu¨r jede
der Invarianten. 
3.8.4 Satz:
Sei D ein Digraph und D0 ein Teilgraph von D, dann gelten folgende Eigenschaften.
 dtw(D0)  dtw(D)
 dw(D0)  dw(D)
 cni(D0)  cni(D) fu¨r i 2 f 1; 2 g
 dgw(D0)  dgw(D)
Beweis:
Wenn D0 ein Teilgraph von D ist, dann existieren E  E(D) und V  V(D), so dass D0 =
(D   E)   V gilt. Weil sich der Beweis fu¨r alle angegebenen Invarianten identisch fu¨hren la¨sst,
werden diese nachfolgend jeweils durch inv repra¨sentiert.
Mit Lemma 3.8.2 und Lemma 3.8.3 folgt bereits die Behauptung
inv(D0) = inv((D   E)   V)  inv(D   E)  inv(D)
fu¨r alle angegebenen Invarianten. 
Aufgrund von Satz 3.8.4 reicht es nun, sich bei der systematischen Herleitung einer eingeschra¨nkten
Minorenrelation fu¨r Digraphen auf die Untersuchung von Kantenkontraktionen zu beschra¨nken.
3.8.2 Die topologische Minorenrelation fu¨r Digraphen 4t
In Kapitel 2.2 wurde bereits die topologische Minorenrelation fu¨r Graphen vorgestellt. Diese la¨sst
sich in a¨hnlicher Weise auf Digraphen u¨bertragen, wie es bereits in Kapitel 3.1 fu¨r die (gewo¨hnliche)
Minorenrelation dargestellt wurde. Dazu wird zuna¨chst eine gerichtete Version einer Unterteilung
definiert.
Definition: ((gerichtete) Unterteilung, Unterteilungsknoten, Verzweigungsknoten)
Seien G und H Digraphen. Dann ist H eine (gerichtete) Unterteilung von G, wenn die Kanten von
G so durch Dipfade der La¨nge  1 ersetzt werden ko¨nnen, dass der Digraph H resultiert.
Bei der Ersetzung einer Kante e 2 E(G) mit (e) = (x; y) durch einen Dipfad der La¨nge k  1
werden somit folgende A¨nderungen an G = (V; E; ) durchgefu¨hrt, dass daraus die Unterteilung
G0 = (V 0; E0; 0) von G entsteht.
 V 0 := V [˙ f x1; : : : ; xk 1 g
 E0 := E [˙ f e1; : : : ; ee 1 g
 0(e0) =
8>>>>>>>><>>>>>>>>:
(e0) , fu¨r e0 2 E n f e g
(x; x1) , fu¨r e0 = e
(xi; xi+1) , fu¨r e0 = ei mit i = 1; : : : ; k   2
(xk 1; y) , fu¨r e0 = ek 1
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Die Knoten in V(G)  V(G0) werden als Verzweigungsknoten und die Knoten in V(G0) n V(G) als
Unterteilungsknoten bezeichnet. Dabei besitzen die Verzweigungsknoten den gleichen Grad wie in
G und fu¨r jeden Unterteilungsknoten v gilt indeg(v) = outdeg(v) = 1 = in(v) = out(v).
Definition: (topologischer Minor)
Seien G und H Digraphen. Dann ist G genau dann ein topologischer Minor von H, wenn ein Teil-
graph H0 von H so existiert, dass dieser eine Unterteilung von G ist.
Die Beziehung ”G ist topologischer Minor von H“ beschreibt dabei eine Quasiordnung (reflexiv und
transitiv) auf der Menge der Digraphen. Diese wird als topologische Minorenrelation 4t bezeichnet.
Formal bedeutet dies:
G ist topologischer Minor von H , G 4t H :
Insbesondere erfu¨llt die topologische Minorenrelation 4t fu¨r Digraphen weiterhin die Bedingung
(DAG).
3.8.5 Satz:
Die topologische Minorenrelation 4t fu¨r Digraphen erfu¨llt die Bedingung (DAG).
Beweis:
Seien D und D0 Digraphen mit D0 4t D. Durch Lemma 3.8.1 ist die Betrachtung von Teilgraphen
bereits erfolgt und o.B.d.A. kann daher angenommen werden, dass D eine Unterteilung von D0
ist.
Angenommen 4t erfu¨llt (DAG) nicht und D0 entha¨lt einen Zyklus der La¨nge  2, obwohl D kei-
nen solchen Zyklus entha¨lt. Die in dem Zyklus enthaltenen Knoten sind als Verzweigungsknoten
V1 auch in D enthalten. Bei der Unterteilung von D0 zu D wurden dabei die Kanten zwischen die-
sen Verzweigungsknoten durch Dipfade der La¨nge  1 ersetzt. Dabei entstanden zwischen den
Knoten von V1 entlang des Zyklus weitere Unterteilungsknoten V2. Die Knotenmenge V1 [ V2
bildet somit entgegen der Annahme einen Zyklus der La¨nge  2 in D. Mit diesem Widerspruch
zur Annahme folgt die Bedingung (DAG) fu¨r die topologische Minorenrelation fu¨r Digraphen. 
3.8.6 Lemma:
Seien G und H Digraphen und H eine Unterteilung von G, dann kann H durch schrittweise Erset-
zung einzelner Kanten aus G durch Dipfade der La¨nge 2, mit gleichen Anfangs- und Endknoten wie
die ersetzte Kante, gebildet werden.
Beweis:
Zuna¨chst kann die Konstruktion schrittweise in Form einer Ersetzung einer einzelnen Kante durch
den entsprechenden Dipfad der La¨nge  2 erfolgen. Die Ersetzung einer einzelnen Kante wieder-
um kann als schrittweise Ersetzung durch jeweils einen Dipfad der La¨nge 2 beschrieben werden,
wodurch immer genau ein Unterteilungsknoten hinzugefu¨gt wird. 
Fu¨r einen Spezialfall erfu¨llt die topologische Minorenrelation fu¨r Digraphen sogar die Bedingung
(Closed).
3.8.7 Satz:
Seien D und D0 Digraphen und D0 4t D, wobei jeder Unterteilungsknoten eine stark zusam-
menha¨ngende Komponente von D bildet. Dann gelten folgende Eigenschaften.
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 dtw(D0) = dtw(D)
 dw(D0) = dw(D)
 cni(D0) = cni(D) fu¨r i 2 f 1; 2 g
 dgw(D0) = dgw(D)
Beweis:
Mit Lemma 3.8.6 ist es mo¨glich, sich auf den Fall zu beschra¨nken, dass nur eine einzelne Kante
unterteilt wird und genau ein Unterteilungsknoten v hinzugefu¨gt wird. Die unterteilte Kante e
verlaufe dabei von x nach y.
Da nach Voraussetzung der Knoten v eine einelementige stark zusammenha¨ngende Komponen-
te von D bildet, es la¨sst sich folgende Partition der Knotenmenge V(D) mit den entsprechend
erzeugten Untergraphen aufstellen.
 V0 := V(D) n V(D0) = f v g bezeichnet die Menge der Unterteilungsknoten.
 V1 :=  u 2 V(D)  es existiert in D ein Dipfad von u nach x 	 bezeichnet die Menge aller
Knoten in D, von denen der Knoten x erreichbar ist.
 V2 := V(D) n (V0 [ V1) bezeichnet die Menge der restlichen Knoten.
 Fu¨r jedes i = 0; 1; 2 sei Di := D[Vi].
Weil nun in D aber ein Dipfad von x u¨ber v nach y existiert, kann kein Dipfad von y nach x exis-
tieren. Ansonsten wu¨rde f v g keine stark zusammenha¨ngende Komponente von D mehr bilden.
Nun kann D als gerichtete Vereinigung D = D1 ~[ D0 ~[ D2 dargestellt werden. Insbesondere
ist auch D0 als gerichtete Vereinigung D0 = D1 ~[ D2 darstellbar. Weil alle zu untersuchenden
Invarianten die Eigenschaft (Union) erfu¨llen, folgt mit Lemma 3.2.4 nun durch
inv(D) = maxf inv(D0)|  {z  }
inv(K1d )
; inv(D1)|  {z  }
inv(K1d )
; inv(D2)|  {z  }
inv(K1d )
g = max f inv(D1); inv(D2) g = inv(D0)
die gesuchte Aussage fu¨r alle zu untersuchenden Invarianten. 
Leider ist es im Rahmen dieser Arbeit nicht gelungen die Eigenschaft (Closed) fu¨r die arboreale
Weite im allgemeinen Fall zu beweisen oder zu widerlegen, da im Falle G 4t H die Konstruktion
einer arborealen Zerlegung von G mit Hilfe einer gegebenen arborealen Zerlegung von H nur schwer
mo¨glich ist. Dies liegt darin begru¨ndet, dass die arborealen Zerlegungen eine Ra¨uber-monotone Ge-
winnstrategie fu¨r das Ra¨uber-und-Gendarmen-Spiel der Spielvariante I beschreiben. Nun muss bei der
Konstruktion einer Zerlegung von G darauf geachtet werden, dass damit auch eine Ra¨uber-monotone
Gewinnstrategie fu¨rG beschrieben ist. Es ist jedoch anzunehmen, dass die arboreale Zerlegung von H
geeignet gewa¨hlt werden kann, so dass eine Konstruktion mo¨glich ist. Es liegt daher die Vermutung
nahe, dass der Teil von (Closed) bezu¨glich der arborealen Weite fu¨r 4t erfu¨llt ist.
3.8.8 Vermutung:
Seien D und D0 Digraphen und D0 4t D, dann gilt dtw(D0)  dtw(D).
3.8.9 Satz:
Seien D und D0 Digraphen und D0 4t D, dann gilt dw(D0)  dw(D).
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Beweis:
Mit Lemma 3.8.6 ist es mo¨glich, sich auf den Fall zu beschra¨nken, dass nur eine einzelne Kante
unterteilt wird und genau ein Unterteilungsknoten v hinzugefu¨gt wird. Die unterteilte Kante e
verlaufe dabei von x nach y und es sei V := f x; y g.
Sei (T; X) eine D-Zerlegung von D mit Weite dw(D), dann la¨sst sich ein geordnetes Paar (T; X0)
mit
X0 := (X0t )t2V(T ) und X0t :=
8>><>>:Xt , fu¨r v < XtXt n f v g [ f x g , sonst
fu¨r alle t 2 V(T ) definieren. Dabei erfu¨llt das geordnete Paar die Bedingung (C1) fu¨r eine D-
Zerlegung von D0 und es reicht nun die Bedingung (C2) zu u¨berpru¨fen, um nachzuweisen, dass
(T; X0) eine D-Zerlegung von D0 ist.




t 2 V(T )  S \ X0t , ; 	 und ES := n e = f t1; t2 g 2 E(T )  S \ X0t1 \ X0t2 , ; o
bilden.
Im Fall von j S \ V j  1 u¨bertra¨gt sich (C2) direkt von (T; X) auf (T; X0), da S auch in D stark
zusammenha¨ngend ist.
Im Fall von V  S lassen sich S 0 := S [ f v g und die Mengen
VS 0 :=

t 2 V(T )  S 0 \ Xt , ; 	 und ES 0 :=  e = f t1; t2 g 2 E(T )  S 0 \ Xt1 \ Xt2 , ; 	
bilden. Liegen x und y nicht in der gleichen stark zusammenha¨ngenden Komponente von D, dann
la¨sst sich der Satz 3.8.7 anwenden, der bereits die gesuchte Aussage liefert. Daher kann von nun
an angenommen werden, dass x und y in der gleichen stark zusammenha¨ngenden Komponente
von D liegen.
Da S 0 in D stark zusammenha¨ngend ist, bildet (VS 0 ; ES 0) nach (C2) fu¨r (T; X) einen zusam-
menha¨ngenden Teilbaum von T . Dabei gilt aber S 0 \ Xt , ; genau dann, wenn S \ X0t , ;
erfu¨llt ist. Und es gilt S 0 \ Xt1 \ Xt2 , ; genau dann, wenn S \ X0t1 \ X0t2 , ; erfu¨llt ist.
Damit gelten VS = VS 0 und ES = ES 0 und (VS ; ES ) ist somit ein Teilbaum von T . Daher ist das
geordnete Paar (T; X0) eine D-Zerlegung von D0 und es gilt dw(D0)  dw(D). 
3.8.10 Satz:
Seien D und D0 Digraphen und D0 4t D, dann gilt cni(D0)  cni(D) fu¨r i 2 f 1; 2 g.
Beweis:
Mit Lemma 3.8.6 ist es mo¨glich, sich auf den Fall zu beschra¨nken, dass nur eine einzelne Kante
unterteilt wird und genau ein Unterteilungsknoten v hinzugefu¨gt wird. Die unterteilte Kante e
verlaufe dabei von x nach y und es sei V := f x; y g.
Sei  eine Gewinnstrategie auf D mit k := cni(D) Gendarmen im Ra¨uber-und-Gendarmen-Spiel
auf D mit i 2 f 1; 2 g je nach verwendeter Spielvariante I oder II. Dabei wird beobachtet, dass die
Unterteilung der Kante e das Spiel auf D0 nur minimal vera¨ndert. Wird von der Spielstrategie 
fu¨r das Spiel auf D ausgegangen, so la¨sst sich auch das Spiel auf D0 damit simulieren, in dem
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es dem Ra¨uber nicht erlaubt ist, den Unterteilungsknoten zu besetzen. Dabei verringern sich al-
so die Fluchtmo¨glichkeiten des Ra¨ubers und  bleibt weiterhin eine Gewinnstrategie. Allerdings
ist es auch fu¨r die Gendarmen nun unno¨tig, die Unterteilungsknoten zu besetzen, da diese nie-
mals vom Ra¨uber besetzt werden ko¨nnen. Stattdessen besetzen die Gendarmen den Knoten x,
da dieser ausreicht, um die Flucht entlang des Unterteilungsknoten zu verhindern. Damit ist eine
Gewinnstrategie 0 fu¨r D0 formuliert und es gilt cni(D0)  cni(D) fu¨r i 2 f 1; 2 g. 
Die folgende Vermutung wird im Beweis zum nachfolgenden Satz 3.8.12 verwendet. Bisher ist es
nicht gelungen diese zu beweisen oder durch ein Gegenbeispiel zu widerlegen.
3.8.11 Vermutung:
Sei D = (V; E; ) ein Digraph, v; x; y 2 V(D) und e1; e2 2 E(D) mit (e1) = (x; v) und (e2) = (v; y)
sowie indeg(v) = outdeg(v) = 1.
Dann existiert eine DAG-Zerlegung (G; X) mit Weite dgw(D) so, dass fu¨r alle d1; d2; d3 2 V(G) mit
d1  d2  d3 die folgende Bedingung gilt.
Sei v 2 Xd1 und y 2 Xd3 , dann ist entweder v oder y in Xd2 enthalten.
3.8.12 Satz:
Seien D und D0 Digraphen und D0 4t D, dann gilt unter Voraussetzung der Richtigkeit der Vermu-
tung 3.8.11 die Beziehung dgw(D0)  dgw(D).
Beweis:
Mit Lemma 3.8.6 ist es mo¨glich, sich auf den Fall zu beschra¨nken, dass nur eine einzelne Kante
unterteilt wird und genau ein Unterteilungsknoten v hinzugefu¨gt wird. Die unterteilte Kante e
verlaufe dabei von x nach y und es sei V := f x; y g.
Sei (G; X) eine DAG-Zerlegung von D mit Weite dtw(D). Setze
X0 := (X0d)d2V(G) mit X
0
d :=
8>><>>:Xd , fu¨r v < XdXd [ f y g , sonst
fu¨r alle d 2 V(G). Durch das Hinzufu¨gen von y zu allen Mengen Xd, welche v enthalten, bleibt
die Bedingung (D1) weiterhin erfu¨llt und es reicht, fu¨r (G; X0) die Bedingungen (D2) und (D3)
zu u¨berpru¨fen.
Angenommen (D2) ist fu¨r (G; X0) nicht mehr erfu¨llt, dann gibt es ein (d; d0) 2 E(G), so dass
folgende Aussagen zutreen.
(i) (Xd0 \ Xd) bewacht (Xd0 n Xd) in D
(ii) (X0d0 \ X0d) bewacht (Xd0 n Xd) in D
(iii) (X0d0 \ X0d) bewacht nicht mehr (X0d0 n X0d) in D
Dabei gilt (i) bereits wegen (D2) fu¨r die DAG-Zerlegung (G; X) und (ii) ist damit automatisch
erfu¨llt. Wegen (iii) folgt nun (X0d0 n X0d) , (Xd0 n Xd). In diesem Fall wurde beim U¨bergang
von X zu X0 die Menge (X0d0 n X0d) um den Knoten y angereichert. Das bedeutet aber, dass v in
(Xd0 n Xd) enthalten war und y nicht.
Wegen (i) muss allerdings y in (Xd0 \ Xd) enthalten sein, da sonst ein unbewachter Dipfad von v
nach y existiert. Dann wurden beim U¨bergang von X nach X0 aber auch die Mengen X0d0 und X
0
d
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um y angereichert. Dies steht allerdings im Widerspruch zur Folgerung aus (iii), dass y nicht in
(X0d0 n X0d) enthalten ist. Damit ist auch (D2) fu¨r (G; X0) erfu¨llt.
Angenommen (D3) ist nicht fu¨r (D; X0) erfu¨llt, dann existieren d1; d2; d3 2 V(G) mit d1  d2  d3
und
(i) Xd1 \ Xd3  Xd2 ,
(ii) X0d1 \ X0d3 * X0d2 .
Dabei gilt (i) bereits wegen (D3) fu¨r die DAG-Zerlegung (G; X). O.B.d.A. sei (d2; d3) 2 E(G).
Wegen (ii) folgt (Xd1 \ Xd3) , (X0d1 \ X0d3). In diesem Fall wurde beim U¨bergang von X zu X0 die
Menge X0d1 \ X0d3 um y angereichert. Weiterhin entha¨lt X0d2 und somit auch Xd2 weder y noch v.
Dies bedeutet, dass einer der folgenden drei Fa¨lle eingetreten sein muss.
 Es ist v in (Xd1 \ Xd3) enthalten. Wegen (i) folgt damit aber, dass v auch in Xd2 enthalten
ist. Dies steht allerdings im Widerspruch zur obigen Folgerung aus (ii), dass v nicht in Xd2
enthalten ist.
 Es ist v nur in Xd3 und y nur in Xd1 enthalten. Wegen (D2) fu¨r (G; X) wird die Menge
(Xd3 n Xd2) von (Xd2 \ Xd3) bewacht. Dabei entha¨lt Xd3 nicht den Knoten y, weil sonst
(D3) fu¨r (G; X) verletzt wu¨rde. Weil v aber in (Xd3 nXd2) enthalten ist, muss y in (Xd2\Xd3)
enthalten sein, da sonst ein unbewachter Dipfad von v nach y existiert.
Dies steht allerdings im Widerspruch dazu, dass y nur in Xd1 und nicht in Xd2 bzw. Xd3
enthalten ist.
 Es ist v nur in Xd1 und y nur in Xd3 enthalten. Unter Voraussetzung der Richtigkeit der
Vermutung 3.8.11 ist die DAG-Zerlegung (G; X) von D so wa¨hlbar, dass dieser Fall nicht
eintritt.
Somit ist (G; X0) eine DAG-Zerlegung von DmitWeite  dgw(D)+1. Setze nun X00 := (X00d )d2V(G)
mit X00d := X
0
d n f v g. Dann sind fu¨r (G; X00) die Bedingungen (D1), (D2) und (D3) auf D0 erfu¨llt
und (G; X00) ist somit eine DAG-Zerlegung von D0 mit Weite dgw(D). 
Ein Gegenbeispiel fu¨r die Vermutung 3.8.11 ko¨nnte allerdings auch zur Konstruktion eines Gegenbei-
spiels fu¨r Satz 3.8.12 genutzt werden. In nachfolgenden Arbeiten gilt es, diese Vermutung na¨her zu
untersuchen oder eine andere Konstruktion fu¨r den Beweis von Satz 3.8.12 zu nutzen.
Damit bilden die topologischen Minoren eine Grundlage fu¨r eine eingeschra¨nkte Minorenrelation, die
es allerdings noch mo¨glichst umfangreich zu erweitern gilt, ohne dass die Eigenschaften (DAG) und
(Closed) verloren gehen.
3.8.3 Die Minorenrelation auf Digraphen nach JRST 4JRST
In [15] wurde die erste Definition einer eingeschra¨nkten Minorenrelation auf der Menge der Digra-
phen vorgestellt. Dabei wurden die Kantenkontraktionen auf Kanten eines bestimmten Typs einge-
schra¨nkt.
Definition: (kontrahierbare Kante; vgl. [15])
Sei D = (V; E; ) ein Digraph. Eine Kante e ist genau dann kontrahierbar, wenn keine weitere Kante
existiert, welche den gleichen Endknoten wie e oder den gleichen Anfangsknoten wie e oder beides
besitzt.
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Eine Kante e mit (e) = (u; v) ist also genau dann kontrahierbar, wenn outdeg(u) = 1 oder
indeg(v) = 1 oder beides gilt.
Definition: (Minor nach [15], Minorenrelation, 4JRST ; vgl. [15])
Seien G und H Digraphen. Dann ist G genau dann ein Minor nach [15] von H, wenn ein Teilgraph
H0 von H so existiert, dass durch Kontraktion von kontrahierbaren Kanten aus H0 der Graph G
resultiert.
Die Beziehung ”G ist Minor von H“ beschreibt dabei eine Quasiordnung (reflexiv und transitiv) auf
der Menge der Digraphen. Diese wird hier als Minorenrelation 4JRST bezeichnet.
Diese abgeschwa¨chte Form der Minorenrelation wurde in [15] vorgeschlagen, da von den Autoren
vermutet wurde, dass diese mit der vorgeschlagenen Definition der arborealen Weite eines Digraphen
D vertra¨glich ist und somit die Bedingung (Closed) erfu¨llt. Dies wurde allerdings von Isolde Adler in
ihrer Arbeit [1] durch die Angabe eines Gegenbeispiels widerlegt.
3.8.13 Proposition: (vgl. Korollar 19 in [1])
Der Digraph D2 (siehe Abbildung 3.8) ist ein Minor von D3 (siehe Abbildung 3.18) unter 4JRST
und es gilt dtw(D3)  3 < dtw(D2).
Das heißt, die Minorenrelation 4JRST erfu¨llt (Closed) nicht fu¨r die arboreale Weite.
Abbildung 3.18: der Digraph D3 und einer arborealen Zerlegung mit dtw(D3)  3 (aus [1])
Allerdings erfu¨llt diese eingeschra¨nkte Minorenrelation die Bedingung (DAG).
3.8.14 Lemma:
Die eingeschra¨nkte Minorenrelation 4JRST auf Digraphen erfu¨llt die Bedingung (DAG).
Beweis:
Angenommen 4JRST erfu¨llt (DAG) nicht, dann existiert ein Digraph D = (V; E; ) ohne Zyklus
der La¨nge  2 und durch Kontraktion einer kontrahierbaren Kante e 2 E(D) entsteht ein Digraph
D0 mit einem Zyklus der La¨nge  2. Da dieser Zyklus nicht in D enthalten war, muss die Kontrak-
tion von e den Anfangs- und Endknoten eines Dipfades zusammengefu¨hrt und somit den Zyklus
geschlossen haben. Das heißt aber, in D gab es einen Dipfad P von u nach v der La¨nge  2. Damit
existieren allerdings mit e und dem Dipfad P mindestens zwei Kanten mit u als Anfangsknoten
und mindestens zwei Kanten mit v als Endknoten. Dies ist ein Widerspruch zur Annahme, dass e
eine kontrahierbare Kante war. 
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Aufgrund des Gegenbeweises ist anzunehmen, dass auch die anderen Invarianten wie die D-Weite, die
DAG-Weite und die Gendarmenzahlen in den beiden Spielvarianten I und II unter 4JRST nicht mehr
die Bedingung (Closed) erfu¨llen. In dieser Arbeit konnte dies bisher weder bewiesen noch widerlegt
werden und stellt ein oenes Problem fu¨r weiterfu¨hrende Forschung dar.
In [15] wurde von den Autoren allerdings auch eine Charakterisierung der Digraphen mit beschra¨nkter
arborealer Weite vorgeschlagen.
Definition: (Jk; vgl. [15])
Fu¨r k 2  besteht der Digraph Jk aus k gerichten Zyklen C1; : : : ;Ck und 2k disjunkten Dipfaden
P1; : : : ; Pk;Q1; : : : ;Qk. Fu¨r i = 1; : : : ; k gilt dabei:
 Ci besitzt die Knotenmenge ui;1; : : : ; ui;k; vi;1; : : : ; vi;k (in dieser Reihenfolge).
 Pi besitzt die Knotenmenge u1;i; : : : ; uk;i (in dieser Reihenfolge).
 Qi besitzt die Knotenmenge vk;i; : : : ; u1;i (in dieser Reihenfolge).
Damit kann Jk so in die Ebene gezeichnet werden, dass die Zyklen C1; : : : ;Ck als konzentrische
Kreise (entsprechend der Reihenfolge der Auflistung) dargestellt werden. Die disjunkten Dipfade
P1; : : : ; Pk verbinden dabei C1; : : : ;Ck (in der Reihenfolge) und die disjunkten Dipfade Q1; : : : ;Qk
verbinden Ck; : : : ;C1 (in der Reihenfolge).
Abbildung 3.19: planare Darstellung des Digraphen J3 als Beispiel fu¨r Jk (aus [15])
Der Vorschlag zur Charakterisierung beschra¨nkter arborealer Weite lautet damit wie folgt.
3.8.15 Vermutung: (vgl. Vermutung 5.1 in [15])
Fu¨r jedes k 2  existiert ein Nk 2 , so dass jeder Digraph mit arborealer Weite von mindestens
Nk einen Minoren besitzt, welcher zu Jk isomorph ist.
In [15] boten die Autoren einige Ansa¨tze, wie diese Vermutung bewiesen werden ko¨nnte. Allerdings
beruhten diese Ansa¨tze zum Teil auf inzwischen widerlegten Annahmen. Im Rahmen dieser Arbeit
konnte diese Vermutung ebenfalls weder bewiesen noch widerlegt werden und stellt weiterhin ein
oenes Problem fu¨r weiterfu¨hrende Forschung dar.
3.8.4 Eingeschra¨nkte Minorenrelationen 41, 42, 43
In diesem Abschnitt werden drei neue Varianten einer eingeschra¨nkten Minorenrelation vorgestellt,
welche im Rahmen dieser Arbeit entstanden sind. Dabei dient die Teilgraphenrelation beziehungswei-
se die topologische Minorenrelation fu¨r Digraphen als Grundlage und wird systematisch erweitert.
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Eine besonderes Verhalten der betrachteten Invarianten ist bei der azyklischen Kondensation zu beob-
achten.
Definition: (azyklische Kondensation; vgl. )
Sei D = (V; E; ) ein Digraph und S = (S i)i=1;:::;n eine Partition der Knotenmenge V(D) in die
eindeutig definierten Knotenmengen der stark zusammenha¨ngenden Komponenten von D. Dann ist
die azyklische Kondensation A = (V 0; E; 0) definiert durch
 V 0 := f v1; : : : ; vn g
 E0 :=
n
e 2 E  9S i; S j 2 S verschieden mit x 2 S i; y 2 S j und (e) = (x; y) o
 0(e) = (vi; v j) fu¨r alle e 2 E0 mit x 2 S i, y 2 S j und (e) = (x; y).
Dies entspricht der Kontraktion aller Kanten innerhalb der stark zusammenha¨ngenden Komponen-
ten, wobei die Kontraktion einer Schlinge mit der Lo¨schung der Schlinge vergleichbar ist.
Dabei ist A in jedem Fall ein azyklischer Digraph, denn jede stark zusammenha¨ngende Kontenmen-
ge ist in A einelementig.
3.8.16 Lemma:
Jeder Digraph D la¨sst sich als eine gerichtete Vereinigung seiner stark zusammenha¨ngenden Kom-
ponenten darstellen.
Beweis:
Sei D ein Digraph und V1  V(D) die Knotenmengen einer stark zusammenha¨ngenden Kompo-
nente aus D, so dass fu¨r alle Kanten aus E(D) mit Endknoten in V1 auch der Anfangsknoten in
V1 enhalten ist. Setze nun V2 := V(D) n V1.
Dann ist D als gerichtete Vereinigung D[V1] ~[ D[V2] darstellbar.
Eine solche Knotenmenge V1 existiert fu¨r jeden Digraphen D, denn die azyklische Kondensation
A von D ist ein DAG und nach Lemma 1.1.2 exisitiert in A ein initialer Knoten vi. Das heißt aber,
dass die Knotenmenge der dazugeho¨rigen stark zusammenha¨ngenden Komponente S i in D die
Anforderungen fu¨r V1 erfu¨llt. 
Oensichtlich sind die arboreale Weite, D-Weite, DAG-Weite und die Gendarmenzahlen fu¨r die Spiel-
varianten I und II nur von den stark zusammenha¨ngenden Komponenten des Digraphen abha¨ngig.
3.8.17 Lemma:
Sei D ein Digraph und S = (S j) j=1;:::;n die Partition der Knotenmenge V(D) in die Knotenmengen
der stark zusammenha¨ngenden Komponenten von V(D). Dann gelten folgende Eigenschaften.
 dtw(D) = max
n
dtw(S j)
 j = 1; : : : ; n o
 dw(D) = max
n
dw(S j)
 j = 1; : : : ; n o
 cni(D) = max
n
cni(S j)
 j = 1; : : : ; n o fu¨r i 2 f 1; 2 g
 dgw(D) = max
n
dgw(S j)
 j = 1; : : : ; n o
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Beweis:
Fu¨r alle angegebenen Invarianten ist der Beweis analog zu fu¨hren. So repra¨sentiert nachfolgend
inv jeweils die betrachteten Invarianten.
Wegen Lemma 3.8.16 ist der DigraphD als gerichtete Vereinigung seiner stark zusammenha¨ngen-
den Komponenten darstellbar. O.B.d.A. liegt die Partition S = (S j)i=1;:::;n bereits in der Form vor,
dass D als gerichtete Vereinigung in der Form D[S 1] ~[ D[S 2] ~[ : : : ~[ D[S n] dargestellt werden
kann. Dann folgt direkt die gewu¨nschte Aussage mit
inv(D) = max f inv(D[S 1]); inv(D   S 1) g
= max f inv(D[S 1]); inv(D[S 2]); inv(D   S 1   S 2) g
= : : : = max
n
inv(D[S j])
 j = 1; : : : ; n o : 
Die azyklische Kondensation A eines Digraphen D ist ein wichtiges Hilfsmittel, denn durch die azy-
klische Struktur sind die Invarianten fu¨r A bereits bekannt. Durch Lemma 3.8.17 wird allerdings auch
deutlich, dass die Kontraktion einer einzelnen stark zusammenha¨ngenden Komponente mit (Closed)
vertra¨glich ist.
3.8.18 Satz:
Sei D ein Digraph und S = (S j) j=1;:::;n die Partition der Knotenmenge V(D) in die Knotenmengen
der stark zusammenha¨ngenden Komponenten von V(D). Sei nun S i 2 S die Knotenmenge einer
stark zusammenha¨ngenden Komponente von D und E  E(D[S i]) eine Menge von Kanten innerhalb
von S i, so dass D[S i]=E nur einen einzigen Knoten mit eventuell vorhandenen Schlingen besitzt.
Fu¨r den Digraphen D0 := D=E welcher durch Kontraktion der Kanten in E entsteht, gelten dann
folgende Eigenschaften.
 dtw(D0)  dtw(D)
 dw(D0)  dw(D)
 cni(D0)  cni(D) fu¨r i 2 f 1; 2 g
 dgw(D0)  dgw(D)
Beweis:
Fu¨r alle angegebenen Invarianten ist der Beweis analog zu fu¨hren. So repra¨sentiert nachfolgend
inv jeweils die betrachteten Invarianten.
Wegen Lemma 3.8.17 gilt fu¨r den Digraphen D bereits inv(D) = max
n
inv(D[S j])
 j = 1; : : : ; n o.

















 j = 1; : : : ; n; j , i o ; inv(K1d ) o = inv(D0)
die gewu¨nschte Aussage. 
Eine weitere Mo¨glichkeit besteht darin, die Kontraktion von wechselseitig orientierten Kantenpaa-
ren zuzulassen. Die Kontraktion der Kanten eines Graphen G entspricht somit der Kontraktion eines
wechselseitig orientierten Kantenpaares in D(G). Nachfolgend wird diese Form der Kantenkontrakti-
on fu¨r beliebige Digraphen untersucht.
3 U¨BER MINOREN VON DIGRAPHEN 68
3.8.19 Satz:
Seien D und D0 Digraphen und D0 = D=E, wobei E := f e1; e2 g  E(D) in D ein wechselseitig
orientiertes Kantenpaar bildet. Dann gilt dw(D0)  dw(D).
Beweis:
Bei der Kontraktion D=E wird an Stelle der Knoten x; y 2 V(D), welche mit e1 und e2 inzidieren,
ein neuer Knoten hinzugefu¨gt, der nachfolgend mit v bezeichnet wird. Dabei sei V := f x; y g. Sei
(T; X) eine D-Zerlegung von D mit Weite dw(D).
Setze (T; X0) mit X0 := (X0t )t2V(T ) und
X0t :=
8>><>>:Xt n V [ f v g , falls Xt \ V , ;Xt , sonst
fu¨r alle t 2 V(T ). Dabei ist X0 wiederum eine Partition von V(D0) und erfu¨llt somit (C1) auf D0.
Sei nun S  V(D0) eine stark zusammenha¨ngende Menge in D0, dann lassen sich die Mengen
VS :=

t 2 V(T )  S \ X0t , ; 	 und ES := n e = (t1; t2) 2 E(T )  S \ X0t1 \ X0t2 , ; o bilden.
Entha¨lt S nicht den neuen Knoten v, dann ist S auch in D enthalten und dort ebenfalls stark
zusammenha¨ngend. Nach (C2) fu¨r (T; X) auf D bildet (VS ; ES ) einen zusammenha¨ngenden Teil-
baum von T . Damit ist die Bedingung (C2) auch fu¨r (T; X0) auf D0 erfu¨llt.
Ist v in S enthalten, dann ist S 0 := S n f v g[V eine stark zusammenha¨ngende Knotenmenge in D.
Dabei folgt fu¨r alle t 2 V(T ) aus S 0\Xt , ; stets S \X0t , ;. Fu¨r t1; t2 2 V(T ) mit f t1; t2 g 2 E(T )
folgt aus S 0 \ Xt1 \ Xt2 , ; stets S \ X0t1 \ X0t2 , ;.
Des weiteren lassen sich an dieser Stelle die Mengen VS 0 := f t 2 V(T ) j S 0 \ Xt , ; g und ES 0 :=
e = (t1; t2) 2 E(T )
 S 0 \ Xt1 \ Xt2 , ; 	 bilden, wobei VS = VS 0 und ES = ES 0 gilt. Wegen (C2)
fu¨r (T; X) auf D bildet (VS 0 ; ES 0) und so auch (VS ; ES ) einen zusammenha¨ngenden Teilbaum von
T .
Damit ist (T; X0) eine D-Zerlegung von D0 mit Weite dw(D) und es gilt dw(D0)  dw(D). 
3.8.20 Satz:
Seien D und D0 Digraphen und D0 = D=E, wobei E := f e1; e2 g  E(D) in D ein wechselseitig
orientiertes Kantenpaar bildet. Dann gilt cni(D0)  cni(D) fu¨r i = 1; 2.
Beweis:
Bei der Kontraktion D=E wird an Stelle der Knoten x; y 2 V(D), welche mit e1 und e2 inzidieren,
ein neuer Knoten hinzugefu¨gt, der nachfolgend mit v bezeichnet wird. Fu¨r beide Spielvarianten
ist der Beweis in gleicher Form fu¨hrbar, daher kann i 2 f 1; 2 g entsprechend der Spielvariante I
oder II frei gewa¨hlt werden.
Sei  eine Gewinnstrategie fu¨r k := cni(D) Gendarmen im Ra¨uber-und-Gendarmen-Spiel auf D.
Um eine Gewinnstrategie fu¨r das Spiel auf D0 zu finden, sind einige Betrachtungen hilfreich.
Zuna¨chst wird beobachtet, dass die Besetzung des Knotens v durch die Gendarmen im Spiel auf
D0 einer Besetzung von x und y im Spiel auf D entspricht. Die Besetzung von v durch den Ra¨uber
im Spiel auf D0 entspricht einer Besetzung von x und y. Wenn die Gendarmen keinen der beiden
Knoten besetzen, ist es dem Ra¨uber bereits jederzeit mo¨glich, von x nach y und umgekehrt zu
flu¨chten. Demzufolge ergeben sich fu¨r den Ra¨uber keine neuen Fluchtmo¨glichkeiten, wa¨hrend
das Spiel fu¨r die Gendarmen unter Umsta¨nden leichter wird.
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Damit ergibt sich die Existenz einer Gewinnstrategie 0 fu¨r k Gendarmen im Spiel auf D0. Daraus
folgt bereits die gewu¨nschte Aussage cni(D0)  cni(D) fu¨r i = 1; 2. 
Die Untersuchung der arborealen Weite und DAG-Weite konnte in dieser Arbeit bisher keine Aussage
getroen werden. Die Verbindungen dieser Invarianten zu Gendarmen-monotonen Gewinnstrategien
erschweren dabei eine Konstruktion geeigneter Gewinnstrategien fu¨r den resultierenden Digraphen
nach Kontraktion eines wechselseitig orientierten Kantenpaares. So bietet die nachfolgende Vermu-
tung 3.8.21 eine Grundlage weiterfu¨hrender Forschung auf diesem Gebiet.
3.8.21 Vermutung:
Seien D und D0 Digraphen und D0 = D= f e1; e2 g, wobei e1; e2 2 E(D) in D ein wechselseitig
orientiertes Kantenpaar bilden. Dann gilt
 dtw(D0)  dtw(D)
 dgw(D0)  dgw(D) .
Fu¨r die D-Weite und die Gendarmenzahlen der Spielvarianten I und II lassen sich allerdings sogar
Verallgemeinerungen der Sa¨tze 3.8.19 und 3.8.20 formulieren und beweisen. Dabei wird die Kon-
traktion einer stark zusammenha¨ngende Knotenmenge betrachtet. Die bereits betrachtete Kontraktion
einer stark zusammenha¨ngenden Komponente und die Kontraktion eines wechselseitig orientierten
Kantenpaares sind dabei Spezialfa¨lle dieser Verallgemeinerung.
3.8.22 Satz:
Seien D und D0 Digraphen und D0 = D=E mit E  E(D), sowie V := f v 2 V(D) j 9e 2 E : v  e g.
Sei außerdem D[V] stark zusammenha¨ngend und besitzt D[V]=E nur einen einzigen Knoten. Dann
gilt dw(D0)  dw(D).
Beweis:
Der Beweis ist vollkommen analog zum Beweis von Satz 3.8.19 zu fu¨hren, dabei wurde bereits
die gleiche Notation wie fu¨r diesen Satz gewa¨hlt und es sei daher an dieser Stelle auf den Beweis
von Satz 3.8.19 verwiesen. 
3.8.23 Satz:
Seien D und D0 Digraphen und D0 = D=E mit E  E(D), sowie V := f v 2 V(D) j 9e 2 E : v  e g.
Sei außerdem D[V] stark zusammenha¨ngend und besitzt D[V]=E nur einen einzigen Knoten. Dann
gilt cni(D0)  cni(D) fu¨r i = 1; 2.
Beweis:
Die Beweisidee von Satz 3.8.20 ist auf diesen Fall verallgemeinerbar und fu¨r beide Spielvarianten
ist der Beweis in gleicher Form fu¨hrbar. Daher kann i 2 f 1; 2 g entsprechend der Spielvariante I
oder II frei gewa¨hlt werden.
Sei  eine Gewinnstrategie fu¨r k := cni(D) Gendarmen im Ra¨uber-und-Gendarmen-Spiel auf D.
Um eine Gewinnstrategie fu¨r das Spiel auf D0 zu finden, sind einige Betrachtungen hilfreich.
Zuna¨chst wird beobachtet, dass die Besetzung des Knotens v durch die Gendarmen im Spiel auf
D0 einer Besetzung aller Knoten aus V im Spiel auf D entspricht. Die Besetzung von v durch
den Ra¨uber im Spiel auf D0 entspricht einer Besetzung aller Knoten aus V . Wenn die Gendarmen
keinen der beiden Knoten besetzen, ist es dem Ra¨uber bereits jederzeit mo¨glich, sich frei in der
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stark zusammenha¨ngenden Knotenmenge V zu bewegen und gegebenenfalls zu flu¨chten. Dem-
zufolge ergeben sich fu¨r den Ra¨uber keine neuen Fluchtmo¨glichkeiten, wa¨hrend das Spiel fu¨r die
Gendarmen unter Umsta¨nden leichter wird.
Damit ergibt sich die Existenz einer Gewinnstrategie 0 fu¨r k Gendarmen im Spiel auf D0. Daraus
folgt bereits die gewu¨nschte Aussage cni(D0)  cni(D) fu¨r i = 1; 2. 
Analog zur Vermutung 3.8.21 gilt es als ungewiss, ob im Falle der Richtigkeit dieser Vermutung, auch
eine Verallgemeinerung auf die Kontraktion stark zusammenha¨ngender Knotenmengen mo¨glich ist.
3.8.24 Vermutung:
Seien D und D0 Digraphen und D0 = D=E mit E  E(D), wobei V := f v 2 V(D) j 9e 2 E : v  e g
in D stark zusammenha¨ngend ist. Dann gilt
 dtw(D0)  dtw(D)
 dgw(D0)  dgw(D) .
Auf Grundlage der durchgefu¨hrten Betrachtungen ist es nun mo¨glich einige Einschra¨nkungen an die
Minorenrelation 4 fu¨r Digraphen zu formulieren.
Definition: (eingeschra¨nkte Minorenrelation, 41, 42, 43)
Die eingeschra¨nkten Minorenrelationen 4i (fu¨r i 2 f 1; 2; 3 g) auf der Menge der Digraphen sind
wie folgt definiert.
Seien G und H Digraphen. Dann ist G genau dann ein Minor von H unter 4i, wenn ein Teilgraph
H0 von H in der Weise existiert, dass durch folgende Formen der Kantenkontraktion (fu¨r jeweiliges
i 2 f 1; 2; 3 g) aus H0 der Digraph G resultiert.
i = 1 : Kontraktionen von stark zusammenha¨ngenden Komponenten
i = 2 : Kontraktionen von stark zusammenha¨ngenden Komponenten und Unterteilungen
i = 3 : Kontraktionen von stark zusammenha¨ngenden Knotenmengen und Unterteilungen
Dabei stellen die vorgestellten eingeschra¨nkten Minorenrelationen eine systematische Anreicherung
der Teilgraphenrelation bzw. eine systematische Einschra¨nkung der (gewo¨hnlichen) Minorenrelation
fu¨r Digraphen dar. Dabei ist bekannt, dass alle 4i fu¨r i = 1; 2; 3 die Anforderung (DAG) erfu¨llen. Die
Anforderung (Closed) konnte in dieser Arbeit nur fu¨r 41 bewiesen werden. Ist es bei weiterfu¨hrender
Forschung mo¨glich die formulierten Vermutungen 3.8.8 und 3.8.11 zu belegen, wa¨re damit (Closed)
auch fu¨r 42 erfu¨llt. Fu¨r die D-Weite und die Gendarmenzahlen fu¨r die Spielvarianten I und II sind die
entsprechenden Aussagen von (Closed) selbst fu¨r 43 noch erfu¨llt.
Die Minorenrelation 4JRST stellt dabei eine Anreicherung der topologischen Minorenrelation 4t dar,
denn jede Kante einer Unterteilung durch einen Dipfad der La¨nge  2 ist auch eine kontrahierbare
Kante.
4 VERBINDUNGEN ZWISCHEN REDUZIBILITA¨T UND MINOREN VON DIGRAPHEN 71
4 Verbindungen zwischen Reduzibilita¨t und
Minoren von Digraphen
In diesem Kapitel werden die gewonnenen Erkenntnisse u¨ber Minoren von Digraphen auf die redu-
ziblen Wurzeldigraphen angewandt. Allerdings ist gerade die Formulierung der Kantenkontraktion
T2 etwas problematisch, weil die Kontraktion einer Kante zum Wurzelknoten unzula¨ssig ist. Um die
Transformation T2 unabha¨ngig vom Wurzelknoten zu beschreiben, sind zuna¨chst einige Betrachtun-
gen notwendig.
4.1 Reduzibilita¨t und initiale Wurzeldigraphen
Definition: (initialisierter Wurzeldigraph)
Sei D = (V; E; ) ein Wurzeldigraph mit Wurzelknoten r 2 V . Der initialisierte Wurzeldigraph
I0(D) = (V 0; E0; 0) ist dann wie folgt definiert.
 V 0 := V(D) [ f r0 g
 E0 := E(D) [ f e0 g
 0(e) =
8>><>>:(e) , falls e 2 E(r0; r) , falls e = e0





Abbildung 4.1: Konstruktionsschema fu¨r die Initialisierung I0(D) eines Wurzeldigraphen D mit Wur-
zelknoten r
Auf dieser Grundlage la¨sst sich eine Verbindung zwischen reduziblen Wurzeldigraphen und den spe-
zielleren initialen Wurzeldigraphen herstellen. Dabei ist zu bemerken, dass initiale Wurzeldigraphen
zwar bereits einen initialen Wurzelknoten besitzen, aber als Teilmenge der Wurzeldigraphen ebenfalls
initialisiert werden ko¨nnen.
4.1.1 Lemma:
Ein Wurzeldigraph D ist genau dann reduzibel, wenn der initialisierte Wurzeldigraph I0(D) reduzi-
bel ist.
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Beweis:
Angenommen I0(D) ist nicht reduzibel, obwohl D reduzibel ist. Dann existiert allerdings eine
Reduktionsfolge fu¨r D. Dabei sind alle Transformationen auch auf I0(D) anwendbar. Auf diese
Weise wird der gesamte Teilgraph von I0(D), welcher D entspricht, auf einen Knoten reduziert.
Wird nun T2 auf die letzte Kante e0 angewendet, resultiert ein Wurzeldigraph, welcher zum K1d
isomorph ist. Damit ist eine Reduktionsfolge fu¨r I0(D) beschrieben und I0(D) somit ebenfalls
reduzibel.
Angenommen I0(D) ist reduzibel, obwohl D irreduzibel ist. Nach Satz 1.2.3 entha¨lt damit D
einen Teilgraphen D0, welcher zu einem Wurzeldigraph R 2 R isomorph ist. Dabei ist D aber
selbst Teilgraph von I0(D) und es gilt R  D0  D  I0(D), wobei nach Satz 1.2.3 nun auch I0(D)
irreduzibel ist. 
Des Weiteren la¨sst sich etwas u¨ber die Reduktionsfolgen von initialen Wurzeldigraphen aussagen.
4.1.2 Lemma:
Sei D = (V; E; ) ein reduzibler initialer Wurzeldigraph und (Di)i=0;:::;j E j eine Reduktionsfolge.
Dann ist jeder Digraph Di der Reduktionsfolge ebenfalls ein initialer Wurzeldigraph.
Beweis:
Oensichtlich erha¨lt die Lo¨schung einer Schlinge und somit die Transformation T1 die Eigen-
schaften des initialen Wurzelknotens. Somit reicht es zu zeigen, dass die Anwendung der Trans-
formation T2 die Existenz eines initialen Wurzelknotens erha¨lt.
Angenommen T2 wu¨rde dies nicht tun. Dann gibt es ein i = 1; : : : ; j E(D) j mit Di = T2(Di 1; e),
so dass Di keinen initialen Wurzelknoten besitzt, obwohl Di 1 zuvor den initialen Wurzelknoten
r besaß. Dabei sei ve 2 V(Di) der Knoten, welcher bei der Kontraktion von e entsteht. Die einzige
Mo¨glichkeit, besteht nun darin, dass r mit der Kante e inzidierte. Da aber r initial war, muss r der
Anfangsknoten von e sein und v , r sei der Endknoten von e. Dann gilt
inDi(ve) =
 INDi 1(r) [ (INDi 1(v) n f r g)  = inDi 1(v)   1 = 0
und ve ist wiederum ein initialer Knoten. Weil sich die Eigenschaften des Wurzelknoten r direkt
auf ve u¨bertragen, ist somit Di ein initialer Wurzeldigraph mit Wurzelknoten ve. Dies steht im
Widerspruch zur Annahme und es folgt die Aussage des Lemmas. 
Aus diesem Lemma la¨sst sich schließlich eine etwas vereinfachte Formulierung der Reduzibilita¨t auf
der Menge der Digraphen gewinnen.
4.1.3 Satz:
Ein initialer Wurzeldigraph D ist genau dann reduzibel, wenn er durch wiederholte Anwendung der
Transformationen T1 und T 02 zu einem Digraphen isomorph zum K
1
d umgeformt werden kann. Dabei
sind die Transformationen wie folgt beschrieben.
T1 : Lo¨schung der Schlinge e und somit T1(D; e) := D   e.
Diese Transformation ist nur dann anwendbar, falls e eine Schlinge von D ist.
T 02 : Kontraktion einer Kante e und somit T2(D; e) := D=e.
Diese Transformation ist nur dann anwendbar, falls e keine Schlinge von D ist und der
Zielknoten v einen Eingangsgrad von 1 besitzt.
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Beweis:
Der einzige Unterschied zur Definition der Reduzibilita¨t von Wurzeldigraphen besteht darin, dass
T 02 nun zusa¨tzlich auch auf Kanten angewendet werden ko¨nnte, welche zum Wurzelknoten des
Wurzeldigraphen fu¨hren. Auf initialen Wurzeldigraphen ist die Transformation T 02 dabei vo¨llig
identisch mit der Transformation T2.
Da D ein initialer Wurzeldigraph ist folgt nach Lemma 4.1.2, dass auch alle Digraphen Di einer
beliebigen Reduktionsfolge (Di)i=0;:::;j E(D) j somit initiale Wurzeldigraphen sind. Damit ist eine
Anwendungsfolge von T1 und T 02 stets auch eine Reduktionsfolge und umgekehrt. Daraus folgt
die Aussage des Satzes. 
Damit entfa¨llt in T 02 die Bedingung mit dem Wurzelknoten aus der Definition von T2. Somit ist es
mo¨glich die Transformationen T1 und T2 leichter mit den Lo¨schungen und Kontraktionen von Kanten
in der Minorentheorie zu identifizieren, wie im nachfolgenden Kapitel dargestellt wird.
4.2 Charakterisierung der Reduzibilita¨t durch eingeschra¨nkte
Minoren
Wie bereits in Satz 1.2.3 dargelegt wurde, sind die reduziblenWurzeldigraphen durch die Teilgraphen-
relation fu¨r Digraphen charakterisierbar. Allerdings wird dabei immer die Teilgraphenrelation auf der
Menge der Wurzeldigraphen betrachtet, denn nicht jeder Teilgraph ist wiederum ein Wurzeldigraph.
Wegen dem Lemma 4.1.1 reicht bei den nachfolgenden Betrachtungen sogar die Klasse der initialen
Wurzeldigraphen. Nachfolgend bezeichneWr;i die Klasse der reduziblen initialen Wurzeldigraphen.
4.2.1 Korollar:
Seien G und H initiale Wurzeldigraphen mit G  H und gleichem Wurzelknoten r, dann folgt aus
der Reduzibilita¨t von H stets die Reduzibilita¨t von G.
Das heißt, die Reduzibilita¨t ist auf der Klasse der initialen Wurzeldigraphen erblich unter  und es
gilt Forb(R) =Wr;i.
Beweis:








Abbildung 4.2: die initialen Wurzeldigraphen R1 und R2 aus Satz 4.2.2
4.2.2 Satz:
Seien G und H initiale Wurzeldigraphen mit G 4t H und gleichem Wurzelknoten r, dann folgt aus
der Reduzibilita¨t von H stets die Reduzibilita¨t von G.
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Das heißt, die Reduzibilita¨t ist auf der Klasse der initialen Wurzeldigraphen erblich unter 4t und
es gilt Forb4t (f R1;R2 g) =Wr;i. (fu¨r R1 und R2 siehe Abbildung 4.2)
Beweis:
Dies folgt direkt aus dem Charakterisierungssatz (Satz 1.2.3) fu¨r reduzible Wurzeldigraphen,
wobei die Ersetzung von Kanten in der Darstellung der Elemente von R in Abbildung 1.3 einer
Unterteilung entspricht. Das heißt, jedes Element von R ist zu einer Unterteilung von R1 oder R2
isomorph, wobei die Wurzeldigraphen R1 und R2 in Abbildung 4.2 dargestellt sind.
Somit gilt also Forb4t (f R1;R2 g) =Wr;i. 
Fu¨r 4JRST folgt eine analoge Aussage.
4.2.3 Satz:
Seien G und H initiale Wurzeldigraphen mit G 4JRST H und gleichem Wurzelknoten r, dann folgt
aus der Reduzibilita¨t von H stets die Reduzibilita¨t von G.
Das heißt, die Reduzibilita¨t ist auf der Klasse der initialen Wurzeldigraphen erblich unter 4t und
es gilt Forb4JRST (f R1;R2 g) =Wr;i. (fu¨r R1 und R2 siehe Abbildung 4.2)
Beweis:
Da 4JRST eine Erweiterung der topologischen Minorenrelation ist, folgt direkt die Einschra¨nkung
von R zu f R1;R2 g.
Seien G und H initiale Wurzeldigraphen mit G 4JRST H und H ist reduzibel. Angenommen G
wa¨re irreduzibel, dann ist nach Satz 1.2.3 in G ein Teilgraph enthalten, welcher zu einem Di-
graphen R 2 f R1;R2 g isomorph ist. Weil aber die Teilgraphenrelation die Reduzibilita¨t bewahrt,
muss durch die Kontraktionen bei der Bildung von G die Struktur von R entstanden sein, welche
vorher nicht in H enthalten war. Das heißt, die Struktur von R muss in H unterbrochen gewesen
sein und durch die Kantenkontraktionen wurden die Dipfade in der Struktur von R geschlossen.
Der Dipfad von r nach v muss bereits in H existieren, denn r ist der Wurzelknoten.
Es reicht die Kontraktion einer einzelnen kontrahierbaren Kante zu betrachten. Dabei lassen sich
nun zwei Fa¨lle unterscheiden.
Im ersten Fall war der Dipfad von v nach x (siehe Abbildung 4.2) unterbrochen und wurde durch
die Kontraktion einer Kante geschlossen. Das heißt, es gibt einen Knoten u, so dass ein Dipfad
von v nach u besteht und die kontrahierte Kante e von x nach u verla¨uft. Dann gilt allerdings
out(x) > 1 und in(u) > 1 und e ist nach Definition keine kontrahierbare Kante mehr. Gleiches gilt
fu¨r eine Unterbrechung des Dipfades von v nach y.
Im zweiten Fall wird der Dipfad von y nach x durch eine Kante unterbrochen, deren Kontraktion
den Dipfad von y nach x schließt. Dann existiert wieder ein u, so dass ein Dipfad von y nach u
und die kontrahierte Kante e von x nach u verla¨uft. Dann gilt allerdings out(x) > 1 und in(u) > 1
und e ist nach Definition keine kontrahierbare Kante mehr. Gleiches gilt fu¨r eine Unterbrechung
des Dipfades von x nach y.
Damit kann allerdings die Struktur von R nicht durch die Kontraktion kontrahierbarer Kanten
entstanden sein und muss entgegen der Voraussetzung bereits in H enthalten gewesen sein.
Damit folgt schließlich Forb4JRST (f R1;R2 g) =Wr;i. 
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4.2.4 Satz:
Seien G und H initiale Wurzeldigraphen mit G 4i H (mit i=1,2,3) und gleichem Wurzelknoten r,
dann folgt aus der Reduzibilita¨t von H stets die Reduzibilita¨t von G.
Das heißt, die Reduzibilita¨t ist auf der Klasse der initialen Wurzeldigraphen erblich unter 4i und es
gilt Forb41(R) =Wr;i und Forb4i(f R1;R2 g) =Wr;i fu¨r i 2 f 1; 2 g. (fu¨r R1 und R2 siehe Abbildung
4.2)
Beweis:
Der Beweis kann analog zum Beweis von Satz 4.2.3 gefu¨hrt werden. Allerdings kann eine stark
zusammenha¨ngende Knotenmenge (bzw. Komponente) keinen Dipfad unterbrechen. Die Kon-
traktion einer stark zusammenha¨ngenden Knotenmenge kann demnach keine Struktur R 2 R in
G erzeugen, welche nicht bereits in H enthalten war.
Da 41 auf der Teilgraphenrelation fu¨r Digraphen und der Kontraktion von stark zusammenha¨n-
genden Komponenten basiert, folgt mit Korollar 4.2.1 die Behauptung mit Forb41(R) = Wr;i.
Da 42 und 43 auf der topologischen Minorenrelation fu¨r Digraphen und der Kontraktion von
stark zusammenha¨ngenden Knotenmengen (bzw. Komponenten) basiert, folgt mit Satz 4.2.2 die
Behauptung mit Forb4i(f R1;R2 g) =Wr;i fu¨r i 2 f 1; 2 g. 
4.3 Resultate der Minorentheorie fu¨r reduzible initiale
Wurzeldigraphen
In diesem Kapitel werden die Resultate der bisherigen Arbeit auf die reduziblen Wurzeldigraphen
angewandt. Wie bereits in Lemma 4.1.1 dargelegt wurde, la¨sst sich die Untersuchung von Wurzeldi-
graphen ohne Einschra¨nkungen auf die Untersuchung von initialen Wurzeldigraphen reduzieren. Um
jedoch das Verhalten der reduziblen initialen Wurzeldigraphen na¨her zu betrachten, werden zuna¨chst
einige wichtige Resultate im Zusammenhang mit Dominatoren vorgestellt.
Definition: (Dominator; vgl. [12], [2])
Seien D ein Wurzeldigraph mit demWurzelknoten r 2 V(D) und x; y Knoten in D. Dann ist x genau
dann ein Dominator von y, falls jeder Dipfad von r nach y in D den Knoten x entha¨lt.
Dabei dominiert jeder Knoten sich selbst in natu¨rlicher Weise und der Wurzelknoten ist der einzige
Knoten, welcher alle Knoten in D dominiert.
Des Weiteren ist es sinnvoll aus der Menge der Dominatoren eines Knotens x einen Knoten aus-
zuwa¨hlen welcher ”nahe“ bei x liegt.
Definition: (dom(x), dom(X))
Sei x ein Knoten eines Wurzeldigraphen D und Vx := f y 2 V(D) j y dominiert x g die Menge aller
Dominatoren von x. Weil der Wurzelknoten r0 alle Knoten in V(D) dominiert, ist Vx niemals leer.
Fu¨r r0 sei dom(r0) := r0. Andernfalls existiert genau ein Knoten y in Vx n f x g, welcher von allen
Knoten aus Vxnf x g dominiert wird. Dieser eindeutig definierte Knoten wird als dom(x) bezeichnet.
Fu¨r eine ganze Knotenmenge X  V(D) ist VX := T
x2X
f y 2 V(D) j y dominiert x g die Menge der
Dominatoren von X. Fu¨r r0 2 X sei dom(X) := r0. Andernfalls existiert genau ein Knoten y in
VX n X, welcher von allen Knoten aus VX n X dominiert wird. Dieser eindeutig definierte Knoten
wird als dom(X) bezeichnet.
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Fu¨r Dominatoren reduzibler Wurzeldigraphen sind bereits folgende Verbindungen bekannt.
4.3.1 Satz: (vgl. Korollar 5.3 in [12])
Sei D = (V; E; ) ein Wurzeldigraph mit Wurzelknoten r. Dann ist D genau dann reduzibel, wenn
die Kantenmenge in zwei disjunkte Teilmengen E1; E2  E zerlegt werden kann, so dass folgendes
gilt.
 Der Wurzeldigraph D1 := (V; E1; jE1) = D   E2 mit Wurzelknoten r ist ein DAG.
 Fu¨r jede Kante e 2 E2 mit (e) = (x; y) wird der Knoten x von y in D dominiert.
Es wurde sogar gezeigt, dass sich die Relation ”Knoten x dominiert Knoten y“ auf den DAG D1
u¨bertra¨gt.
4.3.2 Satz: (vgl. Theorem 6 in [12])
Sei D = (V; E; ) ein Wurzeldigraph mit Wurzelknoten r. Dann ist D genau dann reduzibel, wenn
die Kantenmenge in zwei disjunkte Teilmengen E1; E2  E zerlegt werden kann, so dass folgendes
gilt.
 Der Wurzeldigraph D1 := (V; E1; jE1) = D   E2 mit Wurzelknoten r ist ein DAG.
 Fu¨r jede Kante e 2 E2 mit (e) = (x; y) wird der Knoten x von y in D1 dominiert.
Ein wichtige Verbindung der Dominatoren zu den Zyklen eines Digraph erleichtert zudem die Arbeit
mit stark zusammenha¨ngenden Knotenmengen.
Definition: (Eintrittsknoten; vgl. [12])
Sei D ein Digraph und C ein Zyklus in D. Dann ist ein Knoten v 2 V(D) ein Eintrittsknoten von
C, wenn v in C enthalten ist und ein x 2 V(D) existiert, so dass x nicht in C enthalten ist, aber eine
Kante von x nach v fu¨hrt.
4.3.3 Satz: (vgl. Theorem 7 in [12])
Sei D ein Wurzeldigraph mit Wurzelknoten r. Dann ist D genau dann reduzibel, wenn jeder Zyklus
C in D mit La¨nge  2 einen Eintrittsknoten v besitzt, welcher alle anderen Knoten in C dominiert.
Nachfolgend werden die gerichteten Versionen der Baumweite auf der Klasse der reduziblen Digra-
phen untersucht. Des Weiteren werden in den Beweisen fu¨r die arboreale Weite, D-Weite und Gen-
darmenzahl der Spielvariante I konkrete Konstruktionen fu¨r Zerlegungen minimaler Weite vorgestellt.
Im Beweis fu¨r die DAG-Weite und Gendarmenzahl der Spielvariante II wird hingegen die Konstruk-
tion eines Gegenbeispiels durchgefu¨hrt.
4.3.4 Satz:
Sei D ein reduzibler initialer Wurzeldigraph, dann gilt dtw(D)  1.
Beweis:
Sei D = (V; E; ) der reduzible initiale Wurzeldigraph mit Wurzelknoten r0. Nachfolgend wird
die Konstruktion einer arborealen Zerlegung von D mit Weite  1 beschrieben.
Schritt 0: Es seien R ein leerer Digraph, sowie W und X leere Familien von Knotenmengen aus
D.
Schritt 1: Fu¨ge den Knoten r0 zu R hinzu. Fu¨ge Wr0 := f r0 g zu W hinzu.
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Schritt i: Wa¨hle d 2 V(R) mit Vd := f x 2 V(D) j dom(x) = d g , ;. Fu¨r jedes x 2 Vd werden die
nachfolgenden Schritte durchgefu¨hrt:
– Fu¨ge den Knoten x zu R und Wx := f x g zuW hinzu.
– Fu¨ge die Kante e = (d; x) zu R und Xe := f d g zu X hinzu.
Ist kein solches d 2 V(R) wa¨hlbar, gilt bereits V(R) = V(D) und (R; X;W) ist eine
arboreale Zerlegung von D mit Weite  1, was im nachfolgenden nachgewiesen wird.
Im i-ten Schritt werden dabei alle direkt durch d dominierten Knoten nach R u¨bertragen. Weil
jeder Knoten durch den Wurzelknoten r0 dominiert wird und dom(x) fu¨r jedes x 2 V(D) einen
eindeutigen Knoten liefert, endet die Konstruktion tatsa¨chlich, wenn V(R) = V(D) gilt. Es bleibt
nachzuweisen, dass (R; X;W) auch wirklich eine arboreale Zerlegung der Weite  1 ist.
Oensichtlich istW durch die Konstruktion eine Partition von V(D) und es ist somit (A1) erfu¨llt.




Xe-normale Menge ist. Dabei gilt dom(We) = x 2 Xe und We entha¨lt genau die Knoten, welche
von y dominiert werden.
Wenn We nicht Xe-normal ist, dann existiert ein Dipfad P in D   Xe von v u¨ber u nach w mit
v;w 2 We und u < We. O.B.d.A. ko¨nnen v und w so gewa¨hlt werden, dass alle anderen Knoten
von P nicht in We liegen.
Nun la¨sst sich P in zwei Teilpfade P1 von v nach u und P2 von u nach w zerlegen. Weil u aber
nicht in We liegt, wird u nicht von y dominiert. Damit existiert allerdings ein Dipfad P3 von r0
nach u, welcher nicht u¨ber y fu¨hrt. Mit P3 und P2 wu¨rde nun jedoch ein Dipfad von r0 nach w
fu¨hren, der nicht u¨ber y fu¨hrt, was im Widerspruch zu w 2 We steht, falls w , y wa¨re. Daher wird
nachfolgend angenommen, dass w = y gilt.
Weil y von x dominiert wird, fu¨hrt der zusammengesetzte Dipfad aus P3 und P2 u¨ber den Kno-
ten x. Wu¨rde P2 u¨ber x fu¨hren, wa¨re dies ein Widerspruch zur Annahme, dass P nicht u¨ber Xe
verla¨uft. Damit fu¨hrt P3 u¨ber x nach u und kann in zwei Teile P4 von r0 nach x und P5 von x
nach u zerlegt werden. Falls x = r0 gilt, besitzt der Dipfad P4 die La¨nge 0. Da x den Knoten y
dominiert, existiert ein Dipfad P6 von x nach y. Des Weiteren existiert ein Dipfad von y nach v,
denn y dominiert den Knoten v. Wird dieser mit dem Dipfad P1 verknu¨pft, entsteht ein Dipfad P7
von y nach u.
Mit den Knoten r0, x, y, u und den Dipfaden P2, P4, P5, P6, P7 ist ein Teilgraph von D0 be-
schrieben, welcher zu einem Digraphen aus R isomorph ist. Dieser Teilgraph ist in Abbildung
4.3 dargestellt. Mit Satz 1.2.3 wa¨re der Wurzeldigraph D somit entgegen der Voraussetzung irre-
duzibel.
Damit wurde bewiesen, dass We tatsa¨chlich Xe-normal ist. Somit erfu¨llt (R; X;W) auch die Be-
dingung (A2) und ist eine arboreale Zerlegung. Die Weite betra¨gt dabei nach Konstruktion  1
und es gilt dtw(D)  1. 
4.3.5 Satz:
Sei D ein reduzibler initialer Wurzeldigraph, dann gilt dw(D)  1.
Beweis:
Sei D ein reduzibler initialer Wurzeldigraph mit Wurzelknoten r0 und (R; X;W) die arboreale
Zerlegung mit Weite  1, wie sie im Beweis von Satz 4.3.4 konstruiert wurde. Bilde zuna¨chst
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Xe fu¨r alle t 2 V(R). Setze nun T := U(R) undW0 := (W0t )t2V(T ) mitW0t := Wt[Xt. Dabei
gilt nach Konstruktion
W0t   2 fu¨r alle t 2 V(T ) und (T;W0) ist ein geordnetes Paar, welches
noch auf die Eigenschaften (C1) und (C2) hin zu untersuchen ist.
Oensichtlich ist (C1) fu¨r W0 erfu¨llt. Sei nun S  V(D) eine stark zusammenha¨ngende Knoten-
menge in D. Dann lassen sich die Mengen
VS :=

t 2 V(T )  W0t \ S , ; 	 und
ES :=
n
e = f x; y g 2 E(T )
 x; y 2 VS und W0x \W0y \ S , ; o
bilden.
Ist in S nur ein Knoten v 2 S enthalten, so lassen sich zwei Fa¨lle unterscheiden.
 Ist v kein Dominator eines weiteren Knotens in D, dann ist v nur inW0v enthalten und bildet
daher mit (VS ; ES ) einen zusammenha¨ngenden Teilbaum von T mit nur einem Knoten.
Somit ist (C2) erfu¨llt.
 Ist v ein Dominator in D, dann ist v in W0v enthalten. Weitere Knoten t 2 V(T ) mit v 2 Wt
sind direkte Nachbarknoten von v in T mit (v; t) 2 E(R). Dabei gilt fu¨r je zwei dieser Knoten
t1; t2 stets W0t1 \ W0t2 \ S = f v g , ;. Daher wird mit (VS ; ES ) ein zusammenha¨ngender
Teilbaum von T gebildet und (C2) ist erfu¨llt.
Von nun an wird angenommen, dass S mehr als nur einen Knoten beinhaltet.
Angenommen, (VS ; ES ) ist nicht zusammenha¨ngend. Allerdings besteht der stark zusammen-
ha¨ngende Digraph D[S ] aus Zyklen, deren dominierenden Eintrittsknoten in D nach Satz 4.3.3
ebenfalls in S enthalten sind. Da S stark zusammenha¨ngend ist, existiert nun ein Knoten vS in S ,
der alle dominierenden Eintrittsknoten und somit auch alle Knoten in S dominiert.
Oensichtlich bilden die Knoten von S durch die dominierenden Eintrittsknoten mit R[S ] wieder-
um eine Arborescence und fu¨r alle Kanten e 2 E(R[S ]) gilt Xe\S , ;. Damit ist T [S ] bereits ein
zusammenha¨ngender Teilgraph von (VS ; ES ). Fu¨r jeden Knoten x 2 VS n S existiert ein xS 2 S ,
so dass e0 = (xS ; x) 2 E(R) mit Xe0 = f xS g gilt. Damit folgtW0x \W0xS \ S = Xe0 \ S = f xs g , ;
und daher f x; xS g 2 ES . Damit ist (VS ; ES ) ein zusammenha¨ngender Teilbaum von T .
Somit erfu¨llt das geordnete Paar (T;W0) die Bedingungen (C1) und (C2) und ist daher eine D-
Zerlegung von D mit Weite  1. 
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Ein Beispiel fu¨r eine arboreale Zerlegung nach der Konstruktionsmethode im Beweis von Satz 4.3.4



















fdg feg f f g fgg
fag
fbg fag fcg
Abbildung 4.4: Beispiel einer arborealen Zerlegung und einer D-Zerlegung eines reduziblen initialen
Wurzeldigraphen nach der Konstruktion im Beweis von Satz 4.3.4 bzw. Satz 4.3.5
Ausgehend von Satz 4.3.4 ist es außerdem mo¨glich Gendarmenzahl in Spielvariante I beim Ra¨uber-
und-Gendarmen-Spiel auf reduziblen initialen Wurzeldigraphen zu beschreiben.
4.3.6 Satz:
Sei D ein reduzibler initialer Wurzeldigraph, dann gilt dtw(D) + 1 = cn1(D)  2.
Beweis:
Sei D ein reduzibler initialer Wurzeldigraph mit Wurzelknoten r0 und (R; X;W) die arboreale
Zerlegung mit Weite  1, wie sie im Beweis von Satz 4.3.4 konstruiert wurde. Nach Satz 3.3.4
la¨sst sich diese arboreale Zerlegung in eine Ra¨uber-monotone Gewinnstrategie fu¨r 2 Gendarmen
im Spiel auf D gema¨ß Spielvariante I umformen. So folgt bereits die Aussage cn1(D)  2 und
diese Strategie ist sogar Gendarmen-monoton.
Des Weiteren liefert die arboreale Weite sogar eine untere Schranke fu¨hr die Gendarmenzahl
in dieser Spielvariante. Angenommen dem wa¨re nicht so und es ga¨be einen reduziblen initialen
Wurzeldigraphen D mit cn1(D) < dtw(D). Entha¨lt D keinen Zyklus der La¨nge  2, so gilt direkt
dtw(D) + 1 = cn1(D)  1. Entha¨lt D hingegen einen Zyklus der La¨nge  2, so gilt direkt
dtw(D) + 1 = cn1(D) = 2. Somit folgt in jedem Fall dtw(D) + 1 = cn1(D)  2, wie behauptet. 
4.3.7 Satz:
Fu¨r jedes k  0 existiert ein reduzibler initialer Wurzeldigraph Dk mit dgw(Dk) = cn2(D)   1 = k.
Beweis:
Zur Vereinfachung der Notation wird an dieser Stelle die Konstruktion von Dk als schlichter
Digraph beschrieben.
Der reduzible initiale Wurzeldigraph Dk kann aus einem vollsta¨ndigen Bina¨rbaum Bk der Ho¨he
k erzeugt werden. Nachfolgend wird die Menge der Blattknoten von Bk mit Lk bezeichnet und
r 2 V(Bk) bezeichne den Knoten, welcher zu allen Bla¨ttern des Baumes den gleichen Abstand
besitzt. Dann wird der Baum so orientiert, dass alle Kanten vom Knoten r weg zeigen. Nun liegt
ein Wurzeldigraph D0k mit Wurzelknoten r vor.
Setze nun E1 := E(D0k) und E2 := ;, dann folgt mit Satz 4.3.1 die Reduzibilita¨t von D0k. Fu¨ge
nun zu je zwei verschiedene Knoten x; y 2 V(D0k) eine Kante von x nach y zu D0k hinzu, wenn y
den Knoten x dominiert. Auf diese Weise wird lediglich die Kantenmenge E2 angereichert, ohne
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die Bedingungen von Satz 4.3.1 zu verletzen. Der so angereicherte Wurzeldigraph D00k ist daher
weiterhin reduzibel.
Wird D00k nun noch initialisiert, ist Dk := I0(D
00
k ) der gewu¨nschte reduzible initiale Wurzeldigraph
mit Wurzelknoten r0. Einige Beispiele fu¨r diese Konstruktion sind in Abbildung 4.5 dargestellt.
r0 r0 r0
k = 1 k = 2k = 0
Abbildung 4.5: Beispiele von Dk in Satz 4.3.7 fu¨r k = 0; 1; 2
Zuna¨chst la¨sst sich eine Strategie fu¨r k + 1 Gendarmen im Spiel auf Dk nach Spielvariante II
beschreiben.
 Wa¨hle die Position der Gendarmen im ersten Schritt X0 := f r0 g.
Der Ra¨uber wa¨hlt eine beliebige Position v0 gema¨ß den Spielregeln.
 Nun wa¨hlen die Gendarmen diejenigen Knoten Xi+1 aus, welche auf einem Dipfad der
La¨nge k von r zu einem Knoten in Lk fu¨hrt und u¨ber vi verla¨uft.
Der Ra¨uber wa¨hlt eine neue Position vi+1 in Dk   (Xi \ Xi+1) gema¨ß den Spielregeln.
Auf diese Weise ist eine Gendarmen-monotone Strategie formuliert. Da sich die Fluchtmo¨glich-
keiten fu¨r den Ra¨uber bei jedem Zug tatsa¨chlich verringern, ist dies sogar eine Ra¨uber-monotone
Gewinnstrategie fu¨r k+ 1 Gendarmen im Spiel auf Dk nach Spielvariante II. Damit wurde bereits
cn2(Dk)   1  dgw(Dk)  k gezeigt.
Nachfolgend wird eine Strategie fu¨r den Ra¨uber im Spiel gegen k Gendarmen im Spiel auf Dk
nach Spielvariante II beschrieben. Dabei wird der Ra¨uber immer versuchen einen der Knoten in
Lk zu besetzen.
 Der Ra¨uber wa¨hlt einen beliebigen Knoten aus Lk und besetzt diesen.
 Solange die Gendarmen nicht versuchen, die Position des Ra¨ubers zu besetzen, ist es nicht
no¨tig die Position des Ra¨ubers zu vera¨ndern.
Versuchen die k Gendarmen die Position des Ra¨ubers zu besetzen, sind wa¨hrend des Posi-
tionswechsels nur maximal k 1 Knoten durch die Gendarmen besetzt. Dem Ra¨uber stehen
von einem Knoten v 2 Lk immer die k Knoten auf dem Dipfad von r nach v zur Flucht zur
Verfu¨gung. Das heißt, mindestens ein Fluchtweg ist nicht durch die Gendarmen bewacht
und dem Ra¨uber ist es mo¨glich einen geeigneten Knoten aus Lk zu besetzen, welcher im
na¨chsten Zug weiterhin frei von Gendarmen ist.
Auf diese Weise hat der Ra¨uber sogar eine Gewinnstrategie gegen k Gendarmen. Es folgt daher
dgw(Dk)  cn2(Dk)   1 > k   1.
Aus den beiden Gewinnstrategien folgt schließlich die Behauptung dgw(Dk) = cn2(Dk) 1 = k. 
4 VERBINDUNGEN ZWISCHEN REDUZIBILITA¨T UND MINOREN VON DIGRAPHEN 81
Somit wurde bewiesen, dass die reduziblen Wurzeldigraphen eine beschra¨nkte arboreale Weite, D-
Weite und Gendarmenzahl fu¨r Spielvariante I besitzen. Daher ist es mo¨glich die bereits bekannten
Techniken fu¨r diese Invarianten einzusetzen. Dabei ist davon auszugehen, dass die niedrigen oberen
Schranken zu eektiven Algorithmen fu¨hren ko¨nnen.
Leider wurde eine Beschra¨nktheit der DAG-Weite und Gendarmenzahl fu¨r Spielvariante II widerlegt.
Weiterfu¨hrende Forschung ko¨nnte daher in Richtung einer weiteren Spezialisierung der Reduzibilita¨t
vonWurzeldigraphen verlaufen. Das heißt, durch die Betrachtung einer kleineren Teilmenge der redu-
ziblen initialen Wurzeldigraphen ist es unter Umsta¨nden mo¨glich eine obere Schranke fu¨r die DAG-
Weite oder die Gendarmenzahl der Spielvariante II zu finden. Wird eine solche Klasse von Digraphen
durch erbliche Digrapheigenschaften charakterisiert, wa¨re damit eventuell sogar ein Ansatz zur Cha-
rakterisierung derjenigen Klassen von Digraphen mit beschra¨nkter DAG-Weite bzw. Gendarmenzahl
der Spielvariante II gefunden.
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5 Zusammenfassung und Ausblick
In dieser Arbeit wurden die wichtigsten Ansa¨tze aus der Minorentheorie fu¨r Digraphen vorgestellt.
Dabei wurden nicht nur einige ausgewa¨hlte Ansa¨tze fu¨r eine gerichtete Version der Baumzerlegungen
und Baumweite fu¨r Digraphen vorgestellt, sondern, die teilweise nur auf schlichten Digraphen basie-
renden, Definitionen und Resultate auf allgemeinere Digraphen mit Mehrfachkanten und Schlingen
verallgemeinert. Die Untersuchung der arborealen Weite, gerichteten Baumweite, D-Weite und DAG-
Weite, sowie den Gendarmenzahlen in den vorgestellten Spielvarianten des Ra¨uber-und-Gendarmen-
Spiels auf Digraphen, erfolgte dabei auf einer grundlegenden Liste von Anforderung fu¨r eine solche
gerichtete Version der Baumweite. Dazu za¨hlen die Forderungen (General), (Union) und (Acyclic).
Weiterer Ansatz fu¨r eine gerichtete Baumweite ist unter Anderem die Kelly-Weite (z.B. [13]). Fu¨r die
Wegbreite existiert bereits die gerichtete Version und ist zum Beispiel in [4] untersucht wurden.
Nach einer U¨bersicht zu den Ansa¨tzen fu¨r eine gerichtete Baumweite wurden Ansa¨tze fu¨r einen ge-
richteten Minorenbegri zusammengetragen. Es wurde dabei deutlich, dass eine direkte U¨bertragung
des ungerichteten Minorenbegris nicht erfolgversprechend ist und es wurden grundlegende Anfor-
derungen an eine eingeschra¨nkte Minorenrelation formuliert. Dazu za¨hlen die Forderungen (DAG)
und (Closed).
Als eingeschra¨nkte Minorenrelationen fu¨r Digraphen wurden zum einen der Ansatz aus [15] vorge-
stellt, als auch neue Varianten definiert und untersucht. Dabei wurde als Ausgangspunkt die Teilgra-
phenrelation  fu¨r Digraphen genutzt und systematisch erweitert. Es konnte gezeigt werden, dass
alle beschriebenen eingeschra¨nkten Minorenrelationen die Forderung (DAG) erfu¨llen. Die Forderung
(Closed) erwies sich allerdings als problematisch. So konnte (Closed) zwar fu¨r  und 41 in dieser
Arbeit bewiesen werden, aber fu¨r die weiteren Anreicherungen 42 und 43 ist dies noch ein oenes
Problem und bietet die Grundlage fu¨r weiterfu¨hrende Forschung. Insbesondere sei an dieser Stelle
aber die topologische Minorenrelation fu¨r Digraphen erwa¨hnt. Fu¨r diese waren bisher keine Untersu-
chungen bekannt und wurde gezeigt, dass sich 4t unter Umsta¨nden als ein sehr erfolgreicher Ansatz
fu¨r den gerichteten Minorenbegri durchsetzen ko¨nnte. Damit sollte dies ein Hauptpunkt fu¨r wei-
terfu¨hrende Untersuchungen darstellen.
Des Weiteren wurde das Konzept der reduziblen Wurzeldigraphen aus der Sicht der Minorentheorie
fu¨r untersucht. Dabei war es mo¨glich eine spezialisierte Definition fu¨r die Reduzibilita¨t auf initialen
Wurzeldigraphen herzuleiten. Außerdem ist es gelungen die Menge der verbotenen Minoren unter 
und 41 in Verbindung mit der bereits aus [12] bekannten Charakterisierung der reduziblen Wurzel-
digraphen zu setzen. Fu¨r die eingeschra¨nkten Minorenrelationen 42, 43, 4t und 4JRST war es sogar
mo¨glich die Menge der verbotenen Minoren auf zwei Elemente einzugrenzen.
Schließlich ist es sogar gelungen zu beweisen, dass alle reduziblen initialen Wurzeldigraphen eine
arboreale Zerlegung und D-Zerlegung mit Weite  1 besitzen und es wurden Konstruktionen dieser
Zerlegungen beschrieben, welche in der praktischen Anwendung eingesetzt werden ko¨nnen. Es konnte
ebenso nachgewiesen werden, dass fu¨r das gerichtete Ra¨uber-und-Gendarmen-Spiel nach Spielvarian-
te I nur zwei Gendarmen fu¨r eine Gewinnstrategie no¨tig sind. Weiterfu¨hrende Forschung sollte daher
die Anwendung der gefundenen Erkenntnisse in der Praxis als Fokus besitzen.
Leider wurde eine Beschra¨nkung der DAG-Weite und der Gendarmenzahl in Spielvariante II fu¨r die
reduziblen initialen Wurzeldigraphen widerlegt. Weiterfu¨hrende Forschung ko¨nnte allerdings in einer
Untersuchung weiterer Spezialfa¨lle bestehen, indem die reduziblen initialen Wurzeldigraphen durch
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zusa¨tzliche Anforderungen weiter eingeschra¨nkt werden, bis eine Beschra¨nkung der DAG-Weite ein-
tritt. Dies ko¨nnte auch Resultate hervorbringen, die fu¨r die Charakterisierung der Klasse aller Digra-
phen mit beschra¨nkter DAG-Weite von Interesse sind.
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