In this article, we investigate the bounded perturbation resilience of the viscosity algorithm and propose the superiorized version of the viscosity algorithm. The convergence of the proposed algorithm is analyzed for a nonexpansive mapping. A modified viscosity algorithm and its convergence is presented.
Introduction and preliminaries
Let H be a real Hilbert space and C be a nonempty closed and convex subset of H. A selfmapping f : C → C is called a contraction with ρ ∈ (, ) if f (x) -f (y) ≤ ρ x -y , ∀x, y ∈ C.
A mapping T : C → C is called nonexpansive if
Tx -Ty ≤ x -y , ∀x, y ∈ C.
Denote by Fix(T) the set of fixed points of T, i.e., Fix(T) = {x ∈ C : x = Tx}. Throughout this article we assume that Fix(T) = ∅.
The fixed point problems for nonexpansive mappings [-] capture various applications in diversified areas, such as convex feasibility problems, convex optimization problems, problems of finding the zeros of monotone operators, and monotone variational inequalities (see [, ] and references therein). Many iteration algorithms were introduced to approximate a fixed point of a nonexpansive mapping in a Hilbert space or a Banach space (for example, see [-] ).
The iteration algorithms are usually divided into two kinds. One is the algorithms with weak convergence, such as the Mann iteration algorithm [] and the Ishikawa iteration algorithm [] . The other is the algorithms with strong convergence, such as the Halpern iteration algorithm [] , hybrid algorithms [] , and the shrinking projection algorithm [] .
As an extension to Halpern's iteration process, Moudafi [] introduced the viscosity algorithm which is defined as follows:
where {α k } is a sequence in the interval [, ] . For a contraction f and a nonexpansive mapping T, Moudafi proved the strong convergence of {x k } provided that {α k } satisfies the following conditions:
Xu [] studied the viscosity algorithm in the setting of Banach spaces and obtained the strong convergence theorems.
Recently, Yang and He [] proposed the so-called general alternative regularization algorithm:
where {α k } is a sequence in the interval [, ]. Actually, the general alternative regularization algorithm is a variant of the viscosity algorithm (). Define T k : C → C by
Then the viscosity algorithm () can be rewritten as 
The superiorization methodology was first proposed by Butnariu et Our aim in this article is to investigate the superiorization and the bounded perturbation resilience of the viscosity algorithm and construct algorithms based on them.
Next, we list two lemmas needed in the proof of the main results.
Lemma . ([])
Assume {a n } is a sequence of nonnegative real numbers such that
where {γ n } ⊂ (, ) and {β n } ⊂ (, ∞) and
Then lim n→∞ a n = . 
The superiorization methodology
Consider some mathematically formulated problem denoted by Problem P, the set of solutions of which is denoted by SOL(P). The superiorization methodology of [, , ] is intended for constrained minimization problems:
where φ : R J → R is an objective function and P ⊆ R J is the solution set P = SOL(P) of a problem P. Here, we assume P = SOL(P) = ∅ throughout this paper. The superiorization methodology strives not to solve (), but rather the task is to find a point in P which is superior, i.e., has a lower, but not necessarily minimal, value of the objective function φ.
From Theorem ., the viscosity algorithm
converges to a fixed point x * of a nonexpansive mapping T, which satisfies the following variational inequality:
It is well known that the constrained optimization problem
is equivalent to a variational inequality as follows:
provided that φ is differentiable. Hence, if the function f is specially chosen, the viscosity algorithm converges to a solution of a constrained optimization problem:
This motivates us to investigate the viscosity algorithm by using superiorization methodology. In the following sections, we first investigate the bounded perturbation resilience of the viscosity algorithm and use the bounded perturbation resilience to introduce an inertial viscosity algorithm. Then we present the superiorized version of the viscosity algorithm and analyze its convergence. Finally, we give a modified viscosity algorithm.
The bounded perturbation resilience of the viscosity algorithm
In this section, we discuss the bounded perturbation resilience of the viscosity algorithm ().
First, we present the definition of bounded perturbation resilience which is essential in the superiorization algorithm.
Definition . ([]
) Given a problem P, an algorithmic operator A : H → H is said to be bounded perturbations resilient iff the following is true: if the sequence {x k } ∞ k= , generated by x k+ = A(x k ), for all k ≥ , converges to a solution of P for all x  ∈ H, then any sequence
Since Theorem . holds, we only need to prove the following results for showing the bounded perturbation resilience of the viscosity algorithm. 
Theorem . Let T : H → H be a nonexpansive mapping with Fix(T)
Proof First we show that {y k } is bounded. Let
Then, for any p ∈ Fix(T), we have
where
From () and (), it follows that
By induction,
and {y k } is bounded, so are {f (u k )} and {u k }.
We now show that
Indeed we have
From (), it follows that
where 
Combining () and (), we get (
and
where M  < +∞ from the boundedness of {y k }. It is easily seen thatᾱ k → , Combining the inertial-type algorithm and the viscosity algorithm, we construct the following inertial viscosity algorithm:
and 
Proof From () and (), it is obvious that v k ≤ . Thus {v k } is a norm-bounded sequence. Using Theorem ., we get the results.
The superiorized version of the viscosity algorithm
In this section, we present the superiorized version of the viscosity algorithm and show its convergence. Let φ : X → R be a convex continuous function. Consider the set
and assume that C min = ∅. (.) Inner loop step: Given y k,n , as long as n < N k do as follows:
be the subgradient set of φ at y k,n and define v k,n as follows:
where s k,n ∈ ∂φ(y k,n ). 
and go back to step ().
We will present the convergence of the Algorithm .. 
Theorem . Let T : H → H be a nonexpansive mapping with Fix(T) = ∅.
Proof By Theorem ., we only need to show that {y k,N k -y k } is bounded. From Algorithm ., a sequence {y k } has the property that for each integer k ≥  and each h ∈ {, , . . . , N k },
and thus
So, by (),
The bounded perturbation resilience secured by Theorem . guarantees the convergence of {y k } to the unique solution of ().
A modified viscosity algorithm
Algorithm . can be seen as a unified frame, based on which, some algorithms are constructed. In this section, we introduce a modified viscosity algorithm by choosing a special function φ(x) on Algorithm .. Define a convex function φ : H → R by
where h : H → R is a continuous function. Then the set
Furthermore, if we assume that h : H → R is a differentiable function, then
where f (x) = ∇h(x). It is obvious that ∇φ = I -f . From Algorithm ., we construct the following algorithm. (.) Inner loop step: Given y k,n , as long as n < N k do as follows: 
and go back to step (). Proof Similar to the proof of Theorem ., we only need to show that the boundedness of {y k,N k -y k }. Let p ∈ Fix(T), then, for n = , , . . . , N k -, it follows that
So, we have
where the first inequality comes from the nonexpansivity of T. By induction,
Thus {y k } and {y k,n }, n = , . . . , N k , are bounded, so is {f (y k,n )}, n = , . . . , N k -. From (),
we have y k,n+ -y k,n = β k,n f y k,n -y k,n .
So,
where M  := sup k∈N {max ≤n≤N k { f (y k,n ) + y k,n }}. Thus The bounded perturbation resilience secured by Theorem . guarantees the convergence of {y k } to a point in C.
