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Abstract 
Partially ordered sets appear as a basic tool in computer science and are particularly accurate 
for modeling dynamic behavior of complex systems. Motivated by considerations on the diagnosis 
of distributed computations a new kind of algorithm on posets has been developed and is now 
widely considered. In this paper we present his “on-line” algorithmics on posets and we survey 
the main results obtained under this approach. 
1. Introduction 
In order to compute functions or parameters on a partially ordered set (or poset 
for short) it is generally considered that the whole poset is known. This allows to 
compute some additional knowledge (by using for instance preprocessing) and to use 
it to improve the algorithm. This kind of algorithms on posets is the most commonly 
studied and can be called ofSine in opposition to the on-line algorithms we discuss in 
what follows. The on-line algorithmics on posets is devoted to posets which are growing 
during the time with an unpredictable behavior. That is, at each step, the current poset is 
augmented by one element with its relations. Then we want to update the computation 
already done to the new poset. This kind of algorithms is not new for graphs and even 
widely used since it is accurate for studying dynamic structures. However, for posets, 
the fact that we have both the following conditions: (i) each poset is a subposet of the 
next created, and (ii) the previous value of the functions or parameters to compute can 
be updated, is quite recent. The first assumption of subposet property is fundamental 
to keep the same nature of ordered structure with time. The second assumption means 
that we have to compute at each step the exact value of the functions or parameters 
and is motivated by practical concerns as well as theoretical ones. 
From a practical point of view, this on-line algorithmics on posets is particularly 
accurate for the study of phenomena with dynamic behavior that can be captured by 
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causal relations. This appears for distributed systems in the context of the diagno- 
sis of distributed computations. A distributed system consists of sequential processors 
settled in distinct geographic locality, having no common memory, and communicat- 
ing by passing messages through a communication network. In order to develop and 
to verify distributed programs (which is very complex since such programs are non- 
deterministic) a first approach is to verify a given distributed computation. Even in this 
case the task is difficult due to the combinatorial explosion of the global state num- 
ber induced by the asynchrony of the communications. This guides to consider rather 
the diagnosis of a distributed computation. That is, we describe the expected behavior 
(or suspected errors) by global properties (for example, a predicate on process vari- 
ables, or the set of admissible orderings on observable events) and check whether these 
properties are satisfied or not during the computation. In 1978, Lamport [21] modeled 
distributed computations using the “happen before” relation yielded by the sequential 
ordering intrinsic to each processor and by the message passing, namely, the send and 
the receipt of a given message. Assuming that a message can never be received before 
it has been sent gives an acyclic relation and since the relation is also transitive we get 
the so-called causal order of the computation. The diagnosis can be now performed 
by inserting in the source code some software probes which will generate some run- 
ning time informations called observable events and then checking the properties on 
these events. That is we have to verify some patterns on the subposet of the causal 
order induced by these observable events. Since the vectorial timestamps mechanism 
introduced independently by Fidge [9] and Mattem [22] allows to compute on-line this 
suborder,’ then the checking step can be done during the computation on a particular 
processor which collects the observable events once they have been labeled. 
From a theoretical point of view, this on-line algorithmics on posets has both struc- 
tural and algorithmic interests. Indeed this kind of algorithms forces to focus on local 
properties and thus highlights some new structural aspect of posets. This also gives 
rise to a new way for devising algorithms. Particularly, it is under this approach that 
both the first optimal algorithm computing the covering dag of the ideal lattice and the 
most efficient algorithm computing the covering dag of the maximal ideal lattice have 
been designed. 
This paper is organized as follows. In Section 2, we present the on-line paradigm 
introduced on posets. In Section 3, we describe the interval dag recognition algorithm 
of Gabow, and we show how it can be used under on-line assumptions. In Sections 4 
and 5, we discuss some known algorithms building the transitive reduction of two 
lattices usually associated to posets which are, respectively, the ideal lattice and the 
maximal antichain lattice. In Section 6, we give an outline of the series-parallel poset 
recognition algorithm recently proposed by Avitabile. 
’ Once an observable event appears on a processor it is labeled by this processor with a vector of Nk where 
k is the number of processors involved in the computation. This labeling, which is a coding of an element 
by its predecessors in the chain decomposition corresponding to the processors, ensures that two elements 
are comparable in the causal order if and only if their corresponding labels are comparable in Nk. 
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Most of the terminology about orders we use can be found in the book of Trotter 
[28]. However, we choose for definition of the height of a poset the number of elements 
in a maximum cardinal@ chain minus one. We first fix some general notation: a poset 
P is a pair consisting of a set V(P) and an order relation <p or <p. The covering 
dag of P, COO(P), is the acyclic directed graph of the transitive reduction of the 
relation <p. For x E P, $x (resp. 1;~) is the set of all predecessors of x in P, x 
excluded (resp. included); $!?‘x is the set of all immediate predecessors of x in P; 
$x, rbx and $‘x have similar definitions on successors. We extend these notations 
to subsets of P: VA G P, J&A = lJ xEA px, J’pm A = UxEA $? x and similarly for _lb A, 1’ 
r; A, TbA and rp A. We denote by Ma.q(P) (resp. Minp(P)) the set of all maximal 
(resp. minimal) elements in P. Also given x and y, two distinct elements of V(P), 
x IIP y (rev. x -JP y) denotes that x and y are incomparable (resp. comparable) 
in P. 
2. On-line paradigm for posets 
On-line algorithms are algorithms working on dynamic structures with unpredictable 
behavior. An informal definition of an on-line approach can be stated as follows: at each 
step, a further information is added and we want to compute a given function using 
the results of the work already done. This definition provides two main frameworks 
for on-line algorithms. The first one assumes to compute the function in a greedy way: 
a value computed at one step is never updated in a latter step. This kind of approach 
is particularly accurate for practical applications where we cannot change a previous 
decision, like in scheduling problems or motion planning. The other one allows updates, 
this means that we are interested in the real solution and the goal is now to achieve 
the computation as quick as possible. This framework is well studied in graph theory 
where the usual technique consists to add a new vertex x and its neighborhood in the 
already known graph G. This insuring that G is a subgraph of the new graph G’. We 
are concerned with the second approach. 
However, dealing with posets, adding an element with arbitrary predecessor and 
successor sets can lead to an inconsistency since the new vertex may induce, by tran- 
sitivity, new comparabilities between vertices of the already known poset. In order to 
preserve the structure of the poset and according to Bouchittt et al. [5] the on-line 
paradigm for posets is stated as follows: The current knowledge is a dag, i.e. a di- 
rected acyclic graph, G = (X,E) whose transitive closure is a poset P = (X, q). The 
additional knowledge is a new vertex x @‘X together with a list of predecessors, say 
P(x), and a list of successors, say Y(x), the two of them being subsets of X. We 
obtain a directed graph G’ = (X’, E’) such that X’ = X U {x}, and E’ = E U {( y, x), y E 
P(x)} U {(x, y), y E Y(x)}}. The transitive closure of G’ is always a poset P’ and P 
is a subposet of P’. That is what we call the “subposet hypothesis”. Note that this sub- 
poset assumption was first considered by Kierstead [ 19,201 for the study of recursive 
ordered sets and the greedy computation of functions. 
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We can also assume some properties on the predecessor sets and successor sets 
associated at each step with the incoming vertex. If the new vertex x is maximal 
in the new poset P’, that is Y(x) = 0, then we get the “linear extension hypothe- 
sis”. If the predecessor and successor sets given with the new vertex x are respec- 
tively the predecessor and the successor sets of x in the new poset P’, then we 
get the “transitive closure hypothesis”. If the predecessor and successor sets given 
with the new vertex x are, respectively, the immediate predecessor and the immediate 
successor sets of x in the new poset P’, then we get the “immediate neighborhood 
hypothesis”. 
Notice that any on-line algorithm computing a given function 4 can be achieved 
just by using at each step an off-line algorithm computing 4. Thus if the better known 
algorithm computing d, has O(f(n)) time complexity, where n is the number of el- 
ements of the poset, we easily get an O(n x f(n)) on-line algorithm to compute 4. 
Conversely, since it is well known that computing a linear extension can be done in 
linear time, any on-line algorithm becomes an off-line algorithm with the same time 
complexity. 
The data associated with the subsets P(X) and Y(x) are either direct references to 
the elements of P they represent or a “coding” (usually a label) of those elements. 
Accessing to the corresponding element of P takes a constant time in the first case 
and G(log( I W)l >I t ime in the second case, by structuring the elements of P in a 
height-balanced tree. All the complexity results given in the sequel assume that each 
element of the subsets P(x) and Y(x) is a direct reference to the element of P it 
represents. 
3. Recognition of interval orders 
An order P = (P, <p) is an interval order iff we can associate to the set P a 
collection (IX)Xc~ of non-void intervals of the real line such that (X <p y) H (IX lies 
strictly on the left of I,), that is Va E I,, V b E ZY, we have a< R b where “CR’) is 
the usual strict order on real numbers. 
This class of orders is closely related to the interval graph class and has important 
issues both theoretical and practical; see for example, the books of Fishburn [lo] and 
Golumbic [ 131. This class has been introduced in 1914 by Wiener [30] and is still 
carefully studied, see e.g. [3,8,12, 14,241. 
The most elegant algorithm proposed for the recognition of interval orders is the 
optimal one of Gabow [l I] which has surprisingly not received a lot of interest since 
some algorithms recognizing interval orders have been published much later. In fact this 
algorithm recognizes interval dags, i.e. directed acyclic graphs whose transitive closure 
is an interval order, in the size (vertices and edges) of the input dag. Moreover, it is 
also suitable for the on-line recognition of interval dags under the “linear extension 
hypothesis”. Combined with some results presented in [5] by Bouchitte et al., it can 
be adapted for the on-line recognition under the “subposet hypothesis” with a time 
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complexity linear in the size of the transitive closure of the interval dag, and thus 
becomes optimal under the “transitive closure hypothesis”. 
3.1. Gabow’s algorithm 
A characterization of interval orders is that the set of predecessor sets ordered by 
inclusion is a total order. That is, if we consider all the predecessor sets and if we take 
the equivalent classes (or classes for short in the sequel) for the relation “having the 
same predecessor set”, these classes are then totally ordered by inclusion. Note that 
this implies that given x and y, two elements of an interval order, the predecessor set 
of x is included or equal to the predecessor set of y if and only if the cardinality of 
the predecessor set of x is less than or equal to the cardinality of the predecessor set 
of y. Of course, the same holds for the successor sets. 
Gabow’s algorithm relies on these characterizations. Its main idea is to maintain, at 
each step, the total order on the classes of predecessor sets in the transitive closure 
of the current interval dag. The characterization of predecessor sets by cardinality is 
then widely used in order to achieve the recognition algorithm without computing the 
transitive closure of the dag. More precisely, let G = (X,E) be an interval dag and 
let Z(G) = (X, <I(G)) be the interval order corresponding to its transitive closure. 
Let TP=(TPo,..., TPk) be the increasing list of integers representing the total order 
on the classes of predecessor sets of Z(G). The integer TPk does not correspond to 
a predecessor set cardinality but to the number of vertices of G, that is we have 
TPk = IX/. Assume that each vertex y in G is linked to (i) the element of this list 
corresponding to its predecessor set in Z(G) and call it Pred( y), and (ii) the element 
of this list corresponding to the smallest predecessor set in Z(G) (if it exists, TPk 
otherwise) including y and call it IN(y). Now let x be a new element not in X and 
9(x) be a subset of X, and we want to know if G’ = (X U {x},E U {zx, z E P(x)}) 
is an interval dag, i.e. its transitive closure Z(G’) is an interval order. The algorithm 
can now be divided into two main steps: the recognition one and the update one. 
Clearly, G’ is an interval dag if and only if the predecessor set of x in Z(G’) 
includes all the predecessor sets of Z(G) in which it is not included. That is, if TP, is 
the element in the list TP representing the smallest predecessor set in Z(G) including 
P(x) (which corresponds to the greatest IN(z) for z E P(x), note that q may be k) then 
the predecessor set in Z(G) represented by TP,_i must be included in the predecessor 
set of x in Z(G’). This is equivalent to check that TP,_, = TP, + I{z E S(x), TP, < 
IN(z) < TP,}I, where TP, is the element in the list TP representing the greatest 
predecessor set in Z(G) of an element in P(x) (note that p < q). This can be done in 
O(~.P(x)~). If G’ is an interval dag it remains to update the list TP. If the predecessor 
set of x in Z(G’) is not already a predecessor set in Z(G), i.e. if TP, > TP, + i{z E 
9(x), TPp < IN(z)}/, then we have to add in the list TP a new element, with value 
TP, + I{z E g(x), TP, < ZN(z)}l, just before TP,, and we have to change IN(t) in 
TP, + I{z E 9(x), TP, < ZN(z)}J f or any element t E P(x) such that IN(t) = TP,. All 
the updates can be easily done in 0(/S(x)/). 
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1 0 1 1 
0 = (X. E) 0’ = (X’. E’) 
x’ = x u {I} 
E’ = E u (11. a.} u {zs} 
Fig. 1. The interval dag G with Y(n) = { 1,4} and Y(x) = (5) gives rise to the interval dag G’ 
3.2. Gabow’s algorithm with the “subposet hypothesis” 
In [5], Bouchitte et al. gave a linear time algorithm for the on-line recognition of 
interval order under the “transitive closure hypothesis”. For that purpose they showed 
that given an interval dag G = (X, E), a new element x not in X and two disjoint sub- 
sets P(X) and Y(x) of X, then G’ = (X U {x}, E U {zx, z E 9(x)} U {xt, t E 9’(x)}) 
is an interval dag if and only if both Gg = (X U {x}, E U {zx, z E I}) and GY = 
(xu {x},Eu (~2, z E I}) are interval dags. Their approach was first to check that 
Gp and Gy are interval dags and then to achieve the correct updates. However, their 
checking step was only available for the “transitive closure hypothesis”. Thus using 
Gabow’s algorithm for the checking step, we get a more general algorithm. Indeed 
in the case we consider, namely, the classes of predecessor sets, the only additional 
updates are eventually to “split” into two parts one class which takes 0( IsP(x)]) time, 
and to increase by one any integer associated to a predecessor set which now includes 
x which takes 0( I$,,,, x I) time. These constructions are highlighted in the example of 
Fig. 1. 
For the interval dag G, the integer list representing the classes ordered by inclusion 
of the predecessor sets in I(G), is TP = (0,1,2,3,5) and thus TPo = 0 and TP4 = 5. 
For the classes ordered by inclusion of the successor sets in I(G), we get as integer 
list TS = (0,1,2,3,5) and thus TSo = 0 and TS, = 5. 
::;:‘;‘I 
Since 9(x) = { 1,4} and Y(x) = {5}, we get TP, = TP, = 1, TP, = TP3 = 3, 
TS, = T& = 0 and TS, = TS1 = 1. After the recognition step we have Pred(x) = 3 
and Pred(5) = 3 then since 5 E Y(X) we must “split” TP3 (now TP4 = TP3) and 
increase by one all the integers TPi with i > 3. Thus the integer list representing the 
classes of the predecessor sets in I(G’), is TP = (0, 1,2,3,4,6). Identically, we have 
Succ(x) = 1 and &CC(~) = 1 then since 4 E 9(x) we must “split” TS, and increase 
by one all the integers TSi with i > 1. Thus for the classes ordered by inclusion of the 
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successor sets in Z(G’), we get as integer list TS = (0, 1,2,3,4,6). 
4. Computing the covering dag of ideal lattices 
An ideal in a poset P = (P, <p) is any subset A CP such that $A = A. The 
set of all ideals in P, denoted I(P), ordered by inclusion forms a distributive lattice. 2 
Moreover, the set of all maximal elements in P of an ideal forms an antichain providing 
a one-to-one correspondence between the ideals and the antichains of a poset, i.e. I E 
Z(P) corresponds to the antichain Maxp(I). 
The problem of generating a set of ideals of a given poset occurs in combina- 
torial optimization as well as in operation research. Under these considerations, the 
most efficient algorithm was proposed by Bordat in [4] with a time complexity of 
O(N’)IZ(P)I ), h w ere w(P) is the width of P. Moreover, Bordat extended this gen- 
eration to the construction of the covering dag of the ideal lattice with the same 
time complexity. The major drawback of this algorithm is that it is intrinsically off- 
line. In [ 171 Jard et al. studied the construction of the covering dag of the ideal 
lattice of posets from the on-line point of view. That is the current knowledge is the 
dag G whose transitive closure is the poset P, and the covering dag of I(P). Then 
a new event x arrives together with its two sets P(x) and Y(x). This induces a dag 
G’ whose transitive closure is the poset P’, and we have to compute the covering dag 
of I(P’). Their approach can be decomposed in three serial steps. The first one is the 
study of the relation between elements of I(P) and elements of I(P’). The second one 
is the characterization of the covering relation in I(P’). The last one is devoted to the 
design of the algorithm. 
Looking at the relationship between the sets I(P) and I(P’) they observed that 
given an ideal Z of P: if I contains an immediate successor of x then I is replaced 
by Z U {x} in I(P’). If there exists an immediate predecessor of x which is not in 
I, then I is an ideal of P’. In the other cases, both I and I U {x} are ideals of 
P’. Therefore, since $x C Y(x) and $x C S(x), they gave a partition of I(P) in 
Al = {Z E I(P),Y(x) g I}, A2 = {I E I(P),Y(x) C I and Y(x) n I = S}, and 
A3 = {I E Z(P), Y(x) n Z # 0). Thus they exhibited a partition of I(P’) in Al, A2, 
Ai = {I U {x},Z E AZ} and Ai = {I U {x),1 E A-,}. 
Then they showed that the subgraphs of Cou(I(P)) induced by Al UA2 and by AQUAS 
are, respectively, isomorphic to the subgraphs of Cou(I(P’)) induced by Ai UA2 and by 
Ai U A;. Moreover, the only edge of Cou(I(P’)) between the sets Al U A2 and Ai U A: 
are edges IJ such that Z E AZ and J = Z U {x} E AL. 
* For any 11, I2 in I(P), 1, U 12 and 11 n 12 belong to I(P). Thus II U 12 (resp. 11 n 12) is the supremum 
(resp. infimum) of II and 12 in I(P). Moreover, I(P) is a distributive lattice. 
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A poset P 
5 6 
4 
1 1 !R! 
6 
I 
a 
3 
3 
* po*et P’ .uch atat 
P’ = P u {t) 
7 
6 
I 
Fig. 2. Deducing Cou(l(P’)) from Cov(l(P)). 
This structural characterization gives the outline of the algorithm they used to obtain 
Cov(Z(P’)). First find the subgraph of Cov(Z(P)) induced by AZ, and make a copy of 
it keeping its edge connections with the sets Al and As. Then for one copy we only 
keep its edges backward the elements of Al, getting the subgraph Co@(P)) induced 
by Al U AZ. For the other copy we only keep its edges toward the elements of Ax, 
getting the subgraph Cou(l(P)) induced by A2 U As. It remains to add an edge from any 
element of the copy still connected with elements of Al to its corresponding element 
in the second copy. An illustration of this construction is given in Fig. 2. 
In order to have an efficient time computation, the algorithm is split into two main 
parts. The first one is devoted to the search of the smallest element of A2 in I(P). The 
second one deals with the search of the subgraph of Cou(Z(P)) induced by AZ. During 
this search, the copy is done and the corresponding edges’ deletions and additions are 
performed. 
Any element y of P is linked to its corresponding prime ideal, i.e. 1; y, in Z(P) 
and any edge from I to J in Cov(Z(P)) is labeled by the element of P corresponding 
to the ideal difference J - I. Then the first part of the algorithm can be achieved in 
O(IPlo(P)). For some element y of Y(x) we begin a search in Z(P) from its corre- 
sponding prime ideal. We go down using an edge labeled by an element not in P(x) 
until we reach an ideal such that all its incoming edges are labeled by an element 
belonging to P(x). The second part can be achieved in O((JZ(P’) - I(P) + 
IY’(x)l). We do a breadth-first search starting from the least element of A2 and end- 
ing on vertices such that all outgoing edges are labeled by an element belonging 
to 9’(x). A more careful look3 to the strategy used allows them to compute the 
ideal lattice of poset P in O(IZ(P)(o(P) + IP12w(P)) under the “suborder hypothe- 
sis”, and in O(ICou(Z(P))I + (E(Cov(Z(P)))I + IP120(P)) under the “linear extension 
hypothesis”. 
Recently, and still under the “linear extension hypothesis”, Medina in [23], threw 
out the factor IP120(P) and thus obtained the first optimal algorithm computing the 
3 When 5“(x) = 0, the first step can be done in 0(11(P) - I(P + jP(x)l), and the second step 
can be done in O( IEcov(~(p~)) - EQ~(I(P))~). When Y(x) = $‘j x, the first step can be done in 0( lI(P’) - 
w)lw) + w(P)). 
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covering dag of the ideal lattice of a poset. Medina performed the search of the smallest 
element of AZ in Z(P) in O()ZNC(x)l + /@XI) w h ere ZNC(x) is the set of elements 
incomparable to x in P’. For that purpose he used a spanning tree of Cou(Z(P) computed 
under the “linear extension hypothesis” by Habib and Nourine in [ 151. Since Y(X) = 0, 
the greatest element of AZ is the greatest element of Z(P) and then the subgraph of 
the spanning tree of Z(P) induced by A2 is a subtree. Thus a spanning tree of Z(P’) 
is simply obtained by adding an edge from the root of a copy of the subtree induced 
by A2 toward the root of the spanning tree of Z(P). Assuming that the elements of 
the poset are labeled by their rank in the linear extension, this spanning tree has some 
interesting properties: (i) the labels of the incoming edges of a node are all smaller 
than the label of its outgoing edge, where the label of an edge from Z to J is the 
element of the ideal difference J - I, and (ii) let T = II,. . , Z, = Z be a path from the 
root to an element I, if Zk has an incoming edge with a label a greater than the label 
of the edge ZkZk+, then the element of P with label CI belongs to the ideal I. Then 
when the incoming edges of the nodes are ordered by decreasing labels, the search of 
the smallest element of A2 can clearly be performed in O(IZNC(x)J + IfjxI) on this 
spanning tree. 
5. Computing the covering dag of maximal ideal lattices 
A maximal ideal Z in a poset P = (P, <p) is an ideal such that the set of its 
maximal elements in P forms a maximal (for inclusion) antichain of P, i.e. in other 
words any element of the poset not in Muxp(Z) is comparable with at least one element 
of Mu+(Z). The set of all maximal ideals in P, denoted by MZ(P), ordered by inclusion 
forms a lattice. 4 
In 1965, in the context of hierarchical analysis, Barbut [2] gave a constructive proof 
that any finite lattice is isomorphic to the lattice of maximal ideals of a height-one 
order, note that this result is periodically rediscovered. Reuter [26] focused on the 
links between the jump number of a poset and the height of its maximal ideal lattice, 
Habib et al. [14] showed that there is a one-to-one correspondence between minimal 
interval order extensions of a poset and the maximal chains of its maximal ideal lattice. 
The most efficient algorithm computing this lattice was an off-line algorithm of Morvan 
and Nourine [25] with a run time complexity of 0(lPlw2(P)IMZ(P)I). This result has 
been improved in [ 181 by Jourdan et al. when they studied this computation from the 
on-line point of view under both the “linear extension hypothesis” and the “immediate 
neighborhood hypothesis”. That is, the current knowledge is the dag G(P) whose 
transitive closure is the poset P, and the covering dag of MI(P). Then a new event 
x arrives with only the set P(x). This induces a dag G(P’) whose transitive closure 
4 This lattice is a suborder of the ideal lattice but it is not a sublattice. For any II, I2 in MI(P), II n12 belongs 
to M(P) but II Ulz is not necessarily in MI(P). However, (II UI2)UMinp(P - (11 UI2) - TL Maxp(l~ U 12)) 
is the supremum of II and I2 in MI(P). Note that in general MI(P) is not distributive. 
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A poset P The lattice MI(P) 
AI = t1) 
A-, = {134s. 3156, 23,9, ,567 
.M69,2309. 1679,3699) 
A; = {X45, ,967, 23893 
A3 = (67.99) 
The lattice MZ(P’) 
B, =A, 
B2 = A2 
BJ = <x3=, b97z. 289l) 
‘9, = {6789Z} 
Fig. 3. Deducing Col;(MI(P’)) from Cou(MI(P)), when P’ = P U {x}. 
is the poset P’, such that P(x) = $x, and we want to compute the covering dag of 
MZ(P’). In the same way as for the ideal lattice, they applied the same three steps: 
the study of the relation between the elements of MI(P) and those of M(P’), the 
characterization of the covering relation in MI(P’), and the design of the algorithm. 
Looking at the relationship between the sets MI(P) and MZ(P’) they observed that 
given a maximal ideal I of P: if I does not contain all the immediate predecessors of 
x then Z is a maximal ideal of P’. If Z contains all the immediate predecessors of x and 
at least one of them belongs to the maximal antichain corresponding to Z then I is a 
maximal ideal of P’. Moreover, if none of the immediate predecessors of x belonging to 
this maximal antichain has an immediate successor incomparable to all the elements of 
the antichains which are not immediate predecessors of x, then Z U(x) is also a maximal 
ideal of P’. In the remaining case Z U {x} is a maximal ideal of P’. Therefore, they 
gave a partition of MZ(P) in Ai={Z E MZ(P),Y(x) g I}, A2={Z E MZ(P),Y(x) C Z 
and 9(x) fl Muxp(Z> # S}, and As = {I E MZ(P),Y(x) C(Z - A4uxp(Z))}. Thus with 
Ak={Z E AZ, V y E r: (P(x) f? Muxp(Z)), y E ‘$ (Muxp(Z) - 9’(x))} (i.e. A: = {I E 
AZ, Z U {x} E MZ(P’)}) they exhibited a partition of MZ(P’) in Bi = A,, B2 = AZ, 
Bs={ZUx, ZEA~},~~~B~={ZU{X}, ZEAJ}. 
Then they showed that the subgraph of Cou(MI(P’)) induced by B1 U B2 U B4 is 
isomorphic to the subgraph of Cou(MZ(P)) m which the edges between the elements of 
Ai and the elements of A3 have been deleted. Moreover they showed that any element 
Z of B2 belonging to Ai has an edge toward its corresponding element Z U {x} in B3. 
Secondly, for any element K U {x} of B3 with K E Ai, its immediate successor set 
is included in the set { Comp(.Z U {x}), .Z E r$1cP) K}, which is a subset of B3 U B4. 
The set Comp(J U {x}) is defined by Comp(J U {x}) = J U Z U {x} with Z = 
Minp($ (kfaxp(J) n Y(x)) - & (Maxp(J) - Y(x))). Thus we have Comp(J U {x}) = 
T U {x} with T E Ai U A3 and Vz E Z, ($ z r7 A4u.xp(J)) C 9(x). 
From this characterization it appears that in order to obtain Cou(MZ(P’)) it is suf- 
ficient to compute the subgraph of Cou(hfZ(P’)) induced B3, and that moreover this 
computation can be achieved on Cou(MZ(P)) using the “Comp operator” and checking 
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for each new computed edge if it is actually a transitivity edge.5 Indeed the set B3 has 
a least element in MZ(P’) which is exactly Comp(J U {x}) when J is the least element 
of A2 in MI(P). Thus we can compute the immediate successors (in MI(P)) of the 
least element of B3 and then go on computing the immediate successors of any new 
created element of B3. During this computation we only have to do the corresponding 
edges deletions and additions. An illustration of this construction is given in Fig. 3. 
In order to have an efficient time computation, the algorithm is split into two main 
parts. The first one is devoted to find the partition of MI(P) in the three subsets and to 
search the least element of A2 in MI(P). The second one deals with the computation 
of subgraph of Cov(MZ(P’)) induced by B3 with the corresponding edges deletions and 
additions. 
Two lists are associated with every element Z of M/(P): the list of its maximal 
elements and the list of elements of P belonging to J - Z for any J in $lcP,Z. Each 
of the element of this second list is linked with the only covering edge it belongs. 
Moreover, to each edge of Cou(MZ(P)) from Z to J is associated the set J - 1. 
The first part of the algorithm can now be achieved in O(IMZ(P)(o(P)) using two 
breadth-first searches according to a linear extension of MI(P). The first one actually 
computes a rank decomposition and thus finds all the vertices in Al and the least 
element of AZ. Note that a maximal ideal Z is in AI if and only if all its predecessors 
are in AI and P(x) gMap(Z). The second one starts from the least element of A2 
and computes the two remaining sets A2 and A 3. Note that a maximal ideal Z greater 
in MI(P) than the least element of A2 is in A3 if and only if P(x) n Muxp(Z) = 0. 
The second part can be achieved in 0(w3(P)(jMZ(P’)l - IMZ(P)()+02(P)). Indeed the 
computation of Comp(J U {x}), w x h’ h IS in fact the computation of T E Ai U A3, can 
be achieved in O(w*(P)). To do that it is sufficient to take any immediate successor 
K of J such that K -J C Y(x) and to go on from K until there exists no more such 
immediate successor. Moreover, checking if an edge is a transitivity edge can be done 
in O(w2(P)). These two kinds of computations are done at most for w(P) immediate 
successors in MI(P) of an element in Ai. 
They obtained a total time complexity of O(IMZ(P)lw(P)+(JMZ(P’)I-IA4Z(P)I)03(P) 
+w2(P)) for computing Cov(MZ(P’)) from Cou(MZ(P)) and thus a time complexity of 
0( IMZ(P)I( IP(w(P) + u3(P))) for the on-line computation of Coo(MZ(P)) under both 
the “linear extension hypothesis” and the “immediate neighborhood hypothesis”. 
6. Series-parallel orders 
Series-parallel posets (SP posets for short) have been introduced by Duffin [7] 
in 1965. A linear time algorithm recognizing digraphs whose transitive closure are 
5An edge from I to J in M(Q) is a covering edge if and only if the set (Mae(J) - Mzx~(1)) 
lJ(hfaxQ(I)-hhzxQ(J)) induces a COmpkte subdag of Coo(Q) having bfmQ(J)-bhXQ(‘) (resp. hh.XQ(r)- 
Mzxy(J)) as maximal (resp. minimal) elements. 
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series-parallel posets was given by Valdes et al. [29] in 1982. This algorithm is rather 
complicated and uses the notion of edge series-parallel graphs whose line-digraphs are 
precisely SP posets. Moreover this algorithm is intrinsically off-line. Recently, in his 
master thesis, Avitabile [l] gave a linear time algorithm under both “linear exten- 
sion hypothesis” and “immediate neighborhood hypothesis” for the recognition of the 
covering digraph of SP posets. That is, the current knowledge is G(P) the covering 
digraph of the SP poset P. Then a new event x arrives with a unique set 9(x). This 
induces a dag G(P’), the covering digraph of the poset P’, such that Y(x) = _1; x and 
we want to know if P’ is SP. 
An order is SP if its covering digraph can be obtained from the order reduced to 
a single element by using the following composition operations. If PI and P2 are two 
disjoint SP posets: 
- parallel composition: PI + P2 = (V(P1) U V(P;!), d +) is SP where x < + y iff x < 1 y 
or xG2y 
- series composition: PI x P2 = (V(P,) U V(P2), < X ) is SP where x< X y iff x< iy 
or x <2y or x E V(PI) and y E V(P,). 
To each SP poset P is associated a binary decomposition tree T in the following 
way: if P is reduced to a single element x then T is reduced to a leaf labeled by x and 
if TI (resp. T2) is a decomposition tree for PI (resp. P2) and if P is obtained from 
PI and P2 by parallel (resp. series) composition then we get a tree representing P by 
adding a new root labeled by + (resp. by x) whose left and right subtrees are T, and 
T2, respectively. An equivalent definition of SP posets is that they do not contain any 
subposet isomorphic to a “N”, i.e., a poset on four elements {a, b,c,d} where a < c, 
b < c and b < d are the only comparisons. 
The notion of complete bipartite components introduced by Harary, and Norman [ 161 
is at the heart of Avitabile’s recognition algorithm. Let G = (V,E) be a directed 
graph, G admits a decomposition in complete bipartite components (CBC for short) 
{C, = (h,H1A),C2 = (B2,ff2,E2), . . . . ck = (Bk,ffk,Ek)} iff Ei = Bi X Hj for 
all i, 1 <i < k, {El,E2,. . . ,&} is a partition of E, {Bl,B2,. . . ,Bk} is a partition of 
G - Max(G), and {Ht ,H2,. . . , &} is a partition of G - A&n(G). The covering graph 
of a SP poset admits such a decomposition which is unique. The CBC’s are strictly 
ordered by the relation 6 where Ci < Cj means 3~ E Hi 32 E Bj such 
that y<z. 
Avitabile [l] noticed that if G+(x) is SP either 9+)nMax(G) = 0 or Y(x) C_ MUX 
(G). In the first case G + {x} is SP iff (i) there exists a CBC C = (B,H) such that 
Y(x) = B and (ii) for all CBC C’ = (B’,H’) with C <C’ then V(b, b’) E B x B’ we 
have b < b’. The second case, Y(x) C Max(G), is more complicated. Let C = (B, H) 
be the greater (according to 4) CBC such that for every y in 9(x) there exists a 
z in H with z d y. In order to guarantee the existence of C, a minimal element is 
added to the poset. Let 2 = {xi,. . . ,xk,Bl,. . , Bl} be the partition of H such that 
the xi’s are maximal elements of G and the B/‘s are bottom parts of other CBC’s. 
Consider 2’ = {xi,. ,x;,, Bi, . . , Bi,} G 9 such that xi E $’ iff xi E S(x), Bi E 22’ iff 
there exists a y in 9(x) such that 3z E Bj with z< y. We can state G + {x} is a SP 
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poset iff either 1’ = 0 or I’ > 0 and for every y E Max(G) such that there exists a 
ZEB; uB;u... U B’,, with z< y then we have y E P(x). 
To obtain a linear time complexity, the decomposition tree is maintained as well 
as the CBC decomposition. The update of the structures is achieved via marking and 
unmarking algorithms similar to the ones of Corneil et al. [6] for the recognition of 
cographs. Notice that this on-line algorithm gives an alternative to the most difficult 
part of the algorithm given by Valdes et al. [29]. 
7. Conclusions 
We presented a recently introduced on-line model for the computation of poset prop- 
erties. We summarized the main algorithms obtained according to this paradigm, namely 
the recognition of interval orders and series-parallel orders as well as the generation 
of the covering dag of the ideal lattice and maximal ideal lattice. This approach seems 
to be very promising since the optimal algorithms for some problems were got in this 
manner and on-line versions of already known algorithms were achieved with the same 
complexity. 
New classes of orders must be studied to confirm this general behaviour. One can 
notice that recently, Todinca [27] proposed the first on-line algorithm to recognize 
modular lattices in quadratic time, this complexity improves the best result known until 
now. A general study of this algorithm might allow to exhibit specific data structures 
suited to handle growing knowledge. Finally, the design of efficient algorithms appears 
as a key feature for the use of ordered sets in the diagnosis of distributed executions. 
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