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The symmetries of a scalar field theory in multifractional spacetimes are analyzed. The free
theory realizes the Poincare´ algebra, and the associated symmetries are modifications of ordinary
translations and Lorentz transformations. In the interacting case, the Poincare´ algebra is broken
by interaction terms. The Feynman propagator of the scalar field is computed and found to possess
the usual mass poles. As a consequence of these findings, the mass of a particle is a well-defined
concept at all scales, and a perturbative quantum theory can be constructed.
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I. INTRODUCTION
The ultraviolet (UV) completeness of a quantum field
theory depends on the geometry and topology of the
spacetime it lives in. Swapping Minkowski spacetime
with something more exotic can lead to severely differ-
ent properties of Feynman diagrams, and, in particular,
UV divergences may find a cure. Inspired by the ob-
servation, done in standard dimensional regularization,
that the renormalization group of a quantum field the-
ory changes with the dimensionality of spacetime [1], one
may wonder what happens on nonconventional geome-
tries with noninteger dimension. In an action formula-
tion, this amounts to replacing the Lebesgue measure in
position space with a generic (and possibly very “irregu-
lar”) measure:
dDx→ d̺(x) . (1)
Interest in these models is further justified, because the
sought-for UV improvement should hold also for quan-
tum gravity, where effective geometry changes with the
scale in modern approaches (a phenomenon known as di-
mensional reduction or dimensional flow [2–5]).1 Early
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1 In the realm of quantum gravity, various are the examples where
the effective spacetime dimensionality (whatever “effective space-
time” means in each particular approach) changes with the scale:
causal dynamical triangulations (where the spectral dimension
dS goes to 2 in the UV) [6, 7] and the cousin model of ran-
dom multigraphs [8, 9], asymptotic safety (again, dS = 2 in
the UV) [10, 11], loop quantum gravity and spin foams (where
0 . dS . 2 in the UV) [12–15], Horˇava–Lifshitz gravity (dS = 2
in the UV) [16–18], noncommutative geometry at both the fun-
damental and effective level [19–23], nonlocal superrenormaliz-
able quantum gravity [24–27], and other approaches [28–31]. Al-
though there is the perception that dimensional flow and fractal
geometry are tightly related to the UV finiteness of all these can-
didates, the nature of such a relation greatly varies from case to
case and is still to be fully understood. Controlling dimensional
flow and UV finiteness in a field-theoretical context, eventually
drawing a lesson from that and attempting to apply it to quan-
tum gravity, partly motivates the present work.
attempts to formulate field theories on fractal spacetime
date back to the 1970s and 1980s [32–35], but since then
little progress has been made due to severe technical chal-
lenges stemming from Eq. (1) [4, 36–38]. In fact, not only
Poincare´ symmetries are broken, but also the continuous
texture of spacetime.
Recently, it was proposed to tackle the problem in a
continuum framework where the measure in (1) is a fac-
torizable measure found in fractional calculus [23, 39–44]
(overviews and a review are in Refs. [45–47]). Fractional
measures are known to describe random fractals and to
approximate measures on deterministic fractals [48–55];
they have anomalous scaling properties directly leading
to an effective dimension of spacetime different from its
integer topological dimension D. Fractional measures
not only allow one to define a momentum space and a
transform between this and position space, but they are
also naturally prone to generalization to multiscale ge-
ometries (in particular, Refs. [42, 44, 46] are devoted to
dimensional flow in fractional spacetimes and other ap-
proaches). Progress in and applications of the model are
ongoing but still at an early stage. For instance, power-
counting renormalizability is easy to prove for a scalar
field theory with integer-order d’Alembertian and an ar-
bitrary perturbative potential [40], and applications to
particle-physics phenomenology are promising [56], but
the quantum theory was not analyzed in detail. In par-
ticular, fractal geometry modifies symmetries, Noether
currents, and unitarity of a scalar field theory [37], but
what happens exactly for a fractional measure is not
clear. The study of quantum mechanics on fractional
spacetimes suggests that unitarity be violated in a con-
trollable way [43], but little else is known about quantum
fractional systems. Because of breaking of Poincare´ in-
variance, it is not even obvious that the concepts of mass
and spin for a particle field still make sense. Only after
answering these and other elementary questions could
one attempt to extract phenomenological consequences
and continue the investigation of renormalization prop-
erties.
The purpose of this paper is to discuss the symmetries
and quantization of a scalar field theory on multifrac-
2tional Minkowski spacetime and to find the propagator.
Fractional spacetime and its generalization to generic fac-
torizable measures are reviewed in Secs. II A and II B.
In Sec. II C, we construct the multiscale version of frac-
tional Minkowski spacetime by using a new factorizable
Ansatz, differing from the definition in Refs. [40, 42, 45]
but sharing the same properties, which we shall analyze.
The great advantage yielded by a factorizable version of
the multifractional measure is to permit a well-defined
momentum space and “Fourier” transform and, hence,
an automatic extension of the fixed-scale results to a ge-
ometry with dimensional flow.
We begin the analysis of the scalar field theory with a
discussion of the symmetries at the classical level (Sec.
III). Somewhat against intuition, the free theory does ad-
mit a symmetry with generators satisfying the ordinary
Poincare´ algebra. Consequently, under the assumption
of the adiabatic switching of the interaction, it is still
possible to define mass and spin of a particle as the
(asymptotic) eigenvalues of the Casimir operators of a
suitable representation of the Poincare´ group. The gen-
erators of this algebra, however, do not correspond to
usual Poincare´ transformations, which are “deformed”
by nontrivial measure factors. The classical interacting
theory is worked out in Sec. IV. The energy-momentum
tensor and the other Noether currents are not conserved,
and the algebra in the infinite-dimensional representa-
tion is broken. Noether currents for the general case of
a Lebesgue–Stieltjes measure were obtained in Ref. [37].
However, here we point out that only measures admit
a clean treatment, while that of Ref. [37] should be re-
garded as qualitative. In Sec. V, we quantize the free field
and show how creation and annihilation operators also
exist on fractional spacetimes. The Feynman propaga-
tor in both position and momentum space is then found.
All these results are valid, in particular, for factorizable
multifractional as well as log-oscillating measures. Sec-
tion VI is devoted to discussion.
II. MULTISCALE MINKOWSKI SPACETIME
We begin with fractional Minkowski spacetime MDα
with fixed dimensionality, later moving to the context of
the multiscale generalization, which is straightforward at
the level of position space.
A. Spacetime: Review
MDα is defined via a D-dimensional embedding charted
by coordinates xµ, µ = 0, 1, . . . , D − 1. In this case, the
embedding is MD, ordinary Minkowski spacetime with
metric ηµν = diag(−,+, · · · ,+). Next, one defines a non-
trivial measure of the form
d̺α(x) = d
Dx vα(x) , (2a)
vα(x) =
∏
µ
vα(x
µ) :=
∏
µ
|xµ|αµ−1
Γ(αµ)
, (2b)
where Γ is the gamma function and αµ are D real param-
eters (“fractional charges”) in the range 0 < αµ ≤ 1. In
the simplest “isotropic” case, αµ = α are all equal. Com-
plex fractional charges are also possible, and their rich ef-
fects on the geometry are discussed in Refs. [23, 40, 45].
The geometric inequivalence between free fractional
and integer theories is first illustrated by the Hausdorff
dimension. The latter can be inferred from the scaling
law of the measure:
̺α(λx) = λ
dH̺α(x) , dH =
∑
µ
αµ , (3)
where it is implicit that the dimensionality of coordinates
x is fixed; in particular, [xµ] = −1 in momentum units,
for all µ. In the isotropic case, dH = Dα. The Hausdorff
dimension can be determined also by the scaling of the
volume of a D-ball with radius R:
V(D)(R) =
ˆ
D-ball
d̺α(x) ∝ RdH . (4)
As noted in Sec. 3.5 of Ref. [39], one can call qµ = ̺α(x
µ),
obtain the Lebesgue measure dDq, and calculate the vol-
ume of the ball in q coordinates; the final result, with the
original length units, is clearly the same. The reason is
that reparametrizations do not modify the momentum-
space structure of the theory, which is defined so that
coordinates x have length dimension (therefore, q co-
ordinates have anomalous scaling by definition). This
guarantees, in general, that fractional measures repre-
sent nontrivial geometries. The scaling laws (3) and
(4) can be found in phenomenological models of frac-
tal or porous media [57–59] and are typical of measures
on mathematical sets with fractal geometry [60] and of
Lebesgue–Stieltjes measures [4, 61], of which fractional
measures are a special case. As mentioned in the intro-
duction, in fact, fractional measures do represent fractal
geometries, either under certain approximations or ex-
actly [54, 55, 62].
The geometry of fractional spacetimes is further char-
acterized by the spectral dimension dS which, together
with dH, determines the scaling of correlation functions.
In that case, the existence of a probability density func-
tion P governing a diffusion process on these spacetimes,
together with the self-similar scaling property of P , shows
that a test particle diffuses anomalously in fractional
spacetimes [39, 42], as it happens on fractals and various
complex media [63]. These properties are well known in
anomalous transport systems, where they find several ap-
plications [63–66]. On the other hand, diffusion is normal
in ordinary spacetimes, and dH = dS = D in the absence
of curvature.
3Minkowski fractional spacetime can be equipped
with generalizations of the Laplace–Beltrami (or
d’Alembertian) operator  = −∂2t + ∇2x. In general,
one can devise self-adjoint operators “∂2γ” of fractional
order 2γ [42]. Here we choose the second-order operator
[41]
Kα = ηµνDµDν , Dµ := 1√
vα(x)
∂µ
[√
vα(x) ·
]
, (5)
which is self-adjoint with respect to the natural scalar
product. By adopting Kα, integrations by parts are con-
siderably simpler, and there are no nonlocal effects. Also,
the propagator will turn out to have only poles (i.e.,
particle modes), not branch cuts [40], where one would
see quasiparticle modes of unclear physical interpretation
(related to nonlocality). With a second-order operator,
the theory can have a UV critical point associated with
a two-dimensional spacetime and power-counting renor-
malizability; this is a good signal that the field theory has
improved UV properties, which should be verified by ex-
plicit renormalization techniques. Power-counting renor-
malizability in general fails for theories with fractional
Laplacians, although renormalizability in those cases is
not excluded, either.
The natural exterior derivative on spaces endowed with
the Laplace–Beltrami operator (5) is suggested by the
form of the weighted derivatives Dµ:
dv :=
1√
vα
d (
√
vα · ) , (6)
where d is the ordinary differential defined as
d := dxµ∂µ . (7)
Multiplying the members of Eq. (7) by 1/
√
vα to the left
and
√
vα to the right, we obtain
dv = dx
µDµ . (8)
Notice that the right-hand side features the ordinary dif-
ferential of the coordinates, so that one can keep using
the ordinary differential for all purposes. Equations (7)
and (8) give a differential structure obviously different
from the one of fractional spaces with noninteger deriva-
tives [39], where the fractional exterior derivative [67, 68]
is employed.
Momentum space has the same structure of MDα ex-
cept that its measure may be different, vα′(k) possibly
with α′ 6= α. Noting that the eigenfunctions of Kα can
be normalized as (here k2 := kµk
µ = −k20 +
∑D−1
i=1 k
2
i )
ev(k, x) =
1√
vα′(k)vα(x)
eik·x
(2π)
D
2
, (9a)
Kαev(k, x) = −k2ev(k, x) , (9b)
we can find an invertible momentum transform [41]:
f˜(k) :=
ˆ +∞
−∞
d̺α(x) f(x) e
∗
v(k, x) =: Fv[f(x)] ,(10a)
f(x) =
ˆ +∞
−∞
d̺α′(k) f˜(k) ev(k, x) . (10b)
If α′ = α, Fv is an automorphism. Unitarity of the trans-
form is guaranteed by the integral representation of the
fractional delta distribution,
δα(x, x
′) :=
δ(x− x′)√
vα(x)vα(x′)
=
ˆ
d̺α′(k) e
∗
v(k, x)ev(k, x
′) , (11a)
δα′(k, k
′) :=
δ(k − k′)√
vα′(k)vα′ (k′)
, (11b)
generalizing the Dirac distribution and the concept of
pointwise source in fractional spacetimes.
Extended localized sources can be packed through
weighted Gaussian distributions (D = 1 example)
Hσ(x) =
e−
x2
8σ
(4πσ)1/4
√
vα(x)
, (12)
which are L2̺(R) [i.e., square integrable on the real axes
with fractional measure ̺(x)]. Note that Hσ(x) ∈ C∞D ;
i.e., it is differentiable infinitely many times with respect
to the weighted derivative D.
The momentum transform (10) applied to Hσ(x) in-
duces a momentum Gaussian distribution
H˜σ′(k) =
(
4σ
π
)1/4
e−2σk
2√
vα′(k)
≡ e
− k
2
8σ′
(4πσ′)1/4
√
vα′(k)
,
(13)
with a variance σ′ which is dual to that ofHσ(x), namely,
4σ′ = 1/(4σ). The momentum transform (10) preserves
the Parseval identity, and ‖Hσ(x)‖2̺(x) = ‖H˜σ′(k)‖2̺′(k),
as one can easily check.
The Fourier transform of Hσ(x) defining the momen-
tum Gaussian distribution can be interpreted as a frac-
tional integral of an exponential generating function of
the type h(x;σ, k) = e−x
2/(8σ)−ikx. As such, in the spirit
of Wilson [1], any integral of any (suitably well behaved)
function can be obtained by using differentiation with
respect to k and/or σ. With this procedure, Feynman
diagrams can be defined as functionals (e.g., Ref. [33])
on a space of rapidly decreasing functions
S̺(R) =
{
φ(x) ∈ C∞D ,
sup
R
∣∣xmDnφ(x)∣∣ <∞, ∀m,n ∈ N} . (14)
Starting from Hσ(x), a complete basis of S̺(R) can be
easily obtained, either by multiplication ofHσ(x) by suit-
able polynomials (Hermite) or by an arbitrary number of
weighted derivatives acting on Hσ(x). Since S̺(R) is
dense in L2̺(R) with respect to the L
2
̺(R) topology, the
same set of functions serves also as a complete basis for
L2̺(R).
4B. Generalization to factorizable measures
Unless we want to compute the Hausdorff or spectral
dimension or solve dynamical equations, we can be less
specific about the form of the measure weight vα [41, 43]
and ask only for two properties:
(1) The measure weight must be factorizable in the co-
ordinates:
d̺(x) := dDx v(x) = dt v0(t) dx v(x)
:= dt v0(t)
D−1∏
i=1
dxi vi(x
i) , (15)
where the D functions vµ can be all different. To
avoid confusion later with spacetime indices, we de-
note the spatial part with no index as v(x).
(2) The measure weight must be positive semidefinite
(as before, the subscript µ in the weight is not a
vector index):
vµ = vµ(x
µ) ≥ 0 . (16)
A third condition, that v0 = v0(|t|) is even in time, is not
necessary here, although it guarantees a unitary limit for
the S-matrix in quantum mechanics [43].
With general measure, we denote the Laplacian Kα
simply as Kv and the delta distribution δα as δv.
Momentum-space measure dτ(k) = dDk w(k) can be
functionally different from the one in position space, but
to lift the burden from the notation we shall use the same
symbols, d̺(k) = dDk v(k). We still call these spacetimes
“fractional,” in the broader meaning of “factorizable.”
C. Multifractional and log-oscillating spacetimes
Fractional spaces have fixed dimensionality, and, un-
less α = 1, they do not describe the geometry we observe.
To get a physically viable setting, it is necessary to let the
effective dimension change with the scale. Mimicking the
definition of self-similar measures of multifractal geome-
try [69, 70], one considers linear superpositions of frac-
tional measures on a discrete set of charges αn [40, 42].
In one dimension, we have
v(x) =
N∑
n=1
hnvαn(x) , (17)
where hn > 0 are couplings with dimension (length)
1−αn
and N is finite. They define N regimes where the Haus-
dorff dimension is approximately constant and given by
dH ∼ αn. The simplest case of dimensional flow is re-
alized by binomial measures, where N = 2 and there is
only one fundamental scale.
In Refs. [40–42, 45, 46], the following generalization to
D topological dimensions was adopted:
vdiag(x) :=
∑
n
hn
[∏
µ
vαn(x
µ)
]
. (18)
The sum is performed overD-dimensional measures: The
idea is that a multifractal in a given D-dimensional em-
bedding be realized by taking “snapshots” at different
scales. Each snapshot corresponds to a fractal with fixed
Hausdorff dimension [i.e., a fractional space with measure
(2)]. Unfortunately, the measure (18) is the sum of fac-
torizable measures, so it is not factorizable and hinders
the construction of an invertible momentum transform.
Here we change the way snapshots are taken, and,
rather than choosing the multiscale generalization of
the D-dimensional measure, we generalize to D dimen-
sions the one-dimensional multiscale measure. There-
fore, we consider the product of D multifractals in one-
dimensional embeddings:
v∗(x) :=
∏
µ
v∗(x
µ) :=
∏
µ
[∑
n
gnvαn(x
µ)
]
, (19)
where gn = h
1/D
n (with engineering dimension [gn] =
αn−1) so that Eq. (18) represents all the diagonal terms
of v∗. This prescription is now factorized and all the
momentum-space formalism, the form of Laplacians, of
quantum operators, and so on, will be valid for v = v∗.
Equation (19) with gn replaced by some g
(µ)
n was briefly
mentioned in Ref. [41], but there it was not welcomed on
the ground that the dimensionality along each direction
would flow independently, while one might expect that
a given D-dimensional configuration evolves as a whole
throughout the probed scales. However, anisotropic di-
mensional flow is conceivable in its own right a priori,
and, if one wants an isotropic change of geometry, it
is sufficient to take the couplings g
(µ)
n = gn for all µ.
Thus, there is no conceptual problem with (19) and its
anisotropic counterpart.
One might still wonder about the effect of the “off-
diagonal” terms ∆v = v∗ − vdiag, but they are sub-
dominant along each direction with respect to the di-
agonal part vdiag. They change only the slope of the
measure weight; this slope can be adjusted by tuning
the magnitude of the couplings. Figure 1 shows a two-
dimensional binomial (n = 1, 2) example with α1 = 1/2
and α2 = 1. Here v∗ = (1 + |x|−1/2)(1 + |y|−1/2) and
vdiag = 1 + |xy|−1/2. As one can see, from the point of
view of measure behaviour, little changes qualitatively.
One can also check that (19) gives the correct dimen-
sional flow by computing the Hausdorff dimension dH and
the spectral dimension dS. The calculation of dH and dS
in the factorizable multifractional case is very similar to
the one in Refs. [40, 47] and Ref. [42], respectively. For
the reader’s convenience, here we recall the result for the
Hausdorff dimension for a binomial measure and in the
5FIG. 1. Top panel: The nonfactorizable measure vdiag [Eq.
(18), bottom surface] and the factorizable one v∗ [Eq. (19),
top surface] for D = 2, α1 = 1/2 and α2 = 1. Bottom panel:
The difference ∆v = v∗ − vdiag. Gamma factors have been
omitted.
isotropic case. For simplicity, we consider one topological
dimension, D = 1, and a configuration where the geome-
try reduces to the standard one at large scales. The bino-
mial measure is then v∗(x) = 1+|x/ℓ∗|α∗−1/Γ(α∗), where
0 < α∗ < 1 and ℓ∗ is some fixed length, a scale char-
acteristic of the geometry which precisely discriminates
between “small” and “large” distances. The volume of a
ball can be calculated as before [Eq. (4)], yielding (the
prefactors are the volumes of unit balls)
V(1)(R) = 2R
[
1 +
1
Γ(1 + α∗)
(
R
ℓ∗
)α∗−1]
. (20)
The result is easily generalizable to D dimensions, with
the care that for the factorizable measure there are also
unimportant cross terms. Thus, we can identify two ge-
ometric regimes. In the isotropic case, these are
R≪ ℓ∗ : V(D) ∼ RDα∗ , (21a)
R≫ ℓ∗ : V(D) ∼ RD . (21b)
Given a probing scale ℓ, the Hausdorff dimension runs
from dH(ℓ ≪ ℓ∗) ∼ Dα∗ in the ultraviolet to dH(ℓ ≫
ℓ∗) ∼ D in the infrared.
We conclude with yet another generalization, when the
fractional charges in Eq. (19) are promoted to complex
parameters, α → α + iω [23, 40, 45]. Measures of this
type can be rendered real by combining conjugate pairs of
weights, thus generating an oscillatory pattern periodic
in ln(|x|/ℓ∞), where ℓ∞ is a fundamental scale which
can be identified with the Planck length [23]. In one
dimension, these measures are of the form
vα,ω(x) := vα(x)
{
1 +Aα,ω cos
[
ω ln
( |x|
ℓ∞
)]
+Bα,ω sin
[
ω ln
( |x|
ℓ∞
)]}
, (22)
where A and B are real. Log-oscillating geometries occur
frequently in chaotic systems [71] and are characteristic of
self-similar fractals [72]. In fact, complex fractional cal-
culus is a better approximation of deterministic fractals
than real-order calculus [55], and, in this sense, it may
be regarded as a more complete description of anomalous
geometries. Moreover, complex measures associated with
deterministic fractals can have concrete physical applica-
tions in, for instance, quantum systems and statistical
mechanics [73–75].
Log-oscillating measures are endowed with discrete
symmetries. Because of this and the natural presence
of a fundamental scale, when applied to spacetime itself
they give rise to a rich hierarchy of scales and geometry
regimes with intriguing physical interpretations [23, 40].
In the present work, we mention only that we can let os-
cillating measures fall in the category of positive factor-
izable measures (15) and (16) provided A2α,ω+B
2
α,ω ≤ 1.
Then, vα,ω ≥ 0, and one can include in the forthcoming
discussion also
v¯(x) :=
∏
µ
v¯(xµ) :=
∏
µ

∑
n,l
gαn,ωlvαn,ωl(x
µ)

 , (23)
where gαn,ωl > 0.
The results of Ref. [43] on quantum mechanics in
anomalous spacetimes are thus valid also for multifrac-
tional and log-oscillating measures when selecting (19)
and (23).
III. CLASSICAL SCALAR FIELD THEORY
A. Fractional and integer pictures
A scalar field with potential V living in factorizable
(and, in particular, multifractional) Minkowski spacetime
is governed by the action
S =
ˆ +∞
−∞
d̺(x)
[
1
2
φKvφ− V (φ)
]
=
ˆ +∞
−∞
d̺(x)
[
−1
2
DµφDµφ− V (φ)
]
, (24)
where in the last step we took advantage of the weights
in D to integrate by parts and obtain a quadratic form.
In the integration by parts, boundary terms evaluated at
x = ±∞ can be omitted by requiring suitable asymptotic
6behaviour of the fields, whereas possible boundary terms
at xµ = 0 vanish under the assumption of continuity of
∂µ[
√
v(x)φ(x)] at the origin.
Notice that, by defining
ϕ(x) :=
√
v(x)φ(x) , (25)
for a power-law potential V (φ) ∝ φn the action (24) be-
comes
S =
ˆ +∞
−∞
dDx L¯ , (26a)
L¯ = −1
2
∂µϕ∂
µϕ− [v(x)]1− n2 V (ϕ) , (26b)
which is an action in ordinary spacetime but with a
nonautonomous (i.e., explicitly coordinate-dependent)
potential. The quadratic potential (n = 2, mass term)
does not have any nonautonomous factor, and in the
free (quadratic) Lagrangian the fractional measure can
be completely reabsorbed in a field redefinition. We say
the theory (24) expressed in fractional spacetime to be
in the “fractional” or “scalar density picture,” while the
one in the field variable ϕ is in the “integer” or “scalar
picture.”
To justify these names, we notice that φ is a scalar with
respect to the symmetries of ordinary spacetime, but it
is a scalar density of weight −1/2 from the point of view
of fractional spacetime (so ϕ is a genuine scalar).
Consider first a generic field f(x) in ordinary spacetime
and an infinitesimal coordinate transformation x→ x′ =
x+δx. As is well known, for the field f two distinct trans-
formations can be defined. The first is the functional
transformation f(x) → f ′(x) := f(x) + δf(x), which
is the field transformation evaluated at the same point.
This is the field variation used to recover the Euler–
Lagrange equations of motion. The complete transforma-
tion δ0f(x) should also take into account the correspond-
ing coordinate transformation, namely, f(x)→ f ′(x′) :=
f(x) + δ0f(x). This transformation typically defines the
“type” of field under the specific transformation δx. For
example, in Minkowski spacetime all the fields are usu-
ally taken to be scalars under translations, whereas under
Lorentz transformations they can be scalars, spinors, vec-
tors, and so on. Clearly, for infinitesimal transformations
the following relation holds:
δ0f(x) = δf(x) + δx
µ∂µf(x) . (27)
If f = ϕ is a scalar field under translations, δ0ϕ = 0.
In ordinary spacetime, x′
µ
= xµ + δxµ = xµ − ǫµ is a
translation (ǫ is constant) and in this case the interpre-
tation of Eq. (27) is that the functional variation δϕ(x)
should compensate the original coordinate transforma-
tion to guarantee δ0ϕ = 0. The (infinite-dimensional)
Hermitian generator of translations in Minkowski space-
time is the operator pˆµ = −i∂µ. Accordingly, the unitary
infinite-dimensional representation of translations ǫµ is
given by U¯ǫ := e
iǫµpˆµ = eǫ
µ∂µ , and the finite functional
variation reads
ϕ′(x) = Uǫϕ(x) = e
ǫµ∂µϕ(x) = ϕ(x+ ǫ) . (28)
As expected, the above transformation is precisely the
one needed to compensate the coordinate transformation
x→ x−ǫ, so that ϕ is indeed a scalar under translations:
The infinitesimal version of (28) is δϕ(x) = ǫµ∂µϕ(x),
and since δxµ = −ǫµ, (27) gives
δ0ϕ(x) = ǫ
µ∂µϕ(x) − ǫµ∂µϕ(x) = 0 . (29)
This is the definition of scalar field under translations.
In factorizable spacetimes with measure weight v(x),
the operator pˆµ = −i∂µ is not self-adjoint with respect
to the natural scalar product. The self-adjoint derivative
operator is rather [see Eq. (5)]
Pˆµ := −iDµ . (30)
This is the generator of “fractional translations,” so that
their unitary infinite-dimensional representation is [43]
Uǫ := e
iǫµPˆµ =
1√
v
U¯ǫ
√
v . (31)
The action of a fractional translation on a scalar function
φ(x) can be easily inferred from Eq. (25), leading to
φ′(x) := Uǫφ(x) =
1√
v(x)
ϕ(x+ ǫ)
=
√
v(x + ǫ)
v(x)
φ(x + ǫ) . (32)
In infinitesimal form, expanding (32) up to O(ǫ),
δφ = ǫµDµφ , (33)
so that
δ0φ = ǫ
µDµφ− ǫµ∂µφ = 1
2
ǫµ
∂µv
v
φ
= −1
2
δxµ
∂µv
v
φ 6= 0 , (34)
and, as anticipated, with respect to translations in frac-
tional spacetimes, φ is a scalar density of weight −1/2.
Equations (29) and (33) are mutually consistent, because
δ is a field (not coordinate) variation, and δϕ = δ(
√
vφ) =√
vδφ. It also follows that δ∂µϕ = ∂µδϕ and
δDµφ = Dµδφ . (35)
In the next sections we will employ only the scalar den-
sity picture, which is the fundamental one, leaving par-
allel calculations in the integer picture to the Appendix.
7B. Functional variations and equations of motion
In fractional spaces, functional derivatives δv should
be such that
δvη(x)
δvη(y)
= δv(x, y) =
δ(x− y)√
v(x)v(y)
, (36)
leading to the relation
δv
δvη(x)
=
1
v(x)
δ
δη(x)
(37)
for any function η(x). [If the functional is integrated only
on spatial coordinates, then the prefactor is 1/v(x).]
As an important note of caution, we stress that, al-
though Eq. (37) is formally (i.e., as a local limit) ill de-
fined at the measure singularities [if any, as x = 0 in the
original fractional case (2)] and zeros, both the scalar and
fractional formulations of the theory are well defined, be-
cause (37) is in the sense of distributions and measure
factors cancel one another.
Functional Taylor expansions are independent from the
picture adopted (fractional or integer): For any func-
tional A,
A[f + η] = A[f ] +
∞∑
n=1
1
n!
ˆ
dDy1 · · · dDyn
× δ
nA[f ]
δf(y1) · · · δf(yn) η(y1) · · · η(yn)
= A[f ] +
∞∑
n=1
1
n!
ˆ
d̺(y1) · · · d̺(yn)
× δ
n
vA[f ]
δvf(y1) · · · δvf(yn) η(y1) · · · η(yn) ,
(38)
where in the last equation we made use of (37). Conse-
quently, distinction between ordinary and fractional vari-
ation is immaterial for the equations of motion, since
δvS = 0 implies δS = 0 including at measure singulari-
ties, if any. Eventually, using (35) one finds
∂L
∂φ
−Dµ ∂L
∂(Dµφ) = 0 , (39)
that is,
DµDµφ− V,φ(φ) = 0 . (40)
C. Free theory: Poincare´ symmetry
Fractional spacetimes break translation invariance,
and, consequently, ordinary momentum is not conserved.
In spite of this fact, it is possible to define mass and spin
for a free particle and a propagator whose poles in mo-
mentum space are precisely the masses of the one-particle
states. Clearly, consistence with translation noninvari-
ance requires that the momentum operator is not the
usual translation generator. On the other hand, mass
and spin can be unambiguously defined only for theo-
ries where the generators satisfy the Poincare´ algebra.
This is precisely the route we shall follow: (i) Find the
infinite-dimensional representations of operators Pˆ and
Jˆ satisfying the Poincare´ algebra
[Pˆµ, Pˆν ] = 0 , (41a)
[Pˆµ, Jˆνρ] = i(ηµρPˆν − ηµν Pˆρ) , (41b)
[Jˆµν , Jˆσρ] = i(ηµρJˆνσ − ηνρJˆµσ + ηνσJˆµρ − ηµσ Jˆνρ) ;
(41c)
(ii) find a vector space whereupon these operators act;
(iii) find the eigenstates of Pˆ 2 and Wˆ 2 (where Wˆµ =
ǫµνρσPˆν Jˆρσ/2 is the Pauli–Lubanski pseudovector). For
a local relativistic theory, there is the further requirement
that the vector space found in (ii) be invariant under
representations of Pˆ and Jˆ .
It turns out that the fractional free theory does admit
a Poincare´ algebra (41). The only difference between the
standard case and fractional spacetimes is that the oper-
ators Pˆ and Jˆ will not generate ordinary Poincare´ trans-
formations but something slightly more exotic. In the
interacting theory, these deformed Poincare´ transforma-
tions will be further modified, and the Poincare´ algebra
will be broken.
We show that we can identify the generators in (41a)
with the ones defined in (30). In fact, it is immediate to
verify that the latter commute, so that (41a) is satisfied.
Furthermore, in the action (24), the kinetic term and a
mass term (quadratic potential) are invariant under the
action of the transformations (32). These are immedi-
ate consequences of the transformation properties of φ
described in Sec. III A. From (41a), [Uǫ, Pˆµ] = 0, and
hence
Pˆ ′µφ
′(x) := Uǫ(Pˆµφ) = Pˆµ(Uǫφ)
= −i 1√
v(x)
∂µ
[√
v(x)
√
v(x+ ǫ)
v(x)
φ(x + ǫ)
]
= −i
√
v(x+ ǫ)
v(x)
1√
v(x + ǫ)
×∂µ
[√
v(x + ǫ)φ(x + ǫ)
]
=
√
v(x+ ǫ)
v(x)
[Pˆµφ](x + ǫ) , (42)
where in the last step we made explicit the coordinate
dependence of Pˆ . Therefore, an action with a kinetic
8term of the type PˆµφPˆ
µφ is invariant under (32):ˆ
dDx v(x) [Pˆµ
′φ′](x) [Pˆµ′φ′](x)
=
ˆ
dDx v(x+ ǫ) [Pˆµφ](x + ǫ) [Pˆ
µφ](x + ǫ)
=
ˆ
dDx′ v(x′) [Pˆµφ](x
′) [Pˆµφ](x′) . (43)
A mass term is also invariant, sinceˆ
dDx v(x)φ′
2
(x) =
ˆ
dDx v(x + ǫ)φ2(x+ ǫ)
=
ˆ
dDx′ v(x′)φ2(x′) . (44)
Consequently, the fractional translation operators Pˆ do
indeed generate transformations which are symmetries of
the free action. Higher-order potentials are not invariant
under fractional translations.
Fractional Lorentz transformations are generated by
the operator
Jˆνρ := xνPˆρ − xρPˆν = 1√
v
ˆνρ
√
v . (45)
As before, this operator is not associated with ordinary
rotations and boosts, which are generated by ˆνρ :=
xν pˆρ−xρpˆν . From the commutation relations between pˆ
and ˆ, it follows immediately that Eq. (41b) holds.2 The
same route leads to verification of (41c).
The action of a fractional Lorentz transformation on a
field φ(x) is defined by φ′(x) = Uωφ(x), where Uω is the
infinite-dimensional unitary representations of the frac-
tional Lorentz transformations Jˆ with parameters ω:
Uω := e
− i
2
ωµν Jˆµν =
1√
v
U¯ω
√
v , (46a)
U¯ω := e
− i
2
ωµν ˆµν . (46b)
Equation (46) with Jˆ replaced by the usual D-
dimensional generators of Lorentz transformations de-
fines the corresponding D-dimensional Lorentz matrix
Λµν ≈ δµν + ωµν . It is not difficult to verify that the
action (24) with quadratic potential is indeed invariant
under the transformation generated by (46). This is a
consequence of the counterparts of Eqs. (32) and (42)3:
Uωφ(x) =
√
v(x′)
v(x)
φ(x′) , (47a)
Uω[Pˆµφ(x)] =
√
v(x′)
v(x)
[Pˆ ′µφ](x
′) , (47b)
2 A direct calculation is lengthier. One shows that PˆµJˆνρφ =
−iηµν Pˆρφ + xν PˆµPˆρφ, while JˆνρPˆµφ = xν PˆρPˆµφ. Taking the
difference of these expressions and using (41a), one obtains Eq.
(41b).
3 For instance, the first expression can be verified as follows:
Uωφ(x) = v−1/2U¯ω [v1/2φ(x)] = v−1/2U¯ωϕ(x) = v−1/2ϕ(x′).
We omit the direct calculation, which is based on the infinitesi-
mal transformation Uω ≈ 1− (i/2)ωµν Jˆµν .
where
x′
µ
= Λµνx
ν (48)
and Pˆ ′µ = Λ
ν
µ Pˆν . Although the Lorentz transformation
on the coordinates are the usual D×D matrices, the free
action is invariant under the fractional representation of
the Poincare´ group via the operators Pˆµ and Jˆµν .
Since a scalar field has vanishing spin, the study of
Lorentz transformations and related invariants does not
add more information on the fields. Classically, all
the Noether invariants associated with Lorentz transfor-
mations can be written solely in terms of the energy-
momentum tensor (the angular momentum is purely or-
bital). Quantum mechanically, a scalar field generates
states that belong to the trivial representation of Wˆ 2.
Consequently, from now on we shall concentrate mainly
on the transformations generated by Pˆ .
D. Energy-momentum tensor
The derivation of the energy-momentum tensor high-
lights the subtlety in the transformation property of the
scalar density φ. In the following, we denote
πµ :=
∂L
∂(Dµφ) = −Dµφ . (49)
Consider a coordinate and field transformations x→ x+
δx, φ→ φ+ δ0φ. Then,
δ0S =
ˆ [
δ(dDx)vL+ dDxLδ0v + dDx vδ0L
]
=
ˆ
dDx[vL∂µδxµ + L∂µvδxµ
+v(δL+ ∂µLδxµ)]
=
ˆ
dDx [∂µ(vLδxµ) + vδL]
(35)
=
ˆ
dDx
[
∂µ(vLδxµ) + v
(
∂L
∂φ
δφ+ πµDµδφ
)]
(39)
=
ˆ
dDx [∂µ(vLδxµ) + v (Dµπµδφ+ πµDµδφ)]
=
ˆ
dDx∂µ (vLδxµ + vπµδφ)
=
ˆ
dDx∂µ [(vδ
µ
νL− vπµDνφ) δxν ]
=
ˆ
dDx∂µ (vT
µ
ν δx
ν) , (50)
where in the next-to-last step we used the generalization
of Eq. (33) to an arbitrary coordinate transformation,
δφ = −δxνDνφ, and we defined
Tµν := ηµνL+DµφDνφ . (51)
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momentum tensor satisfies a continuity equation
∂µT¯
µ
ν = 0 by virtue of the fact that translation is a sym-
metry of the system, δ0S = 0. This does not happen in
the fractional case. In fact, for a translation, δxµ = −ǫµ
is constant, and one ends up with
δ0S = −
ˆ
dDx∂µ (vT
µ
ν ) ǫ
ν . (52)
The left-hand side does not vanish because S is not left
invariant by a coordinate transformation due to the po-
tential:
δ0S =
ˆ
dDx′ v(x′)L′(x′)−
ˆ
dDx v(x)L(x)
= −
ˆ
dDx {v(x− ǫ)V ′[φ(x − ǫ)]− v(x)V [φ(x)]}
= −
ˆ
dDx [−ǫν∂νvV (φ) + vV,φδ0φ]
(34)
= −
ˆ
dDx∂νv
(
1
2
φV,φ − V
)
ǫν . (53)
Equating (52) to (53) and due to the arbitrariness of
ǫν , we obtain
∂µ(vT
µ
ν) = ∂νv
(
1
2
φV,φ − V
)
. (54)
Equation (54) is not yet in its final form. In fact, the
components of T µν are scalar densities with weight −1
with respect to translations (they are bilinears of scalar
densities of weight −1/2). Thus, it follows that the nat-
ural derivative acting on them in fractional spaces is
Dˇµ := 1
v
∂µ (v · ) . (55)
Taking this on board, the continuity equation reads
DˇµT µν = ∂νv
v
(
1
2
φV,φ − V
)
=: sν(x, φ) . (56)
Therefore, T µν is not conserved in the usual sense even
in the free theory (n = 2), when the right-hand side of
Eq. (A.6) vanishes identically but the derivative in the
left-hand side still carries a hidden self-source term.
Integrating (56) on a spatial slice, with appropriate
(vanishing) boundary conditions of the fields at spatial
infinity, we obtain the conservation equation
DˇtP ν =
ˆ
d̺(x) sν(x, φ) , (57)
where the momentum D-vector P ν is defined by
P ν :=
ˆ
d̺(x)T 0ν , (58)
and d̺(x) = dx v(x). The explicit components read
H := P 0 =
ˆ
d̺(x)
[
1
2
π2φ +
1
2
DiφDiφ+ V (φ)
]
,(59)
P i = −
ˆ
d̺(x)πφDiφ , (60)
where
πφ := Dtφ . (61)
As expected, the fractional momentum is never con-
served in time, not even for a quadratic potential [that
makes the right-hand side of (57) vanish]. In particular,
for ν = 0 the fractional Hamiltonian H is not conserved
in time due to dissipation from the fractional measure.
IV. INTERACTING THEORY: DEFORMED
POINCARE´ ALGEBRA
In this section we show that the time-space transla-
tion algebra does not close. The same type of steps lead
to an analogous conclusion for Lorentz boosts and rota-
tions. Therefore, in the free theory there is an accidental
Poincare´ invariance which is broken in the interacting
case.
Equal-time fractional Poisson brackets are defined as4
{A(x), B(x′)}v :=
ˆ
d̺(y)
[
δvA(x)
δvφ(y)
δvB(x
′)
δvπφ(y)
− δvA(x)
δvπφ(y)
δvB(x
′)
δvφ(y)
]
, (62)
which imply the following canonical fractional Poisson
brackets:
{φ(t,x), πφ(t,x′)}v = δv(x,x′)
=
δ(x − x′)√
v(x)v(x′)
, (63a)
{φ(t,x), φ(t,x′)}v = 0 , (63b)
{πφ(t,x), πφ(t,x′)}v = 0 . (63c)
There follows the relation
{·, ·}v = v0(t) {·, ·} , (64)
where it is understood that the brackets in the right-
and left-hand side are computed via the conjugate pair
(φ, πφ) and (ϕ, πϕ), respectively, where πϕ = ϕ˙ =
√
vπφ.
Canonical fractional brackets allow us to write the
equations of motion as Hamilton equations, showing that
4 Since integration is only over spatial variables, the fractional
functional derivative has a factor 1/v(x). See the comment below
Eq. (37).
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H is the canonical generator of fractional time transla-
tions:
Dtφ = {φ,H}v , Dtπφ = {πφ, H}v . (65)
The first equation coincides with (61), while the second is
the equation of motion (40). A cross-check can be done
by using the scalar picture described in the Appendix:
Comparing (A.9) with (65) reproduces condition (64).
Similarly, from Eqs. (60) and (62) it immediately follows
that
−Diφ = {φ, P i}v , −Diπφ = {πφ, P i}v , (66)
so that indeed the momentum P ν associated with the
Noether current is the generator of weighted derivatives
through fractional Poisson brackets:
−Dµφ = {φ, Pµ}v . (67)
Finally, we shall verify under which conditions the mo-
mentum algebra is satisfied. Clearly, {H,H}v = 0 by
antisymmetry. The bracket {P i, P j}v can be made to
vanish under suitable boundary conditions of the fields
at infinity. In fact, it is a boundary term: From Eqs. (62)
and (60), we get
{P i, P j}v =
ˆ
d̺(x)d̺(y) {πφ(t,x)Diφ(t,x), πφ(t,y)Djφ(t,y)}v
=
ˆ
d̺(x)
[Diφ(t,x)Djπφ(t,x) −Djφ(t,x)Diπφ(t,x)]
=
ˆ
dx
[
∂i
(√
v(x)φ(t,x)
)
∂j
(√
v(x)πφ(t,x)
)
− (i↔ j)
]
=
ˆ
dx ∂i
[√
v(x)φ(t,x)∂j
(√
v(x)πφ(t,x)
)]
− (i↔ j) = 0 . (68)
The mixed bracket in general does not vanish. By using Eqs. (62), (59), (60), and (40), it can be written, on shell, as
{P i, H}v = −
ˆ
d̺(x)d̺(y)
{
πφ(t,x)Diφ(t,x), 1
2
(πφ(t,y))
2 +
1
2
(Djφ(t,y))2 + V (φ(t,y))
}
v
=
ˆ
d̺(x)
[
πφ(t,x)Diπφ(t,x) +Diφ(t,x)
(−DjDjφ(t,x) + V,φ(φ))]
=
ˆ
d̺(x)
[Dtφ(t,x)Diπφ(t,x)−Diφ(t,x)D0πφ(t,x)]
=
[
∂t +
v˙0(t)
v0(t)
] [
−
ˆ
d̺(x)πφ(t,x)Diφ(t,x)
]
= P˙ i +
v˙
v
P i = DˇtP i . (69)
This last bracket does not vanish in fractional spaces,
spoiling the momentum algebra of the general theory.5
This is not surprising, since the theory is not transla-
tion invariant. In such a case, the physical interpreta-
tion of the quantum theory could be troublesome. The
mass of a particle state is the eigenvalue of the operator
−PµPµ only if Pµ satisfies the Poincare´ algebra, and,
consequently, it would be unclear what a theory describes
at the quantum level if Poincare´ symmetry were missing.
Fortunately, this is not exactly the case we are consider-
ing, and we are in an intermediate position: Perturbation
theory can be consistently defined. In a quantum theory,
perturbative particle states are generated by creation op-
erators in a spacetime region where the interaction is
adiabatically switched off. This means that, to clearly
5 On the contrary, in the usual Minkowskian case the right-hand
side of (69) is P˙ i, which vanishes as P i is a conserved Noether
charge.
identify (and label) the physical parameters characteriz-
ing a particle (such as its mass and spin), it is understood
that the particle should be free: There exist asymptotic
quantum field operators φin and φout satisfying free equa-
tions of motion, and the physical Hilbert spaces is built
through repeated action of asymptotic (free) creation op-
erators on the vacuum. “Free fields” means fields with
quadratic potential and, from Eqs. (69), (56), and (57),
it follows that
{P i, H}v =
ˆ
dx ∂iv(x)
[
1
2
φV,φ(φ)− V (φ)
]
, (70)
which does vanish for V ∝ φ2. The momentum algebra
closes for free theories, and asymptotic quantum states
can be unambiguously defined.
At this point, the physical interpretation of the sys-
tem enters into a sharper focus. Having established that
fractional integrals approximate certain fractal sets (Sec.
4.4 of Ref. [39]) and following the physical interpreta-
tion of fractional integrals given in classical mechanics
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(Sec. 2.6 of Ref. [39]), we end up with a two-part physi-
cal system. Fractional mechanical systems are dissipative
[43, 76–80], where the order α is the fraction of states sur-
viving at a given time. These states can be imagined to
be distributed inside a fractal F , while states located out-
side F are lost. The same picture holds in fractal spaces
or spacetimes, in particular in the fractional realization.
Here, an observer lives inside fractional Minkowski space-
time MDα (with nontrivial measure weight), in turn em-
bedded in the ambient space MD (the bulk, with ordi-
nary Lebesgue measure), Minkowski space. According
to the observer (fractional picture), the integer Poincare´
algebra is deformed and Noether charges are not con-
served; at the quantum level, this corresponds to a loss
of unitarity (see also [43, 76]), parametrized by the frac-
tional charge α. Energy and information are lost in the
bulk. From the perspective of the ambient space (inte-
ger picture) this is an exchange of energy or information
between different parts of a nonautonomous, nonconser-
vative system. This differs from the interpretation of the
Lebesgue–Stieltjes model of [37], where this macrosystem
was regarded as conservative. Because of the greater level
of control over all the details of the algebra, the present
interpretation supersedes the one in Ref. [37]. In multi-
fractional spacetimes, varying the scale is equivalent to
varying α, so any relative change of probability between
two scales ℓ and ℓ′ will be reflected in a change of mag-
nitude in the dissipation effect.
V. QUANTIZATION OF THE FREE THEORY
AND FREE PROPAGATOR
We shall consider the free case, with potential V =
1
2m
2φ2. Then, the momentum algebra is satisfied, and
Pµ can be interpreted as momentum and −PµPµ as the
mass operator. Nonetheless, as a quantum operator, Pˆµ
cannot be associated with the derivative operator ∂µ but,
rather, to −iDµ; see Eq. (30).
Since the functions (9) are eigenstates of Pˆµ =
−iDµ, it is natural to decompose the field φ(x) ac-
cording to (10). Then, the fractional equation of mo-
tion DµDµφ(x) − m2φ(x) = 0 is mapped into an alge-
braic equation which is indistinguishable from the corre-
sponding equation in usual nonfractional scalar theory,
(p2 +m2)φ˜(p) = 0, whose obvious solutions are
φ˜(p) = δ(p2 +m2)φ(p)
=
1
2ω(p)
{φ(ω,p) δ[p0 − ω(p)]
+φ(−ω,p) δ[p0 + ω(p)]} . (71)
Here ω(p) :=
√
p2 +m2, and φ(p) = φ(p0,p) is an ar-
bitrary function evaluated on the support p2 +m2 = 0.
The inverse momentum transform (10) gives the field de-
composition.
The canonical conjugate momentum is πφ(x) =
Dtφ(x), so that, from Eqs. (25) and (9), we have
φ(x) =
1√
v0(t)
ˆ
d̺(p)√
2ω(p)
[
a†(p)e∗v(p, x)
+ a(p)ev(p, x)
]
p0=ω(p)
, (72a)
πφ(x) =
i√
v0(t)
ˆ
d̺(p)
√
ω(p)
2
[
a†(p)e∗v(p, x)
− a(p)ev(p, x)
]
p0=ω(p)
, (72b)
where
a(p) =
φ(ω,p)√
4πω(p)v(p)
(73)
and
ev(p, x) =
eip·x
(2π)
D−1
2
√
v(x)v(p)
∣∣∣∣∣
p0=ω(p)
. (74)
According to our conventions on fractional integrations
when only space variables are involved, ev(p, x) is defined
and normalized in such a way that
ˆ
d̺(p) e∗v(p, x) ev(p, y)
∣∣∣∣
x0=y0
= δv(x,y) =
δ(x− y)√
v(x)v(y)
, (75a)
ˆ
d̺(x) e∗v(p, x) ev(k, x)
∣∣∣∣
x0=0
= δv(p,k) =
δ(p− k)√
v(p)v(k)
. (75b)
In fractional spaces the correspondence principle re-
lating the commutator of two quantum operators in the
Heisenberg picture and the fractional canonical bracket
of the corresponding classical observables is [see Eq. (64)]
v0(t)[A(t), B(t)] = i~{A(t), B(t)}v , (76)
leading to the canonical equal time commutators (~ = 1)
[φ(t,x), πφ(t,y)] =
i
v0(t)
δv(x,y) , (77)
with the other commutators vanishing. This implies the
algebra [
a(p), a†(p′)
]
= δv(p,p
′) , (78a)[
a†(p), a†(p′)
]
= 0 , (78b)
[a(p), a(p′)] = 0 . (78c)
Accordingly, the pair (a(p), a†(p)) has the same interpre-
tation of annihilation and creation operators in fractional
spaces as in usual Minkowski spacetimes. Introducing the
fractional vacuum state |0〉v as the only eigenstate of the
operator a(p) with a vanishing eigenvalue, it is possible
12
to create a Fock space through repeated action of a† op-
erators on the vacuum state, a†(p1) · · · a†(pn)|0〉v. Such
states are eigenstates of the (normal ordered) momentum
operator
P ν =
ˆ
d̺(x) : T 0ν :
=
1
v0(t)
ˆ
d̺(p) pνa†(p)a(p)
∣∣
p0=ω(p)
, (79)
with eigenvalues pν = (
∑n
i=1 ω(pi) ,
∑n
i=1 pi). The nor-
malization of the one-particle state |p〉v = a†(p)|0〉v is
〈p|k〉v = δv(p,k).
The presence of the factors 1/
√
v0(t) in Eqs. (72a)
and (72b) is important. In the definition of φ, this fac-
tor is necessary to render
√
v(x)φ a free scalar field in
Minkowski spacetime [see Eq.(25)]; the remaining
√
v(x)
factor simplifies the corresponding weight hidden in the
definition of ev(p, x). Concerning πφ, the same factor
makes the definition of conjugate momentum as weighted
derivative, πφ(x) = Dtφ(x) = [v(t)]−1/2∂t[
√
v(t)φ(x)],
consistent with the integer-picture commutators (see the
Appendix, Sec. 3, for details).
Finally, the Feynman two-point function is
G(x, y) = i〈0 |T [φ(x)φ(y)]| 0〉v
=
ˆ
d̺(k)
ev(k, x)e
∗
v(k, y)
k2 +m2 − iǫ =
G¯(x− y)√
v(x)v(y)
,
(80)
where T denotes the chronologically ordered product, in-
tegration is over the D-dimensional momentum space,
−iǫ in the integrand enforces the causal prescription, and
G¯ is the ordinary propagator in integer spacetime. The
ev(k, x) functions in (80) are those in Eq. (9), which are
eigenfunctions of the operator −iDµ with eigenvalue kµ.
Consequently, from (11) it follows that (80) is a solution
of the (fractional) Green equation
(−DµDµ +m2)G(x, y) = δv(x, y) . (81)
Equation (80) states that the propagator in position
space is the usual one times a measure prefactor. The
pole structure of Eq. (80) is identical to the standard
case, since the momentum-space measure is reabsorbed
by the normalization of the ev(k, x). Therefore, we have
the usual mass poles irrespective of the form of the
measure, i.e., both in the fractional case (2) for any α
and in the multifractional case (19). This means that
the concept of particle field with mass m is meaning-
ful in multifractional spacetimes and valid at any scale,
throughout the whole dimensional flow. Contrary to
other approaches such as asymptotic safety [10] and the
Lebesgue–Stieltjes toy model of Refs. [4, 37], the propa-
gator in position space is not logarithmic at the UV crit-
ical point, where the dimension of spacetime is 2. On the
other hand, in Lifshitz-type theories, where higher-order
spatial derivatives are present and dominate at different
regimes, the k0 (and hence pole) structure of the prop-
agator remains the same at all scales [16, 81–84], as in
multifractional models (see [44] for a comparison with
asymptotic safety and Horˇava–Lifshitz spacetimes).
Notice also that Eq. (80) can be regularized and then
expressed as the integral of a probability density function,
as in the integer case (e.g., [85]). In Euclidean signature,
the kernel
Gl(k) :=
e−l(k
2+m2)
k2 +m2
=
ˆ +∞
l
dσ e−σ(k
2+m2) (82)
provides the regularized correlation function
Gl(x, y) =
ˆ
d̺(k)Gl(k) ev(k, x)e
∗
v(k, y)
=
ˆ +∞
l
dσ e−σm
2
u(x, y, σ) , (83)
where u(x, y, σ) = [v(x)v(y)]−1/2(4πσ)−D/2 exp[−|x −
y|2/(4σ)]. One recognizes u as the solution of the diffu-
sion equation with nonanomalous diffusion time describ-
ing the ordinary Brownian motion of a point particle from
point x to point y [42]. It is the ordinary Gaussian dis-
tribution of a Wiener process times a measure prefactor.
VI. DISCUSSION
After studying the symmetry structure of a classical
scalar field theory in multifractional Minkowski space-
time, we have quantized the field in terms of creation and
annihilation operators and found the Feynman propaga-
tor. Although ordinary Poincare´ invariance is broken,
there exists a Poincare´ algebra of generators of symme-
tries for the free theory, which makes it possible to define
the concept of mass as in ordinary spacetimes. Factoriz-
ability of the coordinate dependence of the measure [Eq.
(15)] is crucial for consistency. A facultative tool one
can employ is the formal equivalence, at the level of the
action in position space, between systems in fractional
spacetimes and a class of nonautonomous systems with
ordinary measure dDx, where a certain explicit coordi-
nate dependence is present in the Lagrangian. At least
for a scalar field theory, multifractal spacetimes provide a
physical and geometric interpretation of a quantum field
theory with spacetime-dependent couplings.
Multifractional measures can be defined as factoriz-
able, thus entering the picture automatically and provid-
ing an important extension of the work done here and
previously. All the results are then applied not only at
a given scale [v(x) = vα(x), Eq. (2)], but at any scale as
well [Eq. (19)]. As we pointed out in the previous sec-
tion, the mass poles in the propagator persist all the way
through the deep UV (α → 2/D, Hausdorff dimension
dH = 2) where geometry, however, is nonconformal. If
we started with a Lagrangian with a fractional kinetic
term of order 2γ, the eigenvalue −k2 in the propaga-
tor would be replaced by −k2γ := |k0|2γ −∑D−1i=1 |ki|2γ
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[42, 47]. This would give rise to a branch cut and a con-
tinuous spectrum of quasiparticle modes, thus rendering
the interpretation of the quantum theory far less tradi-
tional than the present one with a second-order kinetic
term.
The study of quantum interactions and of the renor-
malization properties of fractional scalar field theory will
be the next natural step.
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Appendix: Integer picture
All the results of the paper can be recast in the scalar
(or integer) picture after the field redefinition (25). Be-
fore doing so in this Appendix, we stress that one cannot
abandon the knowledge of the nontrivial position mea-
sure after the trick (25). Volume integrals, inner prod-
ucts and many other ingredients of the theory are con-
sistently defined before any field redefinition. The free
theory is only formally identical to the integer one, be-
cause as soon as one looks into details in the model one
recognizes that there are differences even in the absence
of interactions; some of these differences are discussed
below Eq. (4), others in Ref. [43]. Here we recall only
that the definition of the action symmetries and of the
position coordinate scaling (and, hence, of a nontrivial
momentum space) fixes once and for all the geometry
and scale identifications. Thus, even if one can get rid
of the measure weights at the level of the free action in
the present model of fractional spacetimes,6 one cannot
forfeit the geometric structure of the model tout court.
Neither the field redefinition (25) nor any other change
of variable can affect the geometry of the system.
1. Equations of motion
One imposes δS = 0 in Eq. (26) under a functional
variation of the field ϕ → ϕ + δϕ and ends up with the
usual equation
∂L¯
∂ϕ
− ∂µ ∂L¯
∂(∂µϕ)
= 0 , (A.1)
corresponding, for a power-law potential V (ϕ) ∝ ϕn, to
∂µ∂
µϕ− [v(x)]1− n2 V,ϕ(ϕ) = 0 . (A.2)
This agrees, via (25), with Eq. (40).
6 In other fractional models the Laplacian is either non-self-adjoint
or a genuine nonlocal fractional operator (e.g., Ref. [47]), and
there is no field redefinition that can reabsorb the measure weight
and the nontrivial differential structure.
2. Energy-momentum tensor
Here we recover the (non)conservation law of the
energy-momentum tensor, Eq. (56), for a power-law po-
tential V (ϕ) = λϕn. Under an infinitesimal coordi-
nate and field transformation δxµ = x′µ − xµ, δ0ϕ(x) =
ϕ′(x′)−ϕ(x), the variation of the action can be obtained
along the same lines of the standard Noether theorem:
δ0S =
ˆ [
δ(dDx)L¯+ dDx δ0L¯
]
(27)
=
ˆ
dDx
[L¯∂µδxµ + (δL¯+ ∂µL¯δxµ)]
=
ˆ
dDx
[
∂µ(L¯δxµ) + ∂L¯
∂ϕ
δϕ+
∂L¯
∂∂µϕ
δ∂µϕ
]
=
ˆ
dDx
[
∂µ(L¯δxµ) +
(
∂L¯
∂ϕ
δϕ− ∂µϕ∂µδϕ
)]
(A.2)
=
ˆ
dDx∂µ
[L¯δxµ − ∂µϕδϕ]
(27)
=
ˆ
dDx∂µ
[(
δµν L¯+ ∂µϕ∂νϕ
)
δxν − ∂µϕδ0ϕ
]
.
(A.3)
The integrand in the right-hand side is (minus) the di-
vergence of the standard Noether current which, in the
case of translations δxµ = −ǫµ and δ0ϕ(x) = 0, is just
the energy-momentum tensor for the field ϕ:
T¯ µν := vTµν = δ
µ
ν L¯+ ∂µϕ∂νϕ . (A.4)
The nonautonomous potential breaks translation in-
variance, leading to
δ0S =
ˆ
dDx′ L¯′(x′)−
ˆ
dDx L¯(x)
= −λ
ˆ
dDx[ϕ(x)]n
{
[v(x− ǫ)]1−n/2 − [v(x)]1−n/2
}
= λ
(
1− n
2
)ˆ
dDx ǫν∂νv v
−n/2[ϕ(x)]n . (A.5)
Consequently, the energy-momentum tensor is not con-
served except in the n = 2 case, and the standard conti-
nuity equation is replaced by
∂µT¯
µ
ν =
(n
2
− 1
)
λ∂νv v
−n/2ϕn =: sν(x, ϕ) . (A.6)
Integrating Eq. (A.6) in space, we get the integer-picture
analog of (57),
˙¯P ν =
ˆ
dx sν(x, ϕ) , (A.7)
where the momentum D-vector in the integer picture is
defined as
P¯ ν :=
ˆ
dx T¯ 0ν = v0(t)P
ν . (A.8)
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Let H¯ := P¯ 0 be the Hamiltonian of the system. From
the usual Hamilton evolution equation ˙¯A = ∂tA¯+{A¯, H¯},
one infers, as in the main text, that the time-space trans-
lation algebra does not close. In fact, {P¯i, H¯} = ˙¯Pi 6= 0
unless n = 2. Here one uses the Hamilton equations
ϕ˙ = {ϕ, H¯} , π˙ϕ = {πϕ, H¯} , (A.9)
where a dot denotes the total derivative dt = d/dt and
πϕ = ϕ˙ =
√
vπφ is the momentum conjugate to ϕ.
3. Free propagator
We can take advantage of the fact that in the free case
it is always possible to redefine the field in such a way as
to reabsorb measure factors completely. Consequently,
its quantization is straightforward. Equation (71) is the
same in both fractional and integer pictures. From that,
one has
ϕ(x) =
1
(2π)
D−1
2
ˆ
dp
1√
2ω(p)
[
a¯†(p)e−ipx
+a¯(p)eipx
]
p0=ω(p)
(A.10)
and πϕ(x) = ϕ˙(x), where a¯(p) = φ(ω,p)/
√
4πω(p).
Quantization in the scalar picture is identical to that
of scalar fields in Minkowski spacetime. The correspon-
dence principle [ · , · ] = i { · , · } induces the usual Heisen-
berg algebra for the equal-time canonical commutation
relations:[
a¯(p), a¯†(p′)
]
= δ(p− p′) , (A.11a)[
a¯†(p), a¯†(p′)
]
= 0, [a¯(p), a¯(p′)] = 0.(A.11b)
Under the setting a¯(p) = a(p)
√
v(p), the holomorphic
algebra (A.11) is mapped into its natural generalization
to fractional spaces (78), i.e., the same algebra with delta
functions replaced by fractional ones. Consistently, upon
multiplication by v0(t)
√
v(x)v(y), Eq. (77) reproduces
the correct commutator [ϕ(t,x), πϕ(t,y)] = i δ(x− y) of
the scalar picture in Minkowski spacetime.
The Fock space is constructed as usual. With the con-
ventions of (A.10), the normalization of the one-particle
state |p〉 = a¯†(p)|0〉 is 〈p′|p〉 = δ(p− p′).
Finally, the difference between fields in the scalar and
fractional pictures is a c-number, so that there is no need
to modify the chronological ordering operator T , as
T [φ(x)φ(y)] = 1√
v(x)v(y)
T [ϕ(x)ϕ(y)] . (A.12)
Consequently, it is easy to verify that the free Feynman
propagator in integer picture is
G¯(x − y) = i〈0 |T [ϕ(x)ϕ(y)]| 0〉
=
ˆ
dDk
(2π)D
eik·(x−y)
k2 +m2 − iǫ . (A.13)
Equation (A.13) defines the free Feynman propaga-
tor, and it clearly satisfies the Green equation (− +
m2)G¯(x − y) = δ(x − y).
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