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Abstract
Accurate demand forecasting is one of the key aspects for successfully managing restau-
rants and staff canteens. In particular, properly predicting future sales of menu items allows a
precise ordering of food stock. From an environmental point of view, this ensures maintaining
a low level of pre-consumer food waste, while from the managerial point of view, this is critical
to guarantee the profitability of the restaurant. Hence, we are interested in predicting future
values of the daily sold quantities of given menu items. The corresponding time series show
multiple strong seasonalities, trend changes, data gaps, and outliers. We propose a forecasting
approach that is solely based on the data retrieved from Point of Sales systems and allows for a
straightforward human interpretation. Therefore, we propose two generalized additive models
for predicting the future sales. In an extensive evaluation, we consider two data sets collected
at a casual restaurant and a large staff canteen consisting of multiple time series, that cover a
period of 20 months, respectively. We show that the proposed models fit the features of the
considered restaurant data. Moreover, we compare the predictive performance of our method
against the performance of other well-established forecasting approaches.
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1 Introduction
The total turnover in the US restaurants sector is projected to reach $863bn in 2019, contributing
to 4 % of the gross domestic product [2]. Currently, the restaurant industry employs 15.3 million
people at one million locations across the United States. At the same time, the industry accounts
for 11.4 million tons of food waste that constitutes an estimated value of $25bn going to waste [3]
every year.
Food waste is a critical socioeconomic problem considering that 11.8 % of the households in
the U.S. suffered from food insecurity in 2018 [8]. Furthermore, production, transportation, and
disposal of unused food significantly impact the environment [1, 15]. On the other hand, food costs
represent 28 % to 35 % of sales in restaurants. Hence, reducing food waste can be critical to boost
profitability and to reduce the environmental impact of operating a restaurant. Furthermore, also
food service contractors face similar challenges when providing meals at staff canteens, hospitals,
etc.
Accurate demand forecasting is one of the key aspects for successfully managing restaurants
and, from an environmental point of view, maintaining a low level of pre-consumer food waste. In
this work, we are interested in predicting future values of the daily sold quantities of a given menu
item. Hence, we deal with time series that show multiple strong seasonalities, trend changes, and
outliers. Traditionally, judgmental forecasting techniques, based on the managers experience, are
applied to estimate future demand at restaurants. However, producing high quality forecasts is a
time consuming and challenging task, especially for inexperienced managers. Hence, we aim for
a data-driven approach that supports restaurant managers in their decision making.
Nowadays, most restaurants and canteens use (electronic) Point of Sales (POS) systems to keep
track of all their sales. Clearly, the resulting data inventories are valuable sources for various data
science applications such as forecasting future the sales numbers of menu items. In general, many
industries rely on POS data to predict future demand. However, especially in the retailing sector,
it is hard to make beneficial use of these estimates due to complicated supply chains and long lead
times. In contrast to that, the restaurant industry is characterized by short lead times when ordering
food stock and the absence of a complex supply chain.
Hence, we propose a forecasting approach that requires only POS data, i.e., weather informa-
tion and special promotions are not considered. Moreover, in order to ensure acceptance of the
approach among restaurant managers, the models ability for a straightforward human interpreta-
tion is critical.
The remainder of this paper is organized as follows. First, in Section 2, we provide a concise
problem description. In Section 3, we briefly discuss related literature. Then, in Section 4, we
propose our forecasting approach. In Section 5, we evaluate the prediction quality of our approach
using real-world data of sales in a restaurant and a canteen. Finally, Section 6 concludes the paper
and outlines future research directions.
2
2 Problem Description
This work is concerned with predicting the daily sold quantities of given menu items. This in-
formation, together with the recipes of the items, is essential to effectively manage the ordering
of food stock. In our use-case, an (electronic) Point of Sales (POS) system is the exclusive data
source. Typically, such systems create a new line item for each sold menu item together with a time
stamp. This way, large data inventories, consisting of thousands of line items, are created. Each
restaurant, let it be a small burger joint or a large company canteen, usually has many different
products on its menu. While some products are offered all year long, others are only seasonally
available. Moreover, the demand for certain products differs over the year.
Each menu item is usually identified through an unique ID. From the stored records, we can
query the accumulated number of sales of the different menu items for each day. Hence, gathering
the data required for our forecasting approach causes little to no additional administrative burden.
In some cases, it is reasonable to do forecasting for product groups rather than for individual menu
items. For example, a canteen may have a daily vegetarian option. Each day a different dish,
identified by its own ID, is served.
2.1 Assumptions
For now, we assume that the sales of individual menu items are independent of each other. By
design, a POS system only documents sales. The absence of recorded sales of a certain menu item
on a given day may be due to several reasons:
• The restaurant was closed. In this case, there is no recorded sale of any item at all.
• The item was not on the menu that day by choice or due to lack of stock.
• Nobody bought the product.
The opposite way, we assume that the restaurant was opened for business on a given day if there
is at least one recorded sale of any menu item. Therefore, the sold quantity of all menu items for
which there is no recorded sale (line item) is assumed to be zero.
Usually, data available from a POS system contains no records about when a product was added
to and when it was removed from the menu. Therefore, we assume that an item has been removed
from the menu if there is no recorded sale for 60 or more days.
3 Related Work
In this section, we give a brief overview of related literature. We focus on forecasting approaches
used in the restaurant industry as well as on the use of POS data.
A general view of forecasting methods for restaurant sales and customer demand is given in
the recent review paper by Lasek et al. [27]. Ryu and Sanchez [35] compare several methods
(moving average, multiple regression, exponential smoothing) in order to estimate the daily dinner
counts at a university dinning center. In their case, a study shows that multiple regression gives
the most accurate predictions. Also, Reynolds et al. [33] use multiple regression to predict the
annual sales volume of the restaurant industry (and of certain subsegments). Forst [12] applies
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ARIMA and exponential smoothing models in order to forecast the weekly sales (in USD) at a
small campus restaurant. Hu et al. [19] use ARIMA methods to predict the customer count at
casino buffets. Cranage and Andrew [10] use exponential smoothing to predict the monthly sales
(in USD) at a restaurant. Bujisic et al. [5] analyze the effects of weather factors onto restaurant
sales. The paper also contains a review of forecasting approaches for restaurant sales (with and
without weather factors). However, the authors point out that most work from the literature is
concerned with aggregated forecasts, i.e., only predictions for product categories or weekly sales
numbers are given, rather than forecasting sales of individual menu items per day.
Moreover, Tanizaki et al. [37] propose to use machine learning techniques in order to forecast
the daily number of customers at restaurants. Their predictions are based on POS data that is
enriched with external data, e.g., weather information and event data. Similarly, Kaneko and Yada
[23] present a deep learning approach to construct a prediction model for the sales at supermarkets
using POS data.
So far, this short review shows that existing work in the literature is mostly concerned with
predicting aggregated numbers rather than the sale of individual items. Moreover, it reveals that
using POS data is common practice in many industries. However, our review exposes a gap in the
existing literature as, to the best of our knowledge, there exists no work concerned with predicting
sales of individual menu items at restaurants (based on POS data).
Hence, we extend our review onto prediction approaches dealing with data showing similar
features than ours. The problem considered in this work is clearly a time series prediction prob-
lem. Its most dominant characteristics are: multiple strong seasonalities, trend changes, data gaps,
and outliers. Thus, the application of classical time series models such as ARIMA models or expo-
nential smoothing [18] is of limited use. These models can only account for one seasonality and,
moreover, require missing data points to be interpolated.
Therefore, Taylor and Letham [38] present a decomposable time series model that is similar
to a generalized additive model (GAM) [14]. It consists of three main components: trend, sea-
sonality, and holidays. The model is designed in such a way that it allows for a straightforward
human interpretation for each parameter allowing an analyst to adjust the model if necessary. The
approach is concerned with time series having features such as multiple strong seasonalities, trend
changes, outliers, and holiday effects. As a motivating example they use a time series describing
the number of events that are created on facebook every day. However, this number is quite large in
comparison to the daily sales in restaurants and canteens. Thus, for facebook’s example it is valid
to assign a normal distribution to their target variable. However, this might be sub-optimal in our
use case, since small target values are quite common. Note that the normal distribution N (λ, λ)
has a shape similar to the Poisson distribution Poisson(λ) for large λ. In contrast to the normal
distribution, the Poisson distribution is a classical distribution for count data.
4 Methodology
In this section, we propose two Bayesian generalized additive models (GAMs) for demand predic-
tion. The first one assumes a normally distributed target (also called response) y, the second one
assumes that the response y follows a negative binomial distribution. Both models include a trend
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function g(t) and a seasonality function s(t). Sparsity inducing priors [30, 7] are assigned to the
parameters of g(t) and s(t). This allows for a good model regularization, selection of significant
trend changes or influential seasonal effects, and, finally, enhanced model interpretability.
Considering that restaurants and canteens commonly offer many different menu items and that
new data is recorded on a daily basis, multiple models have to be trained on a frequent basis.
For this reason, the training process should require only little computation time. Additionally, the
inference should take place automatically without the drawback that a human analyst has to inves-
tigate the convergence of the procedure. Therefore, we consider the application of full Bayesian
inference as inappropriate and focus on the comparatively easy to obtain mode of the posterior, the
so-called maximum a posteriori (MAP) estimate, instead.
4.1 Generalized Additive Models
A generalized additive model writes as
g(E(y)) = β0 + β1x1 + . . .+ βkxk + f1(z1) + . . .+ fq(zq),
where y denotes the target variable corresponding to some exponential family distribution,
x1, . . . , xk, z1, . . . , xk ∈ R denote the predictors (also called covariates), g denotes a link function
(bijective and twice differentiable), and f1, . . . , fq denote some smooth functions. Typically, the
functions fi are defined as weighted sums of basis functions, i.e., fi =
∑Ki
k=1 γikBik(zi). Sparsity
inducing priors can be used to perform variable selection within the set {x1, . . . , xk} and, further,
appropriate priors can be used to control the smoothness of the functions f1, . . . , fq.
4.2 Trend Function
To model the trend of a time series (i.e., a series of data points ordered in time) we use a polynomial
spline g of degree l, see Fahrmeir et al. [11]. Note: A mapping g : [a, b]→ R is called polynomial
spline of degree (order) l ≥ 0 with knot points at k1 < . . . < km, (a < k1, km < b), if
1. g is a polynomial of degree l on each of the intervals [a, k1), [k1, k2),. . . , [km, b), and
2. g is l − 1 times continuously differentiable provided that l > 0.
Let Skl denote the set of all l-th order splines with knots given by k1 < . . . < km. Equipped with
the operations of adding two functions and taking real multiples Skl is a real vector space. One can
show that each element of Skl can be uniquely written as linear combination of the d = l +m+ 1
functions
B1(t) = 1, B2(t) = t, . . . , Bl+1(t) = t
l, B(l+2)(t) = (t− k1)l+, . . . , B(l+m+1)(t) = (t− km)l+,
where
(t− kj)l+ =
{
(t− kj)l, t ≥ kj,
0, else.
5
For this reason, the functions B1, . . . , Bd build a basis B of the spline space Skl . B is called the
truncated power series basis (TP-basis). The TP-basis allows for a simple interpretation of the
trend model
g(t) =
d∑
j=1
γjBj(t) = γ1 + γ2t+ . . .+ γl+1t
l + γl+2(t− k1)l+ + . . .+ γl+m+1(t− km)l+. (1)
The trend model g consists of a global polynomial of degree l which changes at each knot kj . The
amount of change at a given knot point kj is determined by the absolute value of the corresponding
coefficient γl+j+1. Thus, the knots of the polynomial spline are interpreted as (possible) change
points in the trend.
According to domain experts, for most menu items the trend (regarding the number of sales)
is quite constant over long periods, while significant changes appear only occasionally. Hence, we
decide to specify a knot point every k-th day between the first and the last date with observations.
A possible value for k could be 30, assuming that the trend changes at maximum each month.
As a consequence, the assignment of a sparsity inducing prior to the trend coefficients γ1, γ2, . . . ,
γd would allow for an identification of truly significant trend changes. This increases the inter-
pretability of the model and also regularizes the trend function.
4.2.1 Prior for the Trend
In this section, we propose two different priors for the trend model. The first one is mainly inspired
by the Bayesian Lasso [30]. Here, we assign independent Laplace priors to the coefficients of the
trend model which do not belong to the global polynom. In case that y is assumed to be normally
distributed with given variance σ2 the priors read as
γl+2|σ2, . . . , γd|σ2 ∼
i.i.d.
Laplace
(
0,
√
σ2
τ1
)
. (2)
The conditioning on σ2 is important, because it guarantees a unimodal full posterior [30]. Simi-
larly, in case of a negative binomial response y the priors are given by
γl+2, . . . , γd ∼
i.i.d.
Laplace
(
0,
1
τ1
)
. (3)
Assigning Laplace priors to coefficients γl+2, . . . , γd results in a sparse MAP estimate of these pa-
rameters. The amount of sparsity is controlled by the tuning parameter τ1. As a consequence, true
change points can be automatically detected while wrongly proposed ones are ignored. More-
over, as in Bayesian ridge regression we assign independent normal priors to the coefficients
γ2, . . . , γl+1:
γ2, . . . , γl+1 ∼
i.i.d.
N (0, τ 23 ). (4)
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Thus, in the MAP estimate each of these coefficients is shrunken towards zero according to its
importance in a matter of regularization. Finally, the improper and non-informative prior p(γ1) ∝ 1
is assigned to the intercept of the trend function.
Besides the usage of Laplace and normal priors we also propose to assign the horseshoe prior,
see Carvalho et al. [7], to all the coefficients of the trend function except of the intercept. In case
of a Gaussian target variable the prior reads as (see [29]):
γj|λj, τ, σ2 ∼ N (0, λ2jτ 2σ2),
λj ∼ C+(0, 1),
τ ∼ C+(0, 1),
where C+ denotes the half-Cauchy distribution and j ∈ {2, . . . , d}. If a negative binomial re-
sponse is assumed, σ2 has to be removed from above specification. The horseshoe prior is a
shrinkage prior which enforces a global scale τ on the one hand and, on the other hand, allows for
individual adaptions λ2, . . . , λd of the degree of overall shrinkage. In particular, this prior shows a
pole at zero (function values get arbitrarily large in each neighborhood of zero in absolute values)
and has polynomial tails, which, according to Polson and Scott [31], are important properties for
shrinkage priors. Dependent on the specification of the parameter τ different levels of sparsity
can be accommodated. For large τ , the prior becomes very diffuse and induces only very little
shrinkage, while for τ → 0, all the coefficients γj will be shrunken to zero. The assignment of
half-Cauchy priors to the scale parameters τ, λ2, . . . , λd results in aggressive shrinkage of small co-
efficients, i.e., noise, and almost no shrinkage of sufficiently large coefficients. Indeed, this is one
of the main differences to the Bayesian Lasso, or Bayesian ridge regression, where the shrinkage
effect is uniform across all coefficients.
In our view, the horseshoe prior is a notable alternative to the Bayesian lasso prior for the fol-
lowing reason. We noticed that for some menu items the trend of the corresponding time series
changes drastically in a short period of time. According to domain experts, this can be explained
by the introduction of new menu items, the removal of existing items from the menu, price changes
and so on. While the horseshoe approach can easily accommodate for drastic changes due to the
possibility of learning individual shrinkage strengths, the Lasso prior suffers some serious prob-
lems in this case. Due to the uniform shrinkage across all coefficients this prior either over-shrinks
the heavy changes, or it does not shrink insignificant trend changes sufficiently. In case of over-
shrinkage, the model learns a wrong trend and in case of insufficient shrinkage the model overfits,
such that in both cases one has to expect poor predictions. However, we noticed that computing the
MAP estimate of a model with the horseshoe prior requires a very good initialization, i.e., finding
initial values for the optimization. Otherwise, especially in case of a negative binomial distributed
response y, the optimization often gets stuck in local minima which is far from being optimal.
Unfortunately, preliminary experiments on real-world datasets showed that there is no clear pat-
tern for good initializations. For this reason, we could not determine an automatic procedure for
the initialization task. Consequently, we recommend to use the Bayesian Lasso prior as standard
approach, and let an expert apply the horseshoe prior if the first one fails, i.e., the Bayesian Lasso
prior produces poor predictions due to drastic trend changes.
Taking into account that the application of the horseshoe prior leads to problems in terms of
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automation we have not considered other similarly sophisticated priors [34, 4] for now. However,
this could be done in future work.
4.2.2 Dates
Obviously, the trend model requires the time t to be given as numeric values. Hence, we use a
function δ : {dates} → R that maps all possible dates (time points, days) to real numbers. We
assume that observations are available at the dates t1 < . . . < tn. Further, let N ≥ n denote the
number of days that lie within interval [t1, tn]. Then, δ maps t1 to zero and each other date t to the
number of days that t1 differs from t divided by N . Finally, δ(t1), . . . , δ(tn) are elements of the
interval [0, 1).
4.3 Seasonality Function
The seasonality function s(t) is used to model periodic changes of the daily sold quantities yt.
In order to take account of the seasonal effects, we introduce dummy variables (taking only the
values 0 and 1) for weekdays, months, and days of month. For instance, for the weekday six
dummy variables xtue, xwed, . . . , xsun are introduced. The variable xtue is defined as,
xtue(t) =
{
1, if time t corresponds to a Tuesday,
0, else.
The remaining variables xwed, . . . , xsun are defined analogously. Note that the number of required
dummy variables is always given by the number of possible categories minus one. The influence of
the category for which no dummy variable is introduced (the so-called base category) is captured
by the intercept. Let x = (x1, . . . , xs)T denote the vector consisting of all dummy variables
corresponding to the considered seasonal effects. The seasonality function is then given by
s(t) = β1x1(t) + . . .+ βsxs(t) = β
Tx(t).
4.3.1 Prior for the Seasonality
Inspired by the Bayesian Lasso [30], we assign independent Laplace priors to the coefficients of
the seasonality model. For a normally distributed target y, the priors are specified as
β1|σ2, . . . , βs|σ2 ∼
i.i.d.
Laplace
(
0,
√
σ2
τ2
)
,
and for a negative binomial target the priors read as
β1, . . . , βs ∼
i.i.d.
Laplace
(
0,
1
τ2
)
.
The sparsity of the parameter’s MAP estimate induced by the Laplace priors enables an automatic
selection of influential seasonal effects. We do not consider the usage of the horseshoe prior [7] for
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the seasonal model. As already mentioned in Section 4.2.1 this prior results in a more complicated
model optimization. Since we discovered empirically that the Bayesian Lasso prior performs quite
well for the seasonal model it appears unnecessary to accept the additional complexity.
4.3.2 Deciding the Granularity of the Seasonality Model
Let the number of days with observations be denoted by n. Clearly, the size of the number n
influences the usefulness of modeling diverse seasonal effects. Hence, we apply the following
strategy:
• n < 30: model only the effect of weekdays,
• 30 ≤ n < 120: additionally model the effect of months,
• n >= 120: model all above mentioned seasonal effects.
4.4 Prediction Models
As already mentioned at the beginning of Section 4, we propose two Bayesian GAMs for predicting
the daily sold quantities of certain menu items in restaurants and canteens. Both models include a
trend function g(δ(t)) (see Section 4.2) and a seasonality function s(t) (see Section 4.3).
4.4.1 Normal Model
In the so-called normal model, the daily sold quantity at time t, denoted by yt, is modeled as
yt = g(δ(t)) + s(t) + εt, (5)
where the εt denote noise terms that are assumed to be i.i.d. according to N (0, σ2). Additionally,
the non-informative and scale-invariant prior p(σ2) ∝ 1
σ2
is assigned to the unknown error variance.
Suggestions for priors used to regularize g(δ(t)) and s(t) are described in Section 4.2.1 and Section
4.3.1. Assume that we have observations at the time points t1 < . . . < tn, then Equation (5)
translates to
y|β,γ, σ2 ∼ N (Xβ + Zγ, σ2I), (6)
with
X =
x1(t1) x2(t1) · · · xs(t1)... ... ...
x1(tn) x2(tn) · · · xs(tn)
 , (7)
according to Section 4.3 and
Z =
1 δ(t1) · · · δ(t
l
1) (δ(t1)− δ(k1))l+ · · · (δ(t1)− δ(km))l+
...
...
...
...
...
1 δ(tn) · · · δ(tln) (δ(tn)− δ(k1))l+ · · · (δ(tn)− δ(km))l+
 , (8)
according to Section 4.2.
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4.4.2 Negative Binomial Model
As can be seen in Equation (6), the assumption of additive and normally distributed noise directly
implies that the target y also follows a normal distribution. In our use-case this assumption can-
not be satisfied since the target is a non-negative integer. Indeed, this can even lead to predicting
negative values, in case that the trend is a monotonically decreasing function. More appropriate
distributions for the target variable are the Poisson distribution and the negative binomial distri-
bution, which are both well-established distributions for regression with count data. However, the
normal distribution with mean λ and variance λ can be viewed at as an approximation of the Pois-
son distribution with mean λ. Indeed, the distribution Poisson(λ) can be thought of as the sum
of λ independent Poisson(1) distributions and, thus, is approximately normal by the central limit
theorem. The quality of the approximation improves for increasing λ. Therefore, it is common
practice to assign a normal distribution to a non-negative discrete target, as long as it takes large
values on average. However, this is not guaranteed in our application. Consequently, the normality
assumption is not the ideal choice. Thus, we decide to model the target y, additionally to the nor-
mal distribution, also with a negative binomial distribution which is more flexible than the Poisson
distribution. The probability mass function of a negative binomially distributed random variable y
is given by
p(y|µ, φ) = Γ(y + φ)
y! Γ(φ)
(
µ
µ+ φ
)y (
φ
µ+ φ
)φ
IN0(y)
=
µy
y!
Γ(y + φ)
Γ(φ)(y + φ)y
1
(1 + µ
φ
)φ
IN0(y), (9)
with µ, φ ∈ R+. If one computes the limit of p(y|µ, φ) for φ → ∞ the second factor in (9)
converges to 1 and the third to the exponential function. Hence,
lim
φ→∞
p(y|µ, φ) = µ
y
y!
exp(−µ)IN0(y). (10)
The right-hand side in Equation (10) is the probability mass function of a Poisson distribution with
parameter µ. Thus, the negative binomial distribution converges to the Poisson distribution and
the parameter φ controls the deviation from the Poisson distribution. One can show that mean and
variance of a negative binomially distributed random variable y evaluate as:
E(y) = µ,
Var(y) = µ+ µ2/φ.
Since the variance of a Poisson distribution is equal to its mean µ, the term µ
2
φ
> 0 gives the
additional variance of the negative binomial distribution compared to the Poisson distribution. In
particular, 1
φ
corresponds to the amount of overdispersion scaled by the squared mean µ2. Summing
up, the negative binomial distribution can be considered as a generalization of the Poisson distri-
bution which allows to model overdispersion and is not restricted to the limitation E(y) = Var(y).
Although, underdispersion cannot be modeled, we do not consider this limitation as a drawback
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of our choice. Underdispersed data is rather unlikely in practical applications, see [17]. Domain
experts have confirmed this statement with regards to the application considered in this work. In
other applications, where underdispersion is common, the Conway–Maxwell–Poisson-distribution
[9] is a notable alternative to the negative binomial distribution. This distribution allows for both
underdispersed and overdispersed data, but at the price of significantly increased model complex-
ity.
In the so-called negative binomial model the quantity yt sold on day t is modeled as
yt|β,γ, a ∼ NegBinom
(
µt = exp(g(δ(t)) + s(t)), φ =
1
a2
)
, (11)
with a > 0. Using the exponential function exp() as response function ensures that the expected
demand µt always stays positive, no matter how the estimates of g(δ(t)) and s(t) look like. Another
side effect of this response functions is that the seasonal component acts in a multiplicative way
on the trend, µt = exp(g(δ(t))) exp(s(t)). We assign a standard half-normal prior N+(0, 1) to
a = 1√
φ
:
a ∼ N+(0, 1). (12)
Note that by assigning the priorN+(0, 1) directly to φ, most of the prior mass would be on models
with a large amount of overdispersion. In case of limited overdispersion, this can lead to a conflict
between prior and data. Using the prior (12) can be motivated by considering that a negative
binomially distributed random variable y can be written as Gamma-Poisson mixture distribution
[16]:
y|g ∼ Poisson(gµ),
g ∼ Gamma(φ, φ).
Then the standard deviation of g is given by a = 1√
φ
and E(g) = 1. Gelman [13] also recommends
to use prior (12) for the overdispersion parameter of a negative binomial distribution.
Assuming that observations are available at the time points t1 < . . . < tn model (11) translates
to
y|β,γ, a ∼
n∏
i=1
NegBinom
(
exp {X[i, :]β + Z[i, :]γ} , 1
a2
)
, (13)
where y = (yt1 , . . . , ytn)
T , X[i, :] denotes the i-th row of matrix X defined via (7), and Z[i, :]
denotes the i-th row of matrix Z defined via (8).
4.5 Choice of the Tuning Parameters
The priors proposed for the seasonality function s(t) (see Section 4.3.1) depend on a hyperparam-
eter τ2. Further, in case that the priors (2) – (4) are used for the trend g(δ(t)), they depend on
hyperparameters denoted by τ1 and τ3. These parameters can be considered as tuning parameters
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that control the amount of sparsity/regularization in the estimates of g(δ(t)) and s(t). Thus, a good
specification of τ1, τ2, and τ3 is essential for the model performance. Bad choices could either
allow for too much flexibility within a given model (inclusion of too many seasonal effects, a trend
function that nearly interpolates the data, etc.) and, thus, result in overfitting, or do not allow for
enough flexibility such that some significant effects are ignored.
In principle, there exist three approaches to specify the hyperparameters τ1, τ2, τ3:
• The first one is to determine standard settings that perform quite well on average.
• Another possibility is to determine useful settings via cross-validation. While the prediction
quality of the resulting model should in general be better than for the standard settings, the
process itself is computationally expensive.
• The third option would be to specify hyper-priors for the tuning parameters.
In this work, we focus on the first two approaches and defer the last one to future work.
4.5.1 Standard Settings
Certainly, good specifications of the tuning parameters differ from data set to data set, i.e., in the
context of this work from menu item to menu item. Nevertheless, it is useful to have a fixed
specification of them which works quite well on average. For this purpose, we have tested diverse
possible specifications of these parameters with several data sets of representative menu items. The
following specifications led to the best results:
τ1 = 5, τ2 = 6, τ3 =

0.001, if n < 120,
0.01, if 120 ≤ n < 350,
0.5, else.
(14)
4.5.2 Cross-Validation
Cross-validation allows for an automatic identification of good and individual tuning parameter
specifications for each data set. Applying cross-validation on a given data set means that the data
set is partitioned into multiple train/test splits. On each of these splits the considered model is
trained and tested with different specifications of its tuning parameters. Finally, the specification
which on average goes along with the best predictions (according to some pre-defined quality
measure) is selected. To take account of temporal dependencies, we consider an expanding win-
dow approach for defining the train/test splits. The approach is outlined in Figure 1. Looking at
the figure the amount of training data is gradually reduced while the amount of test data is kept
constant.
In detail, we apply the following strategy. At first a variable niter, which determines the
maximum number of train/test splits considered by the cross validation, is introduced. Then, an-
other variable nmin, which defines the minimum amount of training data corresponding to a given
train/test split, is introduced. Further, another variable ntest, specifying the amount of test data
used in each split, is initiated. Thus, the cross-validation can only be applied if n ≥ nmin + ntest
and, further, niter is an upper bound of the number of train/test splits. Provided that the validation
can be applied, at first the (in temporal order) last ntest observations are used for testing, while the
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Figure 1: Illustration of the cross-validation approach. The data is assumed to be ordered tem-
porarily.
remaining ones are used for training. Then the test data set is deleted resulting in a new data set of
size n∗ = n − ntest. If niter > 1 and n∗ ≥ nmin + ntest again the last ntest observations are used
for testing, while the remaining ones are used for training. This procedure is repeated until one of
the constraints induced by the parameters nmin and niter is violated.
As can be seen in Section 4.3.1, the seasonality function of the model depends on the amount
of dates with observations n. In particular, for n >= 120 this function is always of the same
structure. Obviously the cross validation for tuning parameter optimization is not useful when
inside of it different models are applied. For this reason, we decide to set nmin to 120 and use the
standard settings of the tuning parameters in the other case. Moreover, we set ntest to 14 and niter
to 6. Thus, for sufficiently large n about three months are used for testing in the cross-validation
overall. The reason for assigning the value 14 to ntest is that restaurants and canteens commonly
plan their purchases 7-14 days in advance.
4.5.3 Overall Strategy
As already mentioned at the beginning of Section 4.5, specifying the hyperparameters τ1, τ2, τ3 via
cross-validation instead of using standard settings generally leads to a better model performance.
However, the price to pay is an increased computational effort. Considering that restaurants and
canteens offer many different menu items and, thus, require also many prediction models, a fast
computation time is essential. For this reason, we recommend to use the standard settings proposed
in Section 4.5.1, and perform a cross-validation only for the most important menu items if the
model performance is insufficient. The restriction to the standard settings should not be considered
too critical, since we discovered empirically that they perform quite well.
In case that cross-validation is performed in order to specify τ1, τ2, τ3, we perform the pro-
cess step-by-step for each single tuning parameter. Optimizing all three tuning parameters at once
would result in considerable computational effort. Suppose that for each of the three tuning param-
eters ntune different settings should be considered. As a result there are n3tune different combina-
tions of these settings. Using only one cross-validation to identify the optimal setting (in terms of
some criterion) would require the evaluation of n3tune models for each train/test split of the cross-
validation. Even for small values of ntune this is a large number of evaluations which is expensive
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in terms of time and computational power. For this reason, we decide to iteratively perform three
cross-validations (one for each tuning parameter). At first a cross-validation is performed to detect
a good specification of the tuning parameter τ3 which corresponds to the global polynomial of the
trend model. The other tuning parameters τ1 and τ2 are fixed during the cross-validation and are
given by the standard values provided in (14). Then a cross-validation is performed for the tuning
parameter τ1, which is responsible for the number of change points in the trend. Again the other
two tuning parameters are fixed, but now the value of τ3 is given by the one obtained from the
already performed cross-validation. Finally, a cross-validation is performed for τ2.
It should be mentioned that the quality criterion used inside the cross-validation is the mean
absolute deviation (MAD) between the predicted values and the corresponding true ones. However,
in general, this procedure results in worse results than optimizing all three tuning parameters at
once.
4.6 Prediction & Prediction Uncertainty
Assume that yt has to be predicted for t ∈ {t∗1, . . . , t∗p} with t∗1 < . . . < t∗p and, further, assume that
observations are available at the time points t1 < . . . < tn with t1 ≤ t∗1. Let β̂, γ̂, σ̂, and â denote
MAP estimates corresponding either to the normal model (6) or to the negative binomial model
(13). Additionally, treat the estimates as if they were the true values. Then the expected value
µ∗ = E(y∗ = (yt∗1 , . . . , yt∗p)
T |β̂, γ̂)
=
{
X∗β̂ + Z∗γ̂ normal model
exp(X∗β̂ + Z∗γ̂) negtive binomial model
(15)
can be used for prediction. Note that the exponential function in Equation (15) is taken component-
wise and, moreover, that X∗ and Z∗ are defined analogously to X and Z (Equations (7) and (8)),
by replacing t1, . . . , tn with t∗1, . . . , t
∗
p.
Besides predicting a posteriori reasonable values for y∗, providing some uncertainty informa-
tion regarding the forecasts is essential for planning food stock orderings. Especially, intervals that
contain the yt∗i (i = 1, . . . , p) with a pre-defined probability are of particular interest. Then, depen-
dent on the importance of the availability of a given menu item, the manager can decide to go along
with the prediction µ∗i = E(yt∗i |β̂, γ̂), or adjust her or his orders closer to the upper or lower inter-
val limit. Recall (Section 4.2 and Section 4.2.1) that the trend is assumed to be constant most of
the times but changes occasionally. To model this assumption, the trend function g(δ(t)) includes
a knot every k-th day between the first and the last date with observations. Additionally, sparsity
inducing priors are assigned to the coefficients γl+2, . . . , γd which represent the trend changes at
the knot points k1, . . . , km. The restriction of merely specifying knots in the observed time period,
implies that the trend stays constant in unobserved periods, i.e., in the future. However, in case that
prediction uncertainty information is required, possible future trend changes must be considered.
Hence, we extend the trend function to
g∗(δ(t)) = γ1 + γ2δ(t) + . . .+ γl+1δ(tl) + γl+2(δ(t)− δ(k1))l++
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. . .+ γd(δ(t)− δ(km))l+ + γd+1(δ(t)− δ(km+1))l+ + . . .+ γd+r(δ(t)− δ(km+r))l+,
(16)
where km+1, . . . , km+r denote additionally introduced knot points. The additional knots extend the
approach of specifying a knot point every k-th day within the observed period to the time interval
[t1, t
∗
p] ∪ [t1, tn]. In case that t∗p − km < k the expansion g∗ is equal to the original trend function
g. Additionally, it is assumed that the coefficients γd+1, . . . , γd+r are i.i.d. zero mean Laplace
distributed:
γd+1, . . . , γd+r ∼
i.i.d.
Laplace(0, b). (17)
Assuming that the scale of future trend changes is determined by the scale of the historically
observed changes γ̂l+2, . . . , γ̂d the parameter b is estimated as
b̂ =
1
m
m∑
i=1
|γ̂l+i+1|. (18)
Note that given i.i.d. samples x1, . . . , xN from a zero mean Laplace distribution with scale param-
eter b, the mean of the absolute values of the xi is the maximum likelihood estimator of b. Since
the estimates β̂, γ̂, σ̂, and â are treated as if they were the true values, (1− α) prediction intervals
for the yt∗i (i = 1, . . . , p) can be computed as follows:
1. Expand the trend function to g∗, see Equation (16).
2. By replacing t1, . . . , tn with t∗1, . . . , t
∗
p:
(a) Determine the model matrix X∗ analogous to the computation of X (Equation (7)).
(b) Determine the model matrix Z∗∗ analogous to the computation of Z. Note that that now
g∗ is used to model the trend and not g.
3. If g∗ differs from g, sample from γ∗ = (γd+1, . . . , γd+r)T according to the Equations (17)
and (18). Let the samples be denoted by γ˜∗ = (γ˜d+1, . . . , γ˜d+r)T .
4. Draw a sample from the conditional distribution of y∗ = (yt∗1 , . . . , yt∗p)
T conditioned on γ˜∗.
The distribution is given by:
y∗|γ˜∗ ∼
N (X
∗β̂ + Z∗∗(γ̂T , γ˜∗T )T , σ̂2I), normal model,
p∏
i=1
NegBinom
(
exp
{
X∗[i, :]β̂ + Z∗∗[i, :](γ̂T , γ˜∗T )T
}
, 1
â2
)
, negative binomial model.
In case that g∗ equals g, the vector γ∗ is empty and can be ignored.
5. Repeat step 3 and step 4 a pre-defined number of times.
6. Compute the α/2 and (1−α/2) quantiles of the samples drawn from y∗|γ˜∗ component-wise
in order to obtain the desired prediction intervals.
It should be mentioned that the assumptions taken for the uncertainty estimation are strong and,
therefore, one cannot expect the prediction intervals to have exact coverage. Hence, the intervals
should rather be consider as an indicator for the level of uncertainty.
At first, the restriction to MAP estimates implies that uncertainty is underestimated. However,
as already stated at the beginning of Section 4, we consider the application of full Bayesian in-
ference as inappropriate due to the additional complexity. Moreover, it is restrictive to assume
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that future trend changes are independent and of the same average magnitude as historic changes.
Nevertheless, considering that restaurants and canteens commonly plan their purchases 7-14 days
in advance, the number of possible future trend changes that have to be taken account of is very
limited. For this reason, using very sophisticated approaches to model future trend changes is not
required.
Besides using α% prediction intervals to measure the uncertainty of future predictions they can
also be used to validate if the model fits the observed data. In a first step, the intervals are computed
for the time period with observations. Then we check if the fraction of days for which the target
variable y does not lie within the corresponding intervals is significantly larger than (1 − α)%. If
this is the case the model does not fit the data well.
5 Performance Evaluation
In this section, the prediction quality of our approach is evaluated. First, Subsection 5.1 provides a
brief description of the test data used. Then, in Subsection 5.2 we briefly explain how the proposed
models have been implemented. In Subsection 5.3, we evaluate how the models fit the features
of the considered restaurant data. Finally, in Subsection 5.3.2, we compare our prediction models
against other promising approaches from the literature.
Throughout this section the degree l of the polynomial spline used to model the trend is speci-
fied as 1. It turned out that higher degrees lead to too strong decreases or increases during predic-
tion. Moreover, the trend function is designed to have a knot point every 30-th day.
5.1 Testing Data
In this study, POS data from two different restaurants, that was provided by a partnering restaurant
consulting firm, is used. Restaurant A is a rather casual place located in Vienna, Austria, offering
a traditional Austrian menu. Restaurant B is a large staff canteen in the Netherlands, operated by a
major food services company. For both locations, the data covers a time span of about 20 months.
Moreover, the most representative menu items are selected, i.e., accounting for most sales. For
restaurant A the menu items are categorized. An overview of the number of time series considered
per category is given in Table 1. For restaurant B a categorization is not possible, since for this
restaurant we only obtained data for which the product names and categories have been masked.
However, the performance evaluation includes time series data belonging to 30 product groups.
5.2 Implementation of the Models
We have implemented the models proposed in Section 4 using RStan [36], the interface between
the programming languages R [32] and Stan [6]. Stan is known as a state-of-the-art platform for
statistical modeling and high-performance statistical computation. In particular, Stan can be used
to compute the MAP-estimate of the model parameters and also to perform full Bayesian inference
viaMarkov chainMonte Carlo (MCMC) sampling. Hence, a few lines of Stan code, complemented
by a R script to compute the matrices X and Z, suffice to express our Bayesian models.
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Category # time series
Starters 5
Side dishes 7
Main dishes 21
Desserts 7
Snacks 16
Alcoholic beverages 27
Non-alcoholic beverages 32
Table 1: Number of times series from restaurant A per category.
5.3 Insights on the Proposed Models
In this subsection, we illustrate how well the proposed models fit the properties of provided real-
world data. The evaluation is based on representative datasets from the above described restaurants
A and B. In Section 5.3.1, the priors given by the Equations (2) – (4) are assigned to the trend
functions of the considered models. Further, the standard settings specified in (14) are assigned
to the tuning parameters of the models. These are our recommendations in case that the model
optimization has to take place automatically and at low computational cost. In Section 5.3.2, we
illustrate the superior performance of more advanced approaches for a time series associated with
restaurant B.
5.3.1 Standard Approaches
At first, a representative time series T1 corresponding to restaurant A is considered. In Figure 2,
the model fit is visualized for the normal model (5) and in Figure 3, the model fit of the negative
binomial model is shown. The trend function is plotted in red, the seasonal function is colored
green, the expected value E(y|β̂, γ̂), see Equation (15), is drawn in dark blue and, finally, the 95%
prediction intervals for the components of y are plotted in light blue. In particular, for the negative
binomial model, the exponential function of the trend and the season are plotted. In comparison
to the normal model, the seasonal function of the negative binomial model takes small values.
The reason for this is that the seasonal function acts in a multiplicative way on the trend, µt =
exp(g(δ(t))) exp(s(t)), in the negative binomial model and in an additive way, µt = g(δ(t))+s(t),
in the normal model. For the normal model, 94.63% of the observed sales lie within the 95%
prediction intervals. The prediction intervals of the negative binomial model cover 94.97% of the
sales. Thus, both models provide a reasonable fit of the observed time series. In Figures 4 and 5 the
coefficients of the trend functions are visualized. In particular, each coefficient is plotted against
the time point it has a non-zero effect on the model for the first time. Since the coefficients of the
global polynom effect the model from the beginning, different symbols are used to visualize them
(a square for the intercept γ1, a triangle for the coefficient γ2). While the normal model does not
consider any significant trend changes, the negative binomial model detects a slight change in the
second half of the year 2019. The coefficients of the seasonality functions are shown in the Figures
6 and 7. While the negative binomial model considers more seasonal effects as significant than the
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Figure 2: Model fit of the normal model on
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Figure 3: Model fit of the negative binomial
model on the time series T1.
normal model, both models agree on the effects with the highest impact (December, November,
August, Thursday, Friday, eleven-th day of month, ...).
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Figure 4: Coefficients of the trend function
(normal Model, time series T1).
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Figure 5: Coefficients of the trend function
(negative binomial Model, time series T1).
Now a representative time series T2 belonging to restaurant B is considered. In the Figures
8 – 13 the model fit is shown for the normal model and for the negative binomial model. The
figures can be interpreted in the same ways it has been done for time series T1. For the normal
model, 93.92157% of the observed sales lie within the corresponding 95% prediction intervals.
The prediction intervals of the negative binomial model cover 95.29412% of the sales.
5.3.2 Advanced Approaches
In this section, the time series T3 corresponding to restaurant B is considered. This time series
shows a drastic trend change within a short period of time. In Figure 14, the model fit of the
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Figure 6: Coefficients of the seasonality
function (normal Model, time series T1).
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Figure 7: Coefficients of the seasonality
function (negative binomial Model, time se-
ries T1).
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Figure 8: Model fit of the normal model on
the time series T2.
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Figure 9: Model fit of the negative binomial
model on the time series T2.
negative binomial model is visualized with different prior specifications of the trend function. We
use the prior (3) – (4), that is inspired by the Bayesian Lasso, and also the horseshoe prior. In case
of prior (3) – (4) the model is trained once with the standard settings (14) and once according to the
step-wise cross-validation (CV) described in Section 4.5.3. In Figure 14, we observe that the model
has some serious problems in case that prior (3) – (4) is applied with the standard specification of
the tuning parameters. The shrinkage of the trend coefficients is too strong, such that the trend
function fails to sufficiently model the abrupt decrease at the end of 2017. If cross-validation is
performed, a better model fit is obtained. However, significant trend changes are detected nearly
every month which is an indication of overfitting. Due to the uniform shrinkage going along with
the Lasso prior, insignificant trend changes cannot be shrunken sufficiently in order to allow for
the appearance of drastic changes. Finally, an application of the horseshoe prior results in a good
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Figure 10: Coefficients of the trend function
(normal Model, time series T2).
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Figure 11: Coefficients of the trend function
(negative binomial Model, time series T2).
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Figure 12: Coefficients of the seasonality
function (normal Model, time series T2).
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Figure 13: Coefficients of the seasonality
function (negative binomial Model, time se-
ries T2).
model fit. The trend function includes few large coefficients in absolute values to model the abrupt
trend change, while most of the coefficients are equal to zero.
5.4 Comparison Against Other Prediction Methods
In this section, the performance of our models is compared against other well-established time
series forecasting approaches. The priors given by the Equations (2) – (4) are assigned to the trend
functions of our models and, further, the standard settings specified in (14) for the model tuning
parameters are used.
For a given time series and a given accuracy measure the performance of the considered model
is evaluated using a 15-fold cross-validation as illustrated in Figure 1. The size of the test datasets
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Figure 14: Model fit of the negative binomial model on the time series T3.
is specified as 14.
5.4.1 Forecast Accuracy Measures
Clearly, some measures to compare the prediction quality of our approach against others are re-
quired. A review of related work, see Section 3, shows that commonly used measures for point
estimates are: mean absolute deviation (MAD), mean squared error (MSE), mean absolute per-
centage error (MAPE) (used in [39, 38]). In Section 5, our approach is compared against others
from the literature on several different time series, i.e., different menu items and restaurants, in or-
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der to obtain a broad comparison. Hence, it is inevitable that the used prediction quality measures
are scale invariant and that they can deal with zero values. While above mentioned measures lack
these features, suitable measures are the mean arctangent absolute percentage error (MAAPE),
proposed by Kim and Kim [26] and the weighted absolute percentage error (WAPE).
In order to evaluate the quality of prediction intervals the following measures are helpful:
prediction interval coverage probability (PICP), prediction interval normalized average width
(PINAW), coverage-width-based criterion (CWC) [25]. It is desirable to have a small PINAW
and a large PICP [24]. The CWC criterion is designed to balance the relationship between PINAW
and PICP:
CWC = PINAW {1 + γ exp[−η(PICP− α)]} ,
where γ equals 1 if PICP is greater or equal to the pre-defined confidence level α. Otherwise, γ is
equal to zero. The control parameter η penalizes PICPs smaller than α. In this comparison study,
α is specified as 0.95 and, moreover, the value 10 is assigned to η.
5.4.2 Prediction Methods to Compare Against
Now, we briefly present the methods that we consider for comparison against our proposed model.
Therefore, we adopt the selection taken by Taylor and Letham [38].
• facebook’s prophetmethod. The prophet R package implements a modular regression
model with interpretable parameters [38]. We discuss the model in more detail in Section 3.
Within the performance comparison the model is once used with automatic season detection
(prophetA) and once with yearly and weekly seasonality (prophetS).
• (Seasonal) ARIMA. The auto.arima function returns the best (seasonal) ARIMA model
according to the AIC or BIC value. Here, we choose the Akaike information criterion (AIC)
and specify the seasonlity to be weekly. Note that, when using ARIMA models, the data
points must be regularly spaced, and missing values must be interpolated.
• Exponential Smoothing. The ets function implements an exponential smoothing state
space model. It fits a collection of exponential smoothing models and selects the best, see
Hyndman et al. [22]. In this performance comparison the seasonality of the exponential
smoothing model is defined to be weekly.
• TBATS. Trigonometric seasonality based on Fourier series, Box-Cox transformation, ARMA
errors, Trend, and Seasonal components, see Livera et al. [28]. In this comparison study, the
TBATS model is specified to learn weekly, monthly, and yearly seasonalities.
Note that all above mentioned forecasting models, except for prophet, are implemented in the
forecast R package [21, 20].
5.4.3 Evaluation
Finally, we present how our approach performs compared to the ones described above. In case
that the target values are assumed to be negative binomial distributed our method is abbreviated
by NegBinom and in case that the assumption is normally distributed data it is abbreviated with
Normal. In Tables 2 and 3 averages of the performance measures described in Section 5.4.1 are
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given, respectively per dataset/category. For each single time series the measures are computed
based on a 15-fold cross-validation.
A careful inspection of the Tables 2 and 3 reveals that our approach with the negative Binomial
distribution provides the best point estimates overall. Sometimes other approaches show lower
errors, but the differences are negligibly small. In particular, this approach is the only one which
always performs well independent of the considered category/dataset and, thus, provides the most
robust point estimates. For restaurant A the prediction intervals of our approach with the negative
Binomial distribution have by far the lowest CWC values. Reason for the superior performance is
a good coverage probability paired with tight interval widths. For restaurant B the CWC values
of our method can be found in the midfield. This can be explained by the fact that the PINAW
values are again quite small, probably too small for the often quite irregular data we observed at
this restaurant.
Measure Category NegBinom Normal ProphetA ProphetS ARIMA SARIMA ExpSmooth TBATS
WAPE Starters 0.8076648 0.8413261 0.9950938 0.8135255 0.8747736 0.8677385 0.833637 0.8367019
Side dishes 0.6274085 0.6309485 0.655165 0.6291264 0.6326891 0.6886623 0.6308128 0.6548442
Main dishes 0.5054332 0.5068204 0.5256489 0.5160045 0.5326327 0.5669093 0.51776 0.5420104
Desserts 0.8619627 0.8645005 0.8444306 0.882095 0.880569 0.9037678 0.8618778 0.9566893
Snacks 0.6123641 0.6111234 0.6225019 0.6223718 0.6329124 0.7136776 0.630206 0.6443825
Alcoholic beverages 0.734078 0.737761 0.750129 0.8123215 0.7628447 0.82397 0.7451321 12.04772
Non-alcoholic beverages 0.7554131 0.7553515 0.7787194 0.7741326 0.7716322 0.8342483 0.7635799 0.7841502
MAAPE Starters 0.6524145 0.6594584 0.6698003 0.6672117 0.668004 0.6631046 0.6584866 0.6726629
Side dishes 0.5969705 0.5979584 0.6025624 0.5962342 0.5983719 0.6196971 0.5939586 0.6104913
Main dishes 0.5095268 0.5087468 0.5147795 0.5107298 0.5194417 0.539119 0.5133304 0.5243478
Desserts 0.7702072 0.7662312 0.7853289 0.7890387 0.782571 0.8096771 0.7816391 0.8058513
Snacks 0.5872302 0.585953 0.5911441 0.5945489 0.5954454 0.6347464 0.5958744 0.6048865
Alcoholic beverages 0.628979 0.6330948 0.6402016 0.6461365 0.6502532 0.6800015 0.6384264 0.658268
Non-alcoholic beverages 0.6837059 0.6838189 0.6910114 0.6992984 0.6948896 0.7277045 0.6940355 0.7060461
PICP Starters 0.9380952 0.9228571 0.9038095 0.9209524 0.9447619 0.9380952 0.9428571 0.9390476
Side dishes 0.9619048 0.9285714 0.9503401 0.9455782 0.9537415 0.9564626 0.9517007 0.937415
Main dishes 0.9485261 0.9122449 0.9290249 0.9258503 0.9387755 0.9482993 0.937415 0.9160998
Desserts 0.9673469 0.9517007 0.9557823 0.9517007 0.9639456 0.9680272 0.9646259 0.9571429
Snacks 0.9675595 0.9330357 0.9446429 0.9369048 0.9532738 0.9565476 0.9565476 0.9565476
Alcoholic beverages 0.9546737 0.9345679 0.9435626 0.937037 0.9502646 0.9546737 0.9518519 0.9292769
Non-alcoholic beverages 0.964881 0.9313988 0.947619 0.9357143 0.9497024 0.9517857 0.9495536 0.9348214
PINAW Starters 1.403197 2.17929 2.425087 2.224085 2.536522 2.527794 2.475333 2.29007
Side dishes 1.24555 1.289319 1.435766 1.374682 1.471097 1.652499 1.459302 1.389725
Main dishes 1.169676 1.176242 1.307505 1.241933 1.368231 1.550877 1.349633 1.251989
Desserts 1.230092 1.551543 1.716189 1.649913 1.76403 1.957152 1.75682 1.663627
Snacks 1.162092 1.189731 1.322079 1.264786 1.373465 1.641748 1.350288 1.278358
Alcoholic beverages 1.226472 1.361737 1.524231 1.44545 1.59337 1.846701 1.558657 1.458473
Non-alcoholic beverages 1.231614 1.370882 1.528247 1.457848 1.556707 1.792123 1.555826 1.485368
CWC Starters 4.425954 6.279812 7.167947 15.22867 4.933642 5.744671 4.992976 5.736364
Side dishes 2.081338 3.659666 2.668589 2.678486 2.867523 2.924709 3.009114 3.731654
Main dishes 2.130566 4.857576 3.791076 6.800325 4.03324 2.988465 4.236253 25.03404
Desserts 1.760891 2.66347 2.760033 2.685212 2.461474 2.652592 2.438657 2.682844
Snacks 1.746437 2.603584 2.480726 2.756336 2.350719 2.684932 2.343775 2.506517
Alcoholic beverages 1.958587 2.60705 2.766312 84.72599 2.700836 2.957425 2.675607 99.9952
Non-alcoholic beverages 1.764449 2.801316 2.758221 3.227312 2.707981 2.994436 2.741463 3.158371
Table 2: Performance comparison based on data from restaurant A.
Measure NegBinom Normal ProphetA ProphetS ARIMA SARIMA ExpSmooth TBATS
WAPE 0.7283381 0.9257324 0.8159774 0.9537209 0.8104929 0.9373068 0.837517 0.8547491
MAAPE 0.579389 0.6145596 0.6017391 0.6405877 0.6149769 0.5882702 0.6208011 0.6210931
PICP 0.8955556 0.8931746 0.9434921 0.8925397 0.9406349 0.9392063 0.9479365 0.914127
PINAW 1.646204 2.334948 2.656229 2.512679 2.584516 2.964648 98.26026 2.360085
CWC 7.187813 136.9724 6.030308 256.6592 5.323866 6.658643 132.2919 15.44576
Table 3: Performance comparison based on data from restaurant B.
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6 Conclusion & Future Work
In this work, a new approach for predicting future sales of menu items in restaurants and staff
canteens was proposed. In particular, two Bayesian generalized additive models were presented.
The first one assumes future sales to be normally distributed, while the second one uses the more
appropriate negative Binomial distribution. Both approaches use shrinkage priors to automatically
learn significant multiple seasonal effects and trend changes. The features learned by the models
have a straightforward human interpretation which helps potential users to create the necessary
trust and confidence in the methodology. The performance of our approach was extensively evalu-
ated and compared to other well-established forecasting methods. Basis of the analysis were two
data sets retrieved from (electronic) Point of Sales (POS) systems collected at a restaurant and a
staff canteen. The evaluations have shown that our approach provides the best and most robust
point predictions overall. For one of the two datasets, the prediction intervals were notably more
accurate than the ones obtained from the comparison methods.
Currently, our approach only takes account of POS data. This makes it universally applicable,
but also limits the prediction quality that can be achieved. In future work, we plan to enrich the
data source by weather data, information regarding special events and holidays, and, last but not
least, expert knowledge of restaurant managers. Additionally, we want to extend our approach
such that it can also predict on hourly basis. Accurate sales predictions on hourly basis will allow
an optimization of workforce planning.
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