ABSTRACT. We give a simple proof of L 2 boundedness of iterated commutators of Calderón-Zygmund operators and a product BMO function. We use a representation theorem of Calderón-Zygmund operators to reduce the problem to commutators of dyadic shifts and their paraproduct estimates. The main result also implies that a perturbation of a collection of Calderón-Zygmund operators characterizing product BMO still characterizes product BMO.
INTRODUCTION
M. Lacey, S. Petermichl, J. Pipher and B. Wick proved in [8] that product BMO on R d1 ⊗· · ·⊗R dt can be characterized by the multi-parameter iterated commutators of Riesz transforms, which extended a one-parameter result of R. Coifman, R. Rochberg and G. Weiss [1] , as well as works on multi-parameter commutators with Hilbert transforms by M. Lacey and S. Ferguson [7] and M. Lacey and E. Terwilleger [10] . Let M b be the multiplication operator pointwisely by b ∈ BM O(R d ), and T i are Calderón-Zygmund operators on R di . One seeks to characterize product BMO in terms of commutators in the sense that
where the first and second inequality will be referred to as lower bound and upper bound, respectively.
In the case of Hilbert transform, the above result in bi-parameter setting was proved by M. Lacey and S. Ferguson in [7] , where the upper bound was first shown by S. Ferguson and C. Sadosky [3] . M. Lacey and E. Tervilleger [10] then extended the result to the multi-parameter setting. The Riesz transform result was proved by M. Lacey, S. Petermichl, J. Pipher and B. Wick in [8] , where they obtained a more general upper bound result for any Calderón-Zygmund operators of convolution type with high degree of smoothness. Later on in [9] they simplified the proof of upper bound for Riesz transforms by means of dyadic shifts. Very recently, the first author and S. Petermichl [2] extended the lower bound result to hold for a larger class of Calderón-Zygmund operators satisfying certain criteria.
In this paper, we prove the upper bound for any given collection of Calderón-Zygmund operators, which extends the previous results on upper bound to the most generality. This then implies possible simplification of the lower bound proofs and greatly enlarges the class of operators that can be used to characterize product BMO, which we introduce as a corollary.
The main theorem of the paper is the following.
2010 Mathematics Subject Classification. 42B20. The second author is supported by the NSF Grant DMS-0901139. T i CZ . One of the interesting results implied by the theorem is that a perturbation of a collection of operators characterizing product BMO still characterizes product BMO. Since Calderón-Zygmund operators form a linear space, whose norm can be made arbitrarily small by multiplying a small constant, it means that once we have a collection of operators characterizing BMO, say, Riesz transforms, we automatically obtain infinitely many collections of operators which also characterize BMO. We organize this observation into the following corollary, whose proof is given at the end of the paper. 
Then, ∃ǫ > 0 such that for any family of Calderón-Zygmund operators (T
for an arbitrary family of Calderón-Zygmund operators (T
The main tool in the proof of the main theorem is the representation theorem by T. Hytönen [4] , which states that any Calderón-Zygmund operator can be represented as a probabilistic average of simple dyadic shift operators. While the earliest version of this theorem appeared in [5] , here we choose to apply a slightly different one given in [4] . In our proof, we will reduce the problem to the upper bound for commutators with dyadic shifts, and prove the result by simplifying the commutators to different kinds of paraproducts, where the BMO norm come into play. Note that in order to let the argument work for arbitrary Calderón-Zygmund operators without any additional smoothness assumptions on the kernels, the estimate has to be made of polynomial growth in complexity. Moreover, since the simplification process can be achieved by iteration of variables, the core idea of the proof actually already lies in the proof of its one-parameter case, which will be developed separately.
The paper is organized as follows. In Section 2, we recall several preliminary results on dyadic shifts, representation theorem and multi-parameter paraproducts. In Section 3, a full proof of the main theorem in its one-parameter case is introduced. The proof of the main theorem in arbitrarily many parameters is presented in Section 4, while the last section is devoted to the proof of the corollary mentioned above.
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PRELIMINARIES
The results that will be introduced in this section are not new but essential in the proof of the main theorem, which we include for the sake of completeness.
Dyadic shifts and representation theorem.
Recall that while the standard dyadic grid is defined as
, one can define an associated shifted dyadic grid as
where
For a fixed shifted grid D ω and i, j ∈ Z + , a dyadic shift operator S ij ω is defined to be bounded on L 2 with operator norm less than 1. Specifically, 
And in this paper, we usually suppress the parameter ǫ to abbreviate the notation. We now introduce T. Hytönen's representation theorem, which is the key tool of our proof. Interested readers can find its proof and more detailed discussion in [4] and [5] . The operator T mentioned in the following will denote a Calderón-Zygmund operator associated with a δ-standard kernel K. T. Hytönen [4] proved the following theorem: 
PROOF OF THE ONE-PARAMETER CASE
In this section, as an illustration, we present a detailed proof of the main theorem in the oneparameter setting, which will be later on generalized to work in the multi-parameter setting.
Given a BMO function b and a Calderón-Zygmund operator T , one could represent the commutator 
uniformly in ω. In the following we will write S ij for short as the argument doesn't depend on ω explicitly.
The strategy of the proof is the following. First, we decompose b and f using Haar basis. Second, we split the sum into several parts and rewrite each of them as a paraproduct or its variant. (Note that in some of the cases one may end up with a paraproduct composed with a dyadic shift instead). Finally, we apply Theorem 2.2 and its variants to obtain sufficiently good decay estimates.
One can decompose [b,
where in the following I and II will be referred to as first term and second term, respectively. In order to further organize the sum and extract the correct paraproducts structure, even in the simplest one-parameter case, one needs to divide up the sum into many different parts to analyze, depending on the relative sizes of i, j and I, J.
3.1. Case (i, j) = (0, 0). Let's first look at the case when (i, j) = (0, 0), meaning that all the Haar functions appearing are cancellative. Hence,
denotes the i th ancestor of J. First, we claim that it suffices to estimate the part I ⊂ J (i) . Indeed, it is obvious that when I ∩ J (i) = ∅, both terms in the parenthesis are zero. Furthermore, by the cancellation structure of the commutator, when I J
, the term [h I , S ij ]h J is also zero. To see this, as h I is constant on J (i)
, fixing an arbitrary
Note that this is the only part of the proof where one needs the particular commutator structure. Next, we discuss the case j > i and j ≤ i separately. In both cases, we split the sum into two parts (ℓ(I)
and show that the L 2 norms of both of the first and second terms are bounded.
3.1.1. Case j > i. We first estimate the part ℓ(I) ≤ 2 i−j ℓ(J) of the first term h I S ij h J . According to the size of I, there exists only one
Both of the terms above are classical one-parameter paraproducts of type B(b, S ij f ), whose L 2 norm is bounded by b BMO f L 2 due to Theorem 2.2, which is good enough since the decaying factor 2 −jδ/2 in front would ensure the summability of the sum over i, j. Now we turn to estimate the second term S ij (h I h J ). Due to the supports of Haar functions, this term is nontrivial only when I ∩ J = ∅. Because of j > i, one has I J, which means that h J is a constant on I. Hence, the second term is
where on the last line the two terms inside the dyadic shift are both variants of paraproduct. The desired estimate would follow easily if we could show that both of them are bounded:
with norm controlled by some dimensional constant, for which we need the following lemma.
where at least one of ǫ, ǫ
Proof. We only prove the case when ǫ = 1, the other one is similar. And let's omit ǫ to keep the
it suffices to show that
To see this, write
It is easy to see that this lemma yields the desired estimate of the second term due to the decaying factor 2 −jδ/2 , which completes the discussion of the part ℓ(I) ≤ 2 i−j ℓ(J). Now we turn to consider the part 2 i−j ℓ(J) < ℓ(I) ≤ 2 i ℓ(J) and again start with the first term, which can be written as
We will prove the following lemma, which shows the estimate for a variant of the classical one-parameter paraproduct appeared above.
where all the Haar functions are cancellative. Then
Before we proceed to its proof, note that for the application to our problem, there is no need to generalize the lemma to include cases when some of the Haar functions are noncancellative. To see this, observe that only when i = j = 0 are there possibly noncancellative Haar functions appearing in the dyadic shift. However, the entire part 2 i−j ℓ(J) < ℓ(I) ≤ 2 i ℓ(J) would then vanish since in that case ℓ(I) ≤ ℓ(J).
Proof. The proof of this result is in the same fashion as the one of Lemma 3.1. It suffices to show that for any
which together with Cauchy-Schwartz inequality implies
where the operator S (k) f := ( J I:
with norm bounded by a dimensional constant, which does not depend on k. Combining this with another Cauchy-Schwartz will complete the proof.
To show the claim, denote α J = ( I:
for any J and define
Applying this lemma to our previous calculation of the first term implies that the L 2 norm of it is bounded by
When summing over i, j finally, the extra j here won't matter as the decaying factor 2 −jδ/2 is much smaller. This completes the discussion of the first term. Now the only part left is the second term, which can be further split into two parts as
due to the supports of Haar functions. Note that II is of exactly the same form as the sum appeared in the estimate of the first term except that j has been changed to i. Hence, the same reasoning implies that II L 2 i b BMO f L 2 . Again, because of the existence of the decaying factor in front, summing over i, j won't blow this up. It thus suffices to estimate part I. And this can also be achieved through a similar technique by observing that
where the first term is S ij acting on a classical paraproduct of type B(b, f ), and the second term can be estimated using Lemma 3.1. This completes the discussion of case j > i.
3.1.2.
Case j ≤ i. Similarly as before, we start with the part ℓ(I) ≤ 2 i−j ℓ(J). The estimate for the first term can be obtained exactly the same as in the case j > i. It thus suffices to estimate the second term, which is nonzero only when I ∩ J = ∅. We then have to consider two different possibilities:
which is S ij acting on two classical paraproducts, implying the desired estimate.
which is of exactly the same form as the sum appeared in the estimate of the first term in part 2 i−j ℓ(J) < ℓ(I) ≤ 2 i ℓ(J) of the case j > i, except that here we have i − j in place of j. Hence, the argument above implies that the L 2 norm of it is bounded by (i − j) b BMO f L 2 . Taking into account of the decaying factor 2 −iδ/2 , this completes the estimate of part ℓ(I) ≤ 2 i−j ℓ(J). Next, let's consider the part 2 i−j ℓ(J) < ℓ(I) ≤ 2 i ℓ(J), where again the first term can be estimated as same as in the case j > i, and it thus remains to study the second term. Since i ≤ j and I ∩ J = ∅, one has I J, corresponding to which the sum is
which is the same as II appeared above at the end of Case j > i, the desired estimate then follows.
Case (i, j) = (0, 0). The only different case that may occur here is when S

00
is noncancellative. And it suffices to assume that it is of the type S 00 f = I a I f, h 1 I h I , since if we switch the positions of cancellative and noncancellative Haar functions, what we get is none other than its adjoint. Furthermore, following from our discussion at the beginning, it suffices to consider the case I ⊂ J.
The estimate for the second term is the same as the one appeared in part ℓ(I) ≤ 2 i−j ℓ(J) of the case j ≤ i, which we omit. To study the first term, one observes that for any h J ,
Hence, the first term becomes
One write
which is the sum of two classical paraproducts of type B(b, S 00 f ). For part II, we would like to rewrite it as paraproducts composed with S
. Observe that
Since the two terms above are similar, we only estimate the first one. 
PROOF OF THE MAIN THEOREM
In this section, we articulate the proof of the main theorem in the general setting by presenting estimates of several selective cases. Since the proof is basically an iteration of the one-parameter argument, we will only take the bi-parameter case as an example, which can easily generalize to work in the multi-parameter setting. The main idea is the same as before, to show that the commutator can be written as a finite sum of either t-parameter paraproducts or such paraproducts composed with some one-parameter dyadic shifts in several variables. As the reader may have already seen from the previous section, the estimates of different cases are not quite different. Hence, we choose to present three of them to illustrate the strategy, which should be considered typical enough.
Use Theorem 2.1 twice for both variables we have
Since our estimate in the following doesn't depend on the parameters ω 1 , ω 2 explicitly, we will omit them in the notation. And just like how we treat the one-parameter commutator, one split
where we use u I to denote Haar function as well, but for the second variable. According to the cancellation of the commutator structure, the summand in the above is nonzero only when
2 . Again, we discuss the cancellative and noncancellative cases separately. 4.1. Case (i 1 , j 1 ) = (0, 0) and (i 2 , j 2 ) = (0, 0). The goal in this case is to rewrite each of the four sums above into a bi-parameter paraproduct whose norm decays fast enough so that can be summed up. Since the steps involved are iterations of the one-parameter argument, we only present the details for one of the typical mixed terms. Before we start, we first state the following lemma which handles the boundedness of several variants of classical bi-parameter paraproducts.
and k, l ≥ 0, define the following operators
where at least one of ǫ i , ǫ
The proof of the lemma is exactly the same as its one-parameter counterpart, except that for B 2 , B 3 one uses hybrid square-maximal functions as majorization. We omit it here. Note that in multi-parameter setting, parallel results of the lemma still hold. Now we begin to study the part of the sum corresponding to S i1j1 1
. The other parts can be handled similarly. First, in order to reorganize the second variable, one applies the one-parameter argument for the first term of the part 2 i−j ℓ(J) < ℓ(I) ≤ 2 i ℓ(J) in Section 3.1.1 to obtain J1 J2 I1⊂J
Next, to deal with the first variable, one applies the one-parameter argument for the second term of the part ℓ(I) ≤ 2 i−j ℓ(J) in Section 3.1.2, which means we now need to discuss two different cases:
. As they are very similar, we only study the first one as an example. The corresponding one-parameter technique gives us
which is dyadic shift S and S 00 2 as an example, as the mixed cancellative-noncancellative cases are even simpler. More specifically, we will study the term corresponding to h I1 S 00 1 h J1 ⊗ u I2 S 00 2 u J2 , while the other ones can be dealt with using the techniques from this section together with the previous one. From the proof of the representation theorem, one may end up with dyadic shifts which are paraproducts. Moreover, recall that the summands are nonzero only if I 1 ⊂ J 1 , I 2 ⊂ J 2 due to cancellation. We will now discuss two different cases depending on whether the two dyadic shifts are chosen to be of the same or different types of paraproducts.
4.2.1. Type I. In this case, we assume that
Since both of the dyadic shifts are of the same type, we can iterate the one-parameter argument to derive the desired result. Write
We only estimate the mixed case I1 I ′ J1 J ′ I2 J2 , as the other parts can be handled similarly. The strategy here is to first reorganize the first variable to move the shift S 00 1 into the pairing to act on f , then for the second variable to rewrite the full sum as a bi-parameter paraproduct composed with S 00 2 . Note that this technique can be applied to handle the multi-parameter commutators with ease. To be specific,
where the last step follows from the one-parameter argument for part I in Section 3.2. Next, rewrite the above as
where for any I, S
. The operator S I here can be thought of as a dyadic shift in the second variable associated with a fixed cube I in the first variable. Then, the above equals
where the last item is S 00 2 acting on a classical bi-parameter paraproduct of type B(b, S 00 1 f ).
4.2.2.
Type II. Now we discuss a mixed case where
The first half of the argument is devoted to move S 00 1 into the pairing to act on f , exactly the same as in Type I. But for the second variable, one needs to argue by duality instead. Write
We only estimate the case I1 I ′ J1 I2 J2 , as the other parts are similar. The argument in the previous case implies Since the boundedness of dyadic shifts implies | u , the above pairing which equals the L 2 norm of the sum can be estimated by a bi-parameter paraproduct argument. And this finishes the proof of the main theorem.
PROOF OF THE COROLLARY
We end the paper with a proof of the perturbation result of Corollary 1.2.
Proof. Given (T i,si ) 1≤i≤t,1≤si≤ni and an arbitrary family of operators (T ′ i,si ) 1≤i≤t,1≤si≤ni , for any 1 ≤ i ≤ t, let s i , 1 ≤ s i ≤ n i be fixed. Then 
