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Abstract
Quasi-static processes in nonlinear visco-elastic materials of solid-type are here represented by the system:
σ −B(x) : ∂ε
∂t
∈ β(ε, x), −divσ = f , (∗)
coupled with initial and boundary conditions. Here σ denotes the stress tensor, ε the linearized strain tensor, B(x) the viscosity
tensor, β(·, x) a (possibly multi-valued) maximal monotone mapping, and f an applied load. Existence and uniqueness of the weak
solution are proved.
A composite material in which the data β and B rapidly oscillate in space is then considered, and a two-scale model is derived
via Nguetseng’s notion of two-scale convergence. Although neither the stress nor the strain need be mesoscopically uniform, it is
proved that their coarse-scale averages solve a global-in-time single-scale homogenized problem (upscaling). From any solution of
the latter a solution of the two-scale problem is then reconstructed (downscaling). These results are at variance with the outcome of
so-called analogical models, that assume a mean-field-type hypothesis. Finally, we represent the system (∗) as a minimum problem,
and interpret the above results in terms of two- and single-scale Γ -convergence.
© 2008 Elsevier Masson SAS. All rights reserved.
Résumé
Des processus quasi-statiques pour des matériaux visco-élastiques de type solide sont décrits ici par le système :
σ −B(x) : ∂ε
∂t
∈ β(ε, x), −divσ = f , (∗)
couplé à des conditions aux limites et initiales. Ici σ désigne le tenseur des contraintes, ε le tenseur des déformations linéari-
sées, B(x) le tenseur de viscosité, β(·, x) un opérateur maximal monotone (éventuellement à valeurs multiples), et f une charge
appliquée. L’existence et l’unicité de la solution faible sont établies.
Un matériau composite pour lequel β et B oscillent rapidement en espace est alors considéré, et un modèle à deux échelles
est obtenu par la notion de convergence à deux échelles de Nguetseng. Bien que ni les contraintes ni les déformations n’ont
besoin d’être uniformes à l’échelle mésoscopique, il est prouvé que leurs moyennes à l’échelle grossière sont solutions d’un
problème homogénéisé à une échelle globale en temps (upscaling). Une solution du problème à deux échelles est alors reconstruite
à partir d’une solution quelconque de ce dernier problème (downscaling). Ces résultats sont différents de ceux obtenus pour des
modèles dits analogiques, qui supposent une hypothèse de type champ moyen. Finalement, nous représentons le système (∗)
sous la forme d’un problème de minimisation, et interprétons les résultats ci-dessus en termes de Γ -convergences à une ou deux
échelles.
© 2008 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In this paper we deal with the homogenization of processes in nonlinear visco-elastic composite materials via a
two-length-scale homogenization procedure. First we couple the constitutive law with the quasi-static force-balance
equation for a space-distributed system, and study an associated initial- and boundary-value problem. We then assume
that the medium is a composite, derive two- and single-scale homogenized models, and prove their mutual equivalence.
Nonlinear visco-elasticity. We denote the region occupied by the body by Ω , the displacement with respect to the
initial configuration by u, the linearized strain-tensor by ε, the stress-tensor by σ , the density by ρ, and a distributed
load by f . Under the hypothesis of infinitesimal displacements, we represent a linearly viscous and nonlinearly elastic
behavior via a constitutive relation of the form:
σ −B(x) : ∂ε
∂t
∈ β(ε, x), (1.1)
where β(·, x) is a (possibly multi-valued) maximal monotone mapping in the space of symmetric second-order tensors,
and B(x) is a positive-definite fourth-order tensor. This inclusion accounts for a solid-type viscous behavior, for ε may
not indefinitely grow under constant stress whenever β(·, x) is surjective. This relation is tantamount to the variational
inequality: (
σ −B(x) : ∂ε
∂t
− z
)
: (ε − v) 0 ∀(v, z) such that z ∈ β(v, x). (1.2)
The constitutive law (1.1) is not frame-independent, similarly to the classical linear theory that rests on the assump-
tion of infinitesimal displacements. (1.1) might be regarded as an approximation of a finite-displacement relation.
It would be in order to couple the constitutive relation (1.1) with the complete equation of continuum dynamics
ρ∂2u/∂t2 − ∇ · σ = f (∇· := div). However the time-scale of this equation is often shorter than that of (1.1), and we
rather deal with the quasi-static force-balance equation:
−∇ · σ = f in Ω × ]0, T [, (1.3)
avoiding the analytical difficulties of quasilinear second-order hyperbolic equations. We couple the system (1.1) and
(1.3) with appropriate initial- and boundary-conditions, provide a weak formulation in the framework of Sobolev
spaces, and show existence and uniqueness of the solution. This part is based on classical techniques and is preparatory
to the modeling of composites, which is the main concern of this work.
Analogical models. Large classes of rheological laws may be represented via so-called analogical models, that are
constructed by arranging elementary univariate models in series and/or in parallel. In several cases the constitutive
relations that are so derived may easily be carried over to the multivariate setting, although there the interpretation in
terms of serial and parallel arrangements is meaningless. This technique is widely used in mechanics, in electromag-
netism, in circuit theory, and so on, see e.g. [1,2,39,42,48,63]; however this procedure seems to be just heuristic, and
in this paper we shall introduce an alternative approach.
Let us combine in series a finite family {Mj : j = 1, . . . ,N} of models like (1.1), each one characterized by a
nonlinear function βj and a tensor function Bj . Once an initial condition has been specified for ε, for any j this
defines a mapping Gj :σj → εj with memory. This arrangement has the following properties (omitting the variable t):
(i) (discrete) mean-field hypothesis: σj is independent of j and equals the stress σ of the overall model;
(ii) (discrete) additivity: ε =∑Nj=1 εj , that is in our case
ε =
N∑
j=1
Gj (σj ) =
N∑
j=1
Gj (σ ) =: Gˆ(σ ). (1.4)
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the sum of the σj ’s. These hypotheses take over to a countable family of elements {Mj } by replacing the finite sum
(1.4) by a series. This construction may also be extended to a space-distributed rheological model. In the latter case it
is natural to introduce a finer length-scale than the macroscopic one: we thus account for a (periodic) dependence on
a variable y, that we let range through a reference cell Y := [0,1[3. For a serial network we then replace the sum (1.4)
by an integral over ηY , where η = x/y 	 1 represents the ratio between the two length-scales. At any point x let us
represent the relation between the fine-scale fields ε and σ in the form ε(x, y, t) = [G(σ (x, y, ·), y)](t) for any y ∈ Y
and time t > 0. This may account for a differential inclusion of the form (1.1), with B and β dependent on y. We then
replace the properties (i) and (ii) by the following ones (omitting the variables x, t):
(i)′ (continuous) mean-field hypothesis: σ is independent of y ∈ Y and equals the stress σ of the overall model;
(ii)′ (continuous) additivity: ε = ∫
Y
ε(y) dμ(y), that in our case reads,
ε =
∫
Y
G(σ, y) dμ(y) =: Gˆ(σ ), (1.5)
for some prescribed probability measure μ that characterizes the fine-scale structure of the specific material. Contin-
uous parallel arrangements are governed by the dual properties: ε(y) is independent of y, and the overall σ equals the
integral of σ(y) over Y .
In this work we question the validity of these mean-field and additivity hypotheses: we wonder whether they may
be justified via a homogenization procedure, namely by setting y = x/η and then letting η vanish. We anticipate that
we shall answer in the negative, and provide a different approach.
Two- and single-scale homogenization. In several cases of applicative interest one might be satisfied with a purely
empirical justification of a constitutive law. However, especially if the latter is represented as a network of elementary
models, it seems reasonable to regard the material as a composite (namely a fine-scale mixture of constituents), and to
investigate whether the prescribed law may be derived from an underlying fine-scale model via some homogenization
technique.
Our approach consists in the following program, that rests on Nguetseng’s notion of two-scale convergence:
(i) Model of a macroscopically inhomogeneous but mesoscopically homogeneous material.
In Section 2 we illustrate the rheological law (1.1), and in Section 3 we construct a single-scale model, P , for the
system (1.1), (1.3). We provide the weak formulation of an associated boundary-value problem, P , allowing B and/or
ϕ to degenerate in subdomains of Ω . We then prove the existence and uniqueness of the solution.
(ii) Model of a mesoscopically inhomogeneous material.
We represent a composite by assuming that the constitutive data B and β depend periodically on a fine-scale
variable, y. In Section 4 we denote the ratio between the scales y and x by η (with 0 < η 	 1), set Y := [0,1[3,
and assume that y = x/η modulus Y ; more precisely we enforce mesoscopic periodicity by letting y range through
the 3-dimensional unit torus, that we denote by Y . We then formulate a corresponding single-scale boundary-value
problem, Pη, that is analogous to problem P and thus has one and only one solution.
(iii) Two-scale homogenization of the problem.1
Still in Section 4, by a classical procedure, we replace our material by a family of materials parameterized by η, in
which the data B and β explicitly and periodically depend on x/η; as η gets smaller and smaller these functions thus
oscillate more and more rapidly. In Section 4 we show that as η → 0 a suitable sequence of solutions of Pη two-scale
converges to a solution of a two-scale problem, P2, in which (1.1) is replaced by the two-scale constitutive law:
σ(x, y, t)−B(y) : ε(x, y, t) ∈ β(ε(x, y, t), y) for (x, y, t) ∈ Ω ×Y × ]0, T [. (1.6)
(iv) Scale-transformation of the constitutive law.
1 Strictly speaking, homogenization is the search for coarse-scale effective models. However by two-scale homogenization we refer to homoge-
nization via the formulation of an intermediate two-scale model.
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variable x. From this cell problem we derive a global-in-time coarse-scale relation for the average fields:
σˆ (t) :=
∫
Y
σ(y, t) dy, εˆ(t) :=
∫
Y
ε(y, t) dy for t ∈ ]0, T [; (1.7)
such a procedure is also called upscaling. We also show that conversely all tensor functions σˆ , εˆ that satisfy that
relation can be represented as averages of fields σ, ε that fulfill the two-scale law (1.6) (so-called downscaling).
(v) Single-scale homogenization of the two-scale problem (upscaling).
After dealing with the cell problem, we extend the above direct and inverse scale-transformations to our space-
distributed system. In Section 6 we derive a single-scale problem P1 from the two-scale problem P2, and show that
the Y-average of any solution of P2 solves P1. So as η → 0 a sequence of solutions of Pη single-scale converges to a
solution of P1, which looks as a new coarse-scale model of nonlinear visco-elastic processes.
(vi) Inversion of the scale-transformation (downscaling).
Conversely for any solution of the effective problem P1 we construct a solution of problem P2, such that the former
is the Y-average of the latter. Thus there is no loss of information by homogenization, although the coarse-scale prob-
lem is more synthetical than the two-scale model. In the terminology of [36,37,68], this downscaling transformation
defines a reconstruction operator, and the Y-average is a compression operator.
It is thus possible to express the macroscopic constitutive behavior just in terms of the coarse-scale fields σˆ and εˆ.
This conclusion may be compared with a classical result of Marcellini [52], here reformulated in Section 7, that pro-
vides the Γ -limit (in the sense of De Giorgi) of a sequence of oscillating convex functionals. In this stationary setting
the homogenization procedure thus preserves the variational form of the problem. The outcome of homogenization of
the gradient flow (1.1) is rather different. The two-scale limit preserves that form, but the corresponding single-scale
formulation looks quite different; it is not clear whether it might be reformulated as a gradient flow, for it is global in
time. In this respect it may be noticed that after [70,71] memory phenomena are known to arise in the homogenization
of linear evolution equations. This is hardly surprising, for Tartar showed by simple examples that the weak limit of
linear semigroups need not be a semigroup, and that oscillations in spatial properties in a linear evolution problem
may induce a memory effect.
In Section 7 we discuss the possibility of applying two- and single-scale Γ -convergence to the homogenized of
the system (1.1), (1.3). For this purpose we reformulate this system as what we name a null minimization problem,
namely,
find z such that J (z) = infJ = 0, (1.8)
for some nonnegative functional J . At the end of Section 7 we also compare this formulation with the usual mini-
mization principle.
Our homogenization method is applicable to several other nonlinear processes, and rests on two main ingredients.
The first one is the structure of the problem, that yields certain orthogonality properties, see the mutually orthogonal
spaces W and Z defined in (5.6). This setting is somehow reminiscent of that which underlies Murat and Tartar’s
theory of compensated compactness, cf. e.g. [56,57,69], but moves to a different direction. The form (2.10) of the
multi-valued function β is another key element, that we exploit through the generalization of a classical property of
convexity due to W. Fenchel [38], cf. (2.12)–(2.14). This property was also applied to the reformulation of an evolution
variational inequality in [18], and then in several other works; cf. e.g. [8,40] and references therein. Here we exploit
it via the formulation of null minimization problems, like (1.8). Similar orthogonality and convexity properties also
occur in several other phenomena, e.g., electromagnetism and heat conduction.
Literature. The nonlinear law (1.1) is a model of visco-elasticity. Several monographs deal with elasticity and
viscosity, see e.g. [1,6,23,24,34,39,41,42,47–49,58,64]. A model of visco-elasticity was coupled with the equation
of continuum dynamics, e.g., in [13,14,49]. Nonlinear elasticity may appropriately be represented in the framework of
the finite-strain theory, see e.g. [11,24,29]; the extension of that theory to visco-elasticity however faces the difficulty
of coupling nonconvexity with time-relaxation.
After the seminal works [9,33,67,69], a large literature addressed homogenization, see e.g. [5,10,12,28,44,46,54,
57,61,62,66]. A unifying framework for the homogenization of stationary problems was provided by the notions of G-
A. Visintin / J. Math. Pures Appl. 89 (2008) 477–504 481and Γ -convergence, see e.g. [15,16,19,21,30,32,33,67]. After the classical Tartar method of oscillating test-functions
(also known as the energy-method), the theory of two-scale convergence (that we briefly review in Appendix A)
introduced a new approach to periodic homogenization. This idea was pioneered by Nguetseng [60] (see also [7]),
was further developed by Allaire [4], and was then studied and applied in a large number of works; see e.g. [51] for
a recent survey, and [27] for an alternative formulation. Two-scale convergence also conveys a novel point of view
by providing an analytical framework for multiscaling—a notion that physicists and other scientists are familiar to,
and that is attracting a renewed attention among mathematicians. Some new analytical, numerical and applicative
perspectives offered by scale transformations are also outlined, e.g., in [36,37,68] and in references therein.
The method of two-scale convergence was recently applied to the homogenization of several models of continuum
mechanics. For instance it was used for the (stationary) Hencky model of elasto-plasticity in [22], and for quasi-
stationary processes in a wide class of inelastic materials in [3] and [59]. The two-scale homogenization of quasi-static
elasto-plastic processes with strain-hardening was studied in [53], via what is known as the energetic approach to rate-
independent evolution.
The present work is part of a research on the two-scale homogenization of nonlinear models issued from continuum
mechanics, electromagnetism and heat conduction, cf. [72–74,76,77]. The approach that is here illustrated may also be
applied to these as well as to other processes governed by variational inequalities, and is not equivalent to that based on
analogical models. For instance in [73,74] similar procedures were used in the homogenization of composites whose
constitutive behavior is respectively represented by nonlinear versions of the Maxwell and Kelvin–Voigt models of
visco-elasticity; there the inertial term was also included in the equation of continuum dynamics.
A combined two- and single-scale approach like that of the present work can also be applied to the homogenization
of the constitutive relations:
β−1(σ, x, t)+B−1(x, t) :
t∫
0
σ(x, τ ) dτ  ε, (1.9)
β−1(σ, x, t)+
t∫
0
B−1(x, t − τ) : σ(x, τ ) dτ  ε, (1.10)
where β and B are as above. Both account for a visco-elastic behavior of fluid-type, for here ε may indefinitely
grow under constant stress. The first inclusion is dual to (1.1) in the duality between parallel and series arrangements.
The second one is studied in the parallel paper [78] via a procedure that is comparable to that of the present work:
formulation of a weak model, derivation of a two-scale problem, upscaling and downscaling. The analyses of (1.1)
and (1.10) however exhibit several differences, due to the different structure of these inclusions.
2. The rheological model
We shall mark vectors by an arrow and use no special symbol for tensors. We shall denote the linear space of
3 × 3-tensors by R9, the subspace of symmetric tensors by R9s , the scalar product by “·”, and the contraction over two
indices by “:”. Thus
u : v =
3∑
i,j=1
uij vij , (B : v)ij =
3∑
k,=1
Bijkvk,
u : B : v =
3∑
i,j,k,=1
uijBijkvk ∀u,v ∈ R9, ∀B = {Bijk} ∈ R9×9.
We also define the spheric and deviatoric components:
v(s) := 13
3∑
i=1
viiI (I := {δjk}), v(d) := v − v(s) ∀v ∈ R9.
We shall write L2(Ω)9s in place of L2(Ω;R9s ), use similar notation for other spaces of tensor-valued functions, and
denote by D9s the linear space of symmetric 3 × 3-deviators. We shall assume that the displacement field u is so small
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εij =
(∇s u)
ij
:= 1
2
(
∂ui
∂xj
+ ∂uj
∂xi
)
for i, j = 1,2,3. (2.1)
In the literature a number of constitutive relations have been formulated in terms of the Cauchy stress tensor σ , of
ε and of ε˙ (by the dot we denote the time-derivative); cf. e.g. [1,2,39,42,47,48,63]. In this work we shall confine
ourselves to two basic constitutive relations: linear viscosity of rate-type and nonlinear elasticity. We represent the
former by
σ = B : ε˙, (2.2)
the viscosity tensor B = {Bijk} ⊂ R9×9 being such that
Bijk = Bjik ∀i, j, k, ,
∑
i=1,2,3
Biik = 0 ∀k, . (2.3)
The transformation v → B : v thus maps 3 × 3-tensors to symmetric deviators, and (2.2) also reads σ(d) = B : ε˙ and
σ(s) = 0. We shall not assume that Bijk = Bkij .
In the framework of the finite-strain theory, the stored energy is assumed to be a polyconvex function; see e.g.
[11,24,29]. Under the hypothesis of infinitesimal displacements instead here we assume that
σ ∈ β(ε), with β : R9s → P
(
R9s
)
maximal monotone (2.4)
(by P(X) we denote the power set of any set X). This relation clearly encompasses linear elasticity, viz. σ = A : ε for
a positive-definite fourth-order elasticity tensor A ∈ R9×9 such that Aijk = Ajik for any i, j, k, . The linear theory
usually also assumes that Aijk = Akij , namely the existence of a potential; this hypothesis is physically appropriate,
but is not needed by our analysis.
The maximal monotone relation (2.4) may be regarded just as an approximation of the actual stress-strain law for
small ε. The range of validity of this law might however be larger than that of the linear theory. For instance, it is
easily checked that the mapping ε → L(ε) : ε is maximal monotone in a neighborhood of ε = 0, whenever L is a
continuously differentiable tensor-field and L(0) is positive-definite.
Further constitutive behaviors may be derived by composing the above properties either in series or in parallel. (As
we pointed out in the Introduction, this technique just applies to the univariate setting, but it provides relations that
may then be extrapolated to tensors.) The serial and the parallel arrangement of the above viscous and elastic elements
respectively correspond to the relations,
β−1(σ )˙+B−1 : σ  ε˙, (2.5)
β(ε)+B : ε˙  σ. (2.6)
These are idealized representations of the visco-elastic behavior of fluid and solid materials, respectively. This may be
checked by submitting a specimen to a constant stress, e.g. a constant traction. By (2.5) ε may indefinitely grow; on
the other hand by (2.6) ε remains bounded, provided that |β(ε)| → +∞ as |ε| → +∞. For a linear β the inclusions
(2.5) and (2.6) are reduced to equalities, and respectively represent the classical Maxwell and Kelvin–Voigt models,
see e.g. [1,2,39,42,47,48,63].
Notice that the relations (2.5) and (2.6) include the basic elements (i) and (ii): if β−1 ≡ 0 then (2.5) is reduced
to σ ∈ B : ε˙, whereas if B ≡ 0 from (2.6) we retrieve σ ∈ β(ε). In this work we shall couple the quasi-static force-
balance equation (1.3) with the relation (2.6), and study the associated homogenization problem. The analogous issue
for a more general relation than (2.5) is addressed in the parallel paper [78].
Generalized Fenchel properties. For any convex and lower semicontinuous function ϕ : RN → R ∪ {+∞} (N  1,
ϕ ≡ +∞), the convex conjugate function ϕ∗ and the subdifferential ∂ϕ are classically defined, cf. e.g. [35,38,43,
45,55,65]. We remind the reader that ∂ϕ is maximal and cyclically monotone if and only if ϕ is convex and lower
semicontinuous. Moreover for any u,w ∈ RN ,
ϕ(u)+ ϕ∗(w)w · u (Fenchel inequality), (2.7)
w ∈ ∂ϕ(u) ⇔ ϕ(u)+ ϕ∗(w) = w · u (Fenchel property – I). (2.8)
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w ∈ ∂ϕ(u) ⇔ ϕ(u)+ ϕ∗(w)w · u (Fenchel property – II). (2.9)
Next we extend these properties to a class of noncyclically monotone operators. Let L be a positive-semidefinite
tensor of R9×9, and set
β(v) = L : v + ∂ϕ(v) (⊂P(RN )) ∀v ∈ RN. (2.10)
This mapping is maximal monotone, and is cyclically monotone if and only if the tensor L is symmetric. By (2.8) the
condition w ∈ β(u), namely w −L : u ∈ ∂ϕ(u), is equivalent to
(w −L · u) · u = ϕ(u)+ ϕ∗(w −L · u) ∀u,w ∈ RN.
Defining the convex and lower semicontinuous function
Φ(u,w) := u ·L · u+ ϕ(u)+ ϕ∗(w −L · u) ∀u,w ∈ RN, (2.11)
by (2.7)–(2.9) for any u,w ∈ RN we get:
Φ(u,w)w · u (generalized Fenchel inequality), (2.12)
w ∈ β(u) ⇔ Φ(u,w) = w · u (generalized Fenchel property – I), (2.13)
w ∈ β(u) ⇔ Φ(u,w)w · u (generalized Fenchel property – II). (2.14)
This entails that it suffices to derive the latter inequality, for then the corresponding equality comes for free.
The monotone inclusion is thus equivalent to what we name a null minimization problem:
w ∈ β(u) ⇔ Ψ (u,w) = infΨ = 0, where
Ψ (u,w) := Φ(u,w)−w · u ( 0) ∀(u,w) ∈ (RN )2. (2.15)
Remark. Not all minimization problems may conveniently be reduced to a null minimization problem. It is true that
the minimization of any prescribed function J can be set in the form (2.15) for the shifted function J¯ = J − infJ ,
provided that infJ is finite. However J¯ is defined only implicitly for it requires the evaluation of infJ . On the other
hand, in (2.15) it is assumed that the function Ψ is prescribed.
The present reformulation might also be extended to maximal monotone relations that are substantially more gen-
eral than (2.10).
3. Weak formulation, existence and uniqueness
In this section we prove existence and uniqueness of the weak solution of an initial- and boundary-value problem,
that accounts for processes in an inhomogeneous material characterized by the constitutive law (1.1).
P.D.E. and constitutive relation. Let us denote by Ω a bounded Lipschitz domain of R3 occupied by our material, fix
a partition {Γ0,Γ1} of its boundary, fix any T > 0, and set At := A× ]0, t[ for any subset A of R3 and any t ∈ ]0, T ].
We prescribe a load f1 on ΩT , a normal traction g on Γ1T ; for the sake of simplicity we assume that the body is kept
fixed along Γ0. Neglecting inertia effects, we thus couple the quasi-static force-balance equation,
−∇ · σ = f1 in ΩT , (3.1)
with the boundary conditions
u = 0 a.e. on Γ0T , (3.2)
σ · ν = g a.e. on Γ1T , (3.3)
where by ν we denote the outward-oriented unit normal vector on Γ1. We deal with a class of visco-elastic behaviors;
these include the case in which Ω is (up to a negligible set) the union of two (possibly disconnected and possibly
intersecting) open regions Ωv and Ωe, that respectively represent the parts that exhibit some viscous and elastic
behavior. Here we intend viscosity and elasticity in a broad sense, for we do not exclude their coexistence: Ωv ∩ Ωe
thus corresponds to the visco-elastic region, see Fig. 1. Either Ωv or Ωe or Ωv ∩Ωe might be empty.
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We also assume that
L := {Lijk: i, j, k,  ∈ {1,2,3}} ∈ L∞(Ω)9×9,
L(x) is positive-semidefinite for a.e. x ∈ Ω (3.4)
(L(x) might also be the null tensor for a.e. x),
ϕ : R9s ×Ω → R,
ϕ(·, x) is convex and lower semicontinuous for a.e. x,
there exists a Borel function ϕ˜ : R9s ×Ω → ]−∞,+∞]
such that ϕ˜(·, x) = ϕ(·, x) for a.e. x, (3.5)
and set:
β(v, x) := L(x) : v + ∂ϕ(v, x) (⊂P(R9s )) ∀v ∈ R9s , for a.e. x ∈ Ω. (3.6)
The mapping β(·, x) is thus maximal monotone. It is cyclically monotone if and only if L is symmetric, i.e., Lijk(x) =
Lkij (x) for any i, j, k,  and a.e. x; however for our analysis we shall not need this hypothesis. We then define the
convex and lower semicontinuous function:
Φ(v, z, x) := v : L(x) : v + ϕ(v, x)+ ϕ∗(z−L(x) : v, x) ∀v, z ∈ R9s , for a.e. x ∈ Ω. (3.7)
For any set A ⊂ Ω we set χA = 1 in A and χA = 0 in Ω \A, and also assume that
∃a1, . . . , a4 > 0, ∀v ∈ R9s , for a.e. x ∈ Ω,
a1χΩe(x)|v|2 − a2  ϕ(v, x) a3|v|2 + a4, (3.8)
B ∈ L∞(Ω)9×9; B fulfills (2.3), and
∃c1, c2 > 0: ∀v ∈ R9s , for a.e. x ∈ Ω,
c1χΩv (x)|v|2  B(v, x) := v : B(x) : v  c2|v|2. (3.9)
These hypotheses grant that Ωv (Ωe, resp.) exhibit a viscous (elastic, resp.) behavior, but do not exclude the occurrence
of viscosity (elasticity, resp.) outside that region. Note that (3.8) entails
∃b ∈ R, for a.e. x ∈ Ω: ∀v ∈ R9s , ϕ∗(v, x) (2a3)−1|v|2 − b. (3.10)
Functional framework. We assume that Ω is a bounded Lipschitz domain, that Γ0 is measurable and has positive
bi-dimensional Hausdorff measure. Denoting the trace operator by γ0 we set:
V := {v ∈ H 1(Ω)3: γ0v = 0 a.e. on Γ0}, ‖v‖V := ∥∥∇s v∥∥L2(Ω)9 .
Because of the Korn and Poincaré inequalities, V is a closed Hilbert subspace of H 1(Ω)3. Labeling the dual space by
a prime and identifying (L2(Ω)3)′ with L2(Ω)3, we get the Hilbert triplet:
V ⊂ L2(Ω)3 = (L2(Ω)3)′ ⊂ V ′ with compact, continuous and dense injections.
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∇∗· :L2(Ω)9s → V ′, 〈∇∗ ·w, v〉 := −
∫
Ω
w : ∇s v dx ∀w ∈ L2(Ω)9s , ∀v ∈ V.
We assume that
f1 ∈ L2(ΩT )3, g ∈ L2(Γ1T )3, ε0 = ∇s u0 a.e. in Ω , for some u0 ∈ V, (3.11)
and define the functional f ∈ L2(0, T ;V ′) by setting,
〈 f , v〉 =
∫
Ω
f1 · v dx dτ +
∫
Γ1
g · v ds ∀v ∈ V, a.e. in ]0, T [. (3.12)
We are now able to introduce the weak formulation of an initial- and boundary-value problem for the system (1.1),
(3.1)–(3.3).
Problem 3.1 (Weak formulation). Find (u,σ ) such that, setting ε := ∇s u,
u ∈ L2(0, T ;V ), σ ∈ L2(ΩT )9s , B(x) : ε ∈ H 1
(
0, T ;L2(Ω)9s
)
, (3.13)
σ −B(x) : ∂ε
∂t
∈ β(ε, x) a.e. in ΩT , (3.14)∫
Ω
σ : ∇s v dx = 〈 f , v〉 ∀v ∈ V, a.e. in ]0, T [, (3.15)
B(x) : ε(x,0) = B(x) : ε0(x) for a.e. x ∈ Ω. (3.16)
The weak equation (3.15) entails −∇ · σ = f1 in D′(Ω)3 a.e. in ]0, T [. By (3.11) then ∇ · σ ∈ L2(ΩT )3, and this
equation also holds a.e. in ΩT . The boundary condition (3.3) then holds in the dual trace-space (H 1/200 (Γ1)3)′, a.e. in]0, T [, cf. [50].
Theorem 3.1. Under the hypotheses (3.4)–(3.9), (3.11), (3.12) Problem 3.1 has a solution.
Proof. (i) Approximation. Let us fix any m ∈ N, set
h := T
m
, ε0m := ε0 a.e. in Ω, f nm :=
1
h
nh∫
(n−1)h
f dt in V ′, for n = 1, . . . ,m,
and introduce the following time-discretized problem.
Problem 3.1m. Find (unm,σnm) ∈ V ×L2(Ω)9s for n = 1, . . . ,m such that, setting εnm := ∇s unm,
σnm −B(x) :
εnm − εn−1m
h
∈ β(εnm, x) a.e. in Ω , for n = 1, . . . ,m, (3.17)
−∇∗ · σnm = f nm in V ′, for n = 1, . . . ,m. (3.18)
For any n the inclusion (3.17) is of the form σnm ∈ gn(εnm, ·) a.e. in Ω , and by the hypotheses (3.8) and (3.9) the
mapping gn(·, x) : L2(Ω)9s → P(L2(Ω)9s ) is maximal monotone and coercive. Problem 3.1m has then a solution,
cf. e.g. [17, Section II.6].
For any family {vnm}n=0,...,m of functions Ω → R, let us set:
vm := piecewise linear time-interpolate of v0m, . . . , vmm , a.e. in Ω,
v¯m(·, t) := vnm a.e. in Ω,∀t ∈
]
(n− 1)h,nh[, for n = 1, . . . ,m. (3.19)
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σ¯m −B(x) : ∂εm
∂t
∈ β(ε¯m, x) a.e. in ΩT , (3.20)
−∇∗ · σ¯m = ¯fm in V ′, a.e. in ]0, T [. (3.21)
(ii) First a priori estimate. By the generalized Fenchel property (2.14) the inclusion (3.20) is equivalent to
Φ
(
ε¯m, σ¯m −B(x) : ∂εm
∂t
, x
)
 ε¯m : σ¯m − ε¯m : B(x) : ∂εm
∂t
a.e. in ΩT . (3.22)
On the other hand, multiplying (3.21) by um we get
∫
Ω
σ¯m : ε¯m dx = 〈 ¯f m, ¯um〉 a.e. in ]0, T [. The inequality (3.22)
thus reads
1
2
∫
Ω
B(εm(x, t), x)dx +
∫ ∫
Ωt
Φ
(
ε¯m, σ¯m −B(x) : ∂εm
∂τ
, x
)
dx dτ
 1
2
∫
Ω
B(ε0(x), x)dx +
t∫
0
〈 ¯f m, ¯um〉dτ ∀t ∈ ]0, T [. (3.23)
Recalling (3.8)–(3.10) and denoting the volume of Ω by |Ω|, by the latter inequality we have:
c1
2
∫
Ω
χΩv
∣∣εm(x, t)∣∣2 dx +
∫ ∫
Ωt
(
a1χΩe |ε¯m|2 + (2a3)−1
∣∣∣∣σ¯m −B(x) : ∂εm∂τ
∣∣∣∣
2)
dx dτ
 c2
2
∫
Ω
∣∣ε0(x)∣∣2 dx + ‖ f ‖L2(0,t;V ′)‖um‖L2(0,t;V ) + (a2 + b)t |Ωv| ∀t ∈ ]0, T [.
Recalling the Korn inequality, we then get:
‖εm‖L2(ΩT )9,
∥∥∥∥σ¯m −B : ∂εm∂t
∥∥∥∥
L2(ΩT )9
 C1. (3.24)
(We shall denote by Ci suitable positive constants dependent on the data.)
(iii) Energy estimate. An additional estimate is in order, for (3.24) does not provide separate uniform bounds for
σ¯m and B : ∂εm/∂t in L2(ΩT )9. First notice that by (3.20) there exists a measurable selection z¯m of ∂ϕ(ε¯m, ·) such
that (3.17) reads
σ¯m −B : ∂εm
∂t
= L : ε¯m + z¯m a.e. in ΩT . (3.25)
Moreover by (3.8) and (3.21),
t∫
0
z¯m : ∂εm
∂τ
dτ  ϕ
(
ε¯m(x, t), x
)− ϕ(ε0, x) a1χΩe ∣∣ε¯m(x, t)∣∣2 − a3∣∣ε0∣∣2 − a2 − a4 a.e. in ΩT ,
∫ ∫
Ωt
σ¯m : ∂εm
∂τ
dx dτ =
t∫
0
〈
¯fm, ∂ um
∂τ
〉
dτ = 〈 fm(t), um(x, t)〉− 〈 f (0), u0(x)〉−
t∫
0
〈
∂ fm
∂τ
, ¯um
〉
dτ

∥∥ fm(t)∥∥V ′∥∥um(·, t)∥∥V + ∥∥ f (0)∥∥V ′∥∥u0∥∥V + ‖ f ‖H 1(0,t;V ′)‖um‖L2(0,t;V )
for any t ∈ ]0, T ]. Let us now multiply (3.25) by ∂εm/∂t , integrate in time, and combine the outcome with the two
latter inequalities. Denoting by Ls(x) the symmetric part of the tensor L(x), we thus get:
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Ωt
B
(
∂εm
∂τ
, x
)
dx dτ +
∫
Ω
[
1
2
ε¯m(·, t) : Ls(x) : ε¯m(·, t)− 12ε
0 : Ls(x) : ε0 + a1χΩe
∣∣ε¯m(·, t)∣∣2
]
dx

∥∥ fm(t)∥∥V ′∥∥um(·, t)∥∥V + ∥∥ f (0)∥∥V ′∥∥u0∥∥V + ‖ f ‖H 1(0,t;V ′)‖um‖L2(0,t;V )
+ a3
∫
Ω
∣∣ε0(x)∣∣2 dx + (a2 + a4)|Ω| ∀t ∈ ]0, T [.
Notice that, denoting by B(x)1/2 the square root of the positive-semidefinite tensor B(x),∫
Ω
B
(
∂εm
∂τ
, x
)
dx =
∥∥∥∥B1/2 : ∂εm∂τ
∥∥∥∥
2
L2(Ω)9
a.e. in ]0, T [.
By the latter inequality, (3.9) and (3.24) we then get:∥∥B1/2 : εm∥∥H 1(0,T ;L2(Ω)9),‖σm‖L2(ΩT )9  C2. (3.26)
(iv) Passage to the limit. By the uniform estimates (3.26) there exist u,σ such that as m → ∞ along a suitable
subsequence,
um ⇀ u in L2(0, T ;V ), (3.27)
B1/2 : εm ⇀B1/2 : ε in H 1
(
0, T ;L2(Ω)9), (3.28)
σm ⇀ σ in L2(ΩT )9. (3.29)
By passing to the limit w.r.t. m in (3.21) we get (3.15). Taking the inferior limit in (3.23), we also obtain:
1
2
∫
Ω
B(ε(x, t), x)dx + ∫ ∫
Ωt
Φ
(
ε,σ −B(x) : ∂ε
∂τ
, x
)
dx dτ
 1
2
∫
Ω
B(ε0(x), x)dx +
t∫
0
〈 f , u〉dτ ∀t ∈ ]0, T [, (3.30)
namely, as 〈 f , u〉 = ∫
Ω
σ : ε dx by (3.15),∫ ∫
Ωt
Φ
(
ε,σ −B(x) : ∂ε
∂τ
, x
)
dx dτ 
∫ ∫
Ωt
ε :
(
σ −B(x) : ∂ε
∂τ
)
dx dτ ∀t ∈ ]0, T [.
By (2.14) this inequality is equivalent to the inclusion (3.14). (3.28) also entails the initial condition (3.16). Thus
Problem 3.1 has a solution. 
Theorem 3.2. Let the hypotheses of Theorem 3.1 be fulfilled. If
∃a > 0: for a.e. x ∈ Ωe, ∀vi ∈ R9s , ∀wi ∈ ∂ϕ(vi, x) (i = 1,2),
(w1 −w2) : (v1 − v2) a|v1 − v2|2, (3.31)
then ε is uniquely determined. If moreover ∂ϕ(vi, x) is single-valued for a.e. x ∈ Ω , then the solution of Problem 3.1
is unique.
Proof. For i = 1,2 let (ui, σi) be a solution of Problem 3.1, set εi := ∇s ui , ri := ∂εi/∂t , u := u1 − u2, and define ε,
σ , r similarly. By writing (3.14) for i = 1,2 and multiplying the difference of these inclusions by ε, we obtain:
σ : ε  1 ∂ B(ε, x)+w : ε, with w ∈ ∂ϕ(v1, x)− ∂ϕ(v2, x) a.e. in ΩT . (3.32)2 ∂t
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On the other hand by taking v = u in (3.15) we have ∫
Ω
σ : ε dx = 0. Integrating in space and time the inequality
(3.32), by (3.9) and (3.31) we then get:
c1
2
∫
Ωv
∣∣ε(x, t)∣∣2 dx + a ∫ ∫
Ωet
∣∣ε(x, τ )∣∣2 dx dτ  0 for a.e. t ∈ ]0, T [.
Thus ε = 0, whence u = 0 a.e. in ΩT by the Korn inequality. If ∂ϕ is single-valued, then by (3.14) σ is also uniquely
determined. 
Remark. Setting ε¯ := ε − ε(·,0), (3.14) also reads σ ∈M(ε¯), where
M : D(M) = H 1(0, T ;L2(Ω)9s )→ P(L2(ΩT )9s )
is a maximal monotone operator in L2(ΩT )9s . Indeed it is easily checked that
∀ε¯1, ε¯2 ∈ H 1
(
0, T ;L2(Ω)9s
)
, ∀σ1, σ2 ∈ L2(ΩT )9s ,
σi ∈M(εi) (i = 1,2) ⇒
∫ ∫
Ωt
[M(ε¯1)−M(ε¯2)][ε¯1 − ε¯2]dx dt  0.
The system (3.14)–(3.16) then formally also reads
−∇∗ ·M(∇s u)  f in L2(0, T ;V )′. (3.33)
One might then study Problem 3.1 in a more abstract framework. However it is not clear whether this would be
convenient in view of homogenization. This monotonicity property might be compared with that of the constitutive
relation of Proposition 5.4 ahead.
4. Two-scale formulation
In this section we assume that the prescribed functions B and β exhibit rapid oscillations in space, and derive a
two-length-scale asymptotic model.
As we pointed out in Section 1, we identify the reference cell Y := [0,1[3 with Y , that we equip with the topological
and differential structure of the (flat) torus. Defining a function on Y is thus equivalent to first defining it on Y and
then extending it to R3 by Y -periodicity. We assume that Y is (up to a negligible set) the union of two (possibly
disconnected and possibly intersecting) open regions Yv and Ye , that respectively represent the subsets of the reference
cell that have some viscous and elastic behavior. Yv ∩Ye thus corresponds to the visco-elastic region, see Fig. 2. Either
Yv or Ye or Yv ∩Ye might be empty.
We then introduce the two-scale constitutive law,
σ(x, y, t)−B(y) : ∂ε
∂t
(x, y, t) ∈ β(ε(x, y, t), y) for a.e. (x, y, t) ∈ ΩT ×Y, (4.1)
and assume the hypotheses (3.4)–(3.9), here with y ∈ Y (Yv , Ye, resp.) in place of x ∈ Ω (Ωv , Ωe, resp.).
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respectively, and the corresponding symmetrized gradients by ∇sx and ∇sy . Consistently with Proposition A.2, we
prescribe the initial datum in the form:
ε0 = ∇s u 0 + ∇sy u10 a.e. in ΩT ×Y, for some u0 ∈ V, u10 ∈ L2
(
Ω;H 1(Y)3), (4.2)
assume that
f ∈ L2(ΩT )3, (4.3)
and formulate a two-scale problem, using the notation (A.3).
Problem 4.1 (Two-scale formulation). Find (u, u1, σ ) such that ˆu1 = 0 a.e. in ΩT and, setting ε := ∇s u+ ∇sy u1,
u ∈ L2(0, T ;V ), u1 ∈ L2
(
ΩT ;H 1(Y)3
)
, σ ∈ L2(ΩT ×Y)9s , (4.4)
B(y) : ε ∈ H 1(0, T ;L2(Ω ×Y)9), (4.5)
σ −B(y) : ∂ε
∂t
∈ β(ε, y) a.e. in ΩT ×Y, (4.6)∫
Ω
σˆ : ∇s v dx = 〈 f , v〉 ∀v ∈ V, a.e. in ]0, T [, (4.7)
∇y · σ = 0 in D′(Y)3, a.e. in ΩT , (4.8)
B(y) : ε(x, y,0) = B(y) : ε0(x, y) for a.e. (x, y) ∈ Ω ×Y . (4.9)
We shall retrieve Problem 4.1 via an asymptotic procedure based on Nguetseng’s notion of two-scale convergence,
that we briefly review in Appendix A. Let us first denote the ratio between the mesoscopic and macroscopic length-
scales by a positive parameter η 	 1, so that y = x/η ranges through R3. In order to enforce the Y -periodicity with
respect to the fine-scale variable y, we rather let y range through the unit torus Y , and accordingly replace the above
relation between y and x by
y = x
η
modulus η; that is, y ∈ Y and for i = 1,2,3, ∃ki ∈ Z such that xi = kiη + yi.
The constitutive relation (4.1) then reads
σ(x, t)−B(x/η) : ∂ε
∂t
(x, t) ∈ β(ε(x, t), x/η) for a.e. (x, t) ∈ ΩT , (4.10)
which by (2.14) is tantamount to
Φ
(
ε,σ −B(x/η) : ∂ε
∂t
, x/η
)
 ε :
(
σ −B(x/η) : ∂ε
∂t
)
a.e. in ΩT . (4.11)
As R3 =⋃m∈Z3(mη + ηY ), the fine-scale regions Yv and Ye determine the (possibly disconnected) viscous and
elastic large-scale regions,
Ωvη := Ω ∩
⋃
m∈Z3
(mη + ηYv), Ωeη := Ω ∩
⋃
m∈Z3
(mη + ηYe). (4.12)
We shall couple the relation (4.11) with the equation of quasi-static equilibrium, and denote the corresponding weak
formulation by Problem 3.1η, for it only differs from Problem 3.1 by the occurrence of the parameter η.
Theorem 4.1. Let (3.4)–(3.9), (4.2) and (4.3) be fulfilled with
y ∈ Y, y ∈ Yv, y ∈ Ye in place of x ∈ Ω, x ∈ Ωv, x ∈ Ωe (respectively). (4.13)
For any η > 0 let (uη,ση) be a solution of Problem 3.1η, and set εη := ∇s u. Assume that
‖uη‖L2(0,T ;V ),
∥∥B(x/η)1/2 : εη∥∥ 1 2 9 ‖ση‖L2(Ω )9  constant independent of η. (4.14)H (0,T ;L (Ω) ) T
490 A. Visintin / J. Math. Pures Appl. 89 (2008) 477–504Then there exist u, u1, σ as in (4.4) and such that, as η → 0 along a suitable subsequence,
uη ⇀ u in L2(0, T ;V ), (4.15)
ση ⇀ σ in L2(ΩT ×Y)9, (4.16)
εη := ∇s uη ⇀ ε := ∇s u+ ∇sy u1 in L2(ΩT ×Y)9, (4.17)
B(x/η)1/2 : εη ⇀B(y)1/2 : ε in H 1
(
0, T ;L2(Ω ×Y)9). (4.18)
This entails that (u, u1, σ ) is a solution of Problem 4.1.
If ∂ϕ(·, y) is strictly increasing for a.e. y ∈ Ye . then ε is uniquely determined. Moreover if ∂ϕ(·, y) is single-valued
for a.e. y ∈ Y , then the solution of Problem 4.1 is unique.
By the argument of Theorem 3.1, cf. (3.26), there exists a family {(uη,ση): η > 0} of solutions of Problem 3.1η
that fulfill (4.14).
Proof. (4.15), (4.16) and (4.18) follow from the estimates (4.14) and Proposition A.1. By Proposition A.2 there exists
u1 such that (4.17) holds, and Proposition A.3 yields (4.8). Notice that by Proposition A.4,
lim inf
η→0
∫
Ω
B(εη(x, t), x/η)dx 
∫ ∫
Ω×Y
B(ε(x, y, t), y)dx dy for a.e. t ∈ ]0, T [,
lim inf
η→0
∫ ∫
Ωt
Φ
(
εη, ση −B(x/η) : ∂εη
∂τ
, x/η
)
dx dτ 
∫ ∫ ∫
Ω×Y
Φ
(
ε,σ −B(y) : ∂ε
∂τ
, y
)
dx dy dτ ∀t ∈ ]0, T [.
By writing (3.29) for εη, ση and passing to the inferior limit as η → 0, we then get:
1
2
∫ ∫
Ω×Y
B(ε(x, y, t), y)dx dy + ∫ ∫ ∫
Ω×Y
Φ
(
ε,σ −B(x) : ∂ε
∂τ
, y
)
dx dy dτ
 1
2
∫ ∫
Ω×Y
B(ε0(x, y), y) dx dy +
∫ ∫
Ωt
f · udx dτ for a.e. t ∈ ]0, T [.
By (2.12) and (2.14) this is tantamount to (4.6). Thus Problem 4.1 has a solution. The argument for uniqueness mimics
that of Theorem 3.2 and is here omitted. 
5. Single-scale homogenization
In this section we integrate the constitutive relation (4.1) over the cell Y , in view of eliminating any dependence
on the fine-scale variable y from the whole Problem 4.1 in the next section.
Due to lack of coerciveness, some difficulties seem to arise in the homogenization of (4.1) in the full generality
of the degeneracies that we allowed so far. Henceforth we shall then confine ourselves to two special cases, that are
somehow mutually opposite:
(I) The viscosity term does not degenerate; that is, Yv = Y , and this set may comprise a visco-elastic part.
(II) There is no viscosity at all, namely B ≡ 0 in Y , and Ye = Y .
Next we discuss in detail the case (I), that is more delicate. Afterwards we shall outline the modifications (essen-
tially simplifications) that are in order in the case (II).
Case I. Setting r := ∂ε/∂t , the relation (4.1) reads
σ(x, y, t)−B(y) : r(x, y, t) ∈ β(ε(x, y, t), y) for a.e. (x, y, t) ∈ ΩT ×Y . (5.1)
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cell problem,
σ(y)−B(y) : r(y) ∈ β(ε(y), y) for a.e. y ∈ Y, (5.2)
with r independent of ε. The next statement will be applied afterwards.
Lemma 5.1. (See [74].) Let X1, X2 be real Banach spaces and X2 be also reflexive. Let a function f :X1 × X2 →
]−∞,+∞] be convex, lower semicontinuous and locally uniformly coercive, in the sense that
∀ bounded set S ⊂ X1,∀M > 0, the set
{
ξ2 ∈ X2: f (ξ1, ξ2)M, ∀ξ1 ∈ S
}
is bounded. (5.3)
The function
g :X1 → ]−∞ + ∞] : ξ1 → inf
{
f (ξ1, ξ2): ξ2 ∈ X2
} (5.4)
is then convex, lower semicontinuous and coercive.
Proof. (We reproduce the argument of [74] for the sake of completeness.) For any ξ ′1, ξ ′′1 ∈ X1, any ξ ′2, ξ ′′2 ∈ X2 and
any λ ∈ ]0,1[, the convexity of f yields
g
(
λξ ′1 + (1 − λ)ξ ′′1
)
 f
(
λξ ′1 + (1 − λ)ξ ′′1 , λξ ′2 + (1 − λ)ξ ′′2
)
= f (λ(ξ ′1, ξ ′2)+ (1 − λ)(ξ ′′1 , ξ ′′2 )) λf (ξ ′1, ξ ′2)+ (1 − λ)f (ξ ′′1 , ξ ′′2 ).
By taking the infimum with respect to ξ ′2, ξ ′′2 we then get:
g
(
λξ ′1 + (1 − λ)ξ ′′1
)
 λg
(
ξ ′1
)+ (1 − λ)g(ξ ′′1 ).
Thus g is convex. The statement about coerciveness is straightforward.
In view of proving the lower semicontinuity, let us fix any sequence {ξ1n} in X1 that weakly converges to some
ξ1 ∈ X1; thus {ξ1n} is bounded. If L := lim infn→∞ g(ξ1n) = +∞ then trivially g(ξ1)  L. Let us then assume that
L< +∞. By definition of g there exists a sequence {ξ2n} in X2 such that
f (ξ1n, ξ2n) g(ξ1n)+ 1/n ∀n ∈ N if L> −∞,
f (ξ1n, ξ2n)−n ∀n ∈ N if L = −∞. (5.5)
By (5.3) the sequence {ξ2n} is bounded in X2, hence there exists ξ2 ∈ X2 such that ξ2n → ξ2 weakly in X2, as n → ∞
along a further subsequence. By passing to the limit in (5.5) along this subsequence, the lower semicontinuity of f
then yields,
g(ξ1) f (ξ1, ξ2) lim inf
n→∞ f (ξ1n, ξ2n) lim infn→∞ g(ξ1n). 
Next we address the homogenization of the inclusion (5.2), under the hypotheses (3.4)–(3.9) with the amendment
(4.13). For the reader’s convenience we proceed through a number of steps.
(i) Let us use the notation (A.3), and set
W := {η ∈ L2(Y)9s : ηˆ = 0, ∇ · η = 0 in D′(Y)3},
Z := {ζ ∈ L2(Y)9s : ζˆ = 0, ζ = ∇s v a.e. in Y , for some v ∈ H 1(Y)3}, (5.6)
and note the orthogonality properties:∫
Y
η(y) : ζ(y) dy = 0 ∀η ∈ Z, ∀ζ ∈ W, (5.7)
∫
ηˆ : ζ˜ (y) dy = 0 ∀η, ζ ∈ L2(Y)9. (5.8)
Y
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respectively yield
Φ
(
ε,σ −B(y) : r, y) ε : (σ −B(y) : r) ∀(σ, ε, r) ∈ (R9s )3, for a.e. y ∈ Y, (5.9)
(5.2) ⇔ Φ(ε(y), σ (y)−B(y) : r(y), y) ε(y) : [σ(y)−B(y) : r(y)], for a.e. y ∈ Y . (5.10)
By (5.9) the latter inequality is actually an equality. A.e. in Y the inclusion (5.2) is thus equivalent to a null minimiza-
tion problem (in the sense of (1.8)) for the nonnegative function,
J0
(
ε,σ −B(y) : r, y) := Φ(ε,σ −B(y) : r, y)− ε : [σ −B(y) : r].
(iii) For any (σ, ε, r) ∈ (R9s +W)× (R9s +Z)× (R9s +Z) let us set:
U(σ, ε, r) :=
∫
Y
[
Φ
(
ε(y), σ (y)−B(y) : r(y), y)+ ε(y) : B(y) : r(y)]dy; (5.11)
by the hypotheses on the data this integral is finite. The inequality (5.9) yields
Φ
(
ε(y), σ (y)−B(y) : r(y), y)+ ε(y) : B(y) : r(y) [εˆ + ε˜(y)] : [σˆ + σ˜ (y)] for a.e. y ∈ Y,
whence, as by (5.7) and (5.8) ∫Y [εˆ + ε˜(y)] : [σˆ + σ˜ (y)]dy = εˆ : σˆ ,
U(σ, ε, r) εˆ : σˆ ∀(σ, ε, r) ∈ (R9s +W )× (R9s +Z)× (R9s +Z). (5.12)
(iv) We claim that on the other hand,
(5.2) ⇔ U(σ, ε, r) εˆ : σˆ . (5.13)
The implication “⇒” directly follows from (5.10) by integration. In order to derive the opposite implication, notice
that U(σ, ε, r) εˆ : σˆ also reads∫
Y
{
Φ
(
ε(y), σ (y)−B(y) : r(y), y)+ ε(y) : B(y) : r(y)− ε(y) : σ(y)}dy  0.
As by (5.9) the integrand is nonnegative, it necessarily vanishes a.e. in Y ; by (2.13) this is tantamount to (5.2). (This
type of argument will again occur in the sequel.) It may also be noticed that by (5.12) the inequality occurring in
(5.13) is actually an equality. (5.2) is thus equivalent to the following null minimization problem:
find (σ, ε, r) ∈ X := (R9s +W )× (R9s +Z)× (R9s +Z) such that J (σ, ε, r) = inf
X
J = 0,
where J (σ, ε, r) := U(σ, ε, r)− εˆ : σˆ ∀(σ, ε, r) ∈ X. (5.14)
(v) Next we introduce the time-dependence. We denote the distributional partial differentiation in time by the
index t , and set:
r(y, t) = εt (y, t), S(y, t) =
t∫
0
σ(y, τ ) dτ for a.e. (y, t) ∈ YT ,
so that (5.1) and (5.11) read[
S(y, t)−B(y) : ε(y, t)]
t
∈ β(ε(y, t), y) for a.e. (y, t) ∈ YT , (5.15)
U(St , ε, εt ) =
∫
Y
[
Φ
(
ε,
[
S −B(y) : ε]
t
, y
)+ ε : B(y) : εt ]dy a.e. in ]0, T [. (5.16)
(vi) We intend to eliminate the fluctuating fields S˜, ε˜ from (5.15). Let us first notice that without loss of generality
we may assume that
ε0 = 0 a.e. in Y; (5.17)
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use the bar for a different purpose). Let us also set:
F := {(S, ε) ∈ (L2(YT )9s )2 : (S˜, ε˜) ∈ L2(0, T ;W ×Z),√
T − t [S −B(y) : ε]
t
∈ L2(YT )9,
[
S −B(y) : ε](·,0) = 0 a.e. in Y}, (5.18)
which is a Hilbert space equipped with the graph norm,∥∥(S, ε)∥∥1 := ‖S‖L2(YT )9 + ‖ε‖L2(YT )9 + ∥∥√T − t [S −B(y) : ε]t∥∥L2(YT )9 .
(Here the distributional derivatives St and εt need not be defined a.e. in YT .) First we show that this norm is equivalent
to ∥∥(S, ε)∥∥F := ‖ε‖L2(YT )9 + ∥∥√T − t [S −B(y) : ε]t∥∥L2(YT )9 . (5.19)
Indeed, setting
h(t) :=
∣∣∣∣∣
t∫
0
dτ
T − τ
∣∣∣∣∣
1/2
=
∣∣∣∣log TT − t
∣∣∣∣
1/2 (∈ L2(0, T )),
by the Cauchy–Schwarz inequality for any v ∈ H 1loc(0, T )9 and a.e. t ∈ ]0, T [ we have:
∣∣v(t)− v(0)∣∣=
∣∣∣∣∣
t∫
0
1√
T − τ
√
T − τ v′(τ ) dτ
∣∣∣∣∣ h(t)∥∥√T − τ v′(τ )∥∥L2(0,t)9 .
Whenever
√
T − τ v′(τ ) ∈ L2(0, T )9 we then get:∥∥v − v(0)∥∥
L2(0,T )9  ‖h‖L2(0,T )
∥∥√T − τ v′(τ )∥∥
L2(0,T )9 . (5.20)
For any (S, ε) ∈ F , by applying this inequality to v = S − B(y) : ε and recalling the boundedness of B , we infer
that ∥∥(S, ε)∥∥F → +∞ ⇔ ∥∥(S, ε)∥∥1 → +∞,
so that these two norms are indeed equivalent.
(vii) Let us set:
G := {(S, ε) ∈F : √T − t Sˆt ∈ L2(0, T )9}, (5.21)
A(S, ε) :=
⎧⎨
⎩
∫∫
YT {(T − t)Φ(ε(y, t), [S −B(y) : ε]t (y, t), y)+ 12B(ε(y, t), y)}dy dt∀(S, ε) ∈F ,
+∞ ∀(S, ε) ∈ (L2(YT )9s )2 \F ,
(5.22)
Λ(S¯, ε¯) := inf{A(S¯ + S˜, ε¯ + ε˜) : (S˜, ε˜) ∈ L2(0, T ;W ×Z)} ∀(S¯, ε¯) ∈ (L2(0, T )9s )2. (5.23)
(viii) By (5.12)
A(S, ε)
T∫
0
(T − t)εˆ : Sˆt dt ∀(S, ε) ∈ G,
whence Λ(Sˆ, εˆ)
∫ T
0 (T − t)εˆ : Sˆt dt . Moreover by (5.13)
(5.15) ⇒ A(S, ε)
T∫
0
(T − t)εˆ : Sˆt dt ∀(S, ε) ∈ G. (5.24)
Once more, the latter inequality is actually an equality. The inclusion (5.15) is thus equivalent to the following null
minimization problem:
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M2(S, ε) := A(S, ε)−
T∫
0
(T − t)εˆ : Sˆt dt ∀(S, ε) ∈ G. (5.25)
(ix) Let us set:
H := {(S¯, ε¯) ∈ (L2(0, T )9s )2 : √T − t S¯t ∈ L2(0, T )9, S¯(0) = 0}. (5.26)
We claim that for any (S¯, ε¯) ∈H, if
Λ(S¯, ε¯)
T∫
0
(T − t)ε¯ : S¯t dt (5.27)
then there exists a pair (S˜, ε˜) ∈ L2(0, T ;W ×Z) such that (S, ε) := (S¯ + S˜, ε¯ + ε˜) ∈ G and fulfills (5.15). In view of
proving this statement, let us first define the Banach spaces X1,X2 and the functional f as follows:
X1 :=
(
L2(0, T )9s
)2
, X2 := L2(0, T ;W ×Z),
f :X1 ×X2 → R : (σ¯ , ε¯, σ˜ , ε˜) → A(σ¯ + σ˜ , ε¯ + ε˜).
Note that f is convex and lower semicontinuous, because of the analogous properties of Φ , cf. (5.22); f is also
coercive, for
A(S, ε) c1‖ε‖2L2(YT )9 +
∥∥√T − t [S −B(y) : ε]
t
∥∥2
L2(YT )9
min{c1,1}
∥∥(S, ε)∥∥2F ∀(S, ε) ∈ (L2(YT )9s )2.
By setting ξ1 = (S¯, ε¯), ξ2 = (S˜, ε˜) and g = Λ, the hypotheses of Lemma 5.1 are thus fulfilled. The functional Λ
is then convex, lower semicontinuous and coercive, too. We infer that the infimum of (5.23) is attained, that is, there
exists a pair (S˜, ε˜) ∈ L2(0, T ;W × Z) such that (S, ε) = (S¯ + S˜, ε¯ + ε˜) ∈ F and A(S, ε) = Λ(S¯, ε¯). Thus by (5.27)
A(S, ε)
∫ T
0 (T − t)ε¯ : S¯t dt . As the opposite inequality is necessarily fulfilled, it follows that∫ ∫
YT
{
(T − t)Φ(ε, [S −B(y) : ε]
t
, y
)+ 1
2
B(ε, y)
}
dy dt =
T∫
0
(T − t)ε¯ : S¯t dt. (5.28)
We claim (and prove ahead) that this inequality yields∫ ∫
YT
(T − t){Φ(ε, [S −B(y) : ε]
t
, y
)− ε : [S −B(y) : ε]
t
}
dy dt = 0. (5.29)
By (5.9) the integrand of (5.29) is nonnegative a.e. in Y . By (5.10) we then infer that (5.27) is equivalent to (5.15).
Notice also that if B(y)1/2 : εt ∈ L2(YT )9 then (5.28) also entails (5.17).
(x) We are left with the proof of (5.29), which is not an obvious consequence of (5.28) for a priori St and B(y)1/2 : εt
need not be elements of L2(Y)9, although so is their difference. However, as (S, ε) ∈ F and S¯ ∈H, via a standard
regularization procedure one may easily construct two sequences {Sn}, {εn} in L2(Y;H 1(0, T )9) such that
Sn(·,0) = εn(·,0) = 0 a.e. in Y,
εn → ε,
√
T − t [Sn −B(y) : εn]t → √T − t [S −B(y) : ε]t in L2(YT )9,√
T − t S¯nt →
√
T − t S¯t in L2(0, T )9. (5.30)
Obviously,∫ ∫
εn :
[
Sn −B(y) : εn
]
t
dy dt =
∫ ∫
εn : Snt dy dt − 12
∫
B(εn(y, τ ), )dy ∀τ ∈ ]0, T ], ∀n. (5.31)Yτ Yτ Y
A. Visintin / J. Math. Pures Appl. 89 (2008) 477–504 495As by (5.7) ∫ ∫
Yτ
εn : Snt dy dt =
∫ ∫
Yτ
(ε¯n + ε˜n) : (S¯nt + S˜nt ) dy dt =
τ∫
0
ε¯n : S¯nt dt,
a further integration in time of (5.31) yields:
∫ ∫
YT
(T − t)εn :
[
Sn −B(y) : εn
]
t
dy dt =
T∫
0
(T − t)ε¯n : S¯nt dt − 12
∫ ∫
YT
B(εn(y, τ ), y)dy dt ∀n.
As n → ∞ we then get:
∫ ∫
YT
(T − t)ε : [S −B(y) : ε]
t
dy dt =
T∫
0
(T − t)ε¯ : S¯t dt − 12
∫ ∫
YT
B(ε(y, τ ), y)dy dt.
This equality and (5.28) yield (5.29). Notice also that if ε˜t ∈ L2(YT )9 then ε˜(·,0) is meaningful, so that by (5.30)1 we
infer that ε˜(·,0) = 0 a.e. in Y .
(xi) Finally we notice that the field ε˜ is uniquely determined, for the functional A is strict convex with respect to ε.
If β(·, y) is single-valued for a.e. y ∈ Y then S˜t is also unique, because of the equivalence between the minimization
problem and (5.2). S˜ is then unique, too.
We have thus proved the next statement, where we assume that ε0 vanishes identically. (Otherwise, as we pointed
out, by a simple translation ε0 can be inglobated in β .)
Theorem 5.2. Let the hypotheses (3.4)–(3.9) be fulfilled with the amendment (4.13) and with ε0 = 0 a.e. in Y . Assume
that Yv = Y . Define the spaces G,H and the functionals A and Λ as in (5.21)–(5.23), (5.26). Then:
(i) The functional Λ : (L2(YT )9s )2 → ]−∞,+∞] is convex, lower semicontinuous and coercive.
(ii) For any (S¯, ε¯) ∈H,
Λ(S¯, ε¯)
T∫
0
(T − t)ε¯ : S¯t dt a.e. in YT . (5.32)
(iii) For any (S, ε) ∈ G,
[
S −B(y) : ε]
t
∈ β(ε, y) a.e. in YT ⇒ Λ(Sˆ, εˆ)
T∫
0
(T − t)εˆ : Sˆt dt. (5.33)
This inequality is actually an equality, and might thus be restated as a null minimization problem:
M1(Sˆ, εˆ) = inf
(S,ε)∈H
M1 = 0, where
M1(S, ε) := Λ(S, ε)−
T∫
0
(T − t)ε : St dt ∀(S, ε) ∈H. (5.34)
(iv) Conversely, for any pair (S¯, ε¯) ∈H, if
Λ(S¯, ε¯)
T∫
0
(T − t)ε¯ : S¯t dt, (5.35)
then there exists a pair (S˜, ε˜) ∈ L2(0, T ;W ×Z) such that (S, ε) = (S¯ + S˜, ε¯ + ε˜) ∈ G and[
S −B(y) : ε]
t
∈ β(ε, y) a.e. in YT . (5.36)
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Σ :H→ L2(0, T ;W ×Z) : (S¯, ε¯) → (S˜, ε˜), (5.37)
that is single-valued whenever β(·, y) is single-valued for a.e. y ∈ Y .
(vi) Defining (S˜, ε˜) as in (5.37), if ε˜t ∈ L2(YT )9s then
ε˜(y,0) = 0 for a.e. in y ∈ Y . (5.38)
Next we characterize the mapping Σ via a system of differential inclusions (or equivalently, of variational inequal-
ities).
Proposition 5.3 (Euler–Lagrange equations). Under the hypotheses of Theorem 5.2, for any (S, ε) ∈ G, using the
notation (A.3),
Λ(Sˆ, εˆ) = A(S, ε) =
∫ ∫
YT
{
(T − t)Φ(ε(y, t), [S −B(y) : ε]
t
(y, t), y
)+ 1
2
B(ε(y, t), y)}dy dt < +∞ (5.39)
if and only if (denoting by ∂iΦ the subdifferential of Φ with respect to the ith argument and by B∗ the transposed of
the tensor B): ⎧⎪⎨
⎪⎩
∂2Φ(ε, [S −B(y) : ε]t , y)  0 in D′(0, T ;W ′),
(T − t)∂1Φ(ε, y)+B(y)∗ : ∂
∂t
[(T − t)∂2Φ(ε, [S −B(y) : ε]t , y)] +B(y) : ε  0
in D′(0, T ;Z′).
(5.40)
Remark. According to the terminology of [36,37,68], defining Σ as in (5.37),
Q :G→H : (S, ε) → (S¯, ε¯) is a compression operator,
R :H→ P(G) : (S¯, ε¯) → (S¯, ε¯)+Σ(S¯, ε¯) is a reconstruction operator. (5.41)
Indeed by Theorem 5.2, denoting by I the identity operator,
Q ◦R = I, R ◦Q ⊃ I (R = Q−1 if β is single-valued). (5.42)
Proposition 5.4. Under the hypotheses of Theorem 5.2, the inequality (5.35) defines a monotone relation between σ¯
(= St ) and ε¯. That is, for any S¯1, S¯2, ε¯1, ε¯2,
(S¯i , ε¯i ) ∈H, Λ(S¯i, ε¯i )
T∫
0
(T − t)S¯it : ε¯i dt (i = 1,2)
⇒
T∫
0
(T − t)(S¯1t − S¯2t ) : (ε¯1 − ε¯2) dt  0. (5.43)
Proof. By (5.32)
1
4
T∫
0
(T − t)(S¯1t + S¯2t ) : (ε¯1 + ε¯2) dt Λ
(
1
2
(S¯1 + S¯2), 12 (ε¯1 + ε¯2)
)
;
moreover by the convexity of Λ and by the hypothesis of (5.43),
Λ
(
1
2
(S¯1 + S¯2), 12 (ε¯1 + ε¯2)
)
 1
2
Λ(S¯1, ε¯1)+ 12Λ(S¯2, ε¯2)
1
2
T∫
(T − t)(S¯1t : ε¯1 dt + S¯2t : ε¯2) dt.0
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1
2
T∫
0
(T − t)(S¯1t + S¯2t ) : (ε¯1 + ε¯2) dt 
T∫
0
(T − t)(S¯1t : ε¯1 + S¯2t : ε¯2) dt,
that is
∫ T
0 (T − t)(S¯1t − S¯2t ) : (ε¯1 − ε¯2) dt  0. 
To the author it is not clear whether this relation between S¯t and ε is maximal monotone.
The latter Proposition may be compared with the final remark of Section 3, however notice that here the monotonic-
ity is nonlocal in time. We remind the reader that we still assume that ε(·,0) = 0 a.e. in Y , cf. (5.17). This is not
restrictive, for it may be retrieved by replacing ε by ε¯ = ε − ε(·,0) a.e. in YT .
Case II. Next we come to the second case that we pointed out at the beginning of this section. We assume that B ≡ 0
and thus Ye = Y . Here we do not need the restriction (5.17), and deal with the space:
F1 :=
{
(σ, ε) ∈ (L2(YT )9s )2 : (σ˜ , ε˜) ∈ L2(0, T ;W ×Z)}, (5.44)
instead of F , cf. (5.18). We then set:
A1(S, ε) :=
{∫∫
YT Φ(ε(y, t), σ (y, t), y) dy dt ∀(σ, ε) ∈F1,
+∞ ∀(σ, ε) ∈ (L2(YT )9s )2 \F1,
(5.45)
instead of the function A, cf. (5.22). Loosely speaking, the lack of the B-term allows us to spare a time integration.
We then replace A by A1 in the definition of Λ, cf. (5.23), so that in place of (5.24) we get:
σ ∈ β(ε, y) a.e. in YT ⇒ Λ(σˆ , εˆ)
T∫
0
εˆ : σˆ dt ∀(σ, ε) ∈ (L2(YT )9s )2. (5.46)
Statements analogous to Theorems 5.2–5.3 then follow. Here the main difference stays in the absence of the factor
(T − t) in the time integral.
6. Single-scale homogenization of the complete problem
By means of Theorem 5.2, in this section we derive a single-scale problem, and show its equivalence to the two-
scale Problem 4.1, under the restriction that there is no purely elastic mesoscopic region, as in case (I) of Section 5. We
then show that conversely any solution of this coarse-scale problem can be retrieved in this way. This will complete
the homogenization of our problem.
We still assume the hypotheses (3.4)–(3.9) (with the amendments (4.13)), (4.2), (4.3), (5.17), and define the func-
tional Λ as in (5.23). Henceforth we shall use the bar to label some functions that might be represented as averages of
functions that depend on y: for instance σ¯ is a candidate to be represented in the form σ¯ (x) = ∫Y σ(x, y) dy (=: σˆ (x))
for a.e. x ∈ Ω , for a suitable function σ . This does not apply to u, that cannot depend on y.
Problem 6.1. Find u ∈ L2(0, T ;V ) and σ¯ ∈ L2(ΩT )9s such that, setting ε¯ := ∇s u,
Λ
( t∫
0
σ¯ (·, τ ) dτ, ε¯
)

T∫
0
(T − t)σ¯ : ε¯ dt a.e. in Ω, (6.1)
∫
Ω
σ¯ : ∇v dx =
∫
Ω
f · v dx ∀v ∈ V, a.e. in ]0, T [. (6.2)
By Theorem 5.2 the inequality (6.1) is equivalent to the corresponding equality, namely
Λ
( t∫
σ¯ (·, τ ) dτ, ε¯
)
=
T∫
(T − t)σ¯ : ε¯ dt a.e. in Ω. (6.3)0 0
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By the next statement Problem 6.1 is a single-scale homogenized formulation of Problem 4.1.
Theorem 6.1. Let us assume the hypotheses (3.4)–(3.9) (with the amendments (4.13)), (4.2), (4.3), (5.17), and define
Λ as in(5.23). Assume that Yv = Y . Then:
(i) If (u, u1, σ ) is a solution of Problem 4.1 (by Theorem 4.1 such a solution exists), then (u, σˆ ) solves Problem 6.1.
(ii) Conversely, for any solution (u, σ¯ ) of Problem 6.1, there exists a pair (u1, σ ) such that (u, u1, σ ) is a solution of
Problem 4.1 and σˆ = σ¯ a.e. in ΩT .
(iii) If ∂ϕ(·, y) is single-valued for a.e. y ∈ Y , then the solution of Problem 6.1 is unique.
Proof. By Theorem 5.2 the equality (6.1) is equivalent to the existence of a pair (S˜, ε˜) ∈ L2(ΩT ;W × Z) such that,
setting S := ∫ t0 σ¯ (·, τ ) dτ + S˜ and ε := ε¯ + ε˜,
(S, ε) ∈Fε0,
[
S −B(y) : ε]
t
∈ β(ε, y) a.e. in ΩT ×Y .
This yields part (i). In view of proving part (ii), for any h > 0 and any function α(t) let us first set Dhα(t) :=
[α(t + h)− α(t)]/h for any t . Let (u, σ¯ ) be a solution of Problem 6.1 and set:
S :=
t∫
0
σ¯ (·, τ ) dτ + S˜, ε := ∇s u+ ∇sy u1, w :=
[
S −B(y) : ε]
t
(∈ L2(ΩT ×Y)9). (6.4)
Let us integrate this equality in ]t, t + h[, multiply it by Dhε/h, and then integrate it in YT . Defining B as in (3.9)
with the amendment (4.13), we get:∫ ∫
YT
Dhw : Dhε dy dt =
∫ ∫
YT
DhS : Dhε dy dt −
∫ ∫
YT
B(Dhε, y) dy dt a.e. in Ω.
As by (5.7)
∣∣∣∣
∫ ∫
YT
DhS : Dhε dy dt
∣∣∣∣=
∣∣∣∣∣
T∫
0
DhS¯ : Dhε¯ dy dt
∣∣∣∣∣ ‖σ¯‖L2(0,T )9‖Dhε¯‖L2(0,T )9 ,
recalling (3.9), by (6.4) we thus get a uniform estimate for Dhε in L2(ΩT ×Y)9. Hence ε ∈ L2(Ω ×Y;H 1(0, T ))9,
and by part (vi) of Theorem 5.2 we retrieve the initial condition (4.9) (here with ε0 = 0, cf. (5.17)). This yields part (ii).
Part (iii) then follows from the final statement of Theorem 4.1, for here we assumed that Yv = Y and thus we may
take Ye = ∅. 
Remark. Part (ii) of Theorem 6.1 defines a (possibly multi-valued) operator R0 : (u, σˆ ) → (u, u1, σ ) that maps any
solution of Problem 6.1 to one or more solutions of Problem 4.1. The single-valued mapping Q0 : (u, u1, σ ) → (u, σˆ )
is its inverse. Thus
Q0 ◦R0 = I, R0 ◦Q0 ⊃ I (R0 = Q−10 if β is single-valued). (6.5)
In the terminology of [36,37,68], Q0 is a compression operator and R0 is a reconstruction operator. They may be
compared with the pair (Q,R) of (5.41), that applies to x-independent functions.
Corollary 6.2. Under the hypotheses of Theorem 4.1 there exist u and σ¯ such that, as η → 0 along a suitable sequence,
uη ⇀ u in L2(0, T ;V ), (6.6)
ση ⇀ σ¯ in L2(ΩT )9. (6.7)
This entails that (u, σ¯ ) is a solution of Problem 6.1.
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suffices to apply part (i) of Theorem 6.1. 
Four models. We thus represented visco-elastic processes in our composite by means of four different models:
(i) a single-scale model that can be represented via an analogical model. This rests on the (apparently unjustified)
mean-field-type hypothesis that the stress should be uniform at a fine-length-scale;
(ii) an approximate single-scale model, in which the constitutive functions exhibit oscillations of period η (a small
but finite parameter);
(iii) a detailed representation via a two-scale problem, in which the fields depend on both the coarse- and fine-scale
variables x and y;
(iv) a more synthetic but equivalent formulation, via a single-scale homogenized model in which the fields only
depend on the coarse-scale variable x.
The models (iii) and (iv) contain the same information, although this is fully displayed just in (iii). Of course the
formulation (iv) is more economical and therefore more suitable for numerical approximation.
Remarks. (i) In general the single-scale models (i) and (iv) need not be equivalent, for apparently there is no reason
why either the stress or the strain should be mesoscopically uniform. This uniformity would be guaranteed if the
solutions (ση, εη) of the family of approximating problems Pη fulfilled a uniform estimate in a Sobolev space Ws,p(Ω)
for some s > 0 and p  1; but here no estimate like that seems available. It is true that the divergence of the stress ση
equals the load and may thus be uniformly estimated. On the other hand the (linearized) strain εη is a symmetrized
gradient, and thus fulfills the classical (second-order) Saint-Venant compatibility conditions, see e.g. [58, p. 37]. But
these restrictions cannot prevent the onset of high gradients or even discontinuities for both fields, so that in general
the material will exhibit a nontrivial mesoscopic structure. Actually by our analysis we do not see any reason why the
strain should be uniform at a fine-length-scale, and clearly to append a further constraint to the problem would not be
licit.
(ii) It might be of some interest to understand the precise status of analogical models, that are largely used by
engineers, see e.g. [1,2,39,42,47,48,63]. Actually, although they cannot be derived via the homogenization procedure
that we studied in this work, a rigorous justification in a different framework cannot a priori be excluded.
(iii) The analysis of vibrations requires the use of the full equation of continuum dynamics ρ∂2u/∂t2 −∇ · σ = f
in place of the quasi-static equation (1.3). This yields a second-order quasilinear hyperbolic problem, for which even
proving existence of a solution looks rather challenging.
(iv) It is not clear how the existence of a solution might directly be proved for Problem 6.1, without referring to the
equivalence with Problem 4.1. A similar question arises for the formulation of an approximation scheme.
7. Null minimization, homogenization and Γ -convergence
In this section we reformulate Problems 3.1, 4.1 and 6.1 as null minimization problems (in the sense of (1.8)), and
then reinterpret the homogenization results of Sections 4 and 6 in terms of two- and single-scale Γ -convergence.
A classical result of Γ -convergence. First we reformulate a result of Marcellini [52], see also e.g. [15,16,20,25,26,
30].
Theorem 7.1. Let a function ϕ : R9s ×Y → R be such that ϕ(v, ·) is Borel-measurable for any v ∈ R9s , ϕ(·, y) is convex
for a.e. y ∈ Y , and
∃p ∈ ]1,+∞[, ∃a1, . . . , a4 > 0: ∀v ∈ R9s ,
a1|v|p − a2  ϕ(v, ·) a3|v|p + a4 a.e. in Y . (7.1)
Set Z := {ε ∈ Lp(Ω)9s : ε = ∇s v for some v ∈ W 1,p(Ω)3},
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{∫
Ω
ϕ(ε(x), x/η)dx ∀ε ∈Z,
+∞ ∀ε ∈ Lp(Ω)9s \Z, ∀η > 0,
(7.2)
ϕ0(ε) := inf
{∫
Y
ϕ
(
ε + ∇s v(y), y)dy : v ∈ W 1,p(Y)3} ∀ε ∈ R9s , (7.3)
Ψ (ε) :=
{∫
Ω
ϕ0(ε(x)) dx ∀ε ∈Z,
+∞ ∀ε ∈ Lp(Ω)9s \Z.
(7.4)
Then Ψη Γ -converges to Ψ weakly in Lp(Ω)9s ; that is, for any ε ∈ Lp(Ω)9s ,
∀{εη} ⊂ Lp(Ω)9s , if εη ⇀ εin Lp(Ω)9s ,
then lim inf
η→0 Ψη(εη) Ψ (ε) (inferior limit condition), (7.5)
∃{εη} ⊂ Lp(Ω)9s such that εη ⇀ ε in Lp(Ω)9s and
lim sup
η→0
Ψη(εη) Ψ (ε) (existence of a recovery sequence). (7.6)
By the theory of Γ -convergence, any sequence {εη} of minimizers of {Ψη} has then a subsequence that weakly
converges in Lp(Ω)9s to a minimizer of Ψ ; the latter functional may thus be regarded as the homogenized functional.
After [31, Section 4] any solution εη of the gradient flow −∂εη/∂t ∈ ∂Ψη(εη) then also converges (in an appropriate
sense) to a solution of −∂ε/∂t ∈ ∂Ψ (ε). The gradient flow is thus stable by weak Γ -convergence of the corresponding
potential.
Let us now come to the homogenization of the system (1.1), (1.3) (here with x/η in place of x), assuming that
β(·, y) = ∂ϕ(·, y) with ϕ(·, y) as above. Here we have time-dependence, the relaxation tensor B depends on η, and
there is the coupling with the quasi-static equation. It is then not clear whether a Γ -limit technique might be applied
to the gradient flow −B(x/η) : ∂εη/∂t ∈ ∂Ψη(εη), in alternative to the two- and single-scale methods of the previous
sections. Here we then introduce a different approach.
Null minimization problems. Next we reformulate Problems 3.1, 4.1 and 6.1 in terms of null minimization of appro-
priate nonnegative functionals. Afterwards we shall relate these functionals by single- and two-scale Γ -convergence.
We shall not detail the calculations that mimic those of Section 5.
(i) First we deal with Problem 3.1. In analogy with (5.17), without loss of generality we may assume that ε0 = 0
a.e. in Ω . We set S := ∫ t0 σ(·, t) dt and F(t) := ∫ t0 f (t) dt , so that (3.15) also reads −∇∗ · S = F in V ′, a.e. in ]0, T [.
We also set:
F0 :=
{
(S, ε) ∈ (L2(ΩT )9s )2 : √T − t [S −B(x) : ε]t ∈ L2(ΩT )9, [S −B(x) : ε](·,0) = 0 a.e. in Ω}. (7.7)
Like the space F of (5.18), this is a Banach space equipped either with the graph norm or with the equivalent norm:∥∥(S, ε)∥∥F0 := ‖ε‖L2(ΩT )9 + ∥∥√T − t [S −B(x) : ε]t∥∥L2(ΩT )9 . (7.8)
Let us then define the function Φ as in (3.7) and set:
G0 :=
{
(S, ε) ∈F0 :
√
T − tSt ∈ L2(ΩT )9
}
, (7.9)
A0(S, ε) :=
⎧⎪⎨
⎪⎩
∫∫
YT {(T − t)Φ(ε(x, t), [S −B(x) : ε]t (x, t), x)+ 12B(ε(x, t), x)}dx dt
∀(S, ε) ∈F0,
+∞ ∀(S, ε) ∈ (L2(ΩT )9s )2 \F0.
(7.10)
Developments analogous to those of Section 5 then show that the inclusion (3.14) is equivalent to the inequality,
M0(S, ε) := A0(S, ε)−
∫ ∫
(T − t)ε : St dx dt  0 ∀(S, ε) ∈ G0.
YT
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find (S, ε) ∈ G0 such that M0(S, ε) = infG0 M0 = 0. (7.11)
We are left with inserting the equilibrium equation (3.15) into this null minimization principle. To this purpose let us
first denote by IX the indicator function of any set X (i.e., IX(v) = 0 if v ∈ X, IX(v) = +∞ otherwise), and by {P}
the set of the functions that fulfill any property P .
Proposition 7.2. Problem 3.1 can equivalently be restated by replacing Eqs. (3.14) and (3.15) by the requirement that
the pair (S, ε) is a null minimizer:
J0(S, ε) = infG0 J0 = 0, where J0(S, ε) := M0(S, ε)+ I{−∇∗·S= F in V ′ a.e. in ]0,T [}(S). (7.12)
By Theorem 3.1 we know that there exists a solution of this variational problem, and that under suitable assump-
tions this is unique.
(ii) Let us now come to the two-scale problem of Section 4. For any η > 0 let us first replace x by x/η, and use the
index η to label the corresponding functionals and any solution of the associated null minimization problem (7.12),
consistently with the notation of Section 4. Let us also define W,Z, G, M2,H and M1 as in (5.6), (5.21), (5.25), (5.26)
and (5.34).
Proposition 7.3. Problem 4.1 can equivalently be restated by replacing Eqs. (4.6)–(4.8) by the requirement that the
pair (S, ε) is a null minimizer:
J2(S, ε) = inf
L2(Ω;G)
J2 = 0, where
J2(S, ε) :=
∫
Ω
M2(S, ε) dx + I{−∇∗·Sˆ= F in V ′ a.e. in ]0,T [}(S)+ IL2(ΩT ;W×Z)(S˜t , ε˜). (7.13)
(iii) Finally, we consider the coarse-scale problem of Section 6.
Proposition 7.4. Problem 6.1 can equivalently be restated by replacing Eqs. (6.1) and (6.2) by the requirement that
the pair (S¯, ε¯) is a null minimizer:
J1(S¯, ε¯) = infH J1 = 0, where
J1(S, ε) := M1(S, ε)+ I{−∇∗·S= F in V ′ a.e. in ]0,T [}(S) ∀(S, ε) ∈H. (7.14)
The two latter results can easily be proved mimicking the developments of Section 5.
Γ -convergence. Problems 3.1, 4.1 and 6.1 may also be mutually related in terms of two- and single-scale Γ -con-
vergence as follows. The next two results respectively correspond to Theorems 4.1 and 6.1.
Proposition 7.5. Let the hypotheses of Theorem 4.1 be fulfilled, let (u, u1, σ ) be as it is stated there, and set S :=∫ t
0 σ(·,·, t) dt , ε := ∇s u + ∇sy u1 a.e. in ΩT × Y . Then a subsequence of the family {J0η} two-scale Γ -converges
weakly in (L2(ΩT ×Y)9s )2 to J2 at the point (S, ε).
By this we mean that
∀{(Sη, εη)}⊂ (L2(ΩT )9s )2, if Sη ⇀ S,εη ⇀ ε in L2(ΩT ×Y)9s ,
then lim inf
η→0 J0η(Sη, εη) J2(S, ε), (7.15)
∃{(Sη, εη)}⊂ (L2(ΩT )9s )2 such that Sη ⇀ S, εη ⇀ ε in L2(ΩT ×Y)9s ,
lim supJ0η(Sη, εη) J2(S, ε). (7.16)
η→0
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tion A.4. As J0η(Sη, εη) = 0 for any η and J2 is nonnegative, the recovery condition (7.16) is trivially fulfilled.
A similar argument yields the next statement.
Proposition 7.6. Let the hypotheses of Theorem 6.1 be fulfilled, let (u, σ¯ ) be as it is stated there, and set S¯ :=∫ t
0 σ¯ (·, t) dt , ε¯ := ∇s u a.e. in ΩT . Then a subsequence of the family {J0η} Γ -converges weakly in (L2(ΩT )9s )2 to J1
at the point (S¯, ε¯).
The reader will notice that in the last two propositions we have stated Γ -convergence at a single point, and not in
the whole space.
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Appendix A. Two-scale convergence
We briefly review the definition of two-scale convergence after [4,60]. We remind the reader that by Y we denote
the 3-dimensional unit (flat) torus. For any r ∈ ]1,+∞[ we say that a bounded sequence {uη} of Lr(Ω) weakly
two-scale converges to u ∈ Lr(Ω ×Y) in the latter space, and write uη ⇀2 u, whenever∫
Ω
uη(x)v(x, x/η)dx →
∫ ∫
Ω×Y
u(x, y)v(x, y) dx dy ∀v ∈D(Ω ×Y). (A.1)
We extend this definition to space- and time-dependent functions as follows. For any r, s ∈ ]1,+∞[, any bounded
sequence {uη} of Ls(0, T ;Lr(Ω)) and any u ∈ Ls(0, T ;Lr(Ω ×Y)), we say that uη ⇀ u in the latter space whenever∫ ∫
YT
uη(x, t)v(x, x/η, t) dx dt →
∫ ∫ ∫
ΩT ×Y
u(x, y, t)v(x, y, t) dx dy dt ∀v ∈D(ΩT ×Y). (A.2)
The further extension to either vector- or tensor-valued functions is obvious. Next we state some properties that apply
whenever the domain Ω is, e.g., bounded and of Lipschitz class, and that are easily extended to space- and time-
dependent functions, as well as to vector functions. First we define the average component vˆ and the fluctuating
component v˜ of any integrable function v = v(y):
vˆ :=
∫
Y
v(y) dy, v˜ := v − vˆ ∀v ∈ L1(Y). (A.3)
Proposition A.1. (See [4,60].) Let r ∈ ]1,+∞[ and {uη} be a bounded sequence of Lr(Ω). Then there exists u ∈
Lr(Ω ×Y) such that, possibly extracting a subsequence,
uη ⇀2
u in Lr(Ω ×Y). (A.4)
Proposition A.2. (See [72].) Let r ∈ ]1,+∞[ and a sequence {uη} of W 1,r (Ω)3 be such that uη ⇀ u in this space.
Then there exists u1 ∈ Lr(Ω;W 1,r (Y)3) such that ˆu1 = 0 a.e. in Ω , and, possibly extracting a subsequence,
∇s uη ⇀2 ∇
s u+ ∇sy u1 in Lr(Ω ×Y)9. (A.5)
Proposition A.3. (See [4,60].) Let r ∈ ]1,+∞[ and a sequence {vη} of Lr(Ω)3 be such that vη ⇀2 v in L
r(Ω × Y)3
and {∇ · vη} is bounded in Lr(Ω). Then ∇y · v = 0 in D′(Ω ×Y).
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those of weak single-scale convergence.
Proposition A.4. (See [75].) Let ϕ be as in (3.5) and (3.8) with the amendment (4.13). Then
vη ⇀2
v in L2(Ω ×Y)9s ⇒ lim inf
η→0
∫
Ω
ϕ
(
vη(x), x/η
)
dx 
∫ ∫
Ω×Y
ϕ
(
v(x, y), y
)
dx dy. (A.6)
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