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Abstract— Smart pervasive sensor networks are becoming an 
important part of our daily lives. Low-power, high-availability 
and high-throughput 5G mobile networks provide the necessary 
communication means for highly pervasive sensor networks, 
introducing a technological disruption to health monitoring. The 
meaningful use of large concurrent sensor networks in healthcare 
requires multi-level health knowledge integration with sensor data 
streams. In this paper, we highlight some software engineering 
and data-processing issues that can be addressed by metamorphic 
testing. The proposed solution combines data streaming with 
filtering and cross-calibration, use of medical knowledge for 
system operation and data interpretation, and IoT-based 
calibration using certified linked diagnostic devices. 
Keywords - data streaming, digital wellbeing health monitoring, 
Internet of Things, oracle problem, sensor networks 
I. INTRODUCTION 
 Wireless sensor networks (WSNs) are collections of 
spatially distributed specialized sensors that concurrently 
monitor, record and communicate data representing 
measurements of environmental variables or a given system’s 
descriptors. WSNs can be distributed, such as those that monitor 
air quality in a defined geographic area; or localized, such as 
personal health monitoring sensor networks [1]. In the past, the 
main challenges facing WSNs were hardware constraints and 
limited energy resources. Now, the main problems relate to the 
ability to capture, process, store, synchronize, and manage 
multiple data streams from large and dynamic WSNs, and be 
able to respond in real time when needed [2]. Data accumulation 
rate is accelerating. According to popular estimates, the total 
amount of data doubles every two years, or even faster. The 5G 
mobile infrastructure, expected to roll out by 2020 will see rapid 
expansion of data capacity and usage (Table I) [3].  
 The increase of volume, speed, and coverage of data 
communication raises various technological, software, and 
societal challenges. Technological challenges include a need to 
improve energy efficiencies, miniaturization, robustness of 
sensors, and Internet of Things (IoT) device performance. 
Software challenges include the need to develop and implement 
software engineering solutions and robust algorithms for 
filtering, compression, and real-time decision making. Societal 
challenges relate to safety, security, and a range of ethical issues 
including ownership, privacy, and right to access and use data. 
TABLE I.  5G MOBILE NETWORK CAPABILITIES [3] 
5G capabilities Range Improvement 
Latency of data travel 
between points 1 ms 10 times 
Number of simultaneous 
connections 5/m
2 100 times 
Peak data rates 50Gbit/s 50 times 
Normal user data rates 1 Gbit/s 100 times 
Traffic volume  50 Tbytes/s 100-1000 times 
 
  The physical scope of 5G networks is expanding, with 
WSNs introducing an additional layer of complexity. A 5G 
mobile phone will support at least 40 wide area network (WAN) 
bands and multiple radio frequencies for wireless local area 
networks (WLAN) [4]. Different types of LANs have been 
defined by size, such as personal area (PAN), home area (HAN), 
and storage (SAN) networks, as well as larger networks such as 
campus area (CAN) or metropolitan area (MAN).  Table II 
shows some sample network types, according to physical scope. 
 The networking infrastructure has enabled connectivity and 
communication between devices, objects, systems, and living 
beings. Embedded sensors, electronics, communication devices 
and software provide for collection, processing and exchange of 
data and action or response to certain situations. These actions 
or responses may involve sensing of the environment and 
alerting and prompting people to respond to various situations 
and conditions. Alternatively, the responses can be automated. 
For example, a car sensor system may detect an approaching car 
and alert the driver if two cars are on a collision course. Self-
driving cars will automatically adjust to the situation on the road. 
The systems, devices and objects that involve sensors, data 
communication, and real time responses are usually referred to 
as smart technologies. They include devices, such as smart 
phones, clocks, cameras, or appliances; systems such as smart 
cars, homes, buildings, or hospitals (or broader geographic 
areas, such as smart cities [13-15]). The convergence of sensor 
systems, embedded electronics, information and 
communications technology (ICT), real-time data analytics, 
machine learning, and artificial intelligence methods for 
decision making have enabled the emergence of the Internet of 
Things (IoT). IoT is the network of devices and systems, such as 
vehicles and home appliances, that interact, exchange data, and 
make decisions about their collective operations in response to 
changes or following pre-defined protocols [16].  
TABLE II.  NETWORK TYPES, BY PHYSICAL SCOPE 
Type of network (area) Acronym Range* Reference 
Nanoscale – MCF [5] 
Near field NFC D2D [6] 
Body BAN D2D [7] 
Personal PAN D2D [7] 
Near-me NAN D2D [8] 
Home HAN LAN [9] 
Airport  – LAN [9] 
Storage SAN LAN [10] 
Campus CAN WAN [11] 
Metropolitan MAN WAN [11] 
Cloud – IAN [12] 
*MCF – molecular communication framework, D2D – device to device 
communication, LAN – local area network, WAN – wide area network, IAN – 
Internet area network. 
 
 Sensor systems and IoT generate huge amounts of data that 
are growing exponentially [17]. These data are termed Big Data 
– they have such a large size and high complexity that traditional 
methods for capture, processing, transferring, analysis and 
storage are inadequate. Some of the main characteristics of Big 
Data are that they have high volume, are not suitable for storage 
into relational databases, and are generated and processed at 
high speed [18]. Big Data are commonly characterized by Vs: 
volume, velocity, variety, variability, veracity, visualization, 
and value [18,19]. 
 Data have been generated at a faster pace than we are able to 
process and analyze. Whereas traditional data analytics mainly 
employs statistics, Big Data analytics often involves machine 
learning (ML), mathematical modeling, and artificial 
intelligence (AI) [20-22]. Data accumulation, fueled by sensor 
networks and IoT devices, is faster than our ability to manage 
and use, creating several bottlenecks that need to be addressed: 
a) real-time pre-processing of data to reduce them to a workable 
size; b) synchronization of different data streams that enable 
extraction of critical information and provide context awareness; 
c) new algorithms for real time responses; and d) management 
of knowledge and its real-time deployment. 
 Although extensive literature is available in this field, some 
fundamental questions need clarification, and guidelines are 
weak. In this paper, we address some of these questions and 
provide guidelines for practical applications using sensor 
networks. First, we provide an analysis of data types generated 
by sensor networks and IoT devices and offer an insight into data 
management: filtering, synchronization, and their use in the 
context of knowledge management. Second, we examine 
practical examples and analyze key issues using health 
monitoring and wellbeing enhancement. Third, we provide an 
insight into the use of software engineering, including new 
requirements for software testing for the management and use of 
sensor systems. 
II. SENSOR NETWORKS DATA AND DATA ANALYTICS 
 Data generated by sensor networks are different from those 
generated by data loggers because individual sensors generate 
data cooperatively and data are often processed and filtered at 
the source. Examples of sensor networks include those 
embedded in smart phones and watches, health bands, vehicles 
(cars, buses, drones), smart homes, security systems, and IoT 
devices, amongst others. In the past, data were typically 
collected and analyzed offline for future business decisions. 
Very few applications were real-time, such as critical 
applications in power grid management, intensive care 
monitoring, or autopilot systems. These applications were not 
adaptive – they were designed to respond to a set of pre-defined 
conditions. Contemporary sensor networks are multi-agent 
systems that can measure variables, and perceive the state and 
behavior of their environment, responding accordingly [23]. 
 Technical design of sensor networks is well developed: the 
capture, storage and processing of data by small sensor networks 
is done routinely and reliably. On the other hand, learning from 
sensor network data has created new challenges – the large scale 
of data, understanding the data, energy requirements, and 
appropriate and timely responses [24]. The number of sensors 
may be very large, and they are distributed and often of different 
types. The data streams need to be combined and synchronized 
to adequately interpret continuously flowing data. Data 
represent continuous measurements of changing environments. 
Understanding, interpreting and learning from these data (and 
providing adequate responses or actions) requires the 
application of AI and ML. A common goal of sensor network 
systems research is to enable their intelligent behavior [23]. It is 
important to understand the new types of data generated by 
sensor networks and their analytics requirements. Among 
various data domains, biomedical data may be amongst the most 
complex to manage and use: such data are comprehensive, 
diverse, heterogeneous, and isolated to protect individuals’ 
privacy. 
 Data processing distinguishes several layers of knowledge 
embedded in the original raw data. This is captured, for example, 
in the DIKW knowledge pyramid [29], which defines 
hierarchical relationships between data, information, 
knowledge, and wisdom. Our modification of the DIKW model 
is shown in Figure 1, where the raw data are analyzed using 
statistical methods or machine learning to obtain high value data 
such as summaries, reports, or critical information that can be 
used to support decision making and provide appropriate actions 
and responses [25]. 
 
Fig. 1.  Modified DIKW hierarchy (DIUWV). The data are basic elements 
without meaning, information level introduces the relationships or rules, 
understanding enables the description of patterns, wisdom is about the ability 
to understand and describe principles, while vision enables the application of 
these principles to new and useful designs 
 Defining biomedical data types is complex because of the 
multiple dimensions to be considered for understanding and 
classification. Biomedical data can be classified according to 
structure, data processing level, application domain, and 
intended purpose [25]. Data may be structured or unstructured. 
For example, a diagnosis can be recorded in a structured form 
such as ICD diagnostic codes [26], or unstructured, such as 
textual descriptions. Structured forms facilitate comparative 
analysis and easy generation of statistics. Disadvantages include 
the high rate of false coding (false positives or false negatives) 
[27], and the loss of information captured in a textual 
description, but not in the international classification of disease 
(ICD10) code. It may be difficult to record a correct diagnosis 
that combines multiple concurrent health conditions, typically 
stated as a primary diagnosis along with comorbidities [28].  
 Biomedical data are used in various types of information 
systems. Examples are administrative, financial, clinical, 
research, operations, pharmaceutical, laboratory, and radiology 
systems; electronic health records; clinical trials data; and 
clinical and disease registries [30]. The key issue with these 
systems is the interoperability of these independent information 
systems [31]. The rapid development of sensor networks and 
IoT have created new challenges for merging traditional 
biomedical information systems with massive data streams – 
creating challenges for real-time decisions making [32, 33].  
 The most granular level of biomedical data are specialized 
data types, including: demographics and socioeconomic data, 
patient encounters, medication, symptoms, diagnoses, 
diagnostics (laboratory, imaging, and other tests), genetics, 
social history, family history, lifestyle (fitness, purchases), 
environmental data/exposure (climate, weather, pollution, 
health maps, and others), and social networks. The growth of 
Big Data generated by sensor networks from data streams has 
created challenges for both integrating these massive amounts 
of data into information systems, and for the development of 
data-processing algorithms. 
III. MONITORING HEALTH AND WELLBEING 
Existing applications of WSN have mostly focused on 
monitoring [34] and management of identified health issues in 
individuals [35,36]. Wellbeing is defined as the psychological, 
social and physical resources needed to meet the specific 
psychological, social and/or physical needs of an individual 
[37]. It has three components: life satisfaction, pleasant affect, 
and unpleasant affect [37]. In this section we discuss how 
ubiquitous WSNs can help address these three considerations. 
These considerations affect our lives at varying degrees of scale, 
from the micro (individual/ personal) to the macro 
(societal/large populations). Wellbeing data largely overlap 
health data, and the same infrastructure can be used for data 
collection and processing. A major difference is that medical 
diagnosis devices typically require governmental agency, such 
as FDA, certification, but wellbeing sensor devices typically do 
not. This situation is changing, and the number of FDA certified 
wearables is increasing, blurring the distinction among medical, 
health, and wellbeing applications. 
 At the micro level, we consider body area networks (BANs) 
to be the primary source of data. BAN level sensors are 
wearable, non-invasive devices that provide a quantified 
measure of some physiological state or activity of the wearer 
[38]. Examples include electroencephalogram (EEG) headsets, 
heart rate (HR) and heart rate variation (HRV) bands and straps, 
and pedometers. Concerns have been highlighted over the 
validity and accuracy of consumer grade devices [39,40]. At the 
macro level, the inferences we can draw from combinations of 
multiple redundant sensors at the BAN level enable cross-
calibration, and improvement in the accuracy and reliability of 
the measurements. Raw measurements by multiple sensors are 
commonly imprecise but their combinations, after calibration 
and data processing, offer resilience against inaccurate 
measurements in the network. Sensor systems provide for 
continuous monitoring of the environment and detect changes in 
environmental variables. Real-time algorithms enable responses 
including the adjustments of the environment or alerts to the 
individual about the need for response to the noted changes. 
These adaptations and responses to the streaming data can 
positively impact an individual’s physical and psychological 
states. Furthermore, such adaptations can inform a broader, 
societal benefit: groups become healthier, with improved 
wellbeing. As the global population ages, pressure on healthcare 
systems is increasing. This is especially so for age-related 
diseases, such as cancer and heart disease, and for declines in 
mental health. The issue of continuous monitoring using sensors 
and wearables becomes ever more necessary [41]. 
The application of ubiquitous WSNs to health monitoring 
and societal wellbeing is a major disruptive trend for a 
traditional care-giving system. The availability of highly 
individualized data enables smart systems to direct a healthy 
lifestyle in individuals. This movement of highly personal and 
physically ‘close’ sensors will lead to every individual being 
responsible for creating their own Big Data and will drive further 
developments towards more ubiquitous BANs and PANs. 
 
Existing BAN applications are primarily contextualized as 
fitness devices, with activity monitoring as the primary data. 
This provides a popular and relatively safe framing of the 
measurements, and the insights can lead to improved well-being 
e.g. habit-forming, gamified exercising and the introduction of 
social accountability [42]. When WSNs are used for health and 
medical monitoring, greater caution needs to be exercised and 
health care providers should be informed or involved in decision 
making in response to the analysis of data streams.  
Key issues at the micro level are integration of multi-sensor 
data, their interpretation of sensor data, and ensuring the 
accuracy of measurements of individual sensors and the overall 
network. Dealing with these issues becomes increasingly 
complex as the number of sensors grow, particularly when we 
deal with the swarms of sensors.  The application of BAN level 
sensors in a health context will require contextualization with 
the existing medical health records. For example, chronic lung 
disease patients may be particularly sensitive to variations in air 
pollution levels, relative to the normal population. When 
contextualized with this information, the smart system can tailor 
its suggestions, actions and reporting accordingly. For example, 
suggestions of physical activity might be more conservative in a 
polluted context. Additionally, control of the smart environment 
may use more air filtration but can be costly and energy 
consuming. Integration of existing medical record data into a 
smart system, while respecting the privacy rights of the 
individuals, and the local legal system, represents another 
challenge. This represents knowledge management for forming 
“smart algorithms,” and refers to the understanding and wisdom 
levels of the DIUWV hierarchy shown in Figure 1. Adequate 
responses to changes detected in sensor data streams require 
management and use of appropriate knowledge. For example, 
the system must be aware of thresholds that define safe levels of 
air pollutants for both immediate exposure chronic exposure so 
that appropriate action can be made. Furthermore, the system 
should be aware of lover values of these thresholds if high-risk 
or vulnerable groups including children, pregnant women, and 
chronic patients, are present in the environment. Decision 
making requires integration of wisdom level (Fig. 1) knowledge 
to ensure adequate decision making. 
Smart environments are promising areas for WSN 
applications in the context of both health and wellbeing. 
Modelling of health characteristics of an individual’s 
environment both in real-time and over historical periods 
enables understanding of individual’s exposure to potentially 
harmful substances. The critical data include environmental 
health metrics, including air pollutant (such as particulate 
matter, formaldehyde, or volatile organic compounds) 
concentrations, temperature, and humidity allows. Reactive 
systems look promising for the prevention of environment-
based health risks. The detection of increased levels of pollution 
may trigger air-purification systems in the home or workplace. 
Conversely, low levels of pollution may lead to outside air being 
introduced into the living environment, providing a supply of 
fresh air in an energy efficient manner. 
IV. SOFTWARE ENGINEERING CHALLENGES 
After the text edit has been completed, the paper is ready for 
the template. Duplicate the template file by using the Save As 
command, and use the naming convention prescribed by your 
conference for the name of your paper. In this newly created file, 
highlight all of the contents and import your prepared text file. 
You are now ready to style your paper; use the scroll down 
window on the left of the MS Word Formatting toolbar. Given 
the number and diversity of network sensors, and the data 
coming from overlapping coverage (e.g. continuous concurrent 
measurement of ECG, HR, and HRV) a key challenge of the 
system is to identify data that is trustworthy – accurate, precise, 
and reliable. If, for example, several sensors simultaneously 
covering the same data source supply differing or even 
conflicting data, this raises several key questions:  
• What is the system actually intended to do? 
• Which source (if any) should be considered canonical? 
• What degrees of ‘trust’ or ‘authority’ should be given to 
one measure or another? 
• How should this be established? 
• How do we evaluate the correctness of our approach in 
an environment that is uncertain by design? 
The problems of this nature are well-studied in software 
testing [43], and are known as the oracle problem [44]:  Given a 
system whose output or behaviour can be observed, how can an 
observer know if this output or behaviour is correct? If there is 
a mechanism, automated or not, that the observer can use to 
decide, then this mechanism is called an oracle. If no oracle is 
available, or if one is available, but it is not practical to use it 
(perhaps owing to excessive overheads), then the system faces 
the oracle problem. In a large, distributed and free-form sensor 
network, the oracle problem is an inevitability. In sensor 
systems, the oracle problem can occur at both ends: the data 
acquisition level (sensors) and the data processing or 
interpretation (software) level.  
A naive approach to dealing with multiple sensors providing 
different values for what should be the same data source might 
be analogous to software engineering's n-version programming 
(NVP) [45]. NVP essentially works by building several (n) 
implementations from the same specifications, and then 
executing all n for any given input. A form of voting or polling 
can then be used to decide on situations where the outputs or 
behaviours for the different implementations differ. However, in 
the context of large, complex sensor networks, the choice of the 
decision algorithm employed when implementing NVP is 
critical, and possibly undecidable, given the nature of the 
measures being observed [46]. Fundamentally, we are uncertain 
as to what a correct answer is at any given moment.  
 Metamorphic Testing (MT) is an alternative approach to 
alleviating the Oracle problem that has been growing in 
popularity in recent years [47,48,49]. Instead of attempting to 
identify the correctness of individual outputs (or executions), 
MT instead examines relationships amongst multiple executions 
that should hold for the system, called metamorphic relations 
(MRs): Without needing to identify any individual output as 
correct or incorrect, identification of a violation of the MR is 
sufficient to find an fault in the system in question. MT has been 
applied to a large amount of so-called untestable systems [50], 
overcoming the oracle problem obstacle, and uncovering 
previously unknown, real, bugs [51,52,53,54]. Critically, MT 
has been successfully applied to a number of areas and themes 
that we describe in this paper. MT has also been suggested as a 
suitable technique for analysing and verifying Big Data systems 
[48,55]. Similarly, MT has been successfully applied to large 
bioinformatics and health data, highlighting the suitability of the 
technique to this type of data [54,56]. 
V. DISCUSSION AND CONCLUSION 
 Health-related data, such as vital signs and various screening 
data, should produce similar values when detected by different 
sensors located at different parts of the body, or within the 
personal environment. The value of each data point for a given 
variable depends on the previous value, change of the status of 
the organism, and responses to various stimuli. Interpretation of 
the data depends on so-called medically established “normal 
values” that define healthy state. Furthermore, different states of 
the organism (such as resting, sleeping, exercising, walking or 
running) show characteristic trends of variable behavior. 
Pathological values are defined by specific thresholds and show 
specific trend deviations. Multiple sensors are expected to show 
the same trends for a given variable. They should agree with 
medical knowledge and conform to the value ranges 
characteristic for identified state.  
Integration with IoT measurements, such as atmospheric 
variables or air pollution, provide additional information that 
can help both the interpretation of measured changes as well as 
the calibration of the sensor networks. For example, changes in 
wearable blood pressure (BP) measurement from a smart wrist 
band can be verified by a FDA certified IoT BP monitor, that 
can be requested automatically by the system. These data need 
to be cross-compared with HRV and weight data to identify 
possible causes of variability. Calibration of multiple sensors 
and sensor types from the network can, therefore, be done at the 
same time when measurement with certified instrument is 
performed. The recorded data then updates the individual’s 
health history, and the past data can be corrected for systematic 
errors and explainable deviations. We propose the following 
starting points for the oracle problem questions: 
What is the system actually intended to do? The system is 
intended to collect vital data from individuals, the environment, 
assure accuracy, validity, and relevance of the data, provide 
interpretations, and act upon the patterns recognized in the 
data. 
Which source (if any) should be considered canonical? The 
primary canonical data are those collected from certified 
medical devices, which can be used to calibrate other sensor 
data. 
What degrees of ‘trust’ or ‘authority’ should be given to one 
measure or another? Higher trust is given to data of higher 
granularity, certified sensors, and certified medical instruments. 
How should this be established? Unusual behavior or 
discrepancies can be explained, responded to, or corrected, 
through use of primary canonical data and the data from highly 
reliable IoT linked devices. 
How do we evaluate the correctness of our approach in an 
environment that is uncertain by design?  Compare data with 
the expected behavior (medical knowledge) and validate 
through regular medical diagnostic tests that are done on a 
regular schedule or on demand. 
 Given the continuous reduction of sensor costs, and the 
emergence of 5G technologies, we foresee the growth of 
systems that combine large sensor networks with embedded 
redundancy, where multiple sensors measure the same variable 
and stream data to a control unit. The control unit will compare 
data between different streams, compare them with expected 
behavior based both on medical knowledge and the subject’s 
individual characteristics. The system must apply filtering and 
corrections based on evidence, and provide reports followed by 
appropriate advice. When needed, standard medical diagnostic 
testing should be initiated and requested to validate changes 
indicated by WSN streams. The filtered, corrected, and 
summarized streamed data will be stored to form personal health 
histories. These personal health records will drive and 
complement both health and wellbeing personal care. 
Ownership of the data, plus ensuring safety and security of these 
data will require new implementation models. 
ACKNOWLEDGEMENTS 
This work was supported by Ningbo High-end Innovative 
Research Grant, project code 2018A-08-C. 
REFERENCES 
 
[1] C-Y. Chong, and S. P. Kumar, “Sensor networks: evolution, opportunities 
and challenges”, Proc. IEEE, vol. 91, no. 8, pp. 1247-1256, 2003.  
[2] O. Diallo, J. J. Rodrigues, and M. Sene, “Real-time data management on 
wireless sensor networks: a survey”, J. Netw. Comput. Appl., vol. 35, pp. 
1013–1021, 2012. 
[3] Radio Spectrum Policy Group, Directorate-General for Communications 
Networks, Content and Technology, European Comission “RSPG report 
on spectrum issues on wireless backhaul”, RSPG15-607, Brussels, 2015. 
[4] N. Bhushan, J. Li, D. Malladi, R. Gilmore, D. Brenner, A. Damnjanovic, 
et al., “Network densification: the dominant theme for wireless evolution 
into 5G”, ICM vol. 52, no. 2, pp. 82-8, 2014. 
[5] I. Akyildiz, “Nanonetworks: A new frontier in communications.” 
Proceedings of the 18th annual international conference on Mobile 
computing and networking. ACM, 2012. 
[6] R. Want, “Near field communication”, IEEE Pervasive Computing, Vol 
3, pp. 4-7, 2011. 
[7] V. Custodio, F. Herrera, G. López, and J. Moreno, “A review on 
architectures and communications technologies for wearable health-
monitoring systems”, Sensors, vol. 12, no. 10, pp. 13907-13946, 2012. 
[8] A. K. Wong, “The near-me area network”, IEEE Internet Comput., vol. 
14, no. 2, 2010. 
[9] Q. Song and A. Jamalipour, “Network selection in an integrated wireless 
LAN and UMTS environment using mathematical modeling and 
computing techniques”, IEEE Wirel. Commun., vol. 12, no. 3, pp. 42-48, 
2005. 
[10] J. Tate, P. Beck, H. H. Ibarra, S. Kumaravel, and L. Miklas, “Introduction 
to storage area networks”, IBM Redbooks, 2018. 
[11] B. P. Crow, I. Widjaja, J. G. Kim, and P. T. Sakai, “IEEE 802.11 wireless 
local area networks”, IEEE Commun. Mag., vol. 35, no. 9, pp. 116-126, 
1997. 
[12] R. Buyya, C. S. Yeo, S. Venugopal, J. Broberg, and I. Brandic, “Cloud 
computing and emerging IT platforms: vision, hype, and reality for 
delivering computing as the 5th utility”, FGCS, vol. 25, no. 6, pp. 599-
616, 2009.  
[13] B. L. Risteska Stojkoska and K. V. Trivodaliev, “A review of Internet of 
Things for smart home: challenges and solutions”, JOCP, vol. 140, pp. 
1454-1464, 2017. 
[14] A. Cocchia, “Smart and digital city: a systematic literature review”, In 
Smart city, pp. 13-43. Springer, 2014.  
[15] M. Bojarski, D. Del Testa, D. Dworakowski, B. Firner, B. Flepp, P. 
Goyal, et al. “End to end learning for self-driving cars”, arXiv preprint 
arXiv:1604.07316, 2016. 
[16] J. Gubbi, B. Rajkumar, S. Marusic, and M. Palaniswami, “Internet of 
Things (IoT): a vision, architectural elements, and future directions”, 
FGCS vol. 29, no. 7, pp. 1645-1660, 2013. 
[17] Y. Ma, H. Wu, L. Wang, B. Huang, R. Ranjan, A. Zomaya, and W. Jie, 
“Remote sensing big data computing: challenges and opportunities”, 
FGCS, vol. 51, pp. 47-60, 2015. 
[18] I. A. T. Hashem, I. Yaqoob, N. B. Anuar, S. Mokhtar, A. Gani, and S. U. 
Khan, “The rise of ‘big data’ on cloud computing: Review and open 
research issues”, Inf. Syst., vol. 47, pp. 98-115, 2015. 
[19] A. Katal, M. Wazid, and R. H. Goudar, “Big data: issues, challenges, tools 
and good practices”, In Contemporary Computing (IC3), 2013 Sixth 
International Conference on, pp. 404-409. IEEE, 2013. 
[20] Z. Obermeyer and E. J. Emanuel, “Predicting the future-big data, machine 
learning, and clinical medicine”, NEJM, vol. 375, no. 13, pp.1216-1219, 
2016. 
[21] J. Schmidhuber, “Deep learning in neural networks: an overview”. Neural 
Netw., vol. 61, pp. 85-117, 2015. 
[22] D. E. O'Leary, “Artificial intelligence and big data”, IEEE Intell. Syst., 
vol. 28, no. 2, pp. 96-99, 2013. 
[23] D. Ovalle, D. Restrepo, A. Montoya, “Artificial intelligence for wireless 
sensor networks enhancement” In Smart Wireless Sensor Networks, 
InTech, 2010. 
[24] J. Gama, M.M. Gaber, editors. “Learning from data streams: processing 
techniques in sensor networks”. Springer Science & Business Media; 
2007. 
[25] G. M. Weber, K. D. Mandl, and I. S. Kohane, “Finding the missing link 
for big biomedical data”, JAMA, vol. 311, no. 24, pp.2479-2480, 2014. 
[26] K. J. O'malley, K. F. Cook, M. D. Price, K. R. Wildes, J. F. Hurdle, C. M. 
Ashton, “Measuring diagnoses: ICD code accuracy”, Health Serv. Res., 
vol. 40, no. 5p2, pp. 1620-1639, Oct. 2005. 
[27] K. Burles, G. Innes, K. Senior, E. Lang, A. McRae, “Limitations of 
pulmonary embolism ICD-10 codes in emergency department 
administrative data: let the buyer beware”, BMC Med. Res. Methodol., 
vol. 17, no. 1, pp. 89, 2017. 
[28] H. Quan H, V. Sundararajan V, P. Halfon P, A. Fong A, B. Burnand B, J. 
C. Luthi, L. D. Saunders, C. A. Beck, T. E. Feasby, W. A. Ghali, “Coding 
algorithms for defining comorbidities in ICD-9-CM and ICD-10 
administrative data”, Med. Care, pp. 1130-1139, 2005. 
[29] M. E. Jennex, S. E. Bartczak, “A revised knowledge pyramid”, IJKM, vol. 
9, no. 3, pp. 19-30, 2013. 
[30] K. A. Wager, F. W. Lee, J. P. Glaser, “Health care information systems: 
a practical approach for health care management”. John Wiley & Sons; 
2017. 
[31] L. Cardoso, F. Marins, C. Quintas, F. Portela, M. Santos, A. Abelha, J. 
Machado, “Interoperability in healthcare”. In Health Care Delivery and 
Clinical Science: Concepts, Methodologies, Tools, and Applications, pp. 
689-714, IGI Global, 2015. 
[32] M. Hassanalieragh, A. Page, T. Soyata, G. Sharma, M. Aktas, G. Mateos, 
B. Kantarci, S. Andreescu, “Health monitoring and management using 
Internet-of-Things (IoT) sensing with cloud-based processing: 
Opportunities and challenges”, In 2015 International Conference on 
Services Computing, IEEE, pp. 285-292, 2015. 
[33] K. Hung, C. C. Lee, S. O. Choy, “Ubiquitous health monitoring: 
Integration of wearable sensors, novel sensing techniques, and body 
sensor networks”, In Mobile health 2015, pp. 319-342. Springer, Cham. 
[34] H. Huo, Y. Xu, H. Yan, S. Mubeen, and H. Zhang, “An elderly health 
care system using wireless sensor networks at home”, In Third 
International Conference on Sensor Technologies and Applications, 
IEEE, pp. 158-163, 2009. 
[35] E. Chiauzzi, C. Rodarte, and P. DasMahapatra, “Patient-centered activity 
monitoring in the self-management of chronic health conditions”, BMC 
Medicine, vol. 13, no. 1, 77, 2015 
[36]  Y. Hao, and R. Foster, “Wireless body sensor networks for health-
monitoring applications. Physiol. Meas., vol. 29, no. 11, R27, 2008.  
[37] R. Dodge, A. P. Daly, J. Huyton, and L. D. Sanders, “The challenge of 
defining wellbeing”, Int. J Wellbeing, vol. 2, no. 3, pp. , 2012.  
[38] K. Kinsella, “Global aging: The challenge of success”, Population 
Bulletin, vol. 60, No. 1, p. 3, 2005. 
[39] J. N. Gilmore, “Everywear: The quantified self and wearable fitness 
technologies”, New Media Soc., vol. 18, no. 11, pp. 2524-2539, 2016. 
[40] J-M. Lee, Y-W. Kim, and G. J. Welk, “TRACK IT: Validity and utility 
of consumer-based physical activity monitors”, ACSMs Health Fit. J, vol. 
18, no. 4, pp. 16-21, 2014. 
[41] A. M. Case, H. A. Burwick, K. G. Volpp, and M S. Patel, “Accuracy of 
smartphone applications and wearable devices for tracking physical 
activity data”, JAMA, vol. 313, no. 6, pp. 625-626, 2015. 
[42] C. Pinder, J. Vermeulen, B. R. Cowan, and R. Beale, “Digital behaviour 
change interventions to break and form habits”, TOCHI, vol. 25, no. 3, 
15, 2018. 
[43] G. J. Myers, C. Sandler, and T. Badgett, “The art of software testing”, 
John Wiley & Sons, 2011. 
[44] E. T. Barr, M. Harman, P. McMinn, M. Shahbaz, and S. Yoo. “The oracle 
problem in software testing: A survey”, IEEE T Software Eng., vol. 41, 
no. 5, 507-525, 2015. 
[45] A. Avizienis, “The N-version approach to fault-tolerant software”, IEEE 
T Software Eng., vol. 12, pp. 1491-1501, 1985.  
[46] S. S. D. Liburd, “An n-version electronic voting system”, Master’s 
thesis,., Massachusetts Institute of Technology, 2004. 
[47] T. Y. Chen, S. C. Cheung, and S. M. Yiu. “Metamorphic testing: a new 
approach for generating next test cases”, Technical Report HKUST-
CS98-01, Department of Computer Science, Hong Kong University of 
Science and Technology, Hong Kong, 1998. 
[48] T. Y. Chen, F. C. Kuo, H. Liu, P. L. Poon, D. Towey, et al., “Metamorphic 
testing: A review of challenges and opportunities”, ACM Computing 
Survey, vol. 51, no. 1, pp. 4:1-4:27, 2018. 
[49] S. Segura, G. Fraser, A. B. Sanchez, and A. Ruiz-Cortés, “A survey on 
metamorphic testing”, IEEE T Software Eng., vol. 42, no. 9, 805-824, 
2016. 
[50] S. Segura, D. Towey, Z.Q.Zhou, and T. Y. Chen, “Metamorphic testing: 
Testing the Untestable”, IEEE Software, 2018. doi: 
10.1109/MS.2018.2875968    
[51] M. Lindvall, D. Ganesan, R. Árdal, and R. E. Wiegand, “Metamorphic 
model-based testing applied on NASA DAT: an experience report”, In 
Proceedings of the 37th International Conference on Software 
Engineering-Volume 2, pp. 129-138. IEEE Press, 2015. 
[52] S. Segura, J. A. Parejo, J. Troya, and A. Ruiz-Cortés, “Metamorphic 
testing of RESTful web APIs”, IEEE T Software Eng., vol. 44, no. 
11,1083-1099, 2018. 
[53] T. Y. Chen, F. C. Kuo, W. Ma, W. Susilo, D. Towey, J. Voas, Z.Q Zhou, 
“Metamorphic testing for cybersecurity”, Computer, vol. 49, no. 6, pp. 
48-55, 2016.  
[54] C. Murphy, M. S. Raunak, A. King, S. Chen, C. Imbriano, G. Kaiser, et 
al., “On effective testing of health care simulation software”, In 
Proceedings of the 3rd workshop on software engineering in health care, 
pp. 40-47, ACM, 2011. 
[55] H. Liu, F. C. Kuo, D. Towey, and T. Y. Chen, “How effectively does 
metamorphic testing alleviate the oracle problem?”, IEEE T Software 
Eng., vol. 40, no. 1, pp. 4-22, 2014.  
[56] T. Y. Chen, , J. W. K. Ho, H. Liu, and X. Xie. “An innovative approach 
for testing bioinformatics programs using metamorphic testing.” BMC 
bioinformatics 10, no. 1, 24, 2009. 
 
 
