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RESUMO
Neste trabalho, o qual é baseado no artigo de S. C. Coutinho e L. Menasche
Schechter [7], descreveremos em detalhes como verificar se uma dada derivação do plano
complexo não tem curvas algébricas invariantes.
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ABSTRACT
In this work, which is based on the article by S. C. Coutinho e L. Menasche
Schechter [7], we describe in detail how to check if a given derivation of the complex plane
does not have invariant algebraic curves.
Keywords: Vector Fields. Invariant Curve. Algebraic Foliations. Singularity.
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Em 1878, Darboux mostrou que curvas algébricas invariantes por um campo vetorial
polinomial podem ser usadas para determinar uma integral primeira da equação diferencial
de primeira ordem correspondente ao campo.
O problema de encontrar curvas algébricas invariantes por campos vetoriais polino-
miais foi retomado recentemente. Podemos citar por exemplo, o trabalho de [21] M. J.
Prelle e M. F. Singer, da década de 80.
O objetivo deste trabalho é estudar condições sobre um campo vetorial no plano
projetivo que garantam a não existência de curvas algébricas invariantes. A referência
principal para este estudo foi o artigo "Algebraic Solutions of plane Vector Fields,"de
autoria de S.C. Coutinho e L. Menasché Schechter (ver [7]). Os artigos [26] e [27] de
Sebastian Walcher, assim como o livro de James E. Humphreys, [12], também foram muito
importantes para a elaboração deste trabalho.
Este texto será apresentado na ordem seguinte.
No Capítulo 2 são apresentados conceitos básicos de variedades afins, projetivas e
matriz resultante.
Apresentamos os conceitos de derivação, diferenciais e 1-formas diferenciais no
plano projetivo ao longo do Capítulo 3. Para isso precisamos também estudar espaços
tangentes.
No Capítulo 4 estudamos campos vetoriais em P2, que por sua vez definirão
folheações em P2. Além disso, definimos curvas algébricas projetivas invariantes por uma
folheação no plano projetivo.
Apresentamos no Capítulo 5 alguns conceitos de álgebras de Lie, como por exemplo
a derivação de Lie com relação a um campo vetorial, funções invariantes e semi-invariantes.
O principal resultado deste Capítulo, o Teorema 5.5, relaciona a existência de expoentes
racionais com curvas semi-invariantes e é de suma importância para o estudo apresentado
no Capítulo 6.
No Capítulo 6 apresentamos as condições para que um dado campo vetorial Da,b




Neste capítulo vamos definir e enunciar resultados clássicos da Geometria Algébrica
que serão usados ao longo deste trabalho. Mais detalhes e as demonstrações omitidas
podem ser encontradas em [22] e em [10].
2.1 VARIEDADES ALGÉBRICAS
Denota-se por An(k) ou simplesmente por An o espaço afim n dimensional sobre
um corpo k algebricamente fechado cujos os pontos são da forma p = (X1, . . . , Xn) com
Xi ∈ k, para todo i = 1, . . . , n.
Definição 2.1. Seja F ∈ k[X1, . . . , Xn]. Um ponto p ∈ An é dito um zero de F se
F (p) = 0.
Definição 2.2. Um subconjunto fechado de An é um subconjunto V formado pelos zeros
de um conjunto de polinômios de k[X1, . . . , Xn]. Denotado por
Z(S) = {p ∈ An; F (p) = 0, ∀F ∈ S} .
Os subconjuntos fechados de An formam uma topologia chamada topologia de Zariski.
Os abertos desta topologia são os complementares dos subconjuntos fechados.
Definição 2.3. Um subconjunto V de An é dito um conjunto algébrico (afim) se V = Z(S),
para algum subconjunto S ⊂ k[X1, . . . , Xn].
Lema 2.1. Os conjuntos algébricos satisfazem as seguintes propriedades:
1. Z({0}) = An e Z(k[X1, . . . , Xn]) = ∅.
2. Se S1, S2 ⊂ k[X1, ..., Xn] e S1 ⊂ S2, então Z(S2) ⊂ Z(S1).
3. Dada uma coleção {Sλ} ⊂ k[X1, . . . , Xn], tem-se ∩λZ (Sλ) = Z (∪λSλ).
4. Se S1, S2 ⊂ k[X1, . . . , Xn] e S1.S2 := {F1.F2 : Fi ∈ Si, i = 1, 2}, então
Z(S1.S2) = Z(S1) ∪ Z(S2).
Demonstração. Segue direto das definições.




























Definição 2.4. Um conjunto algébrico V ⊂ An é dito redutível se V = V1 ∪ V2, onde
V1, V2 são conjuntos algébricos não vazios em An e Vi ( V , para i = 1, 2. Caso contrário,
V é chamado irredutível.
Definição 2.5. Seja V ⊂ An um subconjunto. Definimos o ideal de V , denotado por
I(V ), como sendo o ideal
I(V ) = {F ∈ k[X1, . . . , Xn]; F (p) = 0, ∀p ∈ V } .
Proposição 2.1. Seja V ⊂ An um conjunto algébrico. Então V é irredutível, se e somente
se, I(V ) é ideal primo em k[X1, . . . , Xn].
Demonstração. Ver [10], Cap.1, Prop 1.
Teorema 2.2. (Teorema dos Zeros de Hilbert) Sejam k um corpo algebricamente fechado




Demonstração. Ver [10], Cap.1, Seção 7.
Exemplo 2. Se F ∈ k[X1, . . . , Xn] é um polinômio irredutível, então 〈F 〉 é um ideal
primo e portanto V = Z(F ) ⊂ An é irredutível.
Definição 2.6. Dado um polinômio F ∈ k[X1, . . . , Xn], chamamos o conjunto algébrico
Z(F ) := Z({F}) ⊂ An de hipersuperfície. No caso n = 2, a hipersuperfície Z(F ) é
chamada de curva plana afim.
Definição 2.7. Um conjunto V algébrico e irredutível de An é chamado uma variedade
afim.
2.2 FUNÇÕES RACIONAIS
Se V ⊂ An é uma variedade. O anel de coordenadas de V , definido por
K[V ] :=
k[X1, . . . , Xn]
I(V )
é um domínio de integridade, pois, pela Proposição 2.1, I(V ) é um ideal primo.
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Definição 2.8. Seja V uma variedade em An. O corpo de frações do anel de coordenadas





; f, g ∈ K[V ], g Ó= 0
}
.
Definição 2.9. Uma função φ ∈ K(V ) é dita regular em um ponto p ∈ V se puder ser
escrita na forma φ =
f
g
, com f, g ∈ K[V ] e g(p) Ó= 0.
2.3 VARIEDADES PROJETIVAS




onde a relação de equivalência ∼ em An+1\ {0} é dada por:
(P0, P1, . . . , Pn) ∼ (Q0, Q1, . . . , Qn) ⇔ ∃ λ ∈ k\ {0} ; Qi = λPi, ∀ i = 0, . . . , n.
Um ponto P ∈ Pn(k), que é a classe de equivalência do ponto (X0, X1, . . . , Xn)
de An+1\ {0}, será denotado por (X0 : X1 : . . . : Xn). Se um ponto P ∈ Pn(k) é a
classe de equivalência de (X0, X1, . . . , Xn) ∈ An+1\ {0}, dizemos que X0, X1, . . . , Xn são
as coordenadas homogêneas do ponto (X0 : X1 : · · · : Xn). Assim,
Pn(k) =
{
(X0 : · · · : Xn); (X0, X1, . . . , Xn) ∈ An+1\ {0}
}
.
Quando o corpo k estiver fixado, denotaremos Pn(k) por Pn.
Para cada i ∈ {0, 1, . . . , n}, definimos o conjunto de Ui ⊂ Pn por:
Ui = {(X0 : · · · : Xi : · · · : Xn) ∈ Pn; Xi Ó= 0} .
É fácil ver que as funções
ϕi : Ui −→ An

















(X0, . . . , Xi−1, Xi+1 · · · , Xn) Ô−→ (X0 : . . . : Xi−1 : 1 : Xi+1 : . . . : Xn)
são bijeções, uma inversa da outra. Por isso, escrevemos Ui = Ani ≃ An e chamamos os
ponto de Ui de pontos finitos. Os pontos pertencentes ao conjunto
L∞ := {(X0 : X1 : · · · : Xn) ∈ Pn; Xi = 0}
18
são chamados pontos no infinito do aberto Ui.
Podemos então escrever, para cada i = 0, . . . , n, o espaço projetivo de dimensão n
como a união disjunta de dois conjuntos, ou seja,







Definição 2.11. Seja F ∈ k[X0, X1, . . . , Xn]. Dizemos que p = (X0 : X1 : · · · : Xn) ∈ Pn
é zero do polinômio F , e escrevemos por F (p) = 0, se F se anula em qualquer escolha de
coordenadas homogêneas de p, isto é, se
F (λX0, λX1, . . . , λXn) = 0, ∀λ ∈ k\ {0} .
Definição 2.12. Um polinômio F ∈ k[X0, X1, . . . , Xn] não nulo é chamado um polinômio
homogêneo de grau d, se
F (λX0, λX1, . . . , λXn) = λ
dF (X0, X1, . . . , Xn), ∀ λ ∈ k\ {0} . (2.1)
Observação 1. Todo polinômio F ∈ k[X0, X1, . . . , Xn] de grau r se escreve na forma
F = F 0 + F 1 + · · · + F r,
onde cada F i é a soma de todos os monômios de grau i de F , para todo i = 0, 1, . . . , r.
Os polinômios F 0, F 1, . . . , F r são chamados componentes homogêneas de F . Além disso,
F (λX0, λX1, . . . , λXn) = F
0(X0, X1, . . . , Xn)+λF
1(X0, X1, . . . , Xn)+· · ·+λrF r(X0, X1, . . . , Xn),
para todo λ ∈ k\ {0} .
Para um corpo k infinito, temos F (λX0, λX1, . . . , λXn) = 0, para todo λ ∈ k\ {0},
se e somente se, F i(X0, X1, . . . , Xn) = 0, para todo i = 0, 1, . . . , r. Nesse caso, se um
polinômio F se anula em um ponto p ∈ Pn(k), então todas as suas componentes homogêneas
se anulam nesse ponto.
Definição 2.13. Seja S ⊂ k[X0, X1, . . . , Xn] um subconjunto. O conjunto de zeros de S,
denotado por Z(S), é definido como sendo
Z(S) = {p ∈ Pn; F (p) = 0, ∀F ∈ S} .
Definição 2.14. Um subconjunto V ⊆ Pn é chamado um conjunto algébrico (projetivo)
se V = Z(S) para algum subconjunto S ⊂ k[X0, X1, . . . , Xn] formado por polinômios
homogêneos.
Definição 2.15. Os conjuntos algébricos projetivos são também chamados fechados
projetivos e os complementares dos fechados projetivos são chamados de abertos projetivos.
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Definição 2.16. Os fechados projetivos definem em Pn(k) uma topologia chamada Topo-
logia de Zariski.
Definição 2.17. Seja F ∈ k[X0, X1, . . . , Xn] um polinômio homogêneo. O conjunto
Z(F ) : = Z({F}) é um fechado projetivo de Pn, chamado de hipersuperfície. No caso
n = 2, a hipersuperfície Z(F ) é chamada de curva.
Se F é um polinômio sem componentes múltiplas, dizemos que C é uma curva
reduzida.
Exemplo 3. Seja F ∈ k[X0, X1, . . . , Xn] um polinômio homogêneo. O conjunto
UF := P
n − Z(F )
é um aberto de Pn, chamado um aberto principal.
Exemplo 4. Os conjuntos
Ui = {(X0 : X1 : · · · : Xn) ∈ Pn; Xi Ó= 0} ,
para cada i = 0, 1, . . . , n são abertos principais de Pn, já que Ui = Pn − Z(Xi).
Definição 2.18. Um subconjunto de Pn que é a interseção de um aberto com um fechado
projetivo é chamado quasiprojetivo.
Observação 2. Para qualquer fechado projetivo X ⊂ Pn, o conjunto Xi := X ∩ Ani é
quasiprojetivo e é aberto em X (na topologia induzida).
Dado um fechado V ⊂ An ≃ U0, seja V a interseção de todos os fechados de Pn
contendo V . Então, V é um fechado de Pn, chamado fecho projetivo de V . Não é difícil













; F (X1, . . . , Xn) ∈ I(V )
}
.
Exemplo 5. Todo conjunto algébrico afim V ⊂ An é um conjunto quasiprojetivo já que
V = V ∩ U0, onde V é o fecho projetivo de V .
Definição 2.19. Sejam X ⊂ Pn e Y ⊂ Pm dois conjuntos quasiprojetivos. Uma função
φ : X → Y é um morfismo se, para cada x ∈ X, existirem polinômios F0, F1, . . . , Fm em
k[X0, X1, . . . , Xn], homogêneos de mesmo grau, tais que
φ(x) = (F0(x) : F1(x) : · · · : Fm(x)).
Um morfismo bijetor cuja inversa é também um morfismo é chamado um isomorfismo.
Definição 2.20. Um conjunto quasiprojetivo que é isomorfo a um fechado afim é chamado
variedade afim.
Exemplo 6. Os conjuntos Ui = {(X0 : X1 : · · · : Xn) ∈ Pn; Xi Ó= 0}, para cada i =
0, 1, . . . , n, são variedades afins.
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2.4 ANEL LOCAL
Definição 2.21. Sejam V ⊂ An uma variedade afim e p ∈ V . Definimos o anel local de





∈ K(V ); g(p) Ó= 0
}
.
Logo, Op(V ) é o subanel de K(V ) das funções que são regulares em p. Além disso, Op(V )
é subanel de K(V ) contendo K[V ], ou seja,
k ⊂ K[V ] ⊂ Op(V ) ⊂ K(V ).
Definição 2.22. Sejam A um anel comutativo, P um ideal primo e
A × (A − P ) = {(f, g); f, g ∈ A e g /∈ P}
Definimos a localização de A em P como o anel
AP = {A × (A − P )} / ∼ .
onde (f, g) ∼ (f ′, g′) se existir h ∈ A − P , tal que h(fg′ − f ′g) = 0.
Segue da definição de localização que o anel local de V em um ponto p ∈ V , Op(V ),
é a localização de K[V ] no ideal maximal mp = {f ∈ K[V ]; f(p) = 0}, ou seja,
Op(V ) = K[V ]mp .
2.5 MATRIZ RESULTANTE
Nesta seção definimos a matriz resultante de dois polinômios usada para a deter-
minação dos seus zeros comuns. Mais especificamente, dados dois polinômios f(X, Y ) e
g(X, Y ), considerados como polinômios na variável Y e coeficientes no anel k[X], tenta-
mos encontrar os valores x de X para os quais f(x, Y ) e g(x, Y ) admitem raiz comum.
Geometricamente, queremos encontrar as projeções, no eixo x, dos pontos de f ∩ g. Este
processo, típico da chamada teoria da eliminação, é baseado no estudo da resultante de
dois polinômios.
Definição 2.23. Sejam A um anel comutativo (por exemplo, A = k[X1, . . . , Xn]) e
f = adY
d + · · · + a0 e g = beY e + · · · + b0 ∈ A[Y ], com d, e ≥ 1.
A resultante de f, g é definida por
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ad ad−1 · · · · · · a0
ad ad−1 · · · · · · a1 a0
· · · · · · · · ·
ad · · · · · · a0
be · · · · · · · · · b0
· · · · · · · · · · · ·



















ou seja, R é o determinante da matriz (d + e) × (d + e), com e linhas de a′s e d linhas de
b′s, cujos espaços em branco são preenchidos com zero.
Na definição, os polinômios f e g são considerados formalmente de graus d e e,
respectivamente, embora ad, be possam ser nulos. Quando não explicitados, convencionamos
atribuir aos polinômios o grau efetivo, isto é, o maior grau em que Y ocorre efetivamente.















= X4 − 4X2 + 1.




X2 + Y 2 = 4
XY = 1
substituindo Y = 1/X na primeira equação, teríamos
X4 − 4X2 + 1 = 0.
Ou seja, os pontos de interseção da circunferência com a hipérbole tem como abscisas as
soluções dessa última equação obtida pela resultante.
Lema 2.2. Sejam f(Y ) = adY d + · · · + a0 e g(Y ) = beY e + · · · + b0 polinômios com
coeficientes em um domínio de fatoração única A. Então Rf,g = 0 se, e somente se,
ad = be = 0 ou f e g admitem um fator comum não constante.
Demonstração. Suponhamos, sem perda de generalidade, que ad Ó= 0. Vamos mostrar que
f, g admitem fator comum h, não constante, se e somente se existirem p, q ∈ A[Y ] não
ambos nulos, tais que deg(p) ≤ d − 1, deg(q) ≤ e − 1 e
qf = pg. (2.2)
Com efeito, se f = ph e g = qh, com p, q ∈ A[Y ] não ambos nulos, deg(p) ≤ d − 1 e
deg(q) ≤ e−1, segue a relação (2.2). Reciprocamente, usando que A[Y ] também é fatorial,
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a relação (2.2) implica que existe um fator irredutível de f que também é um fator de g,
pois deg(f) > deg(p). Escrevendo
p(Y ) = u0Y
d−1 + · · · + ud−1 e q(Y ) = v0Y e−1 + · · · + ve−1,








be−i−huh, i = 0, . . . , d + e − 1,
onde convencionamos que am = bn = 0, se m, n < 0, ou m < d ou n > e. Como se trata
de um sistema linear homogêneo nas variáveis u0, . . . , ud−1, v0, . . . , ve−1, existe solução não




d + · · · + a0(X) e g = be(X)ye + · · · + b0(X),
onde ai, bj são polinômios nas variáveis X1, X2, . . . , Xn. Então, para cada x = (x1, . . . , xn),
temos R(x) = 0 se e somente se ad(x) = be(x) = 0 ou f(x, Y ), g(x, Y ) admitem raiz
comum.
Demonstração. Para cada x, a resultante de f(x, Y ) e g(x, Y ) é R(x). Por outro lado,
f(x, y) e g(x, y) admitem uma raiz y em comum se e somente se admitirem um fator não
constante Y − y. Portanto, o resultado segue do Lema 2.2.
Quanto ao problema da interseção de duas curvas f e g, observemos que Rf,g é
identicamente nulo se e somente se f e g admitirem componentes em comum, caso em
que f ∩ g não é finito. Quando a interseção é finita, podemos estimar o número de pontos
contando o número de abscissas, que é limitado pelo grau da resultante R(x), mas essa cota
não é muito boa, pois podem ocorrer vários pontos de interseção com a mesma abscissa.
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3 DERIVAÇÕES E ESPAÇO TANGENTE
Neste capítulo apresentaremos a relação entre derivações e vetores tangentes a
uma variedade algébrica afim. As definições e os resultados apresentados aqui podem ser
encontrados em [22] e [23].
3.1 DERIVAÇÕES
Definição 3.1. Sejam R um anel comutativo, A uma R-álgebra comutativa e M um
A-módulo. Uma R-derivação de A em M é uma aplicação R-linear D : A → M tal que
D(ab) = aD(b) + bD(a), para quaisquer a, b ∈ A.
Propriedades das R-derivações:
(P1) D(1) = 0. De fato, temos
D(1) = D(1.1) = 1D(1) + 1D(1) = D(1) + D(1) ⇒ D(1) = 0.
(P2) D(r) = 0 para todo r ∈ R. Com efeito,
D(r) = D(1.r) = rD(1) = r.0 = 0.
Exemplo 8. Um exemplo canônico de k-derivação é a derivação parcial. Considere
o anel de polinômios em n variáveis, k[X1, . . . , Xn], como k-álgebra via inclusão k →֒




, ∂Xi ou ∂i.
O conjunto das R-derivações de A em M , denotado por DerR(A, M), ou seja,
DerR(A, M) = {D : A → M ; D é R-derivação} ,
tem estrutura de A−módulo se definirmos, para todo b ∈ A e D, D′ ∈ DerR(A, M):
D + D′ : A −→ M
a Ô−→ D(a) + D′(a)
e
bD : A −→ M
a Ô−→ bD(a).
Lema 3.1. Sejam ϕ : A → B um homomorfismo de R-álgebras e D ∈ DerR(B, N), então
D ◦ ϕ ∈ DerR(A, N).
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Demonstração. Dados r ∈ R e a, b ∈ A temos
(D ◦ ϕ)(ra + b) = D(ϕ(ra + b)) = D(rϕ(a) + ϕ(b)) = rD(ϕ(a)) + D(ϕ(b)) =
=r(D ◦ ϕ)(a) + (D ◦ ϕ)(b).
Logo D ◦ ϕ é R- linear. Além disso,
D ◦ ϕ(ab) = D(ϕ(ab)) = D(ϕ(a)ϕ(b)) = ϕ(a)D(ϕ(b)) + ϕ(b)D(ϕ(a)) =
= a(D ◦ ϕ)(b) + b(D ◦ ϕ)(a).
Proposição 3.1. Seja ϕ : A → B um homomorfismo de R-álgebras e N um B-módulo
(portanto, um A-módulo também). A aplicação φ : DerR(B, N) → DerR(A, N), definida
por φ(D) = D ◦ ϕ, é um homomorfismo de A-módulos cujo núcleo é DerA(B, N).
Demonstração. Para D, D′ ∈ DerR(B, N) e a ∈ A, temos:
φ (D + D′) = (D + D′) ◦ ϕ = D ◦ ϕ + D′ ◦ ϕ = φ(D) + φ (D′) ,
φ(aD) = (aD) ◦ ϕ = a(D ◦ ϕ) = aφ(D).
Logo, φ é homomorfismo de A-módulos.
Seja D ∈ ker(φ). Então, φ(D)(a) = D(φ(a)) = 0, ∀a ∈ A. Desta forma, para cada
b ∈ B e a ∈ A, como ab := ϕ(a)b, temos
D(ab) = D(ϕ(a)b) = ϕ(a)D(b) + bD(ϕ(a)) = ϕ(a)D(b) = aD(b).
Portanto, D ∈ DerA(B, N) e ker(φ) ⊆ DerA(B, N). Por outro lado, se D ∈ DerA(B, N)
temos D(ϕ(a)) = D(a.1B) = aD(1B) = 0, para todo a ∈ A, isto é, φ(D) = D ◦ ϕ = 0 e
D ∈ ker(φ).
3.2 ESPAÇO TANGENTE
Sejam V ⊂ An = An(k) um conjunto algébrico afim, I = I(V ) o ideal de V e
p ∈ V . Como pode ser visto em [10], Seção 1.4, k[X1, . . . , Xn] é um anel Noetheriano ,
então I(V ) é finitamente gerado. Suponhamos I = I(V ) = 〈F1, F2, . . . , Fs〉. Seja ℓ ⊂ An
uma reta passando por p com vetor diretor v = (v1, . . . , vn), isto é, ℓ = {p + tv; t ∈ k} .
Então,
ℓ ∩ V = {p + tv; Fi(p + tv) = 0, ∀ i = 1, . . . , s} .
Seja ∂i : k[X1, . . . , Xn] → k[X1, . . . , Xn] a derivação parcial em relação a Xi. A
expansão em série de Taylor de Fj em p, j = 1, . . . , s, é












(p)t2vivk + · · ·
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Como Fj(p) = 0, temos











(p)vivk) + · · · .





∂iFj(p)vi = 0, ∀ j = 1, . . . , s, (3.1)
dizemos que ℓ é tangente a V em p e que v é um vetor tangente a V em p.
Definição 3.2. Seja V um conjunto algébrico afim em An. O espaço tangente a V em
um ponto p, denotado por TpV , é o espaço vetorial definido por
TpV := {v ∈ An \ {0}| v é vetor tangente à V em p} ∪ {0}.
Veremos a seguir que o espaço tangente a V em p está em bijeção com os pontos
de uma variedade algébrica em An. Para isto, seja T ′pV a coleção dos pontos q ∈ An que
pertencem a alguma reta tangente a V em p = (p1, . . . , pn), ou seja,









∂iFs(p) · (Xi − pi)
)
.
Dado q ∈ T ′pV , sejam vj = qj − pj, para j = 1, . . . , n, e v = (v1, . . . , vn). Então,
v = q − p satisfaz o sistema de equações (3.1), ou seja, v ∈ TpV .
Reciprocamente, dado um vetor ω ∈ TpV , seja q = p + ω. Então, q pertence a uma
reta tangente a V em p, isto é, q ∈ T ′pV .
Logo, a função T ′pV → TpV definida por q Ô→ v = q − p é uma bijeção e usando-a,
vamos identificar T ′pV com TpV .
Exemplo 9. Seja k um corpo infinito. Como I(An) = 〈0〉, o espaço tangente a An em
qualquer ponto p é o próprio An.
Exemplo 10. O espaço tangente à curva plana Y (Y − X2) = 0 em (0, 0) é todo A2, mas
as suas componentes irredutíveis Z(Y ) e Z(Y − X2) tem a mesma tangente Y = 0 em
(0, 0).
No que segue, vamos estabelecer uma relação entre espaço tangente e derivações.
Lema 3.2. Dado v = (v1, . . . , vn) ∈ An, a aplicação Dv : k[X1, . . . , Xn] → k[X1, . . . , Xn],




vi∂i é uma k-derivação.
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Demonstração. Sejam a ∈ k e F, G ∈ k[X1, . . . , Xn]. Temos que

















vi∂i(G) = aDv(F ) + Dv(G).


















Gvi∂i(F ) = FDv(G) + GDv(F ).
Logo, Dv é k-derivação.
Fixado um ponto p em um conjunto algébrico afim V , definiremos em k uma
estrutura de k[V ]-módulo. Para isso, observamos que
k[V ] =
K[X1, . . . , Xn]
I(V ) = k[x1, . . . , xn],
onde xi é a classe de Xi em k[V ], para todo i = 1, . . . , n. Dado f(x1, . . . , xn) ∈ k[V ], isto
é,
f(x1, . . . , xn) = F (X1, . . . , Xn) onde F ∈ k[X1, . . . , Xn],
e a ∈ k, defina f(x1, . . . xn).a := F (p)a. Esta operação está bem definida pois, f = g em
k[V ] implica f − g ∈ I(V ) e, portanto, f(p) − g(p) = 0. O corpo k com esta estrutura de
k[V ]-módulo será denotado por kp.
Proposição 3.2. Sejam v um vetor tangente à V em p e Dv =
∑
vj∂j como defi-
nido no Lema 3.2. A aplicação D : k[V ] → kp definida por D(f) = Dv(F )(p), onde
f = F (X1, . . . , Xn) com F ∈ k[X1, . . . , Xn], é uma k-derivação.
Demonstração. Vejamos que D está bem definida. Se f = F̄ , g = Ḡ, então F − G ∈ I(V ).
Como v é um vetor tangente a V em p,
∑




vj∂j(G)(p). Além disso, D é claramente k-linear e
D(fg) = Dv(FG)(p) = [FDv(G)] (p) + [GDv(F )] (p) =
= F (p)Dv(G)(p) + G(p)Dv(F )(p) = fD(g) + gD(f),
o que mostra que D é k-derivação.
Para mostrarmos que toda k-derivação de k[V ] em kp pode ser dada como na
Proposição 3.2, vamos precisar do resultado seguinte.
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Lema 3.3. Seja B um k[X1, . . . , Xn]-módulo. Se D : k[X1, . . . , Xn] → B é uma k-
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∂i(F )D (Xi) .
A proposição seguinte mostra que todo elemento de Derk(k[V ], kp) pode ser obtido
a partir de um vetor tangente a V em p.
Proposição 3.3. Seja D ∈ Derk(k[V ], kp). Existe um vetor tangente v ∈ TpV tal que
D(f) = Dv(f)(p), para todo f ∈ k[V ].
Demonstração. Consideremos a k-derivação D̃ = D ◦ π : k[X1, . . . , Xn] → kp, onde
o homomorfismo π : k[X1, . . . , Xn] → k[V ] é a projeção canônica π(F ) = F . Sejam
vi = D̃(Xi) e v = (v1, . . . , vn). Para toda F ∈ I(V ) ⊂ k[X1, . . . , Xn], temos









vi∂i(F )(p) = 0,
onde a primeira igualdade da última equação segue do Lema 3.3. Portanto, v é tangente a









D̃ (Xi) ∂i(F )(p) = D̃(F ) = D(F ).
As Proposições 3.2 e 3.3 implicam que existe uma bijeção entre o conjunto de
vetores tangentes a V em p e o conjunto das k-derivações Derk(k[V ], kp), a saber,
ψ : TpV → Derk (k[V ], kp)
v Ô→ D,
(3.2)














wi∂i = aDv + Dw.
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Portanto, ψ(av + w) = Dav+w = aDv + Dw = aψ(v) + ψ(w) e ψ é um isomorfismo
entre os espaços vetoriais TpV e Derk(k[V ], kp). Esse isomorfismo ψ nos dá a seguinte
definição alternativa de espaço tangente:
Definição 3.3. Sejam V um conjunto algébrico afim e p ∈ V . Definimos TpV , o espaço
tangente a V em p,como sendo k-espaço vetorial dado por
TpV := Derk(k[V ], kp).






































(p). De fato, pela Proposição 3.3, temos que para toda derivação
D ∈ Derk(k[X1, . . . , Xn], kp) existe um vetor v = (v1, . . . , vn) ∈ TpV tal que















(p) = 0 para







(p) = aj = 0, para todo j = 1, . . . , n. Logo, β é
LI.
Definição 3.4. Seja Φ : V → W um morfismo entre variedades algébricas afins e
p ∈ V . Existem um correspondente homomorfismo de anéis entre Φ∗ : k[W ] → k[V ]
e um homomorfismo induzido dpΦ : Derk(k[V ], kp) → Derk(k[W ], kΦ(p)), que é uma k-











Note que dp(Φ ◦ Ψ) = dΨ(p)Φ ◦ dpΨ e que dpΨ é um isomorfismo se Ψ o for.
Proposição 3.4. Sejam V um conjunto algébrico em An, F ∈ k[X1, . . . , Xn] e VF o aberto
de V definido por VF := {x ∈ V |F (x) Ó= 0}. O conjunto VF é uma variedade afim e TpV é
isomorfo a Tp(VF ).
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Demonstração. Consideremos F1(X1, . . . , Xn, T ) = 1−TF (X1, . . . , Xn) ∈ k[X1, . . . , Xn, T ]
e W := {(x, t) ∈ V × k, F1(x, t) = 0} ⊂ An+1. Então,
Φ : VF −→ W
x Ô−→ (x, 1/F (x))
é um isomorfismo e
k[VF ] ∼= k[x1, . . . , xn, t]/ 〈1 − tF (x1, . . . , xn)〉 ∼= k[V ][1/F ].
Para todo elemento D ∈ TpV = Derk(k[V ], kp), a aplicação




m(p)D(a)(p) − mF m−1(p)D(F )(p)a(p)
(F m)2 (p)
é uma k-derivação e a aplicação
ψ : TpV −→ Tp(VF )
D Ô−→ D′
é um isomorfismo de k-espaços vetoriais.
Corolário 3.5. Se U for um aberto afim de V contendo p, então TpU ≃ TpV .
O Corolário 3.5 expressa o caráter local da definição de espaço tangente de uma
variedade afim. Podemos então fazer a seguinte definição.
Definição 3.5. Seja V uma variedade afim ou projetiva. Definimos o espaço tangente
a V em p ∈ V denotado por TpV , como sendo TpU onde U é qualquer aberto afim de V
contendo p.
3.3 1-FORMAS DIFERENCIAIS REGULARES
Sejam V ⊆ An um conjunto algébrico e p ∈ V . Se v = (v1, . . . , vn) é um vetor




vi∂i(F )(p) = 0.









Logo, podemos fazer a seguinte definição.
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é chamado de diferencial de f em p.




∗ por ϕf (p) = dpf .
Denotaremos esta função por df .
Seja xi = X̄i ∈ k[V ] . Observemos que, para todo ponto p ∈ V e todo i ∈ {1, . . . , n},




∂jXi(p)vj = vi. Logo, para toda



















Consideremos o conjunto Φ[V ] consistindo de todas as funções que associam cada
ponto p ∈ V a um elemento em (TpV )∗. Então, df ∈ Φ[V ].
Com a operação usual de soma de funções, Φ[V ] é um grupo abeliano. Além
disso, definindo (fφ)(p) = F (p)φ(p), para cada f = F̄ ∈ k[V ] e φ ∈ Φ[V ], Φ[V ] é um
k[V ]-módulo.
Lema 3.4. A aplicação d : k[V ] → Φ[V ], dada por d(f) = df é uma k-derivação.
Demonstração. Sejam f = F̄ , g = Ḡ ∈ k[V ] e a ∈ k. Então,












∂iGdxi = ad(f) + d(g).


















∂iGdxi = gd(f) + fd(g).
Definição 3.7. Um elemento φ ∈ Φ[V ] é chamado uma forma diferencial regular em V
se cada ponto p ∈ V tem uma vizinhança afim U tal que a restrição de φ a U pertence ao
k[U ]-submódulo de Φ[V ] gerado pelos elementos df com f ∈ k[U ].
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Assim, φ é uma forma diferencial regular em V se, e somente se, para cada p ∈ V a




fidgi, com f ′is, g
′
is
funções regulares nessas vizinhanças.
O conjunto das formas diferenciais regulares sobre V é um k[V ]-módulo, que
denotaremos por Ω[V ].





































1, se i = j
0, se i Ó= j,
segue que dpx1, . . . , dpxn é base para (TpAn)∗ sobre k. Dada φ ∈ Φ[An], temos que




aidpxi com ai ∈ k. Portanto, podemos escrever de




ψidxi, onde ψi : V → k é uma função definida por ψi(p) = ai.




gjdhj em uma vizinhança U de p, onde gj, hj ∈ k[U ].
Para cada j ∈ {1, . . . , l}, existem polinômios Pj e Qj tais que Qj não se anula em U e




















fidxi onde as fi
são funções regulares em p. Pela unicidade da expressão de φ conseguimos ψi = fi, isto é,
as ψi são regulares em p, para todo p ∈ An, ou seja, ψi ∈ k[An] = k[X1, . . . , Xn].
Definição 3.8. Chamaremos uma forma diferencial regular em An de uma 1-forma
polinomial em An. Pelo exemplo anterior, uma 1-forma polinomial em An é dada por
ω = a1dx1 + · · · + andxn
onde a1, . . . , an ∈ k[X1, . . . , Xn]. Quando a1, . . . , an, não nulos, são todos homogêneos de
mesmo grau s, dizemos que ω é uma 1-forma homogênea de grau s.
Definição 3.9. Diremos que um ponto p ∈ An é uma singularidade de ω quando ai(p) = 0
para todo i ∈ {1, . . . , n}.





∂iF (p)vi = 0, ou seja, se e somente se dpF (v) = 0. Daí, segue que
TpV = ker(dpF ).
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3.4 O PRODUTO EXTERIOR DE 1-FORMAS
Sejam T1, T2 : An → k dois funcionais lineares. O produto exterior de T1 e T2,
denotado por T1 ∧ T2, é a aplicação bilinear dada por






 = T1(u)T2(v) − T1(v)T2(u).
Decorrem imediatamente das propriedades de determinantes que:
(1) T1 ∧ (aT2 + T3) = a(T1 ∧ T2) + (T1 ∧ T3).
(2) T2 ∧ T1 = −T1 ∧ T2.
(3) Ti ∧ Ti = 0, para i = 1, 2.
Proposição 3.6. Sejam T1 : An → k e T2 : An → k funcionais lineares não nulos. São
equivalentes:
(1) ker(T1) = ker(T2).
(2) T1 e T2 são múltiplos, isto é, existe λ ∈ k\{0}, tal que T1 = λT2.
(3) T1 ∧ T2 = 0.
Demonstração. (1) ⇒ (2) Seja {v1, . . . , vn−1} uma base para ker(T1) = ker(T2) e vn /∈ ker(Ti).
Então, {v1, · · · , vn−1, vn} é base de An. Dado ω ∈ An, temos ω = a1v1 + · · · + anvn,








Logo, T1 = λT2, onde λ = T1(vn)/T2(vn).
(2) ⇒ (3) Óbvio.
(3) ⇒ (1) Sejam u ∈ ker(T1) e v /∈ ker(T1). Sendo (T1 ∧ T2)(u, v) = 0, temos que
T1(u)T2(v)−T1(v)T2(u) = 0, o que implica em T1(v)T2(u) = 0. Como T1(v) Ó= 0 segue que
T2(u) = 0. Logo, ker(T1) ⊆ ker(T2). De forma análoga, mostramos a inclusão contrária e,
portanto, a igualdade.
Definição 3.10. Dadas duas 1-formas ω1, ω2 em P2, o produto exterior de ω1 com ω2,
chamado uma 2-forma em P2, é a aplicação bilinear ω1 ∧ ω2 definida por
(ω1 ∧ ω2)(p) = ω1(p) ∧ ω2(p), para todo p ∈ TpP2.
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4 FOLHEAÇÕES EM P2
Neste capítulo, apresentaremos as definições de folheações algébricas e campos de
vetores, bem como a relação entre elas. Ambas são os objetos principais deste trabalho.
4.1 CAMPOS VETORIAIS EM P2
Considere P2, o plano projetivo sobre k = C, com coordenadas homogêneas
(X : Y : Z) e, para todo ponto p = (X : Y : Z) ∈ U0, sejam (y, z) ∈ C2 as coordenadas
locais de p em U0, isto é, y = Y/X e z = Z/X. Denotaremos por (x, z) as coordenadas
locais de pontos p em U1, onde x = X/Y e z = Z/Y , e por (x, y) as coordenadas locais
em U2, onde x = X/Z e y = Y/Z se p ∈ U2.
Ao longo deste capítulo, denotaremos por p um ponto em Ui e também por p suas
coordenadas locais. Assim, diremos que se p ∈ Ui anula um polinômio homogêneo F nas
variáveis X, Y, Z, então "p anula f ", onde f é a desomogeneização de F com respeito a X,
Y ou Z.
Definição 4.1. Um campo de vetores em uma variedade V é uma função X (p) que associa
cada ponto p ∈ V a um vetor tangente X (p) ∈ TpV .
O exemplo a seguir descreve o espaço tangente a P2 em um ponto p.





U0 = {(X : Y : Z); X Ó= 0}, U1 = {(X : Y : Z); Y Ó= 0} e U2 = {(X : Y : Z); Z Ó= 0}. Se
p ∈ U0, então TpP2 = TpU0 ≃ TpC2 ≃ C2 e, como vimos no capítulo anterior,
TpP





















onde y = Y/X e z = Z/X. A igualdade acima continua válida se p ∈ U1 ou p ∈ U2,
fazendo-se as alterações necessárias em y e z.
Segue do Exemplo 13 que um campo de vetores X em P2 é dado localmente por
um par de funções a e b nas coordenadas locais (y, z), isto é,


















Se a e b são polinômios, dizemos que X é um campo de vetores polinomial.
Os campos trabalhados daqui em diante serão polinomiais e escritos como







Note que a expressão (4.1) nos dá uma descrição do campo apenas em um dos
abertos Ui, para i ∈ {0, 1, 2}. É natural então perguntarmos se é possível dar uma descrição
global do campo X . A resposta é sim e é o que faremos a seguir.
O plano projetivo P2 é construído identificando pontos de C3 \ {0} que estão na
mesma reta passando pela origem. Veremos então como certos campos em C3 definem
campos em P2.
No que segue, é importante ter em mente que vetores tangentes a uma variedade
V são identificados, como mostramos no Capítulo 2, com derivações no anel k[V ] de
coordenadas de V . Então, para relacionarmos vetores tangentes a C3 em um ponto p =
(X, Y, Z) Ó= (0, 0, 0) com vetores tangentes a P2 no ponto correspondente p = (X : Y : Z)
é preciso explicitar a relação entre o anel de coordenadas k[X, Y, Z] de C3 e k[Ui], o anel
de coordenadas de Ui ⊂ P2, uma vizinhança afim de p ∈ P2.
Comecemos considerando o aberto U = C3\Z(X) = {(X, Y, Z) ∈ C3; X Ó= 0},
φ : U −→ C2









e φ∗ o isomorfismo induzido por φ, definido por
φ∗ : k[C2] = C[y, z] −→ k[U ] = C[X, Y, Z][1/X]









Então, para cada p ∈ U , existe a transformação linear
dpφ : TpC
3 ∼= TpU −→ Tφ(p)C2 ≃ Tφ(p)U0 = Tφ(p)P2
D Ô−→ D ◦ φ∗.
Vale a pena destacar que a aplicação dpφ definida acima é a maneira natural de












D Ô−→ D ◦ φ∗.
Observação 4. Dado um polinômio g ∈ k[y, z] de grau m, seja









a homogeneização de g. Então, as derivações parciais ∂/∂Y e ∂/∂Z aplicadas a A(X, Y, Z)














































































como A(X, Y, Z) =
∑
i,j aijiX
m−i−jY iZj, segue que
∂A
∂Y





De maneira análoga, prova-se a segunda igualdade.
Exemplo 14. Neste exemplo veremos como um campo em C3 define um campo em U0.
Para isso, vamos descrever dpφ explicitamente usando coordenadas nos espaços tangentes.
Denotemos por ∂X = ∂/∂X , ∂Y = ∂/∂Y e ∂Z = ∂/∂Z . Dado um vetor tangente
D = a0∂X |p + a1∂Y |p + a2∂Z |p ∈ TpC3; a0, a1, a2 ∈ k,









= A(X, Y, Z)/Xm,
onde A(X, Y, Z) é a homogeneização de g e
dpφ(D)(g) := D ◦ φ∗(g) = D(A(X, Y, Z)/Xm).
Calculando D(A(X, Y, Z)/Xm) temos:























































































Da segunda para a terceira linha, usamos a fórmula de Euler mA = X∂0A+Y ∂1A+Z∂2A,























Xdpφ(D)(g) = (a1 − ya0)∂yg(p) + (a2 − za0)∂zg(p), ∀g ∈ k[y, z].
Assim, a menos de multiplicação por X, que é sempre não nula em U0, temos
dpφ(D) = (a1 − ya0)(p)∂y|p + (a2 − za0)(p)∂z|p ∈ Tφ(p)P2.
Mais geralmente, dados F0, F1, F2 polinômios homogêneos de mesmo grau, considere
o campo vetorial X em C3 definido por X = F0∂X + F1∂Y + F2∂Z tal que, em cada ponto
p ∈ C3, Xp := X (p) = F0(p)∂X |p + F1(p)∂Y |p + F2(p)∂Z |p. Pelo Exemplo (14), mostramos
que a menos de multiplicação por uma constante não nula,
dpφ(D)(Xp) = (f1 − yf0)(p)∂y|p + (f2 − zf0)(p)∂z|p, (4.5)
onde fi = Fi(1, y, z) para cada i ∈ {0, 1, 2}.
Isso motiva a próxima definição.












onde F0, F1, F2 ∈ k[X, Y, Z], quando não nulos, são homogêneos de grau d.
Pelo Exemplo 14, o campo vetorial X dado em (4.6) tem a expressão local em U0:
XU0 = (f1 − yf0)
∂
∂y




onde y = Y
X
e z = Z
X
são coordenadas locais em U0 e fi(y, z) = Fi(1, y, z).
Trocando U0 por U1 ou U2 no Exemplo 14, temos expressões locais para o campo
X nos abertos U1 e U2. A saber, no aberto U1 a expressão de X é
XU1 = (f0 − xf1)
∂
∂x




onde x = X
Y
e z = Z
Y
são coordenadas locais em U1 e fi(x, z) = Fi(x, 1, z). Já no aberto
U2, a expressão de X é
XU2 = (f0 − xf2)
∂
∂x




onde x = X
Z
e y = Y
Z
são coordenadas locais em U2 e fi(x, y) = Fi(x, y, 1).
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em P2 tem expressões locais
XUi nulas, para i = 0, 1, 2, isto é, R é o campo nulo em P2. De fato,
RU0 = (y − y)
∂
∂y
+ (z − z) ∂
∂z
= 0 (4.10)
Analogamente, mostra-se que RU1 = 0 e RU2 = 0.






em P2 de campo radial ou
campo de Euler.
Um campo vetorial em P2 não possui uma única forma global. De fato, se um











onde os polinômios F ′i s não nulos são homogêneos de grau d, então para qualquer polinômio
homogêneo G de grau d − 1 temos que X ′ = X + GR é uma forma global de X , uma
vez que R é o campo nulo. Nesse caso, dizemos que X e X ′ diferem por um múltiplo do
campo radial e que X e X ′ são representantes do mesmo campo vetorial.
Também é verdade que se X = F0∂X + F1∂Y + F2∂Z e X ′ = G0∂X + G1∂Y + G2∂Z
são campos vetoriais de grau d em C3 que representam o mesmo campo vetorial em P2,
então X − X ′ é múltiplo do campo radial.




























































































































































































Multiplicando ambos os membros da igualdade (4.11) por Xd+1, obtemos a igualdade
XF1 − Y F0 = XG1 − Y G0, ou ainda X(F1 − G1) = Y (F0 − G0). Daí, X|(F0 − G0),
isto é, existe um polinômio homogêneo H de grau d − 1 tal que F0 − G0 = XH. Logo,
X(F1 − G1) = XY H, ou seja, F1 − G1 = Y H. Finalmente, utilizando a igualdade (4.12)
temos F2 − G2 = ZH, de donde segue que X = X ′ + HR.
Nosso objetivo agora é definir singularidades de um campo de vetores X em P2,
mas para isso vamos precisar do lema a seguir.
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Se p anula a expressão local do campo X em Ui ele também anula a expressão local de X
em Uj.
Demonstração. Suponhamos, sem perda de generalidade, que p ∈ U0 ∩ U1 e que p anula a




F1(1, y, z) − yF0 (1, y, z) = 0
F2 (1, y, z) − zF0 (1, y, z) = 0,
(4.13)
onde y = Y/X e z = Z/X. Vejamos que p anula a expressão local de X em U1.



























































































































que mostram que p anula a expressão local (4.8) de X em U1.
Definição 4.4. Um ponto p ∈ Ui é dito uma singularidade do campo X quando p anula
a expressão local de X em Ui.
Exemplo 16. Considere o campo de vetores em P2 dado globalmente por









cujas expressões locais são
XU0 = (yz2 − y2)
∂
∂y
+ (1 − yz) ∂
∂z
,
XU1 = (x2 − xz2)
∂
∂x
+ (x3 − z3) ∂
∂z
,
XU2 = (x2y − x4)
∂
∂x
+ (y − x3y) ∂
∂y
.
Em U0, temos três singularidades (1 : 1 : 1), (1 : ξ : ξ2) e (1 : ξ2, ξ), onde ξ é a raiz
cúbica primitiva da unidade. Estas singularidades são também singularidade em U1 e U2.
Olhando para a expressão de X em U1 encontramos a singularidade (0 : 1 : 0) e em U2 a
singularidade (0 : 0 : 1). Desta forma, o campo X apresenta cinco singularidades.
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4.2 1-FORMAS EM P2
Nesta seção apresentaremos um estudo das 1-formas diferenciais P2 como fizemos
para os campos vetoriais na seção anterior. Mostraremos a relação entre campos e 1-formas
em P2 e usaremos esta relação para obtermos a expressão global de um campo a partir de
uma expressão local.
Definição 4.5. Uma 1-forma em P2 é uma aplicação ω que associa cada ponto p ∈ P2
um funcional linear em TpP2, ω(p) : TpP2 → k.
Segue da definição que uma 1-forma ω em P2 é dada localmente em U0 por um par
de funções a1(y, z), a2(y, z), isto é,
ω = a1dy + a2dz, (4.16)
onde y = Y/X e z = Z/X são coordenadas locais e em cada p, {dpy, dpz} é a base dual
de {∂y|p, ∂z|p}, ou seja, dpy(∂y|p) = 1, dpz(∂z|p) = 1 e dpy(∂z|p) = dpz(∂y|p) = 0.
Se a1 e a2 são polinômios, dizemos que a 1-forma é polinomial.
As 1-formas consideradas neste trabalho serão sempre polinomiais.
É natural perguntarmos se é possível, assim como fizemos para os campos vetoriais,
dar uma descrição global, em algum sentido, da 1-forma ω. A resposta é sim como veremos
a seguir.
Consideremos novamente a função dada em (4.2) do aberto U de C3 no aberto
U0 de P2. Dela obtemos o diagrama abaixo que associa a cada funcional linear dφ(p)f :
Tφ(p)P









Com o objetivo de descrever em coordenadas o funcional dφ(p)f ◦ dp, para uma
f ∈ k[x, y] qualquer, analisemos primeiramente os casos em que f(x, y) = x ou f(x, y) = y.
Observação 5. Nas mesmas hipóteses de (4.2), sejam y = Y/X e z = Z/X as coordenadas
locais em U0. Afirmamos que os funcionais dφ(p)y ◦ dpφ, dφ(p)z ◦ dpφ ∈ (TpC3)∗ são dados
por:













De fato, sejam ∂X = ∂/∂X , ∂Y = ∂/∂Y e ∂Z = ∂/∂Z as derivações que, quando
calculadas em p ∈ U , formam uma base para TpC3. Segue da expressão (4.4) que














































Então, para um vetor D = a0∂X |p + a1∂Y |p + a2∂Z |p ∈ TpC3 ∼= TpU ,
















já que dpX(D) = a0, dpY (D) = a1 e dpZ(D) = a2. Logo,










De maneira análoga conseguimos a segunda igualdade.
Exemplo 17. Seja ω uma 1-forma polinomial em P2, dada localmente por ω = a1dy+a2dz,
onde d = max {grau(ai)|i = 1, 2}. Dado um ponto p = (X, Y, Z) tal que X Ó= 0, temos
pela Observação 5 que



































































































































Um cálculo direto mostra que XA0 + Y A1 + ZA2 = 0.
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Observe ainda que se a1d(y, z) e a2d(y, z) são componentes homogêneas de grau
d de a1(y, z) e a2(y, z), quando ya1d + za2d = 0 teremos que X é um fator comum de
A0, A1, A2. Neste caso, simplificando a expressão (4.17) teremos



















































e ainda teremos XB0 + Y B1 + ZB2 = 0.
Exemplo 18. Como no exemplo anterior, podemos mostrar que se a ω for dada localmente
em U1 por ω = a1dx + a2dz, d = max {grau(ai)|i = 1, 2} e p = (X, Y, Z) for um ponto tal
que Y Ó= 0, então



















































Para ω dada localmente em U2 por ω = a1dx + a2dy, d = max { grau(ai)|i = 1, 2}
e p = (X, Y, Z) um ponto tal que Z Ó= 0, teremos



















































Os Exemplos 17 e 18 mostram que podemos, a partir de uma 1-forma dada
localmente em P2, definir uma 1-forma em C3, o que motiva as duas próximas definições.
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Definição 4.6. Seja ω uma 1-forma polinomial em P2 dada localmente em U0 por
ω = a1dy + a2dz





d, se ya1d + za2d Ó= 0
d − 1, se ya1d + za2d = 0
onde a1d e a2d são as componentes homogêneas de grau d de a1 e a2, respectivamente.
Definição 4.7. Uma forma global de ω em P2 é uma expressão
Ω = A0dX + A1dY + A2dZ, (4.20)









































Observação 6. As definições semelhantes à Definição 4.7 podem ser feitas a partir da
expressões locais de 1-forma em P2 nos abertos U1 e U2.
Observação 7. Dada a expressão global de uma 1-forma em P2,
Ω = A0dX + A1dY + A2dZ,
com XA0 + Y A1 + ZA2 = 0, as suas expressões locais nos abertos U0, U1, U2 são, respecti-
vamente,
ΩU0 = a1dy + a2dz,
onde a1 = A1(1, y, z) e a2 = A2(1, y, z),
ΩU1 = b0dx + b2dz,
onde b0 = A0(x, 1, z) e b2 = A2(x, 1, z),
ΩU2 = c0dx + c1dy,
onde c0 = A0(x, y, 1) e c1 = A1(x, y, 1).
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Logo a expressao global da 1-forma é
Ω = (−Y Z2 − XY Z)dX + XZ2dY + X2Y dZ.
No processo de voltar para a expressão local de Ω em U0, temos a1(y, z) = A1(1, y, z) = z2
e a2(y, z) = A2(1, y, z) = y, ou seja, ΩU0 = ω. Em U1, temos
b0(x, z) = A0(x, 1, z) = −z2 − xz
e b2(x, z) = A2(x, 1, z) = x2, donde segue que
ΩU1 = (−z2 − xz)dx + x2dz.
Em U2, temos c0(x, y) = A0(x, y, 1) = −y − xy, c1(x, y) = A1(x, y, 1) = x e obtendo
ΩU2 = (−y − xy)dx + xdy.
Observação 8. Seja ω uma 1-forma em P2 definida em U0 por ω = ady + bdz. Para
cada p ∈ U0, ω(p) : TpP2 → k é um funcional linear cujo núcleo é gerado por Xp =
−b ∂
∂y
|p +a ∂∂z |p ∈ TpP2, isto é, ker(ω(p)) = {λXp; λ ∈ k}. Podemos então dizer que ω define








Definição 4.8. Uma folheação de grau d em P2 é, a menos de multiplicação por escalar,
uma expressão da forma
Ω = A0dX + A1dY + A2dZ,
onde A0, A1, A2 são polinômios, quando não nulos, homogêneos de grau d + 1, satisfazendo
a condição
XA0 + Y A1 + ZA2 = 0.
Diremos que uma folheação em P2 é induzida pela 1-forma Ω e por um campo de vetores
X de grau d quando o núcleo de Ω conter o campo X .
Observação 9. O termo folheação está relacionado com a decomposição de uma variedade,
por exemplo o plano complexo, em uma união disjunta de subvariedades que se comportam
(pelo menos localmente) como soluções de uma equação diferencial. Como equações
diferenciais estão relacionadas com campos vetoriais que por sua vez se relacionam com
1-formas diferenciais, os três conceitos serão usados de forma equivalente.
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Definição 4.9. Um ponto p ∈ P2 é dito uma singularidade da folheação induzida pela
1-forma Ω = A0dX + A1dY + A2dZ quando A0(p) = A1(p) = A2(p) = 0. Denotaremos o
conjunto de todas as singularidades de Ω por Sing(Ω). Quando Sing(Ω) for um conjunto
finito, diremos que a folheação é saturada.
Observação 10. Se ω = a1dy +a2dz é a forma local de Ω = A0dX +A1dY +A2dZ em U0,
não podemos garantir que Sing(ω) e Sing(Ω) sejam iguais. Os dois conjuntos coincidem se,
e somente se, Sing(Ω) não intercepta a reta no infinito L∞ = Z(Z). De fato, se nenhuma
das singularidades de Ω pertence a L∞, uma dada singularidade p = (1 : x : y) de ω é tal





















segue que a1(p) = 0 e a2(p) = 0. Por outro lado, se p = (1 : y : z) é tal que a1(p) = 0 e
a2(p) = 0, então das relações acima temos A1(p) = 0 e A2(p) = 0. Como vale a relação
XA0 + Y A1 + ZA2 = 0 e p /∈ L∞, temos A0(p) = 0. Assim, p ∈ Sing(Ω).
4.3 RELAÇÃO ENTRE CAMPOS DE VETORES E 1-FORMAS
Nesta seção apresentaremos a relação entre campos de vetores e 1-formas em P2
que induzem a mesma folheação de P2.











onde os F ′i s, quando não nulos, homogêneos de grau d. Por (4.7), a expressão local de X
em U0 é dada por
X = (f1 − yf0)
∂
∂y




Pela Observação 8, a expressão local de uma 1-forma em U0, que induz a mesma folheação
que X , é
ω = −(f2 − zf0)dy + (f1 − yf0)dz.
A expressão global da 1-forma acima é
Ω = A0dX + A1dY + A2dZ,
onde, pelas equações (4.21), A0, A1, A2 são dados por
A0 = Y F2 − ZF1,
A1 = −XF2 + ZF0,
A2 = XF1 − Y F0.
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Ou seja, a expressão global de Ω que define a mesma folheação que o campo X é
Ω = (Y F2 − ZF1)dX + (−XF2 + ZF0)dY + (XF1 − Y F0)dZ.
Uma maneira simplificada de determinar a 1-forma Ω associada ao campo de vetores
























Reciprocamente, dada uma 1-forma Ω = A0dX + A1dY + A2dZ, podemos reverter










e Ω induzem a mesma folheação de P2. Isto será possível
pelo resultado dado a seguir.
Proposição 4.1. Se A0, A1, A2 ∈ k[X, Y, Z] são polinômios homogêneos de grau d + 1
satisfazendo XA0 + Y A1 + ZA2 = 0, então existem polinômios F0, F1, F2 homogêneos de










A0 = Y F2 − ZF1,
A1 = ZF0 − XF2,
A2 = XF1 − Y F0.
Demonstração.
XA0 = −Y A1 − ZA2 (4.22)
e os A′is possuem grau d + 1, X
d+1 não divide nenhum monômio de A0, caso contrário
XA0 teria um monômio divisível por Xd+2. Logo, todos os monômios de A0 possuem fator
Y ou Z e podemos então escrever A0 = Y F2 − F1Z, para algum par de polinômios F1, F2,
ambos homogêneos de grau d. Substituindo A0 em (4.22), temos
X(Y F2 − F1Z) = −A1Y − A2Z. (4.23)
Agrupando os termos em Y e Z na equação (4.23),
Y (XF2 + A1) = Z(XF1 − A2). (4.24)
Portanto, Y |(XF1 − A2) e Z|(XF2 + A1), isto é, existem polinômios G3 e G4, ambos de




XF1 − A2 = Y G3,
XF2 + A1 = ZG4.
(4.25)
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Substituindo as equações (4.25) em (4.24), obtemos Y ZG4 = ZY G3 e, consequentemente,




A2 = XF1 − Y F0,
A1 = ZF0 − XF2.
(4.26)
Substituindo (4.26) em XA0 = −Y A1 − ZA2 concluímos que
A0 = Y F2 − ZF1.
Exemplo 20. Consideremos o campo de vetores
X = Y ∂
∂X
+ (X + Y )
∂
∂Y




A expressão local de X em U0 é dada por
XU0 = (1 + y + y2)
∂
∂y
+ (1 + y + z − yz) ∂
∂z
e a 1- forma associada à XU0 é dada por
ω = (yz − y − z − 1)dy + (1 + y − y2)dz.
Usando as relações (4.21), temos que a expressão global da 1-forma é
Ω = (XY − XZ + Y 2)dX + (Y Z − XY − XZ − X2)dY + (X2 + XY − Y 2)dZ.
Exemplo 21. Tomemos a 1-forma dada globalmente por
Ω = 2Y ZdX − XZdY − XY dZ.










A0 = Y F2 − ZF1,
A1 = ZF0 − XF2,
A2 = XF1 − Y F0.
A Proposição 4.1, além de garantir a existência de tais polinômios, fornece um método
para encontrá-los. Seguindo a sua demonstração, podemos deduzir que
A0 = (2Z).Y − 0.Z,




XF1 − A2 = Y F0,
XF2 + A1 = ZF0.
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XY = Y F0,
2XZ − XZ = ZF0.
Donde concluímos que F0 = X. Assim, um representante do campo vetorial que induz a







A0 = (Z).Y − (−Y ).Z,
isto é, tomar F1 = −Y e F2 = Z. Neste caso, F0 = 0. Obteríamos assim, um outro





. Apesar de representações diferentes, X e
X ′ representam o mesmo campo de vetores em P2 já que X = X ′ + R, onde R é o campo
radial.
Sejam Ω = A0dX + A1dY + A2dZ e X = F0∂X + F1∂Y + F2∂Z induzindo a mesma
folheação de P2. Seja p uma singularidade de Ω. Por simplicidade, suponhamos que
p ∈ U0. Então p anula a expressão local de Ω em U0, que é ω = a1dy + a2dz, onde
aj = Aj(1, y, z). Como a forma local de X é XU0 = −a2 ∂∂y + a1 ∂∂z , segue que p é uma
singularidade de X . Reciprocamente, se p ∈ U0 é singularidade do campo X , então p
anula sua expressão local em U0 e também anula ω = a1dy + a2dz, a forma local de Ω em
U0. Como A1(p) = 0 = A2(p), X(p) Ó= 0 e A0X + A1Y + A2Z = 0, conseguimos A0(p) = 0.











A0 = Y F2 − ZF1,
A1 = ZF0 − XF2,
A2 = XF1 − Y F0,
(4.27)









Definição 4.10. Sejam C = Z(F ) uma curva irredutível em P2 e X um campo vetorial
de P2 de grau d. Dizemos que C é invariante por X , ou ainda que C é solução de X , se
X (p) ∈ TpC para todo p ∈ C\(Sing(C) ∪ Sing(X )).
Se C for redutível, diremos que C é invariante por X se cada componente irredutível
de C for invariante por X .
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Definição 4.11. Uma curva C invariante por um campo de vetores X é também chamada
curva invariante da folheação F induzida por X ou uma folha da folheação F .
Proposição 4.2. Uma curva projetiva plana reduzida C = Z(F ) de grau m é invariante
por uma folheação F induzida pelo campo de vetores X de P2 e de grau d se, e somente
se, X (F ) = HF para algum polinômio homogêneo H de grau d − 1.









, onde F0, F1, F2
são polinômios homogêneos de grau d. Se X (F ) = HF para algum polinômio H, temos
para p ∈ C\(Sing(C) ∪ Sing(X )) que









(p) = H(p)F (p) = 0
Logo, (F0(p) : F1(p) : F2(p)) ∈ TpC e portanto C é invariante por X . Reciprocamente,
suponha C invariante por X , então X (p) ∈ TpC para todo p ∈ C\(Sing(C) ∪ Sing(X )),
isto é, X (F )(p) = 0, para todo p ∈ C\(Sing(C) ∪ Sing(X )). Portanto, o polinômio X (F )
se anula em C. Pelo Teorema dos Zeros de Hilbert (Teorema 2.2), segue que X (F ) ∈
√
〈F 〉 = 〈F 〉 pois F é reduzido. Assim, existe um polinômio H tal que X (F ) = HF .
Como X (F ) e F são polinômios homogêneos, H também é homogêneo. Comparando os
graus na igualdade X (F ) = HF , obtemos que o grau de H é d − 1.










é tal que toda reta de P2 passando por (λ0 : λ1 : λ2) é invariante. De fato, se uma reta
ℓ passa por (λ0 : λ1 : λ2), então ℓ é dada por F (X, Y, Z) = a0X + a1Y + a2Z = 0, onde
a0λ0 + a1λ1 + a2λ2 = 0. Como X (F ) = a0λ0 + a1λ1 + a2λ2 = 0 = 0.F , segue a afirmação.
Temos ainda que se uma reta de P2 não passa por (λ0 : λ1 : λ2), ela não pode ser
invariante pela folheação.
Exemplo 23. A curva plana projetiva C definida por XZ2 = Y 3 é invariante pela
folheação definida pelo campo de vetores
X = −2XZ ∂
∂Y
− 3Y 2 ∂
∂Z
.
De fato, X (F ) = −2XZ(−3Y 2) − 3Y 2(2XZ) = 0.
Exemplo 24. Para que a reta no infinito L∞ := Z(X) seja invariante por uma folheação









, devemos ter X (X) = F0 = HX para
algum H homogêneo de grau d − 1. Logo, para construirmos campos de vetores cuja reta
X = 0 é invariante devemos escolher polinômios homogêneos H, de grau d − 1, e F1, F2,
ambos de grau d.
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Vamos estender a noção de curva invariante para 1-formas em P2.
Definição 4.12. Sejam Ω uma 1-forma em P2 e C uma curva plana projetiva. Dizemos
que C é invariante por Ω quando C for invariante por um campo vetorial X de P2 que
induz a mesma folheação em que Ω.
Proposição 4.3. Uma curva C ⊂ P2 definida pelo polinômio homogêneo reduzido F é
invariante por uma folheação de P2, definida pela 1-forma Ω, se e somente se existe uma
2-forma η tal que
Ω ∧ dF = Fη.
Demonstração. A curva C = Z(F ) é invariante pela folheação se para todo p ∈ C\(Sing(C)∪
Sing(Ω)), X (p) ∈ TpC. Mas X (p) ∈ ker(Ω(p)), para todo p. De acordo com a Observação
3 temos TpC = ker(dpF ). Assim, como os espaços vetoriais ker(Ω(p)) e ker(dpF ) tem
dimensão um, então ker(Ω(p)) = ker(dpF ), para todo p ∈ C. Pela Proposição 3.6, temos
Ω(p) ∧ dpF = 0. Se
Ω ∧ dF = B01dX ∧ dY + B02dX ∧ dZ + B12dY ∧ dZ,
temos Bij(p) = 0, 0 ≤ i < j ≤ 2, para todo p ∈ C. Pelo Teorema dos Zeros de Hilbert
(2.2), Bij = CijF e
Ω ∧ dF = F (C01(dX ∧ dY ) + C02(dX ∧ dZ) + C12(dY ∧ dZ)).
Observação 11. Se o campo X e a 1-forma Ω induzem a mesma folheção em P2, então
uma curva C, definida por um polinômio livre de quadrados F , é invariante por X se e
somente se é invariante por Ω, ou seja, X (F ) = HF para algum polinômio homogêneo H,
se e somente Ω ∧ dF = Fη, para alguma 2-forma η.









e Ω = A0dX + A1dY + A2dZ induzem a










A0 = Y F2 − ZF1
A1 = −XF2 + ZF0
A2 = XF1 − Y F0.
Além disso,






















































































, onde m é
o grau de F . Logo,


























⇒ Ω∧dF = Fη.
Reciprocamente,

































































5 NOÇÕES SOBRE ÁLGEBRAS DE LIE
Neste capítulo apresentamos conceitos e resultados de álgebras de Lie que serão
utilizados no próximo capítulo.
5.1 DERIVADAS DE LIE
Seja U um subconjunto aberto e não vazio de C2. Considere uma função f : U → C2
e a equação diferencial ẋ = f(x).









onde e x1, x2 as coordenadas em C2 e a, b são as coordenadas de f . Em alguns momentos,
por um abuso de linguagem, diremos que este é o campo f .
Dada uma função φ : U → C, seja Lf (φ) a derivada de Lie de φ em relação ao
campo Xf definida por







Uma conta simples mostra que Lf é uma C-derivação nos conjunto das funções definidas
em U , ou seja, se ψ, φ são funções complexas definidas em U e k ∈ C então:
(a) Lf (φ + kψ) = Lf (φ) + kLf (ψ),
(b) Lf (φψ) = Lf (φ)ψ + Lf (ψ)φ.
Definição 5.1. Uma função ψ é chamada integral primeira de ẋ = f(x) se
Lf (ψ) = 0.
Definição 5.2. Uma função ψ é dita semi-invariante por ẋ = f(x) se existe uma função
analítica µ em U tal que
Lf (ψ) = µψ.
O conjunto de zeros de uma função semi-invariante, bem como qualquer curva de
nível de uma integral primeira, é uma curva invariante por ẋ = f(x).
Sejam f e g são duas funções definidas em U . O comutador de Lf e Lg, definido
por
[Lf , Lg] = LfLg − LgLf ,
é também uma derivação.
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Observação 12. O comutador de duas derivações Lf e Lg é igual a L[f,g], onde [f, g] é a
função definida por
[ f, g ](x) = Dg(x)f(x) − Df(x)g(x).
Definição 5.3. Um campo vetorial definido pela função f é dito livre de divergência se







Observação 13. Se ψ é uma função definida em U , então
div(ψf) = Lf (ψ) + div(f)ψ.
Logo, ψf é livre de divergência se e somente se Lf (ψ) + div(f)ψ = 0, ou seja, se e somente
se ψ é semi-invariante por ẋ = f(x).
Definição 5.4. Uma função ψ Ó= 0 definida em U é dita um fator integrante de ẋ = f(x)
se Lf (ψ) + div(f)ψ = 0.
Proposição 5.1. Seja g um campo vetorial definido em U tal que [g, f ] = λf, para
alguma função escalar λ, então 1/det(g, f) é um fator de integrante para f, desde que o
denominador não seja identicamente nulo.
Demonstração. Veja [28] ou o Teorema 2.48 em [19].
Neste capítulo vamos considerar f polinomial.
Teorema 5.2. Considere a equação diferencial ẋ = f(x), onde f é uma função polinomial
em C2.
(i) Se existir uma integral primeira elementar sobre C(x1, x2), então a equação admite
um fator integrante algébrico.
(ii) Se a equação admite um fator integrante algébrico, então ela também admite um
fator integrante da forma




onde os ϕi são polinômios irredutíveis (e semi-invariantes) e di são números racionais.
(Incluindo a possibilidade de r = 0, com fator integrante 1.)
Demonstração. Veja [21].
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5.2 CONJUNTOS INVARIANTES E FATORES DE INTEGRAÇÃO
Nesta seção, investigaremos conjuntos invariantes e fatores integrantes da equação
diferencial analítica ẋ = f(x) na vizinhança de um ponto em C2, que consideraremos
sendo a origem 0 = (0, 0).
Observação 14. As funções (germes de) analíticas em 0 formam uma álgebra isomorfa à
álgebra C[[x1, x2]]c das séries de potências em duas variáveis com domínio de convergência
em um aberto não vazio.
Os elementos invertíveis em C[[x1, x2]]c são as séries com termo constante diferente
de zero.
Denotaremos o corpo quociente de C[[x1, x2]]c por C((x1, x2))c e nos referiremos a
seus elementos como funções localmente meromorfas.
Vamos introduzir a noção de função semi-invariante neste contexto.
Definição 5.5. Uma função não invertível φ ∈ C[[x1, x2]]c é dita semi-invariante por f se
Lf (φ) = λφ, para algum λ ∈ C[[x1, x2]]c.
A mesma definição acima é válida para a álgebra das séries formais.
Observação 15. Se φ é um semi-invariante por f , com Lf (φ) = λφ, o mesmo acontece
com φ exp(µ) (µ arbitrário). De fato,
Lf (φ exp(µ)) = Lf (φ) exp(µ) + Lf (exp(µ))φ
= φλ exp(µ) + exp(µ) Lf (µ)φ
= (λ + Lf (µ))φ exp(µ).
Antes de darmos continuidade, precisamos estabelecer algumas definições e provar
um resultado que será muito útil no que segue.
Definição 5.6. Sejam V um espaço vetorial de dimensão finita sobre um corpo F algebri-
caente fechado e T um operador linear sobre V. Dizemos que T é semi-simples se as raízes
de seu polinômio característico sobre F são todas distintas.
Definição 5.7. Sejam V um espaço vetorial de dimensão finita sobre um corpo F e T
um operador linear sobre V. Dizemos que T é nilpotente se existe m ∈ Z, m > 0, tal que
T m = 0.
Proposição 5.3. Sejam V um espaço vetorial de dimensão finita sobre um corpo F
algebricamente fechado e T ∈ End(V). Valem as seguintes afirmações:
a) existe um único par (Ts, Tn) ∈ End(V ) × End(V ), tal que T = Ts + Tn, Ts é
semi-simples, Tn é nilpotente e TsTn = TnTs.
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b) existem polinômios p(t) e q(t) em uma variável, sem termo constante, tais que
Ts = p(T ) e Tn = q(T ). Logo, Tn e Ts comutam com qualquer endomorfismo que
comuta com T .
c) se W2 ⊂ W1 são subespaços de V e a imagem de W2 por T está contida em W1,
então a imagem de W2 por Ts e Tn também está contida em W1.
Demonstração. Sejam λ1, λ2, . . . , λk os autovalores distintos de T e m1, m2, . . . , mk suas




(t − λi)mi .
Sejam Vi = ker(T − λiI)mi , então V = V1 ⊕ V2 ⊕ · · · ⊕ Vk e T (Vi) ⊆ Vi, para todo i.
O polinômio característico de T |Vi é (t − λiI)mi e, pelo Teorema Chinês dos restos,






















p(t) ≡ λ1 mod (t − λ1)m1
p(t) ≡ λ2 mod (t − λ2)m2
...
p(t) ≡ λk mod (t − λk)mk
p(t) ≡ 0 mod t.
Seja q(t) = t − p(t), então como p(t) ≡ 0 (mod t), segue que p(t) e q(t) não tem termo
constante.
Seja Ts = p(T ) e Tn = q(T ), temos que Ts e Tn comutam, pois eles são polinômios
em T . Além disso, eles comutam com todos os automorfismos que comutam com T .
Todo subespaço invariante por T será invariante também por Tn e Ts. Logo, Vi é
invariante por Tn e Ts.
Das equações do sistema acima obtemos que existem polinômios si(t) tais que
p(t) − λi = si(t)(t − λi)mi . Portanto, para cada i obtemos que
(Ts − λiI)|Vi = si(T )(T − λiI)mi|Vi = 0.
Logo, Ts é diagonalizável em Vi, com autovalor λi.
Seja m = max {m1, m2, . . . , mk}. Como Tn = T − Ts = (T − λiI) − (Ts − λiI)
obtemos, para cada i, que
T mn |Vi = [(T − λiI) − (Ts − λiI)]m|Vi = 0.
Portanto, T mn = 0. Como p(t) e q(t) não tem termo constante, é fácil ver que p(T )|W2 ⊆ W1
e q(T )|W2 ⊆ W1.
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Agora vamos provar a unicidade. Seja T = S + N uma outra decomposição de
T . Então Ts + Tn = S + N , ou ainda, Ts − S = N − Tn. Como Tn e N são nilpotentes,
segue que Tn − N é nilpotente. Da mesma forma, Ts − S é semi-simples. Portanto,
(Ts − S)m = 0, para algum m > 0. Logo, zero é o único autovalor de Ts − S, ou seja,
Ts = S e, consequentemente, Tn = N .
Observação 16. Seja T um operador linear sobre um espaço vetorial (sobre um corpo
algebricamente fechado) V de dimensão finita. Suponha que T = D + N, onde D é um
operador semi-simples e N um operador nilpotente. Então LT = LN +LD é a decomposição
de LT como soma de operador semi-simples e um nilpotente.
Voltemos ao estudo da equação ẋ = f(x). Suponhamos que f(0) = 0 e defina
B := Df(0). Sejam B = Bs +Bn a decomposição de B em partes semi-simples e nilpotente
e α1, α2 os autovalores de B.
Para a prova do Teorema a seguir veja [1], [2] e [26].
Teorema 5.4. Suponha que Bs = diag(α1, α2), com α1 e α2 não ambos nulos. Então
existe uma série de potências formal Ψ = id + · · · que preserva as soluções de ẋ = f(x)
para ẋ = f̃(x), com f̃ = B + · · · sendo uma série de potências formal e satisfazendo a
relação [Bs, f̃ ] = 0.
Suponha que Bs Ó= 0, ou seja, um dos autovalores de B deve ser não nulo.
Lema 5.1. Seja Bs = diag(α1, α2), com α1 Ó= 0. Seja f̃ a forma normal de f , isto é,
[Bs, f̃ ] = 0. Se α2/α1 não é um número racional, então f̃ = B = Bs.
Demonstração. Veja [2].
Lema 5.2. Seja B a transformação linear em Cd, com decomposição B = Bs + Bn em
parte semi-simples e nilpotente. Seja f (j) um campo vetorial polinomial em Cd que é
homogêneo de grau j (j ≥ 2) e suponha que o campo vetorial f = B +
∑
j
f (j) esteja na




φj (com φr Ó= 0) e λ =
∑
i≥0
λi satisfazem Lf (φ) = λφ, então existe uma
série formal invertível β tal que φ∗ = βφ =
∑
j≥r
φ∗j satisfaz Lf (φ





Demonstração. Iniciamos observando que do fato de [Bs, f ] = 0, segue que [Bs, f (j)] = 0,
para todo j ≥ 2. Portanto, [LBs , Lfj ] = LBsLf − LfLBs = [LBs , Lf ] = L[Bs,f ] = L[0] = 0,
ou seja, LBsLf (j) = Lf (j)LBs , para todo j ≥ 2.
Além disso, como BBs = BsB, segue que [B, Bs] = 0 e, consequentemente,
LBLBs = LBsLB.
56
Por último, usaremos também que LB = LBs + LBn é a decomposição de LB em
parte semi-simples e nilpotente.












Comparando os dois lados desta igualdade concluímos que
LB(φr+j) + Lf (2)(φr+j−1) + · · · + Lf (j+1)(φr) = λ0φr+j + λ1φr+j−1 + · · · + λjφr, (5.1)
para todo j > 0 e LB(φr) = λ0φr.
Note que LBs(λ0) = 0. Agora assuma que LBs(λj) = 0 para todo j < k. Defina
φ̃0 := (1 + βk)φ, onde βk é um polinômio homogêneo de grau k. Então,
φ̃0 = φr + · · · + φr+k−1 + (φr+k + βkφr) + (φr+k+1 + βkφr+1) + · · ·
e
Lf (φ̃0) = φ Lf (1 + βk) + (1 + βk) Lf (φ) = φ Lf (βk) + (1 + βk)λφ =
= φ Lf (βk) + λφ̃0 =
φ̃
1 + βk




Lf (βk) + λ
)
.
Como (1 + βk)−1 = 1 − βk + termos de grau maior que k, segue que
Lf (φ̃0) = φ̃0 (λ + (1 − βk + · · · )Lf (βk)) = φ̃0(λ+Lf (βk)−Lf (βk)βk+· · · ) = φ̃0(λ+LB(βk)+· · · ).
Logo, se
λ̃ := λ + LB(βk) + · · · = λ0 + · · · + λk−1 + (λk + LB(βk)) + · · · ,
então Lf (φ̃0) = λ̃ φ̃0.
Afirmamos que podemos escolher βk de modo que LBs(λk + LB(βk)) = 0.
De fato, seja Lk o conjunto de todas as funções polinomiais homogêneas de grau k.
Uma conta simples mostra que as funções definidas por monômios homogêneos de grau k
são autovetores de LBs |Lk . Portanto, Lk = ker(LBs |Lk) ⊕ im(LBs |Lk). Além disso, LB|Lk
restrito à imagem é invertível (ver Observação 17). Logo, existem λ
′
k ∈ Lk e λ0k ∈ ker(LBs)




k. Além disso, existe −βk ∈ Lk para o qual LB(−βk) = LBs(λ
′
k).
Portanto, λk + LB(βk) ∈ Ker(LBs).
Continuando este processo, suponha que temos definido
φ̃n−1 = (1 + βk) . . . (1 + βk+l)φ,
tal que Lf (φ̃n−1) = λ̃n−1(φ̃n−1), λ̃n−1 = λ0 + · · · + λk+l + λk+l+1 + · · · , LBs(λj) = 0, para
todo j = 0, . . . , k + l e LBs(λk+l+1) Ó= 0. Daí, procedendo da mesma forma que fizemos
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anteriormente, podemos escolher βk+l+1 ∈ Lk+l+1 tal que, para φ̃n = (1 + βk+l+1)φ̃n−1,
Lf (φ̃n) = λ̃nφ̃n,
λ̃n = λ0 + · · · + λk+l + (λk+l+1 + LB(βk+l+1)) + · · ·
e LBs(λk+l+1 + LB(βk+l+1)) = 0.







r+j, para todo j < k. Por (5.1), usando φ




r+k) − λ0φ∗r+k = −(Lf (2)(φ∗r+k−1) + · · · + Lf (k+1)(φ∗r)) + λ∗1φ∗r+k−1 + · · · + λ∗kφ∗r =: ψ
Vamos ver que LBs(ψ) = λ0ψ. De fato,
LBs(ψ) = LBs(−(Lf (2)(φ∗r+k−1) + · · · + Lf (k+1)(φ∗r)) + λ∗1φ∗r+k−1 + · · · + λ∗kφ∗r) =
= −(Lf (2)LBs(φ∗r+k−1) + · · · + Lf (k+1)LBs(φ∗r)) + LBs(λ∗1φ∗r+k−1) + · · · + LBs(λ∗kφ∗r) =





1 + · · · + LBs(λ∗k)φ∗r + LBs(φ∗r)λ∗k =







1 + · · · + λ0φ∗rλ∗k =








r+k) − λ0φ∗r+k) = λ0(LBs(φ∗r+k) − λ0φ∗r+k)
donde segue que LBs(φ
∗
r+k) − λ0φ∗r+k é um autovetor de LB associado ao autovalor λ0.
Portanto, LBs(φ
∗
r+k) − λ0φ∗r+k é também um autovetor de LBs associado ao autovalor λ0.
Como LBs |Lk é diagonalizável podemos escrever Lk = Wλ0 ⊕Wλ1 ⊕· · ·⊕Wλl , onde
Wλi é o autoespaço de LBs |Lk associado ao autovalor λi. Escrevendo φ∗r+k = u0+u1+· · ·+ul,
com ui ∈ Wλi , teremos
LBs(φ
∗
r+k) − λ0φ∗r+k = LBs(u0) + · · · + LBs(ul) − λ0u0 − · · · − λ0ul =











Teorema 5.5. Seja Bs = diag(α1, α2), com α1 Ó= 0. Suponha que f = B +
∑
j
f (j) é um




não é um numero racional, então x1 e x2 são, exceto pela multiplicação por
séries de potências invertíveis, as únicas funções irredutíveis que são semi-invariantes por
f em C[[x1, x2]].
Demonstração. Seja φ uma função semi-invariante por f. Pelo Lema 5.2, podemos assumir
que LBs(φ) = λ0 φ, para algum λ0 ∈ C. Como Bs é semi-simples, isto é, Bs é diagonalizável,
exceto por uma mudança de base em C2, se necessário, podemos supor que Bs(xi) = αixi,

































2 = λ0 φ.
Portanto, λ0 = i α1 + j α2 para todos os pares (i, j) tais que aij Ó= 0. Suponha que existam
pelo menos dois pares (i, j) Ó= (k, l) tais que
iα1 + jα2 = kα1 + lα2 = λ0.




l − j é
racional. O que um absurdo. Logo, φ deve ser um monômio. Portanto, as únicas funções
irredutíveis semi-invariantes por f em C[[x1, x2]] são x1 e x2.
Observação 17. Seja Lk o conjunto de todas as funções polinomiais homogêneas de grau
k. Considere a decomposição B = Bs + Bn e a restrição do operador LBs a Lk. Uma
conta simples mostra que as funções definidas por monômios homogêneos de grau k são
autovetores de LBs |Lk .
Denotemos por W o espaço vetorial gerado pelos autovetores de LBs |Lk associados
aos autovalores não nulos e W0 o espaço vetorial gerado pelos autovetores de LBs |Lk
associados ao autovalor zero. Como LBs |Lk é um operador semi-simples, segue que W é a
imagem de LBs |Lk . Portanto, Lk = im(LBs |Lk) ⊕ ker(LBs |Lk).
Queremos provar que LB|W é invertível. Seja ϕ ∈ W \ {0} tal que LB(ϕ) = 0.
Então ϕ é um autovetor de LB associado ao autovalor 0. Como ϕ ∈ Lk e LBs = p(LB),
onde p(t) é polinômio sem termo constante (veja Proposição 5.3), segue ϕ ∈ W0. O que é
um absurdo, pois W0 ∩ W = {0}. Logo, LB|W é injetiva. Como estamos em um espaço de
dimensão finita segue que LB|W é invertível.
Também temos que LBs |W é invertível. Basta ver que se ϕ ∈ W e LBs(ϕ) = 0,
então ϕ ∈ W ∩ W0 = {0}. Logo, LBs |W é injetiva. Como W tem dimensão finita, segue
que LBs |W é sobrejetiva.
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6 SOLUÇÕES DE CAMPOS DE VETORES
Este capítulo contém um estudo do algoritmo apresentado por S. C. Coutinho e L.
Menasché Schechter em [7] que nos permite testar se um dado campo vetorial plano (com
coeficientes racionais) tem ou não curvas algébricas invariantes.
6.1 HIPÓTESES E RESULTADOS








onde x = X/Z e y = Y/Z são as coordenadas locais em U2 e a, b são polinômios que
satisfazem as seguintes condições:
(H1) a, b ∈ Q[x, y].
(H2) deg(a) = deg(b) = n ≥ 2.
(H3) O polinômio yan − xbn é não nulo e irredutível sobre Q, onde an e bn denotam as
componentes homogêneas de grau n dos polinômios a e b, respectivamente.
Como consequência das hipóteses acima obtemos as seguintes afirmações:
(H4) x não divide an.
Caso contrário teríamos que an = xãn e, portanto, yan − xbn poderia ser reescrito
como yxãn − xbn = x(yãn − bn) o que contradiz o hipótese (H3) acima.
(H5) mdcQ[x,y](an, bn) = 1.
Suponha que mdc(a, b) Ó= 1, isto é, existe h(x, y) ∈ Q[x, y] tal que
h(x, y)|a(x, y) e h(x, y)|b(x, y) com deg(h) ≥ 1
daí, a(x, y) = h(x, y)p(x, y) e b(x, y) = h(x, y)q(x, y) com p(x, y), q(x, y) ∈ Q[x, y] e
s = deg(h(x, y)) tal que 1 ≤ s ≤ n, assim
ya(x, y) − xb(x, y) = h(x, y)[yp(x, y) − xq(x, y)]
Consequentemente yan(x, y) − xbn(x, y) = hs(x, y)[ypn−s(x, y) − xqn−s(x, y)], mas
como yan(x, y) − xb(x, y) é irredutível e s ≥ 1 temos que ypn−s(x, y) − xqn−s(x, y)
é invertível em Q[x, y]. Portanto ypn−s(x, y) − xqn−s(x, y) = d0 ∈ Q; d0 Ó= 0 o que
seria uma contradição pois o polinômio ypn−s(x, y) − xqn−s(x, y) = d0 é homogêneo
de grau n − s + 1 ≥ 1. Então, mdcQ[x,y](a, b) = 1.
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Observação 18. Se mdcQ[x,y](a, b) = 1 então mdcC[x,y](a, b) = 1.
Vimos no Capítulo 4, Observação 8, que o campo Da,b e a 1-forma ωa,b = bdx − ady
definem localmente a mesma folheação Fa,b em P2. Usando as relações dadas no Exemplo
(18) temos que a forma global de ωa,b é
Ωa,b = ZBdX − ZAdY + (Y A − XB)dZ (6.1)
onde


















Observação 19. De agora em diante, vamos omitir os subscritos a menos que precisemos
chamar atenção para a dependência de D, Ω ou F nos coeficientes a e b.
Observamos ainda que, sob as hipóteses acima, o grau da folheação F é n.
Lembremos que pela Definição 4.9 um ponto P = (X0 : Y0 : Z0) ∈ P2 é uma
singularidade de F se P é um zero comum dos polinômios que definem Ω. Por (6.1) isto
quer dizer que
a(x0, y0) = b(x0, y0) = 0 ou Z0 = Y0 A(X0, Y0, Z0) − X0 B(X0, Y0, Z0) = 0,
onde x0 = X0/Z0 e y0 = Y0/Z0. Entretanto, como





































vemos que as singularidades satisfazem
a(x0, y0) = b(x0, y0) = 0 ou Z0 = Y0 an(X0, Y0) − X0 bn(X0, Y0) = 0,
onde x0 = X0/Z0 e y0 = Y0/Z0.
Em particular, como mdc(a, b) = 1, pelo Teorema de Bézout, temos que F tem um
número finito de singularidades.
Denotaremos o conjunto de todas as singularidades de F por Sing(F). Além disso,
denotamos por Sing(D) = Sing(F) ∩ U2.
Seja C̄ uma curva reduzida em P2, isto é, C̄ é o conjunto de zeros de um polinômio
homogêneo F (X, Y, Z) ∈ C[X, Y, Z] livre de quadrados.
Pela Proposição 4.3 dizemos que C̄ é invariante por F se existe uma 2-forma
polinomial Θ tal que
Ω ∧ dF = FΘ (6.2)
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Definição 6.1. Uma curva irredutível C̄ invariante por F é chamada uma solução algébrica
de F .
Exemplo 25. A reta L∞ definida por Z = 0 é invariante pela folheação F definida por
Ω = ZBdX − ZAdY + (Y A − XB)dZ.
De fato, basta observar que
Ω ∧ dZ = [ZBdX − ZAdY + (Y A − XB)dZ] ∧ dZ = Z(BdX ∧ dZ − AdY ∧ dZ).
Lema 6.1. Se F Ó= Z, e f(x, y) = F (x, y, 1) é a desomogeneização de F em relação a Z,
então a condição (6.2) é equivalente a
D(f) = gf. (6.3)
para algum polinômio g ∈ C[x, y].
Demonstração. Segue da Observação 11 que Ω ∧ dF = FΘ é equivalente a X (F ) = FH




(x, y, 1) + F1(x, y, 1)
∂F
∂Y
(x, y, 1) + F2(x, y, 1)
∂F
∂Z
(x, y, 1) = f(x, y)h(x, y),
onde h(x, y) = H(x, y, 1). Como, ∂F
∂X




(x, y, 1) = ∂f
∂y




(x, y, 1) = mF (x, y, 1) − x ∂F
∂X




(F0(x, y, 1) − xF2(x, y, 1))
∂F
∂X
(x, y, 1) + (F1(x, y, 1) − yF2(x, y, 1))
∂F
∂Y
(x, y, 1) =
= f(x, y)(mF2(x, y, 1) − h(x, y)) ⇒ D(f) = f(x, y)g(x, y),
onde g(x, y) = mF2(x, y, 1) − h(x, y).
Uma recíproca do Lema anterior é válida, isto é, se um polinômio livre de quadrados
f ∈ C[x, y] satisfaz (6.3), então sua homogeneização F (X, Y, Z) = Zgrau(f)f(X/Z, Y/Z)
com respeito a variável Z é uma curva algébrica invariante de Ω. Neste caso, também
dizemos que f é invariante sob Ω.
Portanto, uma curva C do plano afim C2 é invariante por D se e somente se sua
projetivização C̄ ⊂ P2 é invariante sob Ω.
A seguinte Proposição afirma que se uma 1-forma com coeficientes racionais tem
uma curva algébrica invariante (com coeficientes complexos) então ela tem uma curva
algébrica invariante (não necessariamente a mesma) com coeficientes racionais.
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Proposição 6.1. Se Ω tem uma curva algébrica invariante além da reta no infinito L∞,
então existe F ∈ Q[x, y, z], F Ó= z, tal que C̄ = Z(F ) é também uma curva algébrica
invariante por Ω.
Demonstração. Ver [6] ou [17].
Assim, para provar que uma 1-forma Ω, com coeficientes racionais, não possui
curvas algébricas invariantes em P2\L∞, basta considerar o caso especial em que as soluções
são definidas por um polinômio de Q[X, Y, Z]. Portanto, vamos assumir no restante deste
capítulo que todas as curvas são definidas sobre Q.
Lema 6.2. Se C̄ é uma curva algébrica projetiva reduzida invariante por F , que não tem
L∞ como uma de seus componentes irredutíveis, então
∅ Ó= C̄ ∩ L∞ = Sing(F) ∩ L∞
é um conjunto de n + 1 elementos.
Demonstração. Pelo Teorema de Bézout, temos que C̄ ∩ L∞ Ó= ∅,
Além disso, como L∞ não é uma componente de C̄, segue que elas podem se
interceptar apenas em pontos singulares de F .
Agora suponha que C̄ = Z(F ), onde F é um polinômio homogêneo com coeficientes
racionais. Como L∞ não é uma componente de C̄, segue que F (X, Y, 0) é um polinômio
não nulo. Sabemos também que as singularidades de F em L∞ satisfazem Y an − Xbn = 0.
Logo,
C̄ ∩ L∞ = Z(F (X, Y, 0)) ⊆ Sing(F) ∩ L∞ = Z(Y an − Xbn) (6.4)
e, consequentemente,
√
〈Y an − Xbn〉 = I(Z(Y an − Xbn)) ⊆ I(Z(F (X, Y, 0))) =
√
〈F (X, Y, 0)〉. (6.5)
Donde obtemos que existe s ∈ Z, s > 0 , tal que
F (X, Y, 0)|(Y an − Xbn)s, em C[X, Y ]. (6.6)
Como C̄∩L∞∩F Ó= ∅, concluímos que mdc(F (X, Y, 0), Y an−Xbn) Ó= 1. Entretanto,
como, por hipótese, Y an −Xbn é irredutível sobre Q e F (X, Y, 0) tem coeficientes racionais,
segue que
Y an − Xbn|F (X, Y, 0). (6.7)
Usando as relações (6.6) e (6.7) obtemos que Y an−Xbn e F (X, Y, 0) tem as mesmas
componentes irredutíveis. Logo, vale a igualdade em (6.5) e, consequentemente, em (6.4).
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Além disso, como Y an − Xbn tem grau n + 1 e é separável em Q[x, y], ou seja, não
tem raízes múltiplas, segue que o conjunto Sing(F) ∩ L∞ tem exatamente n + 1 pontos
distintos.








Dizemos que F é não-degenerado em p se det(J(p)) Ó= 0. Neste caso, os autovalores λ1
e λ2 de J(p) são ambos diferentes de zero, e os quocientes λ1/λ2,λ2/λ1 são ditos expoentes
característicos de F em p.
Observação 20. Seja S ⊂ Sing(F). O conjunto de todos os números complexos que são
expoentes característicos de F nos pontos de S será denotado por ExpF(S).
Um resultado muito importante neste trabalho é o seguinte:
Proposição 6.2. Seja C̄ Ó= L∞ uma curva algébrica reduzida projetiva que é invariante
por F . Se
ExpF(Sing(F) ∩ L∞) ∩ Q = ∅
então C̄ é não singular em todos seus pontos no infinito e deg(C̄) = n + 1.
Demonstração. Suponha que C̄ = Z(F ), onde F ∈ Q[X, Y, Z] é um polinômio homogêneo
livre de quadrados. Como F Ó= Z, o polinômio ZF define uma curva algébrica invariante
por F .
Pela hipótese, para cada ponto p ∈ Sing(F) ∩ L∞, o expoente característico
λ1/λ2 não é um número racional. Logo, pelo Teorema 5.5, localmente, as únicas curvas
semiinvariantes irredutíveis da folheação são x e y.
Como Z Ó | F e F é livre de quadrados segue que, localmente, F = x e Z = y (ou
F = y e Z = x). Logo, L∞ e C̄ são transversais, ou seja, a multiplicidade de interseção de
C̄ e L∞ em cada ponto de sua interseção é 1.
Usando o Teorema de Bézout e o Lema 6.2 temos que
deg(C̄) = deg(C̄) deg(L∞) =
∑
p∈C̄∩L∞
mp(p) = n + 1.
Uma aplicação importante dos expoentes característicos de F diz respeito ao índice
de Camacho-Sad do um campo de vetores.
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Seja p uma singularidade não degenerada de F e sejam λ1 e λ2 os autovalores do
jacobiano de F em p. Assuma que λ1/λ2 /∈ Q. Se C é o germe da curva holomorfa, suave





onde o vetor tangente à C em p é um autovetor de λ2 em relação ao jacobiano de F em p.
Teorema 6.3. (Camacho-Sad) Seja C̄ uma curva algébrica suave de P2 invariante por F .
A soma dos CS-índices de C̄ sobre todas as singularidades de F contidas em C̄ é igual ao
deg(C̄)2.
Demonstração. Ver [3], Capítulo V, páginas 151-156.
Lema 6.3. (Lema de Darboux). Sejam A, A′, B, B′, C e C ′ polinômios homogêneos
nas variáveis X, Y e Z de graus l, l′, m, m′, n e n′ respectivamente, tais que as curvas
A = 0, B = 0, C = 0 e as curvas A′ = 0, B′ = 0, C ′ = 0 não tem componente em comum
duas a duas. Então
∑
P
I(P, A ∩ B ∩ C) +
∑
P




onde λ = l + l′ = m + m′ = n + n′. Além disso, se as curvas acima não tem solução em
comum, a desigualdade se torna uma igualdade.
Demonstração. A prova deste resultado pode ser encontrada em [5].











I (P, (z2F1 − z1F2) ∩ (z0F2 − z2F0) ∩ (z1F0 − z0F1)) = m2 + m + 1.
Além disso, se as m2 + m + 1 singularidades são distintas então elas são todas não-
degeneradas.
Demonstração. Observemos que X(ZF1 − Y F2) + Y (XF2 − ZF0) + Z(Y F0 − XF1) = 0.
Logo, se tomarmos A = ZF1 − Y F2, B = XF2 − ZF0, C = Y F0 − XF1, A′ = X, B′ = Y e
C ′ = Z teremos que as curvas homogêneas A, B, C de graus m + 1 e as curvas A′, B′, C ′
de graus 1 satisfazem as hipóteses do Lema 6.3. Além disso, as curvas A′, B′ e C ′ não tem
pontos em comum, isto é,
∑
P





I(P, A ∩ B ∩ C) +
∑
P




(m + 2) [(m + 1)2 − m − 1 + 1)]
m + 2
= m2 + m + 1.
Definição 6.2. Um ponto P ∈ P2 é chamado um ponto de inflexão de uma curva C
definida por um polinômio homogêneo F (X, Y, Z) ∈ C[X, Y, Z] se as duas condições
seguintes são satisfeitas:
(a) P é um ponto não singular de C.
(b) se G é a tangente à C em P e µP (F, G) é o índice de intereseção de F e G em P ,
então µP (F, G) ≥ 2.
Para determinarmos condições sobre as quais um ponto P é um ponto de inflexão







FXX FY X FZX
FXY FY Y FZY












n(n − 1)F (n − 1)FY (n − 1)FZ
(n − 1)FY FY Y FY Z







Lema 6.4. Seja C uma curva projetiva plana reduzida definida pelo polinômio homogêneo
F (X, Y, Z) ∈ C[X, Y, Z] de grau n ≥ 3. Então, F divide HF se e somente se F é uma
união de retas.
Demonstração. Sejam P um ponto não singular de C̄, G a tangente a C̄ em P e
f(x, y) = F (1, x, y) o polinômio que define a curva afim C associada a C̄. Sem perda de
generalidade podemos supor P = (1 : 0 : 0) e G = Z. Sendo assim HF (P ) = ∆(0, 0) onde






n(n − 1)f (n − 1)fx (n − 1)fy
(n − 1)fx fxx fxy







= n(n − 1)f(fxxfyy − f 2xy) − (n − 1)2(f 2xfyy + f 2y fxx − 2fxfyfxy).
.
Suponha que Z Ó | F . Então,
F (X, Y, Z) = an(X, Y ) + an−1(X, Y )Z + an−2(X, Y )Z
2 + · · · + a0(X, Y )Zn,
com ai(X, Y ) ∈ C[X, Y ] sendo polinômio homogêneo de grau i, para todo i ∈ {0, 1, · · · , n},
e an(X, Y ) Ó= 0. Escrevendo an(X, Y ) = an0Xn + an1Xn−1Y + · · · + annY n e usando que
F (1, 0, 0) = 0 concluímos que an0 = 0. Além disso, temos
f(x, y) = an(1, x) + an−1(1, x)y + an−2(1, x)y
2 + · · · + a0(1, x)yn.
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Como Z é a tangente a C̄ em P concluímos que y é o termo de grau 1 de f(x, y), ou seja,
an−1(X, Y ) = a(n−1)0X
n + a(n−1)1X
n−1Y + · · · + a(n−1)nY n,
com a(n−1)0 Ó= 0 e an1 = 0. Logo, podemos escrever
f(x, y) = xµφ(x) + y ψ(x, y) (6.9)
onde µ ∈ N, µ ≥ 2, φ(x) ∈ C[x] é tal que φ(0) Ó= 0 e ψ(x, y) ∈ C[x, y] é tal que ψ(0, 0) Ó= 0.
De fato, xµφ(x) = an(1, x) e y ψ(x, y) = an−1(1, x)y + an−2(1, x)y2 + · · · + a0(1, x)yn.
Usando (6.9), obtemos
fx = µx
µ−1φ + xµφ′ + y ψx (6.10)
fxx = µ(µ − 1)xµ−2φ + 2µxµ−1φ′ + xµφ′′ + y ψxx (6.11)
fy = ψ + y ψy (6.12)
fyy = 2ψy + y ψyy (6.13)
fxy = ψx + y ψxy (6.14)
Queremos determinar a imagem de ∆ no anel local de F em P , ou seja, em
OF,P ∼= C[x, y]〈x,y〉/〈f〉. Observe que φ e ψ são invertíveis em OF,P e que, por (6.9),
y ψ(x, y) = xµφ(x) ∈ OF,P ∼= C[x, y]〈x,y〉/〈f〉.
Logo, substituindo y =
φ(x)
ψ(x, y)
xµ nas equações (6.10), (6.11), (6.12), (6.13) e (6.14)
concluímos que f 2y fxx tem grau menor que f
2
xfyy e que fxfyfxy. Portanto,
∆ = −(n − 1)2(f 2xfyy + f 2y fxx − 2fxfyfxy)
= −(n − 1)2(ψ2µ(µ − 1)φxµ−2 + termos de grau maior) Ó= 0
em OF,P ∼= C[x, y]〈x,y〉/〈f〉.
Até agora temos que se existir um ponto não singular P de C tal que a reta tangente
não divide F então HF Ó≡ 0 mod (F ).
Veremos a seguir que este é o caso de curvas que não são união de retas, ou
seja, veremos que se C não for uma união de retas, então existe um ponto não singular
P ∈ C tal que a reta tangente neste ponto não divide F . Para isto, suponha que
F = F1F2 . . . Fr ∈ C[X, Y, Z] com F1, . . . , Fr irredutíveis e F1 de grau maior que 1. Seja
P ∈ C um ponto não singular de C tal que F1(P ) = 0. Afirmamos que G, a reta tangente
a C em P , que é também a reta tangente à curva definida por F1 = 0 em P , não divide
F . De fato, como P é um ponto não singular de C e F1(P ) = 0 então Fj(P ) Ó= 0, para
todo j = 2, . . . , r. Logo, G|F implicaria G|F1, mas F1 é irredutível e de grau maior que 1.
Com isto, podemos concluir que se HF ≡ 0 mod (F ), então F é união de retas.
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Por outro lado, suponha que F = F1F2 . . . Fr ∈ C[X, Y, Z] com F1, . . . , Fr polinô-
mios irredutíveis e Fi de grau 1, para todo i ∈ {1, 2, . . . , r}. Sem perda de generalidade
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+ X5
(n − 1)2






(n − 2)2H (n − 2)HY (n − 2)HZ
(n − 2)HY HY Y HY Z







= X2(n − 1)F (FY Y FZZ − F 2Y Z) − X5
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= X2(n−1)F (FY Y FZZ−F 2Y Z)−X4
(n − 1)2
(n − 2)2 F (HY Y HZZ−H
2
Y Z)+X
5 (n − 1)2
(n − 2)2 HH =
= F [X2(n−1)(FY Y FZZ −F 2Y Z)−X4
(n − 1)2
(n − 2)2 (HY Y HZZ −H
2
Y Z)]+X
5 (n − 1)2
(n − 2)2 HH .
Por indução, podemos assumir que HH ≡ 0 mod (H), e portanto, HF ≡ 0 mod (F ).
Seja C uma curva algébrica de C2 definida por um polinômio irredutível não
constante f ∈ C[x, y]. Um ponto suave p de C é um ponto de inflexão se a multiplicidade
de interseção de C com a reta tangente a C em p for maior que 2. Um cálculo feito
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y − 2fxfyfxy + f 2xfyy.
Definição 6.3. A curva estática correspondente à derivação Da,b é a curva de C2 definida
pelo polinômio
Ea,b = bD(a) − aD(b).
Proposição 6.5. Seja C uma curva algébrica invariante de Da,b definida por um polinômio
não constante f ∈ C[x, y]. Se f é um fator de Ea,b então C é a união de retas.
Demonstração. Já que todo fator de f é invariante por D = Da,b e divide Ea,b, podemos
assumir, sem perda de generalidade, que f é um polinômio irredutível em C[x, y]. Seja p
um ponto suave de C que não seja um ponto singular de D. Desde que f é invariante por
D, segue que
D(f)|p = D2(f)|p = 0.
De fato, como D(f) = λf , então D(f)(p) = λ(p)f(p), e
D2(f)(p) = D(λf)(p) = f(p)D(λ)(p) + λ(p)D(f)(p) = 0.
Portanto, temos que



























































































































= (D(a)fx + D(b)fy) (p) + (aD(fx) + bD(fy)) (p).
As hipóteses em p implicam que a(p) Ó= 0 ou b(p) Ó= 0. Vamos assumir, sem perda de
generalidade, que a(p) Ó= 0.
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Temos que
Ea,b(p)fy(p) = b(p)D(a)(p)fy(p) − a(p)D(b)(p)fy(p). (6.16)
Agora, por (6.15), temos fx(p) =
−b(p)fy(p)
a(p)
. Logo, substituindo esta igualdade
em (6.16) obtemos
−Ea,bfy|p = a(p)(D(a)fx + D(b)fy)|p,
que por sua vez é zero porque f divide Ea,b. Portanto,
0 = D2(f)|p = (aD(fx) + bD(fy))|p.
Usando a definição de hf e (6.15) obtemos
a(p)2hf (p) = a(p)
2fxx(p)fy(p)





















































2 (a(p)D(fx)(p) + b(p)D(fy)(p))
= fy(p)
2 (aD(fx) + bD(fy)) |p.
Donde segue que hf (p) = 0. Em particular, f e hf se anulam em todos os pontos suaves
de C, que não são pontos singulares de D. Como esses pontos são um número infinito, o
Teorema de Bézout garante que f e hf tem uma componente comum. No entanto, f é
irredutível e, portanto, deve dividir hf . Assim, por (6.4), f é uma reta.
6.2 SINGULARIDADES NO INFINITO
Começamos com um estudo das singularidades da folheação F no infinito, ou seja,
em Z(Z). Relembramos que tais singularidades satisfazem a relação Y an − Xbn = 0.
Seja P = (X0 : Y0 : 0) uma singularidade de F . Se X0 = 0, então P = (0 : 1 : 0) e
an(0, 1) = 0. Se escrevemos
an(X, Y ) = an0Y
n + an1XY
n−1 + · · · + annXn,
então a condição an(0, 1) = 0 implicaria que X|an e consequentemente X|Y an − Xbn. O
que contradiz a hipótese (H3) sobre D.
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Logo, as singularidades de F no infinito são da forma (1 : Y : 0). Usando novamente
a hipótese (H3) sobre D, concluímos que existem n + 1 singularidades distintas de F no
infinito.
Para estudarmos a folheação em P2 \ U2, precisamos da sua expressão em U0 e (ou
em U2). Pela Observação 7, no conjunto aberto U0, a 1-forma Ω é dada por
ΩU0 = −zâ(y, z)dy + (yâ − b̂)dz, (6.17)
com y = Y
X
, z = Z
X
e â = A(1, y, z) e b̂ = B(1, y, z).
Pela Observação 8, a folheação F é também gerada pelo campo de vetores








â(y, z) = zna0 + z
n−1a1(1, y) + z
n−2a2(1, y) + · · · + zan−1(1, y) + an(1, y) e
b̂(y, z) = znb0 + z
n−1b1(1, y) + z























Da mesma forma, obtemos
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(y, 0) = an(1, y) + y
∂an
∂y
(1, y) − ∂bn
∂y
(1, y) e λ2 = an(1, y).




Considere também a função
ψ(y, t) = φ′(y) − tan(1, y).










= 0. Portanto, os zeros comuns de φ(y) e ψ(y, t) em C2 determinam as
singularidades de Ω no infinito e um de seus expoentes característicos, quando λ2 Ó= 0.
Baseado nisso, passamos a considerar a resultante
ρ1(t) = Rφ,ψ(t)
que é um polinômio de grau n + 1 na variável t .
Denotaremos por (−1)qn o quociente entre o coeficiente de grau n e o coeficiente
líder de ρ1. Sendo assim, qn é a soma das raízes de ρ1 (ver Relações de Girard em [9]).
Proposição 6.6. Seja C̄ Ó= L∞ ⊂ P2 uma curva algébrica invariante por F . Se ρ1 não
tem raízes racionais e Sing(F) ∩ C̄ ⊂ L∞, então qn = (n + 1)2.
Demonstração. Como mdc(an, bn) = 1, se (1 : y : 0) é uma singularidade de F no infinito,
então an(1, y) Ó= 0. Agora, como ρ não tem raízes racionais segue, da Proposição 6.2, que
C̄ é não singular em todos seus pontos no infinito e tem grau n + 1. Então, pela fórmula
(6.8) obtemos












CSF(C̄, (1 : y0 : 0)) = deg(C̄)2 = (n + 1)2.
Mas o lado esquerdo corresponde à soma das raízes de ρ1, que é igual a qn. Portanto,
qn = (n + 1)
2.
O corolário a seguir é uma consequência imediata da proposição.
Corolário 6.7. Seja C̄ Ó= L∞ ⊂ P2 uma curva algébrica invariante por F . Se ρ1 não tem
raízes racionais e qn Ó= (n + 1)2, então Sing(F) ∩ C̄ ∩ U2 Ó= ∅.
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6.3 SINGULARIDADES FINITAS
Nesta seção, vamos estudar as singularidades de F que pertencem ao conjunto
aberto U2.
Consideremos agora o polinômio
ρ2(x) = Ra,b(x) ∈ Q[x].
Como mdc(a, b) = 1 temos que ρ2(x) tem grau n2.
Se ρ2(x) for irredutível em Q, segue do Teorema 3.7.25, página 257 de [14], que o
ideal 〈a, b〉 de Q[x, y] pode ser gerado por ρ2(x) e por um polinômio da forma y − g(x),
onde g(x) ∈ Q[x]. Como Sing(D) = Z(a, b), segue as singularidades de D podem ser
escritas na forma (x0, g(x0)), com x0 sendo uma raiz de ρ2(x).
Definição 6.4. Sejam L o corpo de fatoração de ρ2(x) sobre Q e G o grupo de Galois de
L sobre Q, isto é, G é formado por todos os automorfismos de L que fixam Q.
Sejam x0 e x1 duas raízes distintas de ρ2(x). Se ρ2(x) é irredutível, segue da
Proposição 11.4, página 126, de [24], que existe um elemento de G que leva x0 em x1, ou
seja, G age transitivamente sobre as raízes de ρ2(x).
Para cada automorfismo σ ∈ G e para cada raiz x0 de ρ2(x), temos que (x0, g(x0))
é uma singularidade de D. Defina
σ((x0, g(x0))) := (σ(x0), g(σ(x0))).
Então, como os coeficientes de ρ2(x) são racionais, segue que σ(x0) também é uma raiz de
ρ2(x). Logo, σ(x0, g(x0)) também é uma singularidade de D. Portanto, temos definido
uma ação de G no conjunto das singularidades de D. Além disso, esta ação também é
transitiva.
A próxima proposição relaciona as singularidades de D e das curvas algébricas
invariantes por F com coeficientes racionais.
Proposição 6.8. Seja C = Z(f) uma curva algébrica invariante por D, onde f(x, y) ∈
Q[x, y]. Suponha que:
(1) ρ1(t) não possui raízes racionais;
(2) qn Ó= (n + 1)2;
(3) ρ2(x) é irredutível de grau n2 sobre Q.
Então C é uma curva singular de C2 e Sing(D) = Sing(C).
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Demonstração. Denotaremos por C̄ a curva plana projetiva definida pelo polinômio




). Suponha, em primeiro lugar, que C seja uma curva
não singular. Pela hipótese (H1) e pela Proposição 6.2, obtemos que a curva C̄ é não
singular no infinito e tem grau n + 1.
Agora, por (1), (2) e Corolário 6.7, existe um ponto p ∈ P2\L∞ tal que p é
uma singularidade de D e f(p) = 0. Como f(x, y) tem coeficientes racionais, segue que
f(σ(p)) = 0 para todo σ ∈ G. Além disso, usando o fato de que G age transitivamente em
Sing(D), concluímos que todas as singularidade de D são zeros de f , ou seja, Sing(D) ⊂ C.
Portanto, C é uma curva não singular de P2 que contém Sing(F).
Segue da Proposição 4.1, página 126, de [13], que existe um polinômio homogêneo
H e uma 1-forma Θ tais que
Ω = HdF + FΘ. (6.19)
Levando em conta que F e Ω possuem grau n + 1, vemos que
n + 1 = deg(H) + deg(F ) = deg(H) + n.
Logo, H é um polinômio de grau 1. Como Sing(F) ⊆ C, então usando a equação (6.19),
segue que a 1-forma HdF se anula em toda singularidade de Ω. Usando que C é uma
curva não singular, ou seja, dF (p) Ó= 0 em todo p ∈ C, concluímos que H(p) = 0 para
todo p ∈ Sing(Ω).
No entanto, por definição, todas as singularidades de F também são zeros de zA.
Como A tem o grau n, segue do Teorema de Bézout e da Proposição 6.4 que
n2 + n + 1 ≤ deg(zA)deg(H) = deg(A) + 1 = n + 1,
o que é uma contradição. Portanto, C deve ser singular em algum ponto p de Sing(F), ou
seja, ▽f(p) = 0, para algum p ∈ Sing(F).
Como f tem coeficientes racionais, segue que as suas derivadas parciais também
























para todo σ ∈ G. Como G age transitivamente no conjunto Sing(D), segue que C é singular
em todas as singularidades de D.
A apresentamos agora o principal resultado desta seção.
Teorema 6.9. Seja F uma folheação dada localmente por um campo vetorial Da,b que
satisfaz as condições iniciais. Suponha que
(1) ρ1(t) não possui raízes racionais;
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(2) qn Ó= (n + 1)2;
(3) ρ2(x) é irredutível de grau n
2 sobre Q.
Se C = Z(f) é uma curva algébrica invariante por D, onde f(x, y) ∈ Q[x, y], então f é
um polinômio de grau n + 1 que divide
Ea,b = bD(a) − aD(b).
Demonstração. Como ρ2(x) é irredutível de grau n2, segue que #Z(a) ∩ Z(b) = n2, ou
seja, as curvas Z(a) e Z(b) interceptam-se transversalmente em n2 pontos distintos. Além
disso, da Proposição 6.8, segue que todos esses pontos pertencem a C. Como isso vale para
qualquer curva algébrica, com coeficientes racionais, invariante por D, podemos assumir,
sem perda de generalidade, que f(x, y) é irredutível sobre Q. Portanto, pelo Teorema de
Noether (veja o Capítulo 5, Seção 5, Prop.1 em [10]), segue que existem polinômios G1 e
G2 tais que
F = G1A + G2B,
onde F é a homogeneização de f em relação a variável Z.
Entretanto, segue da Proposição 6.2 que deg(F ) = n + 1. Logo, G1 e G2 são
polinômios de grau 1. Considere que
G1 = α1X + α2Y + α3Z e G2 = β1X + β2Y + β3Z.
Usando o fato que a e b tem grau n, a hipótese (1) desta Proposição, o Lema 6.2 e a
Proposição 6.2, concluímos que
m := #(Sing(F) ∪ L∞) = n + 1 ≥ 3.
Denotando por pj = (1 : yj : 0), para 1 ≤ j ≤ m, os m pontos de F ∩ L∞, temos, pelo
Lema 6.2, que
0 = F (pj) = (α1 + α2yj)A(1, yj, 0) + (β1 + β2yj)B(1, yj, 0).
Donde segue que
(α1 + α2yj)an(1, yj) + (β1 + β2yj)bn(1, yj) = 0. (6.20)
Como pj é uma singularidade no infinito de F , segue que
bn(1, yj) − yjan(1, yj) = 0 (6.21)
Portanto, a relação (6.20) pode ser reescrita como
an(1, yj)[α1 + (α2 + β1)yj + β2y
2
j ] = 0.
75
No entanto, an(1, yj) Ó= 0 por (6.21) e pelo fato de mdc(an, bn) = 1. Consequentemente,
α1 + (α2 + β1)yj + β2y
2
j = 0,
para 1 ≤ j ≤ m. Este é um sistema de equações lineares nas variáveis α1, (α2 + β1) e β2.






















Como o determinante deste menor é
(y3 − y1)(y3 − y2)(y2 − y1) Ó= 0,
pois yi Ó= yj, segue que
α1 = α2 + β1 = β2 = 0
e
F = (α2Y + α3Z)A + (−α2X + β3Z)B. (6.22)
No entanto, F não pode ser divisível por Z, o que implica que α2 Ó= 0. Dividindo f por
α2, podemos assumir que α2 = 1 e desomogeneizando (6.22) em relação a Z, encontramos
que
f = (y + α3)a + (−x + β3)b (6.23)
é uma solução de D. Já que f, a e b tem coeficientes racionais e mdc(a, b) = 1, segue
que α3, β3 ∈ Q. De fato, usando a equação (6.23) e o fato de f , a e b terem coeficientes
racionais, concluímos que α3a+β3b tem coeficientes racionais. Logo, α3an +β3bn ∈ Q[x, y],
onde an e bn são os termos homogêneos de grau n de a e b, respectivamente. Se
an = an0x
n + an1x




n−1y + · · · + bnnyn,
onde ani e bni são números racionais para todo i ∈ {0, 1, . . . , n}, então
α3ani + β3bni = γi,
onde γi ∈ Q, com i ∈ {0, 1, . . . , n}. Estas equações formam um sistema linear nas variáveis
α3 e β3. Observemos que não pode ocorrer de todos os menores de ordem 2 da matriz
do sistema ter determinante 0, pois neste caso an e bn não seriam primos entre si. Logo,
existe um menor de ordem 2 cujo determinante é diferente de zero. Podemos supor, sem









Então α3 = d−1(bnjγi − bniγj) ∈ Q e β3 = d−1(anjγi − aniγj) ∈ Q.
Logo,
D(f) = D((y + α3)a + (−x + β3)b)
= aD(y + α3) + (y + α3)D(a) + bD(−x + β3) + (−x + β3)D(b)
= ba + (y + α3)D(a) − ab + (−x + β3)D(b)
= (y + α3)D(a) + (−x + β3)D(b).
Multiplicando a relação acima por a e usando (6.23), obtemos
aD(f) = (f + (x − β3)b)D(a) − (x − β3)aD(b).
Como D(f) é um múltiplo de f , concluímos que
f |(x − β3)(bD(a) − aD(b)).
No entanto, f é irredutível sobre Q e de grau n + 1 > 1. Em particular, f não pode dividir
x − β3. Portanto, f |bD(a) − aD(b).
O teorema a seguir nos dá uma condição (um algoritmo) para a não existência de
curvas invariantes pelo campo Da,b.
Teorema 6.10. Seja F uma folheação dada localmente por um campo vetorial Da,b que
satisfaz as condições iniciais. Suponha que
(1) ρ1(t) não possui raízes racionais;
(2) qn Ó= (n + 1)2;
(3) ρ2(x) é irredutível de grau n
2 sobre Q.
Então D não possui curvas algébricas reduzidas invariantes em C2.
Demonstração. Seja C = Z(f), onde f ∈ Q[x, y], uma curva algébrica reduzida invariante
por D. Segue do Teorema 6.9 que f tem grau n + 1 e divide Ea,b. Assim, pela Proposição
6.5, f é um produto de n+1 polinômios lineares distintos. Vamos denotar por Λ o conjunto
formado pelos n + 1 fatores distintos de f .
Pela Proposição 6.2, em coordenadas locais, dois elementos distintos de Λ não
podem se interceptar no infinito. Portanto, quaisquer duas retas de Λ devem ter uma
interseção em C2.
Seja Ḡ o grupo formado por todos os automorfismos do fecho algébrico de Q que
fixam Q. Pela Proposição 8.11, página 487 de [18], temos que todo automorfismo de G é a
restrição à L de um elemento de Ḡ. Portanto, assim como no caso do grupo G, temos que
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Ḡ age transitivamente em Sing(D), ou seja, dadas duas singularidades de D existe um
elemento de Ḡ que leva uma tal singularidade na outra. Além disso, se σ ∈ Ḡ, então
∏
λ∈Λ




Desta forma, podemos supor que σ também age em Λ.
Já que os elementos de Λ são curvas algébricas invariantes por D, segue que a
interseção de quaisquer dois deles deve ocorrer em uma singularidade de D.
Suponha que algum p ∈ Sing(D) esteja na interseção de exatamente k, com k ≥ 2,
retas de Λ, ou seja,
{p} = λ1 ∩ ... ∩ λk.
Consequentemente,
{σ(p)} = λσ1 ∩ ... ∩ λσk ,
para todo σ ∈ Ḡ. Como a ação de Ḡ em Sing(D) é transitiva, segue-se que o número
de retas em Λ que se cruzam em uma singularidade de D é exatamente k para todos os
p ∈ Sing(D).
Fixe uma reta λ ∈ Λ. Cada reta λ′ ∈ Λ\ {λ} intersecta λ em exatamente um ponto
singular de D. Então podemos contar os n elementos de Λ\ {λ} em termos dos pontos
de λ ∩ Sing(D). De fato, se ℓ é o número de singularidades de D que pertencem a λ, e
levando em conta que exatamente k retas (incluindo λ) passam por cada singularidade,
conseguimos mostrar que n = (k − 1)ℓ. Em particular, isso implica que cada reta em Λ
contém o mesmo número de singularidades de D, a saber ℓ.
Por outro lado, cada singularidade de D pertence a exatamente k retas de Λ. Então,
multiplicando o número ℓ de singularidades por reta pelo número n + 1 de retas, estamos
contando cada uma das n2 singularidades k vezes. Logo,
kn2 = ℓ(n + 1). (6.24)
Substituindo n = (k −1)ℓ na equação (6.24), obtemos k(k −1)2ℓ = n+1. Donde segue que
k − 1 divide n + 1 e n. Logo, k − 1|mdc(n, n + 1) = 1 e k = 2. Com o mesmo argumento
prova-se que ℓ = 1.
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