Abstract. We study multivariate Gaussian distributions on local fields such as the field of p-adic numbers. We introduce the Bruhat-Tits building as a parameter space for Gaussian distributions and study some classic statistical problems in this setting. Finally we study geometric and probabilistic structures of the tropicalization of such distributions.
Introduction
A local field K is a locally compact, non-discrete and totally discontinuous field. A typical example is the field of p-adic numbers Q p for p prime. There is an extensive literature on local fields in number theory [Cas86] , analysis [vR78, Sch84, Sch07] , representation theory [CR66] , mathematical physics [VVZ94, Khr13] and probability [Eva01b, EL07, AZ01] . Here we consider the statisticals problems where the data points follow a multivariate Gaussian on local fields. As shown by Evans [Eva01b] , Gaussian distributions on K d display a tight link between orthogonality and independence. In general, d-dimensional K-Gaussians are parametrized by lattices in K d . These lattices are analogous to the covariance matrix of real Gaussians, with the Bruhat-Tits building for the special linear group SL d (K) plays the role of the cone of positive seimidefinite matrices. These properties allow solutions to statistical problems to be stated in terms of the geometry of the underlying lattices. In this paper we offer two such results, one on maximum likelihood estimation, the other on conditional independence of Gaussians on K d .
Theorem 1. Let X = {x 1 , . . . , x N } be a dataset of points in K d of full rank. Then there is a unique full-dimensional Gaussian G in K d that maximizes P(X|G), whose corresponding lattice is given by L X = span(X).
Theorem 2. Let X := (X 1 , . . . , X d )
T be a Gaussian vector in K d and I a proper subset of [d] . The maximal subsets J := {j 1 , . . . , j r } of [d] \ I such that X j 1 , . . . X jr are mutually independent given X I are the bases of an F q -realizable matroid with base set [d] \ I.
For simplicity we stated Theorem 1 with the full-rank assumption. Generalizations to the low rank case is discussed in Section 3. We also remark that the proof of Theorem 2 gives an explicit construction of the matroid.
One motivation for our work is the quest for the analogue of the Gaussian measure on the tropical affine space. In the recent years, this space has found fundamental applications in a diverse range of applications, from phylogenetics [YZZ17, LMY18] to social choice theory [EVDD04, Tra13] , game theory [AGG12] and economics [BK13, TY15] . Of the various ways to define a 'tropical Gaussian measure' [Tra18] , tropicalizing a Gaussian vector on a local field is the most theoretically attractive approach, for it opens up the possibility to formulate probabilistic questions in tropical algebraic geometry. We show that in dimension two, the tropicalization of such Gaussian measures is an interesting family of distributions which are in bijection with normalized supermodular function on the discrete cube {0, 1} 2 . We shall define the relevant terms in the text.
Theorem 3. Let K be a local field with module number q and valuation val. Let X be a non-degenerate Gaussian vector in K 2 with lattice Λ, and V := val(X) its image under valuation. Define φ Λ :
Then a function φ : Z 2 → R equals to φ Λ for some lattice Λ if and only if φ is the restriction to lattice points of a tropical polynomial P : R 2 → R given by
where c 00 = 0, and (2) c 00 + c 11 ≥ c 01 + c 10 .
In other words, P is supported on the discrete cube with supermodular coefficients.
Our paper is organized as follows. Section 2 reviews the essential background on Gaussian measures over local fields. Section 3.1 proves Theorem 1 and 2 and gives an algorithm to compute the defining lattice of a K-Gaussian. Section 3.2 proves Theorem 3. Section 4 discusses the structure of Bruhat-Tits buildings of the group SL d (K). We conclude in Section 5 with discussions on two major research directions. The first concerns the relation between Bruhat-Tits buildings and conditional independence statements. The second is the generalization of Theorem 3 to higher dimensions (cf. Example 20 and Conjecture 21). We hope that this work will fuel more investigations in the novel area of statistics over local fields.
Background
In this section we collect standard, essential facts about Gaussian measures over local fields. The study of such measures was pioneered by Steve Evans over a series of papers [Eva89, Eva93, Eva01a, Eva02, EL07, Eva06] and monograph [Eva01b] . For an extensive treatment on analysis over local fields, see [vR78, Sch84] .
A local field K is a locally compact, non-discrete, totally disconnected, topological field. Fix a local field K. Let K × be the set of all invertible elements in K. There exists a valuation map val : K → Z ∪ {+∞} which in turn defines an ultrametric norm |.| on K with values in {q m , m ∈ Z} ∪ {0}, where q = p c (for c ∈ N * and a prime number p) is the module number of K. Associated with K are the local ring R := {x ∈ K, val(x) ≥ 0}, its unique maximal ideal m = {x ∈ K, val(x) > 0} and the residue field k := R/m. Note that k is a finite field of cardinality q. For x ∈ R, we denote byx the image of x in k and for a vector v ∈ R d we denote byv ∈ k d the vector of the images of its entries in k. We also fix a uniformizer by choosing an element ρ ∈ K such that |ρ| = q −1 (or equivalently val(ρ) = 1).
Fix a local field K with module number q and valuation val. Let d ≥ 1 be a positive integer. Equip the finite dimensional vector space K d with the norm
We fix a set F of representatives of classes in R/m such that F contains 0 and all elements of F \ {0} are of valuation 0. We identify elements of k with their representative in F.
With these notations, elements in K have a unique power series representation.
There exists a unique integer n ∈ Z and a unique sequence (u k ) k≥n of elements in F such that:
There exists a natural definition of orthogonality on K d given as an analogue for Pythagoras' theorem in Euclidean spaces. As in the classical settings, orthogonality implies linear independence.
Definition 5. Let F = {x 1 , . . . , x n } ⊂ K d be a collection of vectors. We say that F is orthogonal if
F is orthogonal if and only if y 1 , . . . , y n are k-linearly independent in k d A matrix in R d×d is said to be orthogonal if its row vector are orthogonal. The set of such orthogonal matrices has a group structure as stated by the following corollary. An important consequence is that there is an analogue of a Gram-Schmidt process on K d , and a singular value decomposition for matrices over K.
d×n , there exist two orthogonal matrices U ∈ GL d (R) and V ∈ GL n (R) and a matrix D ∈ K d×n such that A = U DV and all off diagonal entries of D are zero.
, all compact R-submodules of K d are finitely generated, and thus are of the form A·R m for some A ∈ K d×m . In this paper we shall frequently use one of two canonical choices for A: an orthonormal form, and a lower triangular form.
Lemma 10 (Orthonormal form of a lattice). Let n ≤ d be an integer. K-lattices of rank n in K d are exactly those of the form ρ
Proof. Let L = A.R n be a rank n lattice where A ∈ K d×n . By Proposition 9, there exists a diagonal matrix
Conversely, sets of this form are obviously rank n lattices of K d .
Definition 11. Say that a matrix A ∈ GL d (K) is lower triangular if
is a power series in ρ that does not exceed the monomial ρ
Lemma 12 (Canonical form of a lattice). Let Λ be a lattice of rank d. There exists a unique matrix A ∈ GL d (K) such that A is lower triangular, and Λ = A.R d . Call A the canonical form of the lattice Λ.
Proof. We start by proving uniqueness. Let A and B be two matrices satisfying the conditions above. Since A and B represent the same lattice, each column vector of A is a linear combination with coefficients in R of the columns of B and vice versa. Thanks to the lower triangular form of A and B, the i th column of A is a linear combination of the columns indexed by i, i + 1, . . . , d in B with coefficients in R. By Defition 11, it follows that A and B have the same last column. Let 2 ≤ d, and suppose that columns indexed by j + 1, . . . , d in A and B are identical. We have again A jj = B jj thanks to the lower triangular form of A and B. The condition on the power series representation of A ij for i > j of Definition 11 allows us to conclude that the j th column of A and B are equal. Thus A = B and hence the uniqueness. As for existence, let Λ = A.R d where A ∈ GL d (K). We transform A to a lower triangular matrix A by multiplying on the right with elementary matrices (with entries in R) and permutation matrices which are all elements of GL d (R). Since orthogonal matrices stabilize the standard lattice
Using a suitable rescaling of the columns of A , we can transform A to satisfy condition the first two conditions of Definition 11. For any given 1 < j ≤ d, we can replace any column Q i,. with Q i,. − x.Q j,. where x ∈ R and still satisfy the first two conditions of Definition 11. Using this observation, we can eliminate terms that exceed ρ n i in the power series representation of off diagonal elements of A starting from the second row all the way down to the last one. The resulting A then satisfies the last condition of Definition 11, concluding the proof.
Parallel to Kac's characterization of classical Gaussians [Kac39] , Evans [Eva01b, Definition 4.1] defined the Gaussian measure on K d to be one that is invariant under orthonormal transformations. That is, say that a random variable X on K d has a centered Gaussian distribution if whenever X 1 , X 2 are independent copies of X, and A ∈ K 2×2 is a matrix with orthonormal columns, then
Evans completely characterized all non-trivial Gaussian measures on In other words, the law of each Gaussian on K d is completely specified by a lattice Λ. This is analogous to the classical case, where the law of each centered Gaussian in R d is completely specified by its covariance. We note that for Gaussians over a local field the mean is not well-defined [Eva01b] , so lattices in K d are indeed the central objects of the theory of Gaussian over K. Independence of K-Gaussians can also be stated in terms orthogonality of the rows of A. 
The likelihood of observing X assuming that the data coming from the Gaussian distribution with lattice L is given by
Our goal in the settings of Theorem 1 is to maximize the likelihood in terms of L. Note that this is equivalent to finding a lattice L that contains all the data points X and has minimal λ measure. The proof relies on the following result, which gives an expression for λ(L) in terms of its matrix representation.
Lemma 15. Let λ be the unique Haar measure on
Proof. By Proposition 9, there exists an orthogonal matrix U ∈ GL d (R) and a sequence
where λ 1 is the unique Haar measure on K such that λ 1 (R) = 1. Since orthogonal matrices do not change the measure we also have λ(
This concludes the proof.
Proof of Theorem 1. Define the lattice L X := span R (X). Since X is of full rank, L X is also full rank. Now let L be any other lattice that contains
The lattice L X maximizes the likelihood. Suppose that L X L by means of a basis change without loss of generality we can suppose that L = R d . There exists an orthogonal matrix U and a diagonal matrix
Then L X is the unique lattice that maximizes the likelihood. and define v i by f j i = q −v i and we define the matrix
. By Lemma 14.
{f j i : 1 ≤ i ≤ r} are othogonal ⇐⇒ the rows of C I indexed by J are linearly independent.
We then deduce that the desired conditional independence statements translate to linear independence of rows of C I over the residue field k, which is a finite field of cardinality q. The conclusion then follows.
In the case where X spans a proper subspace W X := span K (X) of K d we can define a Haar measure λ on W X and the likelihood function defined for every full rank lattice of
. The maximum likelihood estimate in this case is again L X := span R (X), and it is the minimal lattice with respect to inclusion amongst those that maximize the likelihood. 
We claim that there exists a map
Lemma 16. There exists a function φ Λ :
For the standard Gaussian on K d whose lattice Λ is a dilation of the standard lattice, then ϕ Λ (v) = min(0, C −v 1 , C −v 2 , 2C −v 1 −v 2 ) for some constant C. For general lattices, however, ϕ Λ has a nontrivial dependence on v. Theorem 3 spells out this dependence.
Proof of Theorem 3. Let X be a full-dimensional Gaussian in K 2 whose lattice Λ has canonical form Λ = ρ
where n 1,1 , n 1,2 ≤ n 2,2 are integers and x 1,2 is an element in K with valuation zero. Let V = (V 1 , V 2 ) be the tropicalization of X. For v = (v 1 , v 2 ) ∈ Z 2 , we have
The distribution of X|V 1 ≥ v 1 is the Gaussian distribution given by the lattice
so the probability P(V 2 ≥ v 2 |V 1 ≥ v 1 ) is given by:
Then ϕ Λ is the restriction to lattice points of the tropical polynomial P Λ given by (1), where c 00 = 0, c 10 = n 1,1 , m 01 = n 2,1 and c 11 = n 1,1 + n 2,2 . Since n 2,2 ≥ n 2,1 , it is easy to check that (2) holds. Conversely, suppose that φ satisfies the Theorem's hypothesis. One can reparametrize the coefficients of P to obtain the n i,j 's, and thereby form the lattice Λ.
(n 1,1 , n 2,1 )
(a) Regions of linearity of P Λ . Note that when n 2,1 = n 2,2 , the tropical variety of P Λ is the 1-skeleton of the normal fan of a square. In that case the two entries of X are independent and the probability distribution of V is just a product of two geometric distributions. When n 2,1 < n 2,2 , the rows of the lower triangular matrix are no longer orthogonal and thus the entries of V are not independent by Lemma 14. This induces a unimodular triangulation on the square and the tropical variety of the polynomial P Λ takes the shape described in Figure 1a .
Bruhat-Tits buildings
For classical Gaussians, the cone of positive semi-definite d×d matrices is the parameter space for Gaussians on R d up to scaling. For K-Gaussians, the role of covariance matrices is taken up by lattices in K d , and the analogue of the positive semidefinite cone is the Bruhat-Tits building for the group SL d (K). We briefly recall some definitions. For a reference on buildings, see [AB08] .
Let L 1 and L 2 be two full rank K-lattices in K d . We say that L 1 and L 2 are equivalent if there exists a scalar c ∈ K × such that L 1 = cL 2 . This defines an equivalence relation on the set of full rank K-lattices in K The following result relates adjacent cells of the Bruhat-Tits building with the matrix representations of the corresponding lattices.
Proposition 17. Let S be the set elements c.P such that c ∈ K 
Then there exist two invertible matrices U and V in R d×d such that ρA = cBU and cB = AV . Then V U = ρI and ρV −1 = U ∈ R d×d . We have then
Conversely we can easily obtain the inclusions
Example 18. The building B 2 (Q p ) is an infinite tree with degree p+1. Here is a drawing of the building B 2 (Q 2 ). Since the set S in Proposition 17 gives a certificate of adjacency for any pair of vertices, all vertices of B d have the same degree, which is given explicit by a formula below.
is an infinite graph of uniform degree deg(B d (K)) which only depends on the dimension d and the cardinality of the residue field k (the module of the field K) and we have:
where q = |k| is the cardinal of finite field k.
Proof. As remarked above, the degree is the same for all vertices if it is finite. Let C be a class of full rank lattices which is adjacent to the standard lattices class I = [R d ] (with C = I). Then, there exists a unique representative Λ of C such that ρ.R d ⊂ Λ ⊂ R d . Let A be the canonical matrix associated with Λ. We consider A ii = ρ i the diagonal coefficients of A and = ( 1 , . . . , d ). Since Λ ⊂ R d , we have A ∈ R d×d so all entries of A have positive valuation. The inclusion p.R d ⊂ Λ implies that all vectors of the form p.e i are R-linear combination of the columns of A. That means that i ∈ {0, 1} and then by simple a argument using condition (C) and the fact that A has positive valuation entries we get:
Notice that thanks to the last two conditions we an additional condition on which is = 0 and = 1 (otherwise we would have C = I). Conversely, one could easily check that a matrix A that has positive valuation entries, satisfies condition C and the properties in (3) defines a lattice class that is adjacent to I. The residue field k being finite, there is a finite number of matrices satisfying both condition C and (3). This proves that the degree of B d (K) is finite and also gives a way of computing it. Using conditions (3) and the fact that = 0 and = 1, we have:
Summary and open questions
This paper investigates statistical problems over local fields. We provided theorems on maximum likelihood estimation, conditional distribution, and distributions of tropicalized Gaussians. A major research question is to relate the building B d (K) with statistical questions on Gaussians in K d , such as conditional independence. Another direction is to generalize Theorem 3 to d ≥ 3. For a given lattice Λ, one can express it in canonical form and repeatedly condition on the values of v 1 and v 2 to compute an explicit expression for ϕ Λ . We demonstrate this with an example. Extensive computations in K 3 led us to Conjecture 21 below. We can compute the coefficients c I for I ⊂ [3] and |I| ≤ 2 using the proof of Theorem 3 and all that is left is to compute the coefficient c 1,2,3 . The computation of ind(Λ) gives us the region of linearity of P Λ corresponding the monomial c 1,2,3 − v 1 − v 2 − v 3 and in this case it is the orthant O 3,3,2 := {v ∈ R 3 , v ≥ (3, 3, 2) T }. Using the coefficients we already computed we can then deduce c 1,2,3 .
We eventually find that :
The support of P Λ is the unit cube {0, 1} 3 , with supermodular coefficients given by Furthermore, the coefficients of P V induces a regular subdivision of the cube consists of edges parallel to e i or e i − e j for i, j ∈ [d], i = j.
