A dataset of socioeconomic, demographic and geographic data for US counties (N≈3,100) was created by merging data from several sources. A suitable subset of 31 socioeconomic indicators were chosen for analysis of which 3 were excluded for being redundant with other variables. Factor analysis revealed a clear general socioeconomic factor (S factor) which was stable across extraction methods and different samples of indicators (absolute split-half sampling reliability = .85).
Introduction
Introduce the reader to the topic...
Data
To analyze inequality and correlates among US counties, several datasets were combined:
1. Measure of America's county data covering 2009-2010. http://www.measureofamerica.org/download-agreement/
The first contains the population proportions by SIRE as well as a number of socioeconomic variables. The second contains a large number of health-related variables as well as other socioeconomic variables. The third contains geographic information for the counties, including latitude and longitude which was needed for the spatial analysis and for environmental models. The fourth contains very detailed population data, but was chosen because it included a median age variable which would otherwise have to be estimated from age band variables.
The fifth dataset contains climatological data (precipitation, mean/min/max temperature) and other data (including geolocation) for weather stations in the US (N ≈ 8400). However, the data are not available in an easy to use format (e.g. csv), so I had to download the data automatically using a script.
2 Each station was then linked to the nearest county using distance calculated from the geolocation variables, and the data were averaged across stations for each county. This resulted in most counties having climatological data available (N=2914). This is almost the same method employed by Deryugina and Hsiang (2014) .
Together, the datasets contains hundreds of variables many of which are of a socioeconomic nature. To extract an S factor, it is necessary to choose a subset of these for analysis. I chose a subset of variables based on three principles: 1) it must be an important socioeconomic outcome, 2) it must not be strongly dependent on local geography, and 3) the overall balance of variables should not be strongly skewed towards a particular domain. Others would likely have chosen somehwat different variables. The effect of the choice of indicators is examined in Section 3.5.
S factor analysis

Missing values and imputation
There were some missing data the distribution of which is shown in Figure 1 . Almost no cases had more than 10 missing values. One could perhaps input the data for the cases with up to 20 missing datapoints, but these cases would be missing 67% of the data. Instead, I excluded cases with more than 10 missing datapoints. The missing data for the remaining cases (N=2127) were imputed using the irmi function from the VIM package for R with no noise component (Templ, Alfons, Kowarik, & Prantner, 2015) . The function uses robust methods so that the imputed values are sensible even in the case of outliers (Templ, Kowarik, & Filzmoser, 2011) .
Redundancy analysis
Datasets of socioeconomic variables often contain variables that are perfectly related to each other, such as proportion of high school graduates and proportion of non-high school graduates. Including both variables can cause problems and in effect give double weight to one aspect of inequality. To counteract this, an algorithm was used that excludes variables until no pair of variables correlate (positively or negatively) above a specified cutoff. The cutoff used in all previous S factor studies is .90 which was also used in this study. This resulted in 3 variables being excluded: 2 educational attainment variables out of 4 initial, and 1 poverty variable out of 4 initial.
Extraction stability across methods
There are multiple methods to estimate factor loadings and to calculate factor scores from loadings. Sometimes, the results differ dramatically between these settings. If researchers do not examine whether the results are stable across factor extraction and scoring methods, they may be misled (Kirkegaard, In review) . To guard against this, I extracted the first factor using all combinations of factor extraction and factor scoring methods available in the fa function in the psych package for R (Revelle, 2015) . After this, the factor scores were correlated to examine stability. The scores were very stable across methods with a mean correlation of 1.00. The scores from least squares (minres) and Bartlett's scoring methods were saved for further analysis.
Primary factor analyses
Before factor analyzing the data, there are three questions with regards to extraction that was not already covered. I treat these as parameters and run the analyses for all possible parameter values.
First, one can extract the factor using weighted or unweighted analysis. When one uses weights, a weighted of weighted correlations is used as the basis of the analysis. Second, whether to use interval or rank-ordered data. Sometimes, variables have very non-normal distributions or non-linear relationships that violate the assumptions behind correlations and hence factor analysis. One can counteract this to some degree by first converting the data to rank-ordered form. This loses some information because the distances between data points are set to be equal. Third, whether to correct the variables for age. There are fairly large differences in median between counties. Both age and cohort (which are confounded in cross-sectional data) have effects on some variables, such as educational attainment. One can attempt to control for this by regressing out the effect of age. Since I expect that the age ~ variable relationships may be non-linear, I used local regression (LOESS, (James, Witten, Hastie, & Tibshirani, 2013) ), which is a kind of moving average function capable of capturing nonlinear relationships. A model for each S indicator was fit with that as the outcome variable and with median age as the predictor, and the residuals saved for further analysis. Figure 2 shows the factor loadings across the 8 analyses.
A clear S factor can be seen, with no important indicator loading 'in the wrong direction'. The results were very stable across parameters values (all factor congruence coefficients were 1.00). The violent crime variable only had a moderate negative loading (-.40) which is strange because violent crime is usually a strong correlate (Beaver & Wright, 2011; Kirkegaard, 2014a Kirkegaard, , 2014b Kirkegaard, , 2016 .
Stability across choice of indicators
Most previous studies of both the general factor of cognitive ability (g) and S have found that they tend to be similar when extracted from different indicators, which is known as the indifference of the indicator (Jensen, 1998; Johnson, te Nijenhuis, & Bouchard, 2008; Kirkegaard, In review, 2014c; Major, Johnson, & Bouchard Jr., 2011; Thorndike, 1987) . As mentioned earlier, it is usually possible in an S factor analysis to pick other socioeconomic variables to use. For this was, I devised a method for quantifying how large the effect of indicator sampling is. The method consists simply of dividing the indicators into two sets at random, extracting the first factor in each set independently, and correlating the scores. This process is then repeated a large number of times to obtain a stable result. Figure 3 shows the results for the current dataset using 500 replications.
Figure 2: S factor loadings across parameter values.
We see that the scores were generally very similar when they were extracted from different sets of indicators. The mean correlation was .86.
Self-identified race/ethnicity and S
Self-identified race/ethnicity (SIRE) is a well-known correlate of S indicators (i.e. socioeconomic outcomes) in general and S in particular (Fuerst & Kirkegaard, 2016a) . Previous studies of the relationship between SIRE and S in the US at the state-level have found somewhat conflicting results. While there are usually moderate to strong negative relationships between the Black% (percent of the population that is Black/African American) and S indicators and moderate to strong positive relationships between European% and S indicators, in some controlled analyses the relationship can disappear or even reverse in direction, while in others it remains substantial after control (Fuerst & Kirkegaard, 2016b; Pesta, 2016) . The unstable results may be due to aggregation effects (lack of ergodicity), that is, analyzing the data at too high level. Since counties are at a lower level of aggregation than states and are much more numerous (ca. 3,100 vs. 50), then if the odd results at the state-level are due to aggregation effects that happens at the state-level, it should not be present when the data is analyzed at the county level. ) and S using LOESS. I only plot the fitted values because plotting all the points would be chaotic (the plot with the points can be found in the supplementary materials).
3 White includes only non-Hispanic Whites as is common practice. Other includes persons with two or more races. There are clear non-linearities, so using plain correlations would not be very telling. In general, however, we see that White and Asian SIRE is associated with higher S up to a point. The dip for White at the end is not a coincidence. The counties that are nearly 100% White are mainly rural areas that span a wide range of S levels. As we shall see later, the dip is expected based on cognitive ability level stratification. Black, Hispanic and Amerindian are clearly associated with lower S, as expected and only show small deviations from linearity at the low percents. The odd patterns for Asian and Other are hard to make sense of and the wide error bars indicate that they may be a coincidence.
Multiple linear regression with SIREs
Since the SIRE variables must sum to 100%, taken together, the variables are perfectly linearly dependent and thus cannot all be included in a regression model. However, it is possible to include some of them and leave others out. As was done in prior analyses (Fuerst & Kirkegaard, 2016a; Kirkegaard & Fuerst, 2016) Because some of the models give nonsensical results
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, it is best to use robust statistics (medians, median absolute deviations). Looking at these we see much the same results as we saw in Figure 4 : White% and Asian% are associated with higher S, Black% and Amerindian% are associated with lower S. Hispanic% had only a weak negative beta with a large MAD and Other% was about 0.
In contrast to earlier findings (Fuerst & Kirkegaard, 2016a; Kirkegaard & Fuerst, 2016) , using more than one SIRE predictor did improve the predictive validity. The best single predictor model is Black% which has an adjusted R 2 of .27, but the multi-predictor models had values of .50. It is somewhat suspicious that they all had .50 exactly. The numbers were not identical to the last digit, but they were close.
Trying all the models and picking the best by some model fit indicator tends to result in overfitted models (James et al., 2013) . LASSO regression gets around this problem by systematically shrinking parameters towards 0. This results in simpler models that are more likely to have predictive validity in a new sample. LASSO regression, however, has a random component, so results are not identical across runs. I ran it 500 times and summarized the results, which are shown in Table 3 . LASSO regression generally confirmed the findings from before, namely that White% and Asian% were positive predictors, while Black% and Amerindian% were negative predictors. It found no effect of Hispanic% and Other%, similar to their weak and null values before. I will hence refer to the model with White%, Asian%, Black% and Amerindian% as the best model.
SIRE homogeneity
Previous research has found very mixed results with regards to the effects of diversity (Eagly, 2016; Meer & Tolsma, 2014) . It is possible to construct a measure of SIRE homogeneity (the opposite of heterogeneity/diversity) with the data using what is often called Simpson's index. This is the chance that two randomly two units will belong to the same group, and is a measure of variation for nominal data that is bounded between 0 and 1 (least and most homogeneous with regards to SIRE). Figure 5 shows a LOESS plot of the relationship between homogeneity and S.
SIRE homogeneity has a non-linear relationship to S. The lowest S is found at both mid levels of homogeneity (around .5) and very high levels (close to 1). The latter part is presumably connected to the dip of White% in Figure 4 .
The odd pattern may be due to confounding with SIRE variables. To test this, one can again try all the models with OLS (ordinary least squares) and LASSO. Tables 4 and 5 show the summary statistics for the models. The SIRE results are simiarly to the previous results and the results for SIRE homogeneity were slightly negative, but close to 0. Thus, no (linear) effects of diversity could be seen for S.
It is possible that it has non-linear effects that persist after taking SIREs into account. To investigate this, I used the best reported model for S using the SIRE predictors according to LASSO regression (White, Black, Asian, Amerindian as predictors), then extracted the residuals. Figure 6 shows the relationship between the residualized S scores and SIRE homogeneity.
There was a somewhat non-linear slight negative relationship, as seen before the residualization, but weaker. It is difficult to come up with a plausible causal model for the pattern.
The top 100 counties
Another way to look at the data is to consider the top 100 counties for S. We see that some SIREs are over-represented while others are underrepresented. One can derive a specific prediction for these values based on cognitive stratification based on cognitive ability (CA).
Since the top 100 counties have a mean S of 1.94 and S has a correlation to CA of perhaps .60 at the individual level (Strenze, 2007) 5 , the top 100 counties group should have a mean CA score of 1.94 * .6 = 1.18 Z, or about 117 IQ. If we know the mean CA levels of the SIRE groups, we can then roughly estimate what the proportion should be if the S stratification is solely due to CA. The calculation goes as follows:
1. Find the CA threshold so that the persons above that have a CA mean of 117, given the SIRE's mean level of CA. This can be approximated by simulating data, subsetting the persons above a threshold and calculating their mean CA. If it is too low, increase the threshold a little and try again. If it is too high, decrease the threshold a little and try again. Repeat until a threshold value is found gives the desired mean above the threshold.
2. Calculate the proportion of each SIRE that is above their threshold, assuming normal distributions and equal standard deviations.
3. Calculate the number of persons above the threshold given the total population percent and the proportion above the threshold, then normalize the data so that they sum to 100 (by dividing by the sum). This is the expected percentages in the top 100. This is a rough estimate because it relies on assumptions of perfect normality of the distributions of cognitive ability in each group, equal standard deviations, known mean levels of and entirely linear effects of CA on S. If any of these assumptions are off, the estimate will be off as well.
After one has arrived at the estimate, one can compare it to the observed value and note the discrepancies. Table 7 shows the results and the assumptions. It can be seen that the model underestimated the number of Blacks and Hispanics in the top 100 counties by large amounts (47% to 64%). This is possibly due to using too low estimates of mean CA for the groups. One could mathematically fit the values to obtain an optimal solution, but since the search space is fairly small, it is a matter of simple trial and error to find reasonable values. Using the values 100, 92, 95, 105, 89, 98 for Whites, Blacks, Hispanics, Asians, Amerindians and Other, respectively, produced errors that were <10% in all cases. These values are unrealistically high (Fuerst, 2014; Roth, Bevier, Bobko, Switzer, & Tyler, 2001) , but it is possible that the means of Blacks and Hispanics are higher than those assumed by the model in Table 7 .
Another option is that there is something about Blacks and Hispanics that result in them having higher S than expected. It could be personality traits that compensate for their lower CA. So far, no candidates for such traits have been found to my knowledge and the most obvious ones show no appreciable differences (Tate & McDaniel, 2008) . Affirmative action (overt race discrimination in favor of protected groups) substantially favors Blacks and Hispanics in hiring and enrollment decisions (Perry, 2015) , so it is probably part of the explanation.
Environmental predictors of S
Some have argued that the contemporary climate and geography has causal effects on cognitive ability and socioeconomic outcomes (León, 2015; León & Burga-León, 2015; León, 2016; Deryugina & Hsiang, 2014) . Proponents of such theories have analyzed national-level or US state-level datasets but few have analyzed county-level data to my knowledge. The study by Deryugina and Hsiang (2014) is especially convincing. They used a multi-year dataset of daily temperatures for US counties estimated in the same way as in the current study. Then they looked at the years where a given county had many warm or cold days relative to the other years. This method thus controls for all fixed effects of the counties such as ethnoracial composition and geospatial location. If temperature has a causal effect, it should show up in this repeated measurement design and it did. The relationship was non-linear in the expected ways: both very warm and very cold days had a negative impact on income per capita. Furthermore, the result held across a number of controls such as taking into the effect of temperature on neighboring counties. Most convincingly, they found that temperature had large effects on weekdays and small, even reversed effects on weekends.
I do not have daily temperature data or yearly S data, so the method used by Deryugina and Hsiang cannot be used on the present dataset. Thus, I will use more traditional regression methods.
Linear regressions
The studies by León and our own previous studies all modeled the effects of climatological variables as being linear (Fuerst & Kirkegaard, 2016a , 2016b Kirkegaard & Fuerst, 2016; León, 2015 León, , 2016 León & Burga-León, 2015) . This is probably a bad idea given the results obtained by Deryugina and Hsiang. However, since most models estimated are linear, it is worth also doing the linear regressions for comparison purposes. Because OLS tends to overfit, the same predictors were examined using LASSO regression (500 runs). Table 9 shows the summary statistics. We see that LASSO regression agreed that the SIRE variables were useful and that precipitation was useless, but that it disagreed with OLS with regards to the status of elevation which OLS found to be useful while LASSO did not. The status of temperature was unclear in LASSO regression, being redundant in 45% of the runs and having a very small beta when it was not. The geospatial variables were also found to have only have small betas in LASSO regression.
The geospatial variables are causally antecedent to the climatological variables (mean temperature cannot cause longitude). Thus, it would make more sense to model the data in a way that takes into account this relationship between the predictors. This was done via path analysis fitted with the lavaan package (Rosseel et al., 2015) .
6 Figure 7 shows the path model with the estimated paths.
We see that the effects of the SIREs are similar to before with Asian% and White% both being stronger than what OLS and LASSO regression found. The four environmental variables also has positive paths as before and precipitation had around 0.
6 I additionally used the survey and lavaan.survey packages to allow for weighted path analysis (Lumley, 2014; Oberski, 2015) . 
Non-linear effects of temperature
How non-linear are the effects of temperature in the present dataset? Figures 8 and 9 show the LOESS fitted lines for the relationship between annual mean temperature, and S and S residualized by the SIRE variables, respectively.
We see that temperature has strong non-linear relationship to S, both when it has been residualized by the SIRE model first and when it has not. Thus, it should probably be modelled using a model that allows for non-linear relationships. The method used by Deryugina and Hsiang was to discretize the temperature data and treat each bin as a level in a categorical variable. This allows for the non-linear effect to be seen. The same method was used in the present study. 10 equal sized bins were used. This was used instead of equal ranged bins (the default) because the data were not normally distributed and using equal ranged bins resulted in bins having very few (<10) cases. Table 10 shows the beta coefficients. We see that the SIRE variables' betas were generally unchanged. The strange non-linear pattern seen in Figure 9 was repeated in the beta values, namely that there was a steep decline in the betas beginning around temperature = 10-12 Cº.
Non-linear effects of all environmental predictors
Given the non-linear effects of temperature, we might wonder about the other environmental predictors. Do they also show non-linear effects? To investigate, all the environmental predictors were discretized into 10 bins the same was temperature was before and entered into a regression model. Because it can be difficult to get an overview of the important of variables when presented with every level, one can conduct an analysis of variance and than extract the eta squared for each predictor. This is the amount of variance attributeable to that predictor across all levels. Table 12 shows this for the model above. We can now more clearly see that results indicate that White%, Black% and Asian% are important predictors while the others including Amerindian% were not. The reason why Amerindian% does not explain much variance is presumably that there is not much between county variance in Amerindian%. Together, the SIRE variables explain 50% of the variance and each environmental variables including their non-linear, overfitted effects explained 10% of the variance.
Predictor Eta
To explore how large the effect of overfitting was, LASSO regression was run with the discretized environmental predictors as well as the primary SIRE variables. Table shows the summary statistics.
Spatial patterns in the data
As noted in our earlier analysis of S in the US at the state-level (Fuerst & Kirkegaard, 2016a) , counties are units that have a spatial position. Usually, this means that cases that are located close to each other are similar which is called positive spatial autocorrelation. Figure 10 illustrates the concept.
Standard statistical methods assume that error terms are not correlated in any meaningful way, but with spatial autocorrelation in the data, the error terms (residuals) of nearby cases can become correlated, which has the effect of biasing some model estimates (Gelade, 2008; Hassall & Sherratt, 2011 ).
Hassall and Sheratt (2011) proposed the following strategy for handling the problem which I will also follow:
1. Calculate spatial autocorrelation measures for the primary variables.
2. If step 1 indicates a sizable amount of spatial autocorrelation in the primary variables, then fit the models of interest and save the residuals. Calculate spatial autocorrelation measures for the residuals.
3. If step 2 indicates that there is a sizable amount of spatial autocorrelation in the residuals, then control for spatial autocorrelation using specific spatial models
Measured spatial autocorrelation in the data
The latitude and longitude of each county was available and with those one can calculate measures of Figure 10 : Illustrations of spatial autocorrelation (Radil, 2011) spatial autocorrelation (SAC). The most commonly used method is Moran's I, but there are also others such as Geary's C, the Mantel test and k-nearest spatial neighbor regression (KNSNR) correlation (Radil, 2011; Kirkegaard, 2015) . Of these, only the KNSNR correlation has a simple intuitive meaning. It is the correlation of predicted values for cases based on their k nearest neighbors with the observed values for the same cases. It is a direct measure of how well one can predict the value of a given case by only looking at its neighbors.
However, KNSNR is special because one must choose a value of k. The value of k specifies the reach of the neighbor effects. To estimate what a good value of k would be, I calculated the KNSNR correlation for k = 1-30 shown in Figure 11 .
As was observed in the other studies, a value of k around 3 seems optimal. In fact, k=3 produced the highest correlation across all variables. Thus, k=3 was used for the remaining analyses.
I have implemented three of the SAC measures in a convenient function for R and this was used to measure SAC for each variable. Table 13 shows the results. 
SAC in model residuals
Since the primary variables showed high levels of SAC, SAC should be measures in the model residuals as well. If these show high amounts of SAC, then there are spatial patterns in the data that cannot be accounted for by the predictor variables.
I used the best model with SIRE predictors identified earlier (White%, Black%, Asian% and Amerindian% as predictors) and S as the outcome. Then residuals were saved and analyzed for SAC. Unexpectedly, we see that the residuals shows about the same level of SAC as did the S scores. In other words, apparently, the model could not explain the similarity of cases that are located near each other. This would be an obvious result if the model did a poor job of explaining the data, but in fact the adjusted multiple R is .71.
Controlling for SAC
Since was still strong SAC in the residuals, the model assumptions underlying OLS regression are violated (correlated errors). We can try to correct for this by using an explicit spatial method. There are multiple ways to explicitly control for SAC, but they make different assumptions. Hassall and Sheratt (2011) use a method called spatial eigenvector mapping. Unfortunately, they used an external application to perform this analysis and I have not been able to find a suitable implementation in R. To control for SAC, I developed two other methods: one based on KNSNR and one based on spatial local regression (Kirkegaard, 2015) .
The idea with the first is to first predict the values of each case using the neighbors' values. One can either enter these as predictors in a model along with the predictors one's interested in, or use the them to partial out the spatial pattern in the dependent variable and use the residuals of this as the new dependent variable. The first variant can be problematic when the SAC is strong and the predictors are good at predicting the dependent variable because this means that the model will have a high multicollinearity.
The idea with the second is combine the ideas of spatial statistics and local regression. Since the SAC has to do with the overall pattern in the data, we can effectively minimize the problem by looking at very small subsets of the time one at a time. Specifically, for each case, we find its k nearest neighbors and fit the model there and save the results. The data are then aggregated in the end to produce an overall SAC-controlled estimate.
For KNSNR, k=3 was chosen in accordance with the findings in Section 7.1. The partial correlation method was employed, i.e. all variables had SAC partialed out. For SLR, one cannot pick k=3 because there are 4 (5 with intercept) predictors in the model and OLS requires that the number of cases is at least equal to the number of predictors. I chose the smallest value of k that did not result in any errors, k=6. This is still fairly small so the correction should still work alright. It can be seen that the betas were much the same before and after correction with the exception of Black%, which was reduced about 40%.
Multilevel analyses
Counties are located within states which are in turn located inside the US. This hierarchical nature of the data can result in correlated errors for the same reason that SAC can. This can be accommodated using models designed to analyze such data variously called multilevel or hierarchical models. Other features of the dataset can also be analyzed at different levels by aggregating the dataset to the statelevel or performing analyses in inside each state.
Stability of the factor structure across levels
The factor structure of S reported in Section 3, but may not be similar to that found at the lower levels. It is possible that when subsets of the data are examined, there is no general factor at all, and that the S factor that appears when all the data are analyzed is due to state-level effects. There are three ways one can examine the data: First, analyze all the counties in one factor analysis. This is what was done earlier. Second, split the counties into sets based on states and run the factor analysis in each subsample. Third, split the counties into sets based on states, calculate an average of each S indicator and then factor analyze the data. This would be the same as analyzing the data at the state-level.
Factor analysis of counties by state
Because some states had too few cases for factor analysis to work, only the states where there were no extraction errors were included (N=37). The loadings of each analyses were then extracted and compared using congruence coefficients (Lorenzo-Seva & Ten Berge, 2006) . Figure 12 shows a density-histogram of the congruence coefficients.
As can be seen, the factor congruence coefficients were very strong, especially considering that many states only had a few counties (e.g. ). Thus, if one were to somehow control for the sampling error 7 , the factor structure would possibly be perfectly identical across states.
Factor analysis at the state-level
There have already been published two large S factor analyses of US states, so carrying out another may seem redundant. However, they used different variables, and the structure at the state-level may not mirror that found when all the counties are examined together. To examine this, I calculated the weighted mean of each S indicator within each state using the county populations, and then factor analyzed the aggregated data. Figure 13 shows the results with the factor analysis from the county-level as comparison.
7 I note that talking of sampling error assumes that we are trying to sample some larger population. Of course, we already have the entire population (there are no more counties to add to the dataset). However, in a sense, there could have been more and if there were more, natural random variation would not affect the similarity of factor structure so much.
Figure 12: Density-histogram of congruence coefficients. The vertical line is the mean value (.87). N=630
They loadings are nearly identical across levels. The congruence coefficient is .98.
Multilevel regression with SIREs
In Section 4.1, we saw that in the best model, White and Asian had positive betas while Black and Amerindian had negative betas. It is possible, however, that these values arise from some aggregation effect. To examine whether this was the case, the same model were fit within each state. Table 16 shows the summary statistics for the model betas. Due to the small (too small) size of some states in terms of counties, some nonsensical betas were obtained.
White Black Asian Amerindian
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These throw off the standard measures (mean and sd), so it is important to focus on the robust statistics (median and mad). These show that the usual pattern of results when found when the data were analyzed in this way. If anything, they were somewhat stronger.
Discussion and conclusion
In general the results were not surprising. The more Whites and Asians in a county, the higher the S score of that county. Reversely, the more Blacks, Hispanics or Amerindians, the lower S score. These are the expected findings based on the already existing knowledge of individual-level, state-level and country-level socioeconomic outcomes (Fuerst & Kirkegaard, 2016a) . Perhaps unexpectedly, SIRE homogeneity was found to have non-linear but generally negative effects in both single (correlation) and multiple regression analysis. This is due to counties with very high White% that have low S scores. I doubt the effect is causal but instead reflects the history of these areas. For this reason, this variable was not included in the best model used for the later analyses. The multilevel analyses generally found the that the results held when the models were examined within each state.
The spatial control analyses found that the effects of SIREs were not spurious causes. There is some simulation evidence that suggests that these methods work in the sense that when used on relatively simple datasets where SAC has been added, the control methods are able to distinguish between true and spurious causes (Kirkegaard, 2015) . However, these methods are experimental and in need of more extensive testing. For this reason, these result should not be seen as final for this dataset.
There are cognitive ability data by county based on the Add Health dataset (Beaver & Wright, 2011) , but due to unfortunate restrictions on data sharing it was not possible to obtain them. 9 For this was, I was unable to test whether cognitive ability mediated the relationship between SIREs and S (Fuerst & Kirkegaard, 2016a ).
The present study relied on self-identified race/ethnicity, not genomic estimates of racial (biogeographical) ancestry. If one is interested in the effects of racial ancestry on S, this has several problems. First, some SIRE groups consist of persons of mixed ancestry. For instance, Hispanics are of (mostly Iberian) European, Amerindian and sometimes African ancestry (Bryc, Durand, Macpherson, Reich, & Mountain, 2015) . Second, members of the same SIRE living in different areas vary in their genomic ancestry. For instance, Blacks living in Alabama have less European ancestry than Blacks living in Washington (17% vs. 30%, based on 23andme.com customer data; (Bryc et al., 2015, Table  S2 )). A previous study has shown that within SIRE variation in racial ancestry is related to outcomes in mostly consistent ways at the state-level (Kirkegaard & Fuerst, 2016) . If it is possible to obtain genomic estimates of racial ancestry by the county, the effects at the county-level should also be examined.
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