In this paper, single stage stochastic programs with ambiguous distributions for the involved random variables are considered. Though the true distribution is unknown, existence of a reference measureP enables the construction of non-parametric ambiguity sets as Kantorovich balls aroundP . The resulting robustified problems are infinite optimization problems and can therefore not be solved computationally. To solve these problems numerically, equivalent formulations as finite dimensional non-convex, semi definite saddle point problems are proposed. Finally an application from portfolio selection is studied for which methods to solve the robust counterpart problems explicitly are proposed and numerical results for sample problems are computed.
Introduction
In this paper, a general framework, that can be used to deal with model uncertainty in stochastic optimization models, is developed. More specifically the aim is to robustify single stage stochastic optimization models with respect to uncertainty about the distributions of the random variables involved in the formulation of the stochastic program.
The paper extends work that was done in [28] to a more general setting. We consider the following stochastic programming problem sup x∈R m F (x, P ) s.t. G(x, P ) ≤ 0 H(x) ≤ 0,
where P is an element of P(R d ) the set of probability measures on R d , F : R m × P(R d ) → R is concave in the first variable and linear in the probability measure P , the function G : R m × P(R d ) → R is convex in the first variable and H : R m → R is a convex function.
If the measure P is known and the involved functions are nice the above problem can be solved either explicitly or at least numerically, thus yielding a solution x which takes the statistical uncertainty about the random variables in the problem formulation into account. However, in many practical situations the measure P is not known exactly. It is known that many stochastic programming problems are very sensitive to changes in the underlying distributions of the random variables (see [25] or [11] ). Therefore it is reasonable to consider robust versions of problem (1), i.e. to introduce a so called ambiguity set B ⊆ P(R d ) which represents the ambiguity about the real measure P . More precisely it is assumed that (with high probability) the real measure P is an element of B.
Given B, the robust counterpart of (1) that is considered looks like sup x∈R m inf Q∈B F (x, Q) s.t. G(x, Q) ≤ 0, ∀Q ∈ B H(x) ≤ 0.
Note that the robustness is achieved by a worst case approach in the objective function as well as in the constraints. However, we work with an ambiguity set B which usually is relatively small in comparison to P(R d ), and the worst case is relative to this set. Like in [28] we construct the ambiguity sets as Kantorovich neighborhoods of the empirical measureP n (constructed from a sample of size n), wherê
In specific, we set
where d r K is the so called Kantorovich (or Wasserstein) metric for probability measures defined as 
where u − v 1 = i |u i − v i | (see [21] for a short introduction to the subject of probability metrics and [29] for an extensive review). Here, we will work with r = 1. The space (P(C), d
1 K ) is a compact, separable, complete metric space for a compact set C ⊆ R d . The topology on (P(C), d 1 K ) is the weak (star) topology induced by the continuous functions on C. In the terminology of [6] the problem with P =P serves as the nominal or baseline instance of the problem, while the ambiguous counterpart is the robustified version, where quantifies the degree of ambiguity in the model.
The purpose of this paper is to solve problem (2) with B = B (P ) without further assumptions. The formulation (2) suffers from the drawback, that it is numerically intractable for the following three reasons:
i. The problem (2) has infinitely many constraints.
ii. The solutions of the problems (2) are elements of an infinite dimensional space (together with (i) this makes the problem infinite).
iii. The problem (2) is not a standard optimization but a maximin problem. Finding a solution involves finding a saddle point of the objective function, which usually is harder than finding a maximum or a minimum.
Methods to treat problems (i.) and (iii.) were already developed and tested in [28] . The focus of the current paper is therefore problem (ii.) and the integration of the results in the already existing framework. The paper is organized as follows: in Section 2 we give an overview of papers that deal with problems in similar settings, Section 3 is concerned with the reformulation of problem (2) in such a way that it becomes numerically tractable, in Section 4 the framework is applied to a concrete robust portfolio composition problem and in Section 5 numerical results for this particular problem are discussed. Section 6 concludes the paper.
Overview over existing literature
There exists a large and fast growing literature which deals with similar problems as discussed in this paper. The first papers dealing with subject are works by Dupačová (see [15, 16, 17, 39] ) and more recent works include [9, 10, 19, 18, 22, 26, 28, 33, 34, 37] . A comprehensive summary is beyond the scope of this paper, we therefore briefly discuss a few of the mentioned papers, which are in some sense similar to the approach taken here.
The approaches proposed up till now use strong conditions on B to keep problem (2) computationally tractable. In [22, 37] for example a classical mean-risk portfolio composition problem is studied and it is assumed that the set B consists of normal distribution that are in some sense close to the normal distribution with empirically measured mean and variance. However, the assumption of normality of asset returns -though wide spread in the literature -received criticism based on empirical evidence (see for example [1, 20, 31] ).
In [33] the authors assume the ambiguity set to be of the form B = {P ∈ P : P 1 ≤ P ≤ P 2 } where P 1 and P 2 are given measures and P ≤ Q iff P (A) ≤ Q(A) for all Borel sets A and show that under these conditions a problem similar to (2) can be solved efficiently. In [6, 7] different types of finite dimensional robust problems with more general structures of the ambiguity set (referred to as ellipsoidal uncertainty) are solved. However, since the problem of an infinite dimensional decision space does not arise in these works and the core technique is to get rid of infinitely many constraints by dualization techniques and subsequent reformulation to a definite problem, it is questionable whether this approach would still yield meaningful results in general metric spaces and for general convex functions.
In [9] the ambiguity sets B are constructed as measures with Kullback-Leibler distance less than to the empirical measureP n . The Kullback-Leibler distance between two discrete measures P and Q is defined as
where p i and q i are the probabilities of the points under the measures P and Q respectively. The definition immediately implies that only those measures can be compared that have the same atoms (to be more precise the measures Q and P have to have common atoms x i ). This in turn implies that all the measures that can be included in B are measures with atoms identical to the empirical distribution. We will discuss the shortcomings of this approach below. Also note that d KL does not reflect the impact a change in the distribution has on classical probability functionals. To see this consider two points x 1 , x 2 and two discrete distributions P , Q on these points with P (x 1 ) = , P (x 2 ) = 1 − and Q(x 1 ) = 1 − , Q(x 2 ) = , then
Note that the distance between P and Q is not dependent on the location of x 1 and x 2 . If x 1 and x 2 are close, then |F (P ) − F (Q)| is also small for most probability functionals F (like for example the expectation) which in turn implies that the notion of distance modeled by d KL is not appropriate for stochastic programming.
In [28] the ideas on the construction of B are similar to the approach presented in this paper. However, when solving problem (2) only a small fraction of the measures in B (P n ) are actually taken into consideration. In fact all the measures considered are discrete measures with atoms identical to those ofP n . This restriction can be justified by arguing that the atoms ofP n are sufficiently dense in the set of all possible realizations of the random variables involved in the problem formulation. However, if the number of points is too small or the number of random elements is too big this assumptions becomes unrealistic. It can also be argued that the future distribution of the random variables of interest may change and therefore scenarios that were not sampled in the empirical measure actually become possible outcomes of future realizations. In the context of portfolio optimization this aspect becomes especially important if one thinks of the structural breaks in the distributions of asset returns observed frequently on the markets.
The advantage of exclusively varying the probabilities of the scenarios of the empirical measure is that the solution of problem (2) becomes much simpler, since B can be described by a subset of a finite dimensional space. However, we will show in section 5, considering all distributions in B (P n ) substantially changes the results for realistic data sets.
Thus we conclude that in order to make a decision which is robust with respect to model misspecification, we should take into account all the measures in B (P n ) and not only those which put mass on pre-specified points. Since we want to solve the problem numerically we have to reduce the complexity of the set B (P n ) and this reduction should be achieved without sacrificing on our goal to solve problem (2) for the whole of P ∈ B (P n ). Summarizing, our approach is different from the aforementioned in the sense, that we do not restrict the set B by structural assumptions other than that all the measures considered in the robustification have to be close to the empirical measureP n in the Kantorovich sense. This enables us to construct the sets B as confidence balls around the empirical measureP n .
Reducing the problem
As a first step necessary to achieve numerical tractability of problem (2) we reduce the set of possible distributions from the full Kantorovich ball to a subset B , whose elements can be described by finite dimensional vectors. In particular B should fulfill
This would allow us to numerically solve the problem on the right hand and substitute the solution for the problem on the left hand side. Similarly the condition
would enable us to treat the constraints in a finite dimensional setting. A natural approach to restrict the set of distributions would be to consider the discrete distributions on finitely many atoms. To this end we note that every distribution can be approximated in the Kantorovich distance by a discrete distribution to arbitrary precision (in other words the discrete distributions are a dense subset of (P, d
where P D ⊆ P is the set of discrete distributions. However this does not help in our setting, since we would need to approximate every P ∈ B (P n ) and therefore would need a bound N ∈ N on the number of atoms in Q that works uniformly for all P ∈ P(R d ) and a given > 0, i.e.
where |Q| denotes the number of atoms of the discrete distribution Q. Such results can only be obtained by covering arguments of the domain space of the measure. This requires a restriction to a bounded support set B ⊆ R d and leads to an exponential increase in N with the dimension of the space.
We therefore restrict our attention to measures, that are actually possible candidates for optimizers of the problem (7). Hence, instead of trying to approximate every element of B (P n ), we only consider the extremal elements of B (P n ).
Definition 3.1 (Extreme Point). Let C ⊆ E be a convex set in a vector space E. A point x ∈ C is called an extreme point of C, if C\ {x} is still a convex set. We denote the set of all extreme points of C by ext(C).
This approach is motivated by the following result: Theorem 3.1 (Bauer Minimum Principle). Let E be a Hausdorff locally convex vector space (LCS), C ⊂ E be a non-empty compact convex set and f a concave lower semi-continuous function. Then f attains its minimum over C at an extreme point of C.
Proof. See [12] , Theorem 25.9.
Remark : The extremals of the set P(R d ) are the Dirac measures δ x with x ∈ R d . To see this fix a measure P ∈ P(R d ) which is not a Dirac measure. Then there exist disjoint sets A 1 ,
Then it follows that P = P (A 1 )P 1 + (1 − P (A 1 ))P 2 and thus P is not an extremal element of
Therefore it seems plausible, that the extremals of B (P n ) ⊆ P are also Dirac measures. However, as evident from the following example, the situation is more complicated for Kantorovich balls.
Example:
be continuous and such that
Since the set argmax P ∈B (δx 0 ) F (P ) has to contain an extremal point, (9) shows that there are extremal points of B (δ x0 ), which are not Dirac measures.
We therefore have to consider also discrete measures that assign mass to more than one point. Since it proves hard to characterize the points of Kantorovich balls directly, first the so called exposed points are studied. These admit a more convenient characterization in our case. In a second step the results for the exposed points are carried over to the extremals. Definition 3.2 (Exposed Point). Let C ⊆ E be a convex set in a LCS. c ∈ C is an exposed point of C is, if it is possible to separate the set C\ {c} from c via a continuous affine functional. In other words there exists a continuous affine functional l, such that l(c) > l(y), ∀y ∈ C or equivalently argmax y∈C l(y) = {c}. We denote the set of exposed points of C by exp(C).
Remark: Every exposed point c of C is also an extreme point, since if there would be points a, b ∈ C which are both not equal c and c
Remark: For an exposed point P of a convex set C in the space (P(
The next example demonstrates that Theorem 3.1 does not hold for exposed points instead of extreme points and that not every extreme point is also exposed.
Example: Define
The points (−1, 0) and (1, 0) are extremal points of C, but not exposed points. The continuous, convex function g(x, y) = −y takes its 6 maximum value over the compact convex set C on the line segment {(x, 0) : x ∈ [−1, 1]} . All boundary points of C are extreme points and
Notice that the points (1, 0) and (−1, 0) are extreme points of C at which the maximum of g is attained . Although in every neighborhood of (1, 0) and (−1, 0) there are exposed points the points themselves are not exposed. We need the following Theorem from [32] to characterize the distributions that are exposed points of B.
Theorem 3.2. Let f 1 , . . . , f v be given real-valued Borel measurable functions on a measurable space Ω. Let µ be a probability measure on Ω such that each f i is integrable with respect to µ. Then there exists a probability measure µ with finite support on Ω satisfying |µ | ≤ v + 1 and
Theorem 3.3. Consider a discrete measureP n on the n points x 1 , . . . , x n in R d (with respective probabilities p 1 , . . . , p n ) and the Kantorovich ball B (P n ) with radius > 0 aroundP n . Then all the exposed points of B (P n ) are in P (n+3) -the discrete distributions with at most (n + 3) atoms.
Proof. In view of the above remarks, to show that all the exposed points of B (P n ) are discrete, it is enough to show that for any measure P ∈ ∂B (P n ) and every continuous bounded function g, there is a discrete measureP (on (n + 3) points) such that gdP = gdP and d K (P n ,P ) ≤ . This would establish that there is no argmax-set like (10) that consists only of a single nondiscrete measure, i.e. all the exposed points have to be discrete measures.
If d K (P n , P ) = and gdP = c, then there exists a measure γ on
Now invoke Theorem 3.2 for γ with conditions (11) and (12) . The functions f i are:
and additionally
This results in (n + 2) moment conditions and therefore the theorem yields a measureγ on
. . , (n + 3) have the same expectations as for γ, i.e. the first marginal ofγ isP n (from condition (13)). Call the second marginalP . This together with the moment conditions (11) yields that the Kantorovich distance betweenP andP n is at most . The expectation of g with respect to the second marginalP is c as required, and the support ofP consists of at most (n + 3) points.
Remark: It is obvious that the same results holds for the r-th Kantorovich metric with r > 1. In this case the function in (11) has to be replaced by
The rest of the proof remains unchanged.
Having identified the exposed points as discrete distributions with at most n + 3 points we use the following result (see for example [13] , Section 17) to extend our result to the extreme points.
Theorem 3.4 (Straszewicz's Theorem). If X be a compact, metrizable subset of a Hausdorff LCS, then the exposed points of X are dense in ext(X).
Corollary 3.1. The extremal points of B are discrete measures with at most (n + 3) points.
Proof. Since the exp(B) ⊆ P n+3 and exp(B) = ext(B), we know that for every P ∈ ext(B) ∃(P r ) r∈N ∈ exp(B), such that P r → P weakly. Suppose the measure P has a support of more than n + 3 points. In this case there exist disjoint open balls B i 1 ≤ i ≤ n + 4 with P (∂B i ) = 0 and P (B i ) > 0. Since P k → P weakly
This implies that there exists a R ∈ N such that P r (B i ) > 0, ∀1 ≤ i ≤ n + 4, ∀r ≥ R, which is a contradiction to P r ∈ P (n+3) .
Having characterized the extreme points of B (P ) as discrete distribution with a fixed number of atoms, the robustified problem (2) can be reformulated as a semi definite problem using (7) and (8) . To establish the existence of a saddle-points in (2) we use the following classical minimax theorem (see for example [35] or [38] ). Theorem 3.5 (Sion) . Let C and D be two closed convex sets in two topological vector spaces X and Y respectively. Let further F (x, y) : C ×D → R be a function which is quasiconcave in x and quasiconvex in y. If F is upper (or lower) semi continuous in x in every line segment and lower semi continuous in y, while D is compact then the function F (x, y) possesses a saddle-value on C × D and sup
We are now in a position to state the following Theorem. 
with P (n+3) the discrete measures with at most (n + 3) points.
Proof. It only remains to show that a saddle point of the problem (2) exists -from which the existence of a saddle point for (14) follows. Define D = B (P n ) and note that since the Kantorovich ball B (P n ) is a closed subset of the probability measures, it is a compact set in
C is closed since G(·, P ) and H(·) are convex and therefore continuous. Therefore the conditions of Theorem 3.5 are fulfilled and a saddle point for the original problem exists. The saddle value of the reduced problem coincides with that of the original problem by Corollary 3.1 and Theorem 3.1.
Notice that the numbers of points needed does not depend on the dimension of the space R d or on the structure of the support of the considered measures, but only on the number of observations the discrete measure comprises of. This is a considerable reduction of complexity, since the feasible set can now be modeled as a subset in R (d+1)(n+3) . Possible solutions to the reduced problems are elements of a finite dimensional vector space, while the number of constraints is still infinite. Thus exploiting the special structure of Kantorovich balls, we reduced the problem from an infinite problem to a semi definite problem which is generally easier to solve.
To actually solve the optimization problem (2) one has to describe the set of distributions in B (P n ) ∩ P (n+3) . The measures Q ∈ B (P n ) ∩ P (n+3) that assign probabilities q j to points y j ∈ R d where 1 ≤ j ≤ (n + 3) can be described in a simple way as all the measures fulfilling the following mass transportation constraints
where (t i,j ) i,j models the mass transportation plan betweenP n and Q, i.e. t i,j is the amount of probability mass that is transported from atom x i ofP n to atom y j of Q. The second last equation restricts the effort of the mass transport (given by distance times transported mass) by .
The connection of the above constraints to the Kantorovich distance is due to the fact that finding a minimizing distribution in (5) is -in the discrete setting -equivalent to solving the optimal mass transportation problem (see [30] ). This fact makes it easy to handle the Kantorovich distance for discrete distributions.
However, the conditions in (15) if incorporated into an optimization problem will render the problem non-convex. The reason for this is the (non-convex) quadratic structure of the last constraint of (15) . In the following numerical solution techniques for specific instances of problem (2) will be discussed.
A concrete problem
In this section a robust Markowitz style portfolio optimization problem with Expected Shortfall under a Threshold a (denoted as ES a ) as a risk functional is treated by an application of the results from the last section. Techniques to solve stochastic programs with constraint set (15) numerically are discussed.
The case we want to treat here is a variation of the mean-risk problem described in [28] . The problem can be described as follows: an investor faces the problem of partitioning a budget between d investment possibilities with dependent random returns. The decision is taken by maximizing the expected return of the portfolio while controlling for the risk modeled by the expected shortfall.
ES a -the expected shortfall under a threshold a -of random variable X : Ω → R is defined as
where P is the distribution of X. In the case that X follows a discrete distribution ES a can be described via finitely many linear functions and therefore efficiently incorporated into optimization problems.
The original (non-robust) problem therefore looks like
where
is the random vector with joint distribution Q describing the uncertain, future returns ξ i : Ω → R of the considered assets, w ∈ R d is the vector of portfolio weights and
is the random return of the portfolio. Note that the ES a : (w, Q) → ES a (w X Q ) is concave in the first and linear in the second component (see [27] ). The robust counterpart looks like
where the points y j ∈ R d , 1 ≤ j ≤ n + 3 are the atoms of the measures Q with respective probabilities q j . The probabilities p i , the points x i , > 0 and the risk parameter R are the data of the problem.
The above optimization problem exhibits non-convexities. These occur in the definition of the Kantorovich distance as well as in the expression for the expected shortfall and the expectation. All these non-convexities are bi-linear in the decision variables. We thus arrived at a non-convex semi-definite problem.
We solve (17) by the following iterative algorithm originally presented in [28] .
1. Set i = 0 and Q 0 = {P n }.
2. Solve the outer problem
and call the solution (w i , t i ).
Solve the problem min
and call the solution Q
i .
Solve the problem max
i }.
If
(a) Q i+1 = Q i or 11 (b) the optimal value of (19) equals t i and the solution of (20) is equal to min P ∈Qi ES a (w i X P ) then a saddle point is found and the algorithm stops. Otherwise i ← i + 1 and goto 2.
The idea of the algorithm is to achieve robustness gradually by including finitely many measures in the problem (18) . The measures Q n are chosen to be the worst case with respect to the current portfolio decision w i and therefore represent the extremal elements of B (P n ) which are required to approximate the relevant parts of B (P n ). This approximation gets better with every iteration and -as numerical experiments show -the respective portfolios w i and objective values t i stabilize. Under certain continuity conditions fulfilled for the problem at hand the algorithm either finds a saddle point (w * , t * ) in finitely many iterations or the intermediary solutions (w i , t i ) converge to a saddle point (see Proposition 1 in [28] ).
The non-convexity of problem (17) is reflected in the non-convexity of problems (19) and (20) . In the remainder of this section we will discuss solution techniques for these problems.
Minimizing Expectation
Problem (19) can be solved directly in an iterative manner by gradually altering the empirical distributionP n to lower the expectation. The changes we make in the process should be optimal in the sense that the cost measured in Kantorovich distance is small compared to the impact in expectation.
To make this precise, suppose that asset k * when altered leads to the maximum change in expectation, that is k * = arg max k w k and therefore
The aim is -starting from the empirical distribution -to obtain a distribution which minimizes the expectation over the set of discrete distributions B (P n ) ∩ P n+3 . Clearly, from (21) the optimal way to achieve this goal is to start altering scenarios in the k * -th component. Therefore the following algorithm to find the optimum in (19) is proposed. A constant c is used as a lower bound on the return of asset k * . If no specific assumption of this type seems acceptable (i.e. also very small asset returns are plausible to the modeler) c can be set to zero.
While {(x i , p i ) : 1 ≤ i ≤ n} denotes the atom probability pairs of the empirical measureP n , the (y
i ) : 1 ≤ i ≤ n + 1 denotes those of the altered measures P (j) after the j − th iteration.
2. Find k * = arg max 1≤k≤d w k .
3. Set j = 1.
Pick any atom y
(j−1) i with 1 ≤ i ≤ n and change it's k * -th component to c and call the resulting measure Q.
5. Solve the linear programming problem max λ s.t. λQ + (1 − λ)P (j−1) ∈ B (P n ) ∩ P n+3 (22) and set
, where λ * is the optimal value of the above problem. If λ * = 1 set j ← j + 1 and goto step 4 otherwise set P ← P (j) and stop the algorithm.
Although the above algorithm has the flavor of a local search, the procedure leads to a global optimum (see Theorem 4.1). It is obvious that there are many different distributions that achieve the optimum. Which of these possible solutions is eventually chosen depends on the choices for i made in step 4 of the algorithm. Notice that the optimal distribution P does not have the full (n + 3) points but generally only (n + 1) points.
Theorem 4.1. The algorithm presented above leads to an optimal solution of problem (19) .
Proof. Let P be in B (P n )∩P n+3 and let (t i,j ) be the optimal transportation plan that transports mass fromP n to P (i.e. t i,j fulfill the set of constraints (15)). The difference of the expectation underP n and P can be bounded as follows
The difference for the measure P , that is chosen by the above algorithm is given by
Therefore the measure P is optimal.
Remark: If the algorithm does not terminate, i.e. if > 0 is too big and the returns of asset i * can be shifted to c for all the scenarios, then the algorithm can be extended in the following way: find i * 2 = arg max j =i * w j and continue with the algorithm using i * 2 instead of i * . The optimality of the procedure still holds by essentially the same proof.
Maximizing Expected Shortfall
Define the index sets I = {1, . . . , n}, J = {1, . . . , n + 3} and M = {1, . . . , d}. The inner problem (20) can be written as
with data w, p, a and . The above problem is non-convex due to the bilinear terms defining the Kantorovich distance and the Expected Shortfall.
Since the above problem deals with the maximization of a convex function to solve (23), we rewrite it as a D.C. program (see for example [23] or [24] ). Towards this we model the objective in (23) as follows: introduce the splitting variables a − w y j = z
When modeled like this z + j = max(a − w y j , 0) and z − j = min(a − w y j , 0) in optimal points. To simplify notation and to tackle the bilinear terms in (23) in (24) we introduce the variables
Note that these variables help with the reformulation of the problem but need not be used in the numerical implementation.
We are now in the position to reformulate problem (23) as the following non-convex quadratic problem.
min t s.t.
Notice that all the non-convex constraints are defined by a difference of convex (D.C.) functions, hence the program is a D.C. program. In the remainder of this section we will use this structural property to obtain solutions of (25) . To simplify notation define the vector valued affine function l(x) in such a way that the linear constraints in the above problem are fulfilled iff l(x) ≤ 0 wherex is a vector containing all decision variables, i.e.
The above problem is a D.C. problem with N = 1 + 3(n + 3) + (n + 3)d + 2(n + 3)n + (n + 3)nd variables. For realistic values n ≈ 100 and d ≈ 10 this amounts to more than 120.000 variables. These are far too many variable for the existing methods for finding global solutions of general D.C. problems. We therefore employ the so called DCA (difference of convex algorithm) which is an approximate solution technique for D.C. programs. The DCA has proven to be very effective in various situations (see for example [36, 2, 3, 5, 14] ) and its low computational complexity makes it possible to work with large scale problems.
To apply the DCA we need to write (26) as an unconstrained D.C. problem of the form 27) where N is the dimension ofx as defined above. The DCA algorithm works for problems of the form (27) by repeatedly solving the two convex optimization problems inf
and inf
and iteratively produces candidatesx k+1 ,ȳ k for solutions of increased quality of the primal and dual D.C. problems respectively. The first problem can be viewed as a convex approximation of the original problem, while the second problem can be thought of as a convex approximation of
) k∈N are decreasing sequences and the limit points of (x k ) k∈N and (ȳ k ) k∈N are critical points of the primal problem (28) and the dual problem (29) respectively. For a more detailed discussion of DCA algorithm and its properties see [4] .
We use Corollary 2.4.1. from [8] to reformulate (26) by an exact penalty.
Theorem 4.2.
Suppose that X and Y are finite dimensional Banach spaces, the sets S ⊆ X and C ⊆ Y are nonempty, closed and convex and the point x * solves the following optimization problem
where the function G : X → Y is strictly differentiable at x * ∈ S, f 0 : X → R is Lipschitz near
Then there exists anτ > 0, such that the optima of (30) and
coincide for all τ >τ , where ψ(·|S) is the convex indicator function of the set S and dist(G(x)|C) = inf{||G(x) − y|| : y ∈ C}.
, where the G i : R N → R are functions described by the left hand sides of the first three constraints of (26), i.e.
G(x
is fulfilled at optimal pointsx * of the system (26).
Since all the constraints G i have to be binding at optimal points, we have G(x) = (0, , 0). The three constraints are analyzed separately to find a common point s ∈ S which fulfils (32). First note that
and therefore
whered * i,j andt * i,j are the corresponding components ofx * and t i,j and d i,j the corresponding components of s. We therefore need an s which fulfils
To achieve this fix t i,j =t * i,j for all (i, j) ∈ I × J, which results in d * i,j t i,j = and therefore in the modified condition
Next define N (j) = i ∈ I :t * i,j > 0 . Now if there is a j ∈ J with {i} = N (j) and x i =ȳ * j then replace the pointȳ * j by x i , therefore reducing d i,j to zero. This yields (33) . If there is no such point, then choose a j ∈ J with |N (j )| > 1 and define the point y j as the solution of following optimization problem min
Note thatȳ * j can not be a solution to (34) , since by optimalityȳ
This is the case, since ifȳ k * j > x k i for some i ∈ N (j) and some 1 ≤ k ≤ d then we could movet * i,j from x i to a new pointŷ witĥ
This would yield a lower expected shortfall and a lower transportation cost at the same time, contradicting the optimality of the transportation plan.
Now if we choose all other points y j for j ∈ J\ {j } to be equal toȳ * j , then we have
as required. Next G 3 is analyzed. Arguing similarly as above it holds that
We therefore need z
To achieve this we choose z (35) is fulfilled unless for all theȳ * j it holds that a + w ȳ * j = 0 in which case the last two inequalities would hold with equality since thenz + * j =z − * j = 0. This situation can only occur if all the pointsȳ * j yield the (same) return a, which again can be easily seen to be impossible for an optimal pointx * . The last remaining component of G is G 1 which is unproblematic since t is unrestricted and can be chosen such that the corresponding condition is fulfilled. Theorem 4.3. For some τ > 0 the problem (26) can be equivalently reformulated to the following problem
where ψ(·|S) is the convex indicator function of the set S. In other words (26) can be reformulated to a D.C. problem of the form (27) with
Proof. From Lemma 4.1 we get that Theorem 4.2 is applicable and therefore problem (26) can be reformulated to a unconstrained problem of the form (31) with S, C and G as defined in Lemma 4.1. To reduce the problem to an unconstrained D.C. problem as in (27) , the functions g and h have to be identified. To this end we first calculate the maximum of the G i , 1 ≤ i ≤ 3 and 0. Note that the maximum of finitely many D.C. functions f i = g i − h i is again a D.C. function with the following decomposition
Therefore the above maximum is of the form
which finally yields (36) .
Solving problem (28) From Theorem 4.3 it follows that for (26) the corresponding DCA sub-problem (28) can be written as the quadratically constrained problem
Note that h(x k ) and − x k ,ȳ k are omitted from the objective, since they are constant with respect tox.
Solving problem (29) To solve the DCA sub-problem (29), we first have to compute the conjugate h * for
It is easy to see that
The solution to problem (38) can be found analytically and is given by t = −1,
and all the other variables equal to zero.
Other measures of risk
The methods outlined here are not specific to the expected shortfall but can be applied to any risk measure that fulfils the requirements of Theorem 3.6. Such risk measures have to be convex in the portfolio weights w as well as linear in the probability measure P . One can consider for example risk functionals corresponding to some expected utility functionals (see [27] ).
Numerical Results
In this section numerical results for problem (17) obtained by the methods discussed in the previous sections are presented. As mentioned earlier we use the empirical measureP n as our reference measure and the Kantorovich ball with a certain radius as our ambiguity set. The data which constitutes the empirical measure are the historical weekly returns for 14 selected Euro STOXX Supersector indices (see Table 1 ).
All numerical experiments are carried out for the robustifications described in this paper as well as for the techniques in [28] , where only the probability mass is shifted between the points of the empirical distribution. We henceforth call the problem described in Section 4 the fully robustified problem, while we refer to the problem where only the atoms of the empirical measure are considered the partially robustified problem. For the computations in this paper we chose a = 1 -we therefore control the returns smaller than 1, i.e. the losses of the portfolio. Since we are interested in the impact of robustification, we vary the radius of the Kantorovich neighborhood around the empirical measure from = 0.005 to = 0.03 in steps of 0.005. Furthermore we choose the risk parameter R = 0.007.
The DCA was implemented in MATLAB R2007a and the optimization problems where solved with MOSEK Version 5.0.0.87. All of the following computations can be performed on a standard PC. Figure 1 shows a first comparison between the partial and the full robustification. Part (a) of the plot shows that the full robustification gives significantly lower robustified expectations than the partial robustification. As expected, mean return decreases with increasing robustness parameter for both methods.
Next we investigate the decrease in expected return under the nominal measureP , when solving the fully and the partially robust version of the problem. Part (b) of the Figure shows the optimal returns of the nominal instance, the returns for the partial robustification as well as the returns of the robust portfolios under the empirical measureP n . Part (c) of the plot is an analogue of (b) with full robustification.
Obviously the drop in expected returns from the optimal return of the nominal instance is less for the empirical measure than for the respective worst case measures. It can be observed that the portfolios found by full robustification consistently yield lower returns under the empirical measure than the portfolios found by partial robustification. However, the differences between the expectations under the worst case and empirical measure seem to be comparable (except for lower values of the robustness parameters where the differences are smaller for the partial robustification).
Next it is investigated how the partially robustified portfolios perform under the real worst measures in B (P n ), i.e. the measures obtained from the inner problems of the full robustification shows the worst case expected shortfalls for the partially robust portfolios.
routine (as described in Section 4.1 and 4.2). More specifically we solve the problems in Section 4.1 and 4.2 for the partially robustified portfolios w with robustness parameter varying in 6 equally big steps from 0 to 0.03. We therefore obtain measures P E and P ESa , which give the smallest expected return and the highest Expected Shortfall for the portfolios w . In Figure 2 (a) the expected returns of w ξ under P E are compared with the respective solutions of the nominal instance given in (2) . It is evident that the fully robustified portfolios perform much better, especially for higher values of the robustness parameter where the worst case return of the partially robustified portfolio drops significantly. Figure 2 (b) depicts a similar analysis carried out for the Expected Shortfalls. It can be observed that the worst case Expected Shortfall of the partially robust portfolio rises above the allowed 0.007 already at a robustness level of 0.01 and reaches up to 0.0095 for higher robustness levels.
Summarizing, the Figures 1 and 2 show that the freedom to deviate from the atoms of the empirical measure actually results in portfolios, which yield lower returns in the worst case as well as under the empirical measure. However, these portfolios are clearly more robust than the measures obtained by shifting only the probabilities as Figure 2 demonstrates.
In Figure 3 the differences in portfolios are shown. For both methods the number of assets increase as the robustness parameter grows. The portfolios are more diversified and therefore more stable. The effect of diversification however is much more pronounced with the full robustification than with the partial robustification: the partially robust portfolios encompass a maximum of seven assets, while the fully robust portfolios have up to 12 assets for = 0.03. This is another indicator for the fact that full robustification yields more stable portfolios. Another interesting observation is that for the full robustification the portfolio weights of the assets that comprise the portfolio are nearly always (except for = 0.03) uniformly weighted.
To conclude the comparison between the two methods it is investigated what effect the number of data points has on relation between partial and full robustification. It seems plausible that with a bigger number of data points the additional robustness gained by shifting the points is smaller than with a smaller data set. The intuition behind this guess is that if there are more points in the empirical measure, then only shifting probability mass is less of an restriction than if there are only very few data points with little possibility for shifting mass between them. To test this, the analysis presented in Figure 1 is repeated for a sub data set (in fact the first 26 data points of the above data set) and the differences between full and partial robustification are investigated. In Figure 4 the differences are plotted for the two data sets. As expected the bigger data set yields a smaller difference between the expected returns than the robustification of the smaller data set.
Conclusion
In this paper a framework for the robustification of single stage stochastic optimization problems with ambiguity about the distributions of the random variables that enter the problem formulation is presented. The robustification is achieved by considering the worst case amongst all distributions that are close to the empirical distribution, whereby the distance is measured by the Kantorovich metric. This metric is a very general distance concept that allows for non-parametric ambiguity sets and which has close ties to theoretical results from probability theory and statistics. The resulting robustified problems are computationally intractable and are reformulated to semi-definite non-convex optimization problems. In Section 4 an application from the field of portfolio selection is studied in detail and techniques to cope with the inherent difficulties posed by the non-convexities in the problems are presented. The so called DCA algorithm is applied to solve the portfolio selection problem numerically.
In the last section we compare the results of the computations with earlier results obtained in [28] by partial robustification of the corresponding problem. The differences in the two methods are discussed and it is concluded that the full robustification that leads to non convex inner problems is superior in the sense that the resulting portfolio are significantly more robust with respect to variations in the chosen ambiguity sets. However, it can be expected that for an increasing number of scenarios this effect diminishes and partial robustification can be applied without too much loss in robustness.
