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RE´SUME´ : Ce travail de recherche correspond a` un besoin industriel d’optimisation des proble`mes
multiobjectifs rencontre´s en conception pre´liminaire. En effet, un proble`me de conception pre´liminaire peut
majoritairement se repre´senter a` l’aide de variables, de contraintes et de crite`res a` optimiser. Ainsi, les
proble`mes de conception constituent naturellement des proble`mes d’optimisation. Les approches de re´solution
peuvent eˆtre classe´es en deux cate´gories: les approches me´ta-heuristiques ou stochastiques et les approches
exactes ou de´terministes. Dans cet article, apre`s une bre`ve pre´sentation des me´thodes me´ta-heuristiques
existantes, diffe´rentes me´thodes de´terministes de re´solution de proble`mes multiobjectifs base´es sur l’analyse par
intervalles sont pre´sente´es, compare´es et valide´es expe´rimentalement sur diffe´rents proble`mes d’optimisation
multiobjectif. L’avantage de ces approches de´terministes est de trouver avec certitude l’optimum global du
proble`me a` re´soudre ainsi que d’e´viter toute perte de solutions.
MOTS-CLE´S : Optimisation globale, optimisation multiobjectif, optimisation sous contraintes, arith-
me´tique par intervalles, Branch And Bound, conception pre´liminaire.
1 INTRODUCTION
Les proble`mes de conception pre´liminaire peuvent
naturellement eˆtre interpre´te´s comme des proble`mes
d’optimisation. Ces derniers sont rarement mono-
objectifs et ne´cessitent la prise en compte de plusieurs
crite`res conflictuels. La prise en compte dans un
proble`me d’optimisation de plusieurs objectifs con-
tradictoires amplifie encore le degre´ de difficulte´ de
sa re´solution. En effet, l’objectif de la conception
pre´liminaire est de choisir les concepts et composants
d’un produit pour le dimensionner (Pahl and Beitz,
1996). Lors de cette phase du processus de con-
ception, les composants d’un produit sont identi-
fie´s par des variables de conception correspondant
directement a` des variables de de´cision d’un prob-
le`me d’optimisation. Les crite`res issus du cahier des
charges peuvent ge´ne´ralement eˆtre pris en compte
comme des objectifs a` optimiser ou des ine´quations
bornant la zone de faisabilite´ du proble`me a` re´-
soudre. Les autres contraintes restreignant l’espace
de faisabilite´ du proble`me d’optimisation sont alors
naturellement les relations alge´briques traduisant la
physique re´gissant le comportement du produit.
Ce travail d’e´tat de l’art se situe sur la re´solution des
proble`mes d’optimisation multiobjectif a` variables
continues avec contraintes. Les proble`mes de concep-
tion comportent ge´ne´ralement des variables discre`tes
(donne´es de catalogue, choix de dimensions standard-
ise´es...), mais par soucis de simplicite´ nous ne les con-
side´rerons pas dans cet article, meˆme si les me´thodes
pre´sente´es peuvent tre`s bien les ge´rer. La re´solution
de ces proble`mes consiste a` trouver la ou les meilleures
solutions ve´rifiant un ensemble de contraintes et min-
imisant un ensemble d’objectifs.
Apre`s une bre`ve pre´sentation des diffe´rentes tech-
niques de re´solution stochastiques et de´terministes,
nous montrerons l’inte´reˆt de l’utilisation des me´th-
odes d’optimisation de´terministe globale base´es sur
l’analyse par intervalles.
En effet, l’analyse par intervalles apporte au concep-
teur durant la phase de conception pre´liminaire une
vue ensembliste des solutions. De plus, elle permet
d’encadrer la totalite´ des solutions du proble`me de
conception au lieu de se restreindre a` un nombre lim-
ite´ de solutions. Ainsi, les me´thodes d’optimisation
globale e´tudie´es sont base´es sur l’analyse par inter-
valles inte´gre´e au sein des algorithmes de type Branch
And Bound multiobjectifs. Le principe de ces algo-
rithmes est de de´couper l’espace initial de recherche
en sous espaces de plus en plus restreints afin d’isoler
ceux encadrant les optima globaux. Une e´tude de´-
taille´e de ces algorithmes de´terministes ainsi qu’une
synthe`se comparative entre eux sont pre´sente´es dans
cet article.
Enfin, nous avons mis en œuvre un ensemble de ces
me´thodes de´terministes base´es sur l’analyse par inter-
valles dans un solveur existant de programmation par
contraintes (Granvilliers et Benhamou, 2006a) (Ben-
hamou et Granvilliers, 2006b) et nous montrerons des
re´sultats obtenus sur des proble`mes pre´sents dans la
litte´rature.
2 CONTEXTE
Un e´tat de l’art effectue´ sur les me´thodes de re´-
solution des proble`mes multiobjectifs nous me`ne a`
classer ces me´thodes en deux cate´gories: les ap-
proches stochastiques principalement base´es sur les
me´ta-heuristiques et les approches exactes ou de´ter-
ministes.
2.1 Proble`mes d’optimisation multiobjectif
La formulation, la plus souvent utilise´e, d’un prob-
le`me d’optimisation multiobjectif est la suivante:
Minimiser F (X) (m fonctions a` optimiser)
tel que G(X) 6 0 (q contraintes
a` satisfaire)
H(X) = 0 (p contraintes de plus
a` satisfaire)
avec X ∈ R n, F (X) ∈ R m,G(X) ∈ R q ,
H(X) ∈ R p.
X repre´sente alors l’ensemble des variables de de´-
cision du proble`me de conception pre´liminaire et F
l’ensemble des fonctions objectifs a` optimiser.
2.2 Me´thodes de re´solution
La re´solution d’un proble`me d’optimisation multi-
objectif consiste alors a` trouver les solutions min-
imisant ou maximisant un ensemble d’objectifs et
satisfaisant un ensemble de contraintes. Les ap-
proches les plus rencontre´es dans la litte´rature pour
re´soudre les proble`mes d’optimisation multiobjectif
sont des approches stochastiques e´volutionnaires no-
tamment les algorithmes ge´ne´tiques (Deb, 2001). Un
algorithme ge´ne´tique est typiquement compose´ de
trois e´le´ments fondamentaux: Une population con-
stitue´e de plusieurs individus repre´sentant des solu-
tions potentielles du proble`me donne´; Un me´canisme
d’e´valuation des individus permettant de mesurer
l’adaptation de l’individu a` son environnement; Un
me´canisme d’e´volution de la population permettant,
graˆce a` des ope´rateurs pre´de´finis, d’e´liminer certains
individus et d’en cre´er de nouveaux. Ces algorithmes
e´volutionnaires dits stochastiques ou non de´termin-
istes, de´bouchent (si les parame`tres sont bien fixe´s)
sur l’obtention de bonnes solutions. Ne´anmoins, celles
ci ne sont pas force´ment des optimums globaux pour
deux raisons:
• L’exporation de l’espace de recherche est base´ sur
une proce´dure ale´atoire
• L’algorithme s’arreˆte suivant un crite`re d’arreˆt,
qui bien souvent ne garantit pas cette optimalite´
globale
En effet, le nombre de solutions retourne´es par les
techniques e´volutionnaires correspond a` la taille de
la ge´ne´ration fixe´e en amont ou au nombre fini
d’individus non domine´s d’une archive (Zitzler, 1999).
Par conse´quent, ces approches consistent a` calculer
un nombre fini de solutions dans un front de Pareto
qui, par nature, contient une infinite´ de solutions.
En re´alite´, la pertinence d’une solution par rapport a`
une autre de´pend d’un ensemble de facteurs incluant
le choix du concepteur et le contexte du proble`me.
Pour cela, il serait tre`s avantageux d’encadrer la to-
talite´ des solutions du front de Pareto au lieu de se
restreindre a` un nombre limite´ de solutions et d’avoir
une vue un peu plus globale de l’espace de faisabilite´
du proble`me pose´.
Cependant, nous n’avons pas toujours besoin d’une
repre´sentation ou d’une formulation mathe´matique
des proble`mes pour pouvoir les re´soudre. Nous pou-
vons alors utiliser des mode`les boites noires pour e´val-
uer les contraintes comme les objectifs, par exemple
nous pouvons faire appel a` des outils de simulation,
dont les parame`tres sont de´finis par les caracte´ris-
tiques des individus. Ainsi, les principes de base d’un
algorithme ge´ne´tique (GA) n’exploitent pas les carac-
te´ristiques mathe´matiques d’un proble`me, ce qui per-
met de traiter des proble`mes he´te´roge`nes, sans autres
difficulte´s que celles propres au proble`me.
La deuxie`me cate´gorie de me´thodes rencontre´es
dans la litte´rature pour re´soudre les proble`mes
d’optimisation multiobjectif correspond aux me´th-
odes de´terministes souvent base´es sur l’analyse par
intervalles. Ces me´thodes de´taille´es dans la sec-
tion 3 sont ge´ne´ralement inte´gre´es au sein d’un al-
gorithme de type Branch And Bound. Le principe
ge´ne´ral de ces algorithmes est de de´couper (Branch)
l’espace initial de recherche en sous-espaces de plus
en plus restreints afin d’isoler ceux encadrant les op-
tima globaux. L’algorithme de recherche forme ainsi
un arbre dont chaque nœud repre´sente une partie de
l’espace de recherche dont l’union forme l’espace ini-
tial. Ensuite chaque nœud est e´value´ de fac¸on a` de´ter-
miner sa borne (Bound) infe´rieure (infe´rieure dans le
cas de minimisation et supe´rieure dans le cas de max-
imisation) ou de l’e´liminer en fonction des fonctions
objectifs.
2.3 Discussion
Dans le cadre du traitement d’un proble`me de con-
ception, une me´thode de re´solution adapte´e doit per-
mettre de re´pondre a` la question suivante:
• Comment offrir au concepteur un bon aperc¸u de
l’espace de faisabilite´ en encadrant l’ensemble des
solutions optimales?
Les me´thodes de´terministes d’optimisation base´es sur
l’analyse par intervalles nous semblent re´pondre a`
ces questions. En effet, l’exploration exhaustive de
l’espace de recherche nous garantit d’obtenir une to-
talite´ de solutions optimales et globales du prob-
le`me. De plus, les erreurs engendre´es par le calcul
nume´rique sont controˆle´es par l’arithme´tique par in-
tervalles inte´gre´e au sein des me´thodes de´terministes
e´tudie´es. Cette arithme´tique par intervalles, con-
trairement a` la norme IEEE-754 de l’arithme´tique
flottante, a pour but de ne plus manipuler des nom-
bres qui approchent plus ou moins fide`lement une
valeur, mais des intervalles encadrant cette valeur.
Ainsi, on peut remplacer une valeur non exactement
repre´sentable, telle que pi, par un intervalle la con-
tenant. Par ailleurs, les crite`res de convergence (ou
d’arreˆt) a` de´finir a` un GA ainsi que son parame´-
trage ne sont souvent pas intuitifs et sont spe´cifiques
a` chaque proble`me.
Par conse´quent, nous nous sommes concentre´s sur les
me´thodes de´terministes inte´grant l’arithme´tique des
intervalles en sachant que de telles garanties se payent
en temps de calcul. Pour cela, nous commenc¸ons par
une bre`ve pre´sentation de l’arithme´tique des inter-
valles. Ensuite nous de´taillerons dans la section 3
les me´thodes de´terministes multiobjectifs classe´es en
deux cate´gories; me´thodes directes et me´thodes in-
verses.
2.4 Arithme´tique des intervalles
L’arithme´tique par intervalles a e´te´ de´veloppe´e par
Ramon Moore (Moore 1966). En effet, tout calcul
par intervalles est un calcul garanti, c’est-a`-dire que
le re´sultat calcule´ est un intervalle qui garantit de
contenir la valeur ou l’ensemble de valeurs cherche´.
Intervalles
L’arithme´tique par intervalles, contrairement a` la
norme IEEE-754 de l’arithme´tique flottante, a pour
but de ne plus manipuler des nombres qui approchent
plus ou moins fide`lement une valeur, mais des in-
tervalles encadrant cette valeur. Par exemple, on
peut tenir compte d’une erreur de mesure en rem-
plac¸ant une valeur mesure´e x avec une incertitude 
par l’intervalle [x − , x + ]. De plus, on peut rem-
placer une valeur non exactement repre´sentable, telle
que pi, par un intervalle la contenant ; si l’on dispose
d’un ordinateur repre´sentant les nombres en base 10
avec 3 chiffres, pi sera remplace´e par [3.14, 3.15]. En-
fin, si l’on de´sire obtenir un re´sultat valide pour tout
un ensemble de valeurs, on utilise un intervalle con-
tenant ces valeurs.
Les intervalles sont des sous-ensembles ferme´s con-
nexes de R. On notera IR l’ensemble des intervalles
de R.
On peut les ge´ne´raliser en vecteur intervalle ou boˆıte
X ∈ IR n qui est un vecteur dont les n composantes
sont des intervalles. Une repre´sentation graphique
de vecteur de IR, IR 2 et IR 3 est donne´e dans la
figure 1. Elle illustre le fait qu’un vecteur intervalle ou
boˆıte est un ensemble paralle´le´pipe´dique de vecteurs
aux coˆte´s paralle`les aux axes du repe`re ; cela justifie





















Figure 1: Exemples de vecteurs d’intervalles de di-
mensions 1, 2 et 3
Notations. Les boˆıtes sont repre´sente´es par des
caracte`res gras et majuscules: X. Les intervalles
sont de´signe´s en majuscules: X . On notera X le
minimum de X et X son maximum. Alors on a
X = [X,X]. Enfin, le centre mid(x) est de´fini par
mid(x) = (x + x)/2.
Une fonction d’inclusion (F )(X) est une fonction de
re´els f(x) e´tendue sur les intervalles. Ainsi (F )(X)
permet d’effectuer une e´valuation intervalle de X
pour obtenir un encadrement de la fonction sur les
re´els f(x), avec x ∈X.
Ope´rations arithme´tiques. Le re´sultat d’une
ope´ration arithme´tique entre deux intervalles X  Y
est le plus petit intervalle au sens de l’inclusion con-
tenant
X  Y = {x  y|x ∈ X, y ∈ Y },
c’est-a`-dire le plus petit intervalle contenant tous les
re´sultats possibles de l’ope´ration applique´e a` tous les
e´le´ments x de X et tous les e´le´ments y de Y . En ap-
pliquant cette de´finition aux ope´rations arithme´tiques
=,−,×,2 , /ou√, on obtient les formules suivantes:
[X,X] + [Y , Y ] = [X + Y ,X + Y ]
[X,X]− [Y , Y ] = [X − Y ,X + Y ]
[X,X].[Y , Y ] = [min(X.Y ,X.Y ,X.Y ,X.Y )
,max(X.Y ,X.Y ,X.Y ,X.Y )]





si 0 6∈ [X,X ]
et [0, max(X2, X
2
)] sinon
1/[Y , Y ] = [min(1/Y , 1/Y ),max(1/Y , 1/Y )]
si 0 6∈ [Y , Y ]





X] si 0 6 X
Proprie´te´s alge´briques. On peut constater que
les ope´rations de´finies ci-dessus ne pre´sentent pas
les proprie´te´s alge´briques de leurs contreparties
sur les re´els. Tout d’abord, la soustraction n’est
pas la re´ciproque de l’addition. Par exemple, si
X = [2, 3], X − X = [2, 3] − [2, 3] = [−1, 1] 6= 0
meˆme si 0 appartient a` l’intervalle obtenu. En effet,
X −X = {x− y|x ∈ X, y ∈ X} ⊃ {x− x|x ∈ X} = {0}
et l’inclusion est stricte. Idem pour la division qui
n’est pas la re´ciproque de la multiplication.De plus,
la multiplication d’un intervalle par lui-meˆme n’est
pas e´gale a` l’e´le´vation au carre´e : si X = [−3, 2],
X × X = [−3, 2] × [−3, 2] = [−6, 9] alors que
X2 = {x2|x ∈ X} = [0, 9].
2.5 Relations de dominance
Par la suite, nous ferons la distinction entre un es-
pace de recherche X qui est le produit carte´sien des
intervalles correspondant aux variables de de´cision
du proble`me et un espace des objectifs Y qui cor-
respond a` l’image d’un espace de recherche au re-
gard des fonctions objectifs d’inclusion. Une fonc-
tion objectif d’inclusion, comme vue pre´ce´demment,
est une fonction objectif des re´els e´tendue sur les
intervalles. L’inte´reˆt alors d’une fonction objectif
d’inclusion [f ](X), avec [f ] = ([f1], [f2], ..., [fn]), est
d’effectuer une e´valuation intervalle pour obtenir un
encadrement des fonctions objectifs re´elles fi(x) du
proble`me, avec x ∈X et i = 1, ..., n.
Par ailleurs, une solution optimale obtenue durant
le processus d’optimisation est pre´sente´e sous forme
d’une boˆıte dans l’espace de de´cision (englobant un
ensemble de parame`tres optimaux) et sa projection
dans l’espace des objectifs. Cette boˆıte-solution fait
partie d’un ensemble de boˆıtes-solutions retenues et
fournies a` la fin du processus de re´solution. Les solu-
tions non retenues (ou non optimales) quant a` elle ont
e´te´ e´carte´es graˆce aux relations de dominance. Il est
alors indispensable de de´finir ces relations de domi-
nance qui sont e´tablies dans l’espace des objectifs. En
multiobjectifs, plusieurs relations de dominance ont
e´te´ propose´es comme la dominance au sens de Geof-
frion (Ehrgott, 2000) et la coˆne dominance (Collette
et Siarry, 2002). En revanche, la relation dominance
la plus ce´le`bre est la dominance au sens de Pareto
de´finie sur les points.
L’arithme´tique des intervalles consiste a` manipuler
des boˆıtes e´tant un ensemble d’intervalles. Vue que
nous cherchons a` de´finir les relations de dominance
entre ces boˆıtes, il est vital tout d’abord de de´finir les
relation d’ordre entre les intervalles eux-meˆme. Alors,
soient U et V deux intervalles:
U = V ssi U = V et U = V
U < V ssi U < V
Une relation de dominance au sens de Pareto e´tendue
aux intervalles peut eˆtre de´finie comme suit: Con-
side´rons un proble`me multiobjectif de minimisation.
Soient U = {U1, ..., Un} et V = {V1, ..., Vn} deux









(U incomparable avec V ) avec i = 1, ..., n
Illustrons ces relations de dominance entre boˆıtes par
des exemples en 2 dimensions (figures 2 et 3). La boˆıte
U (figure 2), par exemple, domine toutes les boˆıtes
incluses dans sa zone de pre´fe´rence et est domine´e
par toutes les boˆıtes incluses dans sa zone de domi-
nance (U ≺ V et W ≺ U). Sur la figure 3, nous
repre´sentons les zones ou` une boˆıte est incomparable
avec une autre boˆıte intersectant ces zones. Prenons
a` titre d’exemple la boˆıte U de la figure 3, U est in-
comparable a` V et a` W (U  V et U  W ). En
effet, il se peut que la boˆıte W englobe une solution
pw non domine´e au sens de Pareto par rapport a` la
solution potentielle pu de la boˆıte U . De ce fait, toute
boˆıte intersectant les zones ”incomparables”(figure 3)
d’une boˆıte U ne peut eˆtre conside´re´e comme dom-
ine´e par cette boˆıte.
3 APPROCHES DE´TERMINISTES PAR
INTERVALLES
La plupart des me´thodes de´terministes repe´re´es dans




















Figure 3: En gris les zones ”incomparables” d’une
boˆıte U donne´e
et ge´ne´ralement inte´gre´es au sein d’un algorithme de
type Branch And Bound. Nous classons ces me´th-
odes de´terministes multiobjectifs en deux cate´gories;
me´thodes directes et me´thodes inverses.
3.1 Me´thodes directes
Le principe ge´ne´ral des algorithmes des me´thodes di-
rectes est comme suit; un espace de recherche (ou
de de´cision) est de´coupe´ en plusieurs sous espaces
pour obtenir leurs images dans l’espace des objec-
tifs. L’image, comme vue ci-dessus, est la projection
d’un sous espace de recherche vers l’espace des objec-
tifs aux regard des fonctions objectifs d’inclusion du
proble`me.
3.1.1 Approche na¨ıve (MOIBBA)
Une approche na¨ıve MOIBBA Multi-Objective Inter-
val Branch And Bound base´e sur l’analyse par in-
tervalles pour re´soudre les proble`mes d’optimisation
multiobjectif consiste tout d’abord a` de´couper
l’espace de recherche en deux sous espaces (ou boˆıtes)
et stocker ces deux boˆıtes dans une liste L. A` chaque
ite´ration, une boˆıte de X est choisie, les contraintes
sont propage´es et la nouvelle boˆıte contracte´e (ou
non) est e´value´e par rapport aux objectifs. Ce pro-
cessus est re´pe´te´ a` chaque ite´ration jusqu’a` ce que la
boˆıte choisie valide un test d’obtention de solution.
Dans notre cas, le test d’obtention d’une boˆıte so-
lution consiste a` ve´rifier si une boˆıte X a atteint
une pre´cision  de´finie par l’utilisateur. Une fois X
obtenue, un test de dominance est effectue´ sur l’image
F (X) de cette boˆıte solution: si F (X) n’est pas
strictement domine´e au sens de Pareto par une des
autres boˆıtes de´ja` traite´es alors elle est inse´re´e dans
une liste S puis une mise a` jour est effectue´e sur les
listes S et L en retirant toutes les boˆıtes domine´es
par cette solution, sinon X est e´limine´e. Ce pro-
cessus est re´pe´te´ a` chaque exploration et tant qu’il
existe des boˆıtes dans la liste L n’ayant pas atteint
la pre´cision . Apre`s ce traitement, nous sommes as-
sure´s que l’union des boˆıtes pre´sentes dans la liste
S contient l’inte´gralite´ du front de Pareto optimal
graˆce aux bonnes proprie´te´s de l’arithme´tique par
intervalles. Pour eˆtre rigoureux, il faudra faire une
preuve d’existence de solution dans les boˆıtes finales
obtenues. Or, en conception pre´liminaire cette preuve
n’est pas ne´cessaire vue l’approximation de´ja` effec-
tue´e en mode´lisant le syste`me re´el.
L’algorithme suivant reprend toutes les e´tapes de
l’approche MOIBBA de´crite ci-dessus:
MOIBBA (Xinitial, C, [f ]).
L <- Xinitial
Tant que L 6= ∅ faire
X <- extract(L)
Propager les contraintes C sur X
Si X ”contracte´e” n’a pas atteint  alors
(X1 , X2) <- split(X)
L <- L+ {X1,X2}
Sinon
Y = [f ](X)
Si une boˆıte de S ≺ Y alors
Rejeter X
Sinon
Mettre a` jour S et L en retirant les boˆıtes
domine´es(≺) par Y




La partie la plus couˆteuse d’un tel algorithme est la
mise a` jour effectue´e sur la liste de recherche L. Pour
cela, MOIBBA peut eˆtre ame´liore´ en ajoutant une
nouvelle heuristique qui consiste a` ne plus effectuer
cette mise a` jour sur la totalite´ des boˆıtes pre´sentes
dans la liste L mais seulement sur les boˆıtes non
teste´es depuis la dernie`re mise a` jour.
Une autre approche ayant comme but d’ame´liorer
l’exploration de boˆıtes dans l’espace de recherche
nomme´ Direct-comparison Method a e´te´ propose´e
dans (Ruetsch, 2005). Cette nouvelle technique
d’exploration s’effectue d’une fac¸on similaire a` un
Branch And Bound standard. En effet, elle consiste
a` repre´senter l’espace de recherche sous forme d’un
arbre binaire puis a` parcourir cet arbre en largeur
d’abord. La construction de cet arbre s’effectue
en commenc¸ant par une boˆıte de recherche initiale.
Cette boˆıte est de´coupe´e pour obtenir deux boˆıtes-
filles formant le premier niveau de l’arbre. Ensuite,
chaque boˆıte d’un niveau donne´ est de´coupe´e en deux
boˆıtes-filles qui formeront le niveau suivant de l’arbre.
L’e´limination de boˆıtes en se basant sur le crite`re de
dominance de Pareto se passe a` chaque niveau ge´ne´re´;
si une boˆıte est domine´e par une autre boˆıte du meˆme
niveau alors la boˆıte domine´e ne produit plus de fils
autrement dit ne sera plus de´coupe´e. Ce processus
est re´pe´te´ a` chaque ge´ne´ration de niveau jusqu’a` ce
toutes les boˆıtes d’un niveau aient atteint une pre´ci-
sion  donne´e. Les feuilles de l’arbre ayant toujours le
droit de produire des fils et ayant atteint une pre´cision
 engloberont l’inte´gralite´ des solutions sur le front de
Pareto. Enfin, le test de dominance d’une boˆıte par
rapport a` une autre boˆıte d’un meˆme niveau est op-
timise´e et s’effectue comme suit: une boˆıte X1 est
compare´e a` une autre boˆıte X2 d’un meˆme niveau si
et seulement si la boˆıte X2 a un pe`re qui intersecte
le pe`re de la boˆıte X1 ou qui intersecte le champs de
dominance du pe`re de la boˆıte X1. Le but de cette
gestion est de re´duire le test de comparaison couˆteux
entre toutes les boˆıtes du meˆme niveau.
Afin d’acce´le´rer ces algorithmes de´terministes, nous
retrouvons dans la litte´rature diffe´rentes me´thodes
base´es sur les gradients des fonctions objectifs. Ces
me´thodes ont pour but de rejeter des sous espace de
recherche, ne contenant pas d’optimum global, le plus
toˆt possible. La me´thode la plus simple, appele´e
test de monotonie, consiste a` supprimer une boˆıte
ou un sous-espaces ou` toutes les fonctions objectifs
sont monotones. De plus, elles doivent eˆtre toutes
de´croissantes ou croissantes. Si les fonctions objec-
tives sur une boˆıte dans l’espace de recherche donne´e
sont monotones mais les unes croissantes et des autres
de´croissantes alors cette boˆıte peut contenir un opti-
mum global au sens de Pareto et ne doit pas eˆtre
supprime´e. Par ailleurs, Reutsch a inte´gre´ a` son al-
gorithme de´terministe Direct-comparison Method, vu
pre´ce´demment, une nouvelle approche appele´e formu-
lation diffe´rentielle par intervalles (Interval Differen-
tial Formulation) de´crite dans le paragraphe suivant.
3.1.2 Formulation diffe´rentielle par inter-
valles
Ruetsch propose une nouvelle me´thode Interval Dif-
ferential Formulation (Ruetsch, 2010) consistant a`
acce´le´rer les algorithmes de´terministes multiobjectifs
inte´grant l’analyse par intervalles. Cette me´thode,
base´e sur les gradients des fonctions objectifs, permet
de de´terminer une direction de recherche ou` toutes les
fonctions objectifs sont ame´liore´es. L’ide´e est la suiv-
ante: pour chaque point x de l’espace de recherche,
le gradient 5f d’une fonction objective f de´finit une
re´gion ou` la fonction f diminue en partant de ce point
(a` gauche de la figure 4). Cette re´gion est appele´e la
re´gion de gradient ne´gatif et indique´e par Nk. Un
point n’est pas alors optimal au sens de Pareto si
les re´gions de gradient ne´gatif de toutes les fonctions
objectifs ont une intersection non vide (une intersec-
tion entre elles et entre l’espace de recherche X) :⋂N







Ck = Nk ∩Nk
Figure 4: Re´gion de gradient ne´gatif. A gauche
l’approche classique, a` droite l’approche intervalle
La formulation diffe´rentielle en intervalles consiste a`
calculer pour chaque intervalle d’une boˆıte (ou d’un
sous-espace) donne´e la borne infe´rieure et supe´rieure
du gradient [5f,5f ]. Ainsi, la re´gion de gradient
ne´gatif est Ck = Nk ∩ Nk repre´sente´e sur la droite
de la figure 4. Si toutes les re´gions Ck des diffe´rentes
fonctions objectifs ont une intersection non nulle alors
nous concluons qu’il n’existe pas de solutions Pareto-
optimales dans la boˆıte en question et elle peut eˆtre
rejete´e en cours de re´solution. Cette me´thode, comme
la me´thode de monotonie base´e sur les gradients,
permet d’acce´le´rer l’algorithme de re´solution en reje-
tant au plus toˆt les boˆıtes ne contenant pas d’optima
globaux.
3.1.3 Proble`me de recouvrement
La dominance au sens de Pareto cite´e ci-dessus (sec-
tion 2.5) d’une boˆıte par rapport a` une autre est
de´finie dans l’espace des objectifs. Prenons l’exemple
de la figure 5 comme illustration du proble`me de re-
couvrement. La boˆıtes U domine au sens de Pareto
(≺) la boˆıte O parce que les intervalles de la boˆıte U
correspondant ici aux objectifs f1 et f2 du proble`me
sont strictement plus petits que ceux de la boˆıte O.
















Figure 5: Exemple de dominance au sens de Pareto
Par conse´quent, les solutions Pareto optimales sont
encadre´es par les boˆıtes U et V qui ne sont pas dom-
ine´es l’une par l’autre au sens de Pareto. Les boˆıtes
O et P seront alors e´limine´es ainsi que leurs images
inverses respectives XO et XP . En re´alite´, les boˆıtes
obtenues dans l’espace des objectifs sont issues des
fonctions d’inclusion. Ces fonctions d’inclusion four-
nissent un encadrement de l’image directe d’une boˆıte
de l’espace de recherche. Cet encadrement ge´ne`re sou-
vent un chevauchement ou recouvrement des boˆıtes
dans l’espace des objectifs (figure 6). Ce chevauche-

















Figure 6: Exemple de chevauchement
Prenons, par exemple, le chevauchement entre les
deux boˆıtes U et O de l’espace des objectifs; U 
O. Ainsi, nous ne pouvons pas e´liminer la boˆıte O
en n’ayant aucune garantie qu’une solution optimale
globale ne fasse pas partie de cette dernie`re et ne soit
pas issue de XO. De ce fait, nous nous retrouvons
avec un large front de Pareto contenant un nombre
irre´ductible de boˆıtes qui se chevauchent. Kubica et
Wozniak (2007) se sont inte´resse´s a` ce proble`me en
proposant une nouvelle approche de re´solution consis-
tant a` explorer (ou de´couper) dans l’espace des objec-
tifs au lieu de l’espace de recherche. Cette approche
nomme´e IMMT fera l’objet de la section suivante et
rentrera dans le cadre des me´thodes inverses de re´so-
lution.
3.2 Me´thodes inverses
La diffe´rence entre les me´thodes inverses et les me´th-
odes classiques (ou directes) de re´solution est dans
l’espace d’exploration. Les me´thodes directes, comme
vu pre´ce´demment, consistent a` explorer les boˆıtes
dans l’espace de recherche pour obtenir leurs images
dans l’espace des objectifs. Les me´thodes inverses, a`
partir d’une boˆıte dans l’espace des objectifs, de´finis-
sent son image inverse dans l’espace de recherche (ou
l’espace de de´cision). Seul Kubica, a` notre connais-
sance, propose une telle me´thode. En effet, son algo-
rithme consiste dans un premier temps a` effectuer une
premie`re e´valuation de l’espace initial de recherche
X pour obtenir un espace initial des objectifs Y .
Ensuite il s’agit de de´couper l’espace des objectifs
Y en deux sous espaces Y1 et Y2, puis de choisir
une des deux boˆıtes et trouver son e´valuation inverse
dans l’espace de recherche. Cette e´valuation inverse
fait appel a` l’algorithme SIVIA (Jaulin et al., 2001).
SIVIA prend en entre´e la boˆıte Yi et un espace ini-
tial de recherche a` explorer et renvoie en sortie deux
listes de boˆıtes de recherche Lin et Lbound correspon-
dant a` l’e´valuation inverse de Yi. Lin ; une liste con-
tenant les boˆıtes de recherche ayant une e´valuation
dans l’espace des objectifs incluse dans Yi et Lbound;
une liste contenant les boˆıtes de recherche de pre´cision
x ayant une e´valuation dans l’espace des objectifs
qui intersecte Yi. Enfin, l’ope´rateur Componentwise
Newton Operator (Kubica et Malinowski, 2005) et un
test de monotonie (Hansen 1992) sont utilise´s pour
acce´le´rer la re´solution. Ils consistent a` e´liminer au
plus toˆt les boˆıtes ou` en ame´liorant une fonction ob-
jectif, on on peut au moins ame´liorer une des autres
fonctions objectifs.
Nous avons apporte´ quelques ame´liorations a`
l’algorithme de Kubica en inte´grant une nouvelle
heuristique de choix de Yi a` explorer et une ges-
tion diffe´rente des listes des sous espaces de´ja` ex-
plore´s. L’heuristique de choix consiste a` choisir, a`
chaque ite´ration, la boˆıte Yi la plus prometteuse, i.e.
celle minimisant au moins un des objectifs. Cette
heuristique nous permet de nous diriger plus rapi-
dement vers une solution Pareto optimale et donc
de cre´er moins de branches dans notre arbre de
recherche. Concernant, la gestion des espaces de
recherche de´ja` explore´s, nous avons ajoute´, en plus
de la liste des sous-espaces a` explorer, une liste
de sous-espace-solutions, c’est-a`-dire les boˆıtes so-
lutions ayant atteint une pre´cision y pre´cise´e par
l’utilisateur. Cette nouvelle gestion de sous-espace
nous permet d’effectuer moins de parcours sur les
sous-espaces de´ja` explore´s et moins de mises a` jour
sur ces derniers.
4 EXPE´RIMENTATION
Nous pre´sentons les re´sultats des approches MOIBBA
(Multi-Objective Interval Branch And Bound), ID-
CDF (Interval Differential Formulation and Direct
Comparison Method) et IMMT (Inverse Method and
Monotonicity Test) sur deux proble`mes souvent util-
ise´s dans l’optimisation multiobjectif.
Le premier proble`me SRN issu de (Deb et al., 2002) :
Min (f1, f2) ;
f1 = (x1 − 2)2 + (x2 − 1)2 + 2,
f2 = 9 ∗ x1 − (x2 − 1)2;




≤ 225 et x1 − (3 ∗ x2) ≤ −10;
avec x1, x2 ∈ [−20, 20].
Le deuxie`me proble`me RUE issu de (Ruetsch, 2005):













((x1 − 0.5)2 + x22)0.5
)
avec x1 ∈ [−1, 1] et x2 ∈ [−0.5, 0.5].
Figure 7: Les figures de gauche sont les re´sultats du
proble`me SRN et de droite sont les re´sultats du prob-
le`me RUE. Du haut vers le bas sont repre´sente´s les













ou` Lin 6= ∅
Tableau 1: Les re´sultats nume´riques du premier prob-
le`me traite´ (SRN), x = 0.2 et f = 8
Les re´sultats illustre´s dans la figure 7 montrent que
MOIBBA est capable de calculer un encadrement to-
tal du front de Pareto meˆme ceux non convexes. Par
contre, deux proble`mes se pre´sentent; un large font de
Pareto obtenu duˆ a` la proble´matique de recouvrement
de boˆıtes dans l’espace des objectifs(section 3.1.3) et













ou` Lin 6= ∅
Tableau 2: Les re´sultats nume´riques du deuxie`me
proble`me traite´ (RUE), x = 0.005 et f = 0.005
l’exploration exhaustive de l’espace de recherche.
Afin de re´duire la largeur de l’encadrement du front
de Pareto duˆ au proble`me de recouvrement des boˆıtes
d’objectifs, nous avons imple´mente´ une me´thode in-
verse qui consiste a` explorer dans l’espace des ob-
jectifs propose´e par Kubica. Nous concluons que
sa me´thode est efficace en termes de temps de re´-
solution. Par contre, en plus de la complexite´ de
l’imple´mentation, son algorithme ne´cessite une tre`s
bonne connaissance du proble`me en risquant de re-
tourner des solutions inexploitables. En effet, nous
avons vu qu’une solution Pareto optimale retourne´e
par cette me´thode inverse est forme´e de trois e´le´ments
; Une boˆıte YY pre´sente dans le front de Pareto de
l’espace des objectifs et deux listes (Lin, Lbound) as-
socie´es a` YY . Un mauvais parame´trage de pre´ci-
sion d’une des variables du proble`me (x) ou d’une
des fonctions objectifs (f ) conduira a` obtenir des
solutions inexploitables ayant un Lin vide, c’est-a`-
dire une boˆıte objective n’ayant aucune image inverse
dans l’espace de recherche. Prenons par exemple les
re´sultats du proble`me SRN(tableau 1), 21 solutions
fournies par Kubica sur 137 ayant un Lin 6= ∅ sont
exploitables.
Reutsch, propose un nouveau test d’optimalite´ In-
terval Differential Formulation (Ruetsch, 2010) con-
sistant a` acce´le´rer d’une fac¸on conside´rable les algo-
rithmes de´terministes multiobjectifs et a` proposer au
concepteur moins de solutions inutiles. En revanche,
nous remarquons une perte de solutions optimales en
adoptant un tel test (figure 7 proble`me SRN) forte-
ment lie´e a` la formulation mathe´matique des fonc-
tions objectifs.
5 CONCLUSION ET FUTURS TRAVAUX
Nous avons vu que les approches de´terministes
d’optimisation globale des proble`mes multiobjectifs,
aborde´es dans ce papier et valide´es expe´rimentale-
ment, consistent a` explorer exhaustivement l’espace
de recherche afin d’obtenir la totalite´ des optima
globaux du proble`me.
Nous montrons que les approches de´terministes
na¨ıves de re´solution (section 3.1.1) sont capables de
re´soudre les proble`mes d’optimisation multiobjectifs.
Par contre, le front de Pareto obtenu et encadrant
les solutions optimales du proble`me, est assez large.
Ce proble`me est duˆ aux chevauchements de boˆıtes
de´veloppe´s dans la section 3.1.3). Une solution a` ce
proble`me de chevauchement serait la me´thode de re´-
solution inverse, c’est a` dire explorer et de´couper les
boˆıtes dans l’espace des objectifs au lieu de l’espace
de recherche. Nous avons apporte´ quelques ame´liora-
tions a` ces me´thodes inverses pre´sente´es dans la sec-
tion 3.2. En revanche, nos re´sultats montrent leur
limitation en terme de re´solution. En effet, en plus
de leur complexite´ d’imple´mentation, ces me´thodes de
re´solution inverse sont susceptibles de retourner des
solutions inexploitables. Une solution inexploitable
est une solution (ou une boˆıte de taille ) dans l’espace
des objectifs qui ne posse`de aucune e´valuation inverse
dans l’espace de recherche. Une autre approche In-
terval Differential Formulation (Ruetsch, 2010) per-
met de re´duire la largeur du front de Pareto en pro-
posant au concepteur moins de solutions inutiles.
L’imple´mentation de cette approche et les re´sultats
obtenus nous ont permis de de´tecter une perte de so-
lutions fortement lie´e a` la formulation mathe´matique
des fonctions objectifs du proble`me. En revanche,
cette approche a permis d’acce´le´rer d’une fac¸on re-
marquable les algorithmes de´terministes base´s sur
l’analyse par intervalle.
Par ailleurs, sur des proble`mes de grandes tailles,
la re´solution est tre`s couˆteuse en temps du fait
de l’exploration exhaustive de l’espace de recherche.
Ainsi, une perspective serait d’adopter une explo-
ration interactive permettrait de limiter les temps de
calcul. De plus, dans un contexte d’aide a` la de´cision
pour la conception (set-based design) ou le pilotage
d’un syste`me, la programmation par contraintes of-
fre des pistes inte´ressantes pour aborder ce proble`me
telles que le calcul d’enveloppes de l’espace de fais-
abilite´, une heuristique d’exploration diversifie´e voire
une manipulation dynamique des contraintes. Fi-
nalement, un proble`me d’optimisation re´el de propul-
sion de navire est en cours d’e´laboration et les pre-
miers re´sultats sont encourageants pour la suite mal-
gre´ l’obstacle des temps de calculs encore relativement
longs (supe´rieurs a` 30 minutes).
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