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Abst rac twWe proposed some numerical methods for the automatic proof of existence of solutions 
for variational inequalities, i.e., obstacle problems and elastoplastic torsion problems. It is based on 
Nakao's method by using finite element approximation and its explicit error estimates for the problem. 
In this paper, we present anumerical verification algorithm of exact solutions for a simplified Signorini 
problem in a computer. A numerical example for the Signorini problem is presented. (~) 2000 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In recent years, several methods to the numerical proof of existence of solutions for various dif- 
ferential equations have been developed. These methods are known as new numerical approaches 
for the problems that are difficult to prove analytically the existence of solutions for differential 
equations. Concerning partial differential equations, as far as we know, there are two methods, 
that is, Nakao's method [1,2] and Plum's method [3]. For variational inequalities, however, to this 
point there have been very few such investigations up to now. All papers by these authors deal 
with obstacle problems [4] and elastoplastic torsion problems [5]. It is the aim of this paper to 
attempt a numerical technique to verify the solutions for a simplified Signorini problems; that is, 
we construct a computing algorithm which automatically encloses the solution with guaranteed 
error bounds. In particular, the method proposed in this paper enables us to verify free boundary 
of a simplified Signorini problems, which have been impossible so far. In the following section, we 
describe the Signorini problem considered and the fixed-point formulation to prove the existence 
of solutions. In Section 3, in order to treat the infinite-dimensional operator in a computer, we 
introduce two concepts, rounding and rounding error, and a computational verification condition. 
In Section 4, we construct a concrete computing algorithm for verification in a computer, which 
is an efficient computing algorithm from view point of interval arithmetic. In order to verify 
solutions numerically, it is necessary to calculate the explicit a priori error estimates for approx- 
imate problems. These constants play an important role in the numerical verification method. 
In Section 5, we determine these constants. Finally, a numerical example is illustrated. 
The author is deeply grateful to Professor M. T. Nakao who has pointed out an error in the earlier version and 
whose suggestion has helped in improving the presentation. 
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2. PROBLEM AND FIXED-POINT FORMULATION 
Let 12 be a bounded domain of R 2 with a smooth boundary F. We define 
a(u,v) = fnVu"  Vvdx  + ~ uvdx, 
where 
Ou Ov Ou Ov 
Vu .  Vv = - - - -  + - - - -  
OXl OXl OX2 OX2" 
We now suppose the following conditions for the map f.  
ASSUMPTION A1. f is the continuous map from HI(~)  to L2(12). 
ASSUMPTION A2. For each bounded subset U E HI (~) ,  f (U) is a/so bounded set in L2(G). 
Next, we define K = (v e Hi(12) : v > 0, a.e. on F}. Now, let us consider the following the 
Signorini problem: 
find u E K such that 
(2.1) 
a(u, v - u) > ( f (u ) ,  v - u), Vv  ~ K .  
i 
We adopt a(¢, ~b) = (V¢, V~b) + (¢, ~b) as the scalar product on H 1 (~), where ( . ,  • ) denotes the 
L2-inner product on ~. Hence, the associated norm is defined by ][¢[]H1(~) = a(¢, ¢). 
Actually, (2.1) is a simplified version of a problem occurring in elasticity. As is well known, 
we can interpret the solution of (2.1) as follows: problem (2.1) has been formulated as a free 
boundary problem of finding u satisfying two subsets G0 and F+ such that 
F0 UF+ = F, F0 NF+ = 0, 
-Au  + u = f (u ) ,  on ~, 
U = O, on  G0, 
u > 0, on F+, 
Ou 
> O, on FO, 
On-  
Ou 
On O, on F+, 
(2.2) 
where ~ is the outer normal derivative on F. 
First, we note that, by the well-known result [6], for any g E L2(~), the problem 
a(u, ¢ - u) >_ (g, ~b - u), V C e K, u E K, (2.3) 
has a unique solution u E K n H 2 (fl). First, we consider the following preliminary lemmas. 
LEMMA 2.1. Let u be a solution of problem (2.3) for g E L2(~). Then we have 
]ul.~ < IlgllL~(~). (2.4) 
Here [UlH2 implies the seminorm of u on H2(fl) defined by 
IuI22(n) ~ O2u 2 
= ij=l OxiOxj L2(n) " 
PROOF. First we consider the following integration: 
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Applying partial integration to the second term on the right-hand side and using the boundary 
condition for u, we derive 
f ( -Au  + u)2 dx = fa(Au)2 + 2 fa(Vu)2 dx + fau2 dx. 
Hence, by using (2.2), we obtain the assertion. 
We need the following definition and well-known result. 
DEFINITION 2.2. A mapping PK(-) : Hl(f l)  --* K is called a projection of Hl(~) onto K, Kit  is 
assigned to the nearest point in K and is denoted by x = Pg(z) for all z E HI(gl). 
LEMMA 2.3. For any given u E H1(9/), v E K satisfies a(v,~ - v) >_ a(u,~ - v), V~ E K, Kand 
only if v = PK(U). 
To verify the existence of a solution of (2.1) on a computer, we use the fixed-point formulation 
of a compact operator as below. First, since a(.,.) is a continuous bilinear form on H 1(9/) × H i (9/), 
by the above assumptions on f ,  for each u E H 1(9/), from the Riesz representation theorem, there 
exists a unique element T(u) E H1(9/) such that 
a(T(u),v) = (f(u),v), Vv E HI(~);  (2.5) 
that is, 
-AT(u)  + T(u) = f(u), 
3 T(u) E H 1 (9/) such that OT(u) , 
We easily derive the following inequalities: 
in 9/, 
(2.6) 
on F. 
IIT(u)IIL ( ) KI I ] -  AT(u) + 
IIVT(u)IIL ( ) K211 - AT(u) ÷ 
IT(U)IH2( ) < K3II - AT(u) + T(u)IIL2( ), 
where K1 -/£3 are positive constants. Thus, the inverse operator ( -  A + 1)- 1 is bounded and, due 
to the regularity assumption, densely defined. Consequently, it may be extended to a bounded 
linear operator ( -A  + 1) -1 : L~(9/) --* H2(9/). 
Then the map T : H1(9/) ~ Hi(12) is a compact operator, because of the compactness of the 
embedding H2((I) ~-~ Hi(t2) and Assumptions A1 and A2. 
By (2.5), problem (2.1) is equivalent to that of finding u E HZ(~) such that 
a(u ,v -u )>a(T(u) ,v -u ) ,  VvEK,  uEK .  (2.7) 
By Lemma 2.3 and (2.7), we have the following fixed-point problem for the compact opera- 
tor PKT: 
find u E H1(9/) such that u = PKT(U). (2.8) 
3. ROUNDING AND VERIF ICAT ION CONDIT IONS 
In order to treat functions and equations in the infinite-dimensional space H 1 (9/) by computer, 
we introduce two concepts, rounding and rounding error. 
We now take an appropriate finite-dimensional subspace Vh of H l(t~) for 0 < h < 1. Usually, 
Vh is taken to be a finite element subspace with mesh size h. We then define Kh, an approximation 
of K,  by 
gh = Vh fl K = {Vh : Vh E Vh, Vh ~__ 0 on F}. 
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We now define the projection PK,, from Hl(~t) onto Kh. That is, Vh = Pgh(W), the projection 
of w into Kh, is defined as follows: 
VheKh: a(Vh,~--Vh)>a(w,~--Vh),  V~EKh.  (3.1) 
Now, as one of the approximation properties of Kh, assume the following. 
ASSUMPTION A3. For each w • K N H2(a),  there exists a positive constant Cl(h) such that 
[Iw - Pg,,WllH,(a ) <_ Cl(h)lWlH2(a ). (3.2) 
Here, Cl ( h ) has to be numericedly determined. 
Since Kh is a closed convex subset of Vh, now we define the dual cone of Kh by 
K I  = {w • H I (a ) :a (w,v )  < O, Vv • Kh}, 
and note that K~ is also closed convex cone in HI(a) with vertex at 0 which is the only point 
common to Kh and K~. From Definition 2.2, it follows that K~ is the set of points whose 
projections into Kh is 0. We need some additional lemma which is from [7]. 
LEMMA 3.1. Any v • Hi(a) can be uniquely decomposed into the sum of two orthogonal 
elements; that is, 
V=PKhV(~( I -PK , , ) ,  v=PK,,V(~PKT, V. 
Here, (~ denotes the sum of two orthogonal elements in the sense of H 1 (a). 
For a set U C H 1 (fl), we define the rounding R(P~:TU) c Kh as 
R (PKTU) = {Uh • Kh: Uh = R (PKT(u)), u • U}. 
Also, we define for U C HI(f~) the rounding error RE(PKTU) c K~ as 
RE(PKTU) = {v • K~,: [[V[[Hl(f~) < C(h)[[f(U)[[L2(n)}, (3.3) 
where 
IIf(U)IIL2(f~) ~ sup IIf(u)IIL2(~). 
uEU 
The positive constant C(h) appearing here is numerically determined in Section 5 by using the 
approximation property of Kh expressed by 
PKT(u) - R(PKT(u)) • RE(PKT(U)), Vu • U. 
With the above, we have the following as a result of Schauder's fixed-point theorem. 
THEOREM 3.2. //:there exists a nonempty, bounded, convex, and dosed subset U c K such that 
R(PKTU) (~RE(PKTU) c U, then there exists a solution of u = PIvT(u) in U. 
4. COMPUTING PROCEDURES FOR VERIF ICAT ION 
In this section, we propose a computer algorithm to obtain a set U which satisfies the condition 
of Theorem 3.2. 
Now we consider the following auxiliary problem associated with (2.1), concerning any g E 
L2(~t): 
a(¢,~b - ¢) >_ (g,~b - ¢), V~b e K, ¢ E g .  (4.1) 
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We then define the approximate problem corresponding to (4.1) as 
a(Uh, Vh--Uh) k (g ,  Vh- -Uh) ,  VvheKh,  UheKh.  (4.2) 
Assume that {¢ j} j= l  ..... M is a basis of Vh, where M = dim Vh, such that Cj(x) _> 0 on fl and 
satisfying 
1, i= j ,  
0, i# j ,  
where xi is a node of the finite element mesh. 
We denote by In = {1, 2, 3, . . . ,  M0} the set of all indices i associated with the internal nodes xi 
of the domain fl and we shall denote by Ir = {2140+1, M0+2,. . . ,  M} the set of all nodes indices i 
associated with the boundary nodes xi of the domain ~ and let be I = In U It. 
By Proposition 4.1 in [10], (4.2) is actually equivalent to the following discrete system: 
DIn IZ I  - PI~ = O, 
( Dxr x ZI - P i t )  Zxr = O, 
ZI~ >_0, 
Dx~IZI - PI~ >- O. 
(4.3) 
Here, DI I  ~- (ai j) i , jel ,  with aij -- (V¢i, VCj) + (¢~, ¢i), and Zx is the coefficient vector for {¢i} 
corresponding to the function Uh in (4.2). Further, PI =- ((g, ¢i))iel is an M-dimensional vector. 
Thus, we can proceed in the following manner. Let R + denote the set of all nonnegative r al 
numbers. For a E R +, we associate 
= {¢ e K;: II¢ll ,(n) < (4.4) 
M Let Aj (1 < j < M) be intervals on R 1 and let ~-~j=l AjCj be a linear combination of {¢j}, i.e., 
an element of the power set 2 Vh in the following sense: 
AjCj  = ajCj : aj E A j, 1 <_ j <_ M . 
j= l  "---- 
Let denote all the set of linear combinations of {¢j} with interval coefficients by 
{M in R, 1 M} EA jC j :  Aj; interval < j < . DI 
j= l  
Then, setting U = )-~M 1 AjCj ~)[a] and g = f (U)  in (4.2), we consider the following nonlinear 
system: 
DrnxZI - Pin = O, 
(D I r lZ I  - PIr) ZIr = O, 
z1r > o, (4.5) 
DIr~Z~ - P~r > O. 
Here PI - ( ( f (U) ,¢ i ) ) ie l .  
Equation (4.5) is in fact a nonlinear system of equations which consists of intervals. In order 
to solve (4.5) with guaranteed accuracy, we use the following theorem which is given in [8]. 
THEOREM 4.1. Let ~ : R "~ --* R n be a function with continuous first derivative and let Tl E 
R n x R n (real n x n matrix), ~ E I:t n. Denote the Jacobian matrix of  q~ by ~ '  E R n x R n and 
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for X E IR  n (real interval vectors with n components) define @'(X) := n{Y e IR  n : ~'(z) E Y 
for all x E X} .  I f  then for some X E IR  n 
- R~ (~) + {I - Re '  (~u_X)} (X - ~) ~ X, 
then there exists an 2 E f(  with ~(:~) = O. 
We now consider the fully automatic omputer generation of the set U satisfying Theorem 3.2. 
First, we generate a sequence of sets {U(0}, i = 0, 1, . . . ,  which consists of subsets of Hl(f~), in 
the following manner. 
We present an iterative procedure for generating {U(0}~=o ..... M (cf. [1,2,4]). For i = 0, we 
choose appropriate initial values U(h °) E Kh and ao E R +, and define U (°) C HI(~) by 
v (°) = °) • [ o1. 
Usually, u (°) is determined as 
This corresponds to the Galerkin approximation for (2.1). The standard selection for a0 will be 
ao = 0. For U(h 0 ~-~M A(i)~. and ai E R +, we set V (0 = u(u i) ~[a, ] ,  i > 1. Then, we define ---- A.~j=l j w3 
u(i+l) h C gh  and Oti+ 1 E a + according to 
DI,  IZx - PI~ = O, 
(D rxZ  - P r) = 0, 
Zxr >_0, 
DIrIZI  - PI~ >- 0, 
(4.7) 
. ( i+ : )  
where C(h) is the same as in (3.3). Here, % is determined as the solution set of (4.7), 
as described above. Of course, the solution of (4.7) satisfies the conditions of Theorem 4.1 
in application to the case in which U = U (0. By using (4.7) and (4.8), we define the map 
T :~DIxR ÷~DxxR +by 
(u(i) a .~=T(  _ ) ,  for >_ h ' z] U(h i - l ) ,  Ozi 1 i 1, (4.9) 
and we can denote the above procedure as (cf. [4,5]) 
, (n-l) For n >_ 1, first for a given 0 < 8 << 1, we define the 8-inflation of ~u h ,an - l )  by 
M 
~(n-- 1) . (n--l) 
h = % + E[ - - I ,  115¢j, 
j=l 
~n--1 = an-1 -b 5. 
Next, for the set ~(n-1) -(.-1) . . . .  = u h ~l:~ta,_lj, we compute (U(h n), an) by 
(u(n),an) = T(~t(n- l ' ,ozn-1) .  (4.10) 
Now we have the following verification condition on a computer. 
THEOREM 4.2. If[or an integer N, two relationships 
U(h N) C ~(N- I )  and  C~N < aN-1 (4.11) 
hold, then there exists a solution u of (2.8) in U(h N) @[ag]. Here, the first term of (4.11) means 
the inclusion in the sense of each coefficient interval of U(h N) and g(h N-l) . 
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5. COMPUTATION OF  THE CONSTANTS 
In this section, we only deM with the one-dimensional case. We give a bound of the con- 
stant C(h)  of (3.3). 
Let fl = (0, 1) and let g E L2(~t). Then, the basic model problem (2.1) is written as 
f induEgsuchthata(u ,v -u )>(g ,v -u ) ,  VvEK.  (5.1) 
We can represent the above problem (5.1) in the following form: 
Au = g, on f~, with Av = -v"  + v, 
u _> O, on {0, 1}, 
u'(0) < 0, ~'(1) > 0, 
uu' = 0, on {0,1}; 
that is, (5.1) is equivalent to the following problem: 
a(e - u ,v -  u) < O, where Ae = g. 
(5.2) 
THEOREM 5.1. 
then we have 
Hence, we may take C(h)  = v/(ha/Tr 4+ h2/r 2) in (3.3). 
PRoof. We deduce by (5.1) and (5.3) that VVh E Kh C K ,  
a(u, ~) + a (~h, ~h) < a (uh, vh) + a(u, v) + (g, u - v) + (g, ~h - ~h). 
Subtracting a(u, Uh) + a(Uh, U) from both sides and grouping terms, we have 
a (u - un, u - un) <_ (g, u - Vh) + (g, Uh -- v) -- a (u, Uh -- V) -- a (Uh, u -- Vh) 
= (g, u -- Vh) + (g, Uh -- V) -- a (u, Uh -- V) -- a (u, u -- Vh) 
+ a (u  - uh ,  u - vh)  
= (g - Au,  u - Vh) + (g -- Au,  Uh -- v) + a (u -- Uh, U -- Vh). 
We have, by using (5.2), the continuity and coerciveness of the bilinear form a(u, v), that 
I] ~t - uhHHI(f~) <~ I] u - vh I IH ' (n )  , V Vh E gh .  
Let  u and Uh be solut ions of  prob lems (5.1) and (5.3), respectively. I f  g E L2(~) ,  
(5.4) 
Let M be an integer > 0 and let h = 1 /M.  We consider xi = ih for i = 0, 1, 2,. . . ,  M, (that is, 
uniform partition of ~2) and ei = (x i - l , x i ) ,  i = 1,2,... ,M. We then approximate HI(f~) by 
Yh = {Vh E e°(f~): vhie, E P1, i = 1 ,2 ,3 . . . ,M} 
with, as usual, P1 representing the space of polynomials of degree _< 1, and we approximate K 
by 
Kh = {vh e Vh, vh > 0, on r} .  
The approximate problem is then defined by the following: 
find Uh E Kh  such that a (Uh, Vh - -  Uh)  ~ (g, Vh - -  Uh)  , V V h ~ Kh .  (5.3) 
Regarding the approximation error Iluh - uliHl(a ), we then have the following theorem. 
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Next for v • K,  we define the linear interpolation rhv by 
rhv • Vh, (rhv) (x~) = v(x~) ,  i = O, 1 , . . . ,M .  
Note that rhv • Kh. Then replacing Vh by rhu in (5.4), we have 
I I~h - ~ l IH~(a)  -< I I~h~ - U l lH~(a)  • 
Therefore, by (5.6) and standard results of approximation theory [11], we have 
I I~h - UlIH~(~) < -~ + ~ l u lH~(~) .  
By Lemma 2.1, we obtain 
Iluh - ~llu,(~) -< ~ + f i  IIgllL~(~)- 
(5.5) 
(5.6) 
SO we get 
T(K ,  uh) = {v • Hi(f/)  : v > 0, on Bh},  
Bh = {x • {0,1}: Uh(X) = 0}. 
Let e such that Ae = g and e'(1) = e'(0) = 0. Hence, for w • Hl(ft) ,  
a(e - u, w) = (A(e - u), w) + (e - u)'wl~ = -u 'wl~,  
G = {w • Hl ( f l ) :  w >_ 0, on Bh,U' (W + Uh-- u)[~ < 0}. 
Next, we consider Az  = u - Uh, we obtain 
vw • a ,  z'(w - z)l~ > 0. 
Hence, for z(1) > 0, we have z'(1) < 0, and similarly we obtain z'(O) > 0 for z(0) > 0. 
We now have the estimate 
Ilzll~2(a) < a(z,z) = (Az,  z) + z' zl~ <_ (u -  uu, z) <_ I1~- ~nllL~(a)tlzllL~(a). 
Therefore, we have 
[]Z[]L2(gt ) ~ []U -- Uhl[L2(fl ) and [[z"llL2(fl ) ~_~ 2 I[U -- Uhl[L2(~t). (5.7) 
PROOF. Following [11], we derive that 
We now consider the L2(~) estimates of optimal order (that is, O(h2)) of Uh -- u via a gener- 
alization of the Aubin-Nitsche method. 
The following result is given by arguments similar to those in [11], except for obvious modifi- 
cations. Since the basic notations and results are also the same as that of [ll], we do not discuss 
it further. The reader may refer to [11] for the details. 
THEOREM 5.2. Let u and u h be solutions of problems (5.1) and (5.3), respectively. I f  g e L2(f~), 
then we have 
Iluh - ullL~(a) -< 2 ~ + ~ IlgllL~(a). 
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Next for z • K, we define the linear interpolation rhz by 
rhz E Yh, (rhZ) (Zi) = Z(Xi), i = O, 1 , . . . ,M .  
Note that rhZ • Kh. Therefore, by standard results of approximation theory [10] and (5.7), we 
have 
h 2 h 2 
Ilrhz - zllL~<~) _< ~lzlH~(~) _< 2~ I1~ - uhllL2(~), 
IIr.z- zll.,<~) _< ~ + ~ Izl.~<~) _< 2 ~ + ~ Ilu-- uhliL~<~). 
Hence, replacing y by rhz, y -- z = 0, on {0, 1} in [11, Lemma 2], we obtain 
i luh- ullL~<~) _< 2 ~ + ~ ]iu- ~hll.,(~). 
By Theorem 5.1, we deduce that 
Iluh - ullL~(a) -< 2 ~ + ~ JlgllL~(a). 
6. EXAMPLE OF  NUMERICAL  VERIF ICAT ION 
We provide a numerical example of verification in the one-dimensional case following the 
procedure described in the previous section. Let ~ = (0, 1). We consider the case f (u)  = 
-Ku  + (47r 2 + 1 + K) cos 21rx and use a uniform partition of ~, that is, xi = i /M,  0 < i < M. 
Set ei = (Xi-hXi); then we have h = 1/M. We take 
Yh -- {Vh e C°(O, 1): vhie, • P1 (ei), 1 < i < M},  
where Pl(e~) is the space of polynomials of degree < 1 on ei. We now choose the basis {¢i}i=lM 
of Vh as the usual hat functions. 
The execution conditions are as follows: 
numbers of elements --- 10, 
dim Vh = 9, 
K = 3, 
extension parameters: e - -  10 -3, 
initial values: u (°) = Galerkin approximation (4.6). c~0 = 0, 
the form of U(h °) is displayed in Figure 1. 
Figure 1. 
1012 C.S. R¥oo 
The results are as follows: 
iteration numbers for verification: N = 9, 
L2-error bound: 0.014629, 
maximum width of coefficient intervals in {A~ N) } 0.091667, 
coefficient intervals: as in Table 1. 
Table 1. Coefficient intervals. 
xj 
0.000000 
0.111111 
0.222222 
0.333333 
0.444444 
O.555556 
0.666667 
0.777778 
0.888889 
1.000000 
Coefficient Intervals 
[0.996343 1.01097~ 
[0.761729 0.775963] 
[0.167307 0.181260] 
~0.508715 -0.494942] 
[-0.949972 -0.93628 2 
[-0.949972 -0.93628 2 
~0.508715 --0.494942] 
[0.167307 0.181260] 
[0.761729 0.775963] 
[0.996343 1.OLO972] 
The verification succeeded for h from 1/10 to 1/30. In Table 2, we show that values of ~, free 
boundary, and max IA~ ~) I, which is the maximum width of the coefficient intervals on the nodes. 
Table 2. 
max A~ n) a Free Boundary 
0.014629 0.091667 [0.904676 1.102639] 
0.001901 0.018936 [0.980946 1.020721] 
0.000684 0.008130 [0.991887 1.008831] 
h 
1 
10 
1 
~d 
1 
30 
REMARK 6.1. In the above calculations, we carried out all numerical computations using the 
usual double precision computer arithmetic instead of strict interval computations (e.g., 
ACRITH-XSC, PASCAL-XSC, FORTBAN-XSC, C-XSC, PROFIL, etc.). Therefore, it means 
that we neglected the round-off error. The reason is that the main purpose of our numerical 
experiments is the estimation of the truncation errors which usually, roughly speaking, are over 
10 - l °  times larger than the round-off errors. That is, there will be in generM some rounding 
errors at each step. 
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