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1 Johdanto 
Tämän työn tarkoituksena on suunnitella ja testata laboratorioympäristö Microsoft Ser-
ver 2012 -kurssia varten sekä tuottaa opiskelijoille apumateriaali harjoitustehtävien 
suorittamisen tueksi. Materiaaliin on koottu mukaillut ohjeet kurssin sisällöksi valituista 
Installing and configuring Windows Server 2012 -kirjan harjoituksista. 
Työ tehtiin Metropolia Ammattikorkeakoululle, joka aikoo uudistaa kurssitarjontansa 
tarjoamaan opiskelijoille mahdollisuuden suorittaa nykyaikaisiin Microsoft-tuotteisiin 
perustuvia kursseja (Windows Server 2012). Tästä syystä oli tarpeen käydä läpi Instal-
ling and Configuring Windows Server 2012 -kirjan sisältö ja harjoituksineen ja muokata 
niistä sopiva kurssikokonaisuus Metropolia Ammattikorkeakoulun tarpeita vastaavaksi.  
Työn toteutuksessa kiinnitettiin erityishuomiota kurssin harjoituksissa mahdollisesti 
esiintyviin ongelmatilanteisiin ja komennoissa esiintyviin kirjoitusvirheisiin, joihin opiske-
lijat saattavat kurssin aikana törmätä. 
2 Virtualisointi 
Virtualisoinnilla on juuret pitkällä 1960-luvulla, jolloin IBM:llä aloitti ensimmäisen käyttö-
järjestelmän (CP-40) kehityksen, jolla pystyttiin luomaan täysin virtuaalinen ympäristö. 
Sillä pystyttiin pyörittämään neljäätoista yhtäaikaista virtuaalikonetta. [18.]  
Nykypäivänä virtualisointi voidaan määritellä karkeasti tarkoittamaan fyysisen laitteiston 
muuntamista loogisiksi resursseiksi. Näin saavutetaan tila, jossa usea fyysinen laite voi 
toimia yhtenä loogisena laitteena, tai yksi fyysinen laite voi toimia useana loogisena 
laitteena. 
Virtuaalikerros eli Hypervisor mahdollistaa fyysisen laitteiston jakamisen usealle virtu-
aalikoneelle siten, että jokainen virtuaalikone luulee käyttävänsä omaa fyysistä suori-
tuskykyään. Tämä mahdollistaa esimerkiksi usean virtualisoidun palvelimen käytön ja 
hallinnoimisen yhdellä fyysisellä palvelimella. Hypervisoreita on kahta eri tyyppiä: täys- 
ja paravirtualisoituja. Kuvassa 1 on verrattu perinteisen ja virtualisointia hyödyntävä 
järjestelmän rakennetta. [2.] 
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Kuva 1. Virtualisoinnin arkkitehtuuri [13.] 
Tässä työssä keskitytään ainoastaan laitteistovirtualisointiin, josta on tällä hetkellä kol-
me erilaista toteutustapaa: täysvirtualisoitu, paravirtualisointi ja laitteistoavusteinen 
virtualisointi. 
2.1 Täysvirtualisointi 
Täysvirtualisointi toteutetaan emuloimalla suoraan fyysistä laitetta. Käytännössä tämä 
tarkoittaa, että voidaan virtualisoida mitä tahansa x86-arkkitehtuuriin perustuvaa käyttö-
järjestelmää käyttäen eri tekniikoita käytännön toteutuksesta riippuen. [7, 14.] 
Vieraskäyttöjärjestelmät eivät tiedosta käyttävänsä virtualisoitua laitteistoa, jonka joh-
dosta käyttöjärjestelmään ei tarvitse tehdä muutoksia. Virtuaalikerros kääntää kaikki 
käyttöjärjestelmien komennot lennosta ja tallentaa ne välimuistiin myöhempää käyttöä 
varten. Käyttäjätason komennot toimivat muokkaamattomina täysin normaalilla nopeu-
della. Täysvirtualisoinnin toiminta on havainnollistettu kuvassa 1. [7.] 
Täysvirtualisointi tarjoaa virtuaalikoneille parhaan suojan ja eristyksen muista järjestel-
mistä. Tämä mahdollistaa virtuaalikoneiden liikuteltavuuden, sillä sitä voidaan käyttää 
virtualisoituna tai natiivilla laitteistolla. Virtuaalikoneet kykenevät myös hyödyntämään 
isäntäkoneen muistin ja prosessointitehon lähes häviöttä. [7.] 
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2.2 Paravirtualisointi 
Paravirtualisointi tarkoittaa nimensä mukaisesti rinnalla virtualisointia. Täysvirtualisoin-
nista eroten paravirtualisoinnissa virtuaalikoneet ovat tietoisia toisistaan. Virtuaaliko-
neiden käyttöjärjestelmien ytimeen joudutaan tekemään muutoksi, jotta isäntäkone ja 
virtuaalikoneet pystyvät kommunikoimaan keskenään. 
Paravirtualisoinnissa käytettävässä isäntäjärjestelmässä on oltava erillinen käyttöjärjes-
telmä asennettuna, jonka päälle voidaan asentaa erillinen virtualisointiohjelmisto. Oh-
jelmisto luo isäntäkäyttöjärjestelmän ja luotavien virtuaalikoneiden välille virtuaaliker-
roksen, joka allokoi yhdelle virtuaalikoneelle kerrallaan isäntäkoneen fyysisiä resursse-
ja. [14.] 
2.3 Laitteistoavusteinen virtualisointi 
Laitteistoavusteinen virtualisointi toimii täysvirtualisoinnin ja paravirtualisoinnin väli-
maastossa, jossa on piirteitä molemmista. Laitteistoavusteinen virtualisointi nimensä 
mukaisesti hyödyntää laitteistovalmistajien tarjoamia laitteisto-ohjattuja kiihdytysteknii-
koita kuten Intel VT ja AMD-V.  
Molempien laitevalmistajien tekniikassa käytetään hyväksi prosessorin suoritustilaa, 
jossa annetaan Virtual Machine Monitorin (VMM) toimia 0-kerroksen alapuolella niin 
sanotussa -1 -kerroksessa. Tämä poistaa tarpeen binäärimuunnoksien ja paravirtu-
alisoinnin käytölle. Kuvassa 2 on havainnollistettu laitteistoavusteisen virtualisoinnin 
rakennetta ja toimintaa.  
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Kuva 2. Laitteistoavusteisen virtualisoinnin arkkitehtuuri [7.] 
2.4 Virtualisoinnin hyödyt 
Virtualisoimalla parannetaan tuntuvasti laitteiden energiatehokkuutta ja helpotetaan 
hallinnointia. Nykyaikainen palvelinlaitteisto hyödyntää vain murto-osan käytettävissä 
olevasta laskentatehostaan, mutta vie kuitenkin saman verran fyysistä tilaa ja lähes 
yhtä paljon energiaa ylläpitoon, kun kovassa rasituksessa oleva palvelin. Ajamalla usei-
ta virtualisoituja palvelimia yhdellä palvelimella säästetään siis monen laitteen verran 
hankintakustannuksissa, tilassa, kuluneessa energiassa. Virtualisoituja palvelimia on 
myös huomattavasti helpompi ottaa käyttöön ja hallinnoida kuin fyysisiä palvelimia. 
Virtualisoimalla voidaan myös saavuttaa suuria hyötyjä palvelinten kuorman tasaami-
sessa ja vikatilanteesta selviämisessä. Virtuaalikoneita on helppo siirtää palvelimelta 
toiselle, vikatilinateessa pystytään virtuaalipalvelin ottamaan käyttöön toisella palveli-
mella välittömästi parantaen palvelun saatavuutta. 
3 Microsoft Server 2012 
Microsoft Server 2012 julkaistiin 4. syyskuuta 2012. Tätä ennen käyttöjärjestelmä kulki 
koodinimellä Windows Server 8. Windows Server 2012 on järjestyksessään kuudes 
Microsoftin palvelinkäyttöjärjestelmä ja korvaa Windows Server 2008 R2 -
käyttöjärjestelmän. Käyttöjärjestelmän versiointi noudattaa Microsoftin uudistunutta 
lisensointimallia ja on saatavilla neljänä eri versiona. [1.] 
 Foundation 
 Essentials 
 Standard 
 Datacenter. 
Microsoft on tuonut täysin uutena ominaisuutena laajan skaalan pilvipalveluita ja mah-
dollistaa yksityisen tai hybridipilven rakentamisen käyttöjärjestelmällä. [12.] 
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3.1 Asennusvaihtoehdot 
Server 2012 julkaisun yhteydessä Microsoft muutti lisensointikäytäntöään ja toi saata-
ville neljä versiota käyttöjärjestelmästä (Foundation, Essentials, Standard ja Datacen-
ter). Palvelimen voi asentaa toimimaan graafisella käyttöliittymällä (Server with a GUI) 
toimimaan ilman graafista käyttöliittymää, jolloin käytössä on pelkästään komentorivi 
(Server Core) tai edeltävä asennus sisältäen joitakin graafisia hallintatyökaluja, kuten 
Microsoft Management Console (MMC) ja Server Manager. Käyttöjärjestelmään on 
tuotu uusi ominaisuus, joka mahdollistaa asennetun version vaihtamisen toiseen ilman 
käyttöjärjestelmän uudelleenasennusta. Server Core on nyt oletusasetuksena asennet-
tavaksi versioksi Server 2012 -käyttöjärjestelmästä. Syinä tähän muutokseen on mm: 
 Core-asennus vaatii vähemmän levytilaa kuin graafisen käyttöliittymän 
asennus (Server with a GUI), tämä voi olla tärkeää varsinkin Datacente-
reissä, jotka käyttävät virtualisointia yhdistämään monen palvelimen 
kuorman yhdelle fyysiselle laitteelle. 
 Core-asennuksessa on pienempi hyökkäyspinta-ala, mikä tekee siitä tur-
vallisemman vaihtoehdon datakeskus ja pilvipalvelu käyttöön. 
 Vaatii vähemmän ohjelmistopäivityksiä, mikä tarkoittaa pienempää mää-
rää ylläpitotoimenpiteitä. 
 Asennuksen tyyppiä voidaan tarvittaessa vaihtaa käyttöjärjestelmän 
asennuksen jälkeenkin lisäämällä siihen graafisen käyttöliittymän ominai-
suudet. [1, 3.] 
3.2 Käyttöliittymä 
Merkittävimpinä uudistuksina on tullut Windows 8:sta tuttu graafinen Metro-
käyttöliittymä (Server with a GUI). Myös Server Manager on kokenut uudelleen suunnit-
telun, millä on tavoiteltu ympäristön helpompaa hallintaa. Uudessa Server Managerissa 
voidaan hallita helposti useita palvelimia, lisätä rooleja ja ominaisuuksia ja käynnistää 
PowerShell-istuntoja. Virheilmoitukset on siirretty uudessa versiossa kiinteäksi osaksi 
Server Manageria, joka helpottaa ympäristön kokonaisvaltaista hallintaa. [3, 15.] 
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Kuva 3. Ulkoasun muutos versiosta Server 2008 R2:sta versioon Server 2012 
3.3 Uudistukset 
3.3.1 Hyper-V-replikointi 
Hyper-V-roolin replikointi ominaisuus mahdollistaa virtuaalikoneen kopioinnin Hyper-V-
virtualisointialustojen välillä ilman erillistä tarvetta perustaa jaettua tallennustilaa. Omi-
naisuudesta on suuri hyöty varsinkin virhetilanteista palautumisessa ja mahdollistaa 
paremman palvelun saatavuuden. [16.] 
3.3.2 PowerShell 3.0 
PowerShell on uudistunut versioon 3.0, joka pitää sisällään yli 2300 sisäistä komentoa, 
uudessa versiossa on keskitytty suurempien ympäristöjen hallintaan ja automatisointiin. 
Skriptien kirjoittamisen helpottamiseksi on tuotu IntelliSense-ominaisuus, joka auto-
maattisesti täydentää komennot painamalla tabulaattoria. 
Microsoft on tuonut myös PowerShelliin WebAccess-ominaisuuden, jolla järjestelmän 
ylläpitäjä voi käyttää PowerShelliä millä tahansa laitteella, jossa on selain Java -tuella. 
Tämä helpottaa palvelinten hallintaa, sillä PowerShelliä suositetaan käytettäväksi kai-
ken työtaakan hallinnoimiseksi. [16.] 
3.3.3 DirectAccess 
DirectAccess-teknologia tarjoaa mahdollisuuden luoda VPN:n kaltaisia turvallisia tun-
nelointiratkaisuja säästäen resusursseja normaaliin VPN-ratkaisuun verrattuna. Käyt-
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töönottoon on myös kiinnitetty huomiota, ja se onnistuu helposti Express Remote Ac-
cess -asennusvelhon avulla hetkessä. Teknologia mahdollistaa myös ryhmäkäytäntö-
jen käyttämisen etäyhteyksissä ja laitteita voidaan hallita niiden sijainnista riippumatta. 
[16.] 
3.3.4 Dynamic Access Control (DAC) 
DAC on yksi tärkeimmistä uusista ominaisuuksista aktiivihakemistossa Windows Ser-
ver 2012:ssa. Sitä käytetään luomaan vaade-pohjaisia tunnistautumisratkaisuja keskit-
tämällä pääsypolitiikat, säännöt ja vaatimustyypit yhteen. Se on suunniteltu tarjoamaan 
parempaa turvaa, riskinhallintaa ja auditointia tiedostoille. DAC:in avulla voidaan määri-
tellä pääsy ja auditointi -politiikkoja joustavasti, joka voi merkittävästi vähentää useiden 
ryhmien luomisen tarvetta ja hallinnoinnin määrää.  [16, 17.] 
3.3.5 ReFS  
Resilient File System (ReFS) on Windows Server 2012:n uusi tiedostojärjestelmä, joka 
suunniteltiin jatkajaksi laajasti käytössä olevalle New Technology File System (NTFS) -
tietojärjestelmälle. NTFS-tietojärjestelmän ensimmäinen versio on esitelty jo Windows 
NT 3.1:ssä kesäkuussa 1993. [1, 16.] 
Uudessa tiedostojärjestelmässä on keskitytty parantamaan levyjärjestelmän luotetta-
vuutta tallentamalla tiedoston data ja metadata erillään. Tarvittaessa voidaan poistaa 
yksittäinen tiedosto vaikuttamatta koko levyosioon. Datan rakenne on järjestelty hyvin 
samankaltaisesti kuin relaatio-tietokannoissa. [1, 16.] 
 
3.3.6 IP-osoitteiden hallinta 
Windows Server 2012 pitää sisällään IP address management (IPAM) –roolin, jonka 
avulla on mahdollista hallinnoida ja valvoa käytössä olevaa IP-osoiteavaruutta. Rooliin 
voidaan myös integroida Domain Name System (DNS) ja Dynamic Host Configuration 
Protocol (DHCP) –palvelimia, joiden avulla voidaan hallinnoida ja valvoa verkon laittei-
ta. Roolissa on myös täysi tuki IPv4 ja IPv6 osoitteistoille. [1.] 
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4 Suunnittelu ja toteutus 
Harjoitustehtäviä varten suunniteltiin virtuaalikoneryhmä, joka sisältää kaksi virtuaali-
palvelinta ja yhden virtuaalityöaseman. Kurssin virtuaalikoneet toteutetaan käyttäen 
paikallista virtualisointia, ja jokainen opiskelija luo oman virtuaaliympäristönsä kurssilla 
käyttämäänsä työasemaan. 
Työssä toteutettiin Installing and Configuring Windows Server 2012 -kirjan harjoitusteh-
tävät, joista valikoitiin Metropolian järjestämälle Windows Server 2012 -kurssille sovel-
tuvat tehtävät. Kirja on jaettu yhteentoista lukuun, joista valittiin kurssin sisällöksi yh-
deksän luvun tehtävät. 
4.1 Valmistelut 
Harjoitusten läpi käymistä varten luotiin kolme virtuaalikonetta työasemalle käyttäen 
VMware Workstation 9 -virtualisointiohjelmistoa. Windows Server 2012 -
käyttöjärjestelmän vähimmäisvaatimukset ovat 64-bittinen vähintään 1,4 GHz:n taajuu-
della toimiva prosessori, 512 megatavua muistia ja 32 gigatavua kovalevytilaa. 
Virtuaalikoneiden resursseja voidaan muuttaa lennosta, ja lisätä tai vähentää virtuaali-
koneen käyttämiä tehoja harjoituksen mukaan. Ensimmäistä tehtävää varten määritel-
tiin virtuaalikoneelle käyttöön 2 prosessoriydintä, 2 gigatavua muistia ja 40 gigatavua 
levytilaa. 
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Kuva 4. VMware Workstation päänäkymä. 
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Kuva 5. Virtuaalikoneen laitteisto 
4.2 Palvelinten käyttöönotto 
Palvelinten ja työasemien käyttöönotto hoidetaan yleensä keskitetysti, mikäli koneita on 
useampia. Ensimmäiseksi tulee luoda tarkoitukseen sopiva levykuva käyttöjärjestel-
mästä sisältäen tarvittavat ajurit, ohjelmistot ja määritykset. Levykuvasta tämän jälkeen 
luodaan kevyt asennustiedosto, joka levitetään asennettaville koneille. 
Tehtävää varten tarvitaan yksi tyhjä virtuaalipalvelin ja Windows Server 2012 -
asennustiedosto. Ladataan asennustiedosto virtuaalikoneen DVD-asemaan, jonka jäl-
keen käynnistetään kone ja voidaan aloittaa tehtävän teko. 
4.2.1 Käyttöjärjestelmän käyttöönotto 
Virtuaalikone käynnistyi suoraan käyttöjärjestelmän asennusvelhoon, josta valittiin 
asennettavaksi Server Core -vaihtoehto Windows Server 2012 -käyttöjärjestelmästä. 
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Käyttöjärjestelmän asennuksen yhteydessä määriteltiin palvelin käyttämään oikeaa 
aikavyöhykettä ja skandinaavisia näppäimistöasetuksia. 
Tämän jälkeen edettiin asennuksessa ja määriteltiin järjestelmäkäyttäjän tilille salasana 
ja suoritettiin asennus loppuun käyttäen sopivia asetuksia. Käyttöjärjestelmä käynnistyi 
tekstipohjaiseen Command Prompt -ohjelmaan, josta käynnistettiin Server Configurati-
on –ohjelma jonka kautta määriteltiin palvelimelle perusasetukset. Palvelimelle annet-
tiin tehtävän mukaisesti nimi SERVER1, määriteltiin käyttämään staattista IP-osoitetta 
käytössä olevasta sisäverkosta, määriteltiin DNS-palvelinasetukset ja testattiin internet-
yhteyden toimivuus hakemalla ja asentamalla uusimmat käyttöjärjestelmäpäivitykset. 
 
Kuva 6. Server Configuration -ohjelman päänäkymä 
Päivitysten asentamisen jälkeen kone kytkettiin hetkeksi pois verkosta, jonka jälkeen 
kopioidaan asennusmediasta Server with a GUI -asennukseen tarvittavat tiedostot C-
levylle ja luodaan niistä asennustiedosto. 
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Kuva 7. Asennuslevyn sisältämät tiedostot 
Päivitetään nykyinen Server Core -asennus Minimal Server Interface -asennukseksi 
suorittamalla PowerShell-istunnossa komento Install-WindowsFeature Server-Gui-
Mgmt-Infra –Restart –Source C:\mountdir\windows\winsxs. Tarkistetaan asennuksen 
onnistuminen käynnistämällä Microsoft Manager Console (MMC) ja liitetään kone ta-
kaisin verkkoon. 
Tämän jälkeen palataan PowerShell-istuntoon, jossa päivitetään asennus edelleen 
Server with a GUI -asennukseksi. Tämä tapahtuu komennolla Install-WindowsFeature 
Server-Gui-Shell –Restart, jonka jälkeen palvelin käynnistyy graafiseen käyttöliitty-
mään. 
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4.2.2 Palvelinten käyttöönotto 
Käytetään harjoituksessa edellisessä tehtävässä luotua virtuaalikonetta, johon asenne-
taan Windows ADK for Windows 8 ja Microsoft Deployment toolkit -ohjelmistot. Ohjel-
miston asennuksen yhteydessä asennetaan myös seuraavat ominaisuudet: 
 Deployment Tools 
 Windows Preinstallation Environment (Windows PE) 
 User State Migration Tool (USMT). 
Asennuksen jälkeen avataan Deployment Workbench -ohjelma, jossa luodaan uusi 
Deployment Share asennusvelholla käyttäen oletusasetuksia. Ladataan Windows Ser-
ver 2012 -asennusmedia Deployment Shareen. Luodaan uusi Task Sequence käyttäen 
asennusvelhoa, jossa muokataan alkuperäisestä Windows Server 2012 -
asennusmediasta räätälöity asennuspaketti ”REFIMG”. Asennustiedostoon määritel-
lään asennettavaksi käyttöjärjestelmän versioksi Server with a Gui yrityksen nimeksi: 
Contoso Ltd, Admin-käyttäjätilille luodaan salasana ja määritellään käyttöjärjestelmä 
hakemaan uusimmat päivitykset asennuksen yhteydessä. Luodaan asennuspaketista 
Light Touch Install (LTI) -asennustiedosto. 
Tämän jälkeen ladataan äskettäin luotu LiteTouchPe_x64.iso image uuteen virtuaali-
koneeseen, jossa ei ole käyttöjärjestelmää. Uusi kone käynnistyy suoraan Microsoft 
Deployment Toolkittiin (kuva 8), jossa määritellään koneelle staattinen IP-osoite sa-
masta verkosta Server1:n kanssa, jotta päästään verkkojakoon käsiksi. 
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Kuva 8. Microsoft Deployment toolkit 
 
Käynnistetään käyttöjärjestelmän asennus. Määritellään asennettavan koneen nimeksi 
REFCOMP, valitaan oikeat kieli-, alue- ja aika-asetukset ja määritellään järjestelmä 
ottamaan itsestään levykuvan asennuksen jälkeen ja tallentamaan sen kohteeseen: 
\\SERVER1\DeploymentShare$\Captures/REFIMG.wim. 
Tehtävän lopputulos on Windows Server 2012 -asennustiedosto, jossa on valmiina 
tuoreimmat päivitykset.  
 
4.3 Palvelimen etähallinta 
Windows Server 2012 pitää sisällään kaksi työkalua palvelinten etähallintaan. Uusi 
versio graafisesta Server Managerista ja uusi versio 3.0 Windows PowerShellistä. Mo-
lemmilla työkaluilla voidaan hallita niin fyysisiä, kuin virtuaalisiakin palvelimia. [3.]  
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4.3.1 Roolien ja ominaisuuksien asentaminen 
Aloitetaan avaamalla PowerShell-komentorivi järjestelmäkäyttäjän oikeuksin. Annetaan 
komento Get-WindowsFeature, jolla saadaan tieto kaikista järjestelmään asennetuista 
rooleista ja ominaisuuksista. Näitä ominaisuuksia verrataan Server Managerin Roles 
and Features -välilehden rooleihin ja ominaisuuksiin. 
Asennetaan Serverille DHCP-rooli ja hallinnointi työkalut käyttäen Server Managerin 
Add Roles and Features –asennusvelhoa. Varmistetaan asennusten onnistuminen 
PowerShellissä komennolla Get-WindowsFeature –Name *DHCP*. 
Tämän jälkeen poistettiin äsken luotu DHCP-rooli lisäosineen PowerShellin kautta ko-
mennolla Uninstall-WindowsFeature –Name *DHCP*/*RSAT-DHCP* ja varmistettiin 
poiston onnistuminen Get-WindowsFeature –Name *DHCP* -komennolla.  
 
Kuva 9. Asennetut roolit, joiden nimessä esiintyy “DHCP” 
Tämän jälkeen virtuaalikone kytkettiin pois verkosta ja yritettiin asentaa NET3.5 -roolia 
offline-tilassa. Asennus palautti virheilmoituksen puuttuvista tiedostoista. Kyseiset 
asennustiedostot eivät sisälly käyttöjärjestelmän normaaliin asennukseen, jonka vuoksi 
asennustiedostot tulee hakea Microsoftin päivityspalvelimelta tai olla saatavilla paikalli-
sesti. 
4.3.2 Virhetilanteiden hallinta 
Harjoituksessa tutustutaan Server Manager -ohjelman Dashboard-välilehteen, jonka 
pääasiallinen tarkoitus on viestittää hallittavan ympäristön mahdollisesta virheellisestä 
toiminnasta. Dashboard -välilehdellä näkyy kaikki kohteet, jota palvelin hallitsee ja vir-
hetilanteen sattuessa ilmestyy Dashboardille punainen laatikko virhetilanteen merkiksi.  
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Kuva 10. Virheilmoitus 
Virheilmoitusten muodostumista ja esittämistä pystyy hallinnoimaan hallittavan kohteen 
Events-välilehdeltä. Täältä pystytään määrittelemään esimerkiksi, mistä tapahtumista 
järjestelmä antaa ilmoituksen ja miten pitkään virheilmoitus näytetään. 
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Kuva 11. Virheilmoitusten hallinta Dashboardilla 
 
4.3.3 PowerShell-automaatio 
Automaatio on välttämätöntä hallittaessa suuria palvelinympäristöjä. Automaatiolla pys-
tytään yksinkertaistamaan toimenpiteiden suorittamista ja hallintatehtävien automa-
tisointia. PowerShellillä voidaan myös ajaa komentoja taustalla käyttäen background 
jobs -ominaisuutta. 
PowerShellissä voidaan luoda ajoitettuja tehtäviä, tehtävät voidaan määritellä kerta-
luontoisiksi, käynnistymään säännöllisinä aikoina tai käynnistymään, tietyn toiminnon 
tai tehtävän johdosta. [3.] 
Tehtävässä luotiin uusi ajoitettu tehtävä MyJob käynnistymään, kun ehto $trigger toteu-
tuu. Ehdoksi määriteltiin käyttäjän kirjautuminen koneelle, jonka jälkeen ajoitettu tehtä-
vä käynnistyy satunnaisella ajanhetkellä 60 sekunnin ajanjaksolla. Tehtäväksi määritel-
tiin IIS-roolin asentaminen kohdekoneelle. 
Automaatio toimi halutulla tavalla ja asensi IIS-roolin käyttäjän kirjautuessa. Onnistumi-
sen toteamisen jälkeen rooli poistettiin koneelta käyttäen PowerShell komentoa Unins-
tall-WindowsFeature -komennolla. 
 
4.4 Domain Controllerin käyttöönotto 
Domain Services on osa Active Directory hallintaohjelmistoa, joka tarjoaa hajautetun 
tietokanta- ja kansiopalvelun. Sillä pystytään hallitsemaan tietoa käyttäjistä, tietokoneis-
ta, ryhmistä, tulostimista ja muista toimialueen infrastruktuurin asioista. [3.] 
Domain controllerin yhteyteen tulee asentaa myös DNS-rooli palvelimelle, mikäli ulkois-
ta DNS-palvelua ei ole käytössä. 
18 
 
  
4.4.1 Uuden forrestin luonti 
Harjoituksessa asennettiin palvelimelle Active Directory Domain Services (AD DS) -
rooli käyttäen Server Managerin graafista Add Roles and Features -asennusvelhoa. 
Roolin asennuksen yhteydessä tulee myös asentaa DNS-rooli palvelimelle, ellei käy-
tössä ole ulkoista DNS-palvelua. 
Roolin asennuttua ylennettiin palvelin toimimaan Domain Controllerina. Tämän jälkeen 
luotiin uusi päätoimialue corp.contoso.com käyttämällä Active Directory Domain Servi-
ces Configuration -asennusvelhoa. Active Directory Domain Services Configuration -
asennusvelho on luotu täysin PowerShellin päälle ja se voidaankin mieltää käyttöliitty-
mäksi, joka ajaa PowerShell-komentoja. Asennuksen yhteydessä on mahdollista tarkis-
taa minkälaisen PowerShell-skriptin asennusvelho asentaa. 
Palvelin käynnistyttyä uudelleen asennuksen jälkeen tarkistetaan roolin asennuksen 
onnistuminen ja mahdollisesti aiheuttamat virheilmoitukset Server Managerin tapahtu-
mat-välilehdeltä. 
4.4.2 Domain Controllerin etäasennus 
Ensimmäisen domain controllerin asennuksen jälkeen uudessa toimialueessa tai for-
restissa, tulisi asentaa vähintään toinen palvelin toimimaan vara domain controllerina 
luoden toimialueesta vikasietoisen. [3.] 
Jatketaan suoraan siitä, mihin edellisessä tehtävässä jäätiin ja lisätään toimialueeseen 
uusi palvelin (Server2). Palvelimelle on valmiiksi asennettu edellisessä tehtävässä Ser-
ver Core -asennus Windows Serveristä ja määritelty käyttämään staattista IP-osoitetta, 
joka on samassa verkossa domain controllerin kanssa. Määritellään palvelimelle DNS-
palvelimen IP-osoite (domain controllerin osoite), jonka jälkeen liitetään palvelin 
corp.contoso.com-toimialueeseen. Palvelin käynnistyy uudelleen saattaakseen muu-
tokset voimaan. 
Tämän jälkeen avattiin domain controllerilla PowerShell, jossa Invoke-Command -
komentoa käyttäen tarkistetaan, että AD DS -rooli ei ole asennettuna Server2:lla. Sa-
maa Invoke-Command -komentoa käyttäen asennetaan Server2:lle AD DS -rooli. 
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Roolin asennuttua varmistetaan, että Server2 on valmis toimimaan domain controlleri-
na. Ajetaan domain controllerilta käsin Server2:lle kuvassa 12 esiintyvä PowerShell -
komento. 
 
Kuva 12. Testataan ennakkovaatimusten täyttyminen ylennystä varten 
Testin ajamisen jälkeen ylennetään Server2 domain controlleriksi asentamalla –
ADDSDomainController ja DNS-roolit. 
4.5 Active Directory 
Aktiivikansion hallinnointi pitää sisällään päivittäisiä toimenpiteitä, kuten käyttäjien, tie-
tokoneiden ja ryhmien hallintaa. Hallinnassa voidaan käyttää pääasiallisesti kahta työ-
kalua, Active Directory Administrative Centeriä (ADAC), joka on graafinen työkalu pien-
ten ympäristöjen hallintaan tai aktiivihakemisto-moduuli PowerShellissä, jolla pystytään 
hallinnoimaan isoja ympäristöjä ja automatisoimaan. [3.] 
20 
 
  
4.5.1 Organisaatioyksiköiden luonti 
Luodaan domain controllerilla PowerShell-skripti käyttäen notepadia kuvan 13 mukai-
sesti. Tallennetaan new-OUs.ps1 tiedosto Data-kansioon. Tämän jälkeen avataan Po-
werShell korotetuin oikeuksin (Run as Administator), jossa tarkistetaan, salliiko järjes-
telmä skriptien ajamisen. Tarvittaessa muutetaan tila sallimaan skriptien ajamisen il-
man rajoituksia komennolla Set-ExecutionPolicy Unrestricted. 
 
Kuva 13. PowerShell-skripiti 
Ajetaan aiemmin luotu new-OUs -skriptitiedosto PowerShellissä kirjoittamalla tiedoston 
sijainti komennoksi (C:\Data\new-OUs.ps1). Komennon onnistumisen voi tarkistaa Po-
werShellistä komennolla Get-ADOrganizationalUnit –Filter ‘Name –like “Montreal*” tai 
ADAC:ista corp.contoso.com-toimialueen alta. 
 
Kuva 14. PowerShell-skriptin suorittaminen 
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4.5.2 Käyttäjätilien luonti 
Käyttäjätilejä luotaessa tiettyyn kohteeseen on tärkeää käyttää -path parametriä. Ilman 
erikseen määriteltyä polkua uudelle käyttäjälle se luodaan oletuksena toimialueen 
Users-kansioon. 
Mikäli käyttäjätilejä luodaan kerralla useampi, voidaan apuna käyttää CSV-tiedostoa, 
johon voi pilkulla erottamalla määritellä useiden käyttäjien tiedot. Toinen vaihtoehto on 
käyttää käyttäjätilien luontiin template, johon voidaan määritellä käyttäjille luotavat yh-
teiset ominaisuudet, kuten yrityksen nimi ja yhteystiedot. [3.]  
Tehtävässä voidaan jatkaa suoraan siitä mihin edellisessä osiossa jäätiin. Luodaan 
uusi Denver-niminen Organizational Unit (OU) käyttäen PowerShell-komentoa New-
ADOrganizationalUnit. Komentoon voi myös määritellä suoraan parametrit, kuten ni-
men ja polun tai käyttää ohjattua toimintoa jättämällä parametrit pois komennosta. Tä-
män jälkeen luodaan Denver Users OU äskettäin luodun Denver OU:n sisälle. Luota-
essa toisen lapsikansiota joudutaan määrittelemään käytettävä polku komennon yhtey-
dessä. 
Seuraavaksi luodaan käyttäjätilin template DenverTemplateUser, jolle määritellään tilin 
vanhenemisaika ja kaupunki. 
 
Kuva 15. Luodaan template-käyttäjätili 
Luomisen onnistuminen voidaan tarkistaa ADAC:ista. Luotu template pitäisi löytyä do-
mainin alta Users-kansiosta.  
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Kuva 16. ADAC-näkymä template-käyttäjätilistä 
 
 
 
Kuva 17. DenverTemplateUser templaten ominaisuudet. 
Luodaan seuraavaksi edellisen templaten pohjalta uusi käyttäjätili henkilölle Tony Ma-
digan. Templaten käyttö käyttäjätilin luomisen yhteydessä onnistuu käyttämällä Instan-
ce-parametrillä. Käyttäjätilille määritellään templaten ominaisuuksien lisäksi henkilön 
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nimi, käyttäjätunnus, sähköpostiosoite ja salasana. Määritellään myös, minkä OU:n 
sisälle käyttäjätili luodaan. 
 
Kuva 18. Käyttäjätilin luominen käyttäen templatea 
Kuvassa 19 esiintyvällä komennolla voidaan vielä varmistaa, että käyttäjätilin luonti on 
onnistunut halutulla tavalla ja määritykset tilille ovat oikein. 
 
Kuva 19. Valmis käyttäjätili 
4.6 Verkonhallinta 
Verkko on perusta yrityksen tietojärjestelmälle ja mahdollistaa verkon laitteiden kom-
munikoida keskenään. Verkkopalvelut, kuten Dynamic Host Configuration Protocol 
(DHCP) -palvelimet ja Domain Name System (DNS) -palvelimet helpottavat ja vähen-
tävät IP-osoitetietojen ja verkkonimien konfiguroinnin ja hallinnan tarvetta. [3.] 
4.6.1 DHCP failover -käyttöönotto 
DCHP failover on uusi ominaisuus Windows Server 2012:ssa, jolla pyritään varmista-
maan DHCP-palvelun jatkuva toiminta. Vikasietoinen toiminta on käytännössä mahdol-
lista toteuttaa käyttämällä kahta DHCP-palvelinta, joista toinen toimii varalla. Virhetilan-
teen sattuessa varapalvelin ottaa kaiken DHCP-palvelun tehtäväkseen ja asiakkaat 
pystyvät yhdistämään verkkoon, vaikka toinen palvelimista kaatuisikin. Samalla toteu-
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tuksella on myös mahdollista tasapainottaa palvelinten kuormaa määrittelemällä pro-
sentuaalinen loadbalance-palvelinten välille. [9.] 
Tehtävässä asennettiin DHCP-rooli molemmille palvelimille käyttäen kuvassa 20 esiin-
tyvää PowerShell-komentoa. Lopputuloksena, kuten kuvasta voidaan todeta, rooli 
asentui onnistuneesti kummallekin palvelimelle. Tämän jälkeen valtuutetaan molemmat 
palvelimet toimimaan aktiivihakemistossa käyttäen Add-DhcpServerInDC –DnsName -
komentoa. 
 
Kuva 20. Asennetaan DHCP-rooli molemmille palvelimille 
Määritellään domain controllerina toimivalle palvelimelle (Server1) uusi DHCP scope, 
johon määritellään 50 IP-osoitteen pooli, tila aktiiviseksi ja nimetään corp clients:iksi. 
Varmistetaan luonnin ja asetusten onnistuminen Get-DhcpServerv4Scope -
komennolla.  
Seuraavaksi määritellään palvelinten välille vikasietoisuus suhde. Määritellään toiselle 
palvelimelle (Host7) 50 % domain controllerille kohdistuvasta kuormituksesta ja vikati-
lanteessa vaihtamaan tilaa automaattisesti ja toimimaan pääasiallisena DHCP-
palvelimena. 
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Testataan lopuksi DHCP-palvelun toimintaa liittämällä samaan verkkoon asiakas, joka 
on määritelty ottamaan IP-osoitteen käyttäen DHCP-palvelinta. Asiakkaan tulisi saada 
IP-osoite aiemmin määritellyn scopen IP-poolista. 
4.6.2 Caching-only DNS -palvelin 
 Aluksi varmistetaan, että palvelimet ovat samassa Server poolissa, mikäli kummatkin 
palvelimet eivät näy poolissa, tulee puuttuva palvelin lisätä pooliin. Palvelinten tulee 
olla samassa ympäristössä, jotta DNS-palvelimet saadaan toimimaan oikein.  
Tämän jälkeen asennetaan toiselle palvelimelle (Host7) DNS-rooli hallintatyökaluineen 
PowerShellissä käyttäen komentoa Install-WindowsFeature –Name DNS –
ComputerName HOST7 -IncludeManagementTools –Restart. Host7 toimii roolin asen-
nuksen jälkeen Caching-Only DNS -palvelimena. 
Nopeutetaan nimikyselyitä määrittelemällä Server1 toimimaan välittäjänä nimikyselyille. 
Tämän jälkeen kaikki Host7:lle lähetetyt nimikyselyt välitetään Server1:lle, joka lähettää 
ne edelleen palveluntarjoajalle. Testataan muutoksen vaikutusta suorittamalla nimi-
kysely osoitteesta www.bing.com, joka palauttaa lähes välittömästi vastauksen. 
4.7 Hyper-V  
Hyper-V-rooli tarjoaa Windows Server -ympäristöön monipuolisen alustan virtualisoin-
nille. Rooli mahdollistaa palvelinten työkuorman virtualisoinnin ja virtualisoitujen työpöy-
tien käytön. [3.]  
Hyper-V-roolin asennuksen toteuttaminen virtuaaliympäristössä aiheuttaa pieniä toi-
menpiteitä. Virtuaalikoneessa tulee olla laitepohjainen virtualisointi käytössä (Intel VT / 
AMD-V) ja laitteiston tekemä tiedonsuoritus -ominaisuus päällä isäntäkoneessa.  
Virtuaalikoneen vmx-tiedostoon tulee lisätä kuvan 21 mukaiset rivit tiedoston loppuun, 
jotta rooli voidaan asentaa virtuaalikoneelle. Tallenna muutokset tiedostoon, jonka jäl-
keen voidaan käynnistää virtualisointiohjelma ja käynnistää virtuaalikone. 
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Kuva 21. Virtuaalikoneen vmx-tiedosto. 
4.7.1 Hyper-V-roolin asennus ja konfigurointi 
Harjoituksessa käytetään Server Core -asennusta, jossa on 2 levyasemaa ja 2 verkko-
korttia. Tarvittaessa ylimääräisen levyaseman ja verkkokortin saa lisättyä helposti vir-
tuaalikoneen asetuksista. 
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Kuva 22. Virtuaalikoneen laiteasennus 
 
Käynnistetään PowerShell, jossa asennetaan Hyper-V-rooli ja siihen liittyvät hallinta-
työkalut. Tämä tapahtuu komennolla Install-WindowsFeature –Name Hyper-V –
IncludeManagementtools –Restart. Komennon toimiessa virtuaalikone käynnistyy au-
tomaattisesti uudelleen. 
 
Luodaan kansio vmstorage-niminen kansio toiselle levyasemalle suoraan aseman juu-
reen. Mikäli tehtävän alussa jouduttiin lisäämään uusi levyasema, saa sen kirjaimen 
selvitettyä käyttäen Get-Disk PowerShell -komentoa. Levy tulee myös ottaa käyttöön ja 
määritellä sille sopiva tiedostojärjestelmä harjoitukselle. Tämä onnistuu kuvassa 23 
käytetyillä PowerShell-komennoilla. 
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Kuva 23. Levyn käyttöönotto 
Tarkistetaan nykyinen polku virtuaaliselle levyasemalle ja virtuaalikoneelle (oletuksena 
C:\Users\Public\Documents\Hyper-V), muutetaan polku aiemmin luotuun kansioon. 
Tarkistetaan vielä, että polku on muuttunut luotuun kansioon. 
  
Seuraavassa kohdassa tarkistetaan verkkoadaptereiden tila komennolla Get-
NetAdapter ja luodaan sisäiset virtuaalikytkimet näille adaptereille. 
 
Määriteltiin kummallekin verkkoadapterille oma virtuaalikytkin (Contoso ja Manage-
ment). 
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Kuva 24. Verkkoadapterin asetukset ja virtuaalikytkimen luominen 
4.7.2 Virtuaalikoneiden luonti ja konfigurointi 
Tässä osioissa luodaan virtuaalikone, joka kuluttaa virtuaalipalvelimelle määriteltyjä 
resursseja. Ennen harjoituksen aloittamista on hyvä varmistaa, että virtuaalipalvelimelle 
on määritelty vähintään 2 prosessoriydintä ja 2 gigabittiä muistia. 
Tehtävässä luodaan uusi virtuaalikone käyttäen PowerShelliä. Virtuaalikoneelle määri-
tellään yksitellen resurssit, joiden varassa se toimii.  
 
Kuva 25. Virtuaalikoneen luominen ja määritykset 
Virtuaalikoneen luomisen ja määrittelyn jälkeen otetaan snapshot luodusta virtuaaliko-
neesta ennen käyttöjärjestelmän asennusta, eli tallennetaan virtuaalikoneen sen hetki-
nen tila kokonaisuudessaan tiedostoon myöhempää käyttöä varten.  
Tehtävä loppuu varsinaisesti tähän. Vapaaehtoisesti voi kuitenkin tarkistaa asetukset 
graafisen käyttöliittymän kautta muuttamalla palvelimen asennuksen tyypin Minimal 
Server interface -asennukseksi. Graafisessa ympäristössä voidaan asentaa Hyper-V 
GUI Management Tools ominaisuus Hyper-V-roolin alle, jonka avulla pääsee tutkimaan 
luodun virtuaalikoneen SERVER8:n ominaisuuksia ja asetuksia. 
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4.8 File Server 
Tallennustilan hallinnointi ja provisiointi on yksi organisaation tärkeimmistä asioista 
kaiken kokoisissa yrityksissä. Tiedon tulee olla jatkuvasti saatavilla ja tiedon tulee myös 
olla turvassa. Nykypäivänä tästä voi muodostua monimutkainen tehtävä, sillä tiedon 
säilyttämiseen käytetään useita eri tekniikoita ja laitteita (muistitikuista aina varmennet-
tuihin tiedostopalvelimiin). [3.] 
Harjoituksessa tarvitaan palvelin, jossa on ylimääräisenä kaksi tyhjää levyasemaa ja 
Server with a Gui -asennus Windows Server 2012:sta.  
4.8.1 Jaetun tilan hallinta ja provisiointi käyttäen Server Manageria 
Käynnistetään Server Managerista Add Roles and Features asennusvelho ja asenne-
taan File Server -rooli (löytyy File and Storage Services alta). Asennuksen jälkeen 
varmistetaan asennetun roolin alta, että ylimääräiset levyt ovat näkyvissä. 
Tehtävässä tarkoituksena on luoda uusi storage pool (Pool1), johon liitetään molemmat 
ylimääräiset fyysiset levyt. Kummallekin levylle määritellään hieman toisistaan eroavat 
virtuaalilevyt ja osiot. Pool1 koostuu loppujen lopuksi kahdesta fyysisestä ja kahdesta 
virtuaalisesta levystä. 
Tämän jälkeen luodaan uusi SMB-jako, jonka näkyväksi nimeksi määritellään Simple 
Share ja kansion fyysinen sijainti S -levyasemalle. Jaettuun kansioon luodaan uusi 
kansio ABE_TEST, jota rajoitetaan poistamalla ylimääräisiltä tahoilta oikeudet kansi-
oon. Varmistetaan oikeuksien toiminta yrittämällä kirjautua kansioon käyttäjätunnuksil-
la, joilla ei pitäisi olla pääsyä kansioon.  
4.8.2 Jaetun tilan hallinta ja provisiointi käyttäen PowerShelliä 
Aloitetaan harjoitus varmistamalla, että käytössä olevat ylimääräiset levyt ovat online-
tilassa, ja niiden CanPool-arvo on tosi. Mikäli näin ei ole, tulee arvot muuttaa harjoituk-
selle sopiviksi. 
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Luodaan uusi storage pool (Pool 2) kuvassa 26 esiintyvällä komennolla. Komennon 
kirjoittamisessa tulee olla huolellinen, sillä ylimääräinen välilyönti tai puuttuva merkki 
voi aiheuttaa komennon virheellisen toiminnan. 
 
Kuva 26. Storage Poolin luominen PowerShellillä 
Komennon jälkeen luodaan storage pooliin viiden ja kymmenen terabitin kokoiset virtu-
aalilevyt, jotka liitetään edellisessä kohdassa luotuun Pool 2:seen. Virtuaalilevyt ovat 
oletuksena offline-tilassa ja niillä ei ole tiedostojärjestelmää. Otetaan molemmat levyt 
käyttöön komennolla Get-Disk | Where Bustype –eq Spaces | Initialize-Disk –
PartitionStyle GPT. Tämän jälkeen luodaan levyille NTFS-tiedostojärjestelmä kuvassa 
27 esiintyvällä komennolla. 
 
Kuva 27. Tiedostojärjestelmän luominen   
Luodaan molempiin virtuaalilevyihin kansiot nimeltä Shares, jotka sisältävät alikansiot 
Folder 1 ja Folder 2. Luodaan kaksi SMB-jakoa Share1 ja Share2, jotka määritellään 
käyttämään äskettäin luotuja kansioita virtuaalilevyillä. Share 2:ssa otetaan käyttöön 
Access-based Enumeration -ominaisuus, joka suodattaa kansiosta tiedostot, joihin 
käyttäjällä ei ole oikeutta.  
4.9 Tulostuspalvelimen käyttöönotto ja hallinta 
Tulostuspalvelin mahdollistaa tulostustöiden keskittämisen yhdelle tai useammalle tu-
lostimelle. Ehkä tärkeimpiä tulostuspalvelimen ominaisuuksia on mahdollisuus rajoittaa 
tulostimen käyttöä Group Policyn avulla. Isommassa ympäristössä voidaan esimerkiksi 
määritellä tietty osasto käyttämään tiettyä tulostinta. [10.] 
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4.9.1 Tulostinpalvelimien hallinta käyttäen Print Management Consolea 
Aloitetaan harjoitus asentamalla Domain Controllerille Print and Document Services 
Tools -ominaisuus Add Roles And Features -asennusvelhon kautta. Tämän jälkeen 
asennetaan myös HOST7:lle Print and Document Services –rooli sisältäen Print Server 
–ominaisuuden. 
Tämän jälkeen siirrytään Domain Controllerilla Print Management –konsoliin, jossa 
liitetään HOST7 toimimaan etähallittavana tulostuspalvelimena samassa ympäristössa 
Domain Controllerin kanssa. 
Seuraavaksi etähallittavalle tulostinpalvelimelle luodaan 64-bittinen HP LaserJet 5200 
CL6 tulostimen ajuri. Tulostuspalvelimelle lisätään myös uusi TCP/IP-portti, joka määri-
tellään käyttämään TCP-porttia 9109 ja jotakin IP-osoitetta samasta aliverkosta. Tämän 
jälkeen asennetaan tulostuspalvelimelle uusi verkkotulostin käyttäen äskettäin luotua 
ajuria ja porttia. Verkkotulostin nimetään Test Printer:iksi ja tyypiksi määritellään Hew-
lett Packard Jet Direct. 
Edellisten toimenpiteiden jälkeen tulostetaan luodulla verkkotulostimella testisivu. Tes-
tisivun tulostus kuitenkin aiheuttaa virheilmoituksen, jonka vuoksi tulostustyö poistetaan 
tulostusjonosta. 
Tämän jälkeen poistetaan äskettäin asennetut tulostin, ajuri ja portti, jonka jälkeen 
poistetaan molemmilta palvelimilta kaikki Print and Services -roolin alaisuudessa olevat 
toiminnot. Näiden toimenpiteiden jälkeen voidaan aloittaa tehtävän seuraava osio. Roo-
lit pystyy helposti ja nopeasti poistamaan Local Server -välilehdeltä kohdasta Roles 
and Features painamalla hiiren oikealla, ja valitsemalla Remove role or feature avautuu 
ohjattu roolien ja ominaisuuksien poistovelho. Roolien ja ominaisuuksien poiston jäl-
keen järjestelmä tulee uudelleen käynnistää ennen seuraavaa harjoituksen osiota. 
4.9.2 Tulostinpalvelimien hallinta käyttäen PowerShelliä 
Avataan Domain Controllerilla PowerShell-istunto, jossa asennetaan paikallisesti Print 
and Document Services Tools -ominaisuus.HOST7:lle asennetaan Domain Controlleril-
ta etänä Print and Document Services -rooli Print Server –ominaisuudella.  
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Tämän jälkeen asennetaan HOST7:lle edellisessäkin osiossa käytetty HP LaserJet 
5200 PCL6 Class Driver –ajuri ja luodaan uusi TCP/IP-portti käyttäen saman aliverkon 
IP-osoitetta. Seuraavaksi asennetaan uusi tulostin Test Printer käyttäen äskettäin luo-
tuja määrityksiä ja vaihdetaan tulostimen jakoasetukset päälle. 
 
Kuva 28. Tulostimen asennus PowerShell-istunnossa 
Tämän jälkeen tulostetaan testisivu luodulla tulostimella. Tätä varten luodaan data 
kansio ja sinne tekstitiedosto, jonka sisältönä on ”Hello World”. Alla ovat komennot 
näille toimenpiteille: 
mkdir C:\data 
”Hello World” > C:\data\test.txt 
type C:\data\test.txt | out-printer –name \\HOST7\Test Printer 
Komento lisää tiedoston tulostusjonoon, jossa se aiheuttaa virheilmoituksen. Tämän 
jälkeen sen voi poistaa komennolla remove-printjob. 
4.10 Palomuurisäännöt ja IPSec 
4.10.1 Palomuurisääntöjen konfigurointi 
Tässä harjoituksessa luodaan palomuurisääntöjä ja tutkitaan niiden vaikutuksia tois-
tensa kanssa. 
Tämän jälkeen poistetaan sivuhistoria Internet Explorerista ja yritetään päästä SER-
VER1:n osoitteeseen (192.168.177.140).  Sääntö estää lähtevän liikenteen TCP-portin 
80, jota käytetään HTTP-liikenteessä, joten sivu ei avaudu. Poistetaan äskettäin luotu 
sääntö ja virkistetään selaimen sivu, jonka jälkeen IIS -sivun pitäisi näkyä. 
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Luodaan uusi lähtevän liikenteen sääntö, johon valitaan säännön tyypiksi ohjelma 
(Program). Määritellään sääntö estämään Internet Explorerin toiminta määrittelemällä 
sovelluksen polku (C:\ProgramFiles (x86)\Internet Explorer\iexplore.exe). Suoritetaan 
asennus loppuun oletusasetuksilla ja nimetään uusi sääntö Block Internet Explorer:iksi. 
Tämän jälkeen tyhjennetään selaimen sivuhistoria ja päivitetään sivu uudelleen. Tode-
taan, että sivua ei voida näyttää, sillä palomuurin sääntö esti ohjelman verkkoliiken-
teen. 
Otetaan Block Internet Explorer -sääntö pois käytöstä ja otetaan sääntö Block TCP port 
80 käyttöön. Tämän jälkeen voidaan siirtyä tehtävän toiseen osioon. 
 
Kuva 29. Yhteys toimii palvelinten välillä 
4.10.2 IPSec-tunnelin käyttöönotto 
Tässä harjoituksessa luodaan ja testataan IPSec-tunnelia kahden palvelimen välillä. 
Tunneli toteutetaan käyttäen IPv4-osoitteita ja WPA-suojausta käyttäen ennalta määri-
teltyä avainta. 
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Avataan Server1:llä Windows Firewall with Advanced Security Snapp-in, jossa luodaan 
Connection Security sääntö. Määritellään sääntöön tunnelin tyypiksi Server-to-Server, 
tunnistautumis käytännöksi esijaettu WPA-avain (MyTestKey) ja käytetään palvelinten 
staattisia IP-osoitteita. Nimetään sääntö ja varmistetaan, että se näkyy myös Connetion 
Security Rules -osiossa. 
Tämän jälkeen avataan PowerShell-istunto, jossa yritetään tavoitella toista palvelinta 
ICMP echo pyynnöllä (Ping) käyttäen palvelimen staattista IP-osoitetta. Kohde vastasi 
palauttamalla echo reply -paketin, mutta IPSEC-yhteyttä ei saaty muodostettua palve-
linten välille. 
Havaittiin puutteita luodussa säännössä. IPSEC-tunneli vaatii toimiakseen määrittelyn 
kumpaankin palvelimeen. Luodaan siis toiselle palvelimelle vastaavanlainen sääntö 
poikkeuksena, että tunnelin päät määritellään sääntöön päinvastoin. Kokeillaan sään-
nön luomisen jälkeen uudelleen käyttäen ICMP echo -pyyntöä. Kohteen pitäisi vastata 
pyyntöön ja IPSEC-tunnelin pitäisi olla nyt toiminnassa palvelinten välillä. Tämän voi 
vielä tarkistaa Main Mode -osiosta, jonka pitäisi näyttää samanlaiselta kuvan 29 kans-
sa. 
 
Kuva 30. IPSEC-tunneli 
Tämän jälkeen yritetään päivittää selainta Server1:llä. Tämän kuitenkaan ei pitäisi on-
nistua, sillä Block TCP port 80 on vielä voimassa. Avataan säännön asetukset (Out-
bound rules kohdasta) ja sallitaan turvalliset yhteydet (Allow the Connection if it is Se-
cure). Nyt liikenne kulkee turvalliseksi määritettyä IPSEC-tunnelia pitkin palvelinten 
välillä ja sivun pitäisi näkyä HTTP-protokollan estävästä säännöstä huolimatta.   
5 Yhteenveto 
Työssä saavutettiin asetetut tavoitteet ja saatiin määriteltyä toimiva virtuaaliympäristö 
ja valittua kurssin sisällöksi parhaiten sopivat harjoitukset. Työssä luotiin myös yksityis-
kohtainen apumateriaali valittujen harjoitustehtävien suorittamiseksi.  
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Ongelmia esiintyi muutamissa tehtävissä ja olivat laadultaan melko pieniä. Suurin on-
gelmatilanteiden aiheuttaja oli kirjan tehtävien suorittaminen virtuaaliympäristössä. 
Osaassa tehtävistä ilmeni toimintoja, joiden toteuttamiseen tuli etsiä itse ratkaisut kirjan 
ulkopuolelta. Ongelmalliset kohdat tehtävissä saatiin kuitenkin suoritettua ja lisättiin 
kurssilla käytettävään apumateriaaliin. 
Kirjan harjoitustehtävistä päädyttiin jättämään pois kaksi harjoitustehtävää. Pois jätetty-
jen tehtävien toteuttaminen kokonaisuudessaan ei ole mahdollista virtuaaliympäristös-
sä ja olisi vaatinut huomattavan määrän resursseja osittaiseen toteutukseen. 
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