[1] A one-column ocean model is used to simulate the cool-skin effect of sea surface temperatures. Four schemes for determining the thickness of the cool skin are compared. It is established that all four schemes can capture the cool skin for wind speeds 7.5 m s
Introduction
[2] It is well known that temperatures at the sea surface are typically a few-tenths degrees Celsius cooler than the temperatures some tens of centimeters below [Saunders, 1967; Paulson and Simpson, 1981; Wu, 1985; Fairall et al., 1996; Wick et al., 1996; Donlon et al., 2002] . This layer is referred to as the molecular sub-layer, the skin layer or the cool skin of the ocean. The cool skin is recognized as an important feature of the ocean viscous layer as a result of new satellite remote sensing methodologies emerging for air-sea fluxes estimates [Chou et al., 2003] . Generally speaking, the structure of the viscous layer is known to be related to the molecular viscosity, surface winds, and air-sea flux exchanges. Both Saunders' formulation [Saunders, 1967; Grassl, 1976; Fairall et al., 1996] and the renewal theory [Liu et al., 1979; Wick et al., 1996; Castro et al., 2003; Horrocks et al., 2003] have been developed and applied to study the cool-skin effect. But the exact factors and processes determining the structure is still not well known.
[3] This study presents a numerical-model approach for the cool-skin simulation, in which a one-dimensional model with parameterized molecular and eddy viscosity effects is used. Four schemes [Paulson and Simpson, 1981; Wu, 1985; Fairall et al., 1996; Artale et al., 2002] for determining the thickness of the cool skin are compared. Field campaign data measured from the Research Vessel Vickers (R/V Vickers) [Fairall et al., 1996; Wick et al., 1996] during the Coupled Ocean-Atmosphere Response Experiment (COARE) of the Tropical Ocean Global Atmosphere (TOGA) program are used as a case study. Unlike Saunders' formulation or the renewal theory, the temperatures from surface (SST) down to 10 m depth are solved numerically.
Model
[4] This study modifies a one-column ocean model developed by Gaspar et al. [1990] to determine the vertical profiles of temperature and momentum of a water column from the surface down to 10 m depth. Molecular transport is the only mechanism for the vertical diffusion of heat and momentum in the cool skin and viscous layer, respectively [Hasse, 1971; Grassl, 1976; Wu, 1985] . Below the cool skin and the viscous layer, eddy diffusivity is determined according to a TKEmixing length approach [Gaspar et al., 1990] , in which mixing and dissipation lengths are introduced. This approach is valid for both ocean mixed layer and surface layer for determining eddy diffusivity. In addition, the surface effective thickness for oceans [Tsuang et al., 2001] after Arakawa and Mintz [1974] is used to discretize the heat diffusion equation for the uppermost numerical layer. The surface effective thickness is a function of heat conductivity. This surface effective thickness is derived analytically to reproduce the diurnal fluctuation of skin temperature if the fluctuation can be described as a cosine function in time [Tsuang and Yuan, 1994; Tsuang and Tu, 2002; Tsuang, 2003 Tsuang, , 2005 .
[5] Saunders [1967] assumed the dominance of forced convection in the cool skin except under calm wind conditions, when buoyancy driven free convection is responsible for the transfer of heat. The thickness of this cool skin layer d is determined as:
where l is the Saunders proportionality constant (dimensionless), n is the kinematic viscosity (m 2 s
À1
) of seawater and u * is the friction velocity (m s À1 ) of seawater. Four schemes for determining l are compared in this study. They are Paulson and Simpson [1981] (denoted as PS81), Wu [1985] (denoted as W85), Fairall et al. [1996] (denoted as F96) and Artale et al. [2002] (denoted as A02). Their formulas are as follows: 1) PS81:
2) W85:
where u is the wind speed measured at the standard anemometer height (10 m).
3) F96: 
where g is acceleration due to gravity, a is the coefficient of thermal expansion for water, r w is the density of seawater, c w is the specific capacity of seawater at constant pressure, k is the thermal conductivity of seawater, Q b is the virtual surface cooling flux, S is the salinity, b is the salinity expansion coefficient, L v is the latent heat of vaporization of seawater, Q N is the net heat flux, and Q E is the latent heat flux.
4) A02:
where C is 86400 s and h is a reference depth (10 m). A sensitivity analysis conducted by this study (figure not shown here) shows that the value of 10 m for h, suggested by A02 for the Mediterranean Sea, is also a good choice for the TOGA study site presented later. Nevertheless, further investigation is necessary for validation of this value to other oceanic basins. The dimensionless function g is:
1:6u À 10; 7:5 ms À1 < u < 10 ms
[6] Figure 1 shows the thickness of the cool skin as functions of wind speed as determined by the above four schemes for the case presented in the next section. A02 has the thinnest cool skin for wind speed > 7.5 m s
À1
. PS81 has the thickest cool skin for wind speed < 4 m s
. For wind speed within 4 -7.5 m s
, the thicknesses of the cool skin determined by the four schemes are about the same.
Case Study
[7] During the period 1 -21 February 1993, R/V Vickers remained in the vicinity of the Improved METeorological (IMET) mooring site (1.45°S, 156°E) during the TOGA experimental period in the western Pacific Ocean. Standard meteorological parameters, solar radiation, atmospheric radiation, sea surface temperature (SST) and temperatures near the surface were measured at the vessel. Surface latent and sensible heat fluxes were determined according to Businger et al. [1971] with a modified stability function of Brutsaert [1992] using the observed surface meteorological data from R/V Vickers and the simulated SST as inputs. Surface roughness was determined according to Kraus and Businger [1994] . The absorption coefficients of solar radiation are set according to Fairall et al. [1996] .
[8] A very fine vertical discretization is used. It has ten 100 mm-thick numerical layers within the top 1 mm, 17 numerical layers within 1 mm to 1 m depth, and a vertical resolution of 1 m within the 1 to 10 m depth. Initial water temperature and salinity profiles, as well as precipitation data, are taken from the IMET mooring measurements. During the simulation, salinities at all depths and temperatures at depths deeper than 10 m were updated every hour according to the mooring observations. The update of temperatures at depths > 10 m reduces the uncertainties from the heat sources below 10 m. A 900 s time step (same as Gaspar et al. [1990] ) is used in this study. All the temperatures, including SST, are solved implicitly by the finite difference method using the backward numerical solver, which is unconditionally stable for the time step value while solving the heat diffusion equation [Mote and O'Neill, 2000] .
Results
[9] Figure 2 compares the simulated and observed temperature difference DT 3m between SST and the temperature at 3 m deep (DT 3m = SST À T 3m ). No matter which scheme (A02, F96, W85, PS81) is chosen for determining l, the cool skin can be reproduced by the model with correlations (r) > 0.56 and mean absolute (MA) error < 0.20 K. This shows that the one-column model presented here is able to reproduce the cool-skin and the warm-layer effects at the ocean surface. Table 1 summarizes their statistics of the comparisons where it can be seen that A02 has the lowest MA error.
[10] If we look at more details for periods when wind speed was >7.5 m s À1 (for example, on 7, 10, 16 and 19 February 1993), it can be seen from Figure 2 that A02 corrects the overestimation of cool-skin effect shown by using the other three schemes. During the strong wind periods, A02 gives the best simulation of DT 3m with MA error of 0.10 K, while those using the other three schemes vary from 0.16 to 0.20 K. As wind speed increases, the molecular diffusion becomes negligible compared to the turbulent diffusion, resulting in the reduction of the cool skin effect. This makes DT 3m toward a constant value very close to zero and independent of wind speed. Therefore, A02 is superior to the other schemes under strong wind conditions.
Comparison With Conventional Saunders' Formulation
[11] Conventionally, Saunders [1967] determines the temperature difference across the cool skin (denoted as DT) analytically as: Note that both approaches use A02 to determine the coolskin thickness. This demonstrates that the model, which links the relationship among surface momentum, heat fluxes and the cool skin, conforms closely to the conventional approach.
[12] Nonetheless, Saunders' above formulation was derived under the assumption that the absorption of solar radiation and the heat storage within the cool skin could be overlooked. Although Saunders understood that these neglects could cause errors, he anticipated that the absorption of solar energy is small enough to be neglected. According to the solar absorption coefficients of Fairall et al. [1996] , 3.5% of solar radiation is absorbed within the top 100 mm and 11.5% within the top 1 mm. The cool skin simulated by the numerical method presented here has corrected the two neglects in Saunders' approach. Figure  3b shows the cool skin determined by this study is less cool than Saunders' approach during the day (net solar radiation R sn > 0). Therefore, the numerical approach presented here is more physically sound.
Conclusion
[13] In this study, we modified a one-column ocean model developed by Gaspar et al. [1990] for the cool-skin simulation. With a proper discretization within the top 1 mm, this study demonstrates that a numerical approach can simulate the cool skin at the ocean surface. Artale et al.'s [2002] scheme is suggested for determining the thickness of the cool skin adjacent to the ocean surface. This scheme is Figure 2 . Comparisons of observed and simulated DT 3m (= SST À T 3m ) using 4 schemes (A02, F96, W85, PS81) for determining the thickness of the cool skin adjacent to the ocean surface. These portions of the graph outlined by rectangles indicate periods of strong winds (speed > 7.5 m s
À1
) that caused significant differences among the 4 schemes. See color version of this figure in the HTML. Here: ''Obs'' for observation, ''all'' for entire simulation period, ''Mean'' for averaged value in the entire simulation period, ''Corr'' for correlation coefficient (r), and ''MAE'' for mean absolute error ( cal i À obs i j j ). The best MAE in each column is marked in underline.
superior to the other three schemes tested in this study under high wind conditions.
[14] For the temperature difference across the cool skin, the comparison shows a valid agreement between the numerical result of this study and the analytical result of Saunders' formulation, with an MA difference of only 0.02 K. That difference is related to the neglect of solar heating within the cool skin in Saunders' approach. Because of the lack of direct cool skin measurement, we are not able to conclude that the numerical approach presented here is being more accurate. Nonetheless, the numerical approach is more physically sound for cool-skin simulation. In addition, this approach can be more naturally embedded in numerical models.
