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Abstract—It is a well-known result that constructing code-
words over GF (2) to minimize the number of transmissions for a
single-hop wireless multicasting is an NP-complete problem. Lin-
early independent codewords can be constructed in polynomial
time for all the n clients, known as maximum distance separable
(MDS) code, when the finite field size q is larger than or equal
to the number of clients, q ≥ n. In this paper we quantify the
exact minimum number of transmissions for a multicast network
using erasure code when q = 2 and n = 3, such that q < n.
We first show that the use of Markov chain model to derive
the minimum number of transmissions for such a network is
limited for very small number of input packets. We then use
combinatorial approach to derive an upper bound on the exact
minimum number of transmissions. Our results show that the
difference between the expected number of transmissions using
XOR coding and MDS coding is negligible for n = 3.
I. INTRODUCTION
Wireless multicasting is an efficient method of dissemi-
nating common data to multiple clients. However the shared
wireless channel is susceptible to packet losses due to collision
and burst errors due to signal fading and channel noise. The
automatic repeat request (ARQ) protocol of retransmitting a
lost or corrupted packet when the access point (AP) does not
receive a positive acknowledgement (ACK) from a client is
not scalable for large multicast networks.
Erasure coding is a class of forward error correction (FEC)
which corrects packet losses and burst errors. Instead of
retransmitting packets using ARQ, in erasure coding lost
packets are coded before transmission. Consider for example
an AP multicasting packets p1 and p2 to clients c1 and c2.
Client c1 did not receive p1, and c2 did not receive p2, instead
of retransmitting these two packets, p1 and p2 can be XOR
coded, and the codeword p1⊕p2 is transmitted which both c1
and c2 can decode to recover the lost packets.
Erasure coding has been proposed as an efficient method to
improve reliability for various single-hop wireless multicast
applications due to the broadcast nature of wireless transmis-
sion, such as in wireless sensor networks (WSNs) to dissemate
software updates for debugging and task modifications [4], and
multicasting over Wi-Fi [8]. It has also been adopted in various
transmission standards [1]. The Raptor R10 code for in-
stance has been adopted in third generation partnership project
(3GPP) multimedia broadcast multicast service (MBMS) for
multicasting file delivery and streaming applications, and the
Reed-Solomon (RS) code is used in digital video broadcasting
(DVB) for multicasting live video.
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There is a special interest in erasure codes over GF (2) as
it involves the relatively simple operation of XOR addition
for encoding and decoding, which minimizes the computation
cost during encoding and decoding. It is due to this reason
that the widely adopted Raptor R10 code and erasure coding
for energy constrained WSN is constructed over GF (2) [4].
However the problem of constructing coding vectors over
GF (2) to minimize the number of multicast transmissions is
an NP-complete problem in general [9]. Many heuristic coding
algorithms have been proposed to construct efficient erasure
codes over GF (2), a survey and comparison of which can be
found in [7].
When the finite field size is given as q ≥ n, where n
is the number of clients in the network, it has been shown
that a linearly independent codeword can be found for all the
clients of the network in polynomial time [3], such a code
is also known as maximum distance separable (MDS) code.
The MDS code therefore serves as the lower bound of the
expected number of transmissions for any linear erasure code,
as each client need to receive exactly k codewords before it
can decode the k input packets.
In this work-in-progress paper we quantify the exact mini-
mum number of transmissions for a restricted class of wireless
multicast network where q < n, given by q = 2 and n = 3.
To the best of our knowledge this is the first work of its kind
to study the throughput bound of wireless multicasting when
coding vector for erasure coding is constructed non-randomly
and over field size given as q < n.
We first use Markov chain model, validated with simula-
tions, to derive the exact minimum number of transmissions
for k ≤ 3 in Section III, where k is the number of input
packets. Due to increasing space of the number of Markov
chain states, we then use combinatorial approach to derive an
upper bound on the exact minimum number of transmissions
for arbitrary k in Section IV. Part of our future work is to
generalize the result for any arbitrary number of clients n, and
derive an upper bound which is lower than the bound presented
in this paper, which we discuss along with the conclusion of
our work in the Section V.
II. PRELIMINARIES
A. System Model and Notations
Consider an access point (AP) multicasting k input packets
to n clients. Packet loss at each client is assumed to be
independent and identically distributed (iid), following the
Bernoulli model with packet loss probability of p, 0 ≤ p < 1,
and successful packet reception probability of s = 1− p. The
AP has the knowledge of the packets and codewords which
each of the clients has received. In this paper we assume that
n = 3 and the finite field size over which an AP generates
a coding vector is given by q = 2. The set of input packets
is given by P and the set of codewords which client ci has
received is given by Yi.
The expected number of transmissions before all n clients
have k linearly independent codewords is given by E[tx].
The retransmission ratio Rt is given by E[tx]k . The problem
we consider is, what will be the exact minimum number
of transmissions before all the n clients receive k linearly
independent packets.
The matrix Hi, Hi ∈ GF (2)ri×k, represents the coding
coefficient matrix of the linearly independent codewords client
ci has received. An input packet can be treated as a codeword
with a coding vector given by a standard unit vector. The
rank of the matrix Hi is denoted by ri. Once client ci has
received k linearly independent codewords, it can decode the
k input packets by the operation H−1i · CTi , where Ci is the
vector of k codewords. We call client ci satisfied if ri = k,
and unsatisfied otherwise. The number of unique codewords
which are linearly dependent for at least one unsatisfied client
is denoted by Td.
B. Related Work
The throughput bound for wireless multicasting has been
studied for random linear (RL) code and MDS code. In RL
coding, the coding coefficient is randomly and uniformly
selected from GF (q). In MDS coding the AP generates a
codeword which is linearly independent for all the clients,
hence each of the n clients need to receive exactly k codewords
before it decodes the k input symbols.
The expected number of transmissions for wireless multi-
casting using RL code and MDS code is derived by Sagduyu
and Ephremides [10] and Ghaderi et al. [5] respectively. For
RL coding Lucani et al. [6] derived the upper bound on the
mean number of codewords which each client need to receive
before decoding the k input symbols.
III. MARKOV CHAIN APPROACH
In this section we derive the expected number of transmis-
sion E[tx] assuming that the AP always transmits a codeword
which is linearly independent for the maximum number of
clients for k ≤ 3. The case of k = 1 is trivial which we
exclude from our result.
We first define various states for a given network param-
eters, and construct transition matrix. The variable E[tx] is
calculated by the unique solution of the following equations,
µi = 1 +
m∑
j=1
aijµj , for all transient states, (1)
where aij is the probability of transition from state Si to state
Sj , m is the total number of states in the Markov chain, and
µi = 0 for all recurrent states [2, Section 7.4]. The Markov
State Description
S0 ri = 0 for all clients.
S1 ri = 1 for one client, and ri = 0 for two clients.
S2 ri = 1 for two clients, and ri = 0 for one client, and Td = 1.
S3 ri = 0 for two clients, and ri = 2 for one client.
S4 ri = 1 for two clients, ri = 0 for one client, and Td = 2.
S5 ri = 1 for all clients, and Td ≤ 2.
S6 ri = 2, ri = 1, and ri = 0 for each of the clients.
S7 ri = 1 for all clients, and Td = 3.
S8 ri = 2 for one client, and ri = 1 for two clients.
S9 ri = 2 for two clients, and ri = 0 for one client.
S10 ri = 2 for two clients, and ri = 1 for one client.
S11 ri = 2 for all clients. Absorbing state.
TABLE I
MARKOV STATES DESCRIPTION FOR k = 2.


p3 3sp2 3s2p 0 0 s3 0 0 0 0 0 0
0 p3 0 sp2 2sp2 s2p 2s2p 0 s3 0 0 0
0 0 p3 0 0 sp2 2sp2 0 2s2p s2p s3 0
0 0 0 p2 0 0 2sp 0 s2 0 0 0
0 0 0 0 p3 0 2sp2 sp2 2s2p s2p s3 0
0 0 0 0 0 p3 0 0 3sp2 0 3s2p s3
0 0 0 0 0 0 p2 0 sp sp s2 0
0 0 0 0 0 0 0 p3 + sp2 2sp2 + 2s2p 0 s3 + s2p 0
0 0 0 0 0 0 0 0 p2 0 2sp s2
0 0 0 0 0 0 0 0 0 p s 0
0 0 0 0 0 0 0 0 0 0 p s
0 0 0 0 0 0 0 0 0 0 0 1


TABLE II
TRANSITION MATRIX FOR k = 2, ELEMENT aij REPRESENTS TRANSITION
PROBABILITY FROM STATE Si TO Sj .
chain reaches absorbing state iff ri = k for all clients. We refer
interested reader to the referenced book [2] for description on
calculating E[tx] through this method.
A. Markov chain for k = 2
When k = 2, the set of span(P ) is given as {p1, p2, p1 ⊕
p2}. An AP cannot transmit a linearly independent codeword
for all the three unsatisfied clients iff one of the client has
p1, another has p2, and the third client has p1 ⊕ p2, which
is represented by state S7 in our Markov chain model. We
distinguish S7 from S5 where an AP may be able to generate
a linearly independent codeword, e.g. when all three clients
have p1. A self-explanatory description of the other states is
given in Table I, and a transition matrix is given in Table II.
B. Markov chain for k = 3
When k = 3, the set of span(P ) is given as {p1, p2, p3, p1⊕
p2, p1⊕ p3, p2⊕ p3, p1⊕ p2 ⊕ p3}. An AP can not transmit a
linearly independent codeword for three unsatisfied clients iff
ri = 2 for all clients and Td = 7, representated by state S27.
A description of the other states is given in Table III, and a
transition matrix is given in Table IV.
We use Td to distinguish between different states with same
rank ri distribution. State S15 for example could represents a
scenario when c1 and c2 has p1, and c3 has p2 and p3 resulting
in Td = 4. While S16 could represent a scenario when c1 and
c2 has p1, and c3 has p1 and p2 resulting in Td = 3.
C. Analytical results
Based on the solution of the set of equations µi, a plot
of E[tx] for exact minimum number of transmissions using
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Fig. 1. Retransmission ratio for exact minimum number of transmission using GF (2) erasure code derived using Markov chain model, compared with RL
code over GF (2) and MDS code for (a) k = 2, (b) k = 3, and (c) difference in Rt of exact minimum transmission of GF (2) erasure code and MDS code.


p3 3sp2 3s2p 0 0 0 0 0 s3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 p3 0 sp2 2sp2 2s2p 0 0 0 s2p 0 0 0 0 0 0 s3 0 0 0 0 0 0 0 0 0 0 0 0
0 0 p3 0 0 2sp2 0 0 0 sp2 0 2s2p s2p 0 0 0 0 s3 0 0 0 0 0 0 0 0 0 0 0
0 0 0 p3 0 0 2sp2 sp2 0 0 0 s2p 0 2s2p 0 0 0 0 s3 0 0 0 0 0 0 0 0 0 0
0 0 0 0 p3 0 2sp2 0 0 0 sp2 0 0 0 s2p 2s2p 0 0 0 0 s3 0 0 0 0 0 0 0 0
0 0 0 0 0 p3 0 0 0 0 0 0 0 sp2 sp2 sp2 0 s2p s2p s2p 0 0 s3 0 0 0 0 0 0
0 0 0 0 0 0 p3 0 0 0 0 0 0 sp2 sp2 0 sp2 s2p s2p s2p 0 0 s3 0 0 0 0 0 0
0 0 0 0 0 0 0 p2 0 0 0 0 0 2sp 0 0 0 0 s2 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 p3 0 0 0 0 0 0 0 3sp2 3s2p 0 0 0 s3 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 p3 0 0 0 0 0 3sp2 0 3s2p 0 0 0 s3 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 p3 0 0 0 0 2sp2 sp2 3s2p 0 0 0 s3 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 p3 0 0 0 0 0 2sp2 sp2 0 0 s2p 2s2p 0 0 s3 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 p3 0 0 0 0 sp2 0 2sp2 0 0 2s2p s2p 0 0 s3 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 p2 0 0 0 0 sp sp 0 0 s2 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 p3 0 0 0 0 2sp2 sp2 0 2s2p s2p 0 0 s3 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 p3 0 sp2 sp2 0 sp2 s2p 2s2p 0 0 s3 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 p3 0 sp2 0 2sp2 s2p 2s2p 0 0 s3 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 p3 0 0 0 sp2 2sp2 0 0 2s2p s2p s3 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 p2 0 0 0 2sp 0 0 s2 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 p2 0 0 sp sp 0 0 s2 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 p3 0 2sp2 0 sp2 2s2p s2p s3 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 p3 0 0 0 3sp2 0 3s2p s3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 p2 0 0 sp sp s2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 p 0 0 s 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 p2(s+ p) 2sp(s+ p) 0 s2(s+ p) 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 p2 0 2sp s2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 p s 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 p s
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1


TABLE IV
TRANSITION MATRIX FOR k = 3, ELEMENT aij REPRESENTS TRANSITION PROBABILITY FROM STATE Si TO Sj .
XOR coded erasure code, compared with the analytical result
of RL code over GF (2) and MDS code adopted from [5],
[10], is shown in Figure 1. For simulation carried to verify
the correctness of our analytical result, the AP chooses a
codeword which is linearly independent for maximum number
of unsatisfied clients. When more than one such codewords
exist which is linearly independent for maximum number of
unsatisfied clients, we arbitrarily choose one of them.
In Figure 1(a) and 1(b) the Rt of minimum number of
transmissions almost overlaps the Rt of MDS code. To high-
light the difference between their performances, in Figure 1(c)
we plot difference between Rt of exact minimum number
of transmissions for GF (2) erasure code and MDS code.
The graphs shows that as k increases the difference in Rt
decreases.
IV. COMBINATORIAL APPROACH
In this section we derive an upper bound on the minimum
number of transmissions for GF (2) erasure code. Our analysis
makes use of the fact that the AP can generate a linearly
independent codeword if there exist a codeword which is not
given by the span of codewords of all unsatisfied clients. The
cardinality of span(Yi) is given as,
|span(Yi)| =
ri∑
j=1
(
ri
j
)
= 2ri − 1. (2)
The AP can generate a linearly independent codeword if the
following inequality is satisfied,
n=3∑
i=1
(2ri − 1) < |span(P )| = 2k − 1. (3)
We are interested to find the rank distribution ri under the
constraint that ri < k, ∀ri. When ri = k for at least one of
the client, then a linearly independent codeword can be found
as the inequality q ≥ n will then be satisfied, where with slight
abuse of notation n is the number of unsatisfied clients. Based
on inequality (3), there exist a linearly independent codeword
for all unsatisfied clients, if ri ≤ k − 2 for two clients, and
ri ≤ k − 1 for another client.
Lemma 1. For three unsatisfied clients, the only rank distri-
bution where a linearly independent codeword over GF (2)
State Description
S0 ri = 0 for all clients.
S1 ri = 0 for two clients, and ri = 1 for one client.
S2 ri = 1 for two clients, ri = 0 for one client, and Td = 1.
S3 ri = 2 for one clients, and ri = 0 for two client.
S4 ri = 1 for two clients, ri = 0 for one client, and Td = 2.
S5
ri = 2, ri = 1, and ri = 0 for each of the clients
and Td = 3.
S6
ri = 2, ri = 1, and ri = 0 for each of the clients
and Td = 4.
S7 ri = 0 for two clients, and ri = 3 for one client.
S8 ri = 1 for all clients, and Td = 1.
S9 ri = 1 for all clients, and Td = 2.
S10 ri = 1 for all clients and Td = 3.
S11 ri = 1 for two clients, and ri = 2 for one client.
S12 ri = 2 for two clients, ri = 0 for one client, and Td 6= 5.
S13 ri = 3, ri = 1, and ri = 0 for each of the clients.
S14 ri = 2 for two clients, ri = 0 for one client and Td = 5.
S15 ri = 1 for two clients, ri = 2 for one client and Td = 4.
S16
ri = 1 for two clients, ri = 2 for one client
and Td = 3 or Td = 5.
S17 ri = 2 for two clients, and ri = 1 for one client.
S18 ri = 1 for two clients, and ri = 3 for one client.
S19 ri = 3, ri = 2, and ri = 0 for each of the clients.
S20
ri = 2 for two clients, ri = 1 for one client
and Td = 5 or Td = 6.
S21 ri = 2 for all clients, and 2 ≤ Td ≤ 6.
S22 ri = 3, ri = 2, and ri = 1 for each of the clients.
S23 ri = 3 for two clients, and ri = 0 for one client.
S24 ri = 2 for all clients and Td = 7.
S25 ri = 2 for two clients, and ri = 3 for one client.
S26 ri = 3 for two clients, and ri = 1 for one client.
S27 ri = 3 for two clients, and ri = 2 for one client.
S28 ri = 3 for all clients. Absorbing state.
TABLE III
MARKOV STATES DESCRIPTION FOR k = 3.
for all clients can not necessarily be generated is given by
ri = k − 1, ∀ri.
Proof: From the result of inequality (3) we know that a
linearly independent codeword for all clients exist if ri ≤ k−2
for two clients, and ri ≤ k − 1 for another client. We now
propose an algorithm which can find a linearly independent
codeword for all clients if ri = k − 1 for two clients, and
ri = k − 2 for another client. Our algorithm makes use of
the fact that for a matrix, the rank of its rows is equal to
the rank of its columns. Without loss of generality consider
that r1 = k − 1, r2 = k − 1 and r3 = k − 2. Denote by
w = [x1, x2, . . . , xk], xi ∈ GF (2), the coding vector we wish
to construct. Append w as the last row of Hi.
For H1 and H2 perform column additions such that there
exist two columns in each matrix which are linearly dependent
while ignoring the last row, we label these two columns in
H1 as a and b, and in H2 as c and d. Similarly, column
additions are performed for H3 such that there exist three
linearly dependent columns while ignoring the last row, which
we label as e, f and g.
Then vector w is linearly independent for all Hi if columns
a and b are not linearly dependent in H1, c and d are not
linearly dependent in H2, and if any two of the following
columns e, f and g are not linearly dependent in H3. Denote
by S the set of k columns in Hi, then this results in the
set of Equations (4a)-(4e), where αi is equal to 1 if the ith
column was added to the uth column such that columns u
and v while ignoring the last row are dependent in Hi, and
0 otherwise. Vector w is linearly independent for all clients
if Equations (4a), (4b), and either (4c) or (4d) or (4e) are
satisfied. It is intuitive to see that due to sufficient degree
of freedom an assignment of xi such that w is linearly
independent for all clients exist.
We now show that when ri = k − 1, ∀ri, a linearly
independent codeword for all clients cannot necessarily be
generated. Without performing any column additions, and
while ignoring the last row, columns a and b are linearly
dependent in H1, c and d are linearly dependent in H2, and e
and f are linearly dependent in H3. Further if a = f, b = d,
and c = e, then there does not exist an assignment of xi such
that w is linearly independent for all clients. This completes
the proof.
xa ⊕
⊕
∀i:i∈S−{a,b}
αixi 6= xb, (4a)
xc ⊕
⊕
∀i:i∈S−{c,d}
αixi 6= xd, (4b)
xe ⊕
⊕
∀i:i∈S−{e,f}
αixi 6= xf , (4c)
xe ⊕
⊕
∀i:i∈S−{e,g}
αixi 6= xg, (4d)
xf ⊕
⊕
∀i:i∈S−{f,g}
αixi 6= xg, (4e)
Therefore based on Lemma 1, considering that a maximum
of one client receives linearly dependent codewords when ri =
k − 1, ∀ri, then that client need to receive k + δ codewords,
while the other two clients need to receive k codewords before
all clients are satisfied.
We derive the expected value of δ assuming that the network
enters a state where ri = k − 1, ∀ri such that the AP can not
transmit a linearly independent codeword for all clients. Then
the probability P [δ = β] that one of the client receives β
redundant codewords is given by,
P [δ = β] = (sp2)β−1(sp2 + 2s2p+ s3), (5)
and the expected value of δ is given as,
E[δ] =
∞∑
β=1
βP [δ = β]
= (sp2 + 2s2p+ s3)
∞∑
β=1
β(sp2)β−1
=
sp2 + 2s2p+ s3
(1− sp2)2
,
(6)
where 0 < E[δ] ≤ 1 for 0 ≤ p < 1. As our objective is
to derive an upper bound on the exact minimum number of
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Fig. 2. Retransmissions ratio Rt of the upper bound of minimum number of
GF (2) coded wireless multicasting to three clients for p = 0.25 and p = 0.5
compared with RL coding over GF (2) and MDS coding.
transmission, we quantify the expected number of transmis-
sions such that two clients receive k codewords and another
client receive k + 1 codewords.
Let ℓ denote the number of transmissions before all client
receives at least k linearly independent codewords. Denote
by D(m) the probability that ℓ ≤ m, i.e. P [ℓ ≤ m].
The probability that a client receives j codewords out of m
transmissions follows Bernoulli distribution and is given as,
P [X = j]. The probability that the client receives at least k
linearly independent codewords after m transmissions is given
as,
D1(m) =
m∑
j=k
(
m
j
)
sjpm−j , (7)
and the probability that the client receives at least k linearly
independent codewords and one dependent codeword (i.e. k+1
codewords) after m transmissions is given as,
D2(m) =
m∑
j=k+1
(
m
j
)
sjpm−j. (8)
As the codeword reception at each client is independent,
probability D(m) is given as, D1(m)2 ·D2(m). The expected
number of transmissions to transmit k codewords to two clients
and k + 1 codewords to another clients is given as,
E[ℓ] =
∞∑
m=0
(1−D(m))
= k + 1 +
∞∑
m=k+1
(1−D(m)).
(9)
The quantity E[ℓ] is the upper bound of E[tx] for minimum
number of transmissions using GF (2) erasure coding. A plot
of E[ℓ] compred with RL coding over GF (2) and MDS code
for p = 0.25 and p = 0.5 is given in Figure 2. Our result show
that the value of E[ℓ] is very close to the expected number of
transmissions using MDS code (which is also the lower bound
of the expected number of transmission for any linear erasure
code for wireless multicasting).
V. CONCLUSION
In this paper we studied the problem of finding the minimum
number of expected transmissions for wireless multicasting
to three clients using XOR coded transmissions. For such a
network a linearly independent codeword for all clients can
not necessarily be generated by the transmitter. Our Markov
chain analysis result showed that the difference between the
minimum number of expected XOR coded transmission and
expected transmission using MDS coding is negligible even for
small packet batch size. Using combinatorial analysis we then
showed that when using XOR coding, two of the clients need
to receive k codewords, while another client need to receive
an expected k + 1 codewords at most before all clients are
satisfied.
We then derived the expected number of transmissions
before two clients receive k codewords and another client
receive k + 1 codewords. This expected number of trans-
mission then served as the upper bound on the minimum
number of transmissions using XOR coded multicasting to
three clients. Our result on the upper bound of the minimum
number of transmissions along with exact minimum number
of transmission for k ≤ 3 using Markov chain showed
that the difference between minimum number of expected
transmissions using XOR coding and expected number of
transmissions using MDS code is negligible. Part of our future
work is to generalize the results of our paper for an arbitrary
number of clients.
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