The error propagation in step by step integration methods is governed by the zeros of certain polynomials [1]. These zeros, Xo, • • • , Xn , are the error multipliers, i.e. an initial error propagates through the integration like 
and are all positive. The first few are (7) ßo =1, ßi = h, ß2 = A, ft = I, ß* -Hi • For sufficiently small | fc | (or | A |) one of the multipliers, say Xo, has a larger absolute value than all the others, Xi, • • • , X" , [3] , and an initial error propagates about like ooXor. In fact it can be shown that for small | k ) one root of equation (4) , where the notion of fidelity is used.) Furthermore, the "small" multipliers, Xi, • • ■ , X" , may be expected to increase according to equation (9) and perhaps dominate the "natural" multiplier, Xo. In the latter case there is danger of extraneous oscillations appearing in the integration.
When we increase n, keeping h fixed, the multiplier.X0 approaches ek according to equation (8) (provided | h \ is not too large). On the other hand, from equation (9) and the fact that lim ißn)lln = 1, we may expect the "small" multipliers to become more significant and perhaps to cause extraneous oscillations.
We now state a lemma that will give us some information about the multipliers when | fc | is not small.
(ii) fc be real, (iii) ^0, and by condition (v) of the lemma 5(2) < 1, so that on the unit circle | kg/f | 5 (2) < 1, and the lemma is proved. Now we apply this lemma to the error propagation in Adams' extrapolation method. There are two cases, k > 0 and k < 0.
If k > 0, we are integrating in the direction of natural error increase (e > 1). Condition (v) of the lemma becomes
This is a sufficient condition that there be only one multiplier outside the unit circle (and this must be the natural one). Consequently, if J k \n+2 <£ek (see equation (8) there is a multiplier -1. (This is seen by substitution into equation (4).) When k is smaller than its critical value, we may expect extraneous oscillations with increasing amplitude. Accordingly, if we want the error propagation to be approximately governed by the variational differential equation, it is certainly necessary for condition (11) to be satisfied (in addition, of course, to the fidelity condition | fc \n+2 « e\) We get, for example, for the 4th order method (n = 3) the critical value fc = -A. We also note that the critical value of fc tends to zero as the order is increased because E>-2"ßr is a divergent series. In practice, for n not too small, condition (11) is almost necessary and sufficient for the natural multiplier, Xo = ek + 0 (fc"+2), to dominate the other multipliers.
When f(x, y) is complicated, the labor of integration is proportional to 1/A. If we minimize this, subject to given truncation error and one of the conditions (10) or (11), we get optimum values of A and n. This type of optimization is discussed for orbit integrations in [6] .
