Global bifurcation of periodic solutions of some autonomous functional differential equations  by Nussbaum, Roger D
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 55, 699-725 (1976) 
Global Bifurcation of Periodic Solutions of Some 
Autonomous Functional Differential Equations 
ROGER D. NUSSBAUM* 
Department of Mathematics, Rutgers University, 
New Brunswick, New Jersey 08903 
Submitted by J. P. LaSalle 
INTRODUCTION 
This paper continues the work begun in [15], in which new global bifurca- 
tion theorems were derived and applied to the study of the structure of the 
set of periodic solutions of x’(t) = --oif(x(t - 1)). Our claim is that these 
bifurcation theorems provide new and previously inaccessible information 
concerning the set of periodic solutions of nonlinear, autonomous functional 
differential equations studied by Jones [7, 93, Grafton [4, 51, Kaplan and 
Yorke [lo], the author [13, 141, and others. Here we study two classes of 
such equations. Our typical result establishes the existence of a closed, 
connected, unbounded set of periodic solutions, which “bifurcates” from 
the zero solution for a critical value of a parameter. Such results are used to 
provide other information, e.g., how periods of periodic solutions vary with 
a parameter in the functional differential equations. 
The organization of this paper is as follows: The first section summarizes 
a special case of the bifurcation theorems in [15]. The second section studies 
periodic solution of x’(t) = --olf(x(t - 1)) for OL > 0 and under roughly 
the same conditions on f imposed in [14]. The third section studies the 
LiCnard equation with time lag x”(t) - f,'(x(t)) x'(t) + ge(x(t - r)) = 0; 
here E is a real parameter and the assumptions on fe and g, generalize those 
in [5]. Sections 2 and 3 can be read independently. Precise statements of our 
results can be found in Theorems 2.1, 2.2, 3.1, 3.2, and 3.3 and Corollary 3.2. 
I 
We begin our work by stating a special case of [15, Theorems 1.1 and 1.21 
which will be sufficiently general for the applications we shall give here. 
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699 
Copyright 0 1916 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
700 ROGER D. NUSSBAUM 
Recall that if C is a topological space, x,, is an element of C, U is an open 
neighborhood of x0, and f: U - {x0} + C is a continuous map, then x,, is 
called an “ejective point off” if there exists an open neighborhood U of x0 
such that for every x E U, - {x0} there exists an integer m = m(x) such 
that f “(x) (the mth iterate off acting on x) is defined and f “(x) $ U, . If f is 
also defined and continuous at x0, the point x0 is called an “attractive point 
for f” if there exists an open neighborhood Us of x0 such that for any open 
neighborhood I’ of x0 there exists an integer m( I’) for which f j( U,,) C U for 
0 <j < m(V) and fj(U,,) C V forj > m(V). 
We collect the routine assumptions which we shall make in our theorem 
in the following hypothesis: 
Hl .l. C is a closed, convex subset af a Banach space X such that 0 is an 
extreme point of C and 0 # C, and J is an interval of real numbers of the form 
(a, CD), where it is assumed that -W < a < CO. The map F: C x J-+ C is 
such that F(0, h) = 0 for all X E J and F 1 (C - (0)) x J is continuous. If Jo 
is any compact interval of real numbers such that Jo C J and if B is any closed, 
bounded subset of C, it follows that F(B x Jo) is precompact. If a is fkite 
and xk = F(x, , &) for some sequence (xk , hk) in C x J such that xk # 0 
and Em,,, h, = a, it follows that lim,,, 11 xk /I = 00. 
Following the notation of [15], we defineFA(x) = F(x, A) for X E Jand x E C. 
THEOREM 1.1. Suppose that H1.l holds. Assume that there exists h, E J 
such that 0 is an attractive point for F,, for h < h, and an ejective point of FA 
for /\ > A,, or vice versa. Suppose that F is continuous on an open neighborhood 
of (0, &) in C x J. Finally, suppose that if JO is any compact interval contained 
in J and such that h, # J, there exists a positive number E = e( J,,) such that 
F(x,h)=xfor XEJ,, andO<Ilxlj< E. Then if S denotes the closure in 
C x J of the set {(x, A)< C x J : x # 0 and F(x, X) = x} and S,, denotes the 
maximal closed, connected component of S which contains (0, X,), it follows that 
S, is nonempty and in fact S, is an unbounded subset of C x J. 
2 
We are interested in studying here the structure of the set of certain 
normalized periodic solutions of the equation 
r’(t) = -af(r(t - 1)). (2.1) 
In contrast to our work in [15], we shall always make the following assumptions 
about f: 
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H2.1. The map f: [w --j IF! is continuous and yf (y) > 0 for all nonzero y. 
Both lim,,, (f (y)/y) = I and liml,i,, (f (y)/y) = L exist and I <L. We 
specijically allow the possibility that L = +OO. Assume that there exists a 
constant c 3 1 such that cf (y) 3 max{f (x): 0 ,< x < y} for y > 0 and 
cf(y) < min{f(x): y < x < 0} for y < 0. 
If one assumes that f is monotonic increasing on a neighborhood of the 
origin if 2 = 0 and if one supposes that for some R, 3 0, f is monotonic 
increasing on (-co, --R,] and on [R, , co) if L = co, then the final assump- 
tion in H2.1 follows from the remaining ones. In particular the final assump- 
tion is superfluous if 0 < 1 <L < 00. 
Equation (2.1) was studied in [IO] under the additional assumption that f is 
odd and in [14] (by very different methods) without the assumption that f is 
odd. We want to show here that Theorem 1.1 can be used not only to rederive 
the existence results of [14] but also to obtain additional information which 
appears inaccessible by previous methods. 
Just as in [ 151 we define C to be the closed convex set consisting of 
continuous functions 4: [ - 1, 0] + [w such that +( -1) = 0 and $(tl) < $(tz) 
for-l <t,<t,<O.Wetake J=(O, oo)andwedefineamapF:Cx J- 
C as follows: Given 4 E C and not identically 0 and OL E / let y: [-I, cc] --+ [w 
be the unique function such that y 1 [--I, 0] = 4 and y’(t) = af (y(t - 1)) 
for t > 0. If y has a first zero z1 = ~~(4, a) > 0 such that y(z,) = 0 and a 
second zero aa = ~~(4, a) > z1 such that y(zJ = 0, we define F($, a) = Y, 
where Y(t) = y(+ + 1 + t) f or -1 < t < 0. If y does not have a second 
zero za , we define F(+, a) = 0. Finally, we define F(0, a) = 0 for all CL E J. 
We shall consistently use the capital letter F throughout this section to denote 
the above map. 
A slight refinement of the argument used in [15, Lemma 2.71 yields the 
following lemma: 
LEMMA 2.1. Assume that H2.1 holds and that F is defined as above. It 
follows that F is a continuous map from C x J to C and that ;f B is any bounded 
subset of C :; J, then F(B) is precompact. 
The characteristic equation of the linearized part of Eq. (2.1) is 
h + 012 exp(--h) = 0. (2.2) 
It is known [ 19, Theorem 51 that if aE < ST/~, Eq. (2.2) has no solutions X such 
that Re(h) > 0. If arl > ?r/2 and G = {X E C: Re(h) > 0 and 0 < Im(h) < r}, 
Eq. (2.2) has no solutions on the boundary of G and precisely one solution 
AEG. 
If one uses the above facts about Eq. (2.2), our next lemma follows directly 
from Bellman’s work in [I] or Wright’s in [18]; see also [2, Chap. 11; 121. 
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LEMMA 2.2. Assume that H2.1 holds, that 1 is as in H2.1 and that F is as 
definedpreviously. If 01 E ] is such that cd < ~~12, it follows that 0 is an attractive 
point for F, . Furthermore, if J,, is any compact interval of real numbers contained 
in J and such that cd < 5712 for 01 E Jo , there exists a positive number E = <(Jo) 
such that F,(+) $- q5 for CY. E Jo and 0 < /I 4 I/ < E. 
Our next lemma follows (with minor variations) from the argument given 
in Lemmas 2.6 and 2.8 of [13]; see, also, [15, Lemmas 2.5 and 2.61. 
LEMMA 2.3. Assume that H2.1 holds and that 1 is as in H2.1. If UE J 
and al > n/2, then 0 is an ejective point of F, . If J,, is any compact interval 
of reals such that Jo J and 011 > rrr/2 f or 01 E Jo , there exists a positive number 
E = ~(1~) such that FE($) # 4 for 01 E Jo and 0 < I/ 4 /j < E. 
Our next lemma could be derived from [14, Lemma 2.21, but we prefer to 
give a more direct proof. 
LEMMA 2.4. Assume that H2.1 holds and that L is as in H2.1 and L is 
fkite. If Jo is any compact interval of reals such that Jo C J and oL > rrj2 for 
all 01 E J0 , there exists a constant M such that /j 4 11 < Mfor all ($, IX) E C x Jo 
such that F($, E) = 4. 
Proof. For each 01 E J,, let X(a) = h = p + iv = I + iv(a) be the 
unique solution of h + olL exp(--h) = 0 such that TV > 0 and 0 < v < n. 
A simple argument shows that 1 X(a)/ is bounded for 01 E Jo and that there 
exists a positive constant c (independent of z E Jo) such cos &v 3 c and TV 3 c 
for 01 E lo . Let E be a positive number such that M < &L for 01 E J,, and 
select R, > 0 such that / f(y) - Ly j < E 1 y j for 1 y j > R, and 
If(y)-Ly/<3LR,forlyI <&. 
Now suppose that F($, a) = 4 f or some 01 E Jo and nonzero 4 E C and 
let y(t; $, a) = y(t) be the corresponding periodic solution of (2.1). The 
supremum of I y(t)1 occurs either at 0 or at x,(4, a) + 1. If the supremum 
occurs at zi + 1, we can start with # = y / [zi , zi + l] and apply essentially 
the same argument we shall give below, so we may as well assume y(0) = 
supi>,, y(t). We want to obtain an a priori bound on R = y(0). If X = p $- iv 
is the unique root of the equation X + (OlL) exp(--h) = 0 such that TV > 0 
and 0 < v < r, the calculation given in [13, Lemma 2.61 gives 
s ’ y’(t) exp(--/\(t + i)) dt -1 
(2.3) 
=d om [f(y(t - I)) - Ly(t - I)] exp(--h(t + 4)) dt. 
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If one takes the absolute value of the left-hand side of (2.3) one finds that 
1 j:ly’(t) exp(--h(t + 4)) dt 1 > cos ($-) exp (- $-) R. (2.4) 
If one takes the absolute value of the right-hand side of (2.3) one finds it is 
majorized by 
a exp(-p/2) jrn [ER + 3LR,] exp(-pt) dt 
0 
= (4~) exp(--CL/Z) (CR + 3LRo). 
(2.5) 
Combining (2.4) and (2.5) we obtain that 
[coW2) - bh-4~1 R < (3~~%+0 . (2.6) 
If b = sup{ol E Jo} and c is as before, (2.6) implies that 
R < (6bL/c2)Ro. (2.7) 
Inequality (2.7) provides the desired bound on R. 
Our next lemma follows by a refinement of the proof of [14, Lemma 2.51, 
where it is assumed that there exists R, > 0 such that f 1 (-00, -R,] and 
f I POT c0) are monotonic increasing. 
LEMMA 2.5. Assume that H2.1 holds and that L = co. Suppose that 
Jo is a compact interval of reals contained in J and that k is a jixed constant 
strictly larger than one. Then there exists a constant R (dependent on k) such 
that if (4, a) is any pair in C x Jo with $(O) > R and y(t) = y(t; 4, a) is the 
unique solution of y’(t) = --of(y(t - I)) for t > 0, y 1 [-1, 0] = #J, it 
follows that y has $rst and second zeros z1 = ~~(4, a) and x2 = ~~(4, a) and 
YCG + 1) 2 (4 ~(0). 
Proof. Let c be a constant as in H2.1. Select a constant a so large that 
and 
aa 
L-1 2c 
[(l - (a+) - +] > k 
for any OL E Jo . Since liml,l,, y-y(y) = GO, there exists R, > 0 such that 
y-‘f(y) 3 a for 1 y ] > Ii,. We define R = (c + l)R, , and we suppose that 
(4, CX) E C x Jo is such that 4(O) 3 R and that y is a function such that 
y’(t) = --of(y(t - 1)) for t 3 0 and y / [-I, 0] = 4. 
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We divide the proof into two cases. Assume first that y has a first zero zi 
such that 0 < zi < 1. It follows from H2.1 that if 0 < t, < t, <G zi we have 
cy’(t,) < y’(tJ. If 0 < t < z, the mean value theorem implies that there 
exist t, E (0, t) such that ty’(t,) = y(t) -y(O) and t, E (t, zi) such that 
(zi - t) y’(t,) = -y(t). Using these remarks we find that for 0 < t %< x 
At) 2 (,, ;;c-: 1) t  Y(O) 2 (F) Y(O). (2.8) 
If y(t) > 0 for 0 < t < 1, essentially the same argument implies that for 
O<t<1 
r(t) 3 1 +‘(c-: 1) t Y(O) 2 !$Y@). (2.9) 
Since y(0) 3 (c + I)& , inequality (2.9) implies that y(t) > R, and 
f(y(t)) 3 u((zi - t)/(q)) y(0) for 0 < t < zr/2. It follows immediately that 
a jo”f(y(t)) dt 3 a jozl’* a (F) y(0) dt = (+) y(0). (2.10) 
Since zi < 1, it also follows immediately from the estimate 
~(0) = a j:'-'f(vW dt G (5) ip,~,l(~(l)) dt. (2.11) 
that 
(2) ~(0) 6 01 j” fbW dt. 
1 21-l 
Combining inequalities (2.10) and (2.12) an d recalling the definition of a we 
find that 
I Y(X~ + l)l = a jzz'li(y(t)) dt 3 ~YY('Y. 
1 
(2.13) 
It remains to consider the case y(t) > 0 on [0, 1). In this case (2.9) implies 
that y(t) > R, for 0 < t < 4, and it follows that for 1 < t < # 
y’(t) < -cKzy(t - 1) < -My(l). (2.14) 
Inequality (2.14) implies that y has a first zero zi and zi - 1 < (a)-‘. 
If we use this estimate and (2.9) again we obtain 
(2.15) 
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Thus if x1 < 1 or x1 3 1 we find that / y(zr + I)/ > ky(0); and if the 
above argument is repeated starting with # = y j [zr , zi + I] instead of 4, 
we obtain that y(za + 1) 3 k / y(zr + 1)1 > (k*) y(0). 
LEMMA 2.6. Assume that H2.1 holds and that i = 00. Then if J,, is any 
compact interval contained in J, there exists a Jinite constant R such that 
sup{I/ + /I : (4, a) E C x Jo and F(+, LX) = $} is bounded by R. 
Proof. Let notation be as in Lemma 2.5 and suppose that 4(O) = R 
for some (4, a) E C x _T, such that FE(+) = qS. Lemma 2.5 implies that 
(F,(#))(z, + 1) > (P)+(O), which contradicts the fact that(F,($))(z, + 1) =4(O). 
Our next lemma shows that if 1 in H2.1 is positive and 01 is large enough, 
then F, has only trivial fixed points. 
LEMMA 2.7. Assume that hypothesis H2.1 on f holds and that 1 is as in H2.1. 
For each a: > 0 dejine R(a) to be sup{IJ 4 11 : 4 E C and F(4, CX) = 41. If 1 > 0, 
there exists a number 01* such that R(N) = 0 for 01 > 01*. If 1 = 0, it follows 
that limEem R(a) = 0. 
Proof. We consider first the case 1> 0. It is not hard to see in this case 
that there exists a positive number a such that I f (y)l > a 1 y / for all y. 
Furthermore, according to H2.1 there exists a constant c > 1 such that 
cf(y) >max{f(x): 0,Cx <y)fory >Oand cf(y) <min{f(x):y <x GO} 
for y < 0. 
Now suppose that (4, a) E C x J, that 4(O) > 0, and that F($, a) = + 
and let y(t) denote the corresponding solution of (2.1) such that 
y j [-1, 01. = +. We write z1 and z2 for the first and second zeros of y, 
respectively. 
There are two possibilities concerning x1 : either x1 < 1 or x1 > 1. If 
z1 < 1 essentially the same argument used in Lemma 2.5 applies (the 
difference being that in Lemma 2.5 y-y(y) 3 a for / y / > R, , while here 
the inequality holds for all y), and we obtain 
I Yh + 111 = OL I:‘lf(YPN dt 
1 (2.16) 
If a1 > 1 and cyu > 1 the argument used in Lemma 2.5 shows that 
(zl - 1) < (au)-I, and we derive from this estimate and inequality (2.9) that 
I Y@I + 111 2 01 l’.,+f (y(t)) dt 
>YKi [Z] [l - (&‘I”. 
(2.17) 
409/55/3-12 
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If k is a fixed constant greater than 1, an examination of (2.16) and (2.17) 
shows there exists 01* = a*(k), independent of zr , such that (y(z, + 1) 3 it 
y(0) for oc > E*. The same argument shows thaty(z, + 1) > k / y(zr + l)l > 
(P) y(0) for 01 > (Y*, and,since y(zz + 1) = y(O), it follows that for 01 > a* 
there cannot exist 4 E C - (0) with FE(+) = 4. 
For the case I = 0, let c be a constant as above, select a fixed positive 
constant E and define a positive constant a = inf{y-if(y): 1 y 1 > 42). 
Suppose that (4, a) E C x J, that 4(O) 2 E and that F(q5, a) = 4 and let 
y(t) be the corresponding solution of (2.1). We shall show that there exists cy* 
such that if (4, a) is as above, then 01 < 01*. If z1 < I, (2.8) implies that 
y(t) > c/2 for 0 < t < zi(c + 1))‘; and if z1 3 1, (2.9) implies that y(t) 2 c/2 
for 0 < t < (c + 1)-l. If we assume that q < 1 and define d = I - 
[l - (c + 1)-112 we obtain the estimate 
a: j-Oz’f(y(t)) dt > a: jz’(c+l’-lf(y(t)) dt 
0 
>Y(O) [-?$I . 
Since (2.12) holds just as before we find that for zr < 1 we have 
I Yh + 111 >Y(O) [+ + gq . (2.19) 
(2.18) 
If .zr > 1 and ala >, (c + l), the usual argument shows that x1 - 1 < (au)-’ 
and 
(2.20) 
>,y(O) [G] [(I - (wz-1)” - (1 - (c + 1)-l)“]. 
If one uses (2.19) and (2.20) and applies the argument used to prove the 
first part of the lemma, the proof of the lemma for I = 0 follows. 
We need one more preliminary result before proving the main theorem 
of this section. 
LEMMA 2.8. Assume that H2.1 holds and that L is as in H2.1. IfL < CO, 
there exists a positive number 01* such that F, has only zero as a fixed point for 
0 < OL < LX.+ . If L = co and if F(& , 01~) = I#J~ for some sequence (+,< , aa) E 
C x J with ak ---f 0 and &JO) > 0, then lim,,, Ij $J,~ 11 =CO. 
Proof. First assume that L < 00, so there exists a constant L, such that 
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1 F(y)1 <L, j y / for all y. If Fm($) = @ for some nonzero + E C and if y(t) 
is the corresponding solution of (2.1), then we obtain 
IY@~ + l>l = as” f(rWdt 
21-l 
G (aJ;l) Y(O). 
(2.21) 
Applying the same argument again we find that 
Y(Z2 + 1) ==Y(O) G (4) lY(% + ])I 
G (G)2 Y(O). 
(2.22) 
Equation (2.19) gives a contradiction unless (II > 01* = ~5;~. 
If L = co, we assume II&, 11 is bounded for some subsequence and obtain 
a contradiction. By relabelling we can assume )) & 1) is bounded by M. Let 
L, be a constant such that / f(y)1 <L, I y / for ) y I < M. If k is selected 
so large that olkLZ < 1, the same argument as above shows that y(0) < 
(oI,L,)~ y(O), a contradiction. 
THEOREM 2.1. Assume that hypothesis H2.1 on f holds and that 1 > 0 
and define h, = 37/(2L) (h, = 0 ;f L = CO) and h, = r/(21). Define S to be 
the closure in C x J of ((4, a) E C x J: F($, a) = $ and +(O) > 0}, Sa to 
be {$ E C: ($, a) E S}, and S, to be the maximal closed, connected component of 
S which contains (0, h,) E C x J. Then S,, is unbounded. If 01 is not equal to h, , 
then 0 $ Sa. If h > /\, , it follows that {II+ I/: (4, a) E S and 01 3 h} is bounded. If 
h,* = sup{a: > 0: (I$, a) E S, for some $ E S), then h,* is$nite and &,* 3 ho . 
If h,” = inf{ol > 0: (+, a) E S,, for some 4 E S}, then Al* < h, and Xl* is 
positive ifL < Co. 
Proof. Lemmas 2.1,2.2,2.3, and 2.8 show that the hypotheses of Theorem 
1.1 hold, so that S,, is unbounded (in particular, nonempty) and 0 # Sti for 
a: # X,. Lemmas 2.4,2.6, and 2.7 show that if h > hi, then sup{I/ 4 jl: (4, a) E S 
and a: > h} is finite and that X,* is finite. Since S, is connected and unbounded 
and (0, ha) E S, , it must be that for each 01 with h < 01 < h, the set (4: 
(4, a) E S,} is nonempty, so that h,* 3 h, . A similar argument shows that 
/\i* < h, , and Lemma 2.8 implies that X1* is positive if L < CO. 
Remark 2.1. It follows immediately from Theorem 2.1 that (assuming 
H2.1) for each 01 with X, < 01 < h, there exists a 4 E S, with 4(O) > 0 such 
thatF,(+) = 4. Th is is a sharpening of the existence results of [14, Sect. 21 
(for the case I > 0). 
Remark 2.2. One might assume that Aa* = X, and Xi* = hi in Theorem 
2.1. However, what conditions on f will ensure that X0* = X, and ;\i* = Xi 
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remains an open question. Furthermore, it is possible to construct monotonic 
increasing functions f which satisfy H2.1 and for which Sa is nonempty for 
an 01 > h, or Sdi is nonempty for some 01 < X, . 
Theorem 2.1 does not treat the case I = 0. For I = 0 one would expect, 
by analogy with Theorem 2.1, that bifurcation should occur (in some sense) 
at (0, m) E C x J. Theorem 1.1 is not directly applicable in this situation, 
but as we shall see the ideas underlying its proof can still be applied. 
Our next lemma is a consequence of [14, Theorem 1.31; our previous 
work shows the hypotheses of Theorem 1.3 are met. We leave the details 
to the reader. 
LEMMA 2.9. Assume that hypothesis H2.1 on f holds and that 1 = 0. Let 
01 be a$xed positive constant such that 0rL > 7~12 and let p and R be any positive 
constants such that Fol($) # 4 for 4 E C and 0 < // $ /I < p and F,(4) f 4 for 
4 E C and II+ 11 >, R (p and R exist by previous lemmas). Then if Bp = (4 E C: 
ll$il<p], U-={+~C:p</l$ll<R), and BR={+~C:II$II<R}, it 
foElows that i,-(F, , B,) = 1, ic(F, , U) = -1 and i,(F, , BR) = 0. 
Assuming that 1 = 0, we now define a new map @: C x [0, 01)) - C 
by the formula @($, a) = F($, a-l) for OL > 0 and a($, 0) = 0. It is easy 
to see that @ / C x (0, cc) is continuous, but of course @ is not continuous 
at (0, 0). We define Z to be the closure in C x [0, co) of the set ((4, a) E C x 
[0, co): @(+, a) = 4, + # 0}, and if S is defined as in Theorem 2.1, Lemma 
2.7 implies that 2 = S u ((0,O)). As usual define @J$) = @($, a). 
THEOREM 2.2. Suppose that hypothesis H2.1 on f holds and that 1 = 0. 
Let notation be as in the preceding paragraph and define Z,-, to be the maximal 
closed, connected component of Z which contains (0, 0) E C x [0, 00). Then Z0 
is unbounded. If LY # 0, then (0, a) is not an element of Z. If L is as in H2.1 and 
p < 2Ll7r, then {$ E C: (#I, a) E Z for some 01 < /3} is bounded. 
Proof. We suppose that Za is bounded and obtain a contradiction. If Z0 is 
bounded, let G be a bounded, relatively open subset of C x [0, 00) such 
that & C Q and such that a(+, a!) = (b for (4, a) ~0 - D imlpies that 
$ = 0. Such an Q exists by the argument given in [17]. Denote by G’= the 
relatively open subset of C (4: ($, CX) E Sz}; 0, is possibly empty. Since Q is a 
relatively open subset of C x [0, co), L emma 2.7 implies that there exists a 
positive number 6 and a positive number R such that (($, a) E 3: 01 < 6) C 
({+ E C: (/ + // < R} x [0, S]) C Q. Since S is bounded, there exists d > 6 
such that QE is empty for d 3 6. Finally, Lemma 2.2 implies that there 
exists p < R such that Qn($) f $ for S < 01 < d and 0 < 114 11 < p; we 
define B, = {$J E C: /I #I 11 < p}. 
Now we compute some fixed point indices. Lemma 2.9 implies that 
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ic(Qs , Qn,) = 0 and ic(QE , B,) = 1 for 6 < 01 < d. On the other hand, the 
generalized homotopy property implies that &(ae , QU - B,) is constant for 
6 < 01 < d, and since Q;2, is empty, it follows that i,-(@* , Q, - B,) = 0. The 
additivity property implies that ic(Q6 , QJ = 1 + 0 = 1, a contradiction. 
The final two assertions of Theorem 2.2 follow from Lemmas 2.2, 2.4, 
and 2.6. 
3 
We wish to consider the following system of differential-delay equations: 
x’(t) = y(t) +f,(x(t)) for 2 > 0 
r’(t) = -&W - TN for t>O (3.1) 
x 1 [-r, 0] = 4 = a continuous function, Y(O) = Yo * 
Equations like (3.1) have been studied by Grafton in [4, 51; our goal is to 
sharpen Grafton’s existence results (answering a question raised in [5, p. 5271) 
and, more importantly, to obtain a variety of new information on the structure 
of the set of periodic solutions of (3.1). We shall always make the following 
assumptions on fG and g, : 
H3.1. The function fJx) = f (x, E) is a continuous map from [w x aB to Iw 
and is continuously differentiable in x. Furthermore, we assume that fc(x) = 
EX + R(x, c) for all x and E, where lim,,, x-lR(x, E) = 0 uniformly on bounded 
E intervals. Finally, we have that lim,,, f<(x) = -co and limEem f6(x) = + CO 
unsformly on bounded E intervals. 
H3.2. The function ge(x) - g(x, c) is a continuous map from Iw x [w to [w, 
and for each E, gJx) is strictly monotonic increasing in x. We assume that 
gE(x) = x + R,(x, E), where lim,, x-lR,(x, E) = 0 unaformly on bounded E 
intervals. 
It is not hard to see that if H3.1 and H3.2 hold (less is needed) and if 
4: [--7, 0] -+ [w is a continuous function and y. any real number, then there 
are unique functions x 1 [-r, co) -+ R and y / [-r, cc) + R which satisfy 
(3.1). 
We will frequently assume that y. is a nonnegative real and that 4: [-r, 0] --f 
R is a continuous function such that $(-r) = 0 and d(tl) < $(tJ for all t, 
and t, such that -r < t, < t, < 0. We define C to be the cone in 
C([-r, 01) x R consisting of all ordered pairs (4, yo) as above. We shall 
say that (4, yo) = 0 if 4 is identically zero and y. = 0. 
Our first lemma follows by essentially the same argument used in [6, 
Lemma 31 .l]. 
LEMMA 3.1. Assume that H3.1 and H3.2 hold and that (4, yo) E C - (0). 
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Then if (x(t), y(t)) is the corresponding solution of (3.1), t, = sup{t > 0: 
x’(s) > 0 for 0 ,( s < t> is finite. If E > 0, it follows that zr = sup{t > t, : 
x(s) 3 0 for s E [tl , t]> is$nite. If t, = sup{t > t, : x’(s) < 0 for t, < s < t}, 
then t, is jinite and t, > z1 + r (tz = co ;f x1 = 00). If E > 0, it follows 
that x2 = sup{t > zi : x(s) > 0 on [zl , t]} is Jinite; and if .z2 is Jinite, then 
t, = sup{t > t, : x’(s) 3 0 for s < [tz , t]} is finite and t, 2 z2 + r. 
Remark 3.1. The argument given in [6, Lemma 31 .I] does not apply if 
E < 0, although this is not made clear in [6]. Thus x may not be oscillatory 
for E negative. Nevertheless we shall show later that x is oscillatory if E > E,, , 
l a a negative number. 
We need some further notation and assumptions. If H3.1 holds, define 
f ;l(R) = sup{x > 0: fJx) = R} if R < 0 and f ;l(R) = inf{x < 0: f<(x) = R} 
if R > 0. We shall also need the following assumptions: 
H3.3. Suppose that lim sup~~;+~ R-y-‘(R) = 0 uniformly on bounded E 
intervals. If J is any bounded interval of reals there exists a positive constant 
c < 1 and a constant R, such that sup{-R-lrg,( f;‘(R)): / R 1 3 R, , E E J} 
is less than c. 
The condition H3.3 is a weakening of [5, condition III]; numerical 
studies suggest that H3.3 is very close to the weakest condition which (in 
conjunction with H3.1 and H3.2) will assure that solutions of (3.1) with 
(4, ya) E C are bounded for t > 0. 
LEMMA 3.2. Assume that H3.1, H3.2, and H3.3 hoZd and suppose J is a 
bounded interval of reals and (4, yO) E C - (0). For E E J, Zet (x6(t), y,(t)) = 
(x(t), y(t)) denote the solution of (3.1) corresponding to (4, y,,) and suppose 
x’(O) > 0. There exist positive constants k with k < 1 and M (both dependent 
on J but independent of (4, yO)) such that if max($(O), y,,) > M and ;f x has a 
first zero z1 , then max(I x(zr + r)i, ~ y(zr + r)l) .< k max(+(O), ya); if x has 
a second zero .z2 , then max(x(zg + y), y(zz + r)) < k2 max(+(O>, yd 
Proof. Select a constant M, such that for E E J and for u such that 
1 u / > M0 we have ufG(u) < 0 and If ;I(-u)I < j u I. By H3.3 let c and Ml 
be such that j rgc(f;l( -y))l < c 1 y / for / y I > AZ1 and E E Jo ; we can 
assume also that cMl > M,, . Select a positive constant cr such that c < 
cr < (c + 1)/2 and let d be a positive constant such that (1 + (d/r))c < cl , 
so that we have I(r + d)g,(f;l(-y))I < cl I y / for I y I 3 Ml . Define 
M,,* = sup{/ fc(x)I : 1 x I < M, , E E J} and k = (c + 1)/2 and select M, > 
max(M,,*, M,) such that [d-l /f ;‘(-y)I + MO*] .< (k - cl) I y j for 
j y / 2 Mz . Finally, take M = k-lMz . 
Select any (4, y,,) E C such that il($, y,J = max(+(O), yO) > M, , let E be 
any fixed element of J, and let (x(t), y(t)) be the corresponding solution of 
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(3.1); we assume x’(0) (the right-hand derivative at 0) is nonnegative. Let 
notation be as in Lemma 3.1. Then we obtain 
0 = x’(h) G Yo + f,(4bN> 
and consequently that y. > 0 and 
(3.2) 
x(t) G x(G) G f;Y-Yo) for -9 < t < x1 . (3.3) 
Inequalities (3.2) and (3.3) imply that y. 3 $(O), so that y. > Ms. 
The proof now divides into two cases: either there exists Er with 
max(O, xi - d) < t1 < zr and y(fr) = 0 or not. In the first case we find 
that 
I Ykl + y)I = J~z~~&(~w fit 
1 
G (r + 4 &K’(-YON (3.4) 
< kyo . 
Furthermore, Lemma 3.1 implies that x’(.zr + r) < 0 and consequently that 
I 4% + f-)1 G K’(-Y(~1 + r))l 
d kyo . 
(35) 
It remains to consider the case that y(t) < 0 for max(O, zr - d) < t < zi . 
Since we know that y(z,) < 0 and y(0) 3 0, we must have zr - d > 0 and 
y(xr - d) < 0 (otherwise, the first case holds). It follows from (3.1) that we 
have for z1 - d < t < .zl . 
x’(t) < r(xl - d) + MO*. (34 
Since x(zr - d) <f;‘(-yO), (3.6) implies that we must have 
y(zl - d) >, -d-lf;‘(-y,) - MO* 
since otherwise x will have a zero z < .zr . It follows that we have 
(3.7) 
G (k - 4~0 + CIYO (3.8) 
Since inequality (3.5) still holds, we have proved the first part of the lemma. 
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In the case that max(+(O), y,,) < Ms , if one notes that max{x(t):-v < 
t < zi} is bounded above by f;‘( -A&), th en essentially the same argument 
used above shows that max(( x(x1 + r)\, / y(zi + Y 1) < K Mz . 
To complete the proof, suppose that max($(O), yO) > M, so that 
max(I x(zl + r)l, I Y(% + y)l) G kyo. Ifmax(I x(x1 + y)l, ! y(zl + y)l) > iM,, 
we find that 
max(I x(z2 + y)I, I Y(z2 + y)l) G k I Yh + y)l G k”Y0, (3.9) 
If max( 1 x(st f r)l, 1 y(Zi i- Y)I) < Mz , we have that 
ma4 x(z2 + y>l, I y(z2 + y)l) ,< km2 < k2M. (3.10) 
In either case the lemma is proved. 
Remark 3.2. If z denotes any zero of x such that z > 0 and x’ denotes 
the first zero of x greater than z + Y (if such a Z’ exists), it follows that X’(Z + Y) 
has the same sign as x(x + Y) and the argument of Lemma 3.2 implies that 
max(I x(z’ + y)l, I y(x’ + y>l) < k ma4 + + ~11, I y(z + r>l, 44,). (3.11) 
LEMMA 3.3. Assume that hypotheses H3.1, H3.2 and H3.3 hold, that 
(I$, yo) E C - (0) and that J is a bounded interval of real numbers. For a jixed 
E E J, let (x,(t), y,(t)) = (x(t), y(t)) denote the solution of (3.1) corresponding 
to ($, y,J. Then sup{max(/ x(t)l, I y(t)l): t >, 0} is $nite, and if M2 is defined 
as in theproof ofLemma 3.2, itfoZZows that lim sup,,, (max(I x(t)I,I y(t)l))<M,. 
Proof. Let {zj :j 3 l} d enote the successive zeros of x. If x has only 
finitely many zeros, let z denote the last zero of x and take x = -Y if z1 does 
not exist. We can assume for convenience that x is positive on (z, co), and 
Lemma 3.1 implies that x is bounded on (z, DZ) and monotonic decreasing 
on some interval ( 7, 03), 7 > z + Y. The function y is monotonic decreasing 
on [Z + Y, co), and equation (3.1) implies that y must be bounded below, 
since otherwise x would have a zero x’ > z. It follows again from (3.1) that 
J-,“gJx(t)) dt must be finite and hence that lim,,, x(f) = 0. But (3.1) then 
imphes that hm,,, y(t) = 0, because otherwise x would not be monotonic 
decreasing and positive on [T, co); and it follows that max(l x(t)l, I y(t)j) is 
bounded and lim sup,,,(max( I x(t)l, I y(t)])) = 0. 
Thus we can assume {zi : j > I> is not finite, and Remark 3.2 implies 
immediately that if aj = max(I x(zi + r)l, I y(zj + Y)(), then aj is bounded 
above and 
lim sup aj < kM2 . 
i+m (3.12) 
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Since y is either monotonic increasing or monotonic decreasing on [xj + r, 
Z~.+~ + T], (3.12) implies that 
lim sup 1 y(t)1 < k&I, . (3.13) 
+ 
Now the same kind of reasoning used to prove Lemma 3.2 shows 
liy+cup I x(t)1 < max(f3-M2), -f;‘(M2)) 
< M2 
(3.14) 
and completes the proof. 
The linearization (about 0) of (3.1) is the following system of equations: 
x’(t) = y(t) + <X(t) for t > 0, 
y’(t) = -x(t - r) for t > 0, 
x I r-r, 01 = $9 Y(O) = Yo * 
The characteristic equation of (3.15) is (see [6, Sect. 311) 
(3.15) 
A2 - EA + exp(--r;\) = 0. (3.16) 
Equation (3.16) has been studied in [4; 6, Sect. 311; a different proof, which 
yields somewhat sharper results, is given in [13, Sect. 31, As remarked in [16], 
a change of variables puts (3.16) in a form studied in [2, Theorem 13.21. 
The following lemma follows from the above references. 
LEMMA 3.4. Define v. to be the unique solution of the equation v2 = cos rv 
such that 0 < v < 7r/(2r) and define co = -sin rv,/v, . Let G denote {p + iv: 
p > 0 and rr/r < v < n/r}. If E > co , L?q. (3.16) has precisely two solutions 
(counted algebraically) in G and X2 - EX + exp(-r)\) # 0 for h E aG. If 
E < co , it follows that sup(Re(X): h2 - oh + exp(--rh) = 0} < 0. 
Our next lemma follows simply from Lemma 3.4 and the results in [I] or 
[18]. For notational convenience, if 4: [-r, 0] + [w is a continuous function 
and y. is a real number, we define il(+, yo)lj = max(il C$ I/, / y. I), where 
II 4 II = max{l+(t)>: --y d t < 01. 
LEMMA 3.5. Define l o as in Lemma 3.4, let J = [a, b] be a Jinite interval 
with a < b < co , and suppose that H3.1 and H3.2 hold. There exists 6 > 0 
such that if E E J, 4: [-I, 0] + R is a continuous function with II C$ 11 < 6 and 
y. is a real number with / y. I < 6; then if (x(t), y(t)) = (x,(t), yC(t)) is the 
periodic solution of (3.1) corresponding to (4, yo) it follows that x(t) and y(t) 
are bounded and lim suptda max(I x(t)i, I y(t)l) = 0. 
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The next lemma is proved by a refinement of the argument used in [12, 
Lemma 3.71, to which we refer for further details in the computations. 
LEMMA 3.6. Define E,, as in Lemma 3.4 and suppose that H3.1, H3.2, and 
H3.3 hold. If@, yO) E C - {0}, ifc > q, , and if (x(t), y(t)) denotes the solution 
of (3.1) corresponding to E and ($t, y,,), then x(t) is oscillatory, i.e., sup{t 3 0: 
x(t) = 0) = co. Suppose J = [c, d] is a jinite interval with q, < c < d. 
There exists a positive constant a (dependent on@ on J) such that ;f (+, y,,) E 
C - (O}, E E J and (x(t), y(t)) is the solution of (3.1) corresponding to E and 
(4, y,J, then lim SW-,~ I x(t)1 3 a. 
Proof. Let X be any complex number such that Re h > 0 and let T be 
any real number with T > 0. Since x and y are bounded we can consider 
jc x’(t) (A exp(--ht)) dt + Imy’ exp(--ht) dt. 
T T 
Integrating (3.16) by parts and then by substitution from (3.1) and equating 
the results gives 
--hx(T) -Y(T) + y, x(t) exp[--h(t - T + r)] dt 
+ (X2 - EA + exp(-rh)) lrn x(t) exp[-/\(t - T) dt 
T 
s 
= A m R(x(t), c) exp[--X(t - T)] dt 
T 
(3.18) 
+ Irn R,(x(t - r), e) exp[--h(t - T)] dt. 
T 
To prove that x is oscillatory, it suffices to show x has a first zero x1 , since 
then one repeats the argument. By Lemma 3.1 we can assume Q, < E < 0. 
According to Lemma 3.4, there exists a solution h = p + iv of (3.16) such 
that p > 0 and 1 Y / < n-/r. It is clear that (3.16) has no positive real solutions 
for E < 0, and since x is also a solution of (3.16) we can assume 0 < v < r/r. 
Taking this value of h, substituting in (3.18), and taking imaginary parts 
yields that the expression 
--vx(T) - s:_, x(t) exp[-p(t - T + r)] sin u(t - T + r) dt (3.19) 
equals the imaginary part of the right hand side of (3.18). 
Now suppose that x(t) has no first zero zi , so that by the argument in 
Lemma 3.3 we can assume s and y are monotonically decreasing for t 2 t, 
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and approach 0 as t goes to co. By Eq. (3.1) we can also assume that for 
t > t, 3 t, + r we have x’(t) > 2~ x(t). For t 3 t, , this estimate implies 
x(t - r) < exp(-2E0r) x(t). (3.20) 
If one assumes T > t, and takes the absolute value of (3.19) one finds it is 
bounded below by m(T) which is bounded below by Y exp(26,r) x(T - r). 
On the other hand, H3.1 and H3.2 imply that j R(x(t), e)I < S(T) x(T - r) 
and 1 R,(x(t - Y), <)I < 6(T) x(T - r) for t 3 T, where lim,,-,6(T) = 0. 
Using these estimates one finds that the right-hand side of (3.18) is dominated 
by (/ h 1 + I)p-r 6(T) x( T - r), and by comparing estimates for the modulus 
of the left and right sides of (3.18) one finds 
exp(2e,r) x(T - r) < (1 h / + I)p-1 S(T) x(T - r). (3.21) 
For T large enough Eq. (3.21) is impossible and we have a contradiction. 
Using Lemma 3.4 it is not hard to see that there exists a positive number cl 
such that equation (3.16) has a double real root A, for c = <I , two distinct 
real roots for E > or , and a pair of nonreal complex conjugate roots X and x 
in G (G as in Lemma 3.4) for Ed < E < <I . Trivial estimates show that 
AZ-&+exp(--rA)#O if Reh>O and Ih/>/~/+l, so the roots 
guaranteed by Lemma 3.4 are bounded for E E J. If J = [c, d] and d < cl , 
it follows that there exists a positive constant v such that 1 Im X j >, v if E E J 
and h is a solution of (3.16) as guaranteed by Lemma 3.4. If pi < c and 
Ai and A,(E) denote the distinct real solutions of (3.16) guaranteed by 
Lemma 3.4, then inf{l hi(~) - h,(e)1 : E E J is positive and sup{1 A,(E) - 
h,(e)1 : E E J} is finite. In either case essentially the same proof used in [13, 
Lemma 3.71 now provides a positive constant a independent of E E J. 
It remains to consider the case pi E J, and by the above remarks, it suffices 
to prove that there exists 7 > 0 such that the lemma is true for 
/ = [Q - 7, <I + 71. We suppose E E J, where 7 will be selected later and 
we let Ai denote the double root of (3.16) when E = or . If we substitute 
A, for h in (3.18), we obtain an equation (3.18), . Subtracting (3.18), from 
(3.18), dividing by h - A, (assuming A # A,), and taking the limit as h ap- 
proaches A, we find 
-x(T) - I’ (t - T + r) x(t) exp[--h,(t - T + r)] dt 
T-9” 
+ (q - 6) lTrn [l - A,(t - T)] x(t) exp[--h,(t - T)] dt 
(3.22) 
= 
s 
m [l - h,(t - T)] R(x(t), G) exp[--h,(t - T)] dt 
T 
- 
s 
r (t - 1’) &(x(t - r), l ) exp[--X,(t - T)] dt. 
Let zk denote the Rth zero of x and let b = SUP~>~, 1 x(t)l. We define 
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S(y) = sup{/ X-lli(x, c)I : 1 x 1 < y and 1 E - or j < I} and S,(y) = 
sup{1 x-l&(x, <)I : I x / f y and I E - or / < I} and recall that lim,,&(y) + 
S(y)) = 0. Finally, we can select a zero zj > zk of x such that b’ = sup{1 x(t)\ : 
zj < y < zj+r} 3 @, and we take T E [zj , zj+r] such that I x(T)1 = 6’. If 
/ or - E / < 1, < 1, Eq. (3.22) then implies that 
$b < I x(T)1 < @ + S(b) Kb + S,(b) K,b (3.23) 
where K = sy (1 + h,t) exp[--h,t] dt and Kr = J’r t exp( --h,t) dt. If 7 is 
less than (4&9-l and if a is such that S(a) K + S,(a) Kr < 4, inequality (3.23) 
implies that b > a for j F - or 1 < 7. 
Remark 3.3. An examination of the above proof shows that H3.3 was 
not needed to prove the first part of the lemma. The fact that x is oscillatory 
for E > E,, fills a gap in [5], where this was implicitly assumed. A refinement 
of the proof of the second part of the lemma shows that H3.3 (which was 
only used to assure boundedness of x andy) is not needed there. Furthermore, 
one need not assume that lim,_,mf,(y) = -00 and lim,+mjf,(y) = co, 
though without this assumption x may not be oscillatory. 
Assuming now that H3.1, H3.2, and H3.3 hold, we define a mapF,: C+ C 
as follows: If (4, y,,) E C - {0}, let (x(t), y(t)) denote the corresponding 
solution of (3.1) and let x2 = zs(+, y,, , e) denote the second zero of X, if 
~a exists. According to Lemma 3.6, za exists if E > E,, . If za exists, define 
F(+, ya) = (!P, yr), where Y(t) = x(za + Y + t) for -Y < t < 0 and 
y1 = y(z2 + Y). If x does not have a second zero za , define F,(+, ya) = 0. 
Finally, defineF,(O) = 0 and defineF: C x [w --f C byF((4, y,,), e) = F,(~,Y,). 
We leave it to the reader to prove (using Lemma 3.2, Remark 3.2 and the 
Ascoli-Arzela theorem) that F takes bounded sets to bounded, precompact 
sets. We also leave it to the reader to prove that the restriction of F to 
[(C - @)) x P, a)] u [C x (-c-Q O)] is continuous; the proof is facilitated 
by knowing solutions of (3.1) are oscillatory for E > ~a, where ~a is negative. 
It is clear that if (4, ys) E C - (0) and F,($, ys) = ($, ya), then if (x(t), y(t)) 
is the corresponding solution of (3.1) (x(t), y(t)) is periodic with period 
za + Y, where za denotes the second zero of x. 
The next lemma is a technical variant of Lemma 3.6 which we shall need. 
LEMMA 3.7. Suppose that hypotheses H3.1, H3.2, and H3.3 hold, define E” 
as in Lemma 3.4 and assume that J = [c, d] is a$nite interval with E,, < c < d. 
Suppose that (4, yO) E C - {0}, that E E J and that (x(t), y(t)) is the solution 
of(3.1) corresponding to (4, yO) and E; let {zj : j 3 l} denote the set of zeros of x, 
indexed so that zj < z~+~ . Then there exists a positive constant a2 (independent 
of (4, yO) E C - (0) and E E J) such that 
liy+;q(max(x(.q + y),y(zj + y))) 3 a2 . (3.24) 
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Proof. Let a be as in Lemma 3.6. Select a positive constant a, < a such 
gE(x) > $X for E E J and 0 < x < a, and gJx) < frx for E E / and 
-a, < x < 0. Let M be a constant such that 1 f<(x)/ ,< M 1 x 1 for E E J 
and / x 1 < Q, and define T = 1/(2M + 2). Finally, select a positive constant 
us such that aa < min(u, , UT/~). 
We claim that lim SUP~,~ / y(zj + r)i 3 u2 , and to prove this we suppose 
the contrary. Since lim SUP+,~ 1 y(t)1 = lim supj,m / y(zi + Y)I, there exists 
a j > 1 such that suptazj 1 y(t)1 < us . By Lemma 3.6 select T E (zk , .z++~), 
K > j, such that 1 x(T)/ = max{ I x(t)1 : zk < t < ~~+r} and I x(T)1 > a,. We 
can assume for convenience that x(T) > 0, so Lemma 3.1 implies x is 
monotonic decreasing on [T, zk,r]. Let TI be the first t greater than T such 
that x(t) = a, . Trivial estimates then show that x’(t) 3 -(M + l)a, on 
[TI , zi,., J and consequently that x(t) 3 +a, for t E [TI , T, + T]. Using this 
estimate we obtain 
Y(T, + 7 + r) = Y(T, + r> - ~T~+TP,(s(tN dt 
< u2 - gzlT 
<--a,. 
(3.25) 
Inequality (3.25) implies that 1 y(zlc+r + Y)I < -aa , a contradiction. 
We need one more lemma before starting our first theorem. It will be 
convenient to introduce a fourth assumption on fc and g, : 
H3.4. There exists a number b and a positive number k such that yfC( y) < 0 
and I g,(y)] >, k 1 y I for all E < b and all y # 0. If C-(C) is defined to be 
sup{\ y-lgJf;‘(-y))I : 7 < E, y # 0}, assume that lim,,-, c-(c) = 0. 
LEMMA 3.8. Suppose that assumptions H3.1, 3.2, 3.3, and 3.4 hold. Then 
there exists a number B such that F, has only 0 us a fixed point for E < B. 
Proof. For E < b suppose that (4, y,,) E C - (0) and thatF,(+, yO) = (+,~a) 
Let (x(t), y(t)) denote the corresponding solution of (3.1) and denote the 
first and second zeros of x by z1 and zs and the first and second zeros of y 
by tr and [,, so that .$r < zr and zt < 5, < zs. Let t, = sup{t > 0: x’(s) 3 0 
for 0 < s < t} and t, = sup{t > .zr : x’(s) < 0 on [zr , t]}. Since y(tJ + 
f,(x(t,)) = 0, the usual argument shows that x(t) < f ;‘( -yO) for -r < t < zi 
and this implies (taking dI = zr - 5,) that 
(3.26) 
< (4 + r) c-(c)y(O). 
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A similar argument proves that for d, = z2 - t2 
I y(zz + r)l = ~(0) < (4 + y> C-(C) I y&l + y)l. (3.27) 
Combining (3.26) and (3.27) we find that 
(4 + y)(dz + y) > (c-(4-“. (3.28) 
Using (3.28) we can assume dj 3 (c-(c))-’ - Y for j = 1 or 2, and for 
definiteness we supposej = 1. If c-(e) < y-l, it is easy to show that 5, -t, > Y, 
and it follows that 
y (& + +) = - j”;I(d1’2)-rp.(x(t)) dt 
(3.29) 
Since x’(t) 3 y(tr + (d,/2)) for 6, + (d,/2) < t < zr , inequality (3.29) 
implies that if kd,2/4 > d,/2, then x has a zero before zr , which is impossible. 
A calculation now shows that if c-(e) < (2k-l + r)-l we have a contradiction, 
so we simply select B accordingly. 
THEOREM 3.1. Assume that H3.1, 3.2, 3.3, and 3.4 hold and define E,, as 
in Lemma 3.4. Define S to be the closure in C x R of ((4, y,,), E) E C x R: 
F,($, y,,) = (4, yO) and (+, yo) # 0), take So to be the maxima2 closed, con- 
nected component of S which contains (0, E,,) and dejne SE (respectively SoG) to 
be UC, yo) E C: NC, Y& 4 E S>. Th en S,, is unbounded. If J is any bounded 
interval, then the set S n (C x J) is bounded. The set S contains no points 
(0, c) E C x R for CI # E,, , and there exists a constant B such that SE is empty 
for E < B. The set S,,< is nonempty for E > E,, . 
Pyoof. Lemmas 3.5 and 3.7 imply without difficulty that if J is a compact 
interval such that E,, $ J, there exists a positive number 6 such that F,($, y,,) f 
(4, Y,J for E E 1 and 0 < lit+, Y,)II < 6. Th e same lemmas also imply that 0 is 
an attractive point for F< for E < E” and an ejective point for E > co . The 
other conditions on F in Theorem 1 .l also hold, and Theorem 1.1 implies 
that S, is nonempty and unbounded. Lemma 3.3 implies that S n (C x J) 
is bounded for any bounded interval J, and the above remarks show that if 
(0, c) E C x R and E f e0 , then (0, E) $ S. Lemma 3.8 implies that S is 
empty for E ,( B. Finally, since S, is unbounded and connected, while SrG 
is empty for E < B and S, n (C x J) is b ounded for bounded interval, it 
follows that S; is nonempty for t > E” . 
Theorem 3.1 of course extends the existence results of [5]. 
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We shall now use Theorem 3.1 to investigate how the period of a periodic 
solution of (3.1) varies with E. Specifically, if ((4, y,,), l ) E S - ((0, es)}, we 
define ~((4, y,,), .c) to be the period of the corresponding periodic solution 
of (3.1); by our definitions, p(($, y,,), C) = x2 + r, where zs = ss($, y,, , l ) 
denotes the second zero of x. Using this characterization one can see that p is 
a continuous function on S - ((0, EJ}. We now extend p to all of S by 
defining ~(0, ~a) = 2+,, , where v0 is as in Lemma 3.4. 
THEOREM 3.2. Assume that H3.1, 3.2, and 3.3 hold and let p: S -+ W be 
dejined as above. Then p is a continuous function. 
Proof. By the remarks above, it suffices to show that if (($, , y,J, l ,) E S 
and II(4, , m)lI - 0 and l n - co as n --+ a, then ~((4~ , m), 4 ---f 274~~ . 
Let (xn(t), m(t)) denote the solution of (3.1) corresponding to $,, , yn , 
and E, . We leave it to the reader to verify that there exists a natural 
number n, and a positive constant c1 such that max(j m(t)l, 1 xn(t)j) < clyn(0) 
for all t and for n > nr . By H3.1 and H3.2 there exists a positive constant a, 
such that if I l - co I < (a) I co / then 2+x < f3(x) < (<,/2)x for 0 < x < a, 
and 2eOx > f<(x) 3 (to/2)x for -a, < x < 0, while x/2 < gG(x) < 2x for 
0 < x < a, and 2x < gs(x) < x/2 for -a, < x < 0. By increasing n, , we 
can assume that 1 E, - co j < (a) ] co 1 and max( / yn(t)l, j xJt)l) < a, for 
n ‘3 n, and for all t. Henceforth we always assume n > n, . 
For notational convenience, fix n > n, and writep, = p, E, = E, x, = x, 
etc., let zi and zs denote the first and second zeros of x, respectively. If v, is 
as in Lemma 2.4, iv, is a solution of A2 - EX + e-rA = 0. We consider the 
following expression: 
jp x’(t) (iv,J exp[-io,t] dt + jp y’(t) exp[-ivot] dt. (3.30) 
0 0 
Integrating (3.30) by parts we find (3.30) equals 
s 'x(t) (ivo)2 exp[-ivot] dt + x(p) (iv,) exp[-ivop]  x(O) (iv,) 0 (3 31) 
+ jpy(t) (iv3 exp[--ivotl dt+ Y(P) exp[-ivop3 - y(0). 
0 
Substituting from (3.1) for x’ and y’ shows (3.30) equal to 
s ,” [r(t) + cOx(t)l (ivo) exp[---ivotl dt 
+ j" [(c - co) x(t) + W(t), c)] (iv,) =p[-ivotl dt 
0 
- I ‘-‘x(t) exp[-ivo(t + Y)] dt - jp R,(x(t - r), l ) exp[-iv,t] dt. -7 0 (3.32) 
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Define CJ = qn = exp[--iv&J - 1. If we equate (3.31) and (3.32) and 
simplify (recalling that x(t) = x(t + p)) we obtain 
= .r oy [(c - co) x(t) + R(x(t), c)] (ivo) exp(-&,t) dt 
- 
i 
’ &(x(t - Y), 6) exp[-hot] dt. 
0 
To estimate the right-hand side of (3.32) recall that by H3.1, H3.2, and our 
previous estimates we can write I R(G(~)~ 4 G 6, I 4)l and 
1 &(x,(t), E~)I < 6, 1 xn(t)l for all t, where lim,,, 6, = 0. If we set 6 = 6, , 
it follows that the right hand side of (3.32) is b ounded in absolute value by 
(3.33) 
In order to estimate j’Tr 1 x(t)1 dt, observe that 
(3.34) 
and that 
Y(% + y) - Y(% + r) = ~“g.(+(t)) dt 
21 
(3.35) 
2; 
s ” 1 x(t)1 dt. 21 
It follows that 
s P--r I 491 dt < (2 + 2c,)y(O). (3.36) --T 
Since JI-r I x(t)1 dt < rc,y(O), we find that the right-hand side of (3.32) 
is dominated by 
(I E - co I + 308) %Y(O) (3.37) 
where ca = (2 + 2c, + rci). 
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If I denotes the term in square brackets on the left-hand side of (3.32) 
note that 
Im(I) = v&O) + ]:r x(t) sin vO(t + r) dt. (3.38) 
Equation (3.38) implies that / I / > vax(0). If x(0) > (2r)-ly(O), we find that 
/ 1 1 >, v,,(2~)-~y(O); if not, we find by taking the real part of I that 1 I / > (4) 
y(0). In either event, there exists a positive constant cQ such that 111 3 cay(O). 
If we now use the estimates for the right and left hand sides of (3.32) and 
divide both side by y(0) we find that (inserting the index n again) 
c3 I Qn I G cz(l 6, - co I + 2vohJ. (3.39) 
The inequality (3.39) implies that lim,,, qn = 0. 
It remains to show that in fact lim n+\m p, = 27r/vo - p, . We note that 
we have p, > 2~ for all n and p, > 4r, so that by what we have shown, it 
suffices to prove p, < p, + 4r for n large. As before we suppress subscripts 
and let x, = x, E, = E, and x1 and a2 denote the first and second zeros of x, . 
Consider the expression 
s 
ae/2 
x’(t) (zig) exp(-iv,t) dt + I”” y’(t) exp(--iv,t) dt (3.40) 
0 0 
and define P = P, by 
P = (c - Q) JoDo” x(t) (ho) exp(-hot) dt + j:‘2 R(x(t), l ) (iv,) dt 
(3.41) 
,  I  
- f “” R,(x(t - Y), c) exp( -Got) dt. 
JO 
If we integrate (3.40) by parts and then by substitution from (3.1) simplify 
and take real and imaginary parts we obtain the following equations 
- vo [x(O) + x (%)I - S_9. [x(t) + x (t + +)] sin vo(t + y) dt = I;(;‘) 
- [Y(o) + Y (+)] + sfi [x(t) + x (t + $1 cm v,,(t + y) dt = R;$+‘;) 
We shall prove that for n large enough z1 - (-Y) < (p,/2) + 2~; since 
the proof that x2 - .zi ,< (p,/2) + 2r is essentially the same, this will prove 
p, < p, + 4r for n large. If zi < po/2, we are done, so assume z1 > p,/2. 
Let a be a fixed positive constant such that 3ar < 1 and a + 3ar2 - Y < 0. 
We leave it to the reader to verify that there exists a positive constant b and 
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an integer na > n, such that if x(0) 3 uy(0) or x(t) > uy(0) for some 
t E [(p,/2) - Y, @a/2)], then the absolute value of the left-hand side of (3.42) 
is bounded below by by(O) for n 3 n2 . On the other hand, if d, is defined by 
P = d,Ly(0), we know that lim,,, d, = 0. This contradicts (3.42) for 
1 d, 1 < b, so we can assume z1 > @a/2) and x(0) < ay(0) and x(t) < uy(0) 
for @a/2) - Y < t < @s/2) for n 3 fza . If we take absolute values of (3.43) 
we find 
~(0) + ~(pJ2) - 2ar~(O) G i 4 I Y(O). (3.44) 
Inequality (3.44) implies that for n large enough we must have j y(0) + 
y(p,/2)1 C< 3ary(O), so that y(p0/2) < (-1 + 3ar) y(0). It follows that 
x’(t) si’ (-1 + 3ar) y(0) for (p,/2) < t < zr , and since x&/2) <i ay(O), 
we must have zr - @a/2) < Y and zr + Y < (p,,/2) + 2r. 
Remark 3.4. To prove that if ~(0, Q) is defined to be (27&J, then p is 
continuous at (0, E,,), H3.3 was unnecessary and it was only necessary to use 
the assumptions in H3.1 and H3.2 concerning behavior of fE and g, near 0. 
COROLLARY 3.1. Assume that H3.1, 3.2, 3.3, and 3.4 hold and define a to be 
the infimum of p 1 S, (S, as in Theorem 3.1) and b the supremum of p 1 S,, . 
Then for every p E (a, b) such that p # 27r/~,,  there exists ((4, yO), 6) E S, - 
(0, co) such that ~((4, Y,,), 4 = P; in particular for every such p there is a 
periodic solution of (3.1) of period precisely p. 
Proof. This follows immediately from Theorems 3.1 and 3.2. The 
remainder of this section is devoted to giving some further hypotheses on fC 
and g, which assure that lim,+, ~((4, y,,), C) = + CO for (($, y,,), l ) E S. 
H3.5. For every E > 0 assume there exist positive numbers U(E), b(c), and 
6(e) with U(C) < b(e) and lim,,,, S(E) = 0 and such that (1) f,(x) f 0 for 
I x I (f (4~>, b(c)), (2) I(f&W&)l G SC4 and I(f&k1g~(-41 G a(~) for 
I x I $ (44 b(4) and (3) I(fc(u(e)))-W--b(~))1 G YE) und 
THEOREM 3.3. Assume H3.1, 3.2, 3.3, 3.4, and 3.5; let S be us in Theorem 
3.1 and p: S + R+ us in Theorem 3.2. Then we have lim,,,, (inf{p(($, ys), 7): 
rl 3 E and ((A yo), 7) E W = +a. 
Proof. Fix E > 0, select ((+, ya), 6) E S and let (x(t), y(t)) be the cor- 
responding solution of (3.1). Let zr and za be respectively the first and second 
zeros of X; select t, E [0, zr] such that x(tl) = max(x(t): 0 < t < zr} and 
similarly for t, E [zr , a z 1. The proof divides into three cases. We use the 
notation from H3.5. 
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Case 1. Assume that 1 x(t)] 3 b(e) for some t. By symmetry we can 
assume x(tl) > b(e) so thaty(t,) = -jJx(tJ) > 0. Equation (3.1) implies that 
Y(%> G -h - t1) gMh>) -.f&w (3.45) 
Since y(zr) < 0, it follows from (3.45) that 
1 ~(2rf1)If$& (3.46) 
and (zr - tr) 3 ~/S(E). 
Case 2. Assume that 1 x(t)] < b(c) for all t but that 1 x(t)] > a(~) for 
some t. As before we can assume that x(tl) > u(c). Let ~~ > t, be the first 
time t > t, such that x(t) = u(c). Then we find that 
0 3 X’(Tl) = Y(Tl) + L(44 2 Yh + r) + a(~))* (3.47) 
Since y’(t) < -gJ --b(r)) for zr + r < t < z2 + Y and y’(x,) > 0 we obtain 
0 G Yh) G -j&44) -‘G-44)(% - 3 - T)' (3.48) 
Inequality (3.48) implies that x2 - zr - r 3 l/B(e). 
Case 3. Assume that / x(t)1 < U(E) f or all t. By symmetry we can assume 
] x(tl)l > 1 x(t,)l (otherwise, carry through essentially the same argument 
starting with t3). As usual we have 
Y@l + r) -<, Y(h) G %Wl>h (3.49) 
and because -x(tl) < x(t2) we obtain 
r’(t) e -&(--x(td) for x1 + r < t < za + r. (3.50) 
Inequalities (3.49) and (3.50) combine to yield 
0 GY(Z > 2 G -"f&W - 6% - Xl - r)g.(-x(t,N 
G fMt1)) [- 1 + (% - z1 - r) q41. 
(3.51) 
Inequality (3.51) implies that z2 - x1 - Y 3 l/S(e). 
It follows that in all cases we have p > l/S(,). 
Theorems 3.1, 3.2, and 3.3 can be applied to a variety of equations of the 
form (3.1). As an example, consider the following system of differential-delay 
equations (for which even existence of periodic solutions is not covered by the 
results in [5]): 
x’(t) = y(t) + 4) - a(c) (XW3 for t > 0 
y’(t) = -x(t - r) - /3(c) (x(t - r))” for t > 0. 
(3.52) 
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For convenience, let us call a periodic solution of (3.52) “normalized” if 
x(-r) = 0, x / [-t, 0] is strictly monotonic increasing and y(O) > 0. 
COROLLARY 3.2. Let 01 and j3 be continuous functions of E E R such that 
CY(C) > 0 for all E and P(E) 3 0 for all E. Assume that rfl(e)/a(e) < 1 for all E 
and that limi,;,, /~(E)/oI(E) = 0. Define v0 to be the unique solution Y of v2 = 
cos YV such that 0 < v < n/(2r) and define E,, == -sin rv,/vo . Then for each 
E > E,, there exists a normalized periodic solution of (3.52). For each real number 
P > 23+,, 9 there exists a real number E and a normalized periodic solution of 
(3.52) with period precisely p and such that p = x2 + r, where z2 denotes the 
second positive real z such that x(z) = 0. 
Proof. It suffices to show H3.1-H3.5 hold. We leave it to the reader to 
verify H3.1LH3.4. If a(e), b(E) and S(E) are defined to be, respectively, 
(E/~oI(c))‘;~, (2~/a(~))li~, and (4/3) + (S/~(C)/&(C)), the reader can also verify 
H3.5. The corollary now follows from Theorems 3.1, 3.2, and 3.3. 
Actually Theorems 3.1-3.3 provide more detailed information than is 
mentioned in Corollary 3.2. 
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