In this paper, we consider the partially linear single-index models with longitudinal data. We propose the bias-corrected quadratic inference function (QIF) method to estimate the parameters in the model by accounting for the within-subject correlation. Asymptotic properties for the proposed estimation methods are demonstrated. A generalized likelihood ratio test is established to test the linearity of the nonparametric part. Under the null hypotheses, the test statistic follows asymptotically a χ 2 distribution. We also evaluate the finite sample performance of the proposed methods via Monte Carlo simulation studies and a real data analysis.
Introduction
Partially linear single-index (PLSI) models describe both the linear relationship between a scalar response variable Y and a q-dimensional vector Z and the nonlinear relationship between Y and a p-dimensional vector X in the form
where g(·) is an unknown link function and ∥β∥ = 1 (∥ · ∥ denotes the Euclidean norm here).
Model (1.1) has gained much attention in recent years. For example, Carroll et al. [3] studied the generalized partially linear single-index models, Xia and Härdle [21] proposed the MAVE method to estimate the parameters of PLSI models, Zhu and Xue [28] studied the confidence interval of parameters based on the empirical likelihood method. PLSI models avoid the problem of ''curse of dimensionality'' and are flexible enough to capture the hidden linear and nonlinear relationships between covariates and the response variable. More recently, the literature on the applications of partially linear singleindex models for repeated measurements is available, especially in econometrics, biomedical research, and epidemiology. For example, Tian et al. [19] used the generalized penalized spline least squares method and assumed working correlation matrices to estimate the parameters and the unknown link function. Li et al. [13] constructed confidence intervals or confidence regions for PLSI models with longitudinal data based on empirical likelihood. ⊤ is an unknown vector in R p × R q with ∥β∥ = 1, g(·) is an unknown univariate link function. The random error vector of the ith subject is ε i = (ε i1 , ε i2 , . . . , ε im i ) ⊤ , and {ε i , i = 1, . . . , n} are mutually independent with E(ε i |X i , Z i ) = 0, Var(ε i ) = Σ i . Denote the true parameters as β 0 and θ 0 .
Model (1.2) is flexible enough to cover many important statistical models. For example, when θ = 0, model (1.2) is a longitudinal single-index model. When p = 1 and β = 1, model (1.2) becomes the longitudinal partially linear model. They have been investigated in [25, 16, 6, 23, 22, 5, 12, 1, 11] . The generalized estimating equations (GEEs) could be used to estimate the parameters. The estimates of regression parameters are consistent even when the working correlation matrices are misspecified. However, the GEE approach requires a consistent estimator of the working correlation matrix for efficient estimation. To overcome the problem, Qu et al. [18] introduced the quadratic inference functions (QIFs) by representing the inverse of the working correlation matrix as a linear combination of basis matrices, that is
where M 1 is the identity matrix, and M 2 , . . . , M k are symmetric basis matrices which are determined by the structure of R, and a 1 , . . . , a k are constant coefficients. The QIF method is a strong competitor to the GEE approach in analyzing longitudinal data. The advantage of this approach is that it does not require estimations of linear coefficients a i 's which can be viewed as nuisance parameters. Qu and Li [17] applied the QIF method to varying coefficient models for longitudinal data. Bai et al. [2, 1] applied the QIF method to partially linear models and single-index models with longitudinal data.
The rest of the paper is organized as follows. In Section 2, we propose the bias-corrected QIF procedure for the partially linear single-index models with longitudinal data and show its asymptotic properties. We propose a test for testing whether the nonparametric part of PLSI models is actually linear in Section 3. In Section 4, we present the results from some simulation studies, and a real dataset is analyzed to illustrate the proposed methods. The proofs of the asymptotic properties are presented in the Appendix.
Bias-corrected QIF estimation
For the sake of identifiability, it is assumed that ∥β∥ = 1 in model (1.2). For the convenience of computing the estimated parameter, we use the delete-one-component method proposed by Yu and Ruppert [24] . Without loss of generality, we assume that the parameter β has a positive component β r (otherwise, consider −β). Let 
The true parameter β (r) 0 must satisfy the constraint ∥β (r) 0 ∥ < 1. β is infinitely differentiable in a neighborhood of β (r) 0 , and the Jacobian matrix is 
Generalized estimating equations (GEEs) are often used in semiparametric models; see [15, 13] . Let
We construct the bias-corrected GEE as follows
where
. Here g 1 and g 2 are used for bias correction in the estimating equations [28, 13, 11] . For the generalized estimating Eq. (2.1), Liang and Zeger [15] assumed
, where A i is an m i × m i diagonal matrix of marginal variances and R(α) is a common working correlation matrix which involves a small number of nuisance parameters α. However, it is difficult to estimate V i . If the working correlations are misspecified, the estimator from (2.1) is still consistent but is not optimal. Qu et al. [18] introduced the quadratic inference function (QIF) by representing
In practice, we need to choose the basis for the inverse of the correlation matrix R. Suppose that R is the exchangeable working correlation matrix, then R
where M 1 is the identity matrix and M 2 is a matrix with 0 on the diagonal and 1 off-diagonal. If the working correlation matrix is AR(1) with
where M * 1 is the identity matrix, M * 2 has 1 on the sub-diagonal and 0 elsewhere, and M * 3 has 1 on the corners (1, 1) and (m, m) and 0 elsewhere. However, in practice M * 3 can often be dropped out of the model, as removing M * 3 does not affect the efficiency of the estimator too much, and this can simplify the estimation procedure. More details can be found in [18, 17] .
The bias-corrected GEE (2.1) is a linear combination of elements of the estimating functions
, greater than the number of unknown parameters, the bias-corrected GEE method cannot be applied. Qu et al. [18] proposed the quadratic inference functions by extending the method of GMM proposed by Hansen [8] . We follow the idea of QIF and estimate β (r) and θ by minimizing the following bias-corrected QIF
The bias-corrected QIF (2.3) contains the unknown functions g(·), g
. To obtain the estimators for β and θ , we need to plug in the estimates for the unknown functions. The local linear smoothing method [4] is used here. We can obtainĝ(t; β, θ ) andĝ ′ (t; β, θ ) by minimizing
is a kernel function, and the bandwidth h = h n is tending to zero. Let (â,b) be the solution to the weighted least squares problem (2.4). We setĝ(t; β, θ ) =â andĝ ′ (t; β, θ ) =b. Simple calculations yield
Given β, we can also obtain the estimators of
After plugging in the estimators of g(·), g
. . .
. Therefore, we can obtain the biascorrected QIF estimatorsβ (r) andθ by minimizinĝ
It is worth pointing out that the objective function defined in (2.9) contains only the parameters β (r) and θ , and only the basis matrices from the working correlation structure. In other words, the bias-corrected QIF estimators, (β (r)⊤ ,θ ⊤ ) ⊤ = arg min β (r) ,θQn (β (r) , θ ) are obtained with no need to estimate the nuisance correlation parameters a 1 , . . . , a k .
Theorem 1. Suppose that the technical conditions (C1)-(C9) hold in the Appendix, and the rth component of β is positive, then
we have
⊤ in probability;
. . 
Hypothesis tests
In practice, parsimonious models are always desirable to enhance model predictability. For partially linear single-index models, it is interesting to test whether the single-index part can be replaced by a linear expression of the index function. That means we are interested in testing
where α 0 and α 1 are two unknown parameters. That is
is a nonlinear function.
We extend the generalized likelihood ratio (GLR) tests to the testing problem (3.1). The GLR tests are proposed by Fan et al. [7] for inferences of nonparametric models. Zhang [26, 27] used the GLR tests to test the nonparametric parts on partially linear models and partially linear single-index models, respectively. Here we consider the case for longitudinal data. Noting
is a nonlinear function. Letβ,θ andĝ(·) be the estimators of β 0 , θ 0 and g(·) based on the bias-corrected QIF. Under H 0 , the data {Y ij , X ij , Z ij , i = 1, . . . , n; j = 1, . . . , m i } are from the linear model
Therefore, we can construct the following generalized likelihood ratio (GLR) statistic
is the residual sums of squares under the null hypothesis,α 0 ,α 1 ,β andθ are the QIF estimators of α 0 , α 1 , β 0 and θ 0 respectively, under H 0 and
is the residual sums of squares under the alternative hypothesis. 
, and K * K denotes the convolution of K , |T | stands for the length of T and T is defined in condition (C1).
Numerical studies

Simulation studies
In this section, we present some simulation studies to evaluate the finite sample performances of the proposed estimators and the testing method. To study the finite sample properties of our proposed estimator, we compare the proposed estimatorsĝ(·),β andθ with the working independence estimatorsĝ I (·),β I andθ I , whereβ I andθ I are the solutions of the bias-corrected GEE (2.1) with
To measure the performance of the proposed estimators, the biases and standard errors of the estimators of β and θ are reported, we also define the mean square errors of the estimators of β 0 , θ 0 and g(·) as
whereβ · ,θ · andĝ · denote the bias-corrected QIF estimators or working independence estimators, S denotes the size of the generated datasets. 
denotes the integer part of x, Σ 0 is the correlation matrix. Here we consider two different types of correlation matrix Σ 0 , one is an exchangeable correlation structure with correlation ρ = 0.6 and the other is an AR(1) correlation structure with ρ = 0.5. In order to compare the performance of the QIF estimators, the exchangeable correlation and AR(1) correlation matrices are used as the working correlation matrices R(ρ) respectively in the simulation. Since A i can be estimated by the method of moment. Thus Σ i can be estimated bŷ Example 2. We illustrate how the bias-corrected QIF performs for testing whether the single-index part is linear. Similar to Example 1, we make some changes to g(t) and simulate data from
The true correlation matrix is the exchangeable correlation. To examine the power of the bias-corrected QIF approach when the index function X ⊤ ik β 0 deviates from a linear expression, we let c 0 increase from 0 to 0.8 with a step size of 0.025. Three working correlation matrices, exchangeable, AR(1) and independent correlation are considered. To compute the power of our proposed test, we calculate test statistics τ K T GLR from 1000 simulations for each c 0 with n = 120 and type I error 0.05, the result is shown in Fig. 1 . We also provide quantile-quantile plots under exchangeable and AR(1) working correlation for the power test in Fig. 2 .
From Tables 1-2, based on the reported standard errors and MSE of the proposed estimators, the bias-corrected QIF estimators have similar or better performance than the working independence estimators, especially when the working correlation matrix is specified correctly. Tables 1-2 also tell us that with the sample size increasing, the biases, standard errors and MSE of these estimators usually decrease. Fig. 1 shows the power of bias-corrected QIF versus c 0 . It shows that when c 0 is small, the test sizes are approximately 0.05 and when c 0 reaches 0.8, the probability of rejection reaches 0.95 power. Fig. 1 also shows that when the assumed working correlation is correctly specified, the test power is better. From   Fig. 2 , we can find that under H 0 the empirical quantiles of τ K T GLR follow the theoretical chi-squared quantile well.
Application to CD4 data
We now apply the proposed procedure to the CD4 data from the Multi-Center AIDS Cohort Study. This dataset consists of 283 homosexual males who were HIV positive between 1984 and 1991. All individuals were scheduled to have their measurements made during semiannual visits. But it often happened that patients missed appointments or rescheduled their appointments. Therefore, each patient had a different number of repeated measurements. Details of the study design, methods and the medical implications can be found in Kaslow et al. [10] . Huang et al. [9] , Fan and Li [6] , Qu and Li [17] Power of bias-corrected QIF against c 0 for testing whether g is a linear function. The solid line is the power using exchangeable correlation, the dash line is the power using AR(1) correlation, the dotted line is the power using independent structure. The true correlation structure is exchangeable. analyzed the same dataset using varying coefficient models. Here we apply the partially linear single-index model to this dataset. It is known that HIV destroys CD4 cells, so by measuring CD4 cell count and percentages in blood, doctors can monitor progression of the disease. Therefore, the response variable Y is the CD4 percentage over time. Four covariates are also collected: X 1 , patient's measuring time; X 2 , patient's age; X 3 , the CD4 cell percentage before their infection; Z , the individual's smoking status, which takes binary values 1 or 0, according to whether an individual is a smoker or nonsmoker. We use the partially linear single-index model:
Under the exchangeable working correlation assumption, we obtain the bias-corrected QIF estimates and 95% confidence intervals (obtained similarly as in [3] ) in Table 3 . Fig. 3 provides fitted curves (the solid line) for the unknown link function g(·). We also provide 95% pointwise confidence intervals (dotted lines) for g. To test whether the single-index part is linearly correlated with the response variable, we 
Appendix. Proof of the theorems
In order to study the asymptotic behavior of the estimator, the following conditions are supposed. C1 For any i = 1, . . . , n, j = 1, . . . , m i , the density function of X ⊤ ij β is bounded away from zero and infinity on T , and satisfies the Lipschitz condition of order 1 on T , where T = {t = X ⊤ ij β : X ij ∈ A, i = 1, . . . , n, j = 1, . . . , m i } and A is a compact support set of X ij .
C2 g(t) has two bounded and continuous derivatives on T ; g 1s (t) and g 2k (t) satisfy the local Lipschitz condition of order 1, where g 1s (t) and g 2k (t) are the sth and kth components of g 1 (t) and g 2 (t)(1 ≤ s ≤ p, 1 ≤ k ≤ q) respectively. C3 The kernel K (u) is a bounded and symmetric probability density function, and satisfies
C4 There exists a positive constant M, such that max 1≤i≤n,1≤j≤m i sup x,z E(ε
C6 There exist two positive constants c 1 and c 2 such that
where λ i1 and λ im i denote the smallest and largest eigenvalues of Σ i , respectively. C7 There exist positive constants c 3 and c 4 such that 
, θ ) converges almost surely to an invertible positive definite matrix Σ(β (r) , θ ),
Proof of Theorem 1. By (2.9), it follows that
(A.1) 
Since the first column of
 , where
By Lemmas A.1-A.3 in [13] , it is easy to show that
Because of n 2 h 7 → ∞, h → 0, using the central limit theorem, we have
Similar to Lemma A.5 in [13] , some simple calculations yield thatĈ n (β
0 , θ 0 ). Therefore, together with
which implies thatQ n (β (r) ,θ )
, we can obtain that the bias-corrected QIF estimator
⊤ in probability. Next we will prove the asymptotic normality. Noting that
. By Lemmas A.1-A.3 in [13] , similar to the proof of Lemma A.4 in [13] , we can obtain
, and
Similarly, we havê
(A.10) Therefore, Proof of Theorem 2. The proof of this theorem is similar to the proof of Theorem 3.1 in [26] , the theorem in [27] and Theorem 5 in [14] . Hence, the proof details are omitted here.
