This work focuses on the question of how identifiability of a mathematical model, that is, whether parameters can be recovered from data, is related to identifiability of its submodels. We look specifically at linear compartmental models and investigate when identifiability is preserved after adding or removing model components. In particular, we examine whether identifiability is preserved when an input, output, edge, or leak is added or deleted. Our approach, via differential algebra, is to analyze specific input-output equations of a model and the Jacobian of the associated coefficient map. We clarify a prior determinantal formula for these equations, and then use it to prove that, under some hypotheses, a model's input-output equations can be understood in terms of certain submodels we call "output-reachable". Our proofs use algebraic and combinatorial techniques.
Introduction
Identifiability refers to the problem of whether parameters of a mathematical model can be recovered from data. We focus on structural identifiability, that is, whether the model equations allow estimation of a finite number of parameters from noise-free data, henceforth referred to as identifiability. Here we investigate the identifiability problem for a class of models used extensively in biological applications, namely, linear compartmental models [5, 8] . Our interest is in the following question: When is identifiability preserved after components of the model -such as inputs, outputs, leaks, or edges -are added or removed? For example, in a prior work [10] , sufficient conditions are given for when edges can be removed. In this work, we show that adding outputs or inputs -or, under certain hypotheses, adding or removing a leak -preserves identifiability. These results, as well as additional new contributions, are summarized in Tables 1 and 2 
below.
The question of when a submodel of an identifiable model is identifiable has both theoretical significance and real-life applications (e.g., identifiability of nested models in epidemiology [16] ). On the theory side, the investigation of submodels of identifiable models was initiated by Vajda and others [17, 18] with the goal of reducing the problem of identifiability to simpler and more tractable computations. Since then, it has remained an interesting problem, as it addresses one of the most important questions regarding linear compartmental models: Which models are identifiable?
In applications, deleting an input or output corresponds to changing the experimental setup or changing the design of a biological circuit within a cell. Hence, if we know the corresponding submodel remains identifiable, the new setup will not affect the ability to recover parameters.
As for edges and leaks, deleting these elements is a way to model a biological intervention or knockout. Also, in practice, the precise model architecture may be unknown, so being able to investigate identifiability of a few candidate models at once is desirable.
Another motivation for our work is its application to chemical reaction networks. Linear compartmental models correspond to monomolecular chemical reaction networks, and we will use the results here to analyze, in subsequent work [9] , when identifiability is preserved when networks are joined or decomposed.
For linear compartmental models, the problem of determining (generic local) identifiability can be translated, through standard differential-algebra techniques, to the question of whether the Jacobian matrix of the coefficient map (arising from some input-output equations) is generically full rank. A formula for the input-output equations for models with at least one input was given by Meshkat, Sullivant, and Eisenberg [14] . Here we clarify their formula (see Proposition 2.3 and Remark 2.7), and then use that result to explain how input-output equations can be read off from the input-output equations of submodels arising from what we call output-reachable subgraphs (Theorem 3.8).
Operation
Operation preserves identifiability? Table 2 . Operations on linear compartmental models, and whether they preserve unidentifiability. Here, * pertains to models with at least one input.
We apply our results on input-output equations to investigate whether identifiability is preserved when a leak is added (Theorem 4.3) or removed (Proposition 4.6) . The effect on identifiability of adding or deleting a component is not always predictable, as seen in Tables 1  and 2 . The rows of these two tables are similar, because, for instance, losing identifiabilty when a leak is added can also be viewed as gaining identifiability when the leak is removed. Remark 1.1. Tables 1 and 2 are nearly identical, except that, in the last line, [10, Theorem 3.1] does not apply to unidentifiable models: that theorem makes use of the "singular-locus equation" which is not defined for unidentifiable models.
The outline of our work is as follows. In Section 2, we introduce linear compartmental models and define identifiability. In Section 3, we prove our results on input-output equations. In Section 4, we prove results on how identifiability is affected by adding or removing inputs, outputs, or leaks; and then we give some related examples in Section 5. We conclude with a discussion in Section 6.
Background
In this section, we recall linear compartmental models, their input-output equations, and the concept of identifiability. We follow closely the notation in [10] .
A linear compartmental model is defined by a directed graph G = (V, E) and three sets In, Out, Leak ⊆ V . Each vertex i ∈ V is a compartment in the model, while each edge j → i represents the flow of material from the j-th compartment to the i-th compartment. The sets In, Out, and Leak are the sets of input, output, and leak compartments, respectively. Each compartment i ∈ In has an external input u i (t) driving the system, whereas each compartment j ∈ Out is measurable. A compartment k ∈ Leak has some constant rate of flow that leaves the system (i.e., does not flow into any other compartment). We assume that Out is nonempty (as, otherwise, no variables can be observed and hence the model parameters cannot be recovered).
Consistent with the literature, we indicate output compartments by this symbol: . Input compartments are labeled by "in", and leaks are indicated by outgoing edges. For instance, the linear compartmental model in Figure 1 has In = Out = {1, 3} and Leak = {1, 4}. To every edge j → i in G, we associate a parameter a ij , the flow rate from compartment-j to compartment-i. To every leak node i ∈ Leak, we associate a parameter a 0i , the flow rate from compartment-i leaving the system. Letting n = |V |, the compartmental matrix of a linear compartmental model (G, In, Out, Leak) is the n × n matrix A with entries as follows:
A linear compartmental model (G, In, Out, Leak) defines a system of linear ODEs (with inputs u i (t)) and outputs y i (t) given by:
where u i (t) ≡ 0 for i / ∈ In.
Example 2.1. For the model in Figure 1 , the ODEs (1) are given by: 
with output equations y 1 = x 1 and y 3 = x 3 . Proposition 2.3. Let M = (G, In, Out, Leak) be a linear compartmental model with n compartments and at least one input. Define ∂I to be the n × n matrix in which every diagonal entry is the differential operator d/dt and every off-diagonal entry is 0. Let A be the compartmental matrix, and let (∂I − A) ji denote the (n − 1) × (n − 1) matrix obtained from (∂I − A) by removing row j and column i. Then, the following equations are input-output equations for M:
We will refer to the input-output equations (3) [14, Theorem 2] , is required in the proof. Namely, Cramer's rule is applied to the system (∂I − A)x = u, which requires that the input vector u be a nonzero vector (i.e., at least one input).
Remark 2.6 (Input-output equation for models with no inputs and one output). In spite of Remark 2.5, the input-output equation (3) generalizes to models with no inputs and a single output y i . Namely, the input-output equation in this case is just det(∂I − A)y i = 0, due to the fact that the ODE system is (∂I − A)x = 0 and thus has a nonzero solution x if and only if det(∂I − A) = 0. This result is seen easily from the transfer function approach to finding input-output equations, which is detailed in [5] .
Remark 2.7 (Our contribution to Proposition 2.3). In [14, Theorem 2] , it is claimed that an input-output equation can be obtained by dividing both sides of the input-output equation (3) by the greatest common divisor (GCD) among the differential polynomials det(∂I − A) and the det (∂I − A) ji 's (for those j ∈ In). The resulting equation, however, is not always an input-output equation (see Example 2.10). Our contribution, therefore, is to correct the input-output equation stated in [14, Theorem 2] . Remark 2.7 motivates the following definition and subsequent question. The input-output GCD of y i with respect to M is the GCD of the following set of nonzero differential polynomials: Models for which the input-output GCD is 1 automatically satisfy Question 2.9, so a partial answer to this question was given by Meshkat, Sullivant, and Eisenberg, who showed that the GCD is 1 for strongly connected models with at least one leak and at least one input [14, Corollary 1]. One of our goals here is to generalize that result by removing the requirement of having leaks (Proposition 3.17 in the next section). Moreover, even for models that are not strongly connected, we make progress toward Question 2.9 by showing that the "downstream" components correspond to factors of the GCD (Theorem 3.8). 
where
Therefore, the input-output equation (4) is
that is, y 2 + a 21 y = u 2 + a 21 u 2 .
If we divide both sides of the input-output equation (5) by the GCD of d/dt(d/dt+a 21 ) and (d/dt + a 21 ), which is (d/dt + a 21 ), we obtain y 2 = u 2 . This equation is not an input-output equation of M, because the ODEs of M satisfy y 2 = a 21 x 1 + u 2 = u 2 . Example 2.11 (Example 2.1, continued). Returning to the model in Figure 1 , with In = Out = {1, 3}, we compute the input-output equation involving y 1 using Proposition 2.3. We will see that, in this example, dividing by the input-output GCD does give an input-output equation even though this need not be the case in general (recall Remark 2.7). First, for i = 1, the input-output equation (3) is
Examining the compartmental matrix A, in equation (2), we see that in the 3 × 3 matrix (∂I − A) 31 , the upper-right 2 × 2 submatrix is the zero-matrix. So, det (∂I − A) 31 = 0.
Next, (∂I − A) and (∂I − A) 11 are block lower-triangular with lower block as follows:
Moreover, it is straightforward to check that the GCD of det (∂I − A) and det (∂I − A) 11 is g 1 = det B. Dividing both sides of the input-output equation (6) yields the following equation:
(7) y 1 + (a 01 + a 21 + a 12 + a 32 )y 1 + (a 01 a 12 + a 01 a 32 + a 21 a 32 )y 1 = u 1 + (a 12 + a 32 )u 1 , and we can verify, e.g., using the software DAISY [3] , that (7) is an input-output equation for the model. Later, we will see that we can also obtain this equation via Theorem 3.8, by restricting the model to those compartments that "flow into" compartment-1.
For the other output, i = 3, the input-output equation (3) is
which simplifies to the following input-output equation: 
3 + (a 01 + a 21 + a 12 + a 32 + a 04 + a 34 )u 3 + (a 01 a 12 + a 01 a 32 + a 21 a 32 + (a 04 + a 34 )(a 01 + a 21 + a 12 + a 32 ))u 3 + (a 01 a 12 + a 01 a 32 + a 21 a 32 )(a 04 + a 34 )u 3 .
Identifiability.
A linear compartmental model is generically structurally identifiable if from a generic choice of the inputs and initial conditions, the parameters of the model can be recovered from exact measurements of both the inputs and the outputs [2, 11] . We now define this concept precisely. i in the input-output equations in (3) (here k is the total number of non-monic coefficients). Then M is:
(1) globally identifiable if c is one-to-one, and is generically globally identifiable if c is one-to-one outside a set of measure zero.
(2) locally identifiable if around every point in R |E|+|Leak| there is an open neighborhood U such that c : U → R k is one-to-one, and is generically locally identifiable if, outside a set of measure zero, every point in R |E|+|Leak| has such an open neighborhood U.
Remark 2.13. While we define the coefficient map and, consequently, identifiability, in terms of the input-output equations in (3), we could have chosen any m = |Out| algebraically independent input-output equations. In essence, identifiability (Definition 2.12) does not depend on the choice of which malgebraically independent input-output equations are used to define the coefficient map (see [12, 15] ). In the next section, we prove new results on the form of the input-output equations and also clarify some of the subtleties that arise when finding the input-output equations (such as the GCD mentioned above). Then in Section 4, we prove new results on when adding or removing leaks preserves identifiability. Finally, in Section 5, we demonstrate some examples of the effects of adding or removing inputs, outputs, leaks, or edges.
Results on input-output equations and identifiability
In this section, we prove results that relate input-output equations of a model to those of certain submodels (Section 3.1) and then investigate how input-output GCDs (from Definition 2.8) are related to the model's strong components (Section 3.2).
3.1.
Input-output equations and submodels. Our main result, Theorem 3.8, implies that, under certain hypotheses, the input-output equation involving an output variable y i corresponds to the input-output equation arising from y i 's output-reachable subgraph (see Definition 3.4). We must first explain how to restrict a model M to such a subgraph. where the input and output sets are In H := In ∩ V H and Out H := Out ∩ V H , and the leak set is
Additionally, the labels of edges in H are inherited from those of G, and labels of leaks are as follows: Consider again the input-output equations of M for the two outputs, y 1 and y 3 , which were given in equations (7) and (8), respectively. Equation (7) is precisely the input-output equation for the model of the restriction above on the left, while equation (8) involves parameters in the full model and does not arise from the restriction on the right. The reason for this difference, explained below in Theorem 3.8, is that the model on the left is "upstream" of the model on the right, but not vice-versa. The output-reachable subgraph to i (or to y i ) is the induced subgraph of G containing all vertices j for which there is a directed path in G from j to i. Example 3.5. Returning to the model in Figure 1 , the output-reachable subgraph to y 1 is induced by the vertices 1 and 2, so the resulting model of the restriction is the one depicted on the left-hand side in Example 3.3. On the other hand, the output-reachable subgraph to y 3 is induced by all 4 vertices; so, the model of the restriction is the original model in Figure 1 .
Remark 3.6 (Output-reachable subgraphs and structural observability). A linear compartmental model is output connectable [7] if every compartment has a directed path leading from it to an output compartment. In control theory, a linear compartmental model is structurally observable if every state variable x i (t) can be determined from the inputs u j (t) and the outputs y k (t) in some finite (but unspecified) time [5] . A linear compartmental model is structurally observable if and only if it is output connectable [7] . Thus output-reachable subgraphs are structurally observable. The model from Figure 1 is thus structurally observable. 
where (∂I − A H ) ji denotes the matrix obtained from (∂I − A H ) by removing the row corresponding to compartment-j and the column corresponding to compartment-i. Thus, this input-output equation (9) [12] , a more general notion of the control theory concept of "structural observability." A model is algebraically observable if and only if the sum of the differential orders of all input-output equations from a reduced set 1 is equal to the number of state variables, n [6, Proposition 5]. Theorem 3.8 verifies that, for the case of a single output y i , the input-output equation (9) for the restriction to the output-reachable subgraph H to y i has differential order n = |V (H)|, and thus the restriction is algebraically observable.
Remark 3.10. In two of our results, Proposition 2.3 and Theorem 3.8, each input-output equation involves only a single output. If instead we find the input-output equations using an alternative approach, such as using the characteristic set as in DAISY [3] , then some of the input-output equations may involve several outputs. While this does not change the overall identifiability results (see Remark 2.13), this can change the coefficients and thus possibly change the identifiable functions of parameters. For more on identifiable functions of parameters, see [12] . 1, continued) . Returning to the model in Figure 1 , with In = Out = {1, 3}, we compute the input-output equations (9) . First, for i = 1, we begin with:
where A H 1 comes from the restriction to the output-reachable subgraph to y 1 :
The resulting input-output equation (10) is exactly the one displayed earlier in (7) .
For the other output, i = 3, the output-reachable subgraph to y 3 is the full graph, and so the input-output equation (9) is the one given earlier in (8) . Proof. Let m = |Out|. Since identifiability (Definition 2.12) does not depend on the choice of which m algebraically independent input-output equations used to define the coefficient map (see Remark 2.13), we can choose as our input-output equations those appearing in (9) . These equations, by Theorem 3.8, do not involve the leak parameter a 0j (if j is a leak compartment) or the edge parameter a kj (if (j, k) is an edge). Hence, M is unidentifiable.
Example 3.13. In the following model M, compartment-2 is a leak compartment that is not in the output-reachable subgraph to the (unique) output in compartment-1: Proof. Assume M = (G, In, Out, Leak) is identifiable. Let H be the observable component, that is, the union of all output-reachable subgraphs to outputs y i (for i ∈ Out). As in the proof of Corollary 3.12, we can choose our input-output equations of M to be those arising from each output-reachable subgraph, as in (9) . By construction, these equations hold along solutions to the ODEs of M, and involve only the variables (and their derivatives) and parameters in M H -and thus also hold along solutions of M H (recall from the proof of Lemma 3.7 that the ODEs of M are obtained from those of M H by appending the ODEs for state variables x i (t) for all i / ∈ V H ). These equations are therefore input-output equations for M H , and so M H is identifiable.
3.2.
Input-output GCDs. We now return to Question 2.9, which concerns input-output GCDs (Definition 2.8). Recall that in [14, Theorem 2] , each input-output equation was divided by the corresponding GCD, and also this GCD was proven to be 1 in the case of strongly connected models with at least one leak [14, Corollary 1] . This motivates the following question: Question 3.16. For which models is every input-output GCD equal to 1?
In this subsection, we strengthen [14, Corollary 1] to allow for strongly connected models without leaks (Proposition 3.17). Then we elucidate some of the factors of the input-output GCD, and thereby make progress toward finding the full form of this GCD (Proposition 3.20). As a consequence, we find a necessary condition for the GCD to be 1 (Corollary 3.21). Proposition 3.17 (Input-output GCDs for strongly connected models). For a strongly connected linear compartmental model with at least one input, every input-output GCD is 1.
Proof. If M has at least 1 leak, this result is [14, Corollary 1].
Assume that M has no leaks. We consider first the case of n = 1 compartment, with an input and output at that compartment. There are no leaks or edges, and hence no parameters. The input-output equation from Proposition 2.3 is y 1 = u 1 , so the input-output GCD is 1. Now assume that n ≥ 2 (and M has no leaks). Let A be the compartmental matrix. By definition, the input-output GCD of an output variable y i , denoted by g i , is the GCD among the polynomials det(∂I − A) and the det (∂I − A) ji 's for j ∈ In. Our goal is to prove that g i = 1 for all i ∈ Out.
For ease of notation, we consider instead the characteristic polynomial det (λI − A) and the related polynomials det (λI − A) ji for j ∈ In. We must show that their GCD is 1.
By hypothesis, M is strongly connected and has no leaks, so A is the negative of the Laplacian matrix of a strongly connected directed graph G = (V, E). So, by following the argument in [14, Proof of Theorem 3], a factorization of det(λI − A) into two irreducible polynomials is given by λ · (det(λI − A)/λ). (Here, the n ≥ 2 assumption is used.) Therefore, we need only show that neither (i) λ nor (ii) det(λI − A)/λ divides any of the det (λI − A) ji 's. For (i), we must show that det (λI − A) ji | λ=0 is a nonzero polynomial. Indeed, det (λI − A) ji | λ=0 = det(−A)| ji , which equals (up to sign) the (i, j)-th cofactor of the Laplacian matrix of the strongly connected graph G. This determinant, after setting every edge parameter a kl equal to 1, is precisely (by the Matrix-Tree Theorem) the number of directed spanning trees of G rooted at i, and this number is at least 1 (because G is strongly connected). So, det (λI − A) ji | λ=0 is indeed nonzero. Now we consider (ii). Viewing det(λI − A)/λ as a univariate polynomial in λ, its leading term is λ n−1 . As for det (λI − A) ji , we first assume that i = j. Then the matrix (λI − A) ji contains only n − 2 λ's in its entries (both the i-th and j-th diagonal entries of (λI − A) were removed). So, in this case, det (λI − A) ji has degree less than n − 1 and therefore can not be divisible by the degree-(n − 1) polynomial det(λI − A)/λ.
In the remaining case, when i = j, it is straightforward to check that the coefficient of λ n−2 in det(λI − A)/λ equals the following sum over all edges in the graph G:
Similarly, the coefficient of λ n−2 in det (λI − A) ji (when i = j) equals the sub-sum, over edges that do not originate at i, namely, (k,l)∈E, k =i a lk . This sum is a strict sub-sum of the sum (11), as G is strongly connected. So, as desired, det(λI − A)/λ does not divide det (λI − A) ji .
We next consider the case when M need not be strongly connected. The next result shows that the input-output GCD of y i is a multiple of certain "upstream", "neutral", and "downstream" components that do not contain an input leading to the compartment-i. Definition 3.18. Let M = (G, In, Out, Leak) be a linear compartmental model. Let i ∈ Out be such that there exists a directed path in G from some j ∈ In to i. The set of compartments lying along such paths induces the input-output-reachable subgraph to i (or to y i ); more precisely, this is the induced subgraph of G with vertex set containing i, every j ∈ In such that there is a directed path from j to i, and every compartment passed through by at least one such path. [7] if every compartment has a path leading to it originating from an input compartment. In control theory, a linear compartmental model is structurally (completely) controllable if an input can be found that transfers the state variables x i (t) from any initial state to any specified final state in finite time [5] . A trap is a strongly connected set of compartments from which no paths exists to any compartment outside the trap, including the environment (i.e. leaks) [7] . A linear compartmental model is structurally controllable if and only if it is input connectable and it is possible to find disjoint paths starting at input compartments and such that every trap has a compartment at the end of one such path [7] . This means our notion of an input-output-reachable subgraph to y i corresponds to a structurally observable and structurally controllable model (in our case, there is either a single trap corresponding to the strongly connected component containing y i or no traps if that strongly connected component contains a leak). Note that this conclusion is stronger than our conclusion in Remark 3.6, where the output-reachable subgraph to y i is structurally observable. Being both structurally observable and structurally controllable means, from [7] , that no model with a smaller number of compartments can be found that will fit the input-output data induced by this subgraph. In addition, no model with a larger number of compartments can be both structurally controllable and structurally observable, by definition. Thus, our notion of an input-output-reachable subgraph to y i has the desirable quality from control theory of being the maximal subgraph corresponding to a model that is both structurally controllable and structurally observable. Proof. If G is strongly connected (that is, G = H), then the result holds trivially.
Remark 3.19 (Input-output-reachable subgraphs and structural controllability/observability). A linear compartmental model is input connectable
Assume G is not strongly connected. Consider all strong components C of G that are not in H and also are "upstream" of H, that is, there exists a directed path in G from C to H. Let U be the subgraph of G induced by all such strong components.
Next, let D denote the subgraph of G induced by all strong components of G that are not in H nor in U . (So, D includes "downstream" components of H.)
By construction, the input-output reachable subgraph H is a union of strong components of G. So, the vertices of U , D, and H partition the vertices of G.
We claim that there are no directed edges (i) from a compartment in H to one in U , (ii) from a compartment in D to one in H, nor (iii) from a compartment in D to one in U . For Reorder the compartments so that those in U come first, and then those in H, and finally those in D. The lack of edges from H to U , from D to H, and from D to U , yields the following block lower-triangular form for the compartmental matrix for M:
By construction, the diagonal blocks A U , A H , and A D are the compartmental matrices of the restriction of M to, respectively, U , H, and D. By construction, the compartmental matrix for H c has the following form:
Similarly, the following equality follows from (12):
Recall that the input-output GCD of y i is the GCD of the determinants det(∂I − A) and the det(∂I − A) ji 's (for j ∈ In). So, to show that this GCD is a multiple of det(∂I − A H c ), using equations (13) and (14), we need only show the following claims for every j ∈ In:
To prove claim (i), assume that j ∈ In is not in H. We know that j is in D, because compartments in U are not input compartments (otherwise they would be in H). Removing column-i from the block lower-triangular matrix ∂I − A (one of the columns involving the (∂I − A H )-block) drops the rank by 1, and then removing row-j (one of the rows involving the (∂I − A D )-block) drops the rank again by 1. So, det(∂I − A) ji = 0.
For claim (ii), assume that j ∈ In is in H. In this case, both row-j and column-i of ∂I − A involve the block A H , so the submatrix (∂I − A) ji is also block lower-triangular, with upperleft block equal to (∂I −A U ) and lower-right block (∂I −A D ). Therefore, det(∂I −A) ji factors as claimed in (ii).
The following result follows directly from Proposition 3.20: Corollary 3.21. Consider a linear compartmental model M = (G, In, Out, Leak) with at least one input. If the input-output GCD of an output variable y i is 1, then the input-outputreachable component to y i is the full graph G.
Identifiability results on adding or removing inputs, outputs, or leaks
In this section, we show that identifiability is preserved when inputs or outputs are added to a model (Proposition 4.1), or, under certain hypotheses, when a leak is added (Theorem 4.3) or removed (Proposition 4.6). For a result on which edges can be safely removed without losing identifiability, we refer the reader to [10, Theorem 3.1].
Our first result is a proof of the widely accepted fact that, if a model is identifiable, adding inputs or outputs preserves identifiability. We include its proof for completeness, as we could not find a formal proof in the literature. If c is generically one-to-one (respectively, generically finite-to-one) then so is c.
Remark 4.2. The converse to Proposition 4.1 is not true in general (see Examples 5.4 and 5.5 in the next section). In other words, identifiability can be lost by removing inputs or outputs. Accordingly, there are minimal sets of outputs for identifiability; these sets were investigated by Anguelova, Karlsson, and Jirstrand [1] . However, finding minimal sets of inputs for a given output remains an open question.
The next results investigate how adding or removing a leak affects identifiability. Proof. Let M = (H, In, Out, Leak), with H = (V, E), be a strongly connected linear compartmental model with n compartments, at least 1 input, and no leaks. Let M be obtained from M by adding a leak from one compartment, which we may assume is compartment-1.
As in (1), we write the ODEs of M and M, respectively, as follows:
Here A is the n × n compartmental matrix for M, so the column sums are 0 (because A is the negative of the Laplacian matrix of a graph). Also, A is obtained from A by adding −a 01 (where a 01 is the new leak parameter) to the (1,1)-entry.
By Proposition 2.3 the following are the input-output equations for M:
We know that |Out| ≥ 1, because M is identifiable.
As for M, again by Proposition 2.3, the following are the input-output equations:
Let c : R |E| → R k be the coefficient map for M arising from the coefficients of the inputoutput equations in (15) , where the first coefficient is chosen to be the coefficient of y i in the left-hand side of (15) . Notice that this coefficient is independent of the choice of i ∈ Out and, in fact, is equal to 0 because M is strongly connected and has no leaks [14] .
Similarly, let c : R |E|+1 → R k denote the coefficient map for M coming from the inputoutput equations in (16) , where the coefficients are chosen in the same order as for c. The first coefficient, c 1 , in contrast with the one in the previous coefficient map, is not equal to 0. In fact, we claim that this coefficient is as follows:
where τ 1 denotes the set of all (directed) spanning trees of H consisting of (n − 1) edges, each of which is directed toward node 1 (the root of the tree), and π T denotes the following monomial in Q[a ji | (i, j) ∈ E]:
Indeed, it is straightforward to check equality (17) using [10, Proposition 4.6] .
The sum T ∈τ 1 π T does not involve a 01 (by construction) and is a nonzero polynomial (because H is a strongly connected digraph on n nodes and hence contains at least one (n − 1)-edge spanning tree rooted at node 1). Thus, using (17) , we see that ∂ c 1 ∂a 01 = T ∈τ 1 π T . So, ∂ c 1 ∂a 01 is a nonzero polynomial that does not involve a 01 :
Going beyond the first coordinate, we claim that the full coefficient map has the form:
for some v ∈ (Q[a ji | (i, j) ∈ E]) k . Indeed, this claim follows from (15) and (16) , and from the fact that A comes from adding −a 01 to one entry of A. Now we consider Jac(c), the Jacobian matrix of c. The first row corresponds to the coefficient that we saw is 0, so this row is a row of 0's:
When evaluated at a generic point, Jac(c) has (full) rank equal to |E| (because M is generically locally identifiable and by Proposition 2.15). So, there exists a choice of |E| rows of Jac(c), which we index by i 1 , . . . , i |E| , so that the resulting |E| × |E| matrix, denoted by J, is generically full rank. That is, det J is a nonzero polynomial in Q[a ji | (i, j) ∈ E].
By (19), we know Jac( c) is obtained from Jac(c) by first adding polynomial-multiples of a 01 to some entries, and then appending a column corresponding to the new parameter, a 01 :
Let J denote the (|E|+1)×(|E|+1) submatrix of Jac( c) coming from choosing the first row and the rows indexed by i 1 , . . . , i |E| . Then, by construction and from using equations (18) , (20), and (21), we obtain:
As noted earlier, ∂ c 1 ∂a 01 and det J are both nonzero polynomials. So, equation (22) implies that det J also is a nonzero polynomial. So, Jac( c) generically has (full) rank equal to |E| + 1. And thus, by Proposition 2.15, the model M is generically locally identifiable.
Remark 4.4. Our proof of Theorem 4.3 is similar to that for [10, Theorem 3.11] , which analyzed whether identifiability is preserved when an edge of a linear compartmental model is deleted. Indeed, our results explain why, for the models we considered in [10] , the leak parameters (labeled a 01 in [10] ) do not divide the singular-locus equation (see Proposition 4.6) .
We conjecture that the converse of Theorem 4.3 holds. 
The compartmental matrix for M, denoted by A, comes from adding −a 01 to the (1, 1)-entry of A, the compartmental matrix for M. Therefore, the matrices (∂I − A) 11 and (∂I − A) 11 are equal. So, by Proposition 2.3, the right-hand side of the input-output equation for M coincides with that for M (and these coefficients in common do not involve the leak parameter a 01 ). We therefore write the input-output equation for M as follows:
The coefficient of y 1 is 0, because this coefficient is the constant term of det(∂I − A), which is ± det A, and this determinant is 0 (the column sums of A are zero).
The resulting coefficient map for M is:
where E is the edge set of G; and the coefficient map for M is:
From [10, Theorem 4.5] , the coefficients c i and d i are sums of products of edge labels, where the sum is taken over all (n − i)-edge (respectively, (n − i − 1)-edge) spanning incoming forests in the "leak-augmented graph" of G (respectively, a related graph obtained by deleting compartment-1). The coefficients c i have a similar interpretation, where now the leak-augmented graph is simply G, as M has no leaks. It is straightforward to check, then, that the following equalities hold:
We claim that c M , the coefficient map for M, is generically finite-to-one if and only if the following map is generically finite-to-one:
φ := (a 01 , c n−1 , . . . , c 1 , d n−2 , . . . ,
To verify this claim, we first define the map:
(a * 01 , c * n−1 , . . . , c * 1 , d * n−2 , . . . , d * 0 ) → ( c * n−1 + a * 01 , c * n−2 + a * 01 d * n−2 , . . . , c * 1 + a * 01 d * 1 , a * 01 d * 0 , d * n−2 , . . . , d * 0 ) . By the equations (23), we have that ν • φ = c M . Also, it is straightforward to check that Jac ν = ±d 0 , which is a nonzero polynomial, and so this Jacobian matrix is generically full rank. Our claim now follows directly.
Hence, the Jacobian matrix of φ, displayed below (we order the variables with a 01 first, so it corresponds to the first column), generically has (full) rank=2n − 1:
Therefore, Jac c M , the Jacobian matrix of the coefficient map for M, generically has (full) rank=2n − 2. So, by Proposition 2.15, the model M is generically locally identifiable.
We now apply Proposition 4.6 to three well-known families of linear compartmental models: catenary (path graph) models, mammillary (star graph) models, and cycle models [8] . See Figures 2 and 3 . For these models, adding a leak to compartment-1 yields a model that is generically locally identifiable [4, 10, 13, 14] . So, Proposition 4.6 yields the following result: . . . n a 12 a 23 a 34 a n−1,n a 21 a 32 a 43 a n,n−1 in 
Examples of adding or removing inputs, outputs, leaks, or edges
This section compiles examples of linear compartmental models that show that when a leak or edge is added -or when an input, output, leak, or edge is deleted -identifiability is sometimes preserved and sometimes lost (as summarized in Table 1 ). Our examples also show, conversely, that when a leak or edge is deleted -or when an input, output, leak, or edge is added -unidentifiability is sometimes preserved and sometimes lost (Table 1) . The model M is identifiable (the input-output equation is y 1 + a 21 y 1 = 0), while M is not (the input-output equation is y 1 + (a 01 + a 21 )y 1 = 0), nor is M (recall Example 3.13).
Example 5.1 does not give an example of an unidentifiable model M and an identifiable model M, where M has one more leak than M. We do not know whether such an example exists, so we pose the following question. In prior work, we showed that when both models are strongly connected, and the parameter of the deleted edge does not divide the "singular-locus equation" of M, then deleting the edge preserves generic local identifiability (see [10, Example 3.2] ).
On the other hand, the model shown in the right-hand side of (24) in Example 5.5 below is identifiable [10] , but deleting the edge labeled a 12 yields an unidentifiable model. Next, let M denote the model on the left, and M the model on the right: The model M is identifiable (the input-output equation is y 2 + a 21 y 2 = 0), while M is not (the input-output equation is y 2 + (a 12 + a 21 )y 2 = 0).
Finally, if M and M have no outputs, or have more edges and leaks than the number of coefficients in the input-output equations, then both models will be unidentifiable. For instance, let M denote the model on the left, and M the model on the right: Both models are unidentifiable (M was analyzed in Example 5.1, and the input-output equation for M is y 1 + (a 01 + a 12 + a 21 )y 1 + (a 01 a 12 )y 1 = 0).
Example 5.4 (Add or delete an input). We consider models M and M, where M comes from adding an input to M (or, equivalently, M comes from deleting an input of M). If M is identifiable, then M is too (by Proposition 4.1, assuming there is at least one input) and so M can not be unidentifiable. Here we show the remaining three combinations of identifiability/unidentifiability occur.
The following linear compartmental model is globally identifiable, and so is the model obtained by removing the input:
in a 01
On the other hand, the model displayed on the right-hand side of (24) in Example 5.5 below is identifiable [10] , but removing the input yields an unidentifiable model (as we saw in Example 5.3, the input-output equation is y 1 + (a 01 + a 12 + a 21 )y 1 + (a 01 a 12 )y 1 = 0). Example 5.5 (Add or delete an output). We consider models M and M, where M comes from adding an output to M (or, equivalently, M comes from deleting an output of M). It is not possible for M to be identifiable while M is not (by Proposition 4.1, assuming at least one input). Here we show the remaining three combinations of identifiability/unidentifiability.
The model on the right is generically locally identifiable [10] , and thus, by Proposition 4.1, so is the one on the left, which is obtained by adding an output: Then M is unidentifiable (it has no outputs), and so is M (as shown in Example 5.3).
Discussion
This work addresses some fundamental questions pertaining to identifiability of linear compartmental models. Specifically, we proved results clarifying the effect of adding or removing parts of a model. Along the way, we showed that a model's input-output equations are influenced by the model's output-reachable subgraph.
Our results together form a step toward addressing the important problem of cataloguing identifiable linear compartmental models. In such a catalogue, it will be enough to include only identifiable models that are minimal with respect to their input and output sets, as those with more inputs or outputs are automatically identifiable (Proposition 4.1). Another simplification is that certain models with no leaks have the same identifiability properties as those with exactly one leak (Theorem 4.3 and Proposition 4.6). We expect that our results, and future related results, will shine light on the important problem of determining the precise properties that make models identifiable.
