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1 Background 
 
Dynaxis Sàrl, a small business intelligence company from Switzerland, want to provide 
her customer data mining service in order to enlarge their offer. This BI Company is 
working along with a lot of software partners such as SAP, Microstrategy, Oracle or 
IBM. 
Actually, in Switzerland more than two thirds of the companies are small (less than 
249 employees) and most of them cannot afford services such as SAP.  
That is why they want to explore the solutions offered by open source applications 
and freeware.  
The advantage of this thesis for this company would be  
- To understand how data mining is working  
- Discover open source solutions  
- Realize a project for one customer 
 
1.1 Thesis significance 
 
The findings of this thesis will be helpful for the small companies who want to start 
using data mining process to have a better understanding of their business. They 
should be able to learn the basics of data mining, have an overview of the affordable 
software and have some tips to increase the success of their studies. 
This document is also going to be a good guidance for the IT community who want 
to have a simplified insight of this field. This research is also relevant for Dynaxis 
Sàrl because it will help them to offer new services to their customer as well as hav-
ing a better understanding of the opportunities offered by data mining technologies. 
Lastly, an extern company will also benefit from the case study. It will permit them 
to have a data mining insight of their company. 
 
1.2 Research Problem 
 
There are multiple objectives for this thesis. This document should be able to answer 
the following questions:  
 Is open source software a viable solution for data mining? 
 Are small businesses mature enough for data mining? 
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1.3 Thesis Structure 
 
The first part of this document is a theoretical explanation of data mining. It will in-
troduce in an understandable way the goal, the available data and processes of that 
technology. It will also contain a description of the different pattern that data mining 
can discover.  
The second section will be focused a concrete case study. It will cover all the 
Knowledge Discovery in Database process. This study will point out difficulties re-
lated to data mining for a small business. After that demonstration, we will explain 
the problem that has arisen from it and present some solutions to avoid them.  
We will conclude this thesis by looking how usable is open source software and if the 
small company are ready for it. 
 
1.4 Limits and risks 
 
The theoretical part will not contain the entire mathematical component related to 
data mining because this section is supposed to be understandable for IT workers. It 
might be difficult to write a complete explanation on this topic without speaking 
about the statistical point of view. This can be a threat to over simplify these explana-
tions. 
The lack of data and dimension are a huge risk for this applied research. It can cause 
the project to fail because we cannot produce interesting predictive models without 
having enough data to observe. 
The case study will be made for a small company. Therefore, we can guess that they 
do not possess a centralized database, which means that the entries won’t be pre-
processed. This is a problem because data quality is a big issue for that kind of pro-
ject. The time available for that research can also have a big impact if there is some 
unexpected problem arising. 
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2 Data mining 
 
2.1 Introduction 
 
The amount of data created and available has been growing exponentially during the 
last decades. News websites, such as Science Daily, were reporting that 90 % of the 
world data has been generated over the last two years (Science Daily, 2013). This 
colossal number of measurements come from everywhere, from sensors, posts on 
social media to GPS signals. In the business field, companies are also collecting 
various kinds of data such as customer information, sales or financial data. 
All of this can be really valuable for an entreprise because it can help them to have a 
competitive advantage on the market. But this amount of data is now more and more 
difficult to analyse due to his size.  
As the author of Megatrends John Naisbitt said, ‘We are drowning in information 
but starved for knowledge” (Naisbitt, 1982). This sentence is perfectly explaining our 
decade problem. Companies need to find a way to keep an eye on their business. A 
solution to that problem was invented in the nineties, data mining. 
It could be designate as the method of discovering patterns in large datasets. This is a 
part of the Knowledge Discovery in databases (KDD). Which is the process of 
analysing raw data from different sources and to turn it into valuable information 
(Technopedia, 2016). The definition of this technology is not precise because it had 
to encapsulate multiple fields covered by data mining, which are statistics, artificial 
intelligence, databases, data analysis and much more. (Britannica, 2016) 
Initially, the exclusive target of data mining was well-structured data, such as rela-
tional databases (Nestorov, 2000). An example data mining using structured data is 
the mighty story of beer and diaper on Wal-Mart: 
Some time ago, Wal-Mart decided to combine the data from its loyalty card system 
with that from its point of sale systems. The former provided Wal-Mart with demo-
graphic data about its customers, the latter told it where, when and what those cus-
tomers bought. Once combined, the data was mined extensively and many correla-
tions appeared. 
On Friday afternoons, young American males who buy diapers also have the 
predisposition to buy beer. No one had predicted that result, so no one would ever 
have even asked the question in the first place. Hence, this is an excellent example 
of the difference between data mining and querying. (The Register, 2006) 
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Nowadays data mining is not anymore used only with well-designed data. With 
World Wide Web (WWW) and social media explosion, there are plenty of new data 
sources available that are hiding more information than ever. And this field can no 
longer be secluded to structured data. 
The types of data have changed a lot these past years, images, video, and free text are 
now available for us to analyse. Companies such as IBM are already sure that data 
mining will be one of the most important technologies in the next decades. 
 
2.2 Data, Information, Knowledge, Wisdom (DIKW) Hierarchy 
 
Before starting to speak about data mining, it is important to explain the difference 
between Data, Information, Knowledge and Wisdom. The Literature is representing 
this hierarchy with the help of a four-levelled pyramid. The Figure 1 below is illus-
trating this pyramid. 
  
Figure 1: DIWK Pyramid (High Need 2 Know, 2016) 
This pyramid describes a hierarchical relationship between these terms. Under we 
will explain all the DIKW layers using an everyday concrete example. 
 
Data can be defined a fact such as a text or a number that can by processed by a ma-
chine. Without interpretation or computation data has no meaning. 
Red Is data 
Information is organized data that have a context and a meaning. This layer repre-
sent processed data and it is the base of the knowledge. The information provides 
answers to “who what where when” questions. 
Traffic light is red is information 
Knowledge is the synthesis of multiple information sources. It should be able to an-
swer the question, ‘Why.’ 
The traffic light in front of me is red 
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Wisdom is a concept related to the ability to use knowledge to make a good judge-
ment. It is often dismissed from the hierarchy because it is a “non-material” layer 
(Complexity Media, 2015). 
I should stop the car 
 
2.3 What kind of data are we collecting? 
 
Today it’s hard to think of an everyday task that is not creating data. Indeed, data col-
lection and creation are involved in our everyday-life. From the simple numerical 
measurement to your credit card usage, data are surrounding us. In this section we’re 
going to look at different kinds of data that we are currently collecting. 
 
The Computing Science department of Alberta provided us this list of information 
collected in the database. 
 Business Transactions:  
Every transaction in the business field is most of the time store for perpetu-
ity. All of them are time-related and are often linked to an extern entity such 
as clients, products or companies. The example of the supermarket shows us 
that every day there is terabytes of data collected describing the basket, 
article, and customers. Storing this data is not a problem thanks to the hard 
drive's prices but analysis of this data is definitely an important concern for 
businesses who are struggling to survive in such competitive area (Zaïane, 
1999). 
 Scientific Data 
Research fields are also gathering a myriad of measurement such as weather 
stations collecting every second all variables related to humidity, CO2, and 
temperatures. All scientific departments are producing a lot of information 
with these measurements and sensors. Organization such as Scientific Data 
are giving open-access to multiple datasets in order to maximize the reuse 
and discovery (Scientific Data, 2016). 
 Medical and Personal Data 
From government to customer files, there is a very large collection of data 
that are concerning us. All these entities are gathering a gigantic amount of 
personal data that can be used to have a better understanding of the customer 
behaviour.  
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Research found on Technology science tell us the following : “73% of An-
droid apps shared personal information such as email address with third par-
ties, and 47% of iOS apps shared geo-coordinate and other location data with 
third parties”. (Jinyan Zang and Cie, 2015) As we see these data exist and are 
collected by our everyday application. 
But there is, of course, data protection directive that checks if the process 
and use are legal or not. More Information can be found on the European 
commission website. 
 Surveillance Video and picture 
Thanks to the collapse of both storage and video camera prices, we can now 
digitalize these records and store them for statistical purpose (Zaïane, 1999). 
 Games and sport 
Our society is passionate by sport and competition. If we take a challenging 
game like soccer, we can easily see that every player, club, tournament, 
stadium is described by a colossal amount of information. All this infor-
mation is interesting for fans and journalists but it can also be used by the 
manager to try to guess the next scores. There are already websites that are 
using data mining process to forecast football result. An example of it is the 
company Betegy who claim to predict football score, using self-learning algo-
rithm and data mining, with 75 % accuracy (Betegy, 2016). 
 Digital Media (Video, Photos) 
With the democratization of the camera and smartphone, there is a huge 
boom on website such as YouTube. Every minute, there are 72 new hours of 
video on the Google platform, more than 350 000 pictures shared on 
WhatsApp and 216 000 on Instagram. All of these are, of course, stored in a 
server. (Business Insider, 2015) 
 Social Media 
At the end of 2015, there was according to the website Statista, 1.3 billion ac-
tive users on Facebook (Statista, 2015). All the Facebook users are posting 
what they like by sharing content, text or images. All this information is really 
valuable to understand how people are reacting to something. Twitter and 
other social media are also providing colossal amount of data that can be 
used to analyse trends of objects.  
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 World Wide Web 
The World Wide Web is the biggest repository of data ever built. It is com-
posed of billions documents and many different formats. It size is constantly 
increasing and the content is really complex due to a large amount of format. 
 
2.4 Knowledge discovery in databases process 
 
Data mining, also called Knowledge discovery in databases, is the application of sta-
tistics, artificial intelligence machine learning, and database exploration in order to 
extract unknown useful information.  
People are often using the word data mining as a synonym to KDD but as we see in 
the figure below, data mining is, in fact, an iterative step of the Knowledge discovery 
process. (Han & Kamber, 2011) This process, like you see in the Figure 2 below, is 
composed of many steps that we are going to explain in this section 
 
Figure 2: KDD process (Rithme, 2016) 
2.4.1 Data selection 
 
The first phase of a KDD process involves the selection of data variables. Data se-
lection is really depending on the goal of the analysis as well as the variable im-
portance in the business field. Having a good understanding of the business environ-
ment is an important asset for this phase. It’s important to note that this sub-process 
deal with both, variables and record selections (Tuffery, 2015).  
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2.4.2 Data Pre-Processing 
 
Data Pre-Processing, also called data cleaning, is the second step of the process. It 
deals with detecting and removing error from the data to increase the quality of the 
dataset. Data quality problems such as hand-written data, missing information or se-
mantically invalid data are often present in a dataset. When data come from different 
sources, data cleaning needs will increase significantly because there is more probabil-
ity that there are redundant data and different formatting. (Rahm, 2016)  
This step is really important because if the dataset contains missing information then 
the next steps will produce bad statistics. The next steps cannot work correctly with-
out a really good cleaning. This phase description can be summed up with this com-
puter science term ’Garbage in, Garbage out’ (GIGO). 
 
2.4.3 Data Transformation 
 
This section is presenting the data transformation phase which is used to convert 
data from a source format to a destination format (Badie, 2016). The goal of this 
phase is to transform the outcome of the pre-processing step to a dataset appropriate 
for data mining. 
Multiple kinds of transformation can be used to reach that objectives such as attrib-
ute construction, Normalization, smoothing or Aggregation. (Badie, 2016)There is 
below a basic explanation for each of these techniques. 
Attribute construction is used to construct and add values a dataset. For example, 
birth data can be derivate to obtain the variable age. 
Normalization or standardization is used to adjust the data for a variable by reduc-
ing it ranges for example [0, 1] (Trendowicz, 2012). 
Smoothing is used to remove statistical noise by capturing only the important pat-
tern (vcefurthermaths, 2011).To do this, we often use a moving average, logarithms, 
and other mathematical function. The goal is to make the data follow a linear line. 
Aggregation is used to create sum or average of the data point available. It is used 
when we want to change the granularity of the data set. (Trendowicz, 2012) For ex-
ample, sum the sales per day instead of every sales entry. 
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2.4.4 Data mining 
 
Now that we have described the all the previous step, it’s time to explain the heart of 
this process, his objective and result. Like the explanation on the introduction, data 
mining is the automatic extraction of unknown and useful information from data. 
(Frank, 2016) The goal of data mining is to find useful patterns. This can be 
subdivided into two different sub-fields. 
The first one is descriptive data mining or unsupervised. His goal is to find pat-
terns within the object by looking at their variable. Association rules, for example, 
aim to find patterns between the different variable factors. Other patterns such as 
clustering are regrouping similar row according to variable similarities (Oracle, 2016). 
The second one is called predictive data mining or supervised. In this field, we are 
looking to predict a target variable based on other variables values. An example is the 
pattern of customers that have churned. Once we statistically know, based on the 
pattern, which type of customers is more likely to churn, we can predict if the client x 
is going to switch his loyalty as well. Then we can make a marketing action to avoid 
it. Analysis of forecast is also a member of the predictive analysis because in this case 
we aim to find future values based on the previous one. 
 
2.4.5 Pattern Evaluation 
 
A data mining analysis may generate dozens of patterns, but some of them are not 
interesting. The pattern evaluation is there to evaluate if the findings are valuable or 
not. There are multiple points that need to be checked to validate a pattern. 
A pattern that is describing a relation that is obvious and already known is useless 
The first criteria are the accuracy of the predictive model. The correctness of the pre-
diction depends on the business field. In the marketing, a score higher than the ran-
domness is usable. Contrariwise, in the medical area, a minimum of 95% is needed. 
(Tuffery, 2015) Secondly, the reliability of the model needs to be evaluated. The 
models need to be checked with some testing data to ensure that it can be reused af-
terwards.  
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2.4.6 Knowledge Presentation 
 
This is the final phase of the process. The discovered knowledge is visually repre-
sented to the user. The goal is to show the correlation or significance of data. Data 
visualizations go further than the simple Excel graphs. Professional tools such as 
Tableau, MicroStrategy or JavaScript libraries are used in this step. Languages like R 
are able to create plot natively or better-looking plot with the help of packages such 
as ggplot2 or lattice. 
 
2.5 What can be discovered? 
 
A pattern in data mining is a trend or a structure that is on the dataset but invisible 
without processing. When we are registering data in the database, some regularity, 
similarity or outlier occurs. And those are creating patterns. (UCLA Anderson, 2016) 
For Example, in basket analysis, we can see that people who are buying gin are con-
stantly buying tonic. This is a well-known pattern but there exist most probably a lot 
of unknown patterns like in the beer and diaper quote.  The kind of pattern discov-
ered depend on the data mining task we used which can be either descriptive or pre-
dictive. 
Descriptive functions are used to describe the relationship between factors. On the 
other hand, predictive data mining is used to predict a variable based on the available 
data. The difference could be sum with this sentence: “Predictive modelling is all 
about "what is likely to happen?", whereas explanatory modelling is all about "what 
can we do about it?" “ (probabilityislogic, 2011). This chapter aims to explain the 
most popular pattern that can be found into datasets.  
 
2.5.1 Classification  
 
Classification model is used to predict a categorical variable. The methodology is to 
find variables that are highly correlated to the variable we want to predict and then to 
create a tree to assign that variable (Tutorials point, 2016) .  
A concrete example of the classification is the credit scoring. Banks are using classifi-
cation to know whether to loan money or not based on the person variable such as 
age, employment, origin… 
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In order to predict the output, the model needs to be trained with a sample of the 
dataset containing the attribute with the predicted outcome. The algorithm is trying 
to discover relationship between the attribute that would make possible to predict 
the outcome. Then if the result is accurate enough, the model can be used on other 
datasets with empty target value. (Tutorials point, 2016) 
The simplest algorithm for classification is the decision tree. It product a set of 
branching decision that ends in a classification. Another algorithm such as the near-
est neighbour can be used for this task. 
 
2.5.2 Regression 
 
Regression is similar to classification except that this is used when the target variable 
is a numerical value. Regression is used to analyse relation between one variable and 
many others. An example of regression usage is to calculate a salary based on other 
variables. The regression process remains the same as the classification one.  
 
2.5.3 Association Rules 
 
Association rules are belonging to the descriptive subgroup. The goal of this process 
is to find rules and relation between the different values.  
This method is most of the time-related use in Market basket analysis. His goal, in 
that example is to analyse the behaviour of the customer. These analyses can be used 
to find unknown relation between to produce on the shop. This information can 
later be used for marketing purpose like optimizing the product location, create en-
hanced promotion… This pattern will be explained by the school example below. 
 
Basket ID Milk Bread Butter Beer 
1 1 1 0 0 
2 0 1 1 0 
3 0 0 0 1 
4 1 1 1 0 
5 0 1 0 0 
 
The above table is containing supermarket tickets. In Association rules, this table is 
named transaction matrix, the row are representing the transaction and the columns 
represent items. For example, the Basket 5 contains only bread. Every entry is then 
transform into bit vector. 
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We would like to find the probability that the customer who is buying bread and milk 
are also buying butter. This association can be represented as the following 
{Bread & Milk} -> {Butter} 
Every rule has two distinct parts, the antecedent and the consequent. 
The antecedent is the conditional part, here it is {Bread & Milk}. 
The consequent is the implies of the antecedent, here it is {Butter}. 
 
The first indicator we can calculate is the support. It is the probability the couple an-
tecedent & consequent on the dataset (IT Miner, 2015).  
S = Support = Frequency ({Bread & Milk & Butter})/Total Transaction 
In that dataset, the rules {Bread & Milk} -> {Butter} is occurring 20% of the time.  
On the two clients that are buying the antecedent {Bread & Milk}, 50% is also imply-
ing the consequent {Butter}. This second percentage is the confidence. That indicator 
is measuring the probability that the consequent is true, knowing the antecedent. 
Confidence = FRQ({Bread & Milk & Butter})/FRQ({Bread & Milk}) 
The last indicator useful on the association rules analysis is the Lift. It allows us to 
measure the predictive capacity of the rules. It looks if the occurrence of both ante-
cedent and consequent are more likely to be higher when combined. When the lift is 
greater than 1, the rules have a significant predictive value (IT Miner, 2015). 
Lift = S ({Bread & Milk & Butter})/(S {Pain & Lait} * S {Beurre}) 
 
2.5.4 Clustering analysis 
 
Clustering analysis groups objects based on information found in the data describing 
the objects (University of Minnesota, 2000). His goal is to regroup similar objects 
into a group called cluster. The similarity within the cluster and the difference be-
tween them are two important assets to have a distinctive clustering analysis. 
This analysis belongs to unsupervised learning or descriptive data mining because we 
are not searching to predict any values. Clustering algorithms is used when there are 
no groupings on the dataset.  
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2.5.5 Times Series 
 
A time series is a list of numerical value that represents the evolution of quantity over 
time. This dataset can be interpreted to understand the past behaviour and predict 
the future trend. It can be represented on a graph where the y axis represents the val-
ues to analyse and the x representing the regular period that can be years, quarter, 
months and even seconds (Pollack, 2010). These lists of values are a combination of 
the following four components: 
- Trend: it is the orientation of the signal, Trend is telling the global behaviour 
of the dataset, if the values are increasing or decreasing. 
- Cycles: Cycles are phenomena that happened at least 2 times on the time se-
ries. There are two types of cycle. 
o Periodic cycle: It is a defined by the number of times it is covering. 
For the Easter eggs, the phenomenon is periodic because the date is 
changing every year but the period still has the same length. (Singhal, 
2010) 
o Seasonal cycle: These are short-term variation depending on a date 
or an hour. A good example explaining this term could be the season 
for a ski resort. 
- Fluctuation: When we subtract from the signal the trend and cycle compo-
nents, we end up with the fluctuation. They are irregular variation tat at short 
in duration and have no regularity in the occurrence pattern (Singhal, 2010). 
These special events could come from unexpected events such as war, earth-
quakes or viruses. 
- Irregular factors: Once we are taking everything of the signal, we end up 
with the random component that is unpredictable. 
The goal of this analysis is to make a forecast of the future values based on the com-
ponent we describe before. Algorithms are separately calculating the trends, cycle and 
seasonality. Trend calculation can be easily done with a linear regression. This will 
give us the function of the trend in this format AX+B = Y. 
Concerning the calculation of the seasonality effect, we need to calculate as many in-
dicators as data points on the season. For a quarter-time series, we need to calculate 
what impact has the four quarters on the values. (Pollack, 2010) Then we know that 
in the 4th quarter, the values are 10% percent higher than average and this is helpful 
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to predict values. Then the rest of the value can be interpreted as fluctuations or ir-
regular factor according to their presence on the dataset. 
 
3 Case study 
3.1 Case description 
 
This study cases concern La Cave du Palais de Justice located in Geneva. This is a 
company organized as a limited company. His business goal is to sell wine and 
brandy. This shop own two stores. The first one is located in Geneva (Place du 
Bourg-de-four 1, 1204 Geneva, Switzerland) and the second site is on the town air-
port. This company provide a lot of products that come from various places such as 
Europa Africa and America. The available products are ranged from the casual wine 
to the luxurious brandy. This company is quite small, therefore these customers don’t 
have an IT infrastructure except their accounting software. This system is WinBIZ 
and it is installed on a Windows XP virtual machine. 
WinBIZ is company management software that can be used to centralized account-
ing, billing and time tracking systems for small and medium-size companies. This sys-
tem is developed in Martigny, Switzerland. (WinBIZ, 2016) 
The manager of this company has presented us the administrator of that system. And 
this person didn’t want us to have a direct access to the database, so we agree to re-
ceive the data as flat files. The goal of this project for Dynaxis is to see if data mining 
can be offered to small companies that don’t have a solid IT infrastructure and don’t 
want to invest in expensive solutions such as SPSS or SAP Predictive analytics. 
For the customer, the goal is obviously to obtain new information and analysis to 
have a better understanding of his business.  
 
3.2 Case Objectives 
 
Our customer was excited about association rules because he wanted to know better 
what was his client buying together, his goal was to discover some relationship be-
tween product in order to perform cross selling or optimize gift packages. Secondly, 
our client told us that he would like to have a product sales forecast for the next 
years. We have also agreed to create a dashboard so he could rapidly visualize his 
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company data because they don’t have they do not own a Business Intelligence solu-
tions, plus it is not possible at the moment to have a good visualization because of 
the data quality.  
 
3.3 Software choices 
 
As written in the study case description, the CPJ (Cave Palais de Justice) is a small-
sized company. Therefore, they want to see the concrete data mining benefits with-
out investing a lot of money. They cannot simply afford business solutions such as 
SAP. The administrator would like to use open software in order to reduce software 
fees while having a tool that has all functionalities. 
For this project, we first chose KNIME because it is really easy to use and people 
can rapidly learn how to use it. This open-source application allows us to build a 
node by nodes data mining process. The process is easy to understand because of the 
graphical representation of the nodes. In addition KNIME can easily integrate data 
from multiple sources. It does not require any programming skills to have a basic us-
age of this software. This software is also really well graded on the Gartner 2016 
Magic Quadrant for Advanced Analytics Platforms. (KDnuggets, 2016) 
However the lack of documentation and community has made his usage really hard. 
As a matter of fact, answers to problems aren’t easy to found on the Web. The alter-
native is the R language and statistical environment that allows us to perform data 
mining. This option is more difficult compared to KNIME but R have an enormous 
community on the Web. On the Stackoverflow website, R is 36th most popular tags 
with more than 120’000 questions. (stackoverflow, 2016) We have therefore chosen 
R for this project because of this reason.  
 
3.4 Data available 
 
The first step of this project was to contact the Accounting system’s administrator. 
He first presented us their IT-Infrastructure. As explained in the description, we 
were not allowed to have a direct access to the system database because this study 
was a pilot project. We agreed to receive Excel files containing the data. 
For this project we have first receive the sales data from years 2010 to 2015. After 
that (two weeks later), we received the article dataset and the database’s field descrip-
tion.   
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3.5 Case Study process 
 
For this case study we will use the Knowledge discovery process that we presented 
earlier on this document. We will first start by preparing the data, so we could use 
them to discover some patterns. Each step will be explained with the help of R snip-
pet and function output. We aim to describe that complex process with the appropri-
ate words. 
 
3.5.1 Data Selection 
 
The files coming from winBIZ were containing all fields concerning sales and arti-
cles. Theses variables represented 224 columns for the sales dataset.  
 
At the beginning of the project, we didn’t receive the data model including the de-
scription of each variable so we first chose to delete 
 Columns with a high missing value rate 
 Duplicated columns 
 Unique value variables 
 Empty columns 
After this first phase, we named the columns based on the observation on the da-
taset. We realized, for example that some variable such as the client information were 
not usable because most of the customer are occasional customers that are paying by 
cash. We have deduced from it, that the fields about the type of selling and billing in-
formation were not usable. With the data selection sub-process we reduced the sale 
variables from 224 to 28 variables.  
 
In order to automate the data selection we have built an Excel file containing the col-
umn names we selected. This file permitted us to create a mapping table to rename 
the variable and to comment the variables. You see below a sample of this Excel 
files. The first two columns are acting like mapping table. 
Id_column Text value desc 
ar_numero dl_article Article id 
 
For this mapping table, we preferred to use Excel format over the common CSV be-
cause we want this document to be easily editable. We have also added some layout 
to make it more comfortable to use. 
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3.5.2 Data Pre-Processing 
 
This phase is covering data importation and data cleaning. Here we will explain the 
tasks we have achieved to improve the quality of the document. This phase is repre-
senting more than one fifth of the time allocated to a data mining project. 
 
3.5.2.1 Data Import 
 
The first part of data pre-possessing is to import the dataset and merge them to-
gether in R software. The result is a unique dataset containing all the merged dataset. 
R allows us to manage import from multiple kinds of dataset. R is handling all data-
bases, flat files and Web import. But in our case, data were delivered as Excel files. 
It’s important to note that we chose for both storage and speed purposes to trans-
form Excel files into CSV. You find under the sample of code concerning this step. 
 
In this R snippet, we are first getting all the filename located in the year repository. 
Then we are looping through that entire list to read these files and add them to the 
master file. We can notice the file organization on the project. We chose this imple-
mentation because we want to make the automation as easy as possible. The adminis-
trators only need to store the csv files on the year repository to merge it with the 
other dataset. 
 
#get all the files names 
files <- list.files(path = 'data/sales/year') 
 
#loop through all of them 
for(x in 1:length(files)){  
 #store the path files 
 path<-c('data','sales','year', files[x]) 
 #read csv at this location 
 temp <- read.csv(file = paste(path, collapse = '/') , 
          header = T, sep = ';', 
          na.strings = '?') 
 #if it's the first then we create Sales_Master 
 if(x == 1){ Sales_Master <- temp } 
 
 #Otherwise we just attach the data to sales Master 
 else{ Sales_Master <- rbind(Sales_Master, temp)} 
} 
CAVEPALAISJUSTICE\DATA 
\---sales 
  |  Sales.csv 
  |  Variables.xlsx 
  |   
  \---year 
      data_2010.csv 
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3.5.2.2 Selecting variable 
 
Now that we have a single dataset for both sales and articles data, we can apply them 
the result of the data selection phase. Under, there is a code snipped concerning the 
variable selection of articles. 
 
In this sample, we used the library XLConnect to read to content of the Excel docu-
ment. There is, of course, many libraries to import Microsoft formatted documents 
but we chose this solution because it’s a cross-platform solution that is recom-
mended by the website R-Bloggers. Although they’re recommending converting first 
excel into CSV. (R-Bloggers, 2013) 
  
## Selecting attributes 
################################################# 
 
#loading the excel containing variables and explanations 
variables<-readWorksheet( 
loadWorkbook('data/article/Variables_article.xlsx'), 
sheet=1) 
 
# get column to filter 
col_name <- variables[,1] 
 
#filter the columns 
articles <- articles[,(names(articles) %in% col_name)] 
 
# get column names from xsl 
col_desc <- variables[,2] 
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3.5.2.3 Data cleaning 
 
Quality is the major issue in KDD process and this trouble is solved by the cleaning 
phase. Since the data are not coming directly from a data warehouse but from an ac-
counting system, data are not pre-cleaned. (In DWH process, there is also a data 
cleaning phase.)That is why in our dataset there is: 
 Missing value 
 Simplified value 
 Use of Different metric system 
 Formatting error 
 Semantic errors. 
All these errors must be corrected if we want to perform a meaningful data analysis 
on for this company. 
 
Missing Values (NA’s) 
 
Data mining is really sensitive to missing values. Most of the time, predictive models 
are ignoring these records and the created models are then incomplete and imprecise. 
That’s why it is really important to clean this data. Missing values, occur when no 
data value is stored for the variable in an observation (Wikipedia, 2016). By default in 
R those errors are replaced by NA (meaning not available). 
By executing the command summary() on our data frame object (summary is used 
to see information about objects), we can clearly see that there are rows that don’t 
have any values. We can easily delete them from the distribution by executing the fol-
lowing command. 
 
Sometime systems can also interpret missing values as zero. In our dataset there are 
lines that have zero quantity and no price. We choose to delete those lines because 
they aren’t relevant for our analysis. The following code is executing this task. 
 
This task was quite easy because we already suppressed most of the NA during the 
selection phase. 
  
### Remove NA 
Sales_Master <- Sales_Master[!is.na(Sales_Master$do_numero),] 
#Remove data with missing numerical values 
Sales_Master <- Sales_Master[!Sales_Master$dl_qte1 == 0,] 
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Redundant observations 
 
The article dataset is containing multiple time the same article because a good sold in 
2010 can also be sold during the next year. We have to suppress the old article and 
only keep the updated one. The code below is executing this task. 
 
First step on that snippet is to create an id for each row on the articles list. Then we 
need to transform both update and creation date from string to date object. After 
that we select articles that were never updated and assign them their creation date. 
Then we use dplyr, a library that allows use to manipulate datasets with a really sim-
ple syntax (Rstudio, 2015) to group the same article and get the id of the most recent 
line. To conclude this step we only have to select the lines with these ids. 
This sample of code has deleted most of the redundant data, but with a closer look 
on our dataset we can see that there are still some redundant elements. By using the 
summary() command on the result we can see that it exists some article that has dif-
ferent ID. Below, you will find the result of the summary function. 
 
Figure 3: Summary on articles 
##get the latest article by update date 
 
#set id to rows 
articles$ID<-seq.int(nrow(articles)) 
 
#transform update_time to Date 
articles$update_time <- as.Date(as.character(articles$update_time), 
                 format = '%d.%m.%Y') 
articles$creation_date <- as.Date(as.character(articles$creation_date), 
                 format = '%d.%m.%Y') 
#select NA update_date 
na_updateDate <- is.na(articles$update_time) 
 
#replace NA updateDate with their Creation date 
articles$update_time[na_updateDate] <-  
articles$creation_date[na_updateDate] 
 
## select the product that has the highest update date 
x <- articles %>% group_by(dl_article) %>% 
 summarise(id = max(ID), update = max(update_time)) 
#remove duplicate article 
articles <- articles[articles$ID %in% x$id,] 
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In order to clean those articles without affecting data in the sales document. We must 
create a mapping table to create a relation between old and new articles. This map-
ping table will be used to make correspond old id with new id. The following R code 
is performing this operation. 
 
Code in prepare_article.R: 
 
 
Code in prepare_sales.R:
 
 
The code on the prepare articles script is creating the mapping table. To create it, 
we’re taking advantage of the fact that the more recent the article is the higher his id 
is going to be. This table has the following format: Description;id_old;id_new 
Then we’re applying the mapping table on the sales dataset by looping through it. On 
the loop we are transforming the old article id to new one. 
 
Semantic errors 
 
Semantic errors are entries that are not following the rules resulting from the varia-
bles meaning. These mistakes can easily happen if the database field does not have a 
constraint that enforces inputs. An example could by a negative value for an age.  
By looking at our dataset values summary, we can see that some values are not con-
sistent with regards to what they should actually describe.  
 
#create a mapping table 
x <- articles %>% group_by(desc) %>% 
 summarise(id_old = first(dl_article),  
      id_new=last(dl_article),  
      cnt = n_distinct(dl_article))%>% 
 filter(cnt >1) 
#save it for further use 
write.csv(x = x, file = 'data/article/ID_mapping_table.csv') 
#suppres old article 
articles <- articles[!(articles$dl_article %in% x$id_old),] 
#read id mapping table created in article preparation 
mapping_table_id <- read.csv( 
 file = 'data/article/ID_mapping_table.csv',header = T) 
for(i in 1:nrow(mapping_table_id)){ 
 Sales_Master$dl_article 
[Sales_Master$dl_article == mapping_table_id[i,'id_old']]  
<- mapping_table_id[i,'id_new'] 
} 
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Below is the summary command that showed inconsistent values 
 
Figure 4: Summary of semantic errors 
We can rapidly see that size of bottles written in litres because the majority of data, 
from the first to the third quartile is smaller than 1. The most common bottle size is 
0.75 l. It is not likely that the shop owns 150 litre bottles so we can easily conclude 
that this is a hand-written mistake. To support our theory, we can also represent this 
variable in a box plot to have a look at the outlier. 
Concerning the column prct_margin, which means the benefit margin in percent, we 
can easily see on the summary that something is not normal. To have a better look 
on these extreme values we can create a boxplot() of the variable. 
 
Figure 5 Boxplot of margin percentage with and without extreme values 
Here we can observe in the first box plot that the maximum value is really too high 
compared to the other values. By suppressing this extreme value we have a range that 
is more acceptable. There is no correspondence to do with the sales document be-
cause this article was never used. The above box plot is also showing us the im-
portance of this phase. The same process needs to be done for the other fields. 
 
Format Data 
 
With the past steps, we have reduced the number of articles to 4447. Our job now is 
to reformate the data so we can interpret them. In this distribution, there is some in-
teresting attribute such as the alcohol type or the origin country of the product. 
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Figure 6: Summary of group and country columns 
The result of this command showed us that the attribute group and country are not 
following a precise format. It seems to be a different way of writing the data. 
For the group variable, we can see that half of the variable use numbers to represent 
their second value, while the rest use only alphabetical values. This second variable 
represents the country because we saw that the 4004 number is used in both country 
and group variable. Concerning the country column, values seem to be written using 
both numerical code and country-region name. 
When we are selecting only the values that contain a numbered pattern, we realized 
that those products’ update date value is between 2007 and 2013. We can say hypo-
thetically that this is an old format. 
. 
Figure 7: Summary of the old pattern rows 
This information allows us to speculate that the different formats in these fields are 
related to the time variable. The company have changed their format between 2013 
and 2014. This hypothesis can be easily checked by selecting the articles that aren’t 
matching the pattern. We have chosen to convert the old variable into the new for-
mat because this format is more self-explaining than the old one. 
Now that the rules applied to these formats are known, we must create a mapping ta-
ble to transform the value of that column. A fully automated solution is not needed 
because this concerns the old products.  
In order to do that, we first have to select and export the different possible values. 
This snippet is not in the data preparation script because it is a on time task. 
 
articles$group <- gsub(" ", "", articles$group, fixed = F) 
 
#select all group variables 
group_variable <- articles %>% 
 group_by(group) %>% 
 summarise() 
write.csv(x = group_variable, file = 'data/article/group_var.csv') 
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After that, we manually recode all the variables in an excel filename variables.xslx in a 
standardized way. (Once again, we have chosen to use an Excel document because 
we want that document to be easily modified. Below is an example of that file. 
 
Source Target 
1101BLANC VRG-CH-VD 
A-2 SPR-EDV-CH 
AFRIQUESUDBLC VBL-AF-SUD 
V-1101-ROUGE VRG-CH-VD 
 
The format is the following: Alcohol type – Characteristic 1 - Characteristic 2 
We have preferred to classify all strong alcohol together in the group (SPR – Spirit). 
It allows us to reduce the number of sub-groups. The type of alcohol for spirit will 
be saved as first characteristic. Now that the mapping table is created, the following 
code is applying it to the dataset. 
 
Firstly, we have to remove the white space on the column. Then we load the excel 
sheet and apply it to the column using for a loop. Now the whole column is written 
using a standardized format and we can extract these 3 different values using the 
function below. 
 
To do this, we have used tidyr, it’s an R library that is expending the language of 
dplyr package we have used before (Rstudio, 2014). We have preferred to dplyr over 
reshape2 because it is easier to use and self-explaining. 
The result of the first column can be with the command table() used count each 
combination of a factor level (R Documentation, 2016). 
#remove space 
articles$group <- gsub(" ", "", articles$group, fixed = F) 
 
#loading the excel sheet containing the mappings 
mapping_group <-readWorksheet( 
loadWorkbook('data/article/Variables_article.xlsx'), sheet=3) 
 
for(i in 1:nrow(mapping_group)){ 
articles$group[articles$group == mapping_group[i,1]]  
<-mapping_group[i,2] 
} 
#separe group variable using tidyr 
articles <- articles %>%  
 separate(group, c('alc_type', 'alc_type2', 'region'),'-') 
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Figure 8: Table showing the alc_type values 
We can notice that there is types of article that are really not represented such as 
VIN or HYDROMEL. For analysis purpose we cannot use these variables and there-
fore choose to create an alcohol type called other that will contain all the unknown 
and small groups. This R-snippet is regrouping the small size factors and replacing 
the empty values. 
 
 
After these commands, we obtain a consistent article category that can be seen using 
the table() method. The Figure 9 below is showing the output of this phase. 
 
Figure 9: Table showing the alc_type final values 
We are not regrouping the low represented factors for the two other columns be-
cause we consider them as sub-categories. But we are still replacing the empty value 
with OTHERS. The same process is used to transform both column country and re-
gion.  
 
3.5.3 Data transformation 
 
Now that the problems concerning data quality are fixed, it is time to recode the vari-
able in a better format. In this section we will see how we have discretized variables, 
construct new variables and reduce the range of variables. 
## regroup alcohol types that are really small 
x <- articles %>% group_by(alc_type) %>% 
 summarise(cnt = n()) %>% 
 filter(cnt <10) %>% 
 collect %>% .[[1]] 
 
articles$alc_type <- as.character(articles$alc_type) 
articles$alc_type[articles$alc_type %in% x | 
   articles$alc_type == ''] <-'OTHERS' 
 
articles$alc_type <- as.factor(articles$alc_type) 
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3.5.3.1 Discretize Variables 
 
In our dataset we now have more than 4000 different articles. Each of them has his 
own price. Some algorithms such as the classification or association rules don’t like 
to work with numerical value. The rpart library from R is automatically converting 
numerical values into bins and apriori package for association rules mining is only ac-
cepting factor columns (CRAN, 2016). By binning articles price, we are also creating 
a variable that is splitting articles into cheap, expensive and luxurious products.  
We chose to separate the variable into five different bins that are containing an equal 
frequency because our goal here is to bin article into cheap/expensive. Below this R 
snippet is splitting is used to split this numerical value. 
 
Here we are first calculating the different bins by splitting the value every 20%. After 
that we are subtracting 1 to the first quantile so it is also including the lowest values. 
Then we are creating a new column in our dataset by cutting the sales prices with the 
quantile created. The result is the following: 
 
Figure 10: Result of the price discretization 
We now have five different articles group. Each group is a range of price. This dis-
cretization will be useful to perform analysis on the cheap or expensive product.  
The bins name could easily be changed by referencing the name attribute on the cut 
function. It is also important to notice that we are creating a new column and not 
overwriting the sales price because we don’t want to toss away the prices infor-
mation. 
 
3.5.3.2 Construct new variables 
 
Some variable can be created from initial variables to have a more discriminant pre-
dictive model. This is some example of variable creation: 
- The age of person can be calculated with his birthdate. 
- The birthdate and the date of the first product bought can produce the age of 
the person when he became a customer 
#Discretize price 
q <- quantile(articles$vnt_price, seq(0,1,by = 0.2)) 
q[1] <- q[1]-1 
 
articles$prix_Index <- cut(articles$vnt_price, q) 
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In our case, there is some valuable information that can be derived from the date of 
sales. With this field, we can create many variables such as the month, year and day 
of week of the sales. The R snippet below is illustrating this process. 
 
On this code, we are first transforming the string do_date1 to date object. Then we 
are extracting the variable day of week by using the format function. This function is 
using the strptime format which is, according to R help, a function to convert dates 
from and to characters (Inside-R, 2016). We are here using %A to extract from the 
date the day of week. 
 
3.5.4 Data mining 
 
Now that we have pre-processed and transformed the data, it is time to find pattern 
and model on this dataset. This section will present two datamining sub-fields which 
are the customer behaviour analysis and the time series forecasting. This topic is cov-
ering the mining of patterns as well as their evaluation. 
 
3.5.5 Mining Customer Behaviour 
 
It is a great asset for a company to understand the behaviour of their customer. It is 
helpful for a manager to know what customers like to buy, when and where. It allows 
him to create offer that is optimized. This section aims to explain market basket anal-
ysis as well as a frequent pattern analysis. 
  
# Transform column to date and time 
Sales_Master$do_date1<-as.Date(Sales_Master$do_date1, format= 
'%d.%m.%Y') 
Sales_Master$day_of_week <- as.factor( 
 format( 
  Sales_Master$do_date1, 
  "%A") 
 ) 
 
 29 
Market Basket Analysis 
We will in this section perform a market basket analysis (MBA) on the sales to dis-
cover if items are often bought together. The pattern used for this study is the single 
dimensional association rules because we are trying to find relation between the dif-
ferent items bought. More explanation concerning that pattern can be found on the 
section 2.5.3 Association Rules. 
With this information on the data, Retailer can improve the customer shopping expe-
rience by modifying the store layout or create marketing offer to encourage clients to 
buy more items (Snowplow, 2016). For example, Amazon is widely using affinity 
analysis to perform cross-selling when they are recommending products based on 
their purchase history and the history of other people who bought or searched the 
same product. 
For this type of analysis, R is offering us the package arules that provide the infra-
structure for association rules mining. This package is implementing the Apriori algo-
rithm that is designed to operate only on transactional datasets. Therefore we have to 
prepare our dataset before using this algorithm.  
Our dataset is currently describing every line on the sales receipt. The goal is to trans-
form our data frame into a transaction object containing one line per receipt. This 
operation is made in two stages. First we have to aggregate our table, and then trans-
form the result into a transaction object. 
 
In this snippet, we are aggregating the rows by grouping them with their receipt id. 
The second command is used to transform the list into a transaction object, which is 
a matrix containing the transaction as rows and items as columns.  
  
## Aggregate sales receipt 
list_Achat <- sales_articles %>%  
 group_by(do_numero, desc) %>%  
 summarise() %>% 
 group_by(do_numero) %>% 
 summarise(list = list(desc), cnt = n()) 
 
#transform list to transactions 
trans <- as(list_Achat$list, "transactions") 
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By using the command summary() on that created object we have an overview of 
the object. You see below the output of that command. 
 
Figure 11: Summary of the transaction object 
This output is separated in four sections. The first part is informing us on the num-
ber of transactions and objects found on it. Interesting information presented there 
is the density of the matrix, which is the total number of non-empty cells divided by 
the total number of cells. The density here is equals to 0.00042 which is really low for 
a transaction set. That number showed us that our matrix is really empty. The second 
element of the summary is informing us about the most frequent item on the list. We 
see that the item ‘Champagne Gobillard Brut Tradition 75 cl’ is the most frequent 
item. It has a support of 0.3 (1101/36236).  
Next information available is the length of the transaction. We see here that more 
than two thirds of the ticket contains only 1 article. It showed us that customers are 
buying most of the time only one article. This information is represented with a list 
containing all the different size as well as a statistical overview with Quartile, median 
and mean. The fourth part is displaying the first three items in the dataset. 
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Figure 12: Item repartition on the transaction set for the first 10000 and all the set 
By using the command image() on our transaction set, we have a direct visualization 
of the binary incidence matrix where the dark dots represent the item bought on in 
the matrix. (CRAN, 2016) 
According to the left plot (Figure 12 left) that is showing the item repartition for the 
first 10000 transaction, we see that items in our dataset are not well distributed. The 
white area on the right side is showing us that more items were added through years. 
This plot is also informing us that the old products are getting less and less sold. We 
can conclude that this is not a good idea to process the whole transaction set. There-
fore we will limit our algorithm on the 15’000 last transactions. 
 
To mine association rules we have to use the function apriori of the package arules. 
The default parameter of that function is to search rules with support 0.1, confidence 
0.8, and max length 10. (CRAN, 2016) In other words, rules have to be present 10% 
of the time and have an 80% confidence to be by default recognized by the algo-
rithm. This is most probably impossible with our dataset because of the low density 
of our transaction matrix. It is improbable that object can be bought 10 % of the 
time together knowing that there is more than 3000 articles. 
If we execute the function on the dataset, we won’t be able to find rules because 
there are no rules with such criteria. However it is possible to find some rules by ad-
justing both support and confidence.  
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The following commands are creating rules using the apriori algorithm. 
 
. It is possible with function summary() to have an overview of the rules objects, 
this overview is showing us much information such as the number of rules, length 
distribution and quality measure of support, confidence, lift. Below the summary on 
our rules set object.  
 
Figure 13: Summary on objects rules 
We first see that the apriori algorithm has created us 135 rules, which is not a lot 
compared to the amount of transaction we have. Secondly, it shows us that most of 
the rules are binomial. The information concerning the quality measure of the three 
indicators informs us that the support is really low because the maximum support is 
0.02%. Something interesting is appearing. We see that the lift is really high, which 
means that the rules are really accurate. But it is important to remember that this in-
dicator is calculated using the support of rules as well both item support. It means 
that a low support can inflate the lift result. 
  
rules <- apriori( 
 data = trans[nrow(trans)-15000:nrow(trans)], 
 parameter = list(support = 0.0005, 
          confidence = 0.1,  
          minlen=2)) 
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It is also possible to watch the rules on list with the function inspect(). We will here 
look at the top five rows by support to show the 5 most popular item combination. 
 
Figure 14: Inspect rules by support 
We see that the rules 99 is the following  
{Biere 1906 Reserva Especial 33 cl 6,5°}=> {Biere 1906 Red Vintage La Colorada 33 cl 8°} 
This is the most popular association on our dataset. It is present 0.2 % time on the 
dataset. It has a confidence of 0.4, which means that the consequent is bought 40% 
percent of the time people bought the first beer. It has a lift of 73 that mean that 
these products are more often found together than separately. By sorting the rules by 
confidence we can find items that are often bought together. 
 
Figure 15: Inspect rules by confidence 
Here we can see that the rules 1 has a confidence of 0.83, which means that 83 per-
cent of the time people bought the two products together instead of the antecedent 
only. This information can be used by the manager to make multiple marketing ac-
tions such as: 
- Place product x next to product y 
- Special offer for x and y 
- Perform cross-selling 
We can see that the appearance of our rules is really low, less than 0.2 % times in the 
dataset. According to the default parameter of apriori, a rule should be present at 
least ten percent of the time to be acceptable. Therefore we can say that it is not pos-
sible to have representative rules with that dataset. There are two factors that are 
making this analysis worthless.  
The first cause is that there are too many different objects on the dataset. The density 
of the transaction matrix had shown us that most of the cells are empty. The second 
argument is the average of items bought by people. As we figure it out earlier with 
the summary of the transaction, more than 60% of people are buying one object at 
the time. 
As we see with the previous explanations, we can conclude that it is not possible to 
discover relevant association rules using products this product list. One idea to solve 
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that problem would be to reduce the amount of variable by grouping them into alco-
hol category. But it would not give proper rules because in our dataset, people are 
buying one item at the time. Another idea could be to remove the receipt that con-
tains fewer than 2 articles but the result would not represent the business anymore 
and would be statistically wrong when these entries represents the majority of the da-
taset. 
That result is understandable because the business reason of the CPJ is to sell middle 
to luxurious quality products. As explained on the case description, the shop is also 
located in the middle of Geneva and clients are therefore most probably visiting the 
shop on foot. These factors are explaining the fact that people are buying only one 
good at the time. With an additional client dimension, it would be possible to over-
come this problem, because we could regroup the sales by customer id and make 
them use them as transaction. 
 
Customer habits 
Even though, in this case study, we don’t have any information concerning the cus-
tomers, it is still possible to find some interesting information concerning the cus-
tomer by analysing when and what they are buying. For this analysis, this time we 
chose to perform a multivariate association rules. It means that, instead of being fo-
cus on the basket list, the analysis will be based on multiple variables.  
The first step of this search is to find relevant variable that could be usable. For this 
case we have chosen 2 dimensions, the first is a time dimension to know when the 
customer are more likely to buy. The variables dimension is the month, day of week 
and hours. 
Concerning the product, the decision is to take alcohol type as variable because it is 
considerably reducing the number of choices and make the rules more generic. Be-
low you find the dimension with their respective variables. 
Dimension Variable 
Time  month, day_of_week, Hour 
Product  alc_type 
Customer aspect could be added to this study with values such as gender, age groups, 
localization and origin which would result in rules with finer granularity. 
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Second step is to prepare the dataset for the apriori algorithm. As explain during the 
MBA, apriori is only working on transaction. Below the code use for the selection 
and transformation 
 
This code will generate on our transaction matrix a column for each different value 
of the variable. We can illustrate their frequency this with the itemFrequencyPlot() 
function. 
Figure 16: Top 30 frequency of transaction set variables. 
On that frequency plot, we can first see that the VRG (Red Wine) is present more 
than one third of the time, which is really high compared to the other variable. We 
can already suggest that it would be good to perform an analysis with and without 
VRG because it would increase the confidence of the other product rules. 
Now that we are aware of the frequency of each variable, we can call the command 
apriori() with a minimum support of 1%, confidence of 20 % and a minimum rule 
length of 2. 
 
The result of the mining algorithm is a set of 136 rules. The summary() function 
can be used to have an overview of the mined rules. This command showed us the 
number of rules created, their length, and some statistical information about the sup-
port, confidence and lift. 
x<-sales_articles[c('ID', 'Hour', 'day_of_week', 'month', 'alc_type')] 
col <- names(x[,2:ncol(x)]) 
x[, col] <- lapply(x[, col], as.factor) 
trans <- as(x[,col], 'transactions') 
rules <- apriori(trans, 
         parameter = list(minlen=2, supp=0.1, conf=0.2 )) 
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Figure 17: Summary of the rules 
 
In this set of rules there are duplicate rules, where x includes y and y include x. It is 
possible to select only one set of rules by pruning the set. The following code is per-
forming this task. 
 
Now that the set only unique rules, we can have a look at the rules created with the 
function inspect(). 
 
Figure 18: Inspect pruned rules 
Here we are facing another problem. The rules are not relevant for us because there 
is no product involved. Even though we are learning that the shop is open on Mon-
day only in December and that the shop is open on Thursday sometime till eight pm.  
Hopefully in R it is possible to create a subset of rules that match a pattern. The next 
figure will show the command and output of that subset. 
 
Figure 19: Inspect rules with alcohol type as consequent 
Here we are creating a subset of rules that have as the right-hand side (rhs) or conse-
quent an alcohol type. The rule 52 is informing us that customers are more likely to 
buy white wine at eleven am. This is valuable knowledge for a manager because he 
can use this information to perform cross-selling or advise customers.  
#Remove redundant rules 
subset.matrix <- is.subset(rules, rules) 
subset.matrix[lower.tri(subset.matrix, diag = T)] <- NA 
redundant <- colSums(subset.matrix, na.rm = T)>=1  
rules.pruned <- rules[!redundant] 
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As we explained earlier in this section, Red wine (VRG) is too much represented, 
therefore we chose to exclude Red wine (VRG) from the study because we want to 
discover relations with other product types. By excluding this variable we discover 
new relations between variable. This process is creating 184 new rules.  
The inspection of the new rules set object give us the following result.  
 
Figure 20: Inspect rules with alcohol type as consequent without VRG 
We see something really interesting, rose wine is mostly consumed during the 
months 6 and 7. During the summer, Customers consume more rose (VRS) than 
usually. This is once again a valuable asset for the company’s executives because they 
know that they should have a sufficient stock for these months.  
 
We can go deeper on this analysis by selecting only on the left-hand side (lhs), which 
is named antecedent on the theory, the month June and July.  
 
Figure 21: Inspect rules with June or July as antecedent 
Here we see that consumer, during these months are more likely to visit the shop on 
Friday (vendredi) or Thursday (jeudi). It is possible to plot these rules in another 
form using the package ArulesViz. Below you see an output of the top 10 rules for 
June or July 
 
Figure 22: ArulesViz graph of the 10 first rules 
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We see with the colour that the rules 42 and 54 (Reference Figure 21) have a high 
lift. The size of the bubble gives us the support, it makes us know that we are selling 
more SPR, CHP and VBL but this is not the best month for it. 
In this section we have seen how powerful this pattern is.  We can see the relation 
between the different values. We learn that we have more chance to sell Rose this 
time that the rest of the year, which means that if we have some stock at the end of 
July, we might keep it till next year. 
By browsing in the rules created, we can find information to take data-driven deci-
sion. Managers could for example organize a summer wine degustation on Friday 
during these 2 months to make customers buy an additional product. 
 
3.5.5.1 Time Series Forecasting 
 
A lot of data on a company are simply an ordered sequence of values and data min-
ing allow statisticians and data scientists to forecast these sequences based on the se-
quence component. In this section, we will speak about the different algorithm avail-
able and aim to forecast the product sales for next year.  
This analysis is based on the free e-book “A Little Book of R for Time Series” by 
Avril Coghlan. 
First of all, we have to choose our regular interval. In our dataset it is not possible to 
perform a daily analysis because the shop is not open every day. A week analysis 
would also cause some problem because there are many differences between first and 
the last week of year. That’s why we choose here to perform a monthly dataset.  
Now that we know the periodicity, we have prepared our dataset to be able to per-
form this analysis, this task is done once again using dplyr package. The following 
snippet is performing the following action. 
 
The next step consist to transform that data frame to a time series object, it is done 
using the function ts(). As we choose a monthly periodicity, we have to set the fre-
quency to 12. We can also specify the first year of our values list. In this case our 
start date is the first of January 2010. The command below are using the parameter 
we discuss and the Figure 23 is showing his output. This output can naturally be il-
lustrated using plot.ts() like in the Figure 24 
#time series analysis for the number of sales per day 
df <- Sales %>%  
 group_by(year, month) %>%  
 summarise(sum = sum(dl_montant)) 
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Figure 23: Time series output 
 
Figure 24: Product sales time series 
We see from this time series that there is a high seasonal variation. The amount sales 
highly depend of the period. During Christmas, we can observe a lot of sales com-
pared to the middle of the year. We can see that these variations are really constant 
and that there seems to be no long-term trends on that graphic. In that case, there is 
no need to transform the dataset using logarithm or other mathematical technic be-
cause the fluctuations are not increasing over the year.  
As our dataset is seasonal, we have other tools to visualize our distribution. As ex-
plain in the first part of this thesis (see 2.5.5 Times Series), a seasonal time series is 
described using trends, season and random fluctuations. R provides us the function 
decompose() that estimate these components. On the figure below is representing 
the decomposed time series. 
 
Figure 25: Times series components 
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The first part of this plot is showing us the original time series, then the trend, sea-
sonality and random fluctuations. The trend is showing us that between the years 
2010 and 2013 the amount sold decrease from 70000 to 50000 then went up again till 
2014 where it starts to fall again. What we can conclude from this plot is that values 
appear to be constant over time. Therefore we assume that this set of values is sta-
tionary. By definition a stationary time series is one whose statistical component is all 
constant over time (Duke University, 2016). It is quite easy to deal with because we 
predict that the component will remain the same as they had been before. 
 
The next step of the research is to select an algorithm that suits this case. To fit the 
analysis needs, we choose the seasonal autoregressive integrated moving average 
which is most commonly called seasonal ARIMA. It is possible to modify a non-sta-
tionary time series to make it acceptable for ARIMA. It is called differencing. 
Below a description of that model proposed by the website forecasting solutions: 
“ARIMA methodology also allows models to be built that incorporate 
both autoregressive and moving average parameters together. These 
models are often referred to as "mixed models". Although this makes 
for a more complicated forecasting tool, the structure may indeed 
simulate the series better and produce a more accurate forecast. Pure 
models imply that the structure consists only of AR or MA parame-
ters - not both. 
The models developed by this approach are usually called ARIMA 
models because they use a combination of autoregressive (AR), inte-
gration (I) - referring to the reverse process of differencing to pro-
duce the forecast, and moving average (MA) operations. An ARIMA 
model is usually stated as ARIMA(p,d,q). This represents the order of 
the autoregressive components (p), the number of differencing opera-
tors (d), and the highest order of the moving average term. For exam-
ple, ARIMA(2,1,1) means that you have a second order autoregressive 
model with a first order moving average component whose series has 
been differences once to induce stationarity.” (Forecasting solutions, 
2016) 
As explain on this definition, ARIMA is composed of 3 components, Autoregressive 
components (AR), differences and Moving Average (MA). Seasonal version of 
ARIMA looks like the following ARIMA(p,d,g)(P,D,Q)m where the first couple is de-
scribing the non-seasonal part the second couple the seasonal and the m, the perio-
dicity which is in our case 12. 
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These parameters can be found using the auto.arima() method created by Rob J. 
Hyndman They can also be found using plot called correlogram and partial correlo-
gram. Here we will take the simplest path and run auto.arima on our transaction set 
and save it on a new object 
. 
Figure 26: auto.arima trace 
In this screenshot we see that this command have tested all possibility and choose 
the one with the lowest AICc (Akaike information criteria). This criterion is estimat-
ing the quality of a model by estimating the information lost. (Hu, 2007) 
Now that our model is created, we can use the forecast() method to predict the next 
12 months. 
 
Figure 27: Forecast output 
On the upper figure, you can see the output of the forecast method with ARIMA. It 
is creating us a forecast for the next 12 months, as well as predictions intervals for 
these values. By default ARIMA is creating predictions intervals for 80 and 95 per-
cent. We can have a better look at our predictions by plotting it. 
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Figure 28 Sales forecast using ARIMA 
Our Forecast seems to follow the previous year quite well. We see that the product 
sales are going to be a bit lower this year. This is due to the trend that was starting to 
decrease. The information created with this analysis is important for a business be-
cause it helps them to anticipate next years. It makes them understand that they are 
going to have less revenue for the next year. Managers can then take a decision to 
take a special employee for the end of the year or think the opposite way and fired 
someone for the same benefit. He can also see that there’s an action that needs to be 
done to revitalize the company and make it grow again. We can also make this fore-
cast for a special wine type to know which product the company should invest on. 
But it is important to remember that we will have to redo an analysis again and in the 
case change for a more suitable algorithm. 
 
3.5.6 Knowledge Presentation 
 
This final task aims to present the information we created from the whole process. In 
this section we will explain the software we used to represent this project using dash-
board as well as the output of this phase. 
#plot it 
plot(fc) 
+lines(tserie,lwd=2,col="red") 
legend(2014,250000,  
       c('Forecast','Real values'), 
       lty=c(1,1),lwd=c(2.5,2.5),col=c('blue','red')) 
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According to the case objective, the manager of CPJ wanted to have data visualiza-
tion to represent his company, he wanted us to create a dynamic dashboard to pre-
sent his data.  
During the KDD process, we have created many graphics to represent this dataset. 
These graphics were created using the ggplot2 library and the libraries specified plot 
such as ArulesViz and FrequencyPlot. Ggplot2 is the most famous library for data 
exploration. It permits us to create a lot of different appealing graphics. 
These graphics give the manager a good insight concerning the state of the company, 
but a problem is that these visualizations are static. It is not possible for the manager 
to use filters and drill-down options because these graphics are saved as images.  
As we were running out of time concerning that project, Dynaxis decided, with the 
agreement of CPJ, to use Tableau Software to create a dashboard. This option is re-
ally interesting for the consulting company because it also gives them a benchmark of 
that tool. Dynaxis is not currently using Tableau software, but they are hardly consid-
ering it, knowing that this software is for 4 years the leader on the market according 
to Gartner (Tableau Software, 2016). 
Tableau Software gives us a user-friendly environment to create data visualization. 
This software is offering five different versions of their tools. Two of them are the 
desktop version and the Reader version. The first version allows an end user to cre-
ate the dashboard. It has an evaluation period of 15 days. The second version, on the 
other hand, is free and allows the user to visualize Tableau dashboard.  
We decided to us the evaluation version to create the dashboard and let the end user 
browse it using tableau readers. That way, the manager will not have to pay for soft-
ware and have professional visualization. 
We choose to create the following dashboard for our dataset. 
- Types and Origin of products 
- Sales forecast 
- Analysis of the margin per product, origin and price group 
- Margins per Hours and days of week. 
In this chapter we are going to present only the first two dashboards. This screenshot 
as well as the other dashboard can be found with a larger scale on the attachment 
section. 
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Figure 29: Dashboard of products, origin and type 
The first dashboard is separated in six views. The view on the top left corner is 
showing the product origin on the map. It is giving us information about the product 
type, amount and origin using a map. Next to it, the second graph is presenting the 
frequency of the different wine type. Then we have the average price by country and 
wine type and the top 15 products. 
The bubble chart is showing us the power of different regions by country. And the 
last chart is showing us the trend per product type. On the right we have also some 
filter that allows the manager to look for a specific year or product type. He can also 
perform drill down by clicking on all graphics. So he can see for example the evolu-
tion of red wine in Switzerland. 
 
Figure 30: ARIMA forecast on Tableau 
The other dashboard we want to present is the sales forecast. Here we are presenting 
the data calculated during the time series analysis. This dashboard is presenting first 
the data calculated in a table which includes the forecast value as well as the high and 
low bounds. Under it there is the forecast representations showing in green the actual 
values, in red the forecast and orange for the boundaries.  
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4 Discussion 
4.1 Result of the case study 
 
In this section we are going to explain the result of the case study, we are going to 
present the result in three parts because every project entity has some result and les-
sons learned. 
We delivered to the customer three different output from this case study. First of all, 
we delivered him an R project. With it, he can process his data automatically and 
have an insight of his sales forecast and association rules. Even though the result of 
the market basket analysis was not as conclusive as we expected, he can still find 
some relation between his products.  
Secondly, we give him a professional dashboard that can be used to have a closer 
look at his company. CPJ was really happy because they were not able to produce 
such graphics with their data. It makes them realize the importance of cleaning data 
and have a better description on their database object. They see that they were able 
to analyse their sales by alcohol type, region or country. This motivated them to take 
a step further in this direction. We were expecting that behaviour, so during the final 
project presentation we have also presented them our suggestion. Those can be 
found on the Problems encountered sections. In it, we propose them a new way to 
arrange the data information within the database, as well as technic to collect cus-
tomer data. The manager was happy because it gave him new objectives for his com-
pany. 
Concerning Dynaxis, they have learned that predictive analytics is a difficult field, 
that require a lot of statistical and mathematical knowledges. They have also under-
stood the data mining process, the different pattern that can be found on a dataset 
and what open-source software are capable of.  
As R is really used in the other data mining software as scripting language, it was pos-
itive for them to have a case study that presents them some package they can use.  
With this case study, they have an example of data mining project which can be use-
ful to calculate how many time they will need for a further project.  
They have also a benchmark on Tableau Software, which was really valuable for 
them because they are considering using it. From this benchmark, Dynaxis has also 
analysed the potential of their tools compared to that concurrent software. They saw 
what was better in Microstrategy compared to Tableau and oppositely. 
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Finally, this case study was a good insight on the data mining field. It makes us first 
realize the time we need to plan per phase for a similar project. We gain the 
knowledge of the difficulty that can arise from a small business project. We also 
learned that the time for the pre-processing phase should be way higher than in a 
normal project because there is no previous processing.  
It gives us a vision on R as data mining software as well as Tableau software. Thanks 
to that another project would be way faster because we already know which library to 
use as well as which step we need to make.  
 
4.2 Problems Encountered 
 
The result of the case study was not as promising as what we expected. We encoun-
tered a few problems that will be detailed on this section as well as the solutions we 
suggest to overcome them.  
 
4.2.1 Data Quality 
Data quality is really an important aspect of data mining. According to the author of 
“Data mining and decisional statistics” Stéphane Tufféry, data pre-processing is rep-
resenting twenty percent of the project. It is a primordial phase because as we ex-
plained on the data pre-processing section, it is not possible to produce good statis-
tics with missing information (Tuffery, 2015).  
 
In this business case, there were a lot of issues with that point because the dataset 
was a direct extract of the accounting system. Below we will present all aspects of 
that trouble and present solutions for each of them. 
 
Hand-writing 
On this database, the first problem we encountered is that all data were handwritten 
without any boundary for the user. It is then possible by mistake to enter many 
wrong values. It is even more likely to happen when the accountant has to enter a 
long series of products. Samples of these errors can be found on the pre-processing 
phase of the case study. 
Errors such as the bottle size could be easily avoided by setting constraints on the 
database columns. For that case a constraint that enforces the user to set this variable 
with a decimal value between 0 and 20. It should also be precise on the field that it 
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represents quantity in litres. Country and alcohol type could also be bounded with an 
enumeration that would only allow certain input. In the accounting system, those so-
lutions would be implemented using drop down lists.  
 
Missing Values 
If we can process hand-written data to convert them to acceptable values, there is 
nothing we can do with missing values. In important fields such as country and re-
gion, more than 20 percent of the values were missing (20% for country and 36% for 
the region). It renders these fields difficult to use for analysis. These variables were 
important in order to classify the different object and with the loss of such an 
amount of values, we can no longer use them for data mining purpose.  
To ensure that the accountant filled these fields, we do not have to create null con-
straints on the database and brief the team about the importance of data quality for 
further use. The manager could also create reporting with all the incorrect fields and 
ask the service responsible for it to correct it.  
 
Item Description 
Another problem on this dataset is that there is too much information stored on the 
articles description. Below a product description that is explaining the problem. 
Château Angelus 2006 St Emilion AOC 75cl 
We have for this description 5 different information. Château Angelus is the com-
pany that produce that wine, 2006 is the vintage, St Emilion is the name of the wine, 
AOC is the official label and 75cl is the bottle size. This is really difficult to automati-
cally separate these fields because another product can have another amount of in-
formation and those cannot be split by a comma separator.  
 
Here we are losing a bunch of information, we cannot analyse only the wine produce 
by a cellar or only the AOC labelled wine. Another concern is the database perfor-
mance because we save two time vintage and size of the bottle. Therefore we suggest 
for the company to split this information in five fields. As the vintage, product de-
scription and size already exist, they should only create new columns for the cellar 
and label. This would allow them to have a better insight on their product.  
 
The other problem we explain during the pre-processing phase of the case study is 
the item group. We suggest they have a clear group nomenclature like the following.  
 48 
- Product type with 8 level like we created in the dataset with SPR, VRG and VBL. 
- Product type 2 that should be used with spirit to inform about the type of spirits 
such as VDK for vodka and WS for whiskey. 
- Countries should be written using the ISO 3166-1 alpha-3 code such as FIN for 
Finland. 
- Region should be written using their corresponding code like VS for Wallis or ZH 
for Zürich. 
All these suggestions would largely help CPJ to have a better insight of their sales and 
products. It would also be a great asset for further statistics and data mining project. 
By using such item group, we would also limit the handwriting error. 
 
4.2.2 Lack of Dimension 
As our customer is a small company, they are not storing a lot of data. On their data-
base, CPJ is only storing the articles and both sales and purchase related to it. As ex-
plain on the case study description, they are not currently storing any information re-
lated to the customer. That kind of data would be really interesting for them in many 
aspects. First of all, they could create a mailing list to invite their customer to some 
event the company is organizing. With the help of data mining they could then know 
which customer is more likely to come and focus their marketing operations. 
This information collection could be easily made by customer loyalty program. A 
CLP, according to Investopedia, is a very basic marketing idea that aims to reward 
customers who are frequently making purchases (Investopedia, 2016). The goal of 
this method is to motivate the customers to buy more by giving them reward such as 
deductions or free items. More than two thirds of the small business that is using this 
technic are saying that this makes more money than it cost to maintain it 
(Entrepreneur, 2014). Beside the financial part, company can also collect a lot of data 
such as names, email… But most important, it would allow the company to group 
the sales by customers, and have better output concerning the market basket analysis. 
Therefore, we are warmly suggesting our customer to create a fidelity card because it 
would help them to collect data and enlarge their sales.  
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4.2.3 Communication 
 
Communication is the biggest non-technical issue we endure during this project. One 
third of the time, poor communication lead to a project failure and it has, according 
to Coreworx more than half of the time a negative impact on a project. (Coreworx, 
2013) 
In this project we had that kind of problem because we were not able to have a direct 
communication with both customer and database administrator. As explained in the 
project description, the database administrator (DBA) which is a third party didn’t 
want us to have a direct access to the database. He has preferred to give us excel ex-
tract of the database. This person was most probably not informed on the project 
goal and the role he was playing on the project. Therefore his interest was not suffi-
cient enough to help us conduct this project. It was really difficult to speak with him, 
so we had to wait sometime many days to receive the extract we needed. The direc-
tion of Dynaxis, did not want us to pressure this third party because it was a pilot 
project and as a consulting company, we need to be patient maintain a good relation 
with the client. This cause some delays to the project because we were waiting for 
him to receive datasets.  
A second aspect of that problem is the lack of communication with the CPJ worker. 
As stated in the Cross Industry Standard Process for Data Mining (CRISP-DM) pro-
cess, the first phase of the process aim to understand the business activity, the con-
text and situation of the company (Brown, 2014). On that project we have per-
formed this step during a face to face meeting with the manager but he would have 
been good to have the point of view of the worker, because they could give us an-
other point of view concerning that company. 
Consequently, we propose for the next project to have a direct access to the data-
base, and that the DBA should work as an advisor for the consulting company.  
Secondly, all parties involved should be represented during the business understand-
ing part because they could give their input and the brainstorming would be more 
productive. It would also permit us to explain them the project, what we are looking 
for as well as the advantage they can earn from it. With a face to face meeting, we 
could significantly increase the interest of all parties involved in the project and they 
would know what we are expecting from them. 
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4.2.4 Time 
Time is one of the common problem during a project. As this project was a pilot, we 
had no clue how many time we should allocated to it. We have then fix the project 
time to one and half month. We have then separated the time according to the litera-
ture. Therefore 20 percent of this time was plan for the data pre-processing. But as 
we started the project, we rapidly see that this was not enough. This phase took 40 
percent of the time because we had to learn all the R function as well as data mining 
theory. The amount of work was also higher due to data quality problem. When we 
were finished with that step, we had to reduce a bit the data mining part and we had 
to drastically cut in the data visualization part.  
As a result we did not have enough time to create an open-source data visualization. 
It was plan to create either a dashboard with R package plotly or to create JavaScript 
plot using the well-known D3.js library. As this project was limited by the internship 
time, we were not able to extend it. Therefore we choose Tableau Software to pro-
duce a dashboard rapidly.  
For another project, we advise allocating more time when it has to use open source 
software, because there is more configuration needed than other software. It is also 
important to have an audit on the state of the database before planning the project 
because the phase length is really depending on it.  
It is also true that another project would be done faster because we have a lot of les-
sons learn. We don’t need to read all the documentation and literature to choose a 
package or learn the process. 
 
4.3 Is datamining available for small companies? 
 
As we saw in this document, data mining is an important analysis process to explore 
data. This term as well as big data is currently making a huge buzz on multinational 
companies. Big firms like Amazon have gained an incredible competitive advantage 
over their concurrent with these technologies. But these gigantic companies aren’t 
representing the market. According to the Swiss confederation, there was in 2008 
only 2.4 % of the company that had more than 50 employees. Our question here is 
to know if this statistical field is also available for the rest of the market. To answer 
this question, we will base or reflection on sale companies.  
Today, Excel is the most used software for analysis because it is the easiest way to 
transform data. According to the website wpcurve, in 2012, only 16 percent of the 
 51 
small company and 33 for the medium were having a business intelligence infrastruc-
ture (Wpcurve, 2012). In 2015, both big data and Business intelligence have made 
their way to the top 10 IT priorities of company (Techaisle, 2015). It proves us that 
small and medium business (SMB) are now willing to invest on data management. 
We can conclude with this number that this sector is really evolving and transform-
ing itself. 
 
Business intelligence levels are regrouped in a maturity model that show how develop 
the infrastructure is. Below we have an insight of the BI maturity model.  
0 Limited BI / Spreadsheet 
1 Operational Reporting 
2 Query & Analysis 
3 Dashboard Management 
4 OLAP 
5 Data mining 
According to the findings we made we can say that now more and more company 
are aiming to have a BI solutions, which is in this maturity model represented by the 
third or fourth level. 
As we see, data mining is the very last step of that process. Before it, on the fourth 
level, we have the OLAP level with stand for online analytical processing. In field the 
goal is to create data cubes in order to improve the query respond time. This ma-
turity model makes us quickly understand that it is really difficult for a company to 
set up an automated data mining layer without having reached the previous level. 
Therefore companies should first have a system that is collecting and ordering the 
data before starting to think about data mining analytics.  
 
Now that we know what does the market want, and what is technically needed for a 
data mining research, it is time to see what are the available data for these small com-
panies.  
First of all, SMB have business-related data stored in an accounting system. In Swit-
zerland all companies that have a turnover higher than 500’000 are forced to have a 
formal accounting (Art. 957, Code des obligations, 2016). This accounting system is 
recording the sales and purchase as well as article list.  
Secondly, most of the time, they have a list of clients, coming from customer loyalty 
program, that can be stored whether on a CRM program or directly in the accounting 
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system. Then, they have access to data produced by their websites in form of log files 
and finally they have data coming from social media.  
This showed us that even small companies have access to a wide range of dimensions 
to analyse. With all these points we can say that data mining is available for SMB that 
match at least these criteria.  
With BI infrastructure company can gain knowledge and what happened and why. 
They can keep track of their business health, sales and purchases. But that technol-
ogy is not giving them a deeper understanding of the factor that makes, for example, 
one customer churn or which cross-selling option is more likely to work with a cus-
tomer. This information helps them to have a competitive edge over their concur-
rent.  
Data mining software producers have understood that small businesses are more and 
more willing to have insight of their data as well as explaining these results. 
Therefore they are aiming to make tools that are useable for SMB companies. 
Google for example, with their free website analytic platform called Google Analyt-
ics, let the user use big data solutions to understand website visitors’ behaviour. 
These tools help companies to analyse traffic on their website to make data-driven 
decision (Buisness news daily, 2014). Other tools such as SPSS, SAS or open source 
software are trying to democratize the use of data mining.  
But Data mining is an investment for these companies and they might do not clearly 
see the advantage that those kinds of research can provide them.  
As we see in the case study, it is also possible to do data mining research without 
Business intelligence. But company to be interested in data mining need to have, in 
our opinion, already access to dashboard and reporting capabilities.  
With the evolution of IT and data collection, small companies are now capable of 
doing data mining, but they need to have already a strong IT infrastructure to be able 
to take fully advantage of it. We can be certain that data mining is available for small 
firms and his democratization for SMB will keep increasing but it is first the com-
pany choice to invest on these technologies. This field is already ready to be used by 
small companies but the company market is in our point of view not mature enough 
to use data mining. When the market will be used to BI, it will be able to upgrade to 
data mining. 
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4.4 Is open source data mining a viable choice? 
 
In every IT domain there is a possibility to use open source software. In some cases, 
it appears that the open source version is much more powerful than the proprietary 
version (Apache2 vs IIS). But most of the time they appear to be more difficult to 
use than a licenced option. In this section we will measure how effective open source 
is compared to other software and if they are viable for a professional use.  
 
To answer this question, we will have a look at the data mining market itself. We will 
base our market analysis on the Gartner Magic Quadrant (MQ). It is the name of a 
series of market research which goal is to position software on a market against their 
competitor. This graphic is separating the providers in 4 categories that are the chal-
lengers, leaders, visionaries and niche players (Gartner, 2016). We have below the 
2016 MQ for Advanced Analytics Platforms. 
 
Figure 31: Gartner 2016 MQ for Advanced Analytics Platforms (KDnuggets, 2016) 
As we see in this graphic, on the leaders’ side we find some well-known software 
such as SAS, Dell and IBM SPSS. But the important point here is that we are also 
findings some open source software like KNIME and RapidMiner. It shows us that 
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open source software is not just present on the market but they are also really well 
graded. All these software are integrating open source programming language like Py-
thon or R.  
 
As we see, there is good open source software in that field but are they easily usable? 
All of them are using a node by node workflow management which make it easier to 
use. There is no need to code a lot to do a project work. These software are really 
user friendly and allows users to use pre-created tasks such as association rules learn-
ers or transpose a table. There is, of course, some other open source software that 
can be used such as R or Weka for data mining. Those are much more difficult to use 
but there is much more information available on the web to face problems. 
 
Open source software is always an option that need to be considered when doing a 
project. Concerning open source software in data mining, there is, as we see on MQ 
really good and competitive tools available. For someone that is looking for ease of 
use rather than complete documentation we would highly suggest they take KNIME 
or RapidMiner. On the other hand, if there is need to understand every step and out-
put of method, it is better to use R because there is a much bigger community for it. 
A last point is that this is possible to use both because nearly every Analytics soft-
ware is integrating R as a scripting language.  
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4.5 Evaluation of own-learning 
 
Data mining is a really complex topic that mix multiple knowledge such as databases, 
machine learning or statistics. To understand it, you have to be aware of all these 
fields. As my company was not knowing this field, I have to first read some book to 
understand this field. I have used the following book for my own-learning. 
 
Data mining et statistique décisionnelle - ISBN : 9782710810179 
Modélisation Predictive et Apprentissage Statistique avec R - ISBN : 9782710811589 
Statistiques avec R – ISBN : 9782753519923 
 
These books gave me a good understanding of the data mining field, scripting lan-
guage and project management.  
After that with R, I based my research a lot on the R-bloggers website or directly on 
the language documentation. Youtube videos and stacks exchange post also helped 
me in a lot for both technical and theoretical understanding.  
The most difficult part of this learning process was to understand the statistical as-
pect behind each function. Every output is full of calculation and measurement. I am 
not convinced that all the decisions I made were correct because it was my first pro-
ject in this field. As I spoke with some data analyst, they told me that this field re-
quire at least a master or PhD in Mathematics and statistics. I think that I learned a 
lot from that field including R language but this topic require more than 3-month in-
ternship to master it. 
 
For the people that are planning to learn both data mining or R programming, I am 
strongly suggesting you take the datacamp course, watch video and YouTube and 
have a professional book in order to see all points of view. Data camp is a website 
that is giving the best tutorial on R language and data analysis. It cost around ten to 
twenty euro per month. (DataCamp, 2016) 
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4.6 Methodology 
 
From the topic of this thesis a lot of knowledge needs to be assimilated in order to 
fully answer this research question. In order to answer them and conduct a data min-
ing project, we first had to have a good understanding of data mining. The books 
presented in the section 4.6 Evaluation of own-learning permitted us to have a good 
first look on the subject. In these literature, the importance of R in data mining was 
rapidly getting bigger and bigger. As these books were explaining their point of view, 
we have also searched some other sources to cross the information as well as learn R 
language.  
To learn that programming language, website like Code School are providing gentle 
introduction to the subject. Other applications, such as Kaggle, are providing dataset 
and script to learn data science. We have followed some research and visualization 
on that platform, then we start to practice R Programming.  
Further R learning was done with the help and documentation of that language be-
cause it is really well-structure and easily accessible with the command ?Function-
Name. If the answer cannot be found directly on the help, other sources such as 
Stack overflow are providing solutions for almost every problem. 
After that, we looked at the different software available. Two of them (KNIME and 
RapidMiner) were tested but the community was not big enough to answer the ques-
tions we were having. 
As we see in this section, we have chosen the most difficult software so we have eas-
ily access to resources and help. This clearly shows us that the methodology used in 
this thesis is a constructivist method. Knowledge on this topic was created by experi-
ences and real case study rather than learning directly from a teacher. This way of 
working is really different from the school way of learning because critical thinking 
and independent learning are key factors. If a constructivist method has allowed us 
to gather a mass of knowledge, we think that an expert on the subject could be help-
ful to facilitate some theoretical point, especially in the statistical domain.  
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5 Conclusion 
 
Main goals of this research was to prove that small business can also perform analysis 
on their data, that today’s software are available for small business in form of open-
source software. In this thesis we first have had an insight of the theoretical part, 
what can be used and what can be found. It has shown us that this gigantic amount 
of data will keep increasing and that data mining today is an unavoidable way to keep 
an eye on data.  
 
Then with the case study we saw, with a simple accounting database, that it was even 
possible to perform analysis on it. We saw all steps of the KDD process with expla-
nations. As the result was not as promising as we expected, we discovered many 
problems that can arise from a project. These encountered complications are im-
portant lessons learned and a next project should really benefit from them.  
 
Then we discussed the question of the data mining availability for small companies. 
We saw that the market was willing and transforming itself to a data-driven market. 
As the today’s goal for SMB is the Business intelligence, we can expect them to be 
interested in data mining as soon as they are going to reach this level.  
 
As with saw on the Gartner Magic Quadrant open source software is now more and 
more leading the market. With their community commitment, they will evolve faster 
than other licenced software. This shows us that the software creators are ready to 
democratize this field for all kinds of business, small or big.  
 
If data mining is not today in all small business priority, it will certainly come when 
they will be mature enough. At some point this technology will be a must have and 
companies who won’t have it will struggle to survive. We want to conclude this thesis 
by this quote: “Intelligence is based on how efficient a species became at doing the 
things they need to survive.” (Darwin, 1859) 
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