Measuring and Modeling the Conductivity of Highly Insulating Materials by King, David
Utah State University 
DigitalCommons@USU 
Physics Capstone Project Physics Student Research 
8-1-2017 
Measuring and Modeling the Conductivity of Highly Insulating 
Materials 
David King 
Utah State University 
Follow this and additional works at: https://digitalcommons.usu.edu/phys_capstoneproject 
 Part of the Physics Commons 
Recommended Citation 
King, David, "Measuring and Modeling the Conductivity of Highly Insulating Materials" (2017). Physics 
Capstone Project. Paper 58. 
https://digitalcommons.usu.edu/phys_capstoneproject/58 
This Report is brought to you for free and open access by 
the Physics Student Research at DigitalCommons@USU. 
It has been accepted for inclusion in Physics Capstone 
Project by an authorized administrator of 









































Figure	 3	 illustrates	 diffusive	 (left)	 and	 dispersive	 (right)	 transport	 to	compare	 the	 two	 mechanisms.	 In	 diffusive	 transport,	 the	 charge	 front	 broadens	symmetrically	 and	 travels	 intact	 until	 it	 reaches	 the	 far	 side	 of	 the	 sample	 at	 the	transit	 time.	 In	 dispersive	 transport	 however,	 the	 charge	 front	 distorts	asymmetrically	and	the	majority	of	the	charge	distribution	does	not	move	across	the	sample.	On	the	contrary,	the	transit	time	occurs	when	the	leading	edge	of	the	charge	distribution	 reaches	 the	 far	 side	 of	 the	 sample,	 but	 a	 large	 part	 of	 the	 charge	distribution	has	not	moved	from	its	initial	position.		Lastly,	 the	 parameter	 α	 is	 indicative	 of	 the	 width	 of	 trap	 state	 energy	distribution,	i.e.	the	concentration	of	states	at	specific	energy	levels,	which	relates	to	the	 level	 of	 disorder	 in	 the	 material	 [1].	 Because	 α	 represents	 these	 intrinsic	material	properties,	 the	theory	behind	(2)	predicts	α,	 in	 the	dispersive	and	transit	terms,	will	be	the	same	for	each	material.	So,	because	α	should	be	the	same	for	both	dispersive	and	transit	mechanisms,	the	sum	of	power	law	exponents	(1	–	α)	+	(1	+	α)	 should	 be	 equal	 to	 2;	 this	 then	 is	 a	 measure	 of	 the	 viability	 of	 (2)	 based	 on	experimental	results	[3].		













	 42.7	-	end	 0.05		The	 thicknesses	 of	 the	 samples	 used	were	 as	 follows:	 unirradiated	 PI	 was	26.0±0.05	μm	and	2%	systematic	uncertainty;	radiated	PI	was	26.3±0.3	μm	and	2%	systematic	uncertainty;	and	LDPE	was	28.3±0.3	μm	and	2%	systematic	uncertainty.		The	PI	and	LDPE	were	both	obtained	as	sheets	from	GoodFellow.	These	sheets	were	then	cut	to	fit	on	a	sample	plate	(front	electrode	in	Figure	1,	left).	The	samples	were	prepared	by	cleaning	them	with	isopropyl	alcohol	and	baking	them	in	the	USU	bake-out	chamber	for	four	days.	This	chamber	heats	the	samples	to	approximately	110°	C	for	PI	and	65°	C	for	LDPE	at	vacuum	of	less	than	or	equal	to	1x10-6	Torr	to	drive	off	any	moisture	or	other	volatile	contaminants.	After	this,	the	samples	were	placed	in	a	nitrogen-filled,	enclosed	environment	until	they	were	placed	in	the	CVC	chamber	for	testing.		Samples	 of	 PI	 were	 irradiated	 for	 a	 total	 of	 425.34	 hr	 in	 the	 USU	 Space	Survivability	Test	 (SST)	 chamber.	The	samples	were	 located	approximately	10	cm	from	the	Sr90	beta	radiation	source	and	were	irradiated	at	a	dose	rate	of	0.80±0.02	krad/hr.	Thus,	the	total	ionizing	dose	was	340±5	krad.	The	samples	were	removed	from	the	SST	chamber	four	times,	three	of	which	were	for	extended	periods	(greater	than	 15	 minutes).	 The	 samples	 were	 kept	 in	 a	 sealed	 plastic	 bag	 to	 minimize	exposure	 to	air	during	periods	when	 they	were	not	 in	vacuum.	When	the	samples	were	outside	 the	chamber	 for	extended	periods	and	when	 they	were	removed	 for	the	 final	 time,	 they	were	placed	 in	a	nitrogen-filled,	enclosed	environment.	The	PI	sample	 was	 in	 the	 nitrogen-filled	 environment	 for	 17.8	 days	 ±0.1	 hr	 following	irradiation	and	prior	to	conductivity	tests.	
II. RESULTS			 Having	obtained	the	current	versus	time	data	for	unirradiated	PI,	radiated	PI,	and	LDPE,	the	conductivity	was	calculated	and	graphed	in	Igor	Pro.	The	measured	
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current	data	were	adjusted	to	remove	a	constant	zero	offset	current.	The	zero	offset,	or	background,	current	was	measured	prior	to	applying	the	voltage	by	allowing	time	for	 the	sample	 to	show	a	steady,	equilibrium	current	without	any	applied	voltage.	This	 offset	 current	was	 later	 calculated	 and	 subtracted	 from	 the	 data	 in	 Igor	 Pro.	The	conductivity	versus	time	curve	was	then	fit	with	the	model	in	(2)	to	determine	the	viability	of	 the	model	and	underlying	theory.	 	Also,	 the	conductivity	data	were	smoothed	in	Igor	Pro	using	a	box	algorithm.	PI	and	radiated	PI	were	averaged	using	200	data	points	(250	s)	and	LDPE	using	100	data	points	(120	s),	respectively.	Using	this	many	points	to	average	these	data	is	justified	because	LabView	recorded	a	data	point	approximately	every	1.5	s.	The	shortest	data	collection	time	was	107.8	hr,	or	about	3.9x105	s.	This	correlates	to	roughly	2.6x105	data	points	for	the	shortest	run.	However,	 smoothing	 conductivity	 data	 is	 not	 justified	 in	 the	 polarization	 region	(about	the	first	150	s	after	the	voltage	is	applied),	because	this	region	contains	only	around	50	to	100	data	points	and	the	current	is	changing	rapidly.		 The	precision	of	time	measurements	were	on	the	order	of	±0.1	s.	Except	for	the	 first	 few	 data	 points	 related	 to	 polarization,	 the	 uncertainties	 in	 time	 were	negligible,	 smaller	 than	 the	width	of	 the	data	points.	Random	error	 in	 the	current	measurements	 was	 determined	 by	 the	 method	 in	 [5]	 and	 calculated	 in	 Igor	 Pro.	There	 was	 also	 a	 systematic	 error	 of	±5%	 in	 current	 measurements	 due	 to	 the	Keithley	616	electrometer.	Short-term	transients	in	current,	particularly	evident	at	low	currents	(see	Figure	8)	are	due	to	external	stimuli,	such	as	motion	in	the	room.	The	 area	 uncertainty	 was	 1.9±0.02	 cm2	 (±1%)	 and	 ±4%	 systematic	 uncertainty.	Systematic	errors	in	area	are	dominated	by	uncertainties	in	the	contact	area	and	the	effective	electrode	area	[1].	The	uncertainties	in	sample	thicknesses	were	as	follows:	unirradiated	PI	was	26.0±0.5	μm	(±2%)	and	2%	systematic	uncertainty;	radiated	PI	was	26.3±0.3	μm	(±1%)	and	2%	systematic	uncertainty;	and	LDPE	was	28.3±0.3	μm	(±1%)	and	2%	systematic	uncertainty.	The	random	errors	in	the	applied	voltage	for	each	material	are	listed	in	Table	1	as	the	relative	uncertainty	in	the	applied	voltage	from	when	 the	 voltage	was	 applied	 (tp0)	 to	 the	 end	 of	 data	 collection.	 Systematic	uncertainties	in	voltage	were	negligible.	The	random	error	in	the	dark	conductivity,	in	accord	with	[5],	was	calculated	by	addition	in	quadrature	of	the	random	errors	in	current,	voltage,	thickness,	and	area.	This	yielded	a	precision	of	2%	for	unirradiated	PI,	 radiated	 PI,	 and	 LDPE.	 The	 accuracy	 in	 dark	 conductivity	 for	 unirradiated	 PI,	radiated	PI,	and	LDPE	was	11%.	This	was	calculated	by	addition	of	 the	systematic	uncertainties	 in	 current,	 voltage,	 thickness,	 and	 area;	 this	 is	 dominated	 by	 the	systematic	uncertainties	in	current	and	area.	The	percent	fractional	residual	of	the	conductivity	model	(2)	was	calculated	from	the	following	equation:	 (! ! !"#!! ! !"#")!(!)!"# ∗ 100%	 	 	 	 (3)		This	was	then	plotted	to	show	how	well	the	model	fit	the	conductivity	data.		The	 uncertainty	 in	 the	 transit	 time,	 τtransit,	 was	 determined	 by	 finding	 the	width	of	the	curve,	or	kink,	in	the	data	around	the	transit	time.	This	curve	was	most	distinct	when	the	dark	conductivity	had	been	subtracted	from	the	conductivity	data	(Figure	4).	For	the	other	fitting	parameters,	the	uncertainty	was	determined	by	the	
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	𝜎!"#$! 	 (1.1±0.2)x10-19	 (1.5±0.2)x10-19	 (1.6±0.6)x10-18	𝜎!"#$%! 	 (3.0±0.6)x10-18	 (4.7±0.8)x10-18	 (5±2)x10-17	𝜎!"# (Ωcm)-1	 (1.34±0.03)x10-20	 (2.07±0.04)x10-20	 (8.3±0.2)x10-19	tP0	(hr)	 0.1504	 0.26523	 0.75833	











	τtransit		(hr)	 40±2	 25±1	 25.8±0.4	
αdisp	 0.49±0.04	 0.57±0.05	 0.5±0.1	
αtrans	 0.40±0.06	 0.50±0.05	 0.5±0.1	
(1-αdisp	)+(1+αtrans	)	



































































































































































































 Smoothed PI Conductivity
 Modeled Conductivity
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the	data	collected	are	fit	by	(2).	The	parameters	resulting	from	fitting	the	LDPE	data	with	(2)	and	(5)	are	displayed	in	Table	2.	The	model	of	(2)	does	not	fit	the	LDPE	data	as	well	in	the	region	from	1.5	hr	to	20	hr	(Figures	43).	This	is	believed	to	be	due	to	temperature	variations	in	the	CVC	chamber	 (Figure	 49).	 The	 recorded	 temperature	 in	 that	 region	was	 highly	 erratic	and	 displayed	 jumps	 of	 2.5	 K	 in	 about	 one	 second,	 which	 did	 not	 correlate	 to	temperature	variations	 in	 the	room	(more	accurately	depicted	by	Figure	34	 in	 the	region	 after	 about	 42	 hr	 based	 on	 the	 room	 temperature	 conjectured	 from	 the	experience	of	the	experimenters).	The	region	from	when	the	voltage	was	turned	on	(tp0)	to	25	hr	had	a	standard	deviation	in	temperature	of	0.6	K	and	the	region	from	25	hr	to	the	end	of	the	data	run	had	a	standard	deviation	of	0.3	K.	So,	the	region	in	question	 had	 double	 the	 standard	 deviation	 of	 the	 less	 noisy	 period.	 Thus,	 the	temperature	data	 in	 these	areas	may	have	been	erroneously	 recorded	by	 the	data	measurement	 system,	 yielding	 inaccurate	 data	 there.	 Because	 of	 that,	 it	 was	 not	possible	 to	 determine	 if	 temperature	 fluctuations	 could	 have	 caused	 variations	making	the	models	not	fit	the	data	well	in	that	region.	However,	as	shown	in	Figures	43	and	45,	(2)	and	(5)	fit	the	LDPE	conductivity	data	even	better	than	(2)	and	(4)	fit	the	unirradiated	PI	and	radiated	PI	data.		As	shown	in	Figures	43	and	45,	the	majority	of	the	LDPE	data	is	fit	to	within	±15%	by	both	(2)	and	(5)	and	the	models	of	(2)	and	(5)	are	nearly	identical	in	fitting	the	LDPE	data.	Figure	47,	based	on	the	smoothed	LDPE	conductivity,	shows	that	the	majority	of	data	points	are	fit	to	within	±10%	by	(2).	The	accuracy	of	(2)	and	(5)	in	the	 polarization	 part	 of	 the	 data	 is	 shown	 in	 Figures	 44	 and	 46	 because	 the	smoothed	 conductivity	 is	 not	 accurate	 in	 that	 area.	Upon	 examination,	 Figures	44	and	46	show	that	there	is	virtually	no	difference	for	this	LDPE	data	between	(2)	and	(5)	in	the	polarization	region	as	well.	In	fact,	as	shown	in	Figures	44	and	46,	looking	at	the	time	between	0.76	hr	and	0.78	hr,	the	data	is	fit	slightly	better	by	(5)	than	by	(2).	Other	than	that,	there	is	no	noticeable	difference	between	the	two	models.	Thus,	the	polarization	term	has	no	significant	contribution	to	the	model	of	conductivity	for	this	LDPE	data.	Here,	as	with	unirradiated	and	radiated	PI,	there	appear	to	be	two	classes	of	agreement	with	the	modeled	conductivity.	Short-term	variations	occur	on	two	time	scales:	on	the	order	of	minutes	to	hours	and	on	the	order	of	tens	of	hours.	For	the	scale	of	minutes	to	hours,	variations	are	on	the	order	of	1%	(Figure	47).	For	time	scales	on	the	order	of	tens	of	hours,	variations	are	on	the	order	±1-14%	(Figure	47).	Figure	47	also	shows	a	long-term	trend	(see	10	hr	to	102	hr)	that	is	±6%.	The	longer	trend	may	be	due	to	systematic	errors	such	as	temperature	or	current	zero	drifts,	as	 is	hypothesized	with	unirradiated	and	radiated	PI.	The	sharp	decrease	 in	conductivity	from	100-107	hr	is	believed	to	be	due	to	temperature	effects	(Figures	39	and	49).	Figure	47	shows	the	accuracy	of	both	(2)	and	(5),	when	not	considering	the	polarization	area	of	 the	data.	 It	 is	 seen	 from	this	 that	 (2)	and	(5)	over-predict	 the	LDPE	 conductivity	 data	 in	 a	 couple	 regions	 (50-72	 hr	 and	 76-92	 hr)	 and	 under-predict	 in	 the	 region	 of	 1.5-20	 hr	mentioned	 previously.	 Figures	 44	 and	 46	 show	that	both	fits	over-predict	the	LDPE	data	in	the	polarization	region.	This	is	because	the	dispersive	term	dominates	there	and	over-predicts	 the	data	(Figure	41).	Using	
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values	for	αdisp	and	𝜎!"#$! 	that	better	fit	the	region	from	1.5-10	hr	was	attempted.	This	resulted	 in	 a	 fit	 using	 (5)	 that	 under-predicted	 in	 the	 polarization	 region,	 which	allowed	for	altering	the	modeled	conductivity	using	(2)	and	also	attempting	to	use	a	three-polarization	fit	with	(4).	However,	this	change	in	the	dispersive	term	resulted	in	disagreement	of	up	to	20%	between	the	modeled	conductivity,	 for	both	(2)	and	(4),	 in	 the	 region	of	10-25.8	hr.	The	 change	 in	values	 for	 the	dispersive	 term	also	produced	a	value	 for	αdisp	 that	did	not	agree	within	error	with	 the	value	 for	αtrans.	Therefore,	while	this	change	did	produce	an	improved	accuracy	in	the	polarization	region	 for	 models	 using	 (2)	 and	 (4),	 it	 decreased	 the	 accuracy	 of	 modeled	conductivity,	 for	 both	 (2)	 and	 (4),	 in	 the	 region	 from	 10	 hours	 to	 τtransit	 by	 up	 to	20%.	 	 For	 those	 reasons,	 it	 was	 decided	 that	 the	 values	 given	 for	 the	 dispersive	terms	in	Table	1	should	be	the	ones	used	in	this	experiment	because	they	produced	the	most	accurate	overall	modeled	conductivity.	
III. Discussion	and	Conclusions		 Figures	 13,	 28,	 and	 43	 show	 the	model	 of	 conductivity	 in	 (2)	 fits	 all	 three	data	 sets	well.	 This	 can	be	 seen	by	 inspection	 of	 these	percent	 fractional	 residual	plots.	 Also,	 using	 the	 smoothed	 conductivity	 and	 Figures	 17,	 32,	 and	 47,	 it	 is	apparent	 that	 (2)	 is	 a	 very	 accurate	 model	 of	 conductivity	 for	 these	 materials.	However,	Figures	14,	29,	and	44	show	that	(2)	does	not	fit	the	conductivity	well	in	the	polarization	region	of	the	data.	The	three-polarization	model	of	(4)	increases	the	accuracy	of	the	modeled	conductivity	in	unirradiated	PI	and	radiated	PI	to	≤±2%	for	unirradiated	PI	(Figure	16)	and	≤±3%	for	radiated	PI	(Figure	31)	in	the	polarization	region	 of	 the	 conductivity	 data.	 But,	 LDPE	 is	 fit	 just	 as	 well	 by	 (5),	 without	 any	polarization,	as	by	 (2)	 (see	Figures	44	and	46).	 	This	 implies	 that	 the	polarization	processes	taking	place	differ	based	on	material.	Furthermore,	in	[8],	it	is	stated	that,	though	 LDPE	 has	 a	 non-polar	 structure,	 fast	 polarization	 times	 are	 evident	 in	 its	measured	 conductivity	 using	 the	 CVC	method.	 This	 study	would	 suggest	 that	 the	initial	 curve,	 or	 the	 polarization	 region	 of	 the	measured	 conductivity	 (Figure	 40)	does	not	have	a	steep	curve	due	to	a	polarization	mechanism.	This	is	suggested	by	Figures	44	and	46,	which	 indicate	negligible	contributions	due	 to	any	polarization	term	 in	 the	 modeled	 conductivity.	 However,	 this	 cannot	 be	 said	 conclusively	because	 other	 attempts	were	made	 at	 fitting	 the	 LDPE	 conductivity	 data	 that	 did	include	polarization	terms.	These	were	accurate	to	within	±10%	in	the	polarization	region,	but	decreased	the	accuracy	by	up	to	20%	in	the	interval	between	10	hr	and	25.8	 hr	 (τtransit).	 To	 determine	 the	 specific	 polarization	 processes,	 or	 lack	 thereof,	will	require	additional	experimentation	and	research.	As	shown	in	Figures	43	and	45,	neither	(2)	nor	(5)	fit	the	LDPE	data	as	well	in	the	1.5	hr	to	20	hr	region.	But	this	is	believed	to	due	to	temperature	fluctuations	in	 the	CVC	chamber	and	 the	 temperature	dependence	of	 the	sample.	Temperature	fluctuations	also	appear	to	have	affected	the	conductivity	of	radiated	PI	(Figures	24	and	34).	The	decreased	accuracy	of	the	models	in	(2)	and	(4)	during	this	region	of	fluctuating	temperature	can	be	seen	in	Figure	32.	The	changes	in	conductivity	due	to	
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LDPE	 0.9±0.2	 0.29±0.07	 9±7	 10±6	
Unirradiated	PI	 1.8±0.3	 0.6±0.1	 20±5	 11±3	







































residual	voltage	(calculated	using	a	generalization	of	(3))	to	more	clearly	show	the	deviation	 from	 linear	 voltage	 drift	 (Figure	 52	 for	 unirradiated	 PI,	 Figure	 58	 for	radiated	 PI,	 and	 Figure	 64	 for	 LDPE).	 The	 displacement	 current	 due	 to	 these	temperature	fluctuations	with	time	was	calculated	using	the	following	equation		 𝐼! = !!!! !"!" 	 	 	 		 	 			(6)		where	ID	is	the	displacement	current,	A	is	the	area	of	the	electrode,	d	is	the	distance	between	 the	 plates	 (here,	 the	 sample	 thickness),	 and	!"!" 	is	 the	 derivative	 of	 the	applied	 voltage	with	 respect	 to	 time.	 First,	 the	 linear	 voltage	drift	was	 subtracted	from	the	applied	voltage	data.	Then,	 the	maximum	value	of	!"!" 	was	calculated	from	the	 resulting	 graph.	 From	 this,	 the	 maximum	 value	 for	 ID	 was	 calculated	 for	unirradiated	PI,	 radiated	PI,	and	LDPE	was	calculated.	The	maximum	values	 for	!"!" 	were	 as	 follows:	 20.1	mV/hr	 for	 unirradiated	 PI,	 30.6	mV/hr	 for	 radiated	 PI,	 and	12.1	 mV/hr	 for	 LDPE.	 This	 resulted	 in	 the	 following	 maximum	 values	 for	displacement	current:	3.31x10-16	A	for	unirradiated	PI,	5.05x10-16	A	for	radiated	PI,	and	2.00x10-16	A	 for	LDPE.	Comparing	these	values	of	displacement	current	to	the	actual	 fluctuations	 in	 current	 shown	 in	 Figures	 54,	 60,	 and	 66	 show	 that	 these	displacement	currents	could	in	no	way	account	for	the	changes	in	current	shown	in	the	data.	However,	Figures	53,	59,	and	65	show	that	the	current	fluctuates	on	almost	the	same	24	hr	temporal	cycles	as	the	changes	in	temperature	(Figures	50,	56,	and	62).	 The	 smoothed	 current	 graphs	 show	 that	 the	 fluctuations	 in	 current	 are	synchronized	with	fluctuations	in	temperature	(Figure	50	for	unirradiated	PI,	Figure	56	 for	 radiated	 PI,	 and	 Figure	 62	 for	 LDPE).	 Furthermore,	 the	 smoothed	 current	graphs	 show	 exactly	 the	 same	 fluctuations	 as	 are	 shown	 in	 the	 smoothed	conductivity;	 the	 main	 difference	 between	 the	 conductivity	 and	 current	 graphs	seems	to	be	a	scaling	factor	(compare	Figures	54	and	55	for	unirradiated	PI,	Figures	60	and	61	for	radiated	PI,	and	Figures	66	and	67	for	LDPE).		Thus,	 the	 fluctuations	 in	 conductivity	 that	 seem	 to	 fluctuate	 with	temperature	 are	 due	 mainly	 to	 fluctuations	 in	 current	 caused	 by	 changes	 in	temperature.	 These	 changes	 in	 conductivity	 due	 to	 the	 temperature	 changes	 are	different	for	unirradiated	PI,	radiated	PI,	and	LDPE,	as	shown	in	Table	3.	The	change	in	conductivity	for	a	1K	change	in	temperature	for	unirradiated	PI	and	LDPE	are	the	same	 within	 error,	 but	 the	 change	 in	 radiated	 PI	 is	 approximately	 eight	 times	greater.	This	would	 indicate	 that	 the	 changes	 in	 conductivity,	 from	 the	 changes	 in	current,	are	due	to	the	fluctuations	in	temperature	affecting	the	material	and	not	the	instrumentation.	Assuming	 that	 the	 conductivity	 is	 proportional	 to	 a	 simple	 Boltzmann	distribution,	 𝜎 ∝ 𝑒!!! !!! 	 	 	 	 	 			(7)		
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and	 assuming	 that	 the	 trap	 states	 affected	 by	 this	 temperature	 range	 can	 be	approximated	as	one	state	(EU	for	unirradiated	PI	(σU)	and	ER	for	radiated	PI	(σR)),	the	change	in	energy	states	due	to	irradiation	may	be	approximated	as	follows:		 !!!! = !"!! = 𝑒!!!! !!! 𝑒!!!! !!! = 𝑒! !!!!!!! !!! 		 	 (8)		The	averaged	temperature	for	the	radiated	and	unirradiated	PI	samples,	during	the	period	when	the	samples	had	reached	equilibrium,	was	297.7	K.	So,	assuming	this	single	temperature	for	both	unirradiated	and	radiated	PI,	the	calculation	continues	as	follows:																																												ln !"!! ∗ 𝑘!𝑇 = Δ𝐸! − Δ𝐸! ≅ 51𝑚𝑒𝑉	 	 	 					(9)		Because	PI	is	orange,	its	band	gap	energy	can	be	calculated	to	be	approximately	2	eV	assuming	 frequencies	of	480-520	THz	 for	orange	 light.	Therefore,	using	 the	above	assumptions,	the	change	effected	by	radiating	PI	was	approximately	a	51meV,	or	2-3%	of	the	band	gap	energy,	shift	in	the	energy	level	in	PI	that	is	activated	at	around	room	temperature.		The	calculated	values	for	α	also	lend	credence	to	(2).	According	to	the	model	of	conductivity	 in	 (2),	αdisp	 should	equal	αtrans.	This	 is	 true	within	acceptable	error	for	 the	unirradiated	PI,	radiated	PI,	and	LDPE	data	shown	(Table	2).	 	Additionally,		(1	–	α)	+	 (1	+	α)	=2	 is	 true	 for	PI,	 radiated	PI,	 and	LDPE	 to	within	error	which	 is	predicted	by	[1].	Both	of	these	factors	support	the	model	and	theory	of	conductivity	in	[1],	which	is	shown	in	(2).	According	to	[7],	the	conductivity	of	unirradiated	PI	was	measured,	using	the	charge	 storage	 conductivity	 (CSC)	 method,	 to	 be	 >5x1019	 Ω.cm.	 The	 dark	conductivity	of	unirradiated	PI	measured	in	this	project	corresponds	to	a	resistivity	of	 (7.4±0.1)x1019	 Ω.cm	 (±2%)	 and	 ±11%	 systematic	 uncertainty.	 Therefore,	 this	project’s	 result	 is	 entirely	 in	agreement	with	 [7]	and	 is	accurate	 to	0.1x1019	Ω.cm.	This	means	 that	 the	CVC	method	can	achieve	 the	 same	results	 as	 the	CSC	method	with	 greater	 accuracy.	 Which	 leads	 to	 another	 conclusion	 of	 this	 project,	 that	 a	primary	 factor	 in	 obtaining	 highly	 accurate	 data	 is	 the	 time	 allowed	 for	 data	collection.	Long	 time	 scales,	 far	 longer	 than	anticipated	at	 the	 start	of	 the	project,	are	 required	 to	 measure	 the	 conductivity	 accurately	 and	 capture	 the	 different	conductivity	mechanisms.	Initial	data	collection	times	were	on	the	order	of	20	hrs.	Later,	 long	 data	 collection	 times	 (100-230	 hr)	 were	 attempted	 and	 it	 was	determined	 that	 charge	 fronts	 can	 take	 from	 25	 to	 40	 hours	 to	 travel	 the	approximately	25	μm	width	of	the	sample	as	measured	by	the	transit	time	crossover	from	dispersive	to	transit	conductivity.	It	 is	 interesting	 to	note	 that,	while	 the	dark	 conductivity	of	unirradiated	PI	and	radiated	PI	are	not	different	by	even	one	order	of	magnitude,	they	differ	by	15	hr	 in	 their	 transit	 times	 (Table	2).	 It	 is	hypothesized	 this	may	be	due	 to	 radiation	increasing	the	number	of	shallow	energy	defects	in	the	radiated	PI.	This	could	allow	for	 a	 decreased	 transit	 time	 and	 would	 be	 consistent	 with	 a	 similar	 increase	 in	
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temperature	 dependence	 of	 conductivity	 in	 PI	 after	 radiation,	 which	 is	 what	 was	observed	in	this	experiment	with	radiated	PI.	In	 comparing	 the	 USU	 CVC	 chamber	 to	 commercial	 systems,	 the	 best	commercial	 system,	 by	 Keithley,	 can	measure	 resistivities	 as	 high	 as	 1x1018	 Ω.cm	according	 to	 instrumentation	 specifications	 and,	 under	 ideal	 circumstances,	 is	capable	 of	 measuring	 resistivities	 of	 up	 to	 approximately	 1x1019	 Ω.cm.	 In	 this	project,	 the	 CVC	 chamber	 measured	 up	 to	 (7.4±0.1)x1019	 Ω.cm	 and,	 at	 780	 V,	presently	 has	 a	 theoretical	 limit	 of	 5x1021	Ω.cm.	 Thus,	 the	USU	CVC	 system,	 in	 its	present	 configuration,	 is	 500	 to	 5000	 times	 more	 sensitive	 than	 standard	commercial	systems.	Future	 work	 with	 the	 CVC	 chamber	 includes	 improving	 the	 conductivity	model	 of	 (2),	 continuing	 to	 measure	 the	 conductivity	 of	 radiated	 samples,	 and	measuring	 the	 temperature	 dependence	 of	material	 conductivity.	 To	 improve	 the	conductivity	model	 in	 (2),	 it	 is	 recommended	 that	 a	more	 complex	 description	 of	polarization	 be	 developed.	 As	 shown	 in	 Figures	 16	 and	 31,	 including	 more	polarization	terms	increases	the	physical	accuracy	of	the	model	for	unirradiated	PI	and	 radiated	 PI,	 resulting	 in	 (4).	 However,	 merely	 adding	 extra	 exponentials	 to	different	parts	of	the	data	may	not	be	the	best	method	of	developing	(2)	further.	The	improved	polarization	contribution	should	have	terms	that	correspond	to	the	actual	physical	 polarization	 processes	 taking	 place.	 To	 test	 this,	 the	 CVC	 chamber	 data	collection	software	will	 likely	need	to	be	modified	 to	 take	an	 increased	number	of	data	 points	 in	 the	 first	 few	 seconds	 and	minutes	 after	 the	 voltage	 is	 applied.	 	 An	additional	term	will	also	need	to	be	included	in	the	model	to	account	for	the	finite	rise	time	of	the	voltage	source	[1].	Some	 preliminary	 testing	 of	 the	 temperature	 dependence	 of	 LDPE	 and	 PI	conductivity	 was	 attempted	 and	 some	 analysis	 of	 temperature	 dependence	 was	shown	in	this	paper.	However,	in-depth	analysis	and	data	collection	of	temperature	dependence	was	abandoned	in	favor	of	taking	room	temperature	data	to	study	and	fit	that	with	the	model	from	[1].	The	CVC	chamber	is	currently	equipped	with	both	heating	elements	and	a	 cooling	 system.	So,	 studying	 temperature	dependence	will	not	require	excessive	chamber	modification.																
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