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Abstract
To date, an outstanding issue in hydrologic data assimilation is a proper
way of dealing with forecast bias. A frequently used method to bypass this
problem is to rescale the observations to the model climatology. While this
approach improves the variability in the modeled soil wetness and discharge,
it is not designed to correct the results for any bias. Alternatively, attempts
have been made towards incorporating dynamic bias estimates into the as-
similation algorithm. Persistent bias models are most often used to propagate
the bias estimate, where the a priori forecast bias error covariance is calcu-
lated as a constant fraction of the unbiased a priori state error covariance.
The latter approach is a simplification to the explicit propagation of the
bias error covariance. The objective of this paper is to examine to which
extent the choice for the propagation of the bias estimate and its error co-
variance influence the filter performance. An Observation System Simulation
Experiment (OSSE) has been performed, in which ground water storage ob-
servations are assimilated into a biased conceptual hydrologic model. The
magnitudes of the forecast bias and state error covariances are calibrated by
optimizing the innovation statistics of groundwater storage. The obtained
bias propagation models are found to be identical to persistent bias mod-
els. After calibration, both approaches for the estimation of the forecast bias
error covariance lead to similar results, with a realistic attribution of error
variances to the bias and state estimate, and significant reductions of the
bias in both the estimates of groundwater storage and discharge. Overall,
the results in this paper justify the use of the traditional approach for online
bias estimation with a persistent bias model and a simplified forecast bias
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error covariance estimation.
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1. Introduction
Hydrologic models, which simulate the partitioning of rainfall into in-
filtration and surface runoff, and the partitioning of the net radiation into
sensible, latent and ground heat fluxes, have been used for decades. Due
to errors or uncertainties in the meteorological forcing data, the parameters,
the land cover, soil, and topographic input data, and the model formulation,
these models are prone to errors. One way of correcting the model results
is to periodically update the model using externally obtained data (i.e. in-
depedent from the modeling system), which is commonly referred to as data
assimilation [20].
Data assimilation for state updating aims at correcting for random error,
but most hydrological data assimilation systems suffer from autocorrelated
error, or bias, in either the observations or model simulations. A first method-
ology to remove the systematic mismatch between the model results and the
observations was developed by Reichle and Koster [25]. In this algorithm,
the external observations are rescaled, in order to match their Cumulative
Density Function (CDF) to the CDF of the model forecasts. In other words,
this method applies a static rescaling of the external data, and aims at as-
similating anomaly information into the model. A different way of dealing
with the bias issue is to modify the data assimilation algorithm, so the biases
(forecast and/or observation) are estimated dynamically, in addition to the
model state variables. This approach, focusing on forecast bias, was first in-
troduced in meteorology [6, 7], and was then applied in land surface models
[2, 12, 4, 3, 26]. Other studies have focused on the estimation of observation
biases in addition to the model state variables. In meteorology, examples are
Derber and Wu [9], Auligne´ et al. [1], Dee and Uppsala [8], and Fertig et al.
[17]. Examples in hydrology that focus on the removal of remotely sensed
soil moisture and temperature biases in a data assimilation framework can
be found in Montzka et al. [23] and Draper et al. [11].
In the data assimilation algorithm that is arguably most frequently used
in hydrology, the Kalman filter, two approaches have been used to esti-
mate forecast biases in addition to the state variables. More specifically,
the state vector can be augmented to include the bias estimates, as is ap-
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plied in Dre´court et al. [12] and Kollat et al. [19]. A different approach is to
apply the Kalman filter for the state estimates, and to run a second Kalman
filter in parallel for the bias estimates [12, 4].
All previously mentioned studies have focused on estimating either the
forecast bias, the observation bias, or a lumped observation and forecast bias
in addition to the state variables. A first attempt to estimate both these
biases individually and simultaneously in a synthetic framework was proposed
by Pauwels et al. [24] for the assimilation of discharge into a conceptual
hydrologic model.
A common feature of all studies focusing on separate bias and state vari-
able estimation is a simplified propagation of the forecast bias and its error
covariance. More specifically, the bias is often assumed to be persistent and
the error covariance is calculated as a fraction of the a priori error covariance.
This is a simplification of the explicit temporal propagation of the error co-
variances. The impact of this inconsistency, and the general lack of estimates
for bias error covariances in general, on the performance of the filter is still
not understood.
In this paper, we optimize the magnitude of the forecast bias error vari-
ances and we evaluate the impact of the choice of error propagations in a
two-stage state and bias estimation method. The parameters of the bias esti-
mation algorithm are estimated through a combination of global optimization
and data assimilation. The method is applied in a synthetic assimilation case
where groundwater storage is assimilated to improve discharge. For future
applications, remotely sensed or in situ groundwater storage observations
could be assimilated [13, 31, 10].
2. Site and Data Description
The study is performed in the Zwalm catchment in Belgium. Troch et al.
[29] provide a complete description of this test site; only a very short overview
is given here. The total drainage area of the catchment is 114.3 km2 and the
total length of the perennial channels is 177 km. The maximum elevation
difference is 150 m. The average annual temperature is 10 oC, with January
the coldest month (mean temperature 3 oC) and July the warmest month
(mean temperature 18 oC). The average annual rainfall is 775 mm and is dis-
tributed evenly throughout the year. The annual actual evapotranspiration
is approximately 450 mm.
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Meteorological forcing data with a one-day time step from 1994 through
2002 were used in this study. The precipitation and all the variables needed to
calculate the potential evapotranspiration using the Penman-Monteith equa-
tion were measured at the meteorological station in Kruishoutem. Discharge
was measured continuously at the catchment outlet in Nederzwalm with an
hourly time step, and daily averaged observations are derived for validation
purposes.
3. Model Description
The Hydrologiska Byr˚ans Vattenbalansavdelning (HBV) model, of which
Figure 1 shows a schematic, was originally developed by Linstro¨m et al. [21].
In this paper, the version of Matgen et al. [22] is applied. The model uses ob-
served precipitation (Rtot(t)) and potential evapotranspiration (ETP (t)) as
input, both in ms−1. t is the time in seconds. These are the only meteorolog-
ical data sets needed to apply the model. Discharge is needed for calibration
and validation, and an estimate of the catchment size is also needed to make
the units of the modeled discharge consistent with the observations. The soil
water in a catchment is divided into a soil reservoir (S(t), m), a slow reservoir
(S1(t), m), and a fast reservoir (S2(t), m). These reservoirs constitute the
three prognostic variables of the system.
A number of fluxes are calculated, which depend on the state variables
of the system. The actual evapotranspiration ETR(t) (m3s−1) is first deter-
mined:
ETR(t) =
1
λ
S(t)
Smax
ETP (t) (1)
λ is a dimensionless parameter, and Smax is the storage capacity of the soil
reservoir (m). The infiltration Rin(t) (ms
−1) is calculated as follows:
Rin(t) =
(
1−
S(t)
Smax
)b
Rtot(t) (2)
b is a dimensionless parameter. After this, the effective precipitation Reff (t)
(ms−1) is determined:
Reff (t) = Rtot(t)− Rin(t) (3)
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The percolation D(t) (ms−1) is then calculated:
D(t) = Pe

1− e−β
S(t)
Smax

 (4)
Pe is a percolation parameter (ms−1), and β a dimensionless parameter.
After this, the storage in the soil reservoir at the end of the time step can be
calculated as follows:
S(t+△t) = S(t) + (Rin(t)−ETR(t)−D(t))△t (5)
△t is the time step in seconds. All three storage values are always positive.
The input in the fast reservoir R2(t) (ms
−1) then becomes:
R2(t) = α
S(t)
Smax
Reff(t) (6)
α is a dimensionless parameter. The outflow from this reservoir q2(t) (m
3s−1)
is then determined:
q2(t) = κ2
(
S2(t)
S2,max
)ψ
(7)
S2,max is the storage capacity of the fast reservoir (m), and κ2 (m
3s−1) and
ψ (-) are model parameters. After this, the storage in the fast reservoir at
the end of the time step can be calculated as:
S2(t+△t) = S2(t) + (R2(t)− q2(t))△t (8)
The input in the slow reservoir R1(t) (ms
−1) becomes::
R1(t) = Reff (t)− R2(t) (9)
The outflow from this reservoir q1(t) (m
3s−1) can be calculated as:
q1(t) = κ1S1(t) (10)
κ1 is a model parameter (m
2s−1). Finally, the storage in the slow reservoir
at the end of the time step is calculated:
S1(t+△t) = S1(t) + (R1(t)− q1(t) +D(t))△t (11)
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The total discharge q(t) is simply the sum of q1(t) and q2(t). A triangular
unit hydrograph is used for runoff routing. Since in this paper daily time
steps are used, and the concentration time of the catchment is only 14 hours
[16], no routing needs to be performed for this study.
As a summary, the model contains ten time-invariant parameters (λ,
Smax, b, α, Pe, β, ψ, S2,max, κ2, and κ1), and three state variables per time
step (the storages S(t), S1(t), and S2(t)).
For reasons of computational efficiency, we have used this relatively simple
model instead of a fully physical process-based land surface model. However,
the conclusions drawn from this study can be expected to be valid for any
model.
4. The Data Assimilation Algorithm
4.1. System Description
We will use the same system description as in De Lannoy et al. [4]. The
system state is propagated from time step k-1 to time step k:
x˜k = fk−1,k (x˜k−1,uk,wk−1) (12)
x˜k is the biased state vector, and uk is the vector with model inputs (for
example the meteorologic forcing data). wk−1 is the model error, which is
a random error term with covariance Qk−1. fk−1,k is a nonlinear operator,
propagating states and forcings at time step k − 1 to states at time k. For
the remainder of the paper, variables indicated with a [˜.] refer to biased
variables, while variables without the [˜.] refer to unbiased variables. The
difference between this equation and the equation used in the derivation of
the ensemble Kalman filter [15] is that here biased state variables are used,
while the ensemble Kalman filter is derived using unbiased variables.
The true unbiased state vector xk is defined as:
xk = x˜k − b
m
k (13)
bmk is the true forecast bias. The system is observed as follows:
yk = hk (xk,vk) (14)
yk is the vector with the observations. vk is the zero mean observation error
with covariance Rk, and hk(.) is the nonlinear observation operator.
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The bias vector is propagated in two different ways. Following De Lannoy
et al. [4], the true biases are persistent when moving from time step k− 1 to
time step k:
bmk = b
m
k−1 +w
m
k−1 (15)
wmk−1 is the bias model error, which is a random error term with covariance
Qmk−1. In order to be able to model the bias evolution in a more general way,
the following linear bias model will be tested:
bmk = Cb
m
k−1 + d+w
m
k−1 (16)
C is assumed to be a diagonal matrix, of which the entries need to be cali-
brated. d is a vector, of which the entries need to be calibrated as well. The
exact dimensions of the matrices and vectors will be discussed below (Section
5). It should be noted that a value of zero for d and a unity value for C turn
this bias model into an autoregressive process.
In the following derivation of the filtering algorithm, it is important to
stress that the errors in the forecast biases are assumed independent of the
errors in the unbiased state of the system.
4.2. Propagation of the States and Biases
Figure 2 shows an overview of the equations used in the data assimilation
framework. In a simulation framework, an estimate of the system state is
used in the model. For the remainder of this paper, the notation [ˆ.] refers to
estimated variables. [ˆ.]
−
indicates an a priori estimate (forecast, before the
update), and [ˆ.]
+
an a posteriori estimate (analysis, after the update). The
state model is applied in an ensemble framework, with an ensemble size of
N . First, the a posteriori state estimate is propagated:
ˆ˜x
i−
k = fk−1,k
(
ˆ˜x
i+
k−1,u
i
k,w
i
k−1
)
(17)
i indicates the ensemble member. The filter can be defined both with and
without feedback [6, 12], but in this paper the bias is not fed back into the
model. The system is observed as follows:
yˆi−k = hk
(
xˆi−k , 0
)
, (18)
where xˆi−k is an unbiased state estimate. The persistent biases are propagated
in a deterministic way as follows:
bˆm−k = bˆ
m+
k−1 (19)
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In the case of a more general linear bias model, the biases are propagated
by:
bˆm−k = Cbˆ
m+
k−1 + d (20)
The propagation of the state and bias is summarized in the first step of
Figure 2. Figure 2 also shows that the bias estimates are not fed back into
the model. To present and validate the results, the forecasted bias estimates
are substracted from the forecasted biased state estimates, i.e.
xˆi−k =
ˆ˜x
i−
k − bˆ
m−
k (21)
4.3. Propagation of the Error Covariances
The second step in Figure 2 shows the calculation of the state and bias
error covariances. The left hand boxes refer to the standard practice of
assuming that the biased state error covariance and the forecast bias error
covariance are a fraction of the unbiased state error covariance. This method
was proposed by Dee [5] to simplify the calculation of the Kalman gain for the
bias estimation. The parameter required for this, γ, is determined through
calibration of the assimilation algorithm, as explained in Section 6.
The right hand side boxes of Figure 2 refer to an explicit propagation of
the forecast bias error covariance. Appendix A presents the derivation of
this bias error covariance propagation formulation. In this case the entries
of C and Qm need to determined, as well as the entries in the vector d. The
advantage of this approach is clearly that the forecast bias error covariance
can evolve independently of the state error covariance, and can be optimized
independently.
4.4. State and Bias Updating
The remainder of the algorithm then consists of calculating the gain for
the state and bias variables, updating the state and bias error covariance
using these gains, and updating the state and bias estimates. Finally, the
state estimates (ground water storage) are corrected for bias to present and
validate the results. Yet, the bias correction is not fed back into the model,
meaning that the model does not propagate the unbiased states, but rather
the biased states. The discharge is modeled using the biased state and used
as a direct model output in the validation. The discharge is produced with a
biased system, i.e. a biased state yields an unbiased discharge by desing. It
should be noted that the bias update uses a Discrete Kalman filter (developed
for linear systems), whereas the state update is performed with an ensemble
Kalman filter.
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5. Application of the Data Assimilation Algorithms
As explained in Section 3, there are three prognostic state variables and
one observation. We are using observations of the ground water reservoir (S1)
to update the model. This is the part of the soil profile below the point where
the pore pressure equals the atmospheric pressure down to the impermeable
substrate. This can be measured, for example, by piezometers. We use a
direct observation of the state variable. The main reason for assimilating the
ground water storage is that the ground water storage has a much stronger
impact on the discharge than the surface storage. Discharge observations
will be used as an independent variable for model validation. An example of
a study focusing on the assimilation of remotely sensed ground water storage
values, and examining the impact on the moeled discharge, can be found in
[31].
The observation system can be written as:
xk =

 SS1
S2


k
, yk = [S1]k + vk, H =
[
0 1 0
]
(22)
using a linear, time-invariant observation operator H. Prior to performing
the study, the observability of the system was checked, through calculating
the rank of the observability matrix. This is written as:
Ok =


H
HFk
HF2k
...
HFn−1k

 (23)
n is the number of state variables, and Fk is the Jacobian matrix, resulting
from the linearization of fk−1,k in Equation 12. This rank was found to be
lower than three, which means that the values of the other state variables
cannot be inferred from S1 alone. Under the present setup, the only variable
that can be estimated directly from observations of S1 is S1 itself. This
can be explained by the model structure: S1 receives water directly through
re-infiltration of surface runoff, and indirectly through drainage from S. A
certain value of S1 can thus be obtained using different values of S and S2.
This implies that one can never know what the values of S and S2 are given
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an observation of S1. For this reason, the remainder of the study is focusing
on the estimation of the ground water storage S1 (scalar), its forecast bias
bm (scalar) and the corresponding state and bias error variances (scalars).
6. Bias Model and Error Variance Estimation
6.1. General Framework
Throughout the study, the hydrologic model is applied in an ensemble
mode, with 64 members. Pauwels et al. [24] have performed a sensitivity
analysis with respect to the ensemble size for this model, and concluded that
there was no benefit in using a higher number of ensemble members. Unless
stated differently, the ensemble was generated by adding a Gaussian random
number to all ten parameter values. The mean of this random number is
zero, and the standard deviation is equal to 0.1 times the parameter value.
It was ensured that non-negative values did not occur by setting lower limits
on the obtained values. This is a realistic approach, and since the study
is synthetic, similar conclusions would have been obtained using a different
value.
A first step in the study consisted of calibrating the model using the
observed discharge records at Nederzwalm, in order to obtain realistic pa-
rameter values. The Root Mean Square Error (RMSE) between the daily
simulated and observed discharge was minimized, using Particle Swarm Op-
timization (see Section 6.4). Table 1 provides an overview of the obtained
parameter values.
A synthetic experiment was then performed. The model simulations for
discharge q and ground water storage (S1) obtained using the parameters in
Table 1 were assumed to be the synthetic truth. The synthetic observations
(So1 and q
o) were generated by adding a random number with mean zero and
standard deviation 0.1 mm to the synthetic true S1. Next, a biased truth
was generated by adding a predefined bias of 2.5 mm to the true S1 values
(referred to as the increased S˜1 values). These biased values are then used
to calibrate the rainfall-runoff model with a forecast bias, i.e. the model is
recalibrated, this time by minimizing the difference between the simulated
and increased S˜1 values, without any constraint on the discharge. The re-
sulting biased parameter values are listed in Table 1. We acknowledge that
bias can originate from biased forcings or initial conditions as well. However,
the impact of the initial conditions would be limited in time as any model
eventually converges to its climatology. The biased rainfall-runoff model was
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then applied with explicit random forecast error introduced by perturbing the
precipitation with a random number with mean zero and standard deviation
10% of the observed precipitation, ensuring that negative values were never
obtained. The synthetically observed So1 values (free of bias, with random
error) were then assimilated into the model (with bias and random error).
These results were then evaluated by comparing the data assimilation results
against the synthetic truth.
Three sets of data assimilation experiments were investigated in this Ob-
servation System Simulation Experiment (OSSE) framework. A first set
involves experiments using a two-stage state and bias estimation with cali-
bration of various filter parameters. In addition to the bias-aware Kalman
filters, two other data assimilation strategies were also applied. On the one
hand, the synthetic observations (So1) were assimilated into the model using a
bias-unaware Kalman filter. No filter parameters are estimated for this pur-
pose and the forecast error is generated using the same spread multiplication
factor (the random number with mean zero and stadard deviation 10%, as
defined above) as found after calibration of the bias-aware filter. On the
other hand, the synthetic observations were rescaled so their CDF matches
the CDF of the model simulations. The analysis of the results from these
two algorithms allows us to demonstrate the importance of including bias
estimates in the data assimilation framework.
6.2. The Calibration Set-Up
The calibration of the bias-aware filter experiments involves the estima-
tion of (i) the bias model parameters (the diagonal values of the matrix C,
and the entries in the matrix d, here reduced to scalars), (ii) the bias model
error covariance Qm (here reduced to a scalar variance), or (iii) the filter
parameter γ. All these parameters were assumed constant for the entire
simulation period and were determined by minimizing an objective function.
This objective function only aims at optimal estimation of the error vari-
ances in the Kalman filter, which can be measured by the Gaussianity of the
innovations. More specifically, the normalized innovations for both the bias
and state update equations must be Gaussian, i.e.
yk −Hk
(
ˆ˜x
i−
k − bˆ
m−
k
)
i=1,...,N√
Hk
(
P˜−k +P
m−
k
)
HTk +Rk
≈ N(0, 1),
yk −
(
Hk ˆ˜x
i−
k + v
i
k
)
i=1,...,N√
HkP˜
−
k H
T
k +Rk
≈ N(., 1),
(24)
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respectively. P˜−k and P
m−
k are the biased background error covariance and
the bias error covariance, respectively. The overline indicates the ensemble
average, and vik is an ensemble realization of the observation error (note
again that the state update uses an ensemble Kalman filter). The mean
of the first expression must be zero, and the standard deviation of both
expressions must be equal to one. For this reason, two objective functions
were defined, one for the bias, and one for the state variable, respectively.
These objective functions were calculated by making a Gaussian probability
plot with the ranked innovations (X) as abscissa and the corresponding Z-
value as ordinate. The average of X (X), which should be zero for the bias
update innovations, the correlation between X and Y (R, which should be
one), and the variance of X (σ2X , which should also be one), were used for
this purpose. For the bias, the objective function is written as:
OFb = (1−R)
2 +X
2
+ (1− σ2X)
2 (25)
For the state variable, the objective function is:
OFs = (1− R)
2 + (1− σ2X)
2 (26)
Because the magnitude of these two objective functions is similar, the simple
sum of these two objective functions was minimized:
OF = OFs +OFb (27)
This minimization was performed in two different calibration set-ups. A
first calibration set-up was merely exploratory and focused purely on the
estimation of the forecast bias model and the bias model error variance or
the filter parameter γ, without conducting an independent validation. For
this purpose the objective functions were calculated for the entire simulation
period. In this experiment, synthetic observations were assimilated into the
model with an assimilation interval of 7 days.
A second calibration set-up performed a separate calibration and valida-
tion of the bias model using the optimal calibration case identified during the
exploratory calibration set-up. The calibration period consisted of the first
three years of the simulation period. Using the obtained bias model, error
covariances or filter parameter, the assimilation was applied for the remain-
ing six years of the simulation period, during which the model results were
validated. In this experiment the synthetic observations So1 were assumed
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to be available with an assimilation interval of 3 days. For both calibration
set-ups the parameter values, disturbances, and observations were the same.
In all set-ups, the initial bias estimates bm0 were zero, and the initial bias
error variance (Pm−0 ) was set to 10 m
2. Consequently, at the first time steps,
the filter will practically replace the bias estimate with the initial innovation.
6.3. The Calibration Experiments
The bias model (C and d), the bias model error variance (Qm) and the
filter parameter γ were estimated through the minimization of an objective
function (Equation 27). Two extra calibration experiments were performed.
A first issue that was examined was whether or not it is beneficial to
calibrate the ensemble state forecast spread in addition to the bias models.
As stated in Section 6.1, the model parameters were perturbed by adding
a random number with mean zero and a standard deviation of 0.1 times
the parameter value. In this experiment, this multiplication factor was also
calibrated, and the impact on the obtained results was assessed.
Secondly, we also checked whether it is necessary to have nonzero inter-
cepts (d) in the bias models. In this experiment, d was set to zero, and only
C was calibrated.
6.4. The Global Optimization Algorithm
The parameter estimation algorithm used in this paper, particle swarm
optimization (PSO), is based on the complex, collective behavior of indi-
viduals in decentralized, self-organizing systems. These systems are created
through a population of individuals that interact locally with each other and
with the community. These interactions lead to global behavior, which can
result in the achievement of certain objectives. Examples of such systems in
nature are abundant: ant colonies, swarms of birds, schools of fish, etc. [18].
For a complete description of the algorithm we refer to Scheerlinck et al. [27].
The results of PSO depend on the choice of several parameters: the pop-
ulation size Np, the cognitive parameter c1, the social parameter c2, and the
inertia weight w. Engelbrecht [14] found that a good value for the population
size Np is 30. In order to determine good values for the parameters c1, c2,
and w, an exhaustive search was performed when calibrating the model using
discharge observations. 36 Iterations were applied. The parameter c1 was
varied between 0.8 and 1.7, c2 between 1 and 2.1, and w between 0.2 and
0.5, with steps of 0.1. The parameter values were chosen in the convergence
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domain of particle swarm optimization, i.e., the region for which the popula-
tion will converge [28]. 16 repetitions of the algorithm were performed, and
the parameter combination leading to the lowest OF over the repetitions was
retained. This has led to a value of 1.4 for c1, 2 for c2, and 0.4 for w. These
values were used for the entire study.
7. Results
7.1. Calibration of the Bias Model
Table 2 shows the results of the calibration of the bias models for cali-
bration set-up one. It should be stressed that the RMSE values in this table
are calculated between the synthetic truth and the unbiased estimates of
S1 or q, while the objective function minimizes the difference between the
ranked innovations and the corresponding Z-values of the Gaussian proba-
bility plot. For a general linear bias model, it is clear that calibrating the
ensemble spread, and setting the intercept d of the bias models to zero, leads
to the best results. Leaving d as a freely tunable parameter adversely im-
pacts the RMSE performance in S1 and q. This can be explained by the
extra tunable parameter, which will ensure Gaussian innovations, but will
not necessarily lead to a good estimation of the forecast bias. For persistent
biases, calibrating the ensemble spread leads to the best simulations as well.
Under these ideal calibration scenarios both forecast bias models lead to very
similar RMSE values for S1 and q, with S1 slightly better estimated when
using linear bias models. Based on these findings, the results obtained with
a calibration of the ensemble spread, and for linear bias models with a zero
intercept, will be retained for further analysis.
Table 2 shows that in these two cases the average biased state error vari-
ance is more than an order of magnitude larger than the average forecast
bias error variance. This can be explained by the relatively low value of Qm
and the relatively high value of γ, for the linear and persistent bias models,
respectively. Step 2 in Figure 2 shows that in both cases this will lead to a
low value of the forecast bias error variance. Table 2 also shows that in both
these cases the spread multiplication factor is relatively similar.
A next step in the analysis is to examine the resulting forecast bias mod-
els. For linear forecast bias models, the following bias model has been ob-
tained:
bmk = 1.000039b
m
k−1 (28)
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This model is thus practically identical to a persistent bias model. Since
calibrated model parameters are prone to uncertainty as well [30], and ex-
amining the results in Table 2, it is difficult to justify the use of a linear bias
model other than the persistent bias model. For this reason, the remainder
of the paper will focus on the results obtained using persistent bias models
(i.e. C = I, d = 0), while exploring the two different approaches to how the
bias error variance is calculated.
7.2. Forecast Bias Error Variance Estimation
The recommended strategy for the calibration of the filter parameters
(persistent bias models, and calibrating the ensemble spread) as determined
in Section 7.1 is further investigated, in order to determine the best method
to estimate the forecast bias error variance. For this purpose, the results from
calibration set-up 2 are analyzed (three-year calibration period and six-year
validation period), for both an explicit propagation of the forecast bias error
variance, and a calculation as a fraction of the unbiased state error variance
(referred to as the simplified calculation). This section describes the results
during the validation period.
The top left panel of Figure 3 shows how the baseline model simulation
performs compared to the true ground water storage S1. The bias in S1
is 2.56 mm and the RMSE is 2.59 mm. Consequently, the S1 state only
has a random error standard deviation of approximately 0.51 mm (unbiased
RMSE, assuming a static bias). This figure also shows that the model merges
to its climatology very quickly, which justifies the bypassing of a model ini-
tialization period.
For the bias-unaware Kalman filter in the top right panel of Figure 3,
bimodal model simulations are obtained. This can be explained by the typi-
cal saw-tooth behavior of the bias-unaware Kalman filter when applied to a
biased system, in which the model simulations approximate the observations
immediately after the update, but then quickly return to their original cli-
matology, which degrades the time series correlation. These results indicate
the importance of a good online forecast bias estimation.
The bottom panels show the results using a two-stage state and bias fil-
ter with explicit propagation of the forecast bias error variance. The biased
results from the bias-aware Kalman filter only contain the state update with-
out a posteriori correction for the bias estimate and are very similar to the
results of the baseline run. In the bottom right panel, the unbiased results
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show an excellent agreement with the synthetic truth, with the bias reduced
to 0.1 mm, the RMSE is 0.26 mm, and the time series correlation R is 0.9.
Figure 4 shows the same analysis as Figure 3, but for the simplified calcu-
lation of the forecast bias error variance. Overall, the same conclusions can
be drawn as for Figure 3. The results of the bias-aware filter are very similar
to the results obtained using the explicit calculation of the forecast bias error
variance. It should be noted that the results of the bias-unaware filters are
slightly different in both cases because of the different multiplication factors
for the parameter perturbation, which are listed in Table 3.
Table 3 lists the values for the bias filter parameter, spread multiplica-
tion factor, the average biased state error variance and forecast model error
variance, and the innovation statistics for the two error variance estimation
methods. Similar as in Section 7.1, the spread multiplication factors (for
the state perturbation) are relatively similar, and a low value for Qm and a
high value for γ have been obtained. This leads to relatively low values for
the forecast bias error variance (Pm) as compared to the biased state error
variance (P˜). The random error in the biased state is thus larger than in the
bias and consequently most of the assimilated information is used to correct
the state. This is in line with the expectations of this synthetic experiment,
where the state is explicitly perturbed with random noise in precipitation,
whereas the uncertainty on the imposed bias is limited to random variations
due to the generation of the forecast bias through the use of different model
parameters. In both cases, the standard deviations of the the un-normalized
innovations for the state variables and the bias are relatively similar, while
the standard deviations of the normalized innovations are relatively close
to 1. This indicates that the functioning of the filter fulfills the theoretical
requirements.
Figure 5 shows the temporal evolution of the bias. The true bias is
calculated as the difference between the model simulations obtained with
the biased and the unbiased model parameters. Peaks in the true bias in
Figure 5 may thus be random error instead of bias, but it is impossible to
objectively divide the difference between these two model simulations into a
random component and bias. The bias does not show a constant value of
2.5 mm, as was imposed to the biased observations to re-calibrate the biased
model. Instead, there is a mild annual cycle, dominated by the annual cycle
in the evapotranspiration.
The bias estimates with both the explicit and simplified propagation of
the forecast bias error variance lead to a good match with the true forecast
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bias. Figure 5 further shows that the explicit calculation of the forecast
bias error variance leads to a faster convergence of the estimated bias to
the true bias, and a lower temporal variability in the bias estimate, whereas
the simplified calculation requires a longer spinup and better reflects the
temporal pattern, but with a time lag.
Figure 6 further explains these results. Consistent with Table 3, the bi-
ased state error variances (top panel of Figure 6) obtained with both methods
are very similar and determined by the spread multiplication factor used to
perturb the biased state. The magnitude of P˜− is correctly calibrated to the
uncertainty introduced in the biased model forecasts after re-calibration and
perturbation of the precipitation. This will lead to very similar values of the
state variable gains (third plot). However, the explicitly propagated forecast
bias error variance is initialized at a large value of 10 m2, whereas it equals
P˜− in the simplified calculation, i.e. when the forecast bias error variance
is modeled as a fraction of the unbiased state error variance. This will lead
to a forecast bias gain that is closer to -1 at the onset of the simulations
with explicitly propagated bias error variances, when Pm is still large. The
absolute value of the bias gain rapidly reduces after each update (step 4 in
Figure 2) and the low value for Qm causes the forecast bias error variance
to stabilize at a low value with the bias Kalman gain close to 0. With the
simplified calculation, the bias error variance is slightly larger and the bias
Kalman gain has a slightly larger absolute value. Because the biased state
error variance values are more than an order of magnitude larger than the
forecast bias error variance values (except at the onset of the simulations for
the explicit propagation), the magnitude of the state variable Kalman gains
will be larger than the forecast bias Kalman gains, as discussed above. The
conclusion that can be drawn from Figure 6 is that in both cases the state
variable estimates have a higher weight in the filter than the bias estimates.
The initialization of the bias error variances causes a faster convergence of the
estimated bias to the truth for the explicit propagation, but a lower temporal
variability as the simulation progresses.
Figure 7 shows the impact of the assimilation of the ground water storage
on the modeled discharge, when explicitly propagating the forecast bias error
variance. The top left panel exposes a clear dynamic bias (mean bias = 1.61
m3s−1) in the baseline simulation of discharge, with an RMSE of 1.71 m3s−1
and R=0.81. The bias in the modeled storage leads to a relatively high bias
in the discharge, which can be partly undone (mean bias = 0.78 m3s−1) when
assimilating bias-free S1 observations with a bias-unaware Kalman filter (top
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right), but at the expense of a degraded R = 0.74. By design, the discharge
diagnosed using the biased S1 (bottom left) in the bias-aware Kalman filter,
remains biased because only random state error is corrected for. However,
when comparing the synthetic truth to the discharge obtained after correct-
ing S1 with the dynamic bias estimate (bottom right), one can conclude
that the bias in the discharge has practically disappeared (mean bias = 0.08
m3s−1), the RMSE is reduced to 0.64 m3s−1 and R = 0.82. The remaining
errors can be explained by the use of different model parameters to establish
the unbiased and the biased model simulations. Even if the unbiased state
variables are well estimated (which is the case), the use of these different
parameters will lead to discharge values that are different from the truth.
Figure 8 shows the same analysis as Figure 7 for the simplified calculation.
Similar conclusions as for Figure 7 can be drawn. The difference is that the
calibration resulted in a slightly higher P˜− and Pm, so that the updates to
both the bias and the state estimate are slightly stronger.
The conclusion from this section is that the unbiased state and discharge
estimates are very similar after calibration of the explicit and simplified prop-
agation of the forecast bias error variances and that the calibration based on
innovation statistics successfully estimated the relative uncertainty in the
bias and state estimates.
7.3. Comparison to the Observations Rescaling Approach
The results from the bias-aware Kalman filter were also compared to the
commonly applied approach of rescaling the observations to the climatology
of the model [25]. For this reason, the synthetic S1 observations, for both
experiments, were rescaled, so their Continuous Distribution Function (CDF)
matches the CDF of the model simulations. The synthetic observations are
assimilated into the model with an assimilation frequency of 3 days, with a
three year calibration period, and a six-year validation period. Here, only
the spread multiplication factor for the state uncertainty is calibrated. The
results during the validation period are analyzed.
Table 4 shows the results of assimilating these rescaled observations into
the model. One can immediately see that these results are only marginally
better than the results from the baseline run, in terms of both the RMSE and
the bias. This is what can be expected, because rescaling the observations to
the biased model climatology will not remove the forecast bias, and the re-
sulting ground water storage and discharge will remain biased. However, the
temporal variability should be improved. If the bias were static (as assumed
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in CDF-matching), the unbiased RMSE between the discharge simulations
and observations obtained through the assimilation of the CDF-matched ob-
servations should be lower than this value for the baseline run. The unbiased
RMSE is calculated as:
RMSEu =
√
RMSE2 − b2 (29)
b is the bias between the truth and the simulations. For the baseline and
assimilation runs, this unbiased RMSE is 0.68 and 0.67 m3s−1, respectively.
This means that the temporal evolution does show a very slight improvement.
CDF-matching can improve the variability of the assimilated variable (in this
case ground water storage) through data assimilation, but it does not correct
the (possibly dynamic) bias. The logical consequence is that CDF-matching
may not be adequate in coupled models, or for the improvement in diagnostic
variables for which the correct absolute value of the storage is important, such
as for example discharge, brightness temperature, or crop yield.
These results further prove the fact that the two methods to deal with
bias (CDF-matching and online estimation) result in a similar, improved
variability in the diagnostic variable (discharge), but that CDF matching
cannot improve the unbiased value of this variable.
8. Conclusions
The objective of this paper was to examine to which extent the choice for
the propagation of the bias estimate and its error covariance influence the
performance of the bias-aware Kalman filter. This was performed through
a combination of global optimization of tuning parameters and ensemble
Kalman filtering. A synthetic experiment was developed, and a conceptual
rainfall-runoff model was used for this purpose. Ground water storage ob-
servations were assimilated into the model. A bias-aware Kalman filter was
applied for a specific calibration period, during which an objective function
was optimized to estimate error variances and bias model parameters. This
objective function consisted of the deviation of the ranked normalized in-
novations from the corresponding Z-values in a Gaussian probability plot,
calculated for both the state variable and the bias updates. A persistent
or a more general linear forecast bias model were tested to model the bias
propagation, and the persistent model was retained, because the more gen-
eral linear model was nearly identical to a persistent model after calibration.
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Two approaches for calculating the forecast bias error covariance have been
further investigated, more specifically through the calculation as a constant
fraction of the unbiased state error covariance, or through explicit propa-
gation. After calibration, both methods have been found to lead to a very
similar model performance. The calibration successfully attributes realistic
error variance estimates to the bias and the state. The variance magnitudes
are in line with the imposed uncertainty magnitudes in the synthetic ex-
periment. Further, the results obtained using the bias-aware Kalman filter
clearly outperform the results from a bias-unaware filter. These results have
also been compared to the results obtained with assimilation of observations
after rescaling to the model climatology. When CDF-matching is applied,
only a marginal improvement in the resulting discharge as compared to the
baseline run has been obtained. CDF-matching thus helps to improve the
variability in the diagnostic variable (discharge), but cannot help to improve
the unbiased estimate.
To summarize, the results lead to the conclusion that incorporation of the
bias estimation in the soil moisture assimilation algorithm is the preferred
method when compared to CDF-matching, especially if there is an interest
in diagnostic variables that depend on good estimates of actual soil mois-
ture. The filter parameters can be successfully estimated by calibrating the
Gaussianity of the normalized innovations, regardless of the choice for the
propagation of the forecast bias error variance. Overall, the results in this
paper justify the use of the traditional method for online bias estimation
with a persistent bias model and the estimation of the forecast bias error
covariance as a fraction of the unbiased state error covariance.
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Table 1: The calibrated model parameters.
Parameter Calibrated Value Biased Value Units
λ 0.4072 4.8757 -
Smax 0.8403 0.9741 m
b 0.6923 0.3406 -
α 0.9973 1.107 -
Pe 2.8598·10
−7 4.6298·10−8 ms−1
β 0.1672 1.6203 -
ψ 3.4903 1.6211 -
S2,max 0.0100 0.1725 m
κ2 1.9903·10
−8 1.7764·10−6 ms−1
κ1 9.2567·10
−6 6.0608·10−6 s−1
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Table 2: RMSE values obtained from the different calibration experiments for the 9-year calibration period. Qm is in mm,
and P˜−
k
and Pm−
k
are in mm2. P and L stand for a persistent and a linear bias model, respectively.
Bias Calibrating Setting RMSE RMSE Filter Spread P˜−k P
m−
k
model ensemble d to S1 (mm) q (m
3s−1) Parameter multiplication
spread zero factor
L Y Y 0.338 1.332 Qm=1·10−6 0.109 2.104·10−1 7.161·10−3
L N Y 0.345 2.818 Qm=1·10−6 0.1 4.262 1.251·10−1
L Y N 140.225 99.192 Qm=1·10−6 0.119 2.511·10−1 8.058·102
L N N 1.982 3.385 Qm=9.783·10−3 0.1 3.897 1.532
P Y Y 0.417 1.335 γ=0.954 0.116 3.097·10−1 1.480·10−2
P N Y 0.370 2.812 γ=0.941 0.1 5.440 3.394·10−1
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Table 3: Innovation statistics, average error variances, and obtained filter parameters during the validation period. Units for
the error variances and for the standard deviations of the un-normalized innovations are mm2 and mm, respectively. The top
line presents results for the simplified error covariance estimation, the bottom line the results for the explicit propagation. The
observation error variance is in all these experiments equal to 0.01 mm2.
Bias filter State spread P˜−k P
m−
k Innovation standard deviation
parameter multiplication Un-normalized Normalized
factor Bias State Bias State
Qm=2.950·10−6 0.149 3.073·10−1 2.676·10−3 4.469·10−1 4.266·10−1 7.886·10−1 8.996·10−1
γ=0.975 0.161 3.628·10−1 9.486·10−3 3.275·10−1 3.891·10−1 6.048·10−1 9.539·10−1
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Table 4: Results of the comparison of the model results, obtained by assimilating the
CDF-matched observations, to the unbiased truth. The truth is in abscissa, the model
results in ordinate. Discharge is in m3s−1, S1 is in mm. All statistics are calculated during
the validation period, from 1997 through 2002.
Variable Average Average Slope Intercept R RMSE
Truth Simulations
q 1.119 2.686 1.230 1.311 0.814 1.767
S1 0.990 3.407 0.932 2.484 0.883 2.540
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Figure 1: Schematic of the model.
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1. Propagation of the state and bias estimates
Persistent biases{
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3. Calculation of the bias Kalman Gain
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m−
k H
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P˜−k +P
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4. Updating of the bias error covariance
Pm+k = [I+K
m
k Hk]P
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k
5. Calculation of the state Kalman Gain
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−
k H
T
k
[
HkP˜
−
k H
T
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6. Updating of the state error covariance
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k
7. Updating of the bias estimate
bˆm+k = bˆ
m−
k +K
m
k
(
yk −Hk
(
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)
i=1,...,N
)
8. Updating of the state estimates
With bias correction
xˆi+k =
ˆ˜xi−k − bˆ
m+
k +Kk
(
yk −Hk ˆ˜x
i−
k +Hkbˆ
m+
k + v
i
k
) Without bias correction
ˆ˜xi+k =
ˆ˜xi−k +Kk
(
yk −Hk ˆ˜x
i−
k + v
i
k
)
Figure 2: The data assimilation algorithms. All terms are explained in Section 4.1.
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Figure 3: The modeled groundwater storage for the persistent forecast bias model with
explicit propagation of the forecast bias error covariance. Data are shown for the 6-year
validation period following a 3-year calibration period. The top left hand side panel shows
the results of the baseline run and the top right hand side the results of the bias-unaware
filter. The bottom panels show the results of the bias-aware filter, with the left hand side
panel the biased and the right hand panel side the unbiased estimates.
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Figure 4: The modeled groundwater storage for the persistent forecast bias model with
simplified calculation of the forecast bias error covariance. Data are shown for the 6-year
validation period following a 3-year calibration period. The top left hand side panel shows
the results of the baseline run and the top right hand side the results of the bias-unaware
filter. The bottom panels show the results of the bias-aware filter, with the left hand side
panel the biased and the right hand panel side the unbiased estimates.
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Figure 5: The modeled bias in the validation period, using a persistent forecast bias model
and two approaches to propagate Pm. The true bias is approximated as the difference
in the model results obtained with the recalibrated and original model parameters. The
dotted line represents the synthetic true S1, the solid line the estimated S1 using explicit
bias propagation, and the thick dashed line S1 using the simplified calculation.
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Figure 6: The a posteriori biased state and forecast bias error covariances, the gains for
the state variables, and the gains for the forecast biases, during the validation period. The
solid line represents the explicit calculation, the thick dashed line the simplified calculation.
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Figure 7: The modeled discharge for the persistent forecast bias model with explicit prop-
agation of the forecast bias error covariance. Data are shown for the 6-year validation
period following a 3-year calibration period. The top left hand side panel shows the re-
sults of the baseline run and the top right hand side the results of the bias-unaware filter.
The bottom panels show the results of the bias-aware filter, with the left hand side panel
the biased and the right hand panel side the unbiased estimates.
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Figure 8: The modeled discharge for the persistent forecast bias model with simplified
calculation of the forecast bias error covariance. Data are shown for the 6-year validation
period following a 3-year calibration period. The top left hand side panel shows the results
of the baseline run and the top right hand side the results of the bias-unaware filter. The
bottom panels show the results of the bias-aware filter, with the left hand side panel the
biased and the right hand panel side the unbiased estimates.
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Appendix A. Propagation of the Forecast Bias Error Covariances
The error covariance of the forecast bias can be calculated as follows:
Pm−k = E
[(
bmk − bˆ
m−
k
)(
bmk − bˆ
m−
k
)T]
(A.1)
We substitute the propagation equation:
Pm−k = E


(
Ck−1b
m
k−1 + dk−1 +w
m
k−1 −Ck−1bˆ
m+
k−1 − dk−1
)
·(
Ck−1b
m
k−1 + dk−1 +w
m
k−1 −Ck−1bˆ
m+
k−1 − dk−1
)T

 (A.2)
This can be simplified as:
Pm−k = E
[(
Ck−1b
m
k−1 −Ck−1bˆ
m+
k−1 +w
m
k−1
)(
Ck−1b
m
k−1 −Ck−1bˆ
m+
k−1 +w
m
k−1
)T]
(A.3)
Since the bias and the noise vectors are uncorrelated, this reduces to:
Pm−k = Ck−1P
m+
k−1C
T
k−1 +Q
m
k−1 (A.4)
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