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1, INTRODUCTION 
1 .l. The class of all bounded Bore1 functions on a locally compact 
group G has certain pathological translation properties which are 
described in the present paper and which seem to have escaped previous 
notice even when G is the unit circle, or the real line, or the integers, i.e., 
even in the most classical situations. 
Throughout this paper, G will be an infinite locally compact group, 
not necessarily abelian, with identity element e. On every such G there 
is a left Haar measure m. Explicitly, m is a regular positive measure on 
the a-algebra of all Bore1 sets E C G, such that m(xE) = m(E) for every 
x E G. The fact that m(V) > 0 for every nonempty open set V C G will 
play an important role. 
The class of all bounded complex functions with domain G, modulo 
those that vanish a.e. (see Section 3.1) forms a well-known commutative 
Banach algebra L”O( G) ( or simply La), relative to pointwise multiplication. 
The norm llfllrn of anfeL”O is the essential supremum of 1 f I. 
To each s E G corresponds the left translation operator L, whose action 
on functions f with domain G is described by 
&f)(x) = fW (x E (3. (1) 
The restriction of L, to Lm is thus a linear isometry of Lw onto L*. 
A linear functional h on L* is a complex homomorphism if h( 1) = 1 and 
4.k) = 4.f) a!) (2) 
for all fE L*, g E Lw. It is well known that then 11 h(f)\] < llfllm for 
every f E L”O. 
* This research was partially supported by NSF Grant No. GP-33897X. 
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The following more specialized definitions will make it possible to state 
the main results concisely. 
1.2. DEFINITION. A function f E Lw( G) is said to produce a function p 
(with domain G) if there is a complex homomorphism h of La(G) such 
that 
~(4 = Wsf) 0 E 9. (1) 
Note that (1) defines v(s) unambiguously for every s E G, although the 
members of L*)(G) are only determined up to sets of measure zero. 
1.3. DEFINITION. A collection Q, of Bore1 subsets of G is said to have 
the $nite intersection property in measure (abbreviated to F.I.P.M.) if the 
intersection of every finite subcollection of @ has positive Haar measure. 
1.4. DEFINITION. Associate to each Bore1 set A C G the collection QA 
which consists of all “double translates” of A, i.e., of all sets xAy, where 
x E G, y E G. If QA has the F.I.P.M., then A is said to be permanently 
positive (PP for brevity). 
1.5. Since each L, is an isometry of L”O(G) and since I] h I] = 1 for 
every complex homomorphism of L”O, it is clear that every v produced 
by somef E La must satisfy the inequality 1 y(s)1 < llfllrn for every s E G. 
What else can one say about q~ ? 
This question arose in [7], for reasons that will be described in 
Section 2. Theorem I of the present paper shows, at least for metrizable 
groups, that the answer is: Nothing! 
PP sets were also introduced in [7]. The simplest examples of PP sets 
are the dense open subsets of G. (They are PP because the intersection 
of any finite collection of dense open sets is dense and open, and hence 
has positive Haar measure.) For compact groups G, it was shown in [7] 
that every PP set intersects every dense open set (in fact, the intersection 
is again PP), but that nevertheless pairs of disjoint PP sets exist. 
Theorem IV of the present paper strengthens this last assertion. 
1.6. We now state our main results, with some comments. 
THEOREM I. If G is an in.nite, metrizable, locally compact group, then 
there exists an f E L”O(G) with the following properties: 
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(4 IlflL = 1. 
(b) f produces every q such that ) p(s)/ ,< 1 for all s E G. 
If, in addition, G is not compact, then one can find a continuous f with 
properties (a) and (b). 
Note that (b) refers to every q, not just to every measurable one. 
Theorem I seems to be more interesting (and is harder to prove) for 
compact groups G than for noncompact ones. When G is not compact 
then the behavior off can be adjusted at infinity in such a way that (b) 
holds. In compact groups this cannot be done, and the proof uses a Baire 
category argument. 
If attention is restricted to characteristic functions of sets, the following 
analogue of Theorem I is obtained: 
THEOREM II. Every injnite, metrixable, locally compact group G 
contains a Bore1 set A with the following property: If E is any subset of G, 
measurable or not, then 
(a) the coZZection 
{s-IA: s E E} u {t-l& t E EC} 
has the F.I.P.M., and 
(b) the characteristic function XA of A produces xE . 
(The symbols AC and EC denote the complements of A and E relative 
to G.) 
Here is another way of stating (a). 
Make independent choices, one for every s E G: Either put B, = sA 
or put B, = sAC. No matter how the choices are made, the family 
{BS: s E G} has the F.I.P.M. 
THEOREM III. Let G be a locally compact group which is generated by 
one of its compact subsets but which is not metrizable. Then 
(a) no f E L*(G) satisfies the conclusion of Theorem I, 
but r!??rtheless 
no Bore1 subset of G satisjies the conclusion of Theorem II, 
(c) some f E L”O( G) p ro d uces some nonmeasurable function p. 
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THEOREM IV. Every PP set in an in.nite compact group contains 
in$nitely many pairwise disjoint PP sets. 
1.7. In [8], B en amin Wells proves the following weaker version of j 
Theorem II for the circle group T: 
To every set F C T of the jirst Baire category corresponds a Bore1 set 
A C T with the following property: If E C T then the collection 
{s-lA: SEE~F}U{~-~A~: tEECnF] 
has the F.I.P. M. 
In our Theorem II, Well’s first category set F is replaced by the whole 
group G. However, as is pointed out in [8], the weaker result is strong 
enough to imply that some xA produces nonmeasurable functions. 
Part of the proof of Lemma 3.5 (the proof that Q is dense) is patterned 
after an argument that Wells used, although it has undergone so many 
transformations that it now looks quite different. 
Section 2 is only included to give some background. Its results are not 
used in the rest of the paper. 
2. INVARIANT MEANS 
2.1. To show how the questions arose that are treated in the present 
paper, it seems appropriate to give a simplified account of part of [7]. 
The aim of [7] was to construct bounded linear operators on La(G) that 
commute with translations but not with convoltuions. This was done by 
constructing certain invariant means on L* that are not what has been 
called topological invariant means. Here are the precise definitions: 
2.2. DEFINITION. A left mean on La)(G) is a linear functional M on 
Lw(G) such that 
(i) ML,f = Mf if f E L”(G) and s E G, 
(ii) Ml = 1, and 
(iii) I MfI < IlflL iff ELoo(G). 
Such a mean M is said to be topological [l, p. 241 if 
(3 Mk *f) = M(f) h w enever f E L”O(G), g E Ll(G), g > 0, and 
J,gdm = 1. 
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Since the convolution g x f is defined by 
k *f)(x) = jG dY)fW% MY) = j. dY&J)(4 WY), 
it would seem that (iv) should be a consequence of(i) and (iii). However, 
this is not so, as we shall see in Section 2.3, even when G is the circle 
group and g = 1. 
2.3. DEFINITION. A group G is said to be amenable if there exists 
a left mean M on the space of all bounded complex functions with 
domain G. Thus M is to satisfy (i), ( ii ), and (iii) of Definition 2.2 for all 
bounded f; of course, the norm jlf]lrn must be replaced in (iii) by the 
actual supremum of 1 f I. 
In [5], von Neumann showed that all abelian groups, as well as all 
solvable groups, are amenable, but that no group is amenable that 
contains a free subgroup with two generators. For instance, the (compact) 
group of all rotations of R3 is not amenable. This is the basic reason for 
the existence of the Hausdorff paradox; see [5]. (Section 17 of [2] 
contains a good introduction to invariant means.) 
2.4. Construction of a Mean. For simplicity, let G be an infinite 
compact group. Normalize its Haar measure m in the usual way so as to 
have m(G) = 1. 
Let J be the set of allf ELw(G) that vanish on some dense open subset 
of G. (The subset may depend on f.) Since the intersection of any 
two dense open sets is dense and open, J is an ideal in L”O. Since m(V) > 0 
for every nonempty open V, 11  - fllDo 3 1 for all f~ J. Thus J is a 
proper ideal, J lies in a proper maximal ideal, and the Gelfand-Mazur 
theorem furnishes a complex homomorphism h of L”(G) which anni- 
hilates J. Fix such an h and define a linear map @ of L* into the space 
of all bounded functions on G by 
PfW = Wf) (s E G,~EL-). 
[This is of course where Definition 1.2 comes from.] 
If @j were Haar-measurable for every f E L*, we could define 
(1) 
Mf = jG Pf) dm (f E-w (2) 
and could then verify (as is done below) that M is a left mean but not a 
topological one. 
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To circumvent this “if” we make an additional assumption: G should 
be amenable. 
Then there is a left mean ~1 on the space of all bounded functions 
with domain G, and we can define 
Mf = t@f 1 (f ELmI* (3) 
We claim that this M is a left mean on L*). The linearity of M is clear; 
so are tllhTvyons Ml = 1 and 1 Mf ] < I/f Ila, . For x E G, y E G, 
f ELW, 
PLfW = WCz!f > = Wwf 1 
= Pf bJ) = &!@f w, (4) 
so that @Lz = L,@. Since pLz = p, it follows that 
i&f = &&.f = pL$f = p@f = Mf. (5) 
Thus M is a left mean. Pick some f E J with Jo f dm = 1. Define 
g(x) = 1 forallxEG.ThenJogdm = 1,g *f = 1, henceM(g *f) = 1. 
But if f E J, so is L,f, for all s E G. Our choice of h, together with (1) 
and (3), shows therefore that Mf = 0. 
Hence M is not a topological left mean. 
2.5. In [7] a more elaborate version of the preceding construction 
was carried out on every nondiscrete, locally compact, amenable group. 
It yielded means on L m that are both left and right invariant without 
being topological. 
It is still an open problem whether the results of [7] are true without 
amenability. 
The construction made in Section 2.4 shows, incidentally, that the 
purported “theorem” of [6] ’ f 1 IS a se. This was pointed out in [3]. 
3. PROOFS OF THEOREMS I, II, AND III 
The functions that occur in Theorem I map G into the closed unit disc, 
a compact subset of the complex field C. Characteristic functions have 
their ranges in (0, l}, another compact subset of C. This trivial obser- 
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vation motivates Definition 3.3 and leads to Theorem 3.12, which 
contains Theorems I and II as special cases. Theorem 3.6 represents the 
principal step in the proof of Theorem 3.12. 
3.1. Compactly Generated Groups. To say that a group G is com- 
pactly generated means simply that G contains a compact subset which 
lies in no proper subgroup of G. 
We shall use the following facts about locally compact groups G that 
are compactly generated and not discrete. 
(a) If {V,} is a countable collection of neighborhoods of e (the 
identity element of G) then G has a compact normal subgroup N such 
that NC 0 V, and such that the quotient group G/N is metrizable and 
separable. See [2, p. 71; 4, p. 581. 
(b) The neighborhoods I’, can be so chosen in (a) that nz(V,) < 
l/n. Then m(N) = 0. Hence N is not open, and G/N is not discrete. 
Since G/N is separable, there is a countable collection of cosets of N 
whose union E is dense in G. The regularity of m shows that E can be 
covered by an open set of arbitrarily small (but positive) measure. 
Thus G contains dense open sets of arbitrarily small positive measure. 
(c) If { fi} is a countable collection of continuous complex functions 
on G, then G has a compact normal subgroup N such that each fi is 
constant on every coset of N. 
This is a consequence of (a); see [4; p. 601. 
3.2. Essential Ranges. A Bore1 set E in a locally compact group G 
with a left Haar measure m is said to be locally null if m(K n E) = 0 
for every compact K C E. (When G is a-compact, this is of course the 
same as the requirement that m(E) = 0, but in general there is a 
difference [2, p. 2281. In the sequel, the statement that a property P(X) 
holds “a.e. on G” or “for almost all x E G” shall mean that the set of all x 
for which P(x) fails is locally null). 
Let f ELM. Th e essential range R, off is defined to be the set of all 
(Y E C with the following property: 
If W is any neighborhood of 01 in @ then f -l( W) is not locally null. 
It is clear that R, is compact, that R, is in fact the smallest compact set 
in @ which contains f (x) for almost all x E G, and that ar E R, if and only 
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if f - OL is not invertible in L”(G), i.e., if and only if there is no g EL@‘(G) 
such that [f(x) - a] g(x) = 1 a.e. on G. Also, 
llfllm = max{l h I: h E Rf}. 
3.3. DEFINITION. If Q is a nonempty compact set in @, we let 
Loo(G; Q) denote the class of allfEL”(G) such that Rf CQ. 
3.4. Remark. When G is compact, then L”(G) CLl(G), and L”O(G; Q) 
can be given the L1-metric 
This p is a complete metric on Lco(G; Q). 
To see this, let {f,} be a p-Cauchy sequence in L”(G; Q). Since Ll(G) 
is complete, there is an f E L1(G) such that JF 1 f - f, 1 dm -+ 0. Some 
subsequence of {f,} converges therefore a.e. to f. Since each f,, has its 
essential range in Q, the same is thus true off. Hence f E Lm(G; Q). 
When G is compact, the symbol Lm(G; Q) will refer to this complete 
metric space. 
3.5. LEMMA. Suppose G is an injinite compact group, Q is a compact 
subset of C, Y is a positive integer, and 
(i) Kl ,..., K, are disjoint compact sets in G, 
(ii) cl ,..., c, are points of Q, 
(iii) 7j > 0. 
ForfELOD(G;Q)anda = (a,,...,a,)EK, x --* x K7,deJne 
(1) 
Let LR = sZ({K,}, {cJ, 7) be the set of all f E Loo(G; Q) such that the 
inequality 
mw m 4(x> -=L 771) > 0 (2) 
hola!sforeverya~K, x --- x K,.. 
Then 52 is a dense open subset of Lm(G; Q). 
Proof that Sz is dense. Fix f E LCo(G; Q), fix E > 0. We shall find 
ag ElR with p(f,g) < E. 
607/16/1-6 
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Since the sets Ki ,..., K, are compact and pairwise disjoint, there is a 
neighborhood V of e in G such that the sets K,V,..., K,.V are pairwise 
disjoint. We saw in Section 3.1(b) that there is a dense open set U in G 
with &rz( U) < E, where 6 is the diameter of Q. Define 
&4 = i F(x) 
if xe(K,V)n U (1 <;<r), 
for all other x E G. (3) 
Then 
p(f,g)=SUlf-gIdm~Sm(U)cr. 
To show that g E Sa, choose 
(4) 
a = (a, )..., a,) E Kl x *-- x K, = K 
(this defines K) and put 
(5) 
Y = V n (u~W) n ... n (a;W). (6) 
Each a:lU is open and dense in G. Hence Y is open and nonempty. 
In particular, m(Y) > 0. 
If x E Y then 
U$X E (uiV) n U (1 < i < r), (7) 
so that g(aix) = ci . It follows that S(g, a)(x) = 0 for every x E Y. 
Hence g f 1;2. 
Proof that L) is open. The positive part U+ = max(u, 0) of a real- 
valued function u ELI(G) has the property that U(X) > 0 on some set of 
positive measure if and only if JG uf dm > 0. Define 
%(a> = I0 h - S(f, a)]+ dm 
forfELOO(G; Q) and a E K (see (5)). A glance at (2) shows then thatf E D 
if and only if 
Yf(4 > 0 for every a E K. (9) 
Fix f E J2. We claim that ul, is a continuous function on K. Choose 
E > 0. There is a neighborhood V, of e in G such that 
s l&f -Ltf Idm KE if st-l E V, w-0 c 
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[2, p. 2851. If a E K, b E K, and bi E V,a, for 1 < i < r, the inequality 
) u+ - zu+ j < / u - w  1 (valid for all real u and w) shows that 
(11) 
Thus Yr is continuous, as claimed. 
Since (9) holds and K is compact, there is a c > 0 such that 
Yf(4 2 c for every a E K. (12) 
Now consider any g E La(G; Q) that satisfies p(f, g) < C/Y. Pick a E K. 
Then 
I tU,@) - u’,(4 < s, I S(f, 4 - S(g, 41 dm 
=I 
s 
Jf--gjdm<c. (13) 
G 
By (12) and (13), (9) holds with g in place off. Thus g E Q, and we have 
proved that J2 is open. 
This completes the proof of the lemma. 
3.6. THEOREM. If G is an infinite, metrixable, locally compact group, 
and if Q is a nonempty compact set in 62, then there exists an f E LW(G; Q) 
with the following property: 
For every fun&ion q~ that maps G into Q and for every Jinite set 
{sl ,..., sJ C G, the function g de$ned by 
g(x) = i I 94%) -fb9l (xEG) (1) 
i=l 
has 0 in its essential range. 
This will be proved in Section 3.8 for compact G, in Section 3.10 
for noncompact G, In the latter case, the conclusion can be somewhat 
strengthened, as is shown in Section 3.11. The following terminology 
will be convenient in these proofs. 
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3.7. DEFINITION. Recall that a base of a topological space X is a 
family p of open subsets of X such that every open set in X is a union 
of members of p. If X is locally compact then (by definition of local 
compactness) X has a base fl whose members have compact closures. In 
that case, fl will denote the family of all closures of members of /3. 
Let X be locally compact, let D be any set. A finite collection 
of ordered pairs (Xi , ci) will be called a set of@, D)-data if 
(a) K,E/Jfor i = l,..., r, 
(b) Ki n Kj is empty when i # j, and 
(c) ci E D for i = l,..., r. 
3.8. Proof of Theorem 3.6 for Compact G. Being compact and metric, 
G has a countable base ,% Let Dbe an at most countable dense subset of Q. 
Then there are only countably many sets of (/3, D)-data, say 
4 , 4 3 4 ,*--, one for each positive integer n. 
If d, = {(K, , ci),..., (K, , cr)] and if p is a positive integer, define 
i2 n.9 = JWQ, @i>, l/P); (1) 
the notation is as in the statement of Lemma 3.5. By that lemma, each 
$J2,,, is a dense open subset of the complete metric space L”O( G; Q). Baire’s 
theorem implies therefore that 
Ll = fi Qn,, (2) 
n.9=1 
is dense in P(G; Q). 
We claim that every f E fi has the property stated in Theorem 3.6. 
Fix any f E s”l. Let v map G into Q. Choose distinct points s1 ,..., sr E G. 
Define 
Ax> = c I d4 -f(%(X)I (x E G). 
i=l 
Assume (to reach a contradiction) that 0 is not in RO . Then there is 
a positive integer p such that g(x) > 2/p a.e. on G. Since si # s* when 
i # i, there are pairwise disjoint sets Ki E B such that s, E Ki (1 < i < r). 
Choose c, E D so that 1 c( - vi(s)1 < l/rp. For some n, we then have 
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Our choice of (cJ shows that 
for almost all x E G. Thus f is not in Q,,, . But f was chosen to be in a. 
This contradiction shows that 0 E Rg . 
3.9. Compact Sets in Noncompact Groups. Let G be a locally compact 
metrizable group which is not compact. Its identity element e has a 
neighborhood V with compact closure, which generates a subgroup G, 
of G. This G, is open (hence also closed), it is compactly generated 
(hence a-compact) and since it is also metrizable it has an at most 
countable base /3,, , whose members have compact closures. (When G is 
discrete, we can choose G, = {e], in which case the cardinality of &, 
is 2.) Each coset aG, of G,, has then an at most countable base & , 
obtained by translating the members of /I,, . 
The union of these families /?, , one for each coset of G, in G, forms 
a base /I for the topology of G. 
We denote the cardinality of this base /3 by w(G). (Our choice of p 
shows that no base of G has cardinality smaller than w(G).) 
We shall need the following simple fact. 
If (HA) is a collection of compact subsets of G, of cardinality w(G), then 
there exist points x,, E G such that 
(i) (HAxA) n (H,x,) is empty if h # p, and 
(ii) no compact subset of G intersects infinitely many of the sets HAxA . 
In proving this, we may as well assume that the indices X range over 
the set of those ordinals that have fewer than w(G) predecessors. 
Case 1. G/G,, is uncountable. Then (since &, is at most countable) 
there are exactly w(G) cosets of G, in G. Choose x1 E G arbitrarily. 
Assume x, E G is chosen for all p < X. Each H,x, is compact, hence 
intersects only finitely many cosets of G, . Let VA be the union of those 
cosets of G, which intersect at least one H,x, (p < X). Then V, is the 
union of fewer than w(G) cosets of G,, . Hence H;lV, is not all of G, and 
we can choose x, E G so that H,,x,, does not intersect V,, . Proceeding by 
transfinite induction, we obtain {a} so that no two of the sets H,x, 
intersect the same coset of G,, . 
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Case 2. G/G,, is countable or Jinite. Then /3 is countable, and we can 
let h range over the natural numbers. There are compact sets Kn (with K,, 
in the interior of Kh+J whose union is G. Choose x1 E G arbitrarily. 
Assume x, E G is chosen for all p < h. Then 
(HIXI) u .*a u (H,-lx,-l) u K, (1) 
is compact, and since G is not compact, there exists x, E G such that 
Hhxh does not intersect the set (1). Since each compact subset of G lies 
in some KA , the proof is complete. 
3.10. Proof of Theorem 3.6 for Noncompact G. Let fl be a base of G, 
of cardinality w(G), as described in Section 3.9. Let D be an at most 
countable dense subset of Q. Then there are exactly w(G) sets of 
(/I, @-data. (See Section 3.7.) If 
A, = {(Kl > cd,..., (Kr , 4, (1) 
let V, and W, be neighborhoods of e in G, with compact closures, such 
that Vh C W, , and such that the sets 
KImA ,..., K,rA (2) 
are pairwise disjoint. Let Hh be the union of the sets in (2), and choose 
x,+ E G as in Section 3.9. 
Fix some q E Q. 
Define f (x) = q if x lies in none of the sets H,,q . 
Define f (x) = ci if x E KimAx, and (Ki , ci) occurs in d, . 
Then f E L”(G; Q). 
Now suppose q~ maps G into Q, si ,..., s, are distinct points of G, and 
(x E G). (3) 
Choose E > 0, choose c1 ,..., c, E D so that 
I ci - dSi>l < c/y (1 < i < r). (4) 
For some h, d, as given by (1) has the property that si E Ki for 1 < i < Y. 
If x E V,x, then s$x E K4VhxA , hence f (six) = ci , for 1 < i < Y. Thus 
g(x) = i I 94%) - ci I < E (x E VA%). (5) 
i=l 
Since m( VAxJ > 0, it follows that 0 E R, . 
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This completes the proof of Theorem 3.6. 
3.11. Remark. Here is a slight modification of the preceding con- 
struction, under the additional assumption that Q is convex. 
Define 4, , V, , WA , HA , X, , q, as in Section 3.10. Definef(x) = q if x 
lies in none of the sets H,x, . Definef(x) = ci if x E KiTAx,+ and (Ki , ci) 
occurs in A, . (Note the change: VA in place of V, .) 
So far,f(x) is defined on a closed subset of G, and is continuous there. 
By Tietze’s extension theorem, the definition off can be completed so 
that f: G --+ Q is continuous. 
It follows that the function f whose existence Theorem 3.6 asserts can be 
chosen to be continuous if Q is convex and G is not compact. 
(Of course, any Q that is homeomorphic to a convex set would do just 
as well.) 
3.12. THEOREM. If G is an in.nite, metrixable, locally compact group, 
and if Q is a nonempty compact set in C, then there exists an f E L*(G; Q) 
which produces every v that maps G into Q. 
If, in addition, G is not compact and Q is convex, then there exists a 
continuous f with the above property. 
Proof. Choose any f E L”O(G; Q) that satisfies the conclusion of 
Theorem 3.6. (Keep Section 3.11 in mind.) Let q~ map G into Q. Let J 
be the ideal in La(G) that is generated by the functions 
P)(S) - LJ (s E G). (1) 
Explicitly, J consists of all finite sums of the form 
where ki ELM. By Theorem 3.6, 0 is in the essential range of every 
function (2). Hence no member of J is invertible, and therefore some 
complex homomorphism h of L”O(G) annihilates J. When h is applied 
to the functions (1) it follows that 
This says that f produces y, and completes the proof. 
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3.13. Proof of Theorem I. Theorem I is obtained from 3.12 by letting 
Q be the closed unit disc. 
3.14. Proof of Theorem II. Let Q = (0, 11. Theorem 3.6 asserts then 
that there is a Bore1 set A C G whose characteristic function xa has the 
properties claimed there for f. 
Let E be any subset of G. Pick s1 ,,.., sk E E, t, ,..., t, E EC. Put 
By Theorem 3.6 (with y = xE), 0 s Ii, . Since each summand in (1) is 0 
or 1, g(x) = 0 for all x in some set P C G, with m(P) > 0. Thus six E A 
and tix E AC for x E P, 1 < i < k. In other words, 
PC (y (s,lA) n ; (t,lAC). 
f=l i=l 
This proves part (a) of Theorem II. 
Since xA satisfies the conclusion of Theorem 3.6, xa produces every xE . 
(See the proof of Theorem 3.12.) 
This completes the proof of Theorem II. 
3.15. Proof of Theorem III. Our hypothesis is now that G is a 
compactly generated locally compact group which is not metrizable. For 
example, G could be the direct product of uncountably many copies of 
the circle group T, or of uncountably many groups of order 2. 
Choose any f EL@‘(G). Th ere are compact sets Ki (i = 1, 2, 3 ,... ), 
with G = (J Kg , such that each Ki lies in the interior of Ki+l . By 
Lusin’s theorem, there are continuous functions fi on G such that 
x E Ki , except possibly on a set of measure less than 
f(x) = p-p> a.e. on G. (1) 
As stated in Section 3.1(c), G has a compact normal subgroup N such 
that G/N is metrizable and such that each fa is constant on every coset 
of N. Hence (1) shows that f (tx) = f (x) for almost all x E G if t E iV. In 
other words, L,f = f a.e. 
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If h is any complex homomorphism of L”(G) and if v(s) = h(L,f), 
it follows that 
for all s E G, t E N. 
We have thus proved that every 9 which is produced by f is constant on 
every coset of N. 
Since G is not metrizable whereas G/N is, N cannot be the trivial 
group. Pick t E N, t # e, and let q be any function with p)(t) # p)(e). 
This 9 is not produced by f. 
Part (a) of Theorem III is now proved. 
Part (b) follows from (a) if (a) is applied to the characteristic function 
of some Bore1 set. 
We turn to the proof of part (c). Since G is not metrizable, G is not 
discrete. As we saw in Section 3.1(b), this implies that G has a compact 
normal subgroup N such that G/N is metrizable and not discrete. 
Consequently, there is a bounded nonmeasurable function Cp on G/N; 
see [2, p. 2261. If 7r is the canonical homomorphism of G onto G/N, it 
follows that y = @ o n is nonmeasurable on G. 
Theorem 3.12 (with G/N in place of G) asserts that some F E L”O(G/N) 
produces @, If f = F 0 r, then f ELM. We claim that f produces y. 
If not, then no complex homomorphism of L@‘(G) annihilates all 
functions y(s) - L,f. The ideal which these functions generate therefore 
contains 1. Thus there exist s1 ,..., s, E G and g, ,..., g, E L”(G) such that 
1 = i b?Gi) - fW1 gic4 
i-1 
a.e. on G. (3) 
Define g’i on G/N by 
t&-) = IN dtx> dmN(t) (4) 
where mN is the Haar measure of the compact group N, normalized so 
that m,(N) = 1. 
Puty = ?7X,X$ = “S,. Since v = @ o 7~ and f = F 0 r, (3) and (4) give 
(5) 
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for almost all y E G/N. Since F produces 0, there is a complex homo- 
morphism h of L”O(G/N) such that h(@(x) - L$‘) = 0 for all x E G/N. 
Since h( 1) = 1, this contradicts (5). 
Thus f produces v, and the proof is complete. 
4. PP SETS IN COMPACT GROUPS 
We refer to Definition 1.4 and to the statement of Theorem IV in the 
Introduction. Its proof will be given in Section 4.3. 
4.1. LEMMA. If G is a compact group, if A is a PP set in G, and if U 
is a dense open set in G, then A n U is a PP set. 
This is contained in [7]; its proof is short, and we repeat it here. 
Proof. Put E = A n U, pick x1 ,..., x, , y1 ,..., yn E G, and put 
A, = h x,Ay, , u, = txJJy+ 
i=l i=l 
Since 0 x,Ey( = A, n U, , we have to prove that m(A, n U,) > 0. The 
compactness of G shows that 
G = ()qUl 
j=l 
for some x1 ,..., xk E G. If “(A, n Vi) = 0, then m((zjAl) n (ziU,)) = 0 
for each j, hence m( n ziA,) = 0. This is impossible if A is PP. 
4.2. THEOREM. Every PP set in an injinite compact group is the union 
of two disjoint PP sets. 
Proof. Let P be a PP set in an infinite compact group G. Let Sp be 
the class of all Bore1 sets E C P, modulo sets of measure 0, with the 
metric 
~(4 B) = IO I XA - XB I dm. (1) 
This is a complete metric on S p . (The proof is exactly as in Section 3.4.) 
For n = 1, 2, 3 ,..., define Qn to be the collection of all E E Sp such that 
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for some choice of x1 ,..., x, , y1 ,..., yn in G. Let Qn’ be the collection of 
allEESpsuchthatEcnPEQQ,. 
We shall prove that each Qn. is closed in S, and that Q, has empty 
interior (relative to 8,). 
Once this is done, the same is true of Qn’ since the mapping E -+ EC n P 
is an isometry of S, onto Sp . By Baire’s theorem, some E E S, belongs 
therefore to no Qm and to no Qlt’. Then E and EC n P are disjoint PP sets. 
Fix E E Qn . Since m is regular and since G contains dense open sets of 
arbitrarily small measure (Section 3.1(b)), there are dense open sets 
V,IEsuchthatp(E,Pn V,) < l/K,fork=1,2,3,....ByLemma4.1, 
P n V, is PP, hence does not belong to Qn . The interior of Qn is therefore 
empty. 
Finally, suppose A C S, lies in the closure of Qn . Choose E > 0. 
There exists E E Qn with p(E, A) < E/n, and there exist xi , yi , so that (2) 
holds. Put 
Ai = x,Ay, , Ei = x,Ey, (i = I,..., n). (3) 
Since (2) is assumed to hold, 
=n 
I 1 XA -XE 1 dm < 6. G 
(The last equality is true because the Haar measure of a compact group 
is both left and right invariant.) Thus 
The left side of (4) is a continuous function of (x1 ,..., X, , yr ,..., yn) 
on the compact space G 2n, the Cartesian product of 2n copies of G. By 
(4), the greatest lower bound of this function is 0. Since G212 is compact, 
the value 0 is attained. Thus A EQ~ . 
Hence Qn is closed, and the proof is complete. 
4.3. Proof of Theorem IV. Let G be an infinite compact group. 
Choose any PP set A, C G. By Theorem 4.2, A, can be split into 
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two PP sets. Call one of these A, . The other one can be split; call one of 
the pieces A, . Continue in this way. The result is that A, contains 
countably many pairwise disjoint PP sets A, , A, , A, ,... . 
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