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ON SOME SUBCLASS OF HARMONIC CLOSE-TO-CONVEX
MAPPINGS
NIRUPAM GHOSH AND A. VASUDEVARAO
Abstract. Let H denote the class of harmonic functions f in D := {z ∈ C : |z| <
1} normalized by f(0) = 0 = fz(0)− 1. For α ≥ 0, we consider the following class
W0H(α) := {f = h+ g ∈ H : Re (h′(z) + αzh′′(z)) > |g′(z) + αzg′′(z)|, z ∈ D}.
In this paper, we first prove the coefficient conjecture of Clunie and Sheil-Small for
functions in the classW0
H
(α). We also prove growth theorem, convolution, convex
combination properties for functions in the class W0
H
(α). Finally, we determine
the value of r so that the partial sums of functions in the class W0
H
(α) are close-
to-convex in |z| < r.
1. Introduction
Let H be the class of complex-valued harmonic functions f in the unit disk D =
{z ∈ C : |z| < 1} normalized by f(0) = 0 = fz(0)− 1. Any function f in H has the
canonical representation f = h+ g, where
(1.1) h(z) = z +
∞∑
n=2
anz
n and g(z) =
∞∑
n=1
bnz
n.
Here both h and g are analytic functions in D and are called analytic and co-analytic
part of f respectively. In particular, for g(z) = 0, the class H reduces to the class A,
consisting of analytic functions in D with f(0) = 0 and f ′(0) = 1. If f = h+ g then
the Jacobian Jf (z) of f is defined by Jf(z) = |h′(z)|2−|g′(z)|2 and we say f is sense
preserving if Jf(z) > 0 in D. Let SH be the subclass of H consisting of univalent
(that is, one-to-one) and sense preserving harmonic mappings. If g(z) = 0 in D then
the class SH reduces to the class S, containing univalent analytic functions in D
with f(0) = 0 and f ′(0) = 1. Furthermore, if f = h+ g ∈ SH then |g′(0)| = |b1| < 1
(as Jf(0) = 1− |g′(0)|2 = 1− |b1|2 > 0). Thus function
F (z) =
f − b1f
1− |b1|2
belongs to the class SH. Clearly F is univalent because F is an affine mapping of f .
A simple observation shows that Fz(0) = 0. Thus we may restrict our attention to
the following subclass
S0H := {f ∈ SH : b1 = fz(0) = 0}.
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Hence for any function f = h + g in S0H, its analytic and co-analytic parts can be
represented by
(1.2) h(z) = z +
∞∑
n=2
anz
n and g(z) =
∞∑
n=2
bnz
n.
The family S0H is known to be compact and normal, whereas SH is normal but
not compact. In 1984, Clunie and Sheil-Small [6] investigated the class SH and
its geometric subclasses. Since then, the class SH and its subclasses have been
extensively studied (see [4], [5], [6], [14], [32]). A domain Ω is called starlike with
respect to a point z0 ∈ Ω if the line segment joining z0 to any point in Ω lies in Ω.
In particular if z0 = 0 then Ω is called starlike domain. A complex-valued harmonic
mapping f ∈ H is said to be starlike if f(D) is starlike domain with respect to the
origin. The class of harmonic starlike functions in D is denoted by S∗H. A domain
Ω is said to be convex domain if it is starlike with respect to every point in Ω. A
function f in H is said to be convex if f(D) is convex. The class of harmonic convex
mappings in D is denoted by KH. A domain Ω is said to be close-to-convex if the
complement of Ω can be written as union of non-intersecting half lines. A function
f ∈ H is called close-to-convex in D if f(D) is close-to-convex domain. The class
of harmonic close-to-convex mappings in D is denoted by CH. If fz(0) = 0 then the
classes S∗H, KH and CH reduce to S∗H0, K0H and C0H respectively. In analytic case,
S∗(K and C respectively) is a subclasses of S that contains functions f such that
f(D) is starlike (convex and close-to-convex respectively) domain.
Clinie and Sheil-Small [6] proved the following result which gives a sufficient con-
dition for a harmonic function f to be close-to-convex.
Lemma 1.3. [6] Suppose h and g are analytic in D with |g′(0)| < |h′(0)| and h+ ǫg
is close-to-convex analytic function for each ǫ (|ǫ| = 1). Then f = h+g is harmonic
close-to-convex in D.
A classical problem for functions in the class S where functions are of the form
f(z) = z +
∞∑
n=0
anz
n
is to find the sharp upper bound for the absolute value of the coefficients an for
n ≥ 2. In 1916, Bieberbach [2] proved that if f ∈ S then |a2| ≤ 2 and conjectured
that |an| ≤ n for n ≥ 2. In 1985, de Branges [3] proved this conjecture affirmatively.
The following analogous type of conjecture was proposed by Clunie and Sheil-Small
[6] for functions in the class S0H.
Conjecture 1. Let f = h+ g belong to S0H, where the representation of h and g are
given by (1.2). Then |an| ≤ An and |bn| ≤ Bn for n ≥ 2 where
(1.4) An =
(2n+ 1)(n+ 1)
6
and Bn =
(2n− 1)(n− 1)
6
.
Clunie and Sheil-Small [6] verified Conjecture 1 for typically real functions. In
1990, Sheil-Small [30] proved Conjecture 1 for functions f in S0H such that f(D)
is starlike with respect to the origin or f(D) is convex in one direction. In 2001,
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Wang and Liang [32] proved Conjecture 1 for functions in the class C0H. However
Conjecture 1 is still open for the class S0H. Equality occurs in (1.4) for the harmonic
Koebe function
(1.5) K(z) =
z − 1
2
z2 + 1
6
z3
(1− z)3 +
1
2
z2 + 1
6
z3
(1− z)3 .
A harmonic function f ∈ H is said to be fully starlike (resp. fully convex ) if each
|z| < r is mapped onto a starlike (resp. convex) domain. In 2013, Nagpal and
Ravichandran [16] proved the following theorem.
Theorem A. [16] A sense preserving harmonic function f = h+ g is fully starlike
in D if the analytic functions h+ ǫg are starlike in D for each ǫ (|ǫ| = 1).
In 2013, Li and Ponnusamy [11] investigated the properties of functions in the
class
P0H := {f = h+ g ∈ H : Re(h′(z)) > |g′(z)|, z ∈ D}.
The class P0H is closely related to the class R := {f ∈ S : Re(f ′(z)) > 0, z ∈ D}
which was introduced by MacGregor [15]. It has been proved that a harmonic
function f = h + g belongs to the class P0H if and only if the analytic functions
h + ǫg belong to R for each ǫ (|ǫ| = 1) (see [11], [12]). Using this property, Li and
Ponnusamy [11] have obtained the coefficient bounds and radius of convexity for the
functions in the class P0H.
In 1977, Chichra [7] studied the subclass W(α), consisting of f ∈ A such that
Re (f ′(z) + αzf ′′(z)) > 0 for z ∈ D. It has been proved that for Reα ≥ 0, the
members ofW(α) are univalent in D and W(α) is a subclass of the class of analytic
close-to-convex functions. In 2010, the regions of variability for functions in the
classW(α) was studied by Ponnusamy and Vasudevarao [20]. In 1982, R. Singh and
S. Singh [28] proved that W(1) is a subclass of analytic starlike functions. In 2014,
Nagpal and Ravichandran [17] studied the following class
W0H := {f = h+ g ∈ H : Re(h′(z) + zh′′(z)) > |g′(z) + zg′′(z)|, z ∈ D}
which is the harmonic analogue of the classW(1). It is known thatW0H is a subclass
of S∗H0 and P0H. In particular, the members ofW0H are fully starlike in D. The sharp
coefficient bounds and the growth theorem for functions in the class W0H have been
investigated in [17]. It has been proved that the classW0H is closed under convolution
and convex combinations.
.
For two analytic functions
F1(z) =
∞∑
n=0
anz
n and F2(z) =
∞∑
n=0
bnz
n,
the convolution (or Hadamard product) is defined by
F1 ∗ F2 =
∞∑
n=0
anbnz
n, z ∈ D.
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Analogously, for harmonic functions f1 = h1 + g1 and f2 = h2 + g2 in H, the
convolution is defined as
f1 ∗ f2 = h1 ∗ h2 + g1 ∗ g2.
In 1973, Ruscheweyh and Sheil-Small [24] proved that the class of convex analytic
functions is closed under convolution. It is well-known that if f ∈ C and g ∈ S∗ then
f∗g ∈ S∗ and the convolution of convex function with close-to-convex function is also
close-to-convex. However, the class of analytic starlike functions is not closed under
the convolution. In 1984, Clunie and Sheil-Small [6] proved that if f is harmonic
convex function and φ is analytic convex function, then the function f ∗ (φ + αφ)
is harmonic close-to-convex function for all α (|α| < 1). For the extensive study on
convolution of harmonic mappings we refer to [8], [9] and [10].
Let f(z) =
∑∞
n=0 anz
n be in the class S. Then the nth partial sum of f(z) is
defined by
sn(f) =
n∑
k=0
akz
k for n ∈ N
where a0 = 0 and a1 = 1. Analogously in harmonic case, the p, q-th section/partial
sum of harmonic function f = h + g given by (1.1) is defined as follows:
sp,q = sp(h) + sq(g)
where sp(h) =
∑p
k=1 akz
k and sq(g) =
∑q
k=1 bkz
k, p, q ≥ 1 with a1 = 1.
In 1928, Szegö [31] proved a remarkable result which asserts that every section
sn(f) of a function f ∈ S is univalent in the disk |z| < 1/4. The number 1/4
is the best possible as is evident from the second partial sum of Koebe function
k(z) = z/(1−z)2. For f ∈ S, determining the exact radius of univalence rn of sn(f)
remains an open problem. However, many related problems concerning sections
have been solved for various geometric subclasses of S. In 1941, Robertson [23]
studied the partial sums of multivalently starlike functions (see also [22]). In 1988,
Ruscheweyh [25] proved a strong result by showing that the partial sums, sn(f)
are starlike in the disk |z| < 1/4 not only for the functions f in the class S but
also for the closed convex hull of S. For many interesting results on sections of
analytic functions we refer to [18], [21] and [26] (also see [1, 19, 27]). In 2013, Li
and Ponnusamy [12] discussed the properties of sections of functions in the class
P0H(α) := {f = h+ g : Re (h′(z)− α) > |g′(z)| for z ∈ D}.
In 2015, Li and Ponnusamy [13] investigated the properties of sections of stable
harmonic convex functions.
In this paper we introduce the following class W0H(α) (for α ≥ 0)
W0H(α) := {f = h+ g ∈ H : Re (h′(z) + αzh′′(z)) > |g′(z) + αzg′′(z)| for z ∈ D}
with g′(0) = 0. The organization of this paper as follows: In section 2, we prove
that the class W0H(α) is a subclass of close-to-convex harmonic mappings. We also
obtain the sharp coefficient bounds and growth theorem for functions in the class
W0H(α). In Section 3, we obtain the convolution and convex combination properties
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of functions in the class W0H(α). Finally, in section 4, we determine r so that the
partial sums sp,q(f) of f ∈ W0H(α) are close-to-convex in the disk |z| < r.
2. Main Result
Theorem 2.1. A harmonic mapping f = h + g is in W0H(α) if and only if the
analytic function F = h+ ǫg belongs to W(α) for each |ǫ| = 1.
Proof. If f = h+ g ∈ W0H(α) then for each |ǫ| = 1,
Re(F ′(z) + αzF ′′(z)) = Re((h′(z) + αzh′′(z)) + ǫ(g′(z) + αzg′′(z)))
> Re((h′(z) + αzh′′(z))− |(g′(z) + αzg′′(z))|
> 0 for z ∈ D.
Hence F = h+ ǫg ∈ W(α) for each |ǫ| = 1. Conversely, if F ∈ W(α) then
Re((h′(z) + αzh′′(z) + ǫ(g′(z) + αzg′′(z)) > 0 for D
or, equivalently,
Re((h′(z) + αzh′′(z)) > Re(−ǫ(g′(z) + αzg′′(z))) for D.
Since ǫ (|ǫ| = 1) is arbitrary, for an appropriate choice of ǫ we obtain
Re((h′(z) + αzh′′(z)) > |g′(z) + αzg′′(z)| for z ∈ D.
Consequently f ∈ W0H(α). 
Note that for α ≥ 0, each function in the classW(α) is close-to-convex. Hence by
Lemma 1.3, W0H(α) is a subclass of C0H for α ≥ 0. In 1977, Chichra [7] proved that
if 0 ≤ β < α then W(α) ⊂ W(β). Thus W0H(α) ⊂ W0H(β) if 0 ≤ β < α. In view
of this, W(α) is starlike for α ≥ 1 because the class W(1) is starlike. For α ≥ 1, if
f ∈ W0H(α) then h+ ǫg ∈ W(α) is starlike function in D for each ǫ (|ǫ| = 1). Hence
by Theorem A, W0H(α) ⊂ S∗H0 for all α ≥ 1. In particular, for α ≥ 1 each member
of W0H(α) is fully starlike.
The following theorems give sharp coefficient bounds for functions in the class
W0H(α).
Theorem 2.2. Let f = h + g ∈ W0H(α) for α ≥ 0 be of the form (1.2). Then for
n ≥ 2,
(2.3) |bn| ≤ 1
αn2 + n(1− α) .
The result is sharp for the function f(z) which is given by f(z) = z + 1
αn2+n(1−α)z
n.
Proof. Let f ∈ W0H(α). Then
(2.4) Re(h′(z) + αzh′′(z)) > |g′(z) + αzg′′(z)| for z ∈ D.
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Using the series expansion of g(z) and (2.4) we have
rn−1(αn2 + (1− α)n)|bn| ≤ 1
2π
∫ 2π
0
|g′(reiθ) + αreiθg′′(reiθ)| dθ
≤ 1
2π
∫ 2π
0
Re(h′(reiθ) + α(reiθ)h′′(reiθ)) dθ
= 1.
Letting r → 1− we obtain the desired bound. To show the bound in (2.3) is sharp,
we consider f(z) = z+ 1
αn2+n(1−α)z
n. It is easy to see that f ∈ W0H(α) and |bn(f)| =
1
αn2+n(1−α) . 
Theorem 2.5. Let f = h + g ∈ W0H(α) for α ≥ 0 be of the form (1.2). Then for
any n ≥ 2,
(i) |an|+ |bn| ≤ 2
αn2 + n(1− α) ;
(ii) ||an| − |bn|| ≤ 2
αn2 + n(1− α) ;
(iii) |an| ≤ 2
αn2 + n(1− α) .
All these results are sharp for the function f(z) which is given by f(z) = z +∑∞
n=2
2
αn2+n(1−α)z
n.
Proof. It is sufficient to prove only the first inequality as the rest follow from it.
Since f = h+g ∈ W0H(α) by Theorem 2.1, h+ ǫg is in the classW(α) for ǫ (|ǫ| = 1).
Thus for each |ǫ| = 1 we have
Re ((h+ ǫg)′ + αz(h+ ǫg)′′) > 0 for z ∈ D.
This implies there exists an analytic function p(z) which is of the form p(z) =
1 +
∑∞
n=1 pnz
n with Re p(z) > 0 in D such that
(2.6) h′(z) + αzh′′(z) + ǫ(g′(z) + αzg′′(z)) = p(z).
Comparing the coefficients on the both sides of (2.6) we obtain
(2.7) (αn2 + (1− α)n)(an + ǫbn) = pn−1 for n ≥ 2.
Since |pn| ≤ 2 for n ≥ 1 and ǫ (|ǫ| = 1) is arbitrary, it follows from (2.7) that
(2.8) (αn2 + (1− α)n)(|an|+ |bn|) ≤ 2
which yields the first inequality.
To prove the sharpness of (2.8), we consider the function f(z) = z+
∑∞
n=2
2
αn2+n(1−α)z
n.
It is easy to see that f ∈ W0H(α) and all the three inequalities are sharp. 
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Remark 2.1. (i) For α = 0, the classW0H(α) reduces to R0H which was studied
by Li and Ponnusamy [12]. If we put α = 0 in Theorem 2.2 and Theorem
2.5, we obtain the results [12, Theorems 1 and 2] as a particular case.
(ii) For α = 1, the class W0H(α) reduces to W0H(1) = {f = h + g : Re(h′(z) +
zh′′(z)) > |g′(z) + zg′′(z)|} which was studied by Nagpal and Ravichandran
[17]. If we put α = 1 in Theorem 2.2 and Theorem 2.5, we obtain the result
[17, Theorm 3.5] as a particular case.
Theorem 2.9. Let f = h+ g ∈ W0H(α) be as in (1.2) with 0 < α ≤ 1. Then
(2.10) |z|+ 2
∞∑
n=2
(−1)n−1|z|n
αn2 + n(1− α) ≤ |f(z)| ≤ |z| + 2
∞∑
n=2
|z|n
αn2 + n(1− α) .
This result is sharp for the function f(z) = z+
∑∞
n=2
2
αn2+n(1−α)z
n and its rotations.
Proof. Let f = h+ g be in the class W0H(α). Then F = h+ ǫg is in the class W(α)
and for each |ǫ| = 1 we have
(2.11) Re (F ′(z) + αzF ′′(z)) > 0 for z ∈ D.
Thus there exists an analytic function ω(z) with ω(0) = 0 and |ω(z)| < 1 in D such
that
(2.12) F ′(z) + αzF ′′(z) =
1 + ω(z)
1− ω(z) .
A simplification of (2.12) gives
z1/αF ′(z) =
1
α
∫ z
0
ξ
1
α
−1 1 + ω(ξ)
1− ω(ξ) dξ
=
1
α
∫ |z|
0
(teiθ)
1
α
−1 1 + ω(teiθ)
1− ω(teiθ)e
iθ dt.
Therefore we have
|z1/αF ′(z)| =
∣∣∣∣∣ 1α
∫ |z|
0
(teiθ)
1
α
−1 1 + ω(teiθ)
1− ω(teiθ)e
iθ dt
∣∣∣∣∣
≤ 1
α
∫ |z|
0
t
1
α
−1 1 + t
1− t dt
and
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|z1/αF ′(z)| =
∣∣∣∣∣ 1α
∫ |z|
0
(teiθ)
1
α
−1 1 + ω(teiθ)
1− ω(teiθ)e
iθ dt
∣∣∣∣∣
≥ 1
α
∫ |z|
0
t
1
α
−1Re
1 + ω(teiθ)
1− ω(teiθ) dt
≥ 1
α
∫ |z|
0
t
1
α
−1Re
1− t
1 + t
dt.
Further computation gives
(2.13) |F ′(z)| = |h′(z) + ǫg′(z)| ≤ 1 + 2
∞∑
n=1
|z|n
1 + αn
.
and
|F ′(z)| = |h′(z) + ǫg′(z)| ≥ 1 + 2
∞∑
n=1
(−1)n|z|n
1 + αn
.
Since ǫ (|ǫ| = 1) was arbitrary, it follows from (2.13) that
|h′(z)|+ |g′(z)| ≤ 1 + 2
∞∑
n=1
|z|n
1 + αn
and
|h′(z)| − |g′(z)| ≥ 1 + 2
∞∑
n=1
(−1)n|z|n
1 + αn
.
Let Γ be the radial segment from 0 to z, then
|f(z)| =
∣∣∣∣
∫
Γ
∂f
∂ξ
dξ +
∂f
∂ξ
dξ
∣∣∣∣ ≤
∫
Γ
(|h′(ξ)|+ |g′(ξ)|)| dξ|
≤
∫ |z|
0
(
1 + 2
∞∑
n=1
|t|n
1 + αn
)
dt = |z| + 2
∞∑
n=2
|z|n
αn2 + (1− α)n
and also
|f(z)| =
∫
Γ
∣∣∣∣∂f∂ξ dξ + ∂f∂ξ dξ
∣∣∣∣ ≥
∫
Γ
(|h′(ξ)| − |g′(ξ)|)| dξ|
≥
∫ |z|
0
(
1 + 2
∞∑
n=1
(−1)n|t|n
1 + αn
)
dt = |z|+ 2
∞∑
n=2
(−1)n|z|n
αn2 + (1− α)n
The equality in (2.10) holds for the function f(z) which is given by
f(z) = z +
∞∑
n=2
2
αn2 + n(1− α)z
n
and its rotations. 
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The following result is a sufficient condition for functions to be in the classW0H(α).
Theorem 2.14. Let f = h+ g ∈ S0H be of the form (1.2) and satisfies the condition
(2.15)
∞∑
n=2
(αn2 + (1− α)n)(|an|+ |bn|)) < 1.
Then f ∈ W0H(α).
Proof. Let f = h + g ∈ S0H. Using the series representation of h(z) given by (1.2),
we obtain
Re (h′(z) + αzh′′(z)) = 1 + Re
( ∞∑
n=2
(αn2 + (1− α)n)anzn−1
)
(2.16)
≥ 1−
∣∣∣∣∣
∞∑
n=2
(αn2 + (1− α)n)anzn−1
∣∣∣∣∣
≥ 1−
∞∑
n=2
(αn2 + (1− α)n)|an|.
In view of (2.15), the inequality (2.16) reduces to
Re (h′(z) + αzh′′(z)) >
∞∑
n=2
(αn2 + (1− α)n)|bn|
≥
∣∣∣∣∣
∞∑
n=2
(αn2 + (1− α)n)bn
∣∣∣∣∣
= |g′(z) + αzg′′(z)|
and hence f ∈ W0H(α). 
3. Convex combinations and Convolution
In this section, we show that the classW0H(α) is closed under convex combinations.
Also we show that W0H(α) is closed under convolution.
Theorem 3.1. The class W0H(α) is closed under convex combinations.
Proof. Let fi := hi + gi ∈ W0H(α) for i = 1, 2, . . . n and
∑n
i=1 ti = 1 (0 ≤ ti ≤ 1).
The convex combination of fi’s can be written as
f(z) =
n∑
i=1
tifi(z) = h(z) + g(z)
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where h(z) =
∑n
i=1 tihi(z) and g(z) =
∑n
i=1 tigi(z). Then h and g both are analytic
in D with h(0) = g(0) = h′(0)− 1 = g′(0) = 0. A simple computation yields
Re (h′(z) + αzh′′(z)) = Re
(
n∑
i=1
ti(h
′
i(z) + αzh
′′
i (z))
)
>
n∑
i=1
ti|g′i(z) + αzg′′i (z)|
≥ |g′(z) + αzg′′(z)|.
This shows that f ∈ W0H(α). 
A sequence {cn}∞n=0 of non-negative numbers is said to be a convex null sequence
if cn → 0 as n→∞ and
c0 − c1 ≥ c1 − c2 ≥ c2 − c3 ≥ ... ≥ cn−1 − cn ≥ ... ≥ 0.
To prove the convolution results on the class W0H(α) we need the following lemmas:
Lemma 3.2. [29] Let {cn}∞n=0 be a convex null sequence. Then the function
q(z) =
c0
2
+
∞∑
n=1
cnz
n
is analytic and Re q(z) > 0 in D.
Lemma 3.3. [29] Let p(z) be an analytic function in the unit disk D with p(0) = 1
and Re (p(z)) > 1/2 in D. Then for any analytic function f in D, the function p ∗ f
takes values in the convex hull of the image of D under f .
Using Lemma 3.2 and Lemma 3.3, we prove the following interesting lemma.
Lemma 3.4. Let F be in the class W(α). Then Re(F (z)
z
) > 1/2.
Proof. Let F ∈ W(α) be given by F (z) = z +∑∞n=2Anzn. Since F ∈ W(α),
Re (F ′(z) + αzF ′′(z)) > 0 in D, which is equivalent to
Re
(
1 +
∞∑
n=2
An(n
2α + n(1− α))zn−1
)
> 0 for z ∈ D.
Therefore Re p(z) > 1/2 in D, where
p(z) = 1 +
1
2
∞∑
n=2
An(n
2α + n(1− α))zn−1.
Consider a sequence {cn}∞n=0 defined by c0 = 1 and cn−1 = 2n2α+n(1−α) for n ≥ 2 .
Then it is easy to see that cn → 0 as n→∞ and
c0 − c1 ≥ c1 − c2 ≥ c2 − c3 ≥ ... ≥ cn−1 − cn ≥ ... ≥ 0.
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Thus the sequence {cn}∞n=0 is a convex null sequence. In view of Lemma 3.2, the
function
q(z) =
1
2
+
∞∑
n=2
2
n2α + n(1− α)z
n−1
is analytic and Re(q(z)) > 0 in D. A simple computation shows that
F (z)
z
= 1 +
∞∑
n=2
Anz
n−1
= p(z) ∗
(
1 +
∞∑
n=2
2
n2α + n(1− α)z
n−1
)
.
An application of Lemma 3.3 yields Re
(
F (z)
z
)
> 1/2 for z ∈ D. 
Lemma 3.5. Let F1 and F2 be in W(α). Then the Hadamard product F1 ∗ F2 is in
W(α).
Proof. Let F1(z) = z +
∑∞
n=2Anz
n and F2(z) = z +
∑∞
n=2Bnz
n. Then the convolu-
tion of F1 and F2 is given by
F (z) = (F1 ∗ F2)(z) = z +
∞∑
n=2
AnBnz
n.
Since zF ′(z) = zF ′1(z) ∗ F2(z), a computation shows that
(3.6) F ′(z) + zαF ′′(z) = (F ′1(z) + zαF
′′
1 (z)) ∗
(
F2(z)
z
)
.
Since F1, F2 ∈ W(α), Re (F ′1(z) + zαF ′′1 (z)) > 0 for z ∈ D. In view of Lemma 3.4,
Re (F2(z)/z) > 1/2 in D. An application of Lemma 3.3 to (3.6) gives Re (F
′(z) +
zαF ′′(z)) > 0 in D. Hence F = F1 ∗ F2 belongs to the class W(α). 
Using Lemma 3.5 we shall prove the following interesting result.
Theorem 3.7. If f1 and f2 are in W0H(α) then f1 ∗ f2 is in W0H(α).
Proof. Let f1 = h1 + g1 and f2 = h2 + g2 be two functions in the class W0H(α). The
convolution of f1 and f2 is given by f1 ∗ f2 = h1 ∗ h2 + g1 ∗ g2. To show f1 ∗ f2 is in
the class W0H(α), it is sufficient to prove that F = h1 ∗ h2+ ǫ(g1 ∗ g2) is in W(α) for
each ǫ (|ǫ| = 1). Since by Lemma 3.5, W(α) is closed under convolution, for each
ǫ (|ǫ| = 1), hi + ǫgi ∈ W(α) for i = 1, 2. Hence the following functions
F1 = (h1 − g1) ∗ (h2 − ǫg2)
and
F2 = (h1 + g1) ∗ (h2 + ǫg2)
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are in the class W(α). Again, since W(α) is closed under convex combination, the
function
1
2
(F1 + F2) = (h1 ∗ h2) + ǫ(g1 ∗ g2) = F
is in the class W(α). Hence W0H(α) is closed under convolution. 
In 2002, Goodloe [10] considered the Hadamard product of harmonic function
with an analytic function defined as follows:
f ∗˜φ = h ∗ φ+ g ∗ φ
where f = h+ g is harmonic and φ is analytic function in D.
Theorem 3.8. Let f ∈ W0H(α) and φ ∈ A be such that Re
(
φ(z)
z
)
> 1/2 for z ∈ D.
Then f ∗˜φ ∈ W0H(α).
Proof. Let f = h + g be in the class W0H(α). Then we have
f ∗˜φ = h ∗ φ+ g ∗ φ.
In view of Theorem 2.1, to prove f ∗˜φ is in the class W0H(α), it suffices to prove
that F (z) = h ∗ φ + ǫ(g ∗ φ) belongs to the class W(α) for each ǫ (|ǫ| = 1). Since
f ∈ W0H(α), for each ǫ (|ǫ| = 1) the function F1(z) = h + ǫg belongs to W(α).
Therefore F = F1 ∗ φ and
F ′(z) + αzF ′′(z) = (F ′1(z) + αzF
′′
1 (z)) ∗
φ(z)
z
.
Since Re
(
φ(z)
z
)
> 1/2 and Re(F ′1(z) + αzF
′′
1 (z)) > 0 in D, in view of Lemma 3.3, it
can be seen that F ∈ W(α). 
As a consequence of Theorem 3.8, we obtained the following result.
Corollary 3.9. Suppose f belongs to W0H(α) and φ ∈ K. Then f ∗˜φ ∈ W0H(α).
Proof. Since φ is convex, Re
(
φ(z)
z
)
> 1/2 for z in D and hence the desired result
follows from Theorem 3.8. 
4. Partial sums of functions in W0H(α)
Lemma 4.1. Let f = h + g be in the class W0H(α) with α ≥ 0. Then for |ǫ| = 1
and |z| < 1/2, we have
Re ((s3(h) + ǫs3(g))
′ + αz(s3(h) + ǫs3(g))′′) > 1/4.
Proof. Let f = h + g ∈ W0H(α). Then by Theorem 2.1, h + ǫg is in the class W(α)
for ǫ (|ǫ| = 1). Then ReFǫ(z) > 0 where
Fǫ(z) = (h+ ǫg)
′ + αz(h + ǫg)′′ = 1 +
∞∑
k=1
ckz
k.
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It is easy to see that
|2c2 − c21| ≤ 4− |c1|2.
Now let 2c2− c21 = c. Then c2 = c/2+ c21/2 and |c| ≤ 4− |c1|2. Let c1z = α+ iβ and√
cz = γ + iδ, where α, β, γ and δ are real numbers. Then for |z| < 1/2 it is easy
to see that
α2 + β2 = |c1|2|z|2 < |c1|
2
4
and
(4.2) γ2 + δ2 = |c||z|2 < |c|
4
≤ 1− |c1|
2
4
≤ 1− (α2 + β2).
Therefore from (4.2) and c2 = c/2 + c
2
1/2, we obtain
Re ((s3(h) + ǫs3(g))
′ + αz(s3(h) + ǫs3(g))′′)
= Re (1 + c1z + c2z
2)
= Re (1 + c1z +
c
2
z2 +
c21
2
z2)
= 1 + α +
(
γ2
2
− δ
2
2
)
+
(
α2
2
− β
2
2
)
> 1 + α +
(
γ2
2
− 1− (α
2 + β2 + γ2)
2
)
+
(
α2
2
− β
2
2
)
=
1
4
+
(
α +
1
2
)2
+ γ2 ≥ 1
4
which yields the desired result. 
Theorem 4.3. Let f ∈ W0H(α). Then for each q ≥ 2, s1,q(f) ∈ W0H(α) for |z| < 1/2.
Proof. Let f = h + g be in the class W0H(α), where h and g are of the form (1.2).
Clearly,
s1,q(f)(z) = s1(h)(z) + sq(g)(z) = z +
q∑
n=2
bnzn.
and Re (s1(h)
′(z) + αz(s1(h)′′(z))) = 1. An application of Theorem 2.2 shows that
|sq(g)′(z) + αzsq(g)′′(z)| =
∣∣∣∣∣
q∑
n=2
(n2α + n(1− α))bnzn−1
∣∣∣∣∣
≤
q∑
n=2
(n2α+ n(1− α))|bn||zn−1| ≤
q∑
n=2
|z|n−1
=
|z|(1− |z|q−1)
1− |z| <
|z|
1− |z| < 1
= Re (s1(h)
′(z) + αz(s1(h)′′(z)))
when |z| < 1/2. Therefore s1,q(f) ∈ W0H(α) in |z| < 1/2.
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
Theorem 4.4. Let f ∈ W0H(α) and p and q satisfy one of the following conditions :
(i) 3 ≤ p < q,
(ii) p = q ≥ 2,
(iii) p > q ≥ 3,
(iv) p= 3 and q = 2.
Then sp,q(f) ∈ W0H(α) in |z| < 1/2.
Proof. Let f = h+ g be in the classW0H(α), where h and g are of the form (1.2). So
σp(h)(z) =
∑∞
k=p+1 akz
k and σq(g)(z) =
∑∞
k=q+1 bkz
k. Then h = sp(h) + σp(h) and
g = sq(g) + σq(g). To prove sp,q(f) ∈ W0H(α) it sufficies to prove that sp(h) + ǫsq(g)
is in the class W(α) for each ǫ (|ǫ| = 1). If f ∈ W0H(α) then
Re ((sp(h) + ǫsq(g))
′ + αz(sp(h) + ǫsq(g))′′)
(4.5)
≥ Re ((h+ ǫg)′ + αz((h + ǫg)′′)− |((σp(h) + ǫσq(g))′ + αz(σp(h) + ǫσq(g))′′)|
≥ 1 + |z|
1− |z| − |((σp(h) + ǫσq(g))
′ + αz(σp(h) + ǫσq(g))
′′)|
Case (i): 3 ≤ p < q
An application of Theorem 2.2 and Theorem 2.5 gives
|(σp(h) + ǫσq(g))′ + αz(σp(h) + ǫσq(g))′′|(4.6)
=
∣∣∣ ((p+ 1) + αp(p+ 1))ap+1zp + ...+ (q + αq(q − 1))aqzq−1
+
∞∑
k=q+1
(k + αk(k − 1))(ak + ǫbk)zk−1
∣∣∣∣∣
≤ 2(|z|p + ...+ |z|q−1 + 2
∞∑
k=q+1
|z|k−1) = 2|z|
p
1− |z| .
Using (4.6) in(4.5) we obtain
Re ((sp(h) + ǫsq(g))
′ + αz(sp(h) + ǫsq(g))′′)(4.7)
≥ 1 + |z|
1− |z| −
2|z|p
1− |z| .
Now for 4 ≤ p < q and |z| = 1/2, the inequality (4.7) yields
Re ((sp(h) + ǫsq(g))
′ + αz(sp(h) + ǫsq(g))′′) ≥ 1
3
− 1
4
> 0.
Since Re ((sp(h) + ǫsq(g))
′ + αz(sp(h) + ǫsq(g))′′) is harmonic, it assumes the
minimum value on the circle |z| = 1/2. Therefore for 4 ≤ p < q, sp,q(f) ∈ W0H(α)
in |z| < 1/2.
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If p = 3 < q then an application of Theorem 2.2 and Lemma 4.1 shows that
Re ((s3(h) + ǫsq(g))
′ + αz(s3(h) + ǫsq(g))′′)
= Re
(
(s3(h) + ǫs3(g))
′ + αz(s3(h) + ǫs3(g))′′ + ǫ
q∑
k=4
(k + αk(k − 1))bkzk−1
)
≥ 1
4
−
∣∣∣∣∣ǫ
q∑
k=4
(k + αk(k − 1))bkzk−1
∣∣∣∣∣
>
1
4
− |z|
3
1− |z| .
It is easy to see that
Re ((s3(h) + ǫsq(g))
′ + αz(s3(h) + ǫsq(g))′′) > 0
for |z| < 1/2 and hence s3,q(f) ∈ W0H(α) for |z| < 1/2.
Case (ii): p = q ≥ 2
If p = q ≥ 4, then the inequality (4.7) gives sp,q ∈ W0H(α) in |z| < 1/2 and Lemma
4.1 implies that s3,3 ∈ W0H(α) in |z| < 1/2. For p = q = 2, s2,2(f)(z) = z+a2z2+b2z2.
An application of Theorem 2.5 shows that
Re ((s2(h) + ǫs2(g))
′ + αz(s2(h) + ǫs2(g))′′)
= 1 + 2(1 + α)Re (a2 + ǫb2)z
≥ 1− 2(1 + α)|(a2 + ǫb2)z|
≥ 1− 2|z| > 0
in the disk |z| < 1/2. Hence, s2,2(f) ∈ W0H(α) for |z| < 1/2.
Case (iii): p > q ≥ 3
By Theorem 2.2 and Theorem 2.5, we obtain
|(σp(h) + ǫσq(g))′ + αz(σp(h) + ǫσq(g))′′)|(4.8)
=
∣∣∣ (q + 1) + αq(q + 1))ǫbq+1zq + ...+ (p+ αp(p− 1))ǫbpzp−1
+
∞∑
k=p+1
(k + αk(k − 1))(akǫbk)zk−1
∣∣∣∣∣
=
|z|q − |z|p
1− |z| + 2
|zp|
1− |z| =
|z|q + |z|p
1− |z| .
Using (4.8) in (4.5) we obtain
Re (sp(h) + ǫsq(g))
′ + αz(sp(h) + ǫsq(g))′′(4.9)
≥ 1− |z|
1 + |z| −
|z|q + |z|p
1− |z|
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If q ≥ 4 then as in Case (i) we obtain
Re ((sp(h) + ǫsq(g))
′ + αz(sp(h) + ǫsq(g))′′)
≥ 1 + |z|
1− |z| −
2|z|q
1− |z| > 0.
Hence for q ≥ 4 and p > q, sp,q ∈ W0H(α) for |z| < 1/2.
If q = 3 and |z| = 1/2, from (4.9) it follows that
Re ((sp(h) + ǫs3(g))
′ + αz(sp(h) + ǫs3(g))′′) ≥ 1
12
− 1
2p−1
.
If p ≥ 5 then the last estimate shows that
Re ((sp(h) + ǫs3(g))
′ + αz(sp(h) + ǫs3(g))′′) > 0
and hence sp,q ∈ W0H(α) for |z| < 1/2.
If q = 3 and p = 4, it follows that
Re ((s4(h) + ǫs3(g))
′ + αz(s4(h) + ǫs3(g))′′)(4.10)
= Re ((s4(h) + ǫs3(g))
′ + αz(s4(h) + ǫs3(g))′′) + Re ((4 + 12α)a4z3)
≥ Re ((s4(h) + ǫs3(g))′ + αz(s4(h) + ǫs3(g))′′)− |((4 + 12α)a4z3)|.
Using Theorem 2.5 and Lemma 4.1 in (4.10) we obtain
Re ((s4(h) + ǫs3(g))
′ + αz(s4(h) + ǫs3(g))′′)
>
1
4
− 2|z|3 > 1
4
− 1
22
= 0 for |z| = 1
2
.
This implies s4,3 ∈ W0H(α) for |z| < 1/2 and hence for p > q ≥ 3, sp,q ∈ W0H(α) for
|z| < 1/2.
Case (iv): p= 3 and q = 2
An application of Theorem 2.2 and Lemma 4.1 shows that
Re ((s3(h) + ǫs2(g))
′ + αz(s3(h) + ǫs2(g))′′)
= Re ((s3(h) + ǫs3(g))
′ + αz(s3(h) + ǫs3(g))′′)− Re (((3 + 6α)ǫ)b3z2)
>
1
4
− |z|2 > 1
4
− 1
22
= 0 for |z| = 1/2.
Hence s3,2 ∈ W0H(α) for |z| < 1/2. This completes the proof. 
Theorem 4.11. Let f ∈ W0H(α). If p = 2 < q, then s2,q(f) ∈ W0H(α) in |z| < 3−
√
5
2
.
If p ≥ 4 and q = 2, then sp,2(f) ∈ W0H(α) in |z| < r0 where r0 ≈ 0.433797 is the
unique real root of the equation 1− 2r − r3 − r4 − r5 = 0.
Proof. Let p = 2 < q. Then s2,q(f) = s2(h) + sq(g) = z + a2z
2 +
∑q
k=2 bnz
n. So
(s2(h) + ǫsq(g))
′ + αz(s2(h) + ǫsq(g))′′
= 1 + 2a2z(1 + α) + ǫ
q∑
k=2
(k + αk(k − 1))bkzk−1.
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An application of Theorem 2.5 shows that
|((s2(h) + ǫsq(g))′ + αz(s2(h) + ǫsq(g))′′)− 1|
=
∣∣∣∣∣2a2z(1 + α) + ǫ
q∑
k=2
(k + αk(k − 1))bkzk−1
∣∣∣∣∣
=
∣∣∣∣∣2(1 + α(a2 + ǫb2)z + ǫ
q∑
k=3
(k + αk(k − 1))bkzk−1
∣∣∣∣∣
< 2|z|+ |z|
2
1− |z|
< 1
for |z| < 3−
√
5
2
. Hence s2,q(f) ∈ W0H(α) for |z| < 3−
√
5
2
.
Consider the case p ≥ 4 and q = 2. Then using (4.9) we obtain
Re ((sp(h) + ǫs2(g))
′ + αz(sp(h) + ǫs2(g))′′)
≥ 1− |z|
1 + |z| −
|z|q + |z|p
1− |z|
≥ 1− |z|
1 + |z| −
|z|2 + |z|4
1− |z|
=
1− 2|z| − |z|3 − |z|4 − |z|5
1− |z|2 > 0
for |z| < r0 ≈ 433797. Hence sp,2(f) ∈ W0H(α) for |z| < 0.433797.

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