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Abstract. This paper combines [15], [16], [17], and [18] to provide a de-
tailed sketch of Belov’s solution of Specht’s problem for affine algebras over
an arbitrary commutative Noetherian ring, together with a discussion of the
general setting of Specht’s problem in universal algebra and some applica-
tions to the structure of T-ideals. Some illustrative examples are collected
along the way.
Specht’s problem is whether every set of polynomial identities of an al-
gebra is finitely based, i.e., is a consequence of a finite number of identities.
It can be asked more generally for all classes of algebras, and actually was first
asked for groups by B.H. Neumann [70], affirmatively answered long ago for finite
groups by Oates and Powell [72]. The first counterexample is due to Olshan-
2010 Mathematics Subject Classification: Primary: 16R10; Secondary: 16R30, 17A01,
17B01, 17C05.
Key words: Specht’s question, polynomial identities, T-ideal, affine algebra, representable
algebra, torsion, Noetherian.
*We are grateful to the V. Drensky and the referee for pointing out and clarifying many key
references.
314 A. Belov-Kanel, L. Rowen, U. Vishne
skii [73], with explicit examples of infinite systems of group identities given by
Adian [1], Kleiman [55] and Vaughan-Lee [95]. Kleiman showed that the system
(x21 · · · x
2
n)
4 = 1, n = 1, 2, . . ., is not finitely based. An account of group identities
is given in [71].
0.1. Specht problem for associative algebras. Specht [91] raised
the question for associative algebras of characteristic 0. Already in the 1960s,
Latyshev [59, 60, 61] verified Specht’s problem for the Grassmann algebra and
related algebras, including any algebra satisfying the identity [[[x, y], z], t]. In 1973
Krakowski and Regev [56] proved that the T-ideal of the Grassmann algebra
is generated by the single identity [[x, y], z]; a quick elementary proof using a
lemma of Latyshev is given in [14, Lemma 3.43]. Kruse [58] and L’vov [66] found
an affirmative answer for finite rings; specific generating identities for matrices
over finite fields were given in [32, 33, 68]. In the 1970s, using a combinatorial
approach of Higman [39], Latyshev [62, 63], and independently Genov [31] and
Popov [75], solved Specht’s problem for algebras of characteristic 0 satisfying
an identity not satisfied by 2 × 2 matrices and an identity not satisfied by the
tensor square of the Grassmann algebra. Belov, Borisenko, and Latyshev [13]
proved that each variety generated by monomial algebras is generated by a single
automata algebra.
An equivalent formulation to Specht’s problem, for arbitrary T-ideals, is
whether the countably generated free algebra C{x} satisfies the ACC (ascending
chain condition) on T-ideals. Kemer obtained a positive solution for character-
istic 0 in 1988 and 1990, cf. [48], thereby enabling him to apply techniques of
Noetherian theory to T-ideals of PIs; we indicate how this works at the end of
this paper. Aljadeff and Belov [2] (also cf. Sviridova [92]) have proved a graded
version of Kemer’s theorem.
Specht’s problem has counterexamples in characteristic p, discovered by
Belov [10, 11], and later by Grishin [36] and Shchigolev [88], in 1999 and 2000.
All such examples are infinitely generated. Thus, in positive characteristic, one
could hope only for a positive result for affine PI-algebras. In 1991, Kemer [47]
proved this over infinite fields, and in 2002 Belov, in his second dissertation, in
Russian, extended the theory to cover affine PI-algebras over arbitrary commu-
tative Noetherian rings. There is no hope for such a result over a non-Noetherian
commutative base ring C, since any chain of ideals of C can be viewed as a chain
of T-ideals.
0.2. Specht’s problem for nonassociative algebras. Since the notion
of algebraic variety is appropriate to any class of universal algebras, one can
pose Specht’s problem for arbitrary classes of algebraic varieties, in particular for
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classes of nonassociative algebras. Let us review the known results concerning
familiar classes of nonassociative algebras. As Drensky has pointed out to us, it is
very easy to construct counterexamples in any characteristic, such as the system
((x1x2)(x3x4)x5 · · · xn−2)(xn−1xn) = 0, n = 6, 7, . . . (where the parentheses are
left normed and x1x2x3 = (x1x2)x3).
As with many famous problems in algebra, Lie algebras have served as a
bridge from groups to associative algebras. Already in 1970, Vaughan-Lee [94]
proved that the T-ideal id(gl2) over an infinite field of characteristic 2 is not fi-
nitely based; see also [23]. Drensky [24] then found a finite dimensional Lie alge-
bra over an infinite field of arbitrary characteristic p > 0 whose PIs are not finitely
based; a reasonably straightforward demonstration is given in [19, Example 5.1].
Other interesting examples include Drensky [27] and Kleiman (unpublished).
Bahturin and Olshanskii [8] established the finite basis property for finite
Lie rings, see also [29] for a concrete example of a basis of identities of a finite Lie
algebra. Iltyakov [41, 43] verified Specht’s conjecture for any affine Lie algebra of
characteristic 0 satisfying a “Capelli system of identities,” defined below. Other
positive Lie results are given in [57, 98].
Specht’s problem still is open for affine Lie algebras in general. Since
representability plays such an important role, one expects a positive solution
for affine linear Lie algebras. Iltyakov [41] verified Specht’s conjecture for affine
alternative algebras of characteristic 0. Medvedev [69] and Pchelintsev [74] gave
non-affine counterexamples in characteristics 2 and 3, respectively. Badeev [7]
has counterexamples for Specht’s conjecture on commutative Moufang loops.
These counterexamples are based on Shestakov’s discovery [89] that many
counterexamples in nonassociative algebras can be obtained from the nonassocia-
tive analog of Kemer’s use of the Grassmann envelope (in the associative case),
to pass from affine superalgebras to non-affine algebras. This idea also has been
used in other situations besides Specht’s question.
For Jordan algebras, an extra subtlety arises from the existence of identi-
ties of special Jordan algebras. Vais and Zelmanov [93] verified Specht’s conjec-
ture for affine Jordan algebras of characteristic 0 satisfying a non-special identity.
0.3. The objective of this paper. Belov’s results are given in Isvestija
[12], but the article does not contain all the details. Over the last two years,
Belov, Rowen, and Vishne have presented the proof in full detail in a series of
four papers [15, 16, 17, 18] (the last of which has not yet appeared), totalling
about 150 journal pages. Our goal in this exposition is to make these articles
more palatable by presenting a detailed overview of the proof (over an arbitrary
commutative Noetherian base ring C), given in Theorem 10.9, together with
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its main ideas, and also giving an indication of which parts are routine and
which parts required innovations. One of the main themes is the translation
from combinatoric questions (of explicit evaluations of polynomials) to geometric
notions such as quivers. This deep interplay between combinatoric algebra and
representation theory, as well as further details of the history of Specht’s question
is discussed at length in the introduction of [12] and in [90].
The proof of Specht’s problem (in the affine case) is divided into several
cases: First we handle the case that the base ring C = F is a field, which could
be finite. Then one reduces from the case of C a general Noetherian ring to the
case where C is an integral domain. Ironically, this reduction is much easier than
the first case, relying on straightforward results from commutative Noetherian
ring theory. We conclude the proof by passing to the field of fractions; the main
concern in this step is handling torsion in the localization procedure.
Although our proof is based on applying quivers defined with respect to
matrix algebras, Kemer [48] proved in characteristic 0 that every prime variety
can be represented as the Grassmann envelope of a simple superalgebra. Thus,
we can describe its identities in terms of quivers whose vertices correspond to al-
gebras of T-prime varieties (as characterized by Kemer). This approach provides
all known (non-affine) counterexamples to Specht’s problem in characteristic p,
where the glued blocks correspond to Grassmann algebras, cf. [19]. It would be
interesting to develop the parallel theory of quivers for non-affine algebras, in
order to understand this situation better.
1. Background. A polynomial identity (PI) of an algebra A over
a base ring C is a noncommutative polynomial with coefficients in C, which
vanishes identically for any substitution in A. We write id(A) for the set of PIs
of an algebra A. We use [14] as a general reference for PIs, and in particular for
Specht’s problem. Other relevant references are [7, 6, 24, 35, 43, 67, 76, 82, 81].
The set id(A) can be viewed as an ideal of the free associative algebra C{x},
where x stands for the countable set of variables x0, x1, . . . , closed under all
algebra homomorphisms C{x} → C{x}. Such an ideal I of C{x} is called a
T -ideal. In general, the T-ideal of a polynomial in an algebra A is the ideal
generated by all substitutions of the polynomial in A.
Conversely, for any T -ideal I of C{x}, each element of I is a PI of the
quotient algebra C{x}/I, and C{x}/I is relatively free, in the sense that for
any PI-algebra A with id(A) ⊇ I, and any a1, a2 · · · ∈ A, there is a natural
homomorphism C{x}/I → A sending xi 7→ ai for i = 1, 2, . . . .
Two algebras are called PI-equivalent if they satisfy the same PIs, and
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the major question in PI-theory is to classify PI-equivalence classes of algebras.
For any polynomial f(x1, x2, . . . ) ∈ C{x}, define degi f to be the maximal degree
with respect to xi of its monomials. For example, we write [a, b] for the additive
commutator ab−ba. All identities of commutative algebras of characteristic 0 are
determined by the single identity [x, y] = xy − yx of degree 2.
1.1. Identities of matrix algebras. Since matrix algebras are so fun-
damental in the study of associative algebras, one might naturally start with the
matrix algebra Mn(K) over a field K of characteristic 0 and ask to find a finite
set of identities that determines id(Mn(K)). For n = 1, this is just the single
identity [x, y] for the field K.
Define the Capelli polynomial
ck(x1, . . . , xk; y1, . . . , yk) =
=
∑
π∈Sk
sgn(π)xπ(1)y1 · · · xπ(k)yk
of degree 2k, and the standard polynomial
sk(x1, . . . , xk) = ck(x1, . . . , xk; 1, . . . , 1) =
=
∑
π∈Sk
sgn(π)xπ(1) · · · xπ(k)
of degree k.
Any C-subalgebra of Mn(K) satisfies the identities ck for all k > n
2. The
celebrated Amitsur-Levitzki theorem says that Mn(K) satisfies s2n, and this
is its PI of minimal degree.
Razmyslov [79] proved that id(M2(K)) is determined by a finite set of
identities; Drensky [25] proved that the identities s4 and the Wagner polynomial
g2 := [[x, y]
2, z] suffice. (The polynomial g2 ∈ id(M2(K)) since for any 2 × 2
matrices a and b, the matrix [a, b] has trace 0, implying [a, b]2 is scalar). Although
the statement of the assertion is straightforward, the proof is intricate, and utilizes
Lie theory, as expounded in [7]. Razmyslov [80] also proved that any variety
containing id(M2(K)) is determined by a finite set of identities
But an explicit set of generators of M3(Q) remains unknown! Ironically,
the problem becomes considerably more tractable when one adjoins identities of
matrices involving coefficients of the characteristic polynomial; in characteristic
0 it is enough to adjoin the traces, in view of Newton’s formulas. Then by
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results proved independently by Helling [38], Procesi [77], and Razmyslov [78],
all T-ideals with traces are consequences of the identities trace(1) = n and the
Hamilton-Cayley identity (saying that any matrix satisfies its Hamilton-Cayley
polynomial).
1.2. Linearization. A polynomial is blended [82, Definition 2.3.15] if
each indeterminate appearing nontrivially in the polynomial appears in each of
its monomials. Since any polynomial f(x1, . . . , xn) can be written as
f(0, x2, . . . , xn) + (f(x1, . . . , xn)− f(0, x2, . . . , xn)),
one sees (by induction on the number of non-blended indeterminates) that any
T-ideal is additively spanned by T-ideals of blended polynomials, cf. [82, Exer-
cise 2.3.7]. Thus, we may assume that f is blended.
Given any (blended) polynomial f(x1, . . . , xm), we define the lineariza-
tion process by introducing a new indeterminate x′i and passing to
f(x1, . . . , xi + x
′
i, . . . , xm)− f(x1, . . . , xi, . . . , xm)− f(x1, . . . , x
′
i, . . . , xm).
This process, applied repeatedly to a PI, yields a multilinear identity. Whereas
in characteristic 0 the linearization process can be reversed by taking x′i = xi,
this fails in positive characteristic, as exemplified by the Boolean identity x2−x,
whose multilinearization is the identity x1x2+x2x1, satisfied by all commutative
algebras of characteristic 2 (which need not be Boolean).
1.3. Kemer’s solution of Specht’s problem in characteristic 0.
One of Kemer’s main results was:
Theorem 1.1 ([14, Theorem 4.66]). Every affine PI-algebra of charac-
teristic 0 is PI-equivalent to a finite dimensional (f.d.) algebra.
The proof of Theorem 1.1 relies heavily on the classical structure of
f.d. algebras, in particular Wedderburn’s Principal Theorem which states
that over an algebraically closed field one can write any f.d. algebra A = S ⊕ J ,
where J is the radical of A (which is nilpotent) and S ∼= A/J is semisimple.
Definition 1.2. A semisimple substitution (into an algebra A) is a
substitution into an element of S, and a radical substitution is a substitution
into an element of J . A pure substitution is a substitution into an element of
S ∪ J , i.e., either semisimple or radical.
When working with a multilinear polynomial f , one can decompose any
evaluation of f into sums of evaluations with pure substitutions. Two key ingre-
dients of the proof of Theorem 1.1 are Kemer’s Lemmas, given in [14, Chapter 4],
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which describe the dimension of the semisimple part and the nilpotence index of
J in terms of such evaluations of polynomials on A. Kemer’s Second Lemma,
which involves “µ-Kemer polynomials,” is particularly intricate.
Kemer then uses these combinatoric ideas to provide an inductive argu-
ment which takes an arbitrary T-ideal of an affine algebra towards the T-ideal
of a f.d. algebra, and concludes the proof of Theorem 1.1. From then on, the
solution of Specht’s problem for affine algebras of characteristic 0 is not difficult,
cf. [14, Theorem 4.69].
To pass to the non-affine case, Kemer first proves the analog to Theo-
rem 1.1 for superalgebras, and then passes to arbitrary non-affine algebras via
the Grassmann envelope and the representation theory of the symmetric group in
characteristic 0. This latter argument uses properties of Young diagrams that do
not hold in characteristic p. Kemer’s use of the Grassmann envelope is highly sig-
nificant, since it also points to the counterexamples in positive characteristic, as
explained in Shestakov [89], leading as well to the nonassociative counterexamples
described above. A more detailed discussion of the connection between super-
algebras and representation theory is given in [12]. Working in the Grassmann
algebra, Grishin [36] and Shchigolev [88] constructed infinitely based T-spaces.
1.4. Kemer’s solution of Specht’s problem for affine PI-algebras
over an infinite field. In light of the previous discussion, one could hope for a
solution of Specht’s problem for affine PI-algebras over an infinite field of arbitrary
characteristic, by working with polynomials which are not quite multilinear.
1.4.1. Quasi-linearization. To handle characteristic p > 0, Kemer [47]
took a closer look at the linearization process.
Definition 1.3. A function f is i-quasi-linear on A if
f(. . . , ai + a
′
i, . . . ) = f(. . . , ai, . . . ) + f(. . . , a
′
i, . . . )
for all ai, a
′
i ∈ A; f is A-quasi-linear if f is i-quasi-linear on A for all i.
Definition 1.4. Suppose f(x1, x2, . . . ) ∈ C{x} has degree di in xi. The
i-partial linearization of f is
(1) ∆if := f(x1, x2, . . . , xi,1 + · · ·+ xi,di , . . . )−
di∑
j=1
f(x1, x2, . . . , xi,j , . . . )
where the substitutions were made in the i component, and x1,1, . . . , x1,di are new
variables.
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Remark 1.5. Applying (1) lowers degi f . When ∆if = 0, then f is
i-quasi-linear, so we apply (1) at most degi f times repeatedly, if necessary, to
each xi in turn, to obtain a polynomial that is A-quasi-linear. (Quasi-linear
polynomials are used heavily by Kemer in [47], but obtained slightly differently
in (1) via homogeneous components of partial linearizations.)
Formally, this process is slightly stronger than that given in [17], but
yields the following nice result:
Proposition 1.6 ([18, Corollary 2.13]). For any polynomial f which
is not an identity of A, the T-ideal generated by f contains an A-quasi-linear
non-identity for which the degree in each indeterminate is a p-power.
Lemma 1.7 ([18, Lemma 2.16]). Suppose x1 has some specialization
x1 7→
∑
x1,j where the x1,j are substitutions of different components. (For ex-
ample, some of them might be semisimple and others radical.) Then all special-
izations involving “mixing” the x1,j occur in ∆f(x1,1, . . . , x1,di , x2, . . . ).
If f were linear in x1 then we could separate these into distinct special-
izations of f . But when f is non-linear in x1, we need to turn to Lemma 1.7.
In [47], the definition of quasi-linear also included homogeneity, which can
be obtained automatically over infinite fields. Since we are working over finite
fields, we say instead that a function f is i-quasi-homogeneous of degree si
on A if
f(. . . , αai, . . . ) = α
sif(. . . , ai, . . . )
for all α ∈ F, ai ∈ A; f(x1, . . . , xt; y1, . . . , ym) is A-quasi-homogeneous of de-
gree s on A, if f is i-quasi-homogeneous on A of degree si for all 1 ≤ i ≤ t, with
s = s1 · · · st.
Lemma 1.8.([18, Lemma 2.18]). Given any T-ideal I and any polynomial
f ∈ I which is a non-identity of A, we can obtain an A-quasi-homogeneous non-
identity in I.
2. Outline of the proof for affine algebras over an arbitrary
commutative Noetherian base ring. The detailed proof of Theorem 1.1
in [14] takes about 120 pages, and one should expect the proof over an arbitrary
field to be even more complicated. The main innovation is the use of full quivers
to control certain nonzero evaluations of a polynomial, whose careful study (in-
cluding “hiking”) occupies most of the proof. The use of full quivers simplifies
some of the computations, but still requires a very careful analysis.
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Let C be a commutative Noetherian ring. A faithful C-algebra A is called
weakly representable if it is embeddable as an C-subalgebra of Mn(K) for a
suitable commutative faithful C-algebra K. A is called representable if K can
be taken to be a field. The following well-known observation enables us to pass
from weakly representable to representable.
Remark 2.1. If A is an affine, weakly representable C-algebra, then K
can be taken to be Noetherian [14, Prop. 1.76]. If moreover C is an affine domain,
then A is representable, in view of Anan’in’s theorem [3].
(Note: The shorter proof in [14] has a gap, which is corrected in [85] in
the important case that A is finite over its center; this is the only case needed in
[14].)
An immediate consequence of Theorem 1.1 is that every relatively free
affine PI-algebra over a field of characteristic 0 is representable. We call a T-
ideal representable if it is the ideal of identities of a representable algebra.
Lemma 2.2. Let C be a Noetherian integral domain. Every T-ideal of
identities of a C-torsion-free affine PI-algebra contains a representable T-ideal.
P r o o f. The field case is [14, Cor. 4.9]. Thus C may be assumed infinite,
and we can replace C by its field of fractions without changing the given T-
ideal. 
Lemma 2.2 is needed to get started in proving Thoerem 7.3. We need a
stronger statement for proving Theorem 9.9 (for general Noetherian base rings),
but encounter some technical difficulties and thus defer the argument to the proof
itself.
Unless otherwise indicated, from now on we assume that F is a field of
characteristic p and of order q, a power of p. Thus, the Frobenius map ϕq : a 7→
aq is an F -algebra endomorphism. (The theory also works in characteristic 0,
without the Frobenius map.) Let K be a field containing the algebraic closure of
F . The algebra
A =
{(
F K[λ]
0 K[λ]
)
: α ∈ F
}
is obviously representable but not PI-equivalent to a finite dimensional F -algebra.
Indeed, its center being of some q-power q′ implies that A satisfies some PI of the
form
[x1, x2]
2q′ − [x1, x2]
2.
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Thus, Kemer’s Theorem 1.1 cannot be extended to algebras over finite fields. But
the algebra A is representable, so we see that varieties may contain representable
algebras even when they do not contain f.d. algebras, and we work instead with
representable algebras.
Remark 2.3. Here are the main steps in our proof:
(1) By [14, Corollary 4.9], the T-ideal of A contains the T-ideal of a finite
dimensional algebra, so, replacing A by that algebra, we start with a rep-
resentable algebra.
(2) The Zariski closure (see Section 3) of a representable algebra is in the
same PI variety, but also satisfies the main structure theorems of finite
dimensional algebras, including the Wedderburn Principal Theorem that
any Zariski closed algebra A can be written as a vector space direct sum of
its radical J and the semisimple part S = A/J .
(3) Since Zariski closed semisimple algebras S are finite direct sums of matrix
algebras, and since the radical is nilpotent, the main difficulty in under-
standing the structure of an algebra is in the interaction between S and
J . We describe this interaction through various identifications of matrix
entries in the representation, which we call gluing.
(4) Full quivers and pseudo-quivers of representations provide a tool for study-
ing gluing, and evaluating polynomials on Zariski-closed algebras.
(5) A non-identity is transformed into a characteristic coefficient-absorbing
polynomial by means of hiking arising from the pseudo-quiver, to which
we attach a Capelli polynomial (which for convenience is taken to be cen-
tral).
(6) Shirshov’s theorem enables us to adjoin characteristic coefficients to obtain
integrality, and thus finite generation of algebras as modules over the base
ring.
(7) Step (6) enables us to find representable T-ideals inside arbitrary T-ideals,
thus providing a procedure to reduce quivers.
(8) Quiver reduction, together with an argument about torsion, yields a geo-
metric technique to apply induction and conclude the proof in the field-
theoretic case.
(9) Noetherian induction on the base ring reduces the theorem to the case
where the base ring is an integral domain (which must be infinite, in view
of (8)).
Full exposition of Specht’s problem 323
(10) One can separate the p-torsion according to finitely many prime numbers
p, and thereby eliminate p-torsion by means of (8).
(11) The proof for varieties of PI-algebras over an integral domain is concluded
by extending the base ring to its field of fractions.
(12) An easy argument enables one to pass to arbitrary varieties (for which none
of the coefficients of the identities need be invertible).
The exposition given here follows this outline. Some of the steps of this
program can be applied to arbitrary classes of nonassociative algebras, as is in-
dicated at the end of this paper.
3. The Zariski closure of a representable algebra. Assume that
A is a faithful, representable algebra over an affine Noetherian integral domain F .
Suppose K ⊇ F is an algebraically closed field, together with the repre-
sentation ρ :A→ Mn(K) of an F -algebra A. The Zariski closure ρ(A)
cl is the
closure of ρ(A) with respect to the Zariski topology of Mn(K).
This definition clearly depends on the choice of the representation ρ. Nev-
ertheless, abusing language slightly, we assume that ρ is a given faithful repre-
sentation, and we view A ⊆ Mn(K). We denote its Zariski closure as A
cl. Since
any K-subalgebra of Mn(K) is Zariski closed, we can take the Zariski closure of
A in any K-subalgebra B ⊆ Mn(K) containing A. In particular, we can take
B = KA, the K-subspace of Mn(K) spanned by A.
Any algebra is PI-equivalent to its Zariski closure. Thus, the PI clas-
sification problem reduces to determining the PIs of Zariski closed algebras of
relatively free algebras.
Remark 3.1. When the base ring F is finite then it is a field. If F is
infinite, then Acl = KA, so the Zariski closed algebras are precisely the f.d. K-
subalgebras of Mn(K), and the theory of this section degenerates to the theory
of f.d. algebras. In other words, any Zariski closed algebra contains the field of
fractions of F .
Accordingly, we assume from now on that F denotes a field. The innova-
tion in our theory comes when we take the base field F to be finite.
Example 3.2. |F | = q iff F satisfies the Fermat identity xq − x. Thus,
every finite field is Zariski closed, and the Zariski closure of any infinite subfield
of K is K itself. In this way, the Zariski closure differentiates the finite from the
infinite.
Example 3.3. The Zariski closed algebra A =
{(
a 0
0 ap
)
: a ∈ K
}
is
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a field, but KA =
(
K 0
0 K
)
is not.
Nevertheless, Zariski closed algebras satisfy many of the structural prop-
erties of finite dimensional algebras over algebraically closed fields.
Remark 3.4. Let I ⊳ B be maximal with respect to I ∩A = 0. Passing
to B/I, we may assume that every ideal of B = KA intersects A nontrivially.
Remark 3.4 ties the structure of A to the structure of B. The follow-
ing consequence, parallel to Wedderburn’s principal theorem, gives us the basic
structure of Zariski closed algebras over arbitrary fields.
Theorem 3.5 (First Representation Theorem, [15, Theorem 3.33]). Any
Zariski closed algebra A ⊂ Mn(K) has a Wedderburn decomposition A = S ⊕ J ,
where J = Rad(A) and S ∼= A/J is a subalgebra of A that is isomorphic to a direct
sum of matrix algebras over fields (which are Zariski closed F -subfields of K).
3.1. Generic algebras. The algebra that we often study is the Zariski
closure of a relatively free algebra. This leads us to the study of generic elements
in a relatively free algebra. The construction of a generic algebra over an infinite
field is rather classical. One takes a base b1, . . . , bn over F , and adjoins indeter-
minates ξ
(k)
i to F (i = 1, . . . , n, k ∈ N), and forms the algebra generated by the
“generic” elements Yk =
∑n
i=1 ξ
(k)
i bi, k ∈ N, which is easily seen to be relatively
free in the variety defined by id(A).
The situation is considerably subtler over a finite field, since we encounter
the finite component.
Construction 3.6. (General construction of generic algebras, cf. [15,
Theorem 7.14]). Letting C1, . . . , Ct denote the irreducible components of A
cl under
the Zariski topology, suppose each Ci is defined over a field with qi elements. To
obtain s “mutually generic” elements bi1, . . . , bis in each component, we take a
generic element
b ∈ Cs1 × · · · × C
s
t ,
where each Csi denotes the direct product of s copies of Ci. Thus b has the form
((b11, . . . , b1s), (b21, . . . , b2s), . . . , (bµ1, . . . , bµs)), where each (bi1, . . . , bis) ∈ Ci; by
definition, the bik are “mutually generic”. Next, we define the generic coeffi-
cient ring
C = F [ξik : 1 ≤ i ≤ s, 1 ≤ k ≤ µ]/〈ξ
qdi
ik − ξik : 1 ≤ i ≤ s, 1 ≤ k ≤ µ〉,
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and the generic elements Yk =
∑s
i=1 ξikbik (k = 1, . . . , µ), where ξik is the image
of ξik in C. The subalgebra of B generated by the Yk serves as our generic algebra
for the variety generated by A.
F is not PI-equivalent to the ring of polynomials F [ξ], since |F | = q, so
we must pass to F [ξ]/〈ξq − ξ〉, where the image ξ of ξ is a generic element. Since
F [ξ]/〈ξq−ξ〉 is isomorphic to a direct product of q copies of F , we could view our
generic element as a q-tuple listing the elements of F . For two generic elements
we need to pass to
F [ξ1, ξ2]/〈ξ
q
1 − ξ1, ξ
q
2 − ξ2〉,
which is isomorphic to a direct product of q2 copies of F , and so on.
An explicit construction for generic PI-algebras of Zariski closed algebras
is given in [15, Theorem 7.19], and requires us to pass from algebras over a field
to algebras over a commutative ring, which is the main reason that we do not
always assume that the base ring is a field. This sort of construction also works
for nonassociative Zariski closed algebras in the framework of universal algebra.
3.2. PI-generic rank over an arbitrary field.
Definition 3.7. The topological rank of a Zariski closed algebra A is
defined as the minimal possible number of generators of an F -subalgebra A0 of A
for which the Zariski closure of A0 is A.
Example 3.8. Let K be an infinite dimensional field extension of a finite
field F . The Zariski closed algebra A =
(
F K
0 F
)
has infinite topological rank,
since any finite number of elements generates only a finite subspace of K in the
1, 2 position, which is Zariski closed.
Accordingly, we look for an alternative concept which is more closely
relevant to PI-theory.
Definition 3.9 The PI-generic rank of A is the minimal number m
of elements needed to generate a subalgebra satisfying the same PIs as A; then
the relatively free PI-algebra of A could also be generated by m elements. In the
literature, the PI-generic rank is sometimes called the basic rank.
Clearly, the PI-generic rank is less than or equal to the topological rank.
The PI-generic rank of Example 3.8 is 2.
Corollary 3.10 ([15, Corollary 7.11]). Any representable algebra A (over
an arbitrary field has a PI-equivalent algebra with finite PI-generic rank.
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P r o o f. Pass to the Zariski closure, which is easily seen to have finite
PI-generic rank by looking at the Wedderburn block form. 
4. Gluing components.
Theorem 4.1 ([15, Theorem 5.14]). Any Zariski closed F -subalgebra
A = S ⊕ J of Mn(K) (where K is an algebraically closed field containing F ) can
be represented in Wedderburn block form, in which diagonal blocks comprise
the semisimple part S, and the radical J embeds above the diagonal, with certain
identifications of the blocks which we call gluing. Any such identification is
obtained via homomorphisms between these blocks, and all identifications among
the diagonal blocks are Frobenius gluing.
The basic question is determining how the radical J interacts with S ∼=
A/J . Gluing occurs separately for the diagonal (semisimple) and the off-diagonal
(radical) components. Diagonal gluing is easily described, since any identification
of diagonal blocks can be viewed as an isomorphism of matrix algebras, which in
turn is described in terms of an isomorphism of their fields of scalars. Any F -
automorphism of a finite field is given a power ϕℓq of the Frobenius map ϕq : a 7→
aq, where |F | = q, so all diagonal gluing can be described in terms of Frobenius
gluing of the diagonal blocks. We call qℓ the Frobenius twist in the gluing.
When ℓ = 0, we call the gluing identical gluing. Thus, any diagonal gluing can
be expressed (with respect to a suitable choice of base) as identifying the entries
αi,j in one component with α
qℓ
i,j in the other component. Sometimes idempotents
are glued, thereby ruining the effectiveness of the Peirce decomposition, which
we refine to the “sub-Peirce decomposition” of [16, Definition 5.20] by looking
outside of A.
Example 4.2.
(1) A =




α x y λx
0 β z 0
0 0 α 0
0 0 0 β

 : α, β, x, y, z ∈ K

, where λ ∈ K is fixed. The
glued blocks are the sets of indices T1 = {1, 3} and T2 = {2, 4}. Accordingly,
we have the Peirce decomposition A = A11⊕A12⊕A21⊕A22, where A11 =
K(e11+ e33)+Ke13, A12 = K(e12+λe14), A21 = Ke23 and A22 = K(e22+
e44).
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(2) A =




α x y z
0 αq x′ y′
0 0 α x′′
0 0 0 αq

 : α, x, x′, x′′, y, y′, z ∈ K

. Now there is only
one glued component, namely T1 = {1, 2, 3, 4}, which decomposes with
respect to identical gluing as T1 = {1, 3} ∪ {2, 4}. A corresponding idem-
potent decomposition in M4(K) (but not in A!) is eˆ1 = e
(1)
1 + e
(2)
1 where
eˆ1 = 1, e
(1)
1 = e11 + e33 and e
(2)
1 = e22 + e44. The sub-Peirce components
are A
(11)
11 = Ke
(1)
1 +Ke13, A
(12)
11 = Ke12 +Ke14 +Ke34, A
(21)
11 = Ke23 and
A
(22)
11 = Ke
(2)
1 +Ke24 (similarly to the Peirce components in (1)).
Another kind of gluing (above the diagonal) is called proportional, by
which we mean that gluing between two radical components is by means of some
scalar multiple (perhaps times a Frobenius automorphism). If the Frobenius
automorphism is trivial, we define the gluing to be purely proportional. Although
one could have other possible kinds of gluing, we shall see that they are not
needed.
It also is convenient to consider the following kind of gluing:
Definition 4.3. A relation is called gluing up to infinitesimals if it
has the form:
(2) 〈ξq
t
i − ξj〉
k = 0
for suitable k.
Note that when i = j this merely means that we are adjoining an alge-
braic element to the base field to obtain a commutative algebra which may have
nilpotent elements.
Example 4.4. The algebra A =
{(
a b
0 a
)
: a, b ∈ K
}
can also be
viewed as the 2 × 2 matrix representation of the commutative algebra of dual
numbers of K, i.e.,
(
a b
0 a
)
is identified with a+ bδ, where δ2 = 0.
5. The full quiver of a representation. One of the most useful tools
in representation theory is the quiver of a finite dimensional algebra. However, we
need a more explicit description, which also does not identify Morita equivalent
algebras since matrix algebras of different size are not PI-equivalent. In this way,
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we are led to consider a more elaborate combinatoric object, the full quiver of
a representation of an algebra, a directed graph Γ, having neither loops, double
edges, nor cycles, with the following information attached to the vertices and
edges:
The vertices of the full quiver of a representation of A correspond to the
diagonal blocks arising from the simple components of the semisimple part S,
whereas the arrows come from the radical J . Every vertex likewise corresponds
to a central idempotent in the corresponding matrix block.
• The vertices are ordered, say from 1 to k, and an edge always takes a vertex
to a vertex of higher order. There are identifications of vertices of edges,
called diagonal gluing, and identification of edges, called off-diagonal
gluing. Gluing of vertices in full quivers is identical or Frobenius.
• Each vertex is labelled with a roman numeral (I, II etc.); glued vertices
are labelled with the same roman numeral. A vertex can be either filled
or empty. When the base field F is finite, superscripts ℓ indicate the
Frobenius twist between glued vertices.
The first vertex listed in a glued component is also given a pair of subscripts
— the matrix degree ni and the cardinality of the corresponding field
extension of F (which, when finite, is denoted as a power qti of q = |F |).
• Off-diagonal gluing (i.e., gluing among the edges) includes Frobenius glu-
ing and proportional gluing with an accompanying scaling factor ν.
Our motivating example: The algebra of upper triangular matrices Tn
corresponds to the quiver consisting of just one branch of length n, with all ver-
tices corresponding to blocks of dimension 1, and with no gluing. The subtleties
arise from gluing, with many examples given in [17]. Here is an example of
proportional gluing.
Example 5.1.
A =




α 0 νβ γ
0 α 0 β
0 0 α 0
0 0 0 α

 : α ∈ F, β ∈ K


has off-diagonal proportional gluing with scaling factor ν. The corresponding
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quiver is
(3) I
νβ
''
γ
&&
I
β
''
I I .
A pseudo-quiver is the graph obtained by a change of base of the glued
diagonal blocks. Such a base change may simplify the arrows in the full quiver
in a way that improves the off-diagonal gluing, eliminating linear relations.
Example 5.2. Suppose the quiver contains three vertices with arrows
glued in the form
II
I
αiiii
44iiii
λα
UUU
U
**UUU
II
or
I
α
UUU
UU
**UUUU
II ;
I
λαiiii
44iii
for some λ ∈ K. Then we can trade two arrows for one, by creating a new vertex,
replacing the existing arrows with I
(λ+1)α
// II .
However changing base could result in a representation in which the di-
agonal blocks corresponding to vertices may have extra linear relations that are
not consequences of identical or Frobenius gluing.
The following examples, repeated from [16], illustrate the pseudo-quiver.
Example 5.3. Consider the full quivers
(4) I α //
β
II
$$I
II
II
II
TTT
T
**TTT
T
•
55kkkkkkk
))SS
SS
SS
S •
I
αuu
::uuuuu
β // II
55jjjjjjj
and
I α //
β
II
$$I
II
II
II
TTT
T
**TTT
T
•
55kkkkkkk
))SS
SS
SS
S •
I
αuu
::uuuuu
3β // II
55jjjjjjj
In the left-hand side of (4), a base change of the components denoted by I, which
replaces e22, e33 with e22, e33 − e22 as in Example 5.2, results in the first quiver
of (5), which is subdirectly reducible, with no gluing. However the same base
change applied to the right-hand side of (4) results in the second quiver of (5),
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which still has gluing.
(5) I α //
β
II
$$I
II
II
II
TTT
T
**TTT
T
•
55kkkkkkk
))SS
SS
SS
S •
I II
55jjjjjjj
;
I α //
β
II
$$I
II
II
II
TTT
T
**TTT
T
•
55kkkkkkk
))SS
SS
SS
S •
I 2β // II
55jjjjjjj
5.1. The monoid grading. We grade paths according to the following
rules:
Definition 5.4. We writeM∞ for the multiplicative monoid {1, q, q
2, . . . ,
ǫ}, where ǫa = ǫ for every a ∈ Mm. (In other words, ǫ is the “zero” ele-
ment adjoined to the multiplicative monoid 〈q〉.) Mm denotes the monoid ob-
tained by adjoining a “zero” element ǫ to the subgroup 〈q〉 of Zqm−1, namely
Mm =
{
1, q, q2, . . . , qm−1, ǫ
}
where ǫa = ǫ for every a ∈ Mm. Let M be the
semigroup M/∼, where ∼ is the equivalence relation obtained by matching the
degrees of glued variables: When two vertices have a Frobenius twist qℓ, we iden-
tify 1 with qℓ in the respective components.
Example 5.5. The full quiver of
(6)
{(
α β
0 αq
)
: α ∈ Fqr , β ∈ K
}
,
is I −→ I(1). The grading monoid isMr×Mr modulo the identification (1, ǫ) ≡
(ǫ, q).
The sub-Peirce decomposition has three components, one for each matrix
entry, and the generic element
{(
x y
0 xq
)}
subdivides into the three compo-
nents {(
x 0
0 0
)}
,
{(
0 0
0 xq
)}
,
{(
0 y
0 0
)}
.
Note that x and xq have the same grade, by the identification.
5.2. Canonization Theorems. Since arbitrary gluing is difficult to
describe, we need some “canonization” theorems to “improve” the gluing. The
first theorem shows that we have already specified enough kinds of gluing.
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Theorem 5.6 (First Canonization Theorem, cf. [16, Theorem 6.12]). The
Zariski closure of any representable affine PI-algebra A has a representation for
whose full quiver all gluing is Frobenius proportional.
Definition 5.7. A full quiver (resp. pseudo-quiver) is basic if it has a
unique initial vertex r and unique terminal vertex s, and all of its gluing above
the diagonal is proportional Frobenius. A basic full quiver (resp. pseudo-quiver)
Γ is canonical if any two paths from the vertex r to the vertex s have the same
grade.
(Our notion of basic quiver has nothing to do with the notion of basic
algebra in representation theory.)
Theorem 5.8 (Second Canonization Theorem, cf. [17, Theorem 3.7]).
Any relatively free algebra is a subdirect product of algebras having faithful repre-
sentations whose full quivers are basic.
Any basic full quiver Γ (resp. pseudo-quiver) of a representable relatively
free algebra can be modified (via a change of base) to a canonical full quiver
(resp. pseudo-quiver) of an isomorphic algebra (i.e., relatively free algebra of the
same variety).
The Third Canonization Theorem describes what happens when one mods
out a “nice” T-ideal:
Theorem 5.9 (Third Canonization Theorem, cf. [17, Theorem 3.12]).
Suppose A is a relatively free PI-algebra having a representation with pseudo-
quiver Γ, and I 6= 0 is a T-ideal of A closed under multiplication by characteristic
coefficients of the elements of A under the given representation. Then A′ = A/I
is obtained by means of the following elementary operations:
(1) New relations on the base ring and its pseudo-quiver Γ′ are obtained by the
appropriate new gluing. This means:
• Gluing, perhaps up to infinitesimals, with or without a Frobenius twist.
When i = j, this means a reduction of the order of the center of the
block.
• New quasi-linear relations on arrows, perhaps up to infinitesimals.
• Reducing the matrix degree of a block attached to a vertex. (This is
achieved by adjoining every characteristic coefficient for the Hamilton-
Cayley relations of smaller degree, and, for Frobenius relations, rela-
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tions of the form
cqf(a1, . . . , am)− cf(a1, . . . , am),
for every characteristic coefficient.)
(2) New linear dependences on vertices (which could include cancelling extra-
neous vertices) between which any two paths must have the same grade.
6. Extracting combinatoric information from polynomials.
We get to the crucial point of this paper, which is how to obtain useful information
about evaluations of a polynomial f(x1, x2, . . . ) on a faithful representable algebra
A over an integral domain F , in terms of its representation. Our main strategy
is to carve out a niche inside a T-ideal which is closed under multiplication of
the coefficients of the monic characteristic polynomial of enough elements of a
given Zariski closed algebra A to enable us to apply Shirshov’s celebrated height
theorem [14, Theorem 2.3]. Our procedure, called hiking, is described in detail
in §6.2.2.
Since the quasi-linearization of f (as defined above) is in the T-ideal gen-
erated by f , Lemma 1.7 shows that the evaluations of a quasi-linear polynomial
f(x) are spanned by the evaluations obtained by specializations of the indeter-
minates xi to S ∪ J . We work with quasi-linear polynomials and pure substitu-
tions. We want to pinpoint the semisimple substitutions, in order to utilize the
well-understood properties of semisimple matrices (especially their characteristic
polynomials).
In order to guarantee that the semisimple substitutions (to the matrix
components) are indeed semisimple as matrices, we take the Jordan decomposi-
tion of the matrix a = s+r where s is semisimple and r is nilpotent with sr = rs,
and then observe that if rk = 0 and q is a p-power greater than k, then
aq = (s + r)q = sq + rq = sq + 0 = sq,
which is semisimple. This leads us to take q-powers of matrices, and q-powers of
characteristic coefficients, which we call q-characteristic coefficients (for q a
suitable power of q = |F |; if F is infinite we take q = 1). In [18, Lemma 2.3] we
note that
∑
αqiλ
i is the characteristic polynomial of aq.
The difficulty with our strategy is that initially we have little control as to
which pure substitutions we have, and to which components they belong. We can
increase our control by careful modifications of our polynomial. A polynomial
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f(x1, . . . , xt; y1, . . . , yt) is called (A; t; q)-quasi-alternating if f is A-quasi-linear
in x1, . . . , xt (Definition 1.3) and quasi-homogeneous of degree q, a q-power, such
that f becomes 0 whenever xi is substituted throughout for xj for two indices
1 ≤ i < j ≤ t.
Kemer already used quasi-alternating polynomials over infinite fields in
[47, Equation (40)]; he uses the terminology forms for our characteristic coef-
ficients. If f is (A; t; q)-quasi-alternating, then we still get Kemer’s conclusion.
As explained in [18], this can also be stated in the language of [14, Theorem J,
Equation 1.19, page 27].
Next, we insert an alternating central polynomial hnj for Mnj(C), as often
as we want, since hnj takes on scalar values. Since hnj must vanish on Mk(C) for
all k < nj, this gives us a way of distinguishing the components of matrix degree
nj from smaller degrees, so we focus on the largest matrix degree in the branch.
Next, we utilize the fact that the radical has bounded index of nilpotence.
Remark 6.1. Any nonzero evaluation arises from a string of substitu-
tions xi 7→ xi to elements corresponding to some path of the full quiver Γ. (We
are permitted to have substitutions repeating in the same matrix block.) Suppose
t is the nilpotence index of the radical J . Then any string involving t radical sub-
stitutions is 0. If we replace xi by hnixi,1hnixi,2 · · · xi,thnixi, then we still get the
same evaluation when xi,1, xi,2, · · · , xi,t are specialized to the identity matrices in
the appropriate blocks, which in particular are semisimple substitutions. On the
other hand, the number of radical substitutions must be at most the nilpotence
index of A, so at least one of these extra substitutions must be semisimple, if
we are still to have a nonzero evaluation. By taking hnix
q
i,1hnixi,2 · · · xi,thnixi we
force the substitution xi,1
q to be semisimple.
Any matrix a ∈Mn(K) can be viewed either as a linear transformation on
the n-dimensional space V = K(n), and thus having Hamilton-Cayley polynomial
fa of degree n, or (via left multiplication) as a linear transformation a˜ on the n
2-
dimensional space V˜ = Mn(K) with Hamilton-Cayley polynomial fa˜ of degree
n2. The matrix a˜ can be identified with the matrix
a⊗ I ∈ Mn(K)⊗Mn(K) ∼= Mn2(K),
so its eigenvalues have the form β ⊗ 1 = β for each eigenvalue β of a. From this,
we conclude:
Proposition 6.2 ([17, Proposition 2.4]). Suppose a ∈ Mn(F ). Then the
characteristic coefficients of a are integral over the F -algebra Cˆ generated by the
characteristic coefficients of a˜.
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P r o o f. The integral closure of Cˆ contains all the eigenvalues of a˜, which
are the eigenvalues of a, so the characteristic coefficients of a˜ also belong to the
integral closure. 
6.1. Characteristic coefficient-absorbing polynomials inside T-
ideals. Having obtained semisimple substitutions via Remark 6.1, we want to
extract their characteristic coefficients, by means of polynomials.
There are two ways of obtaining intrinsically the coefficients of the char-
acteristic polynomial
fa = λ
n +
n−1∑
k=1
(−1)kαj(a)λ
n−k
of a matrix a. Fixing k, we write α for αk. (For example, if k = 1 then α(a) =
tr(a).)
Definition 6.3. In any matrix ring Mn(W ), we define
(7) αmat(a) :=
n∑
j=1
∑
ej,i1aei2,i2a · · · aeikikaei1,j ,
the inner sum taken over all vectors of length k.
We can also define the q-characteristic coefficients via polynomials.
Definition 6.4. Given a quasi-linear polynomial f(x; y) in indetermi-
nates labelled xi, yi, we say f is q-characteristic coefficient-absorbing with
respect to a full quiver Γ = Γ(A) if the following properties hold:
(1) f specializes to 0 under any substitution in which at least one of the xi is
specialized to a radical element of A. (In other words, the only nonzero
values of f are obtained when all substitutions of the xi are semisimple.)
(2) f(A(Γ))+ absorbs multiplication by any q-characteristic coefficient of any
element in a simple (diagonal) matrix block of A(Γ).
Lemma 6.5. ([18, Lemma 3.6]). For any Mn(F )-quasi-linear polyno-
mial f(x1, x2, . . . ) which is also Mn(F )-quasi-homogeneous of degree q in x1, the
polynomial
fˆ = f(cn2(y)x1cn2(z), x2, . . . )
is q-characteristic coefficient absorbing in x1.
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The proof can be formulated in the language of [14, Theorem J, Equa-
tion 1.19, page 27] (with the same proof), as follows:
(8) αqkf(a1, . . . , at, r1, . . . , rm) =
∑
f(T k1a1, . . . , T
ktat, r1, . . . , rm),
summed over all vectors (k1, . . . , kt) with each ki ∈ {0, 1} and k1 + · · · + kt = k,
where αk is the k-th characteristic coefficient of a linear transformation T : V →
V, and f is (A; t; q)-quasi-alternating.
Iteration yields:
Proposition 6.6. For any polynomial f(x1, x2, . . . ) quasi-linear in x1
with respect to a matrix algebra Mn(F ), there is a polynomial fˆ in the T-ideal
generated by f which is q-characteristic coefficient absorbing.
Definition 6.7. Fixing 0 ≤ k < n, we denote this implicit definition in
Proposition 6.6 of αqk, the k-th q-characteristic coefficient of a, as α
q
pol(a).
Remark 6.8. If the vertex corresponding to r has matrix degree ni,
taking an ni × ni matrix w, we define α
q
polu
(w) as in the action of Definition 6.7
and then the left action
(9) au,v 7→ α
q
polu
(w)au,v.
Likewise, for an nj × nj matrix w we define the right action
(10) au,v 7→ au,vα
q
polv
(w).
(However, we only need the action when the vertex is non-empty; we forego the
action for empty vertices.)
Remark 6.9. Notation as in (8), the Cayley-Hamilton identity for ni×ni
matrices is
0 =
ni∑
k=0
αqkf(a1, . . . , at, r1, . . . , rm) =
∑
k1,...,kt
f(T k1a1, . . . , T
ktat, r1, . . . , rm),
which is thus an identity in the T-ideal generated by f .
Definition 6.10. We call the identity
∑
k1,...,kt
f(T k1x1, . . . , T
ktxt,
r1, . . . , rm) obtained in the above remark, the Hamilton-Cayley identity in-
duced by f .
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6.2. Identification of matrix actions. The identification of matrix
actions is possible whenever the polynomially-defined characteristic coefficients
commute. To achieve this, we treat two cases in turn.
6.2.1. Identification of matrix actions for unmixed substitutions.
In the first case, the substitution of an indeterminate is to sums of elements in the
same glued Wedderburn component. Here, one replaces f by cn21f and obtains
the desired action on the matrix component from Equations (9) and (10).
6.2.2. Hiking. The second case is much subtler. Here, we consider the
substitution of an indeterminate to sums of elements in different glued Wedder-
burn components. We must make sure which substitution is semisimple, and cope
with the possibility that our semisimple substitution has been sent to the ‘wrong’
component, either because its matrix degree is too large or the base field is of
the wrong size. To prevent this, we make extra substitutions of indeterminates,
called hiking, which force the evaluations of f to be 0 in such situations, and also
force the matrix characteristic coefficients to commute with each other and with
radical substitutions of arrows connecting glued vertices. The hiking procedure
is quite subtle, and requires four different stages.
We write [a, b]q for the Frobenius commutator ab− b
qa.
Lemma 6.11. If f(x1, . . . , xn) is any polynomial quasi-linear in xi, then
(11) f(a1, . . . , [a, ai1 · · · aik ], . . . an) =
k∑
j=1
f(a1, . . . , ai1 · · · [a, aij ] · · · aik , . . . an),
for all substitutions in A.
The proof is by checking first for monomials, and summing.
6.2.3. First stage of hiking. Suppose a quasi-linear nonidentity f of
a Zariski closed algebra A has a nonzero value for some radical substitution of
some xi in A, corresponding to an arrow in the full quiver whose initial vertex
is labelled by (ni, ti) and whose terminal vertex is labelled by (n
′
i, t
′
i). Replacing
xi by [xi, hmax{ni,n′i}] (where the hni involve new indeterminates) yields a quasi-
linear polynomial
(12) ∇if := f(. . . , [xi, hmax{ni,n′i}], . . . )
in which any substitution of xi into this diagonal block yields 0, since the evalu-
ations of hni in the semisimple part are central; hence, any nonzero value in ∇if
forces us into a radical substitution. On the other hand, ∇if does not vanish
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since there are substitutions in the appropriate diagonal block (the one whose
degree is max{ni, n
′
i}) for which hmax{ni,n′i} is a nonzero scalar.
In the case of Frobenius gluing via x 7→ xq
ℓ
, we need to take instead the
substitution
xi → fi+1 := fi(. . . , [xi, hmax{ni,n′i}]qℓ , . . . ).
Stage 1 hiking is illustrated via the full quiver given for the Grassmann
algebra on two generators:
(13) I
α //
β

I
−β

I
α // I
Clearly the critical nonidentity for each branch is f = [x1, x2], and we get the
Grassmann identity [[x1, x3], x2] by hiking x1.
6.2.4. Second stage of hiking. Next we need a second stage of hiking,
to take care of substitutions into the “wrong” component. Consider a path B in
the full quiver, whose vertices are numerated consecutively for convenience. In
stage 1 hiking, taking n′i = ni+1 maximal among all the matrix degrees, we have
obtained expressions of the form
(14) gi(x, y, z) = zi,1[hmax{ni,ni+1}(xi,1, xi,2, . . . ), yi]zi,2,
and then defined
(15) f˜ = f(hn1 , g1, hn2 , g2, · · · , gℓ, hnℓ+1),
where different indeterminates are used in each polynomial.
Given a nonzero specialization of a given monomial of f under the sub-
stitutions xi 7→ xi, i ≥ 1, where xi ∈ Mni(K), consider another nonzero special-
ization into another monomial under the substitutions xi 7→ xi
′, i ≥ 1, where
xi
′ ∈ Mnj(K), for j 6= i. Clearly nj ≥ ni. To eliminate the possibility that
ni < nj, we need some procedure to guarantee that the specialization of (14)
does not land in the wrong matrix component Mnj(K) since the polynomial hni
is not scalar-valued in this component and thus would not eliminate the semisim-
ple substitutions. Letting H := hqnj , we consider the polynomials
zi,1([hni(xi,1, xi,2, . . . ), yi]zi,2gi+1 · · · gj−1H
q1
−Hq2[hni(xi,1, xi,2, . . . ), yi]zi,2gi+1 · · · gj−1).
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Consider the product of these operators, taken over all the pairs (q1, q2) that
occur in Frobenius twists in the branch. Specializing this expression into the j-
component (of size nj) would yield two equal terms which cancel, and thus yield
0. But specializing into the i component ni (of size ni) would yield one term
nonzero and the other 0, so their difference would be nonzero. In this way, we
eliminate the “wrong” specializations while preserving the “correct” one.
Example 6.12. We illustrate this key procedure for the algebra



α ∗ ∗ ∗
0 β ∗ ∗
0 0 ∗ ∗
0 0 ∗ ∗

 : α, β ∈ F

,
where ∗ denotes an arbitrary element inK. The full quiver I(1,1) → II(1,1) → III2,
which would normally give us the polynomial
z1,1[x1,1, y1]z1,2z2,1[h2(x2,1, . . . ), y2]z3,1,
which could be condensed to [x1,1, y1]z[h2(x2,1, . . . ), y2] since various indeter-
minates can be specialized to 1. But if f(x1, x2, x3, . . . ) has both monomials
x1x2x3 · · · and x3x2x1 . . . then hiking in the second monomial yields the per-
muted term
[h2(x2,1, . . . ), y2]z[x1,1, y1]
which permits a nonzero evaluation with all substitutions in the lower 2×2 matrix
component, and we cannot get a proper hold on the substitutions.
After stage 1 hiking, when we replace x2 in f by [y1, y2]h2 − h2[y1, y2],
stage 2 hiking makes the “wrong” specializations into C become 0.
6.2.5. Third stage of hiking. When B′ is another branch with the
same degree vector, and the corresponding base fields for the i-th vertex of B and
B′ are ni and n
′
i respectively, we take ti = q
n′i and replace xi by (h
ti
ni
− hni)xi.
This cuts off the specializations to matrices over finite fields of the wrong order.
6.2.6. Fourth stage of hiking. Some of the radical substitutions are
internal in the sense that they occur in a diagonal block (after “gluing up to
infinitesimals”). Hiking absorbs all internal radical substitutions, because of the
use of the central polynomial hni , so when working with fully hiked polynomials,
we need consider only the Peirce decomposition (and not the more complicated
sub-Peirce decomposition; cf. [15].)
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Remark 6.13. As explained in Proposition 6.6, there is a Capelli poly-
nomial c˜n2i
and p-power q such that
(16) c˜n2i
(αky)xicn′i
2(y) = αqk(y1)cn2i
(y)xicn′i
2(y)
on any diagonal block. Since q-characteristic coefficients commute on any diago-
nal block, we see from this that
(17) c˜n2i
(y)xicn′i
2(y)c˜n2i
(z)xicn′i
2(z) − c˜n2i
(z)xicn′i
2(z)c˜n2i
(y)xicn′i
2(y)
vanishes identically on any diagonal block, where z = αky. One concludes from
this that substituting (17) for xi would hike our polynomial one step further. But
there are only finitely many ways of performing this hiking procedure. Thus, after
a finite number of hikes, we arrive at a polynomial in which we have complete
control of the substitutions and the q-characteristic coefficients commute.
6.3. q-Characteristic coefficient-absorbing polynomials. Since hik-
ing is applied to the components of maximal matrix degree, the polynomial f is
required to have a nonzero evaluation on a maximal vector with respect to the
grade. Thus we must consider the following sort of polynomial.
Definition 6.14. A polynomial f is A-admissible on a Zariski-closed
algebra A if f takes on some nonzero evaluation on a vector of maximal grade.
We denote such a vector as vB, where B is the branch of the full quiver which
gives rise to vB, and call vB the matrix vector of f .
6.3.1. Symmetrization. Yet another difficulty remains. One could have
two strings I → II → III and I → III → II, whereby the substitutions in f go
to incompatible components. The following definition, inspired by Drensky [28],
enables us to bypass this hazard.
Definition 6.15. Given matrices a1, . . . , ak, the symmetrized (t; j)
characteristic coefficient is the j-elementary symmetric function applied to the
t-characteristic coefficients of a1, . . . , ak.
For example, taking t = 1, the symmetrized (1, j)-characteristic coeffi-
cients αt are
k∑
j=1
trace(aj),
∑
j1>j2
trace(aj1) trace(aj2), . . . ,
k∏
j=1
trace(aj).
Lemma 6.16. Any characteristic coefficient αt is algebraic over the field
with the symmetrized characteristic coefficients adjoined.
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P r o o f. If αt,j denotes the (t; j)-characteristic coefficient, then αt satisfies
the usual polynomial λk + (−1)j
∑k
j=1 αt,jλ
k−j. 
Lemma 6.17 (Compatibility Lemma, [18, Lemma 3.26]). Let A be a
representable Zariski-closed algebra. For any A-admissible non-identity f , the
T-ideal I generated by the polynomial f contains a symmetrized q-characteristic
coefficient-absorbing polynomial f , not an identity of A, in which all substitutions
providing nonzero evaluations of f are compatible.
From this lemma, one readily concludes:
Theorem 6.18 ([18, Theorem 3.25]). Suppose f is an A-admissible non-
identity of a representable, relatively free algebra A. Then the T-ideal I generated
by f contains a q-characteristic coefficient-absorbing A-admissible non-identity f˜ .
Furthermore, the T-ideal IB of all fully hiked A-admissible polynomial ob-
tained from the degree vector vB is comprised of evaluations of q-characteristic
coefficient-absorbing polynomials, comprised of sums of evaluations on pure spe-
cializations in B.
In applying the results of this discussion, we want to avoid situations
in which the q-characteristic coefficient-absorbing polynomials, degenerate into
“extraneous” identities because of gluing between branches. In Section 12 below,
we give various examples of identities arising from gluing (and also indicate the
difficulty in ascertaining id(A) in general). Fortunately, these do not interfere
with the proof of Specht’s conjecture since they only occur a finite number of
times in an ascending chain of T-ideals.
6.4. Application of Shirshov’s theorem.
Definition 6.19. For a Zariski closed algebra A⊆Mn(K) faithful over
an integral domain C, we denote by Cˆ the algebra obtained by adjoining to C
the matrix symmetrized q-characteristic coefficients of products of the sub-Peirce
components of the generic generators of A (of length up to the bound of Shirshov’s
Theorem [14, Chapter 2]).
Recall in view of Shirshov’s theorem that we only need to adjoin a finite
number of elements to obtain Cˆ.
Lemma 6.20. The algebra Aˆ is a finite module over Cˆ, and in particular
is Noetherian.
P r o o f. Let Cˆ ′ be the commutative algebra generated over C, by all the
characteristic coefficients of (finitely many) products of the sub-Peirce compo-
nents of the generic generators of A, as in Definition 6.19. Clearly Cˆ⊆ Cˆ ′.
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Enlarge Aˆ to Aˆ′ = Cˆ ′Aˆ, which is a finite module over Cˆ ′, in view of
Shirshov’s Theorem. But Cˆ ′ is finite over Cˆ, in view of Lemma 6.16, implying Aˆ
is finite over Cˆ. 
Proposition 6.21. For any q-characteristic coefficient-absorbing poly-
nomial f with respect the quiver of A, the Hamilton-Cayley identity induced by f
is an identity of Aˆ, and thus of A.
Theorem 6.22 (q-Characteristic Value Adjunction Theorem). For any
nonidentity f of a representable, relatively free affine algebra A, the T-ideal I
generated by the polynomial f contains a nonzero T-ideal which is also an ideal
of the algebra Aˆ.
P r o o f. The proof, given in [18, Theorem 3.27], consists of collecting the
various pieces. First we quasi-linearize f , and assume it is fully hiked. We may
assume that the generators of A are generic elements, say X1, . . . ,Xt. Thus we
are done by Proposition 6.21. 
7. Solution of Specht’s problem for T-ideals over finite fields.
We introduce an induction procedure based on the geometric notion of reducing
quivers.
Definition 7.1. Suppose Γ is a pseudo-quiver. A reduction of Γ is a
pseudo-quiver Γ′ obtained by at least one of the following possible procedures:
(1) New relations on the base ring and its pseudo-quiver Γ′ are obtained by the
appropriate new gluing. This means:
• Gluing, perhaps up to infinitesimals, with or without a Frobenius twist
(when the gluing is of a block with itself, with a Frobenius twist, it must
become finite);
• New quasi-linear relations on arrows, perhaps up to infinitesimals;
• Reducing the matrix degree of a block attached to a vertex.
(2) New linear dependences on vertices (which could include cancelling extra-
neous vertices) between which any two paths must have the same grade.
A subdirect reduction {Γ′1, . . . ,Γ
′
m} of Γ is a finite set of reductions of Γ.
Since these elementary operations can only be performed finitely many
times on any given full quiver, we will have a solution of Specht’s problem once
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we can modify arbitrary T-ideals to the “nice” T-ideals corresponding to these
reductions. This is our next objective.
Lemma 7.2. Suppose A is a relatively free affine algebra in the variety
of a Zariski closed algebra B.
Consider a maximal path in the full quiver of B with the corresponding
degree vector vA. Let J be the ideal generated by the homogeneous elements of
the degree vector vA. A/J is the relatively free algebra of a Zariski closed algebra,
and hence representable, and its full quiver has fewer maximal paths of degree vA
than A.
P r o o f. The proof is similar to that of the Second Canonization Theorem,
Theorem 5.8. Consider a maximal graded component in A. Add characteristic
coefficients of the generators of the generic algebra constructed from B, and
note that they agree with the grading of the paths. Factoring out the product
corresponding to the maximal degree vector we obtain a representable algebra,
B′. Construct the full quiver of B′ as in the proof of the Second Canonization
Theorem. Then all paths in B′ have fewer maximal paths of degree vA, and A/J
is the relatively free algebra of B′. 
Theorem 7.3 (Positive solution of Specht’s Problem over fields). Let F
be an arbitrary field (possibly finite). Any chain of T-ideals in the free algebra of
F{x} ascending from the ideal of identities of an affine PI-algebra A, stabilizes.
P r o o f. We repeat the proof from [18]. We want to show that any
ascending chain of T-ideals
(18) I1 ⊆ I2 ⊆ I3 ⊆ · · ·
in the relatively free algebra A, stabilizes.
By Lemma 2.2 (for fields) we may assume that the algebra A is repre-
sentable. Let Γ be the full quiver of A, so id(A) = id(Γ). Let vA denote the
maximal degree vector for a non-zero evaluation of some polynomial in A. For
each j, let I
(1)
j be the maximal subideal of Ij closed under multiplication by
Cˆ, where C = F . For each j, let I
(0)
j ⊆ Ij denote the T-ideal of A generated
by symmetrized q-characteristic coefficient-absorbing polynomials of Ij having a
non-zero specialization with maximal degree vector.
Then we get the chain
(19) I1
(1) ⊆ I2
(1) ⊆ I3
(1) ⊆ · · ·
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of ideals of A, which are also ideals in the Noetherian algebra Aˆ of Definition 6.19,
and thus stabilize at some I
(1)
j0
.
Passing to A/I
(1)
j0
, we may assume that I
(1)
j = 0 for each j > j0. Note
that A/I
(1)
j0
is representable as a subalgebra of Aˆ/I
(1)
j0
. Now, if I
(0)
j 6= 0 then the
fully hiked polynomial of some 0 6= f ∈ I
(0)
j is in I
(1)
j , which is thus non-zero as
well, so we conclude that I
(0)
j = 0 for each j > j0. It follows that Ij has only
zero evaluations in degree vA.
Finally, let J be the T-ideal defined in Lemma 7.2. Thus J ∩ Ij = I
(0)
j ,
so passing to A/J , which is relatively free and representable by Lemma 7.2, we
lower the maximum degree, and are done by induction. 
8. Various aspects of torsion. The proof for algebras over Noetherian
rings is wrapped up after a few remarks about torsion in Noetherian modules over
a commutative ring C. To avoid confusion in our notation, we write z for elements
of C since ck denotes the Capelli polynomial.
Definition 8.1. An element z ∈ C makes a torsion if there is k > 0
such zka = 0. For given z ∈ C, we say the torsion made by z is bounded (by
ℓ) if zℓa = 0 whenever z makes a ∈M torsion. (In other words, if zka = 0 then
zℓa = 0 for every a ∈M .)
We define tor(C; a) = {z ∈ C : z makes the element a torsion}. For a
subset S⊆M , we define tor(C;S) = ∩a∈Stor(C; a).
The p-torsion index for a ∈ M is the minimal k such that zp
k
a = 0
whenever z makes a torsion. Similarly the p-torsion index of a subset S⊆M is
the minimal k such that zp
k
S = 0 whenever z ∈ tor(C;S).
Notice that tor(C; a) is an ideal of C, in fact the radical ideal of AnnC(a).
Definition 8.2. Given a module M over a commutative integral do-
main C and I ⊆ C (permitting I = C), define torI(M) to be the set of elements
of M annihilated by all elements of I. Likewise, given I ⊆M we define tor(C)I
to be the set of elements of C annihilated by all elements of I.
Remark 8.3. We have inverse correspondences {Ideals of C} → {T-
Ideals of A} and {T-Ideals of A} → {Ideals of C} given respectively by
I 7→ torI(A), I 7→ tor(C)I .
Clearly tortor(C)I (A) ⊇ I, defining a “closure” operation on T-ideals.
We also consider torsion with respect to a single element I = {z} of C.
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Lemma 8.4. If C is a principal ideal domain, then torz1(A)∩torz2(A) =
0 for any relatively prime elements z1, z2 of C.
8.1. Torsion in commutative Noetherian algebras over a field
of positive characteristic. For the remainder of this section, we consider
the special situation in which F is a field of characteristic p > 0, and C is a
commutative Noetherian F -algebra.
Lemma 8.5 ([18, Lemma 4.2]). 1. Every element of a C-module has
finite p-torsion index.
2. Every Noetherian C-module has finite p-torsion index.
P r o o f. 1. Define tor(C; a)k =
{
z ∈ C : zp
k
a = 0
}
; these are ideals
of C because of the Frobenius endomorphism in characteristic p. The series
tor(C; a)1 ⊆ tor(C; a)2 ⊆ · · · stabilizes since C is Noetherian, which proves a has
a finite p-torsion index.
2. Let M ′ be a submodule of the Noetherian module M maximal with
respect to having finite p-torsion index, and assume a 6∈ M ′. Let k be larger
than the p-torsion indices of M ′ and of a. For every z ∈ tor(C;M ′ + Ca) =
tor(C;M ′)∩ tor(C; a), we have that zp
k
(M ′+Ca) = zp
k
M ′+zp
k
Ca = 0, proving
that M ′ + Ca has p-torsion index ≤ k, contrary to the maximality of M ′. 
Proposition 8.6 ([18, Proposition 4.3]). Suppose Aˆ = Cˆ{a1, . . . , at} is a
relatively free, affine algebra over a commutative Noetherian F -algebra Cˆ. Then
Aˆ is a finite subdirect product of an algebra Aˆ′ defined over the C/tor(C; ai),
1 ≤ i ≤ t, together with the
{
Aˆ/zjAˆ : z ∈ Cˆ, j < k
}
where k is the maximum of
the p-torsion indices of a1, . . . , at.
9. Solution of Specht’s problem for proper T-ideals over
arbitrary commutative Noetherian rings. Using the same ideas, we now
prove Specht’s problem for affine PI-algebras over a commutative Noetherian ring
C, in the case that each T-ideal is PI-proper, in the sense that the ideal of the
base ring generated by the coefficients of the PIs is all of C.
Lemma 9.1. If A is a relatively free algebra then every homomorphic
image of A with respect to a T-ideal is relatively free. Furthermore, for every z ∈
C, AnnAz is a T-ideal, with zA ∼= A/AnnAz as C-modules (but not necessarily
as C-algebras).
P r o o f. AnnAz is clearly a T-ideal, and the rest of the assertion is stan-
dard. 
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(Note that associativity of A was not used in the proof of Lemma 9.1,
and is not used in Lemma 9.3.)
Definition 9.2. We say that a Noetherian ring C is Specht if Specht’s
conjecture holds for PI-proper T-ideals defined over C, i.e., any PI-proper T-ideal
generated by polynomials f1, f2, . . . is finitely based; we say C is almost Specht
if C/I is Specht for every nonzero ideal I of C.
By Noetherian induction, we may assume that C is almost Specht.
Lemma 9.3 (A general reduction of Specht’s problem to the case where
C is an integral domain). If C is almost Specht but not Specht, then C is an
integral domain.
P r o o f. Suppose z1z2 = 0 for 0 6= z1, z2 ∈ C. The system of images
{fj + z2C{x}} in C{x}/z2C{x} is defined over C/z1C, and thus by hypothesis
is finitely based, say by the cosets of f1, . . . , ft, so taking I to be the T-ideal
generated by f1, . . . , ft,, we have fj = gj + z2hj where gj ∈ I, for each j ≥ t. The
polynomials fj can be replaced by z2hj for all j > t. But the T-ideal generated
by {z2hj : j > t} in A/z1A is also finitely based, by hypothesis. 
In view of this lemma, coupled with the fact that any Zariski closed
algebra can be defined over a field, one might expect the proof of our next theorem
(Theorem 9.9) to be an easy generalization of Theorem 7.3. This is not the case,
since modding out a T-ideal from a relatively free faithful C-algebra might yield
a non-faithful C-algebra, so we may encounter torsion, and furthermore there
are difficulties in finding a representable algebra in which to get started. Lewin’s
theorem is no longer applicable directly over an arbitrary commutative base ring,
so we need a more intricate argument to supplement Lemma 2.2. We can handle
torsion in Noetherian modules, so the main effort in the proof is to find the correct
Noetherian environment in which to eliminate the torsion.
The following fact is well known.
Lemma 9.4 (Baby Artin-Rees Lemma). Let M be a C-module, with
z ∈ C, and take any k ∈ N. Suppose AnnM (z
k+1)⊆ AnnM (z
k). Then zkM ∩
AnnM (z) = 0.
P r o o f. If zka ∈ AnnM (z), then z
k+1a = 0, implying zka = 0 by assump-
tion. 
We start with a key special case.
Proposition 9.5. Let C be an almost Specht, commutative Noetherian
ring, and A an affine PI-algebra containing a representable T-ideal I. Then any
chain of T-ideals in the free algebra of C{x} ascending from id(A) stabilizes.
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P r o o f. By Lemma 9.3, C is an integral domain. We need to show that
any ascending chain of PI-proper T-ideals
(20) I1⊆I2⊆I3⊆ · · ·
of A, stabilizes. Since I ⊆ I1, we may replace A by A/I, and assume that A
is representable. We view A ⊆ Mn(K), where K is an algebraically closed field
containing C. If C is finite, then it is a field, and we are done by Theorem 7.3.
So we may assume that C is an infinite integral domain. Denoting AK as AK ,
we work with respect to a quiver Γ of AK as a K-algebra.
As in Theorem 7.3, let I
(1)
j be the maximal subideal of Ij closed under
multiplication by Cˆ of Definition 6.19. Thus
(21) I
(1)
1 ⊆I
(1)
2 ⊆I
(1)
3 ⊆ · · ·
are ideals in the Noetherian algebra Aˆ = CˆA, so this chain stabilizes, and we
may assume I
(1)
j = I
(1)
j0
for j > j0.
For a T -ideal I of A, let I = KI, taken in AK . Define I˜ = KI ∩A ⊇ I.
Let A′ = A/I
(1)
j0
. Passing down to A′, we shall pass further to A/I˜
(1)
j0
.
The quotient I˜
(1)
j0
/I
(1)
j0
is torsion, so there is 0 6= z ∈ Cˆ such that zI˜
(1)
j =
zI˜
(1)
j0
⊆I
(1)
j0
. The chain Ann
Aˆ
z⊆ Ann
Aˆ
z2⊆ · · · ⊆ Ann
Aˆ
zk ⊆ · · · stabilizes at
some k, by the Noetherianity of Aˆ. Now, applying the baby Artin-Rees lemma
to Aˆ/I
(1)
j0
, we see that
zkAˆ ∩ I˜
(1)
j ⊆I
(1)
j0
.
In particular the natural map
A′ =⇒ (A′/zkA′) ⊕ (A/I˜
(1)
j0
)
is an injection. The image of the chain (20) of the first summand on the right
stabilizes by applying Noetherian induction. Thus, we pass to the second sum-
mand of the right, which has no C-torsion. Letting J be the ideal constructed
in Lemma 7/2, we have for every j > j0 that Ij ∩ J = 0 in AK/AK I˜
(1)
j0
as in
the last paragraph of the proof of Theorem 7.3. Hence, a fortiori, Ij ∩ J = 0 in
A/I˜j0 . We are done by induction on the degree vector. 
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In order to conclude our proof in the general case, we need a way of re-
ducing to the hypothesis of this proposition, by means of a careful analysis of
torsion. For reference in future work, we formulate the next step in greater gen-
erality, since it does not require associativity and enables one to reduce Specht’s
problem (over any commutative associative Noetherian base ring) to the case of
algebras over a field, even for nonassociative varieties. If the reader feels more
comfortable, one can continue in the class of associative PI-algebras.
Lemma 9.6. Suppose A is a relatively free (not necessarily associative)
C-algebra, viewed as a C-module, and z ∈ C such that C/zC is Specht. Then the
torsion of A made by z is bounded.
P r o o f. Take I0 = 0 and for each j define inductively Ij = {a ∈ A : za ∈
Ij−1}. This defines an ascending chain of T-ideals of A over C/zC, which thus
must stabilize, and this stage bounds the torsion of A made by z. 
Proposition 9.7. Suppose C is almost Specht, and z ∈ C is such that
C/zC is a field. Suppose A is a relatively free (not necessarily associative) C-
algebra, viewed as a C-module. Consider the commutative diagram
(22) A/I1 //

zA/zI1 //

z2A/z2I1 //

z3A/z3I1 //

· · ·
A/I2 //

zA/zI2 //

z2A/z2I2 //

z3A/z3I2 //

· · ·
A/I3 //

zA/zI3 //

z2A/z2I3 //

z3A/z3I3 //

· · ·
...
...
...
...
whose rows are the maps ziA/ziIm → z
i+1A/zi+1Im (given by multiplication by
z) and whose columns are given by the natural projections ziA/ziIm → z
iA/ziIm+1.
Then there is some ℓ such that all entries in the diagram past the ℓ × ℓ
square are isomorphic.
P r o o f. These maps are all defined over the field C/zC, so Lewin’s the-
orem yields us a representable T-ideal contained in I1 and we can apply Propo-
sition 9.5 to each column to see that it stabilizes. On the other hand, the chain
of maps A → zA → z2A → . . . stabilizes at some zk,
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row stabilizes at the k position. Taking ℓ to be the maximal length of these k
columns until they stabilize yields the desired result. 
Theorem 9.8. Suppose C is a variety of (not necessarily associate)
algebras defined over commutative, associative base rings. If every field is Specht
with respect to T-ideals in C, then every Noetherian base ring C is Specht.
P r o o f. By Noetherian induction, we may assume that the base ring C
is almost Specht.
CASE I. C is a principal ideal domain. If A has torsion made by some
element z of C, then writing z as a product of prime elements, we may assume
that z is prime. By Proposition 9.7, any chain of T-ideals of A can be continued
to a chain defined over C/pC, which by Noetherian induction must stabilize.
Hence A is torsion-free over C, and we pass to A ⊗C K where K is the
field of fractions of C, where we are done by hypothesis.
Having proved CASE I, we do the general case. We can replace C by
the center of A, which is affine by the version of the Artin-Tate lemma given in
[83, Proposition 6.25]. (Note that the proof there does not require associativity.)
Thus, it is enough to prove the theorem for C affine.
Next, by Noetherian induction, we may assume that C is almost Specht.
Write C = C0[z1, . . . , zu], where C0 is the subring of C generated by 1, and let
Cj = C0[z1, . . . , zj ] for 0 < j ≤ u.
We proceed by induction on j. Indeed, we are done by Lemma 9.6 for
j = 0. Furthermore, that result enables us to break up our chain into ℓ chains of
T-ideals defined over the field C0/zC0, (where the prime element z is taken as in
CASE I), so we may assume that C0 is a field.
For arbitrary j, we assume that A is torsion-free over Cj−1. As before,
adjoining a commutative indeterminate to C and A, we may assume that Cj−1
is an infinite domain. Replacing A by A ⊗Cj−1 Kj−1, where Kj−1 is the field
of fractions of Cj−1, we may replace C0 by Kj−1, and assume that Cj = F [zj ],
which is a principal ideal ring. Now we conclude by CASE I. 
We are finally ready to prove Specht’s conjecture for associative PI-
algebras over arbitrary Noetherian rings.
Theorem 9.9. Every commutative Noetherian ring C is Specht (for the
class of associative algebras).
P r o o f. The hypothesis of 9.8 is satisfied, in view of Theorem 7.3. 
Here is an alternate argument for the proof of CASE I of Theorem 9.8,
based instead on finiteness principles. We want to reduce to the case that A is
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representable, and apply Proposition 9.5. A well-known theorem of Amitsur [82,
Theorem 1.6.46] says that every affine PI-algebra over an arbitrary commutative
ring satisfies an identity all of whose nonzero coefficients are ±1, in fact a power
skm of the standard polynomial. Thus, I1 contains some polynomial s
k
m, and we
can replace I1 by the T-ideal I0 generated by s
k
m and still have the chain (20).
Replacing A by C{X}/I0, we may assume that A is the relatively free affine
algebra with respect to the identity skm. Furthermore, adjoining a commuting
indeterminate to A and to C, we may shrink I1 still further and assume that C
is an infinite integral domain.
Let K be the algebraic closure of the field of fractions K of C, and let
N be the radical of AK := A ⊗C K. Then the matrix units of the semisimple
algebra AK/N can be written in terms of a finite number of elements of A, and
the characteristic coefficients in the largest dimension (say n2i ) matrix component
of AK/N can be described in terms of evaluations of the Capelli polynomial cn2i
,
by Remark 6.9. Furthermore, in view of Shirshov’s theorem, when passing to
Cˆ, since we only used a finite number of elements, we see that mI ⊆ I ⊗C Cˆ,
for some natural number m. Proposition 9.5 yields the ACC for T-ideals of the
relatively free algebra A⊗C Cˆ, so we may pass to A/mA. Then A/mA is naturally
a C/mC-algebra, so we are done unless mC = 0. By Lemma 9.3, m can be taken
to be some prime number p. Thus C is an F -algebra, where F = Z/pZ.
We conclude the proof of Theorem 9.9 as before, reducing to the case
that C is affine using the Artin-Tate lemma, and proceeding by induction on the
number of generators of C.
10. Solution of Specht’s problem in general, where the T-
ideals are not necessarily PI-proper. Using the same ideas, we can extend
Theorem 9.9 still further, considering the general case where the T-ideals are not
PI-proper; in other words, the ideals of C generated by the coefficients of the
polynomials in the T-ideals of C{X} do not contain the element 1. Towards this
end, given a set S of polynomials in C{X}, define its coefficient ideal to be the
ideal of C generated by the coefficients of the polynomials in S. We need a few
observations about the multilinearization procedure.
Lemma 10.1. If a T-ideal I contains a f /∈ id(A) with coefficient c,
then I also contains an A-quasi-linear polynomial with coefficient c.
P r o o f. First we note that one of the blended components of f has
coefficient c, and then we quasi-linearize it. 
350 A. Belov-Kanel, L. Rowen, U. Vishne
10.1. L’vov’s question. It is easy to see [18, Corollary 6.3] that a T-
ideal is PI-proper iff its coefficient ideal contains 1, but the following question of
L’vov remains open:
Question 10.2. If the ideal generated by the coefficients of an identity
f of degree m contains 1, does the T-ideal generated by f contain some PI of the
same degree m having some coefficient equal to 1?
L’vov showed that the T-ideal generated by f contains such an identity
of degree m2.
Definition 10.3. An algebra A is irreducible if the intersection of two
nonzero ideals is nonzero.
The following observation reduces the question to the case when C is a
finite, irreducible, local ring whose order is a prime power.
Lemma 10.4 Let u be a multilinear word of degree m, N the C-submodule
of the polynomial algebra generated by words of length m that are lexicographically
smaller than the word u, and M =M/N .
(1) Suppose
∑
zi = 1.
If (C/Czi)⊗M = 0 for every zi, then M = 0.
(2) If (Q ⊗M)/(Q ⊗ N) = 0 and (Zpk ⊗M)/(Zpk ⊗ N) = 0 for each prime
number p and k ∈ N , Then M = 0.
It seems reasonable to consider the case for which C = Zpk , in particular
for k = 2. The identity f connects its homogeneous components, for example,
for C = Zp2 and f = f1 + pf2, where f1 is multilinear and f2 quasilinear over
Zp of order p, and deg(f2) = p deg(f1). Such polynomials establish relations
between multilinear and quasilinear representations of the symmetric group. In
this way, the question of L’vov raises the interesting connection between different
quasilinear representations, and can be generalized to the case when the ideal I
generated by the coefficients of f is a proper ideal of C.
L’vov’s question can also be generalized for improper case when the ideal
I generated by the coefficients of f does not contain 1. Does f imply some
multilinear identity g, deg(g) = deg(f), with coefficients from I? This question
becomes easier when we only require deg g ≤ deg(f)2 .
Proposition 10.5. Suppose I is a T-ideal with coefficient ideal I. Then
there is a polynomial f ∈ Z{x} for which cf ∈ I for all c ∈ I.
P r o o f. Since C is Noetherian, we can write I =
∑t
i=1 Czi, and then it
is enough to prove the assertion for c = zi, 1 ≤ i ≤ t.
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LetMm denote the space of multilinear words of degree m in {y1, . . . , ym}
in the countably generated algebra with generators {y1, y2, . . . , }. In view of
Shirshov’s Height Theorem [14, Theorem 2.3], the space
∑
i ziMm has bounded
rank as a Z-module. On the other hand, there is a well-known action of the
symmetric group Sm on the indices of y1, . . . , ym described in [14, Chapter 5].
In particular, [14, Theorem 5.51] gives us a rectangle such that any multilinear
polynomial f whose Young diagram contains this rectangle satisfies zif ∈ I. 
Corollary 10.6. If I is a T-ideal with coefficient ideal I, there is a
PI-proper T-ideal of C{x} whose intersection with I{x} is contained in I.
The proof of this corollary relies on some deep work of Zubkov [99], as
explained in [18, Corollary 6.5].
Remark 10.7. Define M(n,C) := Mn(Z[ξ1, ξ2, . . . ]) ⊗Z C. The algebra
M(n,C) is rather tricky. The natural map M(n,C)→ Mn(C[ξ1, ξ2, . . . ]) is onto
but need not be 1:1, as noted in the discussion following Question 11.11 below.
Nevertheless, we do see from [99] thatM(n,C) is a free C-module, whose base is
{weij ⊗ 1} where w are the monomials in ξ1, ξ2, . . . , and all identities ofM(n,C)
are of the form cf where f ∈ id(Mn(Z[ξ1, ξ2, . . . ])) = id(Mn(Z)) = id(Mn(Q))
and c ∈ C.
Remark 10.8. In view of Remark 10.7, the T-ideal of f of Proposi-
tion 10.5 contains all identities of Mn(C), for n large enough, by the argument
of [18, Proposition 4.4]. Alternatively, when reducing to characteristic p, we can
apply a theorem of Kemer [49] to the proof of Proposition 10.5. Kemer has
obtained a sharp bound in [51, Theorem 3].
We are ready for the final version of our main theorem.
Theorem 10.9. Any T-ideal in the free algebra C{x} is finitely based,
for any commutative Noetherian ring C.
P r o o f. By Noetherian induction, we may assume that the theorem holds
over C/I for every nonzero ideal I of C. Thus, by Lemma 9.3, C is an integral
domain. If C is finite, then it is a field, and we are done by Theorem 7.3. So
we may assume that C is an infinite integral domain. We need to show that any
T-ideal generated by a given set of polynomials {g1, g2, . . . } is finitely based. The
coefficient ideals of {g1, g2, . . . gj} stabilize to some ideal I of C at some j0, since
C is Noetherian. We let A0 denote the relatively free algebra with respect to the
T-ideal generated by g1, . . . , gj0 . Inductively, we let Ai denote the relatively free
algebra with respect to the T-ideal generated by fj0+1, . . . , fj0+i, and take a PI-
proper polynomial fi+1, not in id(Ai) such that cfi+1 is in the T-ideal generated
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by gi+1 in Ai for all c in the coefficient ideal of gi+1. (Such a polynomial exists in
view of Proposition 10.5.) This gives us an ascending chain of PI-proper T-ideals
of A0, which must terminate in view of Theorem 9.9, a contradiction. 
12. The T-ideal structure of relatively free algebras over
commutative Noetherian rings. Theorem 10.9 enables us to generalize
previously known results about relatively free PI-algebras to a variety which is
not necessarily PI-proper. For example, as noted in the introduction, the ACC
on T-ideals formally gives us the following Noetherian-type results.
Definition 11.1. An algebra A is T-prime if the product of two nonzero
T-ideals is nonzero. A T-ideal I of A is T-prime if A/I is a T-prime algebra.
Proposition 11.2. Any relatively free algebra A over a commutative
Noetherian ring has a unique maximal nilpotent T-ideal N(A), which we call
the T-radical. The T-radical is the intersection of a finite number of T-prime
T-ideals.
P r o o f. Just copy the standard arguments, using Noetherian induc-
tion. 
Proposition 11.3 ([18, Proposition 6.5]). Each T-prime, relatively free
algebra A with 1 over a commutative Noetherian ring C is either the free algebra
over C/J for some prime ideal J  C, or is PI-equivalent to a relatively free
algebra over a field. In particular, either A is free or PI.
P r o o f. The center Z of A is an integral domain over which A is torsion
free; indeed, if c ∈ C has torsion, then 0 = (cA)AnnA(c) implies cA = 0 so c = 0.
If Z is finite then it is a field. If Z is infinite then A is PI-equivalent to A⊗Z K
where K is the field of fractions of Z. 
The celebrated theorem of Razmyslov-Kemer-Braun [22] becomes:
Theorem 11.4 ([18, Theorem 6.13]). The Jacobson radical of any rela-
tively free affine algebra (not necessarily PI-proper) is nilpotent.
Of course there is no hope to generalize this result to non-relatively free
algebras, since the nilradical of an affine algebra need not be nilpotent. Here
is a cute consequence. Define the algebraic radical of an algebra to be the
largest ideal of algebraic elements. (This exists by Zorn’s lemma, since the sum
of algebraic ideals is algebraic.)
Corollary 11.5. The algebraic radical of any relatively free algebra A
satisfies the identity xm − xn = 0 for suitable m > n.
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P r o o f. Adjoining a unit element if necessary, we may assume that A has
a unit element. The upper nilradical N is a nilpotent T-ideal, so one can pass to
A/N and assume that A has T-radical 0. In view of Proposition 11.2, we may
assume that A is T-prime. If not free, A is PI. If the center K of A is infinite,
then a generic element cannot be algebraic, so we assume that K is a finite field.
This case is Exercise 1.4 of [14]. Namely, each element has a bounded power that
is semisimple, so we conclude with Fermat’s little theorem. 
11.1. Consequences of torsion for relatively free algebras. Torsion
has been so useful in this theory that we apply a few more elementary properties
from [18] to relatively free algebras. The underlying idea is to use Remark 8.3 to
pass from T-ideals to more familiar ideals of the commutative Noetherian base
ring C. For k ∈ N recall that AnnA(k) = {a ∈ A : ka = 0}.
Lemma 11.6. Suppose A is a relatively free affine C-algebra.
(1) A has p-torsion for only finitely many prime numbers p.
(2) There is some k0 such that AnnA(p
k) = AnnA(p
k+1) for all k > k0 and all
prime numbers p.
(3) Let φk : A → A ⊗ Z/p
kZ denote the natural homomorphism. If pkA 6=
pk+1A, then ker φk 6= kerφk+1.
P r o o f. AnnA(p
k) is a T-ideal for each pk. Let Ik be the T-ideal generated
by pk-torsion elements. The Ik stabilize for some k0, yielding (2), and (3) follows
since once the chain stabilizes we have pkA = pk+1A. Likewise, the direct sum of
these T-ideals taken over all primes stabilizes, yielding (1). 
Lemma 11.7. Suppose A is a relatively free affine C-algebra. For any
prime ideal P of C, there is a single element z0 ∈ C \ P annihilating
I = {a ∈ A : ca = 0 for some c ∈ C \ P}.
In particular, if C is an integral domain, then there is a single element z0 ∈ C
annihilating all torsion elements of A.
P r o o f. We call an annihilator ideal of the form AnnA c principal. The
sum of two principal annihilator ideals is contained in a principal annihilator
ideal, since
Ann(z1z2) ⊇ Ann(z1) + Ann(z2).
Thus any maximal principal annihilator ideal annihilates all torsion elements
of A. 
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Definition 11.8. A Vandermonde matrix of d elements z1, . . . , zd ∈
C is the matrix
(zj−1i ) =


1 1 . . . 1
z1 z2 . . . zd
...
...
. . .
...
zd−11 z
d−1
2 . . . z
d−1
d

 .
Its determinant is called the Vandermonde determinant.
Proposition 11.9.
(1) Each homogeneous component of an identity f in the variable x1 vanishes
under multiplication by the (Vandermonde) determinant of any Vander-
monde matrix formed by any d + 1 elements of C, where d = deg f in
x1.
(2) Suppose that the ring C = C/P is infinite. Then for any homogeneous
component h of an identity of A, there is c ∈ C \ P such that ch ∈ id(A).
(3) Suppose that for each d the ring C contains the inverse of a d× d Vander-
monde determinant. Then the homogeneous components of any identity of
A are also identities of A.
P r o o f.
(1) This is a standard Vandermonde argument. If fj are the homogeneous com-
ponents of degree j in x1 then f(zia1, a2, . . . , am) =
∑d
j=0 zjfj(a1, a2, . . . , am).
Hence the vector f1(a1, a2, . . . , am), . . . , fd(a1, a2, . . . , am) is annihilated by
the Vandermonde matrix, and thus by its determinant (which is the matrix
times its adjoint).
(2) Take the Vandermonde determinant of elements in C \ P.
(3) Take this Vandermonde determinant in the argument of (1). 
Thus, we see that every homogeneous component of an identity has torsion
with respect to the complement of a given prime ideal P .
Question 11.10. Is every PI-algebra (not necessarily affine) a homo-
morphic image of a torsion-free PI-algebra?
Torsion also relates to the following question of Procesi.
Question 11.11. Is the kernel of the canonical homomorphism Mn(Z)→
Mn(Z/pZ) equal to pMn(Z)?
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Procesi’s question relates to the important matter of the classification
of T-prime ideals. (Their classification in characteristic 0 is due to Kemer, in
terms of the Grassman envelope of simple superalgebras.) There are many other
examples in positive characteristic, obtained by Razmyslov [81] and Kemer, and
the main hope would be to classify those T-prime ideals generated by multilinear
polynomials.
Schelter [87] found a counterexample to Procesi’s question for n = p = 2
(whose sharpness is demonstrated in [4]). Kemer [52] showed that for each prime
p > 2 there exists n ≤ p such that the conjecture of Procesi fails for the pair
p, n. More precisely, if ℓ is the matrix type of a “non-regular” prime variety, then
Procesi’s question has a counterexample for some n < ℓ.
On the other hand, Kemer and Averyanov [53] obtained a positive answer
for 2-generated algebras, for n = 3 and p > 3. For any n there is a positive
answer for a fixed number of generators and sufficiently large primes p, in view
of Lemma 11.6. A further discussion can be found in Kemer and Averyanov [54].
Kemer [52] had proved that any counterexample to Procesi’s question would
yield a non-regular T-prime variety. But Kemer’s student Samo˘ılov [86] showed
that there are no non-regular T-prime varieties of matrix type n if char(p) > n.
Consequently, Procesi’s question has a positive solution whenever char(p) > n.
Zubkov [99] verifed Procesi’s question affirmatively for algebras with char-
acteristic coefficients adjoined.
12. Polynomial identities arising from gluing in full quivers.
In this section, we give various examples of identities arising from gluing (and
also indicate the difficulty in ascertaining id(A) in general). As already noted,
these do not interfere with the proof of Specht’s conjecture, so in this sense this
section is a digression, but the examples given here do throw considerable light
on the identities of Zariski closed algebras and the effect of gluing.
Example 12.1. Suppose A is the algebra of the full quiver which is the
path
In1 −→ IIn2 −→ IIIn3 −→ · · ·
of length ℓ− 1. In this case, id(A) = id(Mn1(F )) id(Mn2(F )) · · · by a theorem of
Lewin [65].
(i) Let n = n1+n2+ · · ·+nℓ. It follows from the previous paragraph that
the product of standard polynomials s2n1s2n2 · · · s2nℓ is the minimal identity of
A, where we substitute distinct indeterminates in each standard polynomial.
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For example, the full quiver
• −→ • −→ · · · −→ •,
a single path of length n − 1 where each ni = 1, corresponds to the algebra of
upper triangular n × n matrices under the natural representation, and satisfies
the identity
[x1, x2] · · · [x2n−1, x2n].
(ii) One could use any identity of ni × ni matrices in (i), instead of the
standard polynomial. In particular, using the Capelli polynomial cn, we have the
identity
cn21+1cn22+1 · · · cn2ℓ+1
,
where again we use distinct indeterminates for each occurrence of the Capelli
polynomial. However, cn21cn22+1 · · · cn2ℓ+1
/∈ id(A), and is a critical non-identity
for F infinite.
Example 12.2. Notation as in (15), for the first two consecutive glued
vertices of a glued component C, we start with
(23) fi = yi
(since the diagonal substitutions in C are scalar, and thus central). If the portion
of B corresponding to Ccontains another glued vertex, we hike by replacing yi by
the Lie commutator [yi, zi,k], for a new indeterminate zi,k, in order to force two
radical substitutions of the yi as long as we encounter glued vertices in C. Thus,
if C has ti glued vertices, we replace yi by the higher Lie commutator
[[. . . [[yi, zi,ti ], zi,ti−1], . . . ], zi,1].
Example 12.3. When nonconsecutive vertices are glued, we write {a, b, c}
for abc− cba.
(i) I −→ II −→ I, with identical gluing. The corresponding algebra is


α ∗ ∗0 β ∗
0 0 α

 : α, β ∈ F

 ⊂ M3(F ).
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We consider the nonidentity x1[y1,1, y1,2]x2[y2,1, y2,2]x3. In order not to
produce 0 at the outset, x1 and x3 must both be specialized to the glued block
corresponding to I, so
{x1, [y1,1, y1,2]x2[y2,1, y2,2], x3}
= x1[y1,1, y1,2]x2[y2,1, y2,2]x3 − x3[y1,1, y1,2]x2[y2,1, y2,2]x1
is also an identity, which is critical over an infinite field. (Note that x4 was
superfluous in this example, since there was no gluing involved in the second
component.) We can lower the degree of our identities as follows: For the full
quiver I −→ II −→ III without gluing, we would have the trace-absorbing non-
identities
x1[y1,1, y1,2][y2,1, y2,2], [y1,1, y1,2][y2,1, y2,2]x1
(and x1 is superfluous, since it could be specialized to 1.)
These nonidentities are not so useful in detecting the presence of gluing,
since we do not know which substitution (of y2,1 or y2,2) is semisimple, to the
diagonal block corresponding to I, and which substitution is radical. However,
their difference
[x1, [y1,1, y1,2][y2,1, y2,2]]
is an identity.
(ii) I −→ II −→ III −→ II −→ I, where each gluing is identical.
Without gluing we would have the critical non-identity
x1[y1,1, y1,2]x2[y2,1, y2,2]x3[y3,1, y3,2]x4[y4,1, y4,2]x5.
With identical gluing, we have various identities, including
{x1, [y1,1, y1,2]x2[y2,1, y2,2]x3[y3,1, y3,2]x4[y4,1, y4,2], x5}
and
x1[y1,1, y1,2]{x2, [y2,1, y2,2], x3}[y3,1, y3,2]x4[y4,1, y4,2]x5.
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12.1. Identities arising from infinitesimal gluing.
Example 12.4. Although the algebras corresponding to the paths
II −→ I −→ I, II −→ I
are PI-equivalent (since the first ends in an isolated glued triangle), the algebras
corresponding to the paths
I −→ II −→ I −→ I, I −→ II −→ I
are not PI-equivalent. Indeed, [[x1, [y1,1, y1,2][y2,1, y2,2]], x2] is an identity for the
second, but is a nonidentity for the first since x2 could be specialized to an
infinitesimal.)
We also should consider the issue of empty vertices.
Example 12.5. Let us consider the algebra without 1 corresponding to
the path
I −→ ◦ −→ I −→ I.
Explicitly, first we consider the polynomial [y1,1, y1,2]x1[y2,1, y2,2]x2. Any
nonzero substitutions of [y1,1, y1,2] and [y2,1, y2,2] must be to the radical, above
the diagonal, which means that x1 must go to a diagonal element. In order for the
polynomial z[y1,1, y1,2]x1[y2,1, y2,2]x2 not to vanish, the positioning of the empty
block forces a radical substitution of z. Consequently, the polynomial
[x3, z[y1,1, y1,2]x1[y2,1, y2,2]x2]
vanishes on this algebra because the radical components have all been exhausted
in the substitutions.
There is a strange effect when some, but not all, of the edges are glued.
Example 12.6. The identities of the path
(24) I α // I α // I α // · · · α // I ;
are a consequence of the Lie nilpotence identity of degree k+1 and the metabelian
identity [[x, y], [z, t]]. In this case we can represent the algebra by 2× 2 matrices
over the ring F [t]/〈tk+1〉.
Example 12.7. (i) I(1) −→ II −→ I, with q = 2; the Frobenius gluing
is by squaring. Now we have the identity [x1, [y1,1, y1,2]x2[y2,1, y2,2], x3]2.
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Example 12.8. (i) Suppose A is the algebra of a path of length ℓ with
nonidentical Frobenius gluing, with each ni = 1. Then the algebra A ⊗ F is
isomorphic to the algebra T of upper triangular ℓ × ℓ matrices over F , which
corresponds to the path I → II → III → · · · .
(ii) On the other hand, the conclusion of (i) fails if A has identical gluing
or Frobenius gluing up to infinitesimals, and in fact id(A ⊗ F ) ⊃ id(A). In this
case, we obtain two different varieties which satisfy the same multilinear identities
and thus have the same codimension growth.
12.2. The effect of gluing between branches on identities. We
turn briefly to the trickiest aspect of this section, the interesting question as to
how gluing between branches can produce identities for the full quiver Γ. This is
a very difficult problem, and we cannot give a full description of id(Γ); rather we
show how the full quivers naturally yield identities via gluing between branches.
Gluing between branches is called degenerate if each edge of one branch
is glued to the corresponding edge of the other branch, in the same order.
Gluing between branches is permuted if the edges (including labelling)
are permuted from the first branch to the second branch.
A permuted branch of a given branch B is a branch with permuted
gluing to B.
When we take the (weighted) difference in the products, then the two
branches may cancel, as illustrated in the following full quiver:
Example 12.9.
(25) I
α //
−α

II
β

II
β
// III
Since all evaluations along the whole branches cancel out, we are left only with
evaluations for partial branches. Consequently, the algebra of this full quiver is
PI-equivalent to the algebra of the full quiver with two disconnected branches:
(26) I // II; II // III
Different permuted branches Bπ are obtained by first creating another
branch with degenerate gluing and then permuting its edges. Thus, applying
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these permutations to the factors of the critical nonidentities of B yields evalua-
tions that satisfy a given linear relation, and thus give rise to an identity.
For example, two permuted branches B1 and B2 will have different poly-
nomials f1 and f2 whose evaluations on A are proportional, and thus for suitable
µ, f1 − µf2 is an identity.
These considerations give rise to the following example that counters in-
tuition.
Example 12.10 Suppose the full quiver Γ of the algebra A is of the form
(27) In1
β
// ◦
γ
// IIn2 δ
$$I
II
II
◦
α ::uuuuu
◦
##
◦
;;
##
◦
◦
γ
$$I
II
II
◦
;;
IIn2
δ // ◦ α // In1
β ::uuuuu
Here we take n1 6= n2, so that the corresponding central polynomials
distinguish the blocks. There is one initial vertex and one terminal vertex. In
the upper branch a block of type I precedes a block of type II , and the reverse
is true in the lower branch.
Consider the polynomial
P = P1 − P2,
where P1 = f1hn2f2f3hn4f4 and P2 = f3hn4f4f1hn2f2. The evaluations corre-
sponding to each branch cancel, so P = [f1hn2f2, f3hn4f4] ∈ id(A). Note that
A is a factor algebra of A1 ⊕A2, where A1 and A2 are the algebras correspond-
ing to the two branches. Thus, letting F denote the free algebra, we see that
id(A) = id(A1) ∩ id(A2), and thus the relatively free algebra Aˆ = F/ id(A) of A
is a subdirect product of F/ id(A1) and F/ id(A2).
On the other hand, the natural morphism
Aˆ → F/(〈P 〉 + id(A1)) ⊕ F/(〈P 〉 + id(A2))
is not 1:1 since 〈P 〉 + id(A1) contains P1 and thus contains P2 = P − P1 (and
likewise 〈P 〉+id(A2) contains P2 and P1 = P−P2, whereas id(A) contains neither
P1 nor P2.
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A parametric identity of an algebra A is a polynomial f(x1, . . . , xd) ∈
K[Λ], for some purely transcendental field extension K = F (ξ1, . . . , ξm) of the
base field F , whose homogeneous components (in the xi) are not identities, but
which becomes an identity for any specialization of the ξi to F .
In [17, Example 7.2] an example is given of an algebra A without unit
element (over a base field F of arbitrary characteristic), whose full quiver is a
path, and with a parametric PI defined over the field K = F (ξ1, . . . , ξ2n), where
ξi are purely transcendental over F .
13. Specht’s problem for nonassociative algebras. Since the
notion of algebraic variety is appropriate in any class of universal algebras, one
can pose Specht’s problem for arbitrary classes of algebraic varieties, including
classes of nonassociative algebras. Some of the steps of the program of Remark 2.3
can be extended to this situation.
(1) In order to get started, one can work with “linear” algebras, i.e., those that
are representable (in the appropriate context) inside matrices.
(2) The Zariski closure can be defined for any representable algebra, not nec-
essarily associative (since the proof of [15, Theorem 3.11] does not use
associativity), and belongs to the same variety, by [15, Lemma 3.18]. The
Zariski closure could be useful in any class of algebras for which there are
appropriate structure theorems for f.d. algebras. For example, one could
utilize Levi’s decomposition theorem for Lie algebras.
(3) Gluing can be described in terms of the appropriate decomposition.
(4) The big challenge with passing to nonassociative algebras is to find a work-
able alternative to full quivers and pseudo-quivers of representations, which
essentially are associative in nature.
(5) The principle of hiking does not rely on associativity.
(6) Shirshov proved his theorem for arbitrary classes of nonassociative algebras.
(7) Step (6) enables us to find representable T-ideals inside arbitrary T-ideals,
thereby providing a procedure to reduce quivers. Characteristic coefficient-
absorbing polynomials can be defined in general using Capelli systems of
k-alternating polynomials (written with all possible placement of indeter-
minates) in place of the Capelli polynomials; in fact, for this step Kemer
used a polynomial-oriented approach developed by Zubrilin, expounded in
[14], which generalizes [14, Theorem J, p. 25]. (Of course, one extends the
theory to quasi-linear polynomials.)
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(8) Quiver reduction is a formal geometric process. So this notion would likely
apply to the nonassociative replacement for quivers.
(9) Noetherian induction on the base ring also is formal, and works in generality.
(10) The facts about torsion can be formulated module-theoretically over the
commutative associative base ring, and do not rely on the properties of the
given multiplication of the algebra, so the remaining steps of the proof are
applicable in general.
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