We propose a new Maximum A Posteriori (MAP) detector, without the need for explicit channel coding, to lessen the impact of communication channel errors on compressed image sources. The MAP detector exploits the spatial correlation in the compressed bit-stream as well as the temporal memory in the channel to correct channel errors. We rst present a technique for computing the residual redundancy inherent in a compressed greyscale image (compressed using VQ). The performance of the proposed MAP detector is compared to that of a memoryless MAP detector. We also investigate the dependence of the performance on memory characteristics of the Gilbert-Elliott channel as well as average channel error rate. Finally, we study the robustness of the proposed MAP detector's performance to estimation errors.
INTRODUCTION
Traditionally, bit errors caused by a noisy communication channel have been dealt with by inserting redundancy into the transmitted bit stream via channel coding. Shannon's source-channel separation theorem 1, 2] shows that a source code and a channel code can be designed separately and used in tandem without loss of optimality. However, in the presence of delay/complexity constraints, joint source-channel coding outperforms tandem coding 3, 4, 5] and minimizes the transmission bandwidth 6, 7] .
In many practical situations, delay constraints as well as imperfect knowledge about the source statistics result in a suboptimal source coder. This suboptimality is re ected in the fact that the source encoder does not eliminate all the redundancy in the source. The remaining redundancy in the coded bit stream is referred to as its residual redundancy 8] . Reduction in the redundancy of the source results in increased sensitivity to channel noise, necessitating techniques to correct channel errors. Standard channel coding techniques, which attempt to correct channel errors by reinserting some redundancy into the coded symbol stream, result in an increase in the number of bits transmitted across the channel. An alternative technique uses Maximum A Posteriori (MAP) detection to exploit the residual redundancy after source coding without the overhead of channel coding 8, 9, 10].
Several MAP-based channel error correction techniques for memoryless channels have been studied in recent work 9, 11, 12, 13] . In contrast to memoryless channels which are characterized by uncorrelated errors, many real-world channels, such as wireless channels, tend to have errors occuring in clusters separated by relatively long error-free gaps 14] . This tendency of a channel to generate clusters of errors is referred to as its \memory." Among the causes of channel memory are slow fading, natural phenomena such as lightning strikes, and switching transients. MAP detection for channels with memory has been recently investigated in 6, 15] using a Polya contagion urn based model for channel memory and in 10] using a Gilbert channel model.
Progressive transmission (PT) of images enables rapid recognition of the image content at the receiver as well as early interruption of transmission (if the image being sent is not desired) resulting in savings in transmission bandwidth 16, 17] . Data encoded by full-search vector quantization (VQ) can be transmitted progressively using a full-search VQ progressive transmission tree (also called a PT tree). The PT tree is designed by organizing the codebook using one of several alternative techniques including Principal Component Partitioning (PCP) 18]. PCP-based codebook organization reorders the residual redundancy in the codeword bit-planes thus enabling error correction using MAP techniques and helps reduce the impact of noise on VQ 13] .
This paper considers the impact of burst errors generated by a Gilbert-Elliott channel 19, 20] , a commonly used model for channels with memory, on VQ distortion performance for progressive image transmission. The proposed coding scheme, combining PCP-based VQ coding and MAP decoding, can be viewed as a joint source-channel coding scheme, since the VQ encoder reduces the source entropy (thus corresponding to source coding) while the encoder output retains some residual redundancy (corresponding to channel coding). Note that, while the MAP detector can be considered as a channel decoder, the system does not have an explicit channel encoder. We investigate the dependence of the proposed MAP detector's error correction performance on channel memory and on average error rate. In addition, we examine the performance gain achieved by exploiting the channel memory relative to a memoryless MAP detector used on an interleaved channel.
The paper is organized as follows. We describe the Gilbert-Elliot channel model, and de ne some important channel parameters in Section 2. We then quantify residual redundancy and suggest a way to compute it for real images in Section 3. We describe the concept of interleaving, a commonly used technique for eliminating the temporal memory of a channel, in Section 4. The MAP detection technique for channels with memory is formulated in Section 5. Experimental results on the dependence of the MAP detector's performance on channel parameters and on the robustness of the MAP detector to estimation errors are presented in Section 6. Finally, our conclusions are presented in Section 7.
CHANNEL MODEL
We consider a binary-input, binary-output channel with memory modelled by the Gilbert-Elliott channel 19, 20] . This channel obeys a two-state Markovian model with a GOOD (G) and a BAD (or BURST) (B) state as shown in Figure 1 . The state transition probabilities are denoted as P GB and P BG respectively. The state process f n g of the Gilbert-Elliott channel is a homogeneous rst-order Markov chain. In each state, the model generates a noise digit before making a state transition. The error sequences generated by this model are \similar" to error sequences typical of real channels 14]. The noise process is additive (modulo 2) with Y n = X n Z n , where X n , Y n and Z n are random variables corresponding to the input, output and noise at time n respectively and share a common alphabet A = f0; 1g, while denotes modulo 2 addition. The input and noise processes are statistically independent. Note that Z n = 1 corresponds to a bit error caused by the channel, and Z n = 0 corresponds to the error-free transmission of the channel input at time n.
While the simpler Gilbert model 20] generates errors only in state B, the more realistic Gilbert-Elliott model produces error digits in both states. The value of the noise digit has a probabilistic dependence on the state. In particular, when the channel is in state B, the model has a relatively large probability of error while in state G, the model has a small probability of error , with . The Gilbert model is a special case of the Gilbert-Elliott model with = 0. Dense bursts are simulated by making the model's states persist over a length of time. This is achieved by ensuring that the state transition probabilities, P GB = Pr(B j G) and P BG = Pr(G j B), are small and, consequently, the self-transition probabilities P GG = Pr(G ! G) and P BB = Pr(B ! B), are large. Due to the Markovian nature of the state process, the run lengths of the states are geometrically distributed with mean lengths of 1=P GB for the G-runs and 1=P BG for the B-runs respectively.
Two important parameters in the Gilbert-Elliott channel model are the \channel memory" ( ) and the \good-to-bad ratio" ( ) 21]. These are de ned as = 1 ? P GB ? P BG (1) = (G) (B) = P BG =P GB (2) where ( ) represents the steady state probability distribution. The channel memory is in the range -1,1] with = 0 corresponding to a memoryless channel. We will restrict our investigation to channels with persistent memory (i.e. > 0) implying that the probability of remaining in a state is greater than the equilibrium probability of that state. The quantity is the ratio of the G and B steady-state probabilities; equivalently, it is the ratio of the long-term dwell times in the G and B states.
The probabilistic dependence of the generation of noise bits on the current state can be eliminated by transforming the two-state model into a four-state model 22] as shown in Figure 2 . This is achieved by splitting the state G into states G 0 and G 1 and the state B into states B 0 and B 1 (the Gilbert model is similarly transformed into a three-state model by splitting only the B state 10]). Noise digits are deterministic functions of the state in the resulting four-state model. The deterministic mapping from the state space to the noise digits is given by,
As a result, the noise digits generated by the channel can also be represented by the equivalent state sequence of the four-state Markov chain. 
This channel model will be used in Section 5 to formulate the MAP detection technique exploiting the channel memory.
RESIDUAL REDUNDANCY
The principal aim of lossy data compression is to reduce the number of bits required to represent the source signal while ensuring that the distortion between the original and reconstructed signals remains below an acceptable threshold (in a dual framework, the aim is to minimize the distortion while limiting the number of bits required) 23]. The compressibility of a signal is often described in terms of the redundancy inherent in the signal. While the goal of data compression is to eliminate the redundancy in the signal, the presence of delay and/or complexity limits and inadequate knowledge of the source statistics hinder the achievement of this goal, resulting in a suboptimal source coder. The remaining redundancy in the output of a suboptimal source coder is referred to as its residual redundancy 8].
Since most real world images display a non-causal dependence among neighboring pixels, we explicitly consider non-causal source characteristics, in contrast to the purely causal dependence that was assumed in 15]. More speci cally, we consider the dependence of a pixel value on all the surrounding pixels (both to the left and/or above the current pixel and to the right and/or below it), whereas Burlina et al. 15 ] assumed dependence on pixels only to the left and/or above the current pixel.
Starting with a grayscale image, we compress the image, compose individual bit-planes from the bits of the codeword index (corresponding to each image block) and then transmit these bit-planes through the channel. It is the residual redundancy in the individual bit-planes that we exploit to correct channel errors. Since the non-causal dependence in an image decays with distance (from the central pixel) 24], we assume a 1 bit wide neighborhood of correlation around each central bit. That is, we assume that the central bit (bit 0 in Figure 3 ) is dependent only on the surrounding bits of the 3 3 mask and is conditionally independent of all other bits in the bit-plane. The total residual redundancy T in each bit-plane is given by 25],
where,
is the entropy rate of the source and H(X n ) is the joint entropy of the block X n = (X 1 ; X 2 ; : : : ; X n ).
With the assumption regarding dependence only on the bits in the mask, (5) simpli es to,
with H(X 9 ) given by, H(X 9 ) = ? X x 9 2f0;1g 9
Pr(X 9 = x 9 ) log 2 (Pr(X 9 = x 9 )):
The source statistics for each set of images (as employed in (7)) were empirically determined using a set of training images distinct from, but similar to, the test set and made available to the decoder. This de nition of residual redundancy is motivated by the source coding theorem which states that the output of a source with entropy rate H 1 (X) can be encoded into a binary sequence whose length is H 1 (X) bits per source letter. Therefore, 1 ? H 1 (X) is a measure of redundancy at the VQ output which could be eliminated by an ideal source encoder. The residual redundancy ( T ) is a measure of the error correction capability of a MAP detector analogous to the metric I de ned by Sayood and Gibson 26] . This dependence of the MAP detector's performance on T is further discussed in Section 6. A PCP-based organized codebook imposes a balanced binary tree structure on a full-search codebook where the codewords of the full-search codebook serve as the terminal nodes or leaves of the tree. The design and construction of such a tree is based on the concept of region-merging 18] which involves the merging of pairs of Voronoi regions. Several algorithms have been developed to assist in choosing regions to merge, one among which is the statistical concept of Principal Component Partitioning (PCP) 18]. The PCP based codebook organization technique is a top-down operation. The root of the tree corresponds to the rate 0 codebook and is given by the weighted centroid of all the codewords in the full-search codebook. Subsequent layers of the tree are built by splitting each collection of codewords in half and replacing each collection by the corresponding weighted centroid where the weights are proportional to the number of training vectors mapped to each codeword. The splitting operation is based on a heuristic which incorporates the concept of principal components 27]. The rst principal component of a data set is an a ne vector (a line not necessarily passing through the origin) chosen to minimize the sum of the squared distances from the data set to the vector. As mentioned in the introductory section, besides providing a progressive transmission capability, PCP also helps reduce the impact of channel noise on VQ 13] . PCP achieves this by reordering the impact of errors on distortion: errors in the most signi cant bit-plane (MSB) are more costly in terms of distortion than those in the least signi cant (LSB) codeword index bit-plane as seen in Figure 4 13 ]. This is due to the ordering of the residual correlation in the codeword index bit-planes as demonstrated in Figure 5 . The presence of spatial correlation in the more signi cant bits can be exploited to provide error correction as well. The ordering achieved by PCP results in a highly correlated MSB bit-plane and a noise-like LSB bit-plane. This corresponds to an increasing trend in the joint entropy H(X 9 ) (see (7)) of the various bit-planes (from MSB to LSB) which, in turn, contributes to a decreasing trend in the residual redundancy ( T ) from MSB to LSB bit-planes as seen in Figure 6 .
INTERLEAVING
Burst error channels display signi cant correlation among bit error locations. The channel \mem-ory length" is the expected sojourn time of the burst (B) state (equivalently the average run length of the burst state). We use interleaving, a standard approach to spread out error bursts, to spatially disperse channel errors 25, 28] . Interleaving renders a channel e ectively memoryless by eliminating the temporal correlation in the channel error process. This is achieved by scrambling a bit-plane such that spatially adjacent bits are separated in time by at least the e ective length of channel memory (see Figure 7) . In other words, the interleaving depth D, which corresponds to the temporal separation between spatially adjacent bits, must be greater than the channel memory length. This reduces the probability of spatially clustered errors. Let I denote the spatial separation between temporally adjacent bits, then D = N I where N is the number of bits in a bit-plane. Let fX i : 1 i N g be a bit-plane of the VQ encoder's output bit stream. Also, let fT i : 1 i N g be the interleaved bit stream from one bit-plane transmitted on the channel. The interleaving operation can be described as the following mapping from fX i g to fT i g,
where, 1 n I and 1 k D. In (8) , k refers to the temporal sequence number of the bits in one scan of the bit-plane while n refers to the scan number (each bit-plane is interleaved by scanning it I times). The received bit stream is deinterleaved (the bits are returned to their original locations in the bit-plane) at the receiver to recover the original bit sequence. A drawback of the interleaving/deinterleaving operation is the delay it induces at the transmitter and at the receiver.
Having described the concept of interleaving, we formulate the MAP detector for the channel with memory in the next section.
MAP DETECTION
The residual redundancy in the encoded bit-stream, due to a suboptimal source coder, may be exploited by the receiver to correct channel errors with the use of a MAP detector. We examine a sequence MAP detector, which seeks to minimize the probability of a sequence error. Due to the fragmentation of channel memory with interleaving, the error status of the 8 (spatially Memory in the Gilbert-Elliott channel is exploited in the design of the proposed MAP detector by using a construction similar to the Viterbi algorithm 29]. Since the proposed MAP detector exploits both the residual spatial correlation in the bit-planes and the channel's temporal correlation (channel memory), it will be called a Spatio-Temporal MAP (ST-MAP) detector in contrast to a purely Spatial or memoryless MAP (S-MAP) detector, which exploits only the spatial correlation. Similar to Hagenauer's work on convolutional coding in the presence of channel memory 30], we incorporate channel state information in the Viterbi algorithm used in the decoder. Each bit-plane is represented by a trellis, where each stage of the trellis represents a bit position in the bit-plane. We have found that the MAP detector works better when it uses the updated version of each bit when available. Consequently, to be able to incorporate the updated versions of bits in the proposed MAP detector, the trellis for the entire bit-plane is broken up into I sub-trellises each being D stages deep. Each sub-trellis corresponds to the bits covered in one interleaving sweep of a bit-plane. Successive stages of a sub-trellis correspond to temporally adjacent bit positions during transmission. Equivalently, successive stages of the sub-trellis correspond to bits spatially separated by I pixels as shown in Figure 8 .
In the formulation described below, X n = X 1 ; X 2 ; : : : ; X n ] is a vector of transmitted symbols (after interleaving). Correspondingly, Y n ; H n and n are vectors of received bits (corresponding to the current sub-trellis), neighboring bits of each Y i ; 1 i n (with respect to the 3 3 mask in Figure 3 ) and channel states respectively. The most probable transmitted bitx n , given that we observe the received bit y n and its neighboring bits h k] (1 k 8), can be obtained by rst determining the most probable channel state^ n (in the four-state model) and then using the relationx n = (^ n ) y n : (9) Note that x n , y n , h n] and n are the values taken by the random variables X n , Y n , H n] and n respectively. In our notation, the subscript \n" in X n corresponds to a temporal index, while n] in X n] corresponds to a spatial index.
The sequence MAP detector is put into operation after receiving all the bits in a bitplane. It seeks to determine the most probable channel state sequence^ n (corresponding to the bit-positions represented by the current sub-trellis) given a particular received bit-plane b N = fy n ; h n g. Here y n represents the sequence of received bits corresponding to the current sub-trellis and h n represents the neighboring bits of each y k ; 1 k n. The sequence MAP detector can now be formulated as, n = argmax n 2 S n Pr( n = n j Y n = y n ; H n = h n ) (10) where S = fG 0 ; G 1 ; B 0 ; B 1 g: Using Bayes' rule, (10) can be rewritten as, n = argmax n 2 S n fPr( n = n ) Pr(X n = y n ( n ) j H n = h n )g (11) where ( n ) = ( 1 ); ( 2 ); : : : ; ( n )]. The conditional dependence of the source distribution on the mask bits (as may be noted in the second term in (11)) is a consequence of the two-dimensional non-causal characteristic of the image source. The independence of spatially separated source bits (bits corresponding to adjacent trellis stages are spatially separated by I pixels), presence of memory in the channel and, nally, the statistical independence of fX n g and fZ n g are used to obtain (11) . Additionally, in (11), the k = 1 term should be interpreted as Pr 
where h i]'s are the actual received neighboring bits with respect to the mask. Note that this follows from a straightforward application of the de nition of conditional probability. Since the denominator in (13) does not a ect the outcome of the maximization in (12) , it can be omitted. With a slight abuse of notation, we still denote the modi ed quantity by ( 0]). Consequently, from the rst principles of probability theory, In (15), the rst term corresponds to the case with no errors among the 8 non-central bits. Conversely, the expression within the summation in the second term represents exactly one error among the non-central bits. In both cases, the presence (or absence) of an error in the central bit is conveyed by the state dependent term ( 0]).
Having computed the state-dependent metrics for the current stage, the Viterbi algorithm then computes, for each state in that stage, the cumulative path length (denoted by ?( )) of the most probable state sequence or the shortest survivor terminating in the corresponding state. Given no information about the starting state of the rst sub-trellis, the cumulative path lengths are initialized by, ?( ) = ? log( ( ) ( )), where the equilibrium state probabilities, ( ), are given by (4). However, when initializing the algorithm for subsequent sub-trellises, ( k+1 1 ) ( k+1 1 2 S) is replaced by Pr( k+1 1 j^ k D ) (where the superscript refers to the sub-trellis number and the subscript refers to the stage number in the sub-trellis) given in Figure 2 . Here,^ k D refers to the most probable state in the last stage of the current sub-trellis as given by the Viterbi algorithm. Note that the bit position corresponding to the last stage of the k th subtrellis is temporally adjacent to the bit position corresponding to the rst stage of the (k + 1) th sub-trellis, thus providing justi cation for the substitution.
For the succeeding stages of the sub-trellis, in order to evaluate the cumulative path lengths for each state k i+1 2 S, branch metrics ( ( k i+1 ; k i )) are rst computed
The candidate cumulative path lengths are then computed by
Finally, the updated cumulative path length for each state k i+1 2 S is given by,
This procedure is repeated for succeeding stages of the sub-trellis. On reaching the last stage, the trellis state corresponding to the shortest path (smallest ?) represents the nal state, and the survivor path from the rst stage of the sub-trellis to the nal state in the last stage gives the most probable state sequence for the bit positions corresponding to the current sub-trellis. The bits corresponding to these positions are updated prior to processing the next sub-trellis 10].
Having described the formulation of the MAP detection technique for the channel with memory, we will discuss next the experimental results about the MAP detector's performance presented in both quantitative and qualitative terms.
EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we describe the performance of both the spatio-temporal and spatial MAP detectors, for the case of progressive transmission of two sets of real images. These include images from the medical domain (magnetic resonance or MR headscan images) as well as those from the entertainment domain (images from the USC database). As mentioned in Section 5, the S-MAP detector exploits only the spatial correlation in the image. In other words, this corresponds to determining the optimal channel state by running a degenerate Viterbi algorithm using only one trellis stage at a time. Equivalently, the optimal transmitted bit is determined by rst determining the corresponding noise bit using the decision rule, following which the central bit is updated byx 0] = y 0] +ẑ 0]. Separate training sequences are used for designing PCP-based VQ codebooks for the two sets of images. These training sequences are also used to determine the joint source probabilities used by the MAP detectors in (15) and (19) . The two training sequences consisted of 20 MR images and 5 images from the USC database respectively which were each distinct from the set of test images. While the MR images are 256 256 9 bpp (bits per pixel) images which are compressed to 2 bpp using a size 256 4-dimensional codebook, the USC database images are 512 512 8 bpp images compressed to 1/2 bpp using a separate size 256 16-dimensional codebook. Four dimensional vectors were represented by 2 2 image blocks while 4 4 blocks represented 16-dimensional vectors.
The performance of the MAP detector is measured by a parameter referred to as its \gain in bit error rate" (G BER ) de ned as G BER = D , where and D are the average channel error rates before and after the MAP detector respectively. Hence, the MAP detector is useful in improving the channel error rate only if G BER is greater than 1.
The MAP detector's performance is also measured by the \gain in SNR" (G SNR , where SNR is computed for the entire reconstructed image) which is de ned (in dB) as G SNR = (SNR) POSTMAP ? (SNR) PREMAP , and must be positive for the MAP detector to be useful.
To ensure con dence in the results, each point on the curves was generated by repeating the experiments 10 times using di erent random number seeds.
Dependence on Channel Parameters
We studied the performance of the proposed MAP detector (in terms of G SNR and G BER ) as a function of channel memory and the good-to-bad ratio (see (1) and (2) respectively). In both cases, the results obtained for the MR images are shown. Similar results are obtained for images from the USC database.
For the rst set of experiments, the channel was assumed to possess persistent memory (0 < 1). In this study, the remaining channel parameters, namely = 0:5, = 0:01 and = 5, were kept xed resulting in = 0:092 as the average bit error rate. As seen in Figure 9 (a) and 9(b), the gain achieved by the proposed MAP detector increases as the channel memory ( ) increases. Also, the channel capacity increases with 21], suggesting that the spatio-temporal MAP's performance improves with channel capacity. A similar performance improvement with capacity was noted for the Polya contagion channel model 6]. However, as expected, the spatial MAP detector (which does not exploit channel memory), designed using a technique similar to 13], when used over an interleaved channel displayed almost no variation in gain as the channel memory was increased. A qualitative account of the improvement in performance achieved as increases is given in Figure 10 . The quality of the image clearly improves with increasing .
In the second set of experiments the dependence of gain (G SNR ) on the good-to-bad ratio ( ) was investigated. Here, while was allowed to vary, the channel memory was held constant ( = 0:875). The remaining channel parameters were the same as before. A relatively high value for was chosen here to ensure that a signi cant improvement in MAP performance (gain) was achieved when channel memory is exploited. We observe in Figure 11 (a) that as increases the performance of the MAP detector (with or without memory) decreases. This is because, an increasing implies that the fraction of time spent in the BAD state decreases, which makes it increasingly harder for the MAP detector to correctly estimate the locations of the BAD states. Here too, we noted that the memoryless MAP detector performed worse than the proposed MAP detector. Also, as a function of (from (2)), the average channel error rate is
Thus, being approximately inversely proportional to , the gain of the MAP detector increases as increases (see Figure 11(b) ). From the transformed state transition model for the Gilbert-Elliott channel shown in Figure 2 , we note that the self-transition probabilities for states G 0 ; B 0 and B 1 are non-negligible while P (G 1 j G 1 ) 0 since 0. This results in the MAP detector faring relatively worse in accurately predicting state G 1 in relation to the other three states. However, the Gilbert channel, where = 0, does not su er from this shortcoming. Consequently, for the same average channel error rate (as well as channel memory ), the MAP detector for the Gilbert channel outperforms that for the Gilbert-Elliott channel. The curves in Figure 12 , which show the variation in G SNR with , con rm this claim. The gure is generated by transmitting the MR images through both channels. In both cases, the average channel error is varied by changing and by appropriately adjusting while keeping = 0:01 xed for the Gilbert-Elliott channel.
Progressive image transmission over a Gilbert channel
We performed progressive transmission of the test images over the Gilbert channel ( = 0) using a PCP organized codebook to encode the images. Though only results for the USC database images are reported here, similar results were observed for the MR images. The channel error rate was varied by varying the ratio . The decreasing residual redundancy T in the bitplanes (see Figure 6 (b)), from MSB to LSB, results in the MAP detector being useful only for the rst 3 bit-planes (MSB, MSB-1 and MSB-2). We also note that the decreasing trend in correlation among the rst 3 bit-planes results in the MAP detector (with memory as well as memoryless) being most e ective for the MSB bits and decreasingly e ective for the others (see Figure 13(a) ). However, due to the PCP-based codebook organization, the less signi cant bits have lower sensitivities 13] and consequently, a smaller impact on average distortion. Thus, the inability to carry out MAP detection for the later bits of a codeword does not lead to a signi cant increase in distortion.
The ability of the proposed MAP detector to successfully predict the channel state is depicted in Figure 14 . The streaks observed in Figure 14 (a) correspond to the time periods during which the channel is in the BAD state (average BER = 5%). On the other hand, the streaks in Figure 14 (b) represent the temporal locations of the BAD states as estimated by the MAP detector. The errors made by the spatio-temporal MAP detector in estimating the true channel state at any point in time is shown in Figure 14(c) . Since, in the Gilbert channel model, both noisy and error-free digits are generated in the BAD state, the temporal locations of the noise digits (Z i = 1) are also displayed as in Figure 14(d) . The error streaks (seen in Figure 14(d) ), in turn, are dispersed over the image by interleaving. As just discussed, the streaks in Figures 14(a) and 14(b) represent the temporal locations of the BURST states and not the actual error locations in an image bitplane during transmission. Instead, they represent the fact that once the channel enters a state it tends to stay in that state. As a result of using a MAP detector, errors might remain uncorrected or be newly introduced. The ability of the proposed MAP detector, in tandem with interleaving, to correct most of the errors in the MSB bit-plane versus that of a memoryless MAP detector can be seen in Figures 14(f) and 14(e) respectively. A better qualitative demonstration of the improvement achieved by using the proposed ST-MAP detector is shown in Figure 15 .
Robustness under Channel Statistics Estimation Errors
We also investigated the dependence of the performance of the ST-MAP detector on estimation errors of the channel parameters. We now report the results of the dependence of the MAP detector's performance (G SNR ) for both sets of images (MRI and USC) on estimation errors of the three channel parameters, namely , and . The true channel parameters were held xed at a = 0:875, a = 5, a = 0:5 and = 0:01. We note from Figure 16 (a) that the G SNR of the ST-MAP detector is relatively insensitive to moderate errors in estimating with a maximum penalty of about 0.5 dB. A similar comment can be made about errors in estimating by referring to Figure 16(b) . Surprisingly, slightly underestimating or results in a small improvement in performance. On the other hand, the performance is more sensitive to errors in estimating . Figure 16 (c) shows that a penalty of about 1 dB is su ered by erroneously assuming the channel to be noiseless (or almost noise-free, i.e. 0) when it is relatively noisy in reality.
CONCLUSIONS
In this paper we have presented a joint source-channel coding scheme for the transmission of grayscale images over channels with memory such as the Gilbert-Elliott channel. Taking advantage of both temporal correlation due to channel memory and spatial correlation in the form of residual redundancy in the encoded bit-stream due to the suboptimality of the source code, a MAP detector, referred to as a spatio-temporal MAP (ST-MAP) detector, has been proposed. The ST-MAP detector exploits the memory of the channel to provide superior results to that achieved by a S-MAP (memoryless) detector. This improvement is achieved by the ST-MAP detector as a consequence of its ability to correct a greater number of errors while introducing a smaller number of new errors due to channel state misestimation. The ST-MAP detector incorporates channel state information in the Viterbi algorithm and thus takes advantage of channel memory despite the use of interleaving. Additionally, non-causal source distributions, characteristic of most real world images and better able to represent image statistics, have been incorporated in this work. The dependence of the MAP detector's performance on the channel memory (as well as ) has been studied. Finally, the sensitivity of the MAP detector to errors in estimating channel statistics has been investigated. The major conclusion of this paper is that signi cant performance bene ts can be obtained by exploiting both the temporal and spatial correlation in image transmission. The spatial correlation, due to dependencies on neighboring pixels, helps the decoder in estimating the transmitted bits. More surprisingly, temporal correlation, due to the presence of memory in the channel, can also be taken advantage of by properly modifying the receiver structure. The resulting performance improvement can be dramatic, both qualitatively and quantitatively. Joint source-channel coding techniques for more complex burst error channel models as well as for video sources are currently being investigated. Figure 1 : Gilbert-Elliott channel model with GOOD state error probability = and BAD state error probability = . Also, P GB =Pr(BjG) and P BG =Pr(GjB). In the simpler Gilbert model, = 0. 
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G-E Channel G Channel Figure 12 : ST-MAP detector gain (G SNR ) for di erent channel models as a function of the average channel error rate under similar conditions ( = 0:875 for both channels and = 0:01 for the Gilbert-Elliott channel is held xed). These results are obtained for the MR images. The gures labeled (a), (d) and (g) are the noisy uncorrected images generated by sending 1, 2 and 8 bit-planes respectively. Figures (b) , (e) and (h) are those recovered by using interleaving and memoryless MAP detection. Finally, gures (c), (f) and (i) are those recovered by using interleaving and MAP detection tailored to the Gilbert channel. Also, (h) has a 1.3 dB increase in SNR over (g) while (i) has an additional 1.7 dB improvement in SNR over that of (h). 
