A log-linear analysis is a method providing a comprehensive scheme to describe the association for categorical variables in a contingency table. The log-linear model specifies how the expected counts depend on the levels of the categorical variables for these cells and provide detailed information on the associations. The aim of this paper is to present theoretical, as well as empirical, aspects of ordinal log-linear models used for contingency tables with ordinal variables. We introduce log-linear models for ordinal variables: linear-by-linear association, row effect model, column effect model and RC Goodman`s model. Algorithm, advantages and disadvantages will be discussed in the paper. An empirical analysis will be conducted with the use of R.
introduction
There has been a tremendous increase in the publication of research on analyzing categorical data measured on an ordinal scale. Since about 1980, there has been an increasing emphasis on having data analyses distinguish between an ordered and unordered scale for the categories. Many advantages can be gained from treating an ordered categorical variable as ordinal rather than nominal. An ordinal analysis can provide a greater variety of models, and those models are more parsimonious and have simpler interpretations than the standard models for nominal variables. Also, they have greater power for detecting relevant trend or location alternatives to the null hypothesis of no effect of an explanatory variable on the response one.
Ordinal variables can include an interesting model that for standard nominal models are trivial or have too many parameters to be tested for goodness of fit (Agresti, 2010) .
In the past years, scientists have become more increasingly familiar with log-linear models for nominal categorical variables. For joint distribution of categorical response variables in a multi-way table, log-linear models describe the dependence structure. They can analyze whether the association between a pair of variables is homogenous across the categories of other variables, and if so, whether those variables are conditionally independent. Those models examine the relationship among categorical variables by analyzing observed data. For nominal log-linear models, no assumptions are made about the order of the measurement of the variables.
Because nominal models are insensitive to the ranking of these ordinal variables, they ignore important information when at least one variable is ordinal.
Ordinal log-linear models can be treated as an extension of nominal log-linear models.
When nominal variables X and Y are examined in a log-linear analysis, the saturated model includes the interaction term between X and Y. However, this model has no degrees of freedom, and is always of little importance since we are interested in testing a more parsimonious model. For a two-way table, the next model is an independence model, however, this model is unrealistic and the fit of it is usually poor. For nominal variables, there are no other models between independence and saturated models. The ordinal approach provides a model between these two. With ordinal models we can test a greater variety of substantively important models.
So far, in the context of classical log-linear models, there are just two options for modeling two-way contingency tables: the parsimonious but restrictive model of independence, and the saturated model. Association models fill the gap between these two extreme cases by imposing a special structure on the association and reducing the number of interaction parameters, providing thus intermediate models for independence. For better understanding and also for the purpose of interpretation, it is convenient to think in terms of the local association in the table and first to define the models on the local odds ratios.
The aim of this paper is to present theoretical, as well as empirical, aspects of ordinal loglinear models used for contingency tables with ordinal variables. We introduce log-linear models for ordinal variables: linear-by-linear association, row effect model, column effect model and RC Goodman`s model. This study focuses on the methods of analysis of categorical data having ordered categories for multi-way tables. This paper discusses some of the specialized models which use the information on the ordering, unlike standard methods for the data measured on a nominal scale. Several log-linear models for ordinal variables will be presented in the paper ) includes all the possible effects [Bishop, Fienberg, Holland 1975 , Knoke, Burke 1980 , Ishii-Kuntz 1994 , Christensen 1997 , Agresti 2002 :
where: λ represents an overall effect or a constant, Log-linear models that use the ordered nature of the factors offer several advantages (Brzezińska, 2015) . Because they are more focused, the tests that use the ordinal structure of the (1) with the association term ( ) 
because ( ) most commonly used, and this approach will be explained in the empirical part of the paper.
The goal is to pose a model more complex than the independence model, but not saturated. This is done by including an association term reflecting the relationship between two ordinal variables (Ishii-Kuntz, 1994):
To identify this model, the zero-sum constraint is imposed and 
The independence model is a special case of (3) when 0 β = .
As the backward elimination procedure is to be used in selecting the most representative model by utilizing the natural ordering of the variables, we start the model fitting procedure by taking the selected standard model into account. Ordinal log-linear models can be used for two-and multi-way contingency tables. The overall goodness-of-fit of a model is assessed by comparing the expected frequencies to the observed cell frequencies for each model. It is necessary to assess the goodness-of-fit of the model. The following hypothesis are used: H 0 : the model represents association well enough vs. H 1 : the model does not represent association well enough. The goodness-of-fit of a log-linear model is usually tested using either the Pearson chisquare statistic test or the likelihood ratio (Knoke, Burke, 1980; Christensen, 1997) : Also, information criteria can be used to test the goodness-of-fit: AIC (Akaike, 1973) and BIC (Raftery, 1986) . Akaike information criterion (Akaike, 1973) refers to the information contained in a statistical model according to equation:
The model that minimizes AIC will be chosen.
application in r
First, ordinal log-linear models will be presented with the use of the row effects model based on the data on influenza in 2013 from the National Institute on Public Health. The model including the row and column scores is defined as: glm(count~Age*Time+c.
Age*c.Time,data=data,family=poisson). The goodness-of-fit statistics for the independence model and the uniform association model are summarized in Table 2 . The analysis of Table 2 shows that the uniform association model fits the data very well with 10 degrees of freedom. In comparison to nominal models (the saturated and complete independence model), the uniform association model is chosen as the best fitting.
The analysis of the ordinal log-linear models proves that there is a large variety of models
that can be used to analyze ordinal categorical data with the use of model-based methods. These methods are always more informative than those based on non-model based methods that ignore the ordinal nature of the variables.
Another dataset presented in this paper is based on the report Social diagnosis 2013.
Conditions and quality of life by Poles on time spent on watching television. The sample size was 26,307 adult respondents. The survey was based on two questions: time spent on watching TV (0-1, 1-3, 3 and more hours) and age (18-24, 25-34, 35-44, 45-59, 60-64, and 65 and more) . First of all, a correspondence analysis was applied to measure the association between the variables (treated as nominal variables). The value of total inertia is 0.0614 λ = which means that there is very a week association between the variables. The first dimension is explained by 91.3% of the total inertia, and the two dimensions explain 100% of the total inertia.
The independence between the variables can be also seen on the perception map ( Figure 1 ). To check whether the independence appears also in a log-linear model, we built a uniform association model, row effects model, and column effects log-linear model. From all the models analyzed we can see that the model that fits best is the column effects Here, with the use of ordinal log-linear models, we can obtain a more detailed analysis of association compared to the classical methods of association. It means that log-linear models provide unique information on the path of association that can be rarely found with the use of other methods. However, log-linear models are not free of disadvantages; the choice of scores may highly depend on the data and the context of the problem that is analyzed. Therefore, there are other ways of using and modeling ordinality, e.g. cumlative logit models.
Conclusions
Log-linear models are a powerful statistical tool for analyzing cross tables with nominal and ordinal variables. There are many advantages in using ordinal instead of nominal log-linear models. The main advantage of ordinal log-linear models is that they have structured association and interaction terms that contain fewer parameters and retain more residual degrees of freedom than the nominal models. In comparison to nominal models, we can only choose between a saturated model and model of independence. Ordinal models provide a greater variety of models, including the ones that exist between a saturated and independence model. We can test several models that exist between an independence and saturated model, which is impossible with the use of the well known methods of association.
The main objective of the paper was to discuss the advantages of using orderings of ordinal categorical variables. The models for ordinal variables provide easier quantification of association in terms of odds ratios, and have more power to detect interactions when compared to the models for nominal variables. Log-linear models are a powerful statistical tool for analyzing cross tables with nominal and ordinal variables. There are many advantages in using ordinal instead of nominal log-linear models. First, where nominal models are saturated, there are unsaturated ordinal log-linear models. Ordinal models have structured association and interaction terms that contain fewer parameters and retain more residual degrees of freedom than nominal models.
