The question classification assigns a classify label to each question sentence. These category labels represent the answer type of the question or the intention type of user. The classification of question is not only an important part of the question answer(QA) system, but also the result of the question classification can influences the quality of the QA system directly. At early stages, scholars studied rule-based problem classification methods. Due to the rules were not universal, they were gradually transformed into methods based on machine learning and deep learning. This paper proposes a question classification model (BAL) that combines with bi-attention mechanisms and long short-term memory (LSTM) network. The model proposed in this paper can acquire multi-level text features and recognize the classification of questions better by combining with the attention mechanism of the word vector and the attention mechanism of part-of-speech. In the Chinese question classification data set, compared with common convolutional neural network, common long-short-term memory network, and convolutional neural network based on attention mechanisms, the model proposed in this paper can achieve better classification results.
Introduction
The question classification assigns a category label to each question sentence. These category labels represent the expected answer type of the question or the user's intention type [1] . Since the evaluation of automatic question answering system started at the 1999 Text Retrieval Conference, more and more researchers have participated in the study of question classification. So far, Chinese and foreign scholars have done a lot of researches on the classification of question. Research methods for classifying questions are mainly divided into three categories: 1) rule-based question classification method [2] ; 2) machine learning-based question classification method [3, 4] ; 3) deep learning-based question classification method.
In recent years, deep learning has been widely used in natural language processing. Some scholars have explored the classification task of questions through deep learning. In 2014, Kim [5] et al. studied the deep learning network model took into sentence classification by using convolutional neural network (CNN) on the basis of pretrained word vectors. In 2014, Kalchbrenner [6] et al. constructed a dynamic convolutional neural network (DCNN) to classify question by simulating sentence semantic information. They used a global k-max pooling operation in this kind of dynamic convolutional neural network to solve the problem of unequal sentence length. When sentences were classificated based on circulatory neural networks, errors in syntax composition modification and improper translation of syntactic trees may occur. To avoid the above problems, Le [7] et al. used syntax forest as input for the convolutional neural network in 2015 permitting increased or decreased, to construct a forest convolutional neural network model (FCN) was constructed. Experiments showed that the FCN model had achieved good classification results in sentiment analysis and question classification tasks. In 2015, Mou [8] et al. constructed a tree-based convolutional neural network (TBCNN) according to sentence dependency trees and component trees. In the TBCNN network model, they extracted the structural features of sentences and used the maximum pooling method to fuse multiple features. In 2016, Komninos [9] et al. studied the effect of word embedding on deep neural networks. They found that context-based word embedding can achieve better results in sentence classification task. There are also scholars who had used the language model. In 2007 Merkel [10] et al. used Bayesian classifier to classify question sentences in the process of generating questions based on language models. The above researches demonstrate the effectiveness of deep learning in the classification of question.
In deep learning, Long Short-Term Memory (LSTM) network has memory capabilities compared to Convolutional Neural Network (CNN), which can better process text data in sequential forms and achieve better results in sentiment classification and text prediction [11] . For example, Zhou [12] et al. used LSTM networks to solve cross-language sentiment analysis tasks. In 2017, Lu et al. used LSTM to perform sentiment classification researches [13] .
In recent years, many studies have combined attentional mechanism and deep learning. Attention mechanism means that when people observe something, their attention will focus on the part they most need. In some texts, the distribution of key content is uneven distribution. Through the attention mechanism, we can distinguish the importance of the classification of question by assigning different weights to the coding of each text element [14] . Yin [15] et al. proposed a CNN based on the attention mechanism to model sentence pairs in 2015, so that the attention mechanism had been applied in natural language processing. In 2014, Bengio [16] et al. combined the attention mechanism with the Recurrent Neural Network (RNN) and achieved good results in machine translation task. In 2016, Wang [17] et al. used CNN based on multi-attention to solve sentence relationship classification task. These above studies demonstrate the effectiveness of the combination of attentional mechanism and deep learning. This paper proposes a question classification model (BAL) which combined bi-attention mechanisms with long short-term memory (LSTM) networks. In this paper, the attention mechanism of the word vector and the attention mechanism of part-of-speech are firstly used to obtain two kinds of input vectors, which are respectively put into the bi-LSTM and obtained the output results. After the two results being combined and fully connected, they are put into the classifier. This method can get multi-level features of the text and achieve good results.
Technical Framework
The BAL question classification model is mainly divided into six levels, including data preprocessing layer, feature extraction layer, bi-LSTM layer, attention layer, fusion layer and fully connected layer, and output layer. The main process is shown in Figure 1 . Figure 1 The Framework of BAL classification question model.
Feature Extraction.
Word2vec model is used to handle the word segmentation get the feature vector for each word. For the tagged parts of speech, each word part is mapped to a multidimensional continuous value vector, which being called a part of speech vector t l i ag R ∈ , where l is the dimension of the part of speech. For a sentence of which length is n, the part-of-speech vector is expressed in Equation (1).
Bi-LSTM.
The Bi-LSTM layer framework we used is shown in Figure 2 . Figure 2 The framework of Bi-LSTM layer we used.
Feature Extraction.
The attention mechanism is a fine probability weighted distribution mechanism. By calculating the probability-weighted of attention at different moments, more important nodes can get more attention and assigned larger probability weights, so as to promote the performance of the feature vector at hidden layer. The basic attention model structure is shown in Figure 3 . Figure 3 : structure of attention model.
In the neural network model that adds the attention mechanism, the new hidden state vector Y i is determined by the initial hidden state vector H i , and the calculation formula is Equation (2) .
Where a i represents the weight of the initial hidden state H i relative to the new hidden layer, which is calculated as Equation (3) and (4). 
Among them, e i represents the energy value of the hidden state at time i , which is mainly determined by the hidden state vector H i at that time. W and v are the weight matrix and b is the corresponding offset value. The formula realizes the transformation from the initial hidden layer to the new attention layer. The weight coefficient a i of the hidden layer at each moment reflects its influence on the current output.
Experiment
In order to verify the effectiveness of the BAL question classification model, this paper conducts experiments in question classification task, and compares it with common CNN, common LSTM network, and attention-based CNN (A-CNN).
Dataset.
In the experiment, we use pre-trained Chinese word vectors from Li [18] et al. In 2012, Qiu [19] et al. proposed a Chinese question classification dataset which classified the questions collected according to the user's intention and the type of answer. We expanded this data set by crawling the data of Baidu Knows, we select 60000 data to conduct experiment in which the answers types include recommendation, demand and facts. Of these, 50000 are training dataset and 10000 are test dataset.
Data Preprocessing.
Data acquired from the Internet cannot be directly put into LSTM to process, and it needs to be preprocessed. For Chinese text, there is no space between each word like English, and word segmentation is required. This article uses the JIEBA segmentation tool to handle Chinese word segmentation and to tag the part-of-speech. Due to the little number of words in a question, we reserve all punctuation and words after the word segmentation in order to fully retain the information.
Comparative Experiment.
BAL model is compared with ordinary convolutional neural network (CNN), common long short-term memory (LSTM) network, and attention-based convolutional neural network (A-CNN) on data sets with three different types of answers.
Experimental Results.
For the test results, we use the accuracy to evaluate. The accuracy is the percentage of correctly classified questions in each category compared with the total number of questions in that category. The experimental results are shown in Table 1 . From the results in Table 1 , we can see that the model which we proposed has achieved good results compared with other three types of question classification. Compared to the CNN model, the LSTM model has memory and can handle sequence data, so it achieves better results. Compared with the ordinary LSTM model, our BAL model can mine more text features, so the accuracy has been improved. Figure 4 Comparison of classification results of three models on different size datasets In order to compare the effect of the size of the dataset on the classification effect, we respectively set the datasets to 12000, 24000, 36000, 48000, and 60000 for experiments. Among them, recommendation, demand, and fact all accounted for one-third of the dataset. We use LSTM, A-CNN, and BAL models to conduct experiments. The experimental results are shown in Figure 4 .
Conclusion and Future Work
This paper proposes a question classification model (BAL) that combines bi-attention mechanisms and LSTM network. By combining the attention mechanism of the word vector, the attention mechanism of part-of-speech and the LSTM network, the model can more fully explore the text features improving the classification effect of the model. From the experimental results, we can see that the model proposed in this paper can improve the accuracy of question classification. In the follow-up study, we will also optimize the model's algorithm and structure to further improve the classification effect of the model.
