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Kurzfassung
Die geostatistische Beschreibung räumlich verteilter Variablen basiert traditionell auf Vari-
ogrammen. Variogramme beschreiben die mittlere Abhängigkeit einer Variablen als Funk-
tion des Abstandes. Dies ist jedoch eine eher simple Methode, da räumlich verteilte Vari-
ablen oft eine sehr komplexe Zusammenhangsstruktur aufweisen können.
Verschiedene Studien haben beispielsweise gezeigt, dass verschiedene umweltrelevante
Variablen eine komplexe räumliche Zusammenhangsstruktur aufweisen, welche sich mit
einfachen Variogrammen nicht beschreiben lässt. Moderne Copula-basierte geostatistis-
che Methoden (Bárdossy, 2006) hingegen erlauben eine detaillierte Beschreibung räum-
lich verteilter Variablen. Copula-basierte Abhängigkeitsmaße wie die Asymmetriefunk-
tion beschreiben nicht die mittlere Abhängigkeit, sondern ermöglichen eine Unterschei-
dung der Zusammenhangsstruktur für verschiedene Quantile. Somit lassen sich auch
räumliche Zusammenhänge beschreiben und modellieren, welche nicht einer multivariaten
Gaussverteilung folgen.
Obgleich die Asymmetriefunktion eine detailiertere Beschreibung ermöglicht, vernachläs-
sigt auch sie bestimmte Eigenschaften räumlicher Variablen. Manche Prozesse, welche
räumlich verteilte Variablen generieren, weisen eine Richtung auf, in welche der Prozess
hauptsächlich aggiert. Solche Richtungen im generierenden Prozess können zu Rich-
tungsabhängigkeiten in der räumlichen Struktur führen. Um Richtungsabhängigkeiten
geostatistisch zu Untersuchen, stellt diese Arbeit eine neue richtungsabhängige Asymme-
triefunktion vor. Diese basiert auf einer Erweiterung der Definition von Reversibilität in der
Zeitreihenanalyse auf räumliche Probleme. Verschiedene Beispiele verdeutlichen sowohl
die Notwendigkeit als auch den Nutzen dieses neuen Abhängigkeitsmaßes.
Die durch die neue richtungsabhängige Asymmetriefunktion gewonnenen Erkenntnisse er-
möglichen eine abermals detailliertere Beschreibung räumlicher Variablen. Um diese Erken-
ntnisse auch in der geostatistischen Modellierung sinnvoll einsetzen zu können, stellt diese
Arbeit eine neuentwickelte Simulationsmethode vor, welche unter anderem auch Rich-
tungsabhängigkeiten modellieren kann. Diese Simulationsmethode (genannt Phase An-
nealing (PA)) stellt eine Erweiterung von Phase Randomization Methoden dar. Prinzipiell
ist Phase Annealing eine Kombination aus Phase Randomization, Simulated Annealing und
dem Konzept räumlicher Copulas. Ein synthetisches Beispiel verdeutlicht diese Simulation-
smethode.
Weiterhin stellt diese Arbeit eine weitere neuentwickelte Copula-basierte Simulationsmeth-
ode (genannt Random Mixing (RM)) vor. Random Mixing basiert auf Linearkombinatio-
nen standardnormalverteilter Zufallsfelder, wobei die Gewichte der Linearkombination so
gewählt werden, dass bestimmte vorgegebene Bedingungen erfüllt werden. Somit lassen
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sich eine Vielzahl verschiedenster linearer Bedingungen in die bedingte Simulation inte-
grieren. Random Mixing hat die spezielle Eigenschaft, dass es einen hochdimensionalen
Raum aufspannt, in welchem alle linearen Bedingungen erfüllt sind. In diesem Raum
befinden sich somit theoretisch unendlich viele gültige bedingte Realisationen. Innerhalb
dieses Raumes kann man sich, bildlich gesprochen, frei bewegen ohne die linearen Bedin-
gungen zu verletzten. Dies ermöglicht die Berücksichtigung von nicht-linearen Bedingun-
gen, welche durch eine unbeschränkte Optimierung innerhalb des aufgespannten Raumes
erfüllt werden können. Somit ist Random Mixing unter anderem auch als Werkzeug für in-
verse Probleme, wie zum Beispiel inverse Grundwassermodellierung anwendbar. Wie auch
Phase Annealing, basiert Random Mixing auf dem Konzept räumlicher Copulas. Das be-
deutet, dass die räumliche Struktur sowohl mit einer Gausscopula als auch mit einer Nicht-
Gausscopula modelliert werden kann, und das die eindimensionale Randverteilung unab-
hängig von der räumlichen Verteilung modelliert werden kann.
Die Flexibilität und die Breite des Anwendungsbereiches von Random Mixing wird anhand
mehrerer Beispiele verdeutlicht. Dabei wird im Besonderen auf nicht-lineare Bedingungen,
also auf inverse Probleme eingegangen. Der Hauptfokus liegt hierbei auf inversen Grund-
wassermodellierungsproblemen.
Zusammenfassend kann gesagt werden, dass diese Arbeit neue Copula-basierte geostatis-
tische Methoden vorstellt, welche über die Möglichkeiten von traditionellen Methoden hin-
ausgehen. Eine realistischere Beschreibung und die flexiblen Modellierungsansätze führen
näher zu prozessorientierter Geostatistik.
Abstract
Traditional geostatistical methods are mainly based on second-order moments like vari-
ograms or covariance functions, which implies the assumption of a multivariate Gaussian
distribution. Recent studies have shown that going beyond this assumption leads to an im-
proved description of spatially distributed variables. For example, copula-based measures
of dependence like the asymmetry function can be used to better describe spatial depen-
dences.
The asymmetry function is able to distinguish different dependencies for different quantiles.
However, some generating processes exhibit a dominant direction in which they mainly act.
This can lead to directional dependence structures which are not captured by the asymmetry
function. In order to analyze such dependences a novel direction-dependent asymmetry
function is introduced in this thesis. This function is based on an extension of the definition
of reversibility of time series to spatial dimensions. The usefulness of this new measure is
demonstrated using several examples.
In order to model spatial random fields which exhibit direction-dependent asymmetries, a
new geostatistical simulation approach is proposed. This approach is called Phase Anneal-
ing (PA) which represents a combination of phase randomization, simulated annealing, and
the concept of copulas. The approach is demonstrated using a synthetical example.
Another novel copula-based simulation approach introduced in this thesis is called Random
Mixing (RM). RM is based on linear combinations of unconditional spatial random fields
where the corresponding weights of the linear combination have to be selected such that
certain predefined linear constraints are fulfilled. It uses spatial copulas as spatial random
function; thus Gaussian as well as non-Gaussian spatial dependence structures and arbitrary
marginal distributions can be considered. The approach can handle a variety of linear condi-
tioning constraints and a specific property of RM also allows the incorporation of nonlinear
constraints. Nonlinear constraints are, for example, nonlinear integrals or relationships to
variables related via mathematical models. Thus, nonlinear constraints enable a wide range
of possible applications of RM, for example, inverse groundwater flow and transport mod-
eling. Different examples are used to demonstrate the flexibility and the applicability of this
new simulation approach.

1 Introduction
1.1 Motivation
Observed spatial fields are often the results of complicated physical, chemical, and/or bi-
ological processes. These processes are frequently not known in full detail and available
models may be insufficient to fully describe these processes. Further, the observed variables
like hydraulic conductivities, rainfall, or the concentrations of chemicals in groundwater are
highly variable in space and/or time. As an example, Figure 1.1 shows the distribution of
tracer concentrations in a simulated groundwater aquifer. The concentrations exhibit com-
Figure 1.1: Synthetical tracer concentration field.
plex patterns; high values form thin connected plumeswhile low values occupy larger areas.
Additionally, the high concentrations seem to diminish with respect to a certain direction.
Even though, a full „picture“ of concentrations is available in this example, classical geosta-
tistical analysis tools would fail to fully describe the complexity of the spatially distributed
variable due to the integral nature of these measures. Obviously, the consequential question
arises: How to simulate such complex features which cannot even be analyzed reasonably? Or to
keep it simple first: How can such complex spatial dependence structures be analyzed?
In addition to our inability to sufficiently analyze them, environmentally relevant variables
are also often very expensive to monitor. Consequently, they are frequently observed only at
a few selected locations. However, for modeling, balancing, or other purposes they have to
be estimated over the whole area of interest conditioned on the available observations. Such
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estimates can be obtained by different methods but none of them is able to provide exact
values at unobserved locations with certainty. Thus, a reputable estimation method should
not only give a best estimate but should also be able to quantify the associated uncertainty
reasonably.
Monte Carlo simulations of the variable of interest are frequently applied to estimate the un-
certainty. The goal of Monte Carlo simulations is to generate multiple realizations of random
fields which reflect the variability assessed from observations as well as prior knowledge;
including spatial variability and distributional properties. Additionally, all realizations are
constrained to reproduce the observations at the corresponding locations, statistical rela-
tionships to other observed variables, and relationships to variables related via deterministic
equations. The latter is related to the framework of (geostatistical) inverse modeling. In gen-
eral, inverse modeling refers to the process of using the actual results of some measurements
(e.g. hydraulic heads) to infer the values of the parameters (e.g. hydraulic transmissivities)
that characterize the system of interest (Tarantola, 2005). Inverse modeling is non-trivial due
to several properties outlined later in this chapter. Different techniques have been developed
over the last decades to solve goestatistical inverse problems. However, most methods are
subject to strong assumptions which are seldom fulfilled in nature.
The most common assumption is multi-Gaussianity which forms the basis of traditional
geostatistics.
1.2 State of the art
In the following, the basic assumptions of classical geostatistics are briefly recalled. An
review of inverse problem theory as well as an overview of different inverse modeling ap-
proaches for groundwater flow and transport problems is given.
1.2.1 Geostatistics
Geostatistics focus on the variability of quantities in space and/or time, with the goal to
model heterogeneity. It originated in the South African mining industry in the early fifties,
where Danie G. Krige developed mathematical tools to improve ore reserve calculations.
Matheron (1971) then further developed Krige’s concepts and put them together in his The-
ory of Regionalized Variables. The key idea behind this concept is that: „..., when a phenomenom
spreads in space and exhibits a certain spatial structure, we shall say that it is regionalized.“ Further,
regionalized variables z(s), that is, spatially distributed data values z = (z1, . . . , zn) at loca-
tions s = (s1, . . . , sn), are assumed to be the realization of a random process which in turn
is assumed to be a random function with uncertain output. z(s) can be considered to be the
realization of such a random function Z(s), which can be described by its n-dimensional
distribution function Fn. Formally,
Fn(z, s) = Prob {Z1(s1) ≤ z1, . . . , Zn(sn) ≤ zn} (1.1)
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with Prob denoting probability. The fact that a realization z(s) of Z(s) can always be
considered as a regionalized variable, and that a given z(s) can be considered as the
realization of a certain random function Z(s) justifies the application of Equation 1.1.
In order for this probabilistic hypothesis to have real significance statistical inference should
be possible. However, as most naturally occuring regionalized variables exist only in one
realization, statistical inference is not possible without further assumptions about the un-
derlying spatial processes. Therefore, the assumption of strong stationarity is applied. This
assumption relaxes the hypothesis that the random function depends on the actual location
towards a dependence of the spatial configuration of the regionalized variables. Theoret-
ically, the random function is assumed to repeat itself in space which enables statistical
inference. Physically, nature is assumed to repeat itself, that means it is assumed that the
same kind of process takes place in every part of the spatial domain of interest. Thus,
Prob {Z1(s1) ≤ z1, . . . , Zn(sn) ≤ zn} = Prob {Z1(s1 + h) ≤ z1, . . . , Zn(sn + h) ≤ zn} (1.2)
where h denotes a distance vector. Strong stationarity can further be relaxed to the assump-
tion of second order stationarity meaning that the expected value of the random function is
constant over the whole domain and the covariance of two variables depends only on the
vector h separating these variables. Formally,
E [Z(s)] = m (1.3)
C(h) = E [(Z(s)− E[Z(s)])(Z(s+ h)− E[Z(s)])] (1.4)
According to the definition of second order stationarity, only pairs of points need to be
considered in the inference of the random function as second order moments can be
determined from the two-dimensional marginals only.
Second order stationarity can further be relaxed to the intrinsic hypothesis where the variance
of two variables depends only on the vector h separating them and not on the actual location.
This leads to the defintion of the semivariogram:
γ(h) =
1
2
var
[
(Z(s)− Z(s+ h))2] (1.5)
where var denotes variance. The empirical variogram can be estimated via:
γ∗(h) =
1
2N(h)
N(h)∑
i=0
(Z(s)− Z(s+ h))2 (1.6)
where N(h) denotes the number of pairs of points separated by the vector h. As an example
Figure 1.2 shows the empirical variogram of the concentration field shown in Figure 1.1. It
can be seen that the value of the variogram increases with increasing separation distance.
This means that the concentration field exhibits a strong dependence for pairs of points sepa-
rated by small separation vectors. In this example, the variogram flattens out for separation
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Figure 1.2: Empirical variogram corresponding to the synthetical concentration field shown
in Figure 1.1.
distances bigger than approximately 30 pixels, meaning that pairs of points separated by
h > 30 are basically independent of each other.
If the field variance is finit, the relation between semivariogram and covariance function is
γ(h) = C(0)−C(h) where C(0) = σ2, that is the variance of the data set of interest. Further,
the correlation function is defined as:
ρ(h) =
C(h)
σ2
(1.7)
The standard geostatistical workflow consists of data exploration, model selection, and
estimation. The exploration part is usually performed via experimental variogram analysis.
For model selection, a theoretical variogram model is fitted to the experimental variogram.
Different theoretical variogram models can for example be found in Wackernagel (1998).
The estimation, the third step in the workflow is traditionally realized using kriging (Math-
eron, 1971; Journel and Huijbregts, 1978). There are different kriging methods available, how-
ever, ordinary kriging is most widely known and often abbreviated by the single word krig-
ing. The goal of kriging is to estimate a value at an unsampled location s0 based on a linear
combination of n neighboring observations. Formally,
Z∗(s0) =
n∑
i=1
wiZ(si) (1.8)
withwi denoting the weights of the linear combination. The weights should be selected such
that the estimation is unbiased and has the smallest possible estimation variance. Applying
Equation 1.3 to the linear estimator:
E [Z∗(s0)] =
n∑
i=1
wiE [Z(ui)] = m (1.9)
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leads to the so-called unbiasedness condition:
n∑
i=1
wi = 1 (1.10)
Using the intrinsic hypothesis (Equation 1.5) the estimation variance can be written as
σ2(s0) = var [Z(s0)− Z∗(s0)] = −
n∑
i=1
n∑
j=1
wiwjγ(si − sj) + 2
n∑
i=1
wiγ(si − s0) (1.11)
As stated above, the goal is to minimize σ2 under the unbiasedness condition. Introducing
the Lagrange multiplier µ the weights that minimize Equation 1.11 are the solution of the
linear equation system
n∑
j=1
wjγ(si − sj) + µ = γ(si − s0) i = 1, . . . , n (1.12)
with respect to Equation 1.10. These weights can then be used according to Equation 1.8 to
estimate a value Z∗(s0) at an unobserved location s0.
For a more detailed introduction to traditional geostatistics, the interested reader is refered
to Kitanidis (1997) or Wackernagel (1998).
1.2.2 Inverse problem theory
Inverse problems are omnipresent in the scientific world. Amongst many others, some ex-
amples for inverse problems are: medical tomography, earthquake moment tensor inver-
sion, image enhancement, hydrogeological inversion, or satellite navigation. Tarantola (2005)
gives a general definition of an inverse problem:
„Physical theories allow us to make predictions: given a complete description of a physi-
cal system, we can predict the outcome of some measurement. This problem of predicting
the result of measurements is called modelization problem, the simulation problem, or
the forward problem. The inverse problem consists of using the actual result of some
measurements to infer the value of the parameters that characterize the system.“
In other words, inverse theory aims to estimate model parameters from available data.
Therefore, it requires the knowledge of the forward model which should be capable of
predicting data if the model parameters were already known. The (forward) model is the
(usually mathematical) relationship between model parameters and the data, which may be
linear or nonlinear. The model parameters are the unknowns, usually numerical quantities
that one wants to estimate. Data are simply the available observations/measurements to
constrain the solution of the problem of interest.
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The basic forward problem in its simplest error-free form can be defined as:
m → d = g(m) (1.13)
where d = g(m) denotes a set of equations di = gi(m1, . . . ,mn) for i = 1, . . . , n,m denotes
the model parameters, and g(·) denotes the forward operator. This forward operator repre-
sents the mathematical model of the system under study, e.g. a mathematical hydrological
model or a flow and transport model. A schematic representation of a forward problem is
shown in Figure 1.3. Model parameters are the input of the model which produces model
Figure 1.3: Schematic representation of a basic forward problem.
output or predicted data. As already mentioned above, an inverse problem would be in
reverse order. This means that data is available and model parameters are to be estimated.
This process is often referred to as parameter identification or inverse modeling. Figure 1.4
shows a schematic representation of an inverse problem.
Figure 1.4: Schematic representation of a basic inverse problem.
As already mentioned, Figure 1.3 represents the forward problem in its simplest error-free
form. Error-free implies that the model must be an exact description of the processes and
all model parameters must be known exactly. However, the description of natural processes
and the knowledge on physical properties is always subject to uncertainties. In general,
these uncertainties can be categorized in three classes: conceptual model uncertainty, pa-
rameter uncertainty and numerical errors. Throughout this thesis conceptual model un-
certainty and numerical errors are neglected and only parameter uncertainty is considered
which is often assumed the toughest to handle.
Parameter uncertainties can again be categorized in three classes:
1. Spatial heterogeneity, that is, the spatial variability of the physical property of interest.
2. Temporal fluctuations, that is, variability or fluctuations of the physical property of
interest in time.
3. Measurement errors, which may for example originate from technical or human fail-
ure.
While forward problems are usually well-posed, these uncertainties often lead to ill-posed
inverse problems. A problem is called ill-posed if its solution fails to fulfill any of the fol-
lowing three criteria: existence, stability, uniqueness. Amongst them, non-uniqueness is the
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most common. It primarily stems from the fact that the problem may be mathematically
under-determined, that is, if the number of parameters to be estimated is larger than the
number of the available observation data.
1.2.3 Inverse groundwater modeling
Inverse modeling is an important step in hydrogeological studies with the goal to estimate
model parameters and its underlying uncertainties where the parameters are usually hy-
draulic properties. Even though modeling of groundwater flow is in general also affected by
other sources of uncertainty like measurement uncertainties and conceptual uncertainties,
the main focus is usually on parameter uncertainties. A great number of different methods
ranging from manual model calibration to sophisticated numerical procedures have been
developed during the last decades.
de Marsily (1978) for example introduced the pilot points method which is based on
kriging interpolation. First, an initial kriging map of direct measurements of the hydraulic
property, that is direct measurements of the model parameters (traditionally hydraulic
conductivity) is generated. As this map is smooth (as all kriging estimations are), the model
is not able to reproduce the observed data. Thus fictitious observations where actually no
measurements exist are assigned so that when kriging is performed again including these
new measurements, the new kriging map provides a better approximation of the observed
data. New such pilot points are subsequently introduced until the observed hydraulic
heads are reproduced reasonably. The main problem of this method is however, that in the
end only a single representation of the model parameters is generated. In addition, this
single representation is still too smooth thus does not necessarily represent reality and will
in particular fail in properly predicting mass transport (Gómez-Hernández and Wen, 1994).
Hence, instead of estimating a single smooth representation the idea came up to generate
multiple realizations, that all reproduce the observed data, the observed parameters, and
display a reasonable short scale variability. This idea formed the term inverse stochastic
modeling. It was first applied by Sahuquillo et al. (1992) using the self-calibrated method
which is based on the pilot point method. However, instead of starting from a kriging map
one starts from multiple realizations generated by any conditional simulation algorithm. In
addition, the pilot points are not introduced sequentially, but all at once where the locations
of the points can be selected randomly and vary at different iterations.
An attempt to use Markov chain Monte Carlo methods (Hastings, 1970; Metropolis et al.,
1953) in hydrogeology was introduced by Oliver et al. (1997) who generated permeability
fields conditioned on variogram and hydraulic head data using a local transition kernel.
However, this kernel only modifies a single cell at once, which makes the method quite
slow.
An approach based on the Kalman filter (Kalman, 1960) is the ensemble Kalman filter
(Evensen, 1994, 2003; Hendricks Franssen and Kinzelbach, 2008). The ensemble Kalman filter
deals with dynamic systems for which observed data are used to sequentially update the
parameters and the state of the system. Therefore an ensemble of realizations is generated
and then updated as observations are available. A well known problem of the ensemble
Kalman filter is that at the end the distributions become closer to Gaussian, even if the
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initial ones were clearly non-Gaussian.
In general, Gaussianity or non-Gaussianity is an important issue in groundwater modeling.
„To be or not to be multi-Gaussian“ was already asked by Gomez-Hernandez and Wen (1998)
several years ago. They showed how different non-Gaussian models, all sharing the same
marginals and the same covariance function but with different spatial patterns of continu-
ity, lead to different groundwater travel times. In Zinn and Harvey (2003) the effect of non-
Gaussian spatial dependence on groundwater flow and mass transfer was demonstrated
using several examples. In Haslauer et al. (2012) it was shown for a selected case study
that spatial dependence of transmissivities cannot be described adequately using a Gaus-
sian copula. In general, a Gaussian spatial dependence implies a low spatial correlation of
extremes, however the dependence of transmissivities is often asymmetrical - high values
being clustered differently than the low values.
Most inverse modeling methods, practically all of them that use only moments up to the
order two, implicitly assume multi-Gaussianity. Some methods however are able to handle
non-Gaussian patterns of variability. However, most of them are based on multiple point
geostatistics where a training image serves as a conceptual geological model (Guardiano and
Srivastava, 1993). Several multiple-point geostatistics algorithms are available, for example,
SNESIM (Strebelle, 2002), FILTERSIM (Zhang et al., 2006), SIMPAT (Arpat and Caers, 2007), or
direct sampling (Mariethoz et al., 2010). In the context of inverse modeling, multiple-point
geostatistics are frequently applied (Caers and Hoffman, 2006; Ronayne et al., 2008; Alcolea and
Renard, 2010; Zhou et al., 2012; Hu et al., 2013) and the advantages of multiple-point geostatis-
tics compared to variogram-based methods have been confirmed in several studies (Journel
and Zhang, 2006; Huysmans and Dassargues, 2010). However, all the methods refered to above
suffer from one main drawback, namely the training image itself. In general, a training
image is a conceptual model and its preparation is often based on subjective criteria of the
modeling expert (Pérez et al., 2014). Thus, the selection of an appropriate training image is a
main issue, especially in 3D applications.
For further reading, a comprehensive review of several inverse modeling methods is given
in Zhou et al. (2014) and a comparison of different methods can be found in Franssen et al.
(2009).
1.3 Scope and structure of this thesis
In general, this thesis can be seen as a follow up to the publications of Li (2010), Haslauer
(2011), and Guthke (2013). The techniques and methods developed in these works somehow
build the foundation of this thesis. Therefore, the basics developed in the above mentioned
theses are briefly reviewed in Chapter 2 which can be seen as an introduction to rank-order
geostatistics and copulas.
Chapter 3 introduces the novel concept of directionality in spatial random fields where di-
rectionality means directional dependences as in the example shown in Figure 1.1. A newly
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developed direction-dependent asymmetry function is defined which allows quantification
of directional dependence. This function goes even one step further beyond the Gaussian
assumptions compared to the asymmetry introduced in Li (2010) and investigated in detail
in Guthke (2013). Different synthetical and real world examples are used to demonstrate that
certain processes lead to directional dependencies. Further, statistical tests are introduced
to test for statistical significance of directionality.
Chapter 4 presents a corresponding modeling approach, that is, a geostatistical simulation
technique which enables modeling of directional dependence. The approach is called PA
and as the name already suggests PA represents a combination of simulated annealing and
Fourier transformation. A simple synthetical interpolation example is used to demonstrate
the procedure and to highlight its uniqueness.
Chapter 5 presents another novel geostatistical simulation approach called RM. RM is a
very general and flexible technique. It can handle several types of conditioning constraints.
Amongst others, it can handle arbitrary nonlinear constraints which makes the approach
also applicable for inverse problems. As RM uses spatial copulas as spatial random function
its flexibility is even increased. The use of copulas allows a separate treatment of marginal
and spatial distribution. Further, non-Gaussian spatial dependence structures can be mod-
eled and certain other structural features can be incorporated.
Chapter 6 presents different applications of RM with a focus on inverse groundwater mod-
eling.
An overall conclusion of the thesis is given in Chapter 7.
2 Rank-order geostatistics and copulas
In the following, the basics of spatial copulas are reviewed. As copulas are rank-order geo-
statistical tools, the basics of rank-order geostatistics are also briefly recalled. Empirical cop-
ulas and the corresponding rank-order measures of dependence are introduced, followed
by the definitions of different theoretical copula models. A copula parameter estimation ap-
proach is recalled and copula-based interpolation and copula-based sequential simulation
is described.
2.1 Rank-order geostatistics
Rank-order geostatistics were first proposed by Journel and Deutsch (1997). The authors state
that:
„One of the greatest challenges in earth sciences data processing is the integration of data
of diverse types, scales, supports, and accuracies.“
To overcome these challanges, they suggested to transform the data of interest into a com-
mon [0, 1] format which preserves the spatial ranks (and with that the structure) of the data.
The transformation into the uniform space with ui = Fz(zi) requires a cumulative distribu-
tion function Fz(z) that fits the data of interest. Fz(z) can therefore be the empirical cumu-
lative distribution function, a parametric distribution function, or a non-parametric distri-
bution function like a kernel density estimate. They showed that any kriging and stochastic
simulation approach can be performed in the transformed uniform space and the results
back-transformed to the original data space using the inverse cumulative distribution func-
tion F−1z (u). Based on this standardized description, Bárdossy (2006) extended the idea of
rank-order geostatistics by using copulas as spatial dependence functions.
2.2 Empirical bivariate spatial copulas
Following the idea of rank-order geostatistics, empirical copulas can be used to investigate
the spatial dependence structure of a data set. Given n spatially distributed values (observa-
tions) z(si), with i = 1, . . . , n, they are first transformed into the uniform space as described
above using their univariate marginal distribution Fz(z). For any given distance vector h,
the transformed values are grouped into a set S(h) of pairs of values separated by approxi-
mately h. Formally:
S(h) = {(FZ(z(si)), FZ(z(sj))) |si − sj ≈ h or sj − si ≈ h} (2.1)
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Since S(h) is a set of points in the unit square, the two-dimensional histogram of the scatter
plot of S(h) is then the empirical bivariate copula density for the separation distance h.
As an example, Figure 2.1 shows empirical copula densities for given separation distance
corresponding to the concentration field shown in Figure 1.1. For a separation distance of
Figure 2.1: Empirical bivariate copula densities for given separation distances h correspond-
ing to the concentration field shown in Figure 1.1.
h = 5, it can be seen that the density is collimated close to the diagonal, indicating a strong
correlation. For h = 11, the density is spread almost over the whole copula, indicating
lower correlation. Further, all empirical copula densities show asymmetry. They exhibit
higher densities in the lower left compared to the upper right. This implies that the low
concentration values exhibit a different dependence structure than the high concentration
values.
2.3 Rank-order measures of dependence
As described in Chapter 1.2.1, in classical geostatistics the dependence of pairs of points
separated by a vector h is usually measured using the experimental semi-variogram, or the
covariance function. To overcome their drawbacks, rank-order measures of dependence can
be applied which are introduced in the following.
2.3.1 Rank correlation function
Instead of the variogram or covariance function, in a rank-order geostatistical framework,
the rank correlation function is used to describe the dependence between pairs of points.
The rank correlation function is defined as:
R(h) = 12E [(U(s)− 0.5) (U(s+ h)− 0.5)] (2.2)
The analogy to the correlation function defined in Equation 1.7 becomes obvious, recalling
thatU denotes a uniformly distributed variable with amean of µ = 0.5 and variance σ2 = 112 .
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The empirical rank correlation function can be calculated as:
R∗(h) =
12
N(h)
∑
si−sj≈h
((F (Z(si))− 0.5)(F (Z(sj))− 0.5)) (2.3)
where N(h) is the number of pairs such that si and sj are separated by a vector which is
approximately h.
Compared to the classical measures of dependence, the rank correlation function has the
advantage that its estimation is independent of the marginal distribution FZ(z) of the data.
Thus, the estimation is not sensitive to outliers, that means extreme values do not influ-
ence the estimation. Further, R(h) measures all monotone, and not just linear dependencies
between pairs of points.
2.3.2 Asymmetry function
The above described rank correlation function has certain advantages compared to tradi-
tional measures of dependence. However, it is still a second order moment measure, that
means it describes the averaged dependence over the whole range of quantiles for given
separation distances. An integral measure that overcomes this drawback is the asymmetry
function, developed by Bárdossy (2006), which is able to describe the difference in the de-
pendence between low and high quantiles. It is a combination of two third order moments
and is defined as:
A(h) = E
[
(U(s)− 0.5) (U(s+ h)− 0.5)2 + (U(s)− 0.5)2 (U(s+ h)− 0.5)
]
(2.4)
Guthke (2013) found some small drawbacks of the above function and improved the defin-
tion of the asymmetry to:
A2(h) = E
[
(U(s) + U(s+ h)− 1)3
]
(2.5)
This can also be written using the density of the bivariate spatial copula ch(u, v):
A2(h) =
∫ 1
0
∫ 1
0
(u+ v − 1)3ch(u, v) du dv (2.6)
To simplify the comparablility the author also defined a normalized asymmetry function
An(h) =
A2(h)
Amax(h)
(2.7)
where Amax(h) denotes the maximum possible asymmetry for a given rank correlation. The
empirical asymmetry function can be calculated via:
A∗2(h) =
1
N(h)
∑
si−sj≈h
(F (Z(si))− F (Z(sj)))3 (2.8)
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where N(h) denotes the number of pairs such that si and sj are approximately separated
by a vector h. As an example, Figure 2.2 shows the empirical rank correlation function and
the empirical asymmetry function (Equation 2.7) corresponding to the concentration field
shown in Figure 1.1. The rank correlation decreases with increasing separation distance. It
becomes slightly negative for distances h > 23 and flattens out for h > 40. The asymmetry
function is negative for vectors h < 20, and approximately zero afterwards. These negative
asymmetries were already observed in the empirical copula densities shown in Figure 2.1.
To better highlight the capabilities of the asymmetry as a measure of dependence, Figure
2.3 shows two common random fields (Guthke and Bárdossy, 2012). Common random fields
share the same random path and the same random numbers for their sequential simulation
thus they are somehow similar. Both fields exhibit uniform marginals and it can be seen
that both fields share almost identical variograms/covariance functions and rank correla-
tion functions while the spatial structures of the fields can clearly be distinguished. This
difference in the dependence can be measured by the asymmetry function. The left field
(Gaussian random field) exhibits almost zero asymmetry while the right field (non-Gaussian
random field) exhibits positive asymmetries for small separation distances. Traditional mea-
sures of dependence like the variogram or the covariance function are not able to describe
the differences between the two fields. Even the rank correlation function, as it is an integral
measure, cannot distinguish the fields. However, the asymmetry function is able to measure
the differences in the spatial dependence structure of the two fields.
2.4 Copulas
In the following, the basics of copulas are briefly reviewed, followed by the definitions of
spatial copulas and some theoretical examples. For further information on the theoretical
mathematical background, the interested reader is refered to Joe (1997) and Nelsen (1999).
In general, copulas are multivariate distribution functions defined on the unit hypercube:
C : [0, 1]n = [0, 1] (2.9)
with all univariate marginals being uniformly distributed on [0, 1], that is, for any number
Figure 2.2: Rank correlation and normed asymmetry function (Equation 2.7) corresponding
to the concentration field shown in Figure 1.1.
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Figure 2.3: Common random fields with corresponding variogram γ(h), covariance func-
tion C(h), rank correlation function R(h), and asymmetry function A(h). The
left field is simulated using a Gaussian copula, the right field is simulated using
a v-transformed copula.
0 ≤ ui ≤ 1:
C(u(i)) = ui if u
i = (1, . . . , 1, ui, 1, . . . , 1) (2.10)
The copula becomes zero if any of its arguments is zero:
C(u) = 0 if u = (u1, . . . , 0, . . . , un) (2.11)
and for every n-dimensional hypercube within the unit hypercube the corresponding prob-
ability has to be non-negative:
2n−1∑
j=0
(−1)n−
∑n
i=1 ji C (u1 + j1∆1, . . . , un + jn∆n) ≥ 0 (2.12)
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if 0 ≤ ui ≤ ui + ∆i ≤ 1 and j =
∑n−1
k=0 jk2
k. Copulas are used to describe the dependence
between random variables independently of their marginal distributions, that is, monotonic
transformations of the marginals do not influence the dependence structure. Copulas are
linked to multivariate distributions by Sklar’s theorem (Sklar, 1959) that proves that any
continuous multivariate distribution F (x1, . . . , xn) can be represented with the help of a
unique copula:
F (x1, . . . , xn) = C(Fx1(x1), . . . , Fxn(xn)) (2.13)
where Fxi(x) denotes the i-th one-dimensional marginal distribution of the multivariate
distribution. Vice versa, any copula C can be used to create a multivariate distribution
F (x1, . . . , xn). Copulas of multivariate distributions can be extracted by taking:
C(u1, . . . , un) = F (F
−1
x1 (u1), . . . , F
−1
xn (un)) (2.14)
where F−1xi (x) denotes the i-th one dimensional inverse marginal distribution.
If the copula C is continuous the copula density is defined as
c (u1, . . . , un) =
∂nC (u1, . . . , un)
∂u1, . . . , un
(2.15)
and the conditional copula density is given by
c (u|U1 = u1, . . . , Un = un) = ∂
nC (u, u1, . . . , un)
∂u1, . . . , un
· 1
c (u1, . . . , un)
(2.16)
The major advantage in using copulas for describing multivariate distributions is that the
dependence structure can be modeled separately from the marginal distributions.
In the geostatistical context, copulas can be used to describe the joint multivariate distri-
bution corresponding to variables that are spatially distributed in the domain of interest.
As in traditional geostatistics, it is assumed that the univariate marginal distribution corre-
sponding to each point of the domain is the same, and the spatial dependence is translation
invariant, thus for any separating vector h. This means that for any set of points si in the
investigation domain such that si + h is also in the domain, the spatial copula of the multi-
variate distribution is such that:
CS(u1, . . . , uk) = P (FZ(Z(s1)) < u1, . . . , FZ(Z(sk)) < uk)
= P (FZ(Z(s1 + h)) < u1, . . . , FZ(Z(sk + h)) < uk)
= CS+h(u1, . . . , uk)
(2.17)
In order to be suitable as spatial random function, a copula model has to fulfill certain con-
ditions:
1. The copula model should allow full dependence for points that are separated by a
distance vector h→ 0, that is, ρ(0) = 1.
2. The copula model should allow independence for points that are separated by large
distances.
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3. The copula model should have a parameterization such that the dependence structure
reflects the spatial configuration of the data.
4. The copula model with any dimension n ≥ 2 should be able to be built based on its
bivariate marginals.
A variety of theoretical copula model exists, however most of them do not meet the above
criteria. Nevertheless, the Gaussian copula as well as copulas that are build on the Gaussian
copula fulfill all the above stated requirements. These copulas are shortly introduced in the
following sections.
2.4.1 Gaussian copula
The Gaussian copula is derived from a multivariate standard normal distribution ΦΓ with
correlation matrix Γ and is defined as
CΓ(u1, . . . , un) = ΦΓ,n
(
Φ−1(u1), . . . ,Φ−1(un)
)
(2.18)
where Φ−1 denotes the inverse univariate standard normal distribution and ΦΓ,n denotes
the n-dimensional Gaussian distribution with correlation matrix Γ and standard normal
marginals. The corresponding Gaussian copula density is
cn(u1, . . . , un) =
1√|Γ| exp
(
−1
2
xT
(
Γ−1 − I)x) (2.19)
where I is the idendity matrix, |Γ| the determinant of the correlation matrix Γ, and xi =
Φ−1(ui). The spatial configuration of the data points is taken into account via the correlation
matrix Γ. This correlation matrix can be calculated using any valid correlation function. Fig-
ure 2.4 shows two theoretical bivariate Gaussian copulas densities for different correlations
ρ, where ρ denotes all off-diagonal entries of Γ. It can be seen that the Gaussian copula is
Figure 2.4: Example of bivariate Gaussian copula densities for given correlation values ρ.
symmetrical with respect to both diagonals. Thus, using a Gaussian copula one is not able
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to model asymmetries of the spatial dependence structure as the high and the low values
are treated equally.
2.4.2 V-transformed copula
The v-transformed copula can be obtained from multivariate distributions that are con-
structed by non-monotonic transformations of a multivariate standard normal distribution
(Bárdossy, 2006). Let Y be a n-dimensional standard normal random variable with zero
mean and correlation matrix Γ. The v-copula is constructed from the multivariate distribu-
tion function Hn(x1, . . . , xn) which is obtained via:
Xi =
{
k(Yi −m) if Yi ≥ m
m− Yi if Yi < m
where k and m are real-valued shape parameters with k ≥ 1 and m ≥ 0. The one dimen-
sional margins of X are identical and have the distribution function
H1(x) = P (X < x) = Φ(
x
k
+m)− Φ(−x+m) (2.20)
and the density
h1(x) =
1
k
φ(
x
k
+m) + φ(−x+m) (2.21)
with x ≥ 0, Φ being the univariate standard normal distribution, and φ the corresponding
univariate density.
The multivariate distribution function is given by
Hn(x1, . . . , xn) = P (X1 < x1, . . . , Xn < xn) =
2n−1∑
i=0
(−1)iΦ(ζ +m) (2.22)
where
ζTi = (b((−1)i1)x1, . . . , b((−1)inxn)) (2.23)
with ij = 0 or 1 and
i =
n−1∑
j=0
ij2
j (2.24)
and
b =
{
−1 if (−1)ij = −1
1
k if (−1)ij = 1
(2.25)
Thus the multivariate density reads
hn(x1, . . . , xn) =
1
(2pi)
n
2 |Γ−1| 12
2n−1∑
i=0
1
kn−
∑n−1
j=0 ij
exp(−1
2
(ζi +m)
TΓ−1(ζi +m)) (2.26)
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Hence, the density of the v-transformed copula can be calculated based on the transformed
joint density and the marginal densities as
cn(u1, . . . , un) =
hn(x1, . . . , xn)
h1(x1) · h1(x2) . . . h1(xn) (2.27)
Figure 2.5 shows two theoretical bivariate v-copula densities for given correlation values
and given shape parameters. It can be seen that the v-copula is asymmetrical with respect
Figure 2.5: Example of bivariate v-copula densities for given parameters ρ,m, k.
to the secondary diagonal. Both copulas exhibit the strongest dependence for high values.
The opposite dependence structure can be obtained by taking the copula:
c
′
n(u1, . . . , un) = cn(1− u1, . . . , 1− un) (2.28)
2.4.3 Nested copulas
The above described v-transformed copula can either model positive or negative asymme-
tries. However, certain processes lead to asymmetries that exhibit a zero-crossing of the
asymmetry function. According to Guthke (2013) many spatially distributed variables ex-
hibit such zero-crossings, which can be modeled using nested copula models. The author
showed that nested copulas allow a more realistic modeling of spatial structures. The prin-
ciple behind this idea is that a weighted sum of density functions is again a valid density
function, if the weights are positive and sum up to one. Thus, nested copulas can be con-
structed as a weighted sum of copula densities:
c(u1, . . . , un) =
k∑
i=1
wici(u1, . . . , un) (2.29)
where wi ≥ 0 and
∑k
i=1wi = 1. Thus, different copulas, for example a v-copula with a
positive asymmetry and a v-copula with a negative asymmetry, can be coupled in order to
achieve a nested copula that exhibits postive and negative asymmetry.
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2.4.4 Copula parameter estimation
A copula should represent the spatial dependence structure of the data of interest. Thus, the
parameters of a given theoretical copula model should be selected such that the copula fits
to the data of interest.
In a traditional geostatistical framework fitting means the selection of a suitable theoretical
variogram including fitting of its parameters such that it fits to the experimental variogram.
This is typically done using automated methods, however, very often still by eye. Here, a
more advanced approach based on multiple point statistics and maximum likelihood pro-
posed by Bárdossy and Li (2008) is chosen. Therefore, the set of observed data is divided in
subsets such that the individual subsets exhibit different sizes. Then for each of the subsets
and for a given parameterization of the theoretical copula, the likelihood of the parameter-
ization can be obtained. As the subsets are chosen such that they are disjoint, the overall
likelihood is the product of the individual ones. Each subset Sk should contain n (k) ≥ 2
observations:
Sk =
{
xk,1, . . . , xk,n(k)
}
k = 1, . . . ,K (2.30)
with
Sk ∩ Sj = 0 if k 6= j (2.31)
and
S =
K⋃
k=1
Sk = S (2.32)
The likelihood for each subset Sk can be obtained by calculating its copula density
c (Sk, θ) = c
(
FZ
(
Z (xk,1) , . . . , FZ
(
Z
(
xk,n(k)
)))
, θ
)
(2.33)
and the overall likelihood is the product of the copula densities of each subset
L (θ|Z (x1) , . . . , Z (xn)) =
K∏
k=1
c (Sk, θ) (2.34)
which can be maximized with respect to the parameters θ.
2.4.5 Interpolation using copulas
The general purpose of spatial interpolation is to estimate the value z(s0) of the random
function Z(s) at the unobserved location s0. As described in Chapter 1.2.1, kriging uses
linear estimators to obtain an estimator of the expected value at the unobserved location.
The use of copulas allows the estimation of a full conditional distribution of the variable of
interest. Formally,
Fn(s, z) = Fn (Z(s) ≤ z(s)|Z(s1) = z1, . . . , Z(sn) = zn) (2.35)
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with n denoting the total number of observations. According to Equation 2.13, each contin-
uous multivariate distribution can be represented with the help of a copula, thus:
F ∗n(s, z) = Cs,n (FZ(z)|u1 = FZ(z1), . . . , un = FZ(zn)) (2.36)
As Equation 2.36 takes all n observations into account, the calculation of the conditional
distribution can be restricted to a local neighborhood in order to reduce computational costs.
Formally,
Fn(s)(s, z) = Cs,n(s)
(
FZ(z)|u1 = FZ(z(sn(1))), . . . , un = FZ(z(sn(s)))
)
(2.37)
where n(s) ≤ n with sn(1), . . . , sn(s) denoting observations in the neighborhood of s. The
actual interpolation procedure is then straight forward and can for example be found in
Bárdossy and Li (2008); Li (2010). Compared to traditional interpolation techniques such as
kriging, the copula based approach has several advantages. Two important ones are briefly
emphasized:
1. The copula-based interpolation delivers a full conditional distribution at each unob-
served location, thus confidence intervals can be identified.
2. The copula-based interpolator does not only depend on the spatial configuration of
the observations, but also on their values and the marginal distribution.
Others can be found in Bárdossy and Li (2008).
2.4.6 Simulation using copulas
Physical models like distributed hydrological models or groundwater flow and transport
models require spatially distributed input variables that represent the spatial variability of
the variable of interest. Usually these input variables are only measured at a few locations,
hence the values at unobserved locations have to be modeled. Therefore, interpolation tech-
niques are often not suitable as they tend to smooth out spatial variability. Thus, spatial
simulation techniques which preserve spatial variability are required.
A copula-based sequential conditional simulation approach is proposed in Li (2010). Using
this approach, the density of the full conditional distribution for the specific location si is
calculated via:
fsi(zi) =
cs1,...,si(FZ(z1), . . . , FZ(zi))
cs1,...,si−1(FZ(z1), . . . , FZ(zi−1))
(2.38)
with i − 1 denoting the number of already simulated and conditioning points in the local
neighborhood of si. cs1,...,si(u1, . . . , ui) denotes the i-dimensional copula density and FZ(z)
denotes the univariate marginal distribution of Z. A simulated value is drawn from the con-
ditional distribution Fsi by taking zi = F
−1
si (ui) with ui denoting a random number drawn
from the uniform distribution U(0, 1). As in the interpolation procedure, the conditional dis-
tribution is calculated for each unknown location and the spatial dependence is modeled by
the multivariate copula which was previously fitted to the observation using the procedure
described in Chapter 2.4.4.
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2.5 Summary
In this Chapter, the basics of rank-order geostatistics and copulas were reviewed. Copula-
based measures of spatial dependence, that is the rank correlation function and the asym-
metry function were introduced and their advantages compared to the classical variogram
are shown. Theoretical copula models were briefly recalled and existing copula-based inter-
polation and simulation strategies were reviewed.
Using copulas has several advantages compared to traditional geostatistics. Especially the
ability to investigate and to model asymmetries in spatial random fields leads to geostatistics
that are closer to the generating process. However, there are still some shortcomings of the
presented techniques. Amongst others these are:
1. There might be other asymmetries that are not covered by the presented asymmetry
function. The question that arises therefore is: What are other asymmetries and how
could such asymmetries be identified and how could they be modeled?
2. The presented copula-based interpolation and simulation approach works well for
point constraints. However, there might be other constraints which could be useful or
even necessary for certain applications. Amongst others, inequality or integral con-
straints could be imagined. Further, nonlinear constraints especially with a focus on
inverse problems could be very useful.
3. The presented copula-based simulation technique is a sequential approach thus it is
computationally demanding as each unobserved location has to be modeled sequen-
tially. More efficient simulation approaches could be useful for certain applications.
3 Identification and quantification of
directionality in spatial random fields
Generating processes can lead to asymmetric spatial random fields according to the defini-
tion given in Equation 2.5. These processes usually act in time but with a time horizon that
can be very different for different processes. For example, transport processes in groundwa-
ter act on time scales of years to months while fast atmospheric processes act on hourly to
minutes scales. However, they all have in common that they act in time, thus they are usu-
ally irreversible as a consequence of the second law of thermodynamics. The second law of
theromdynamics accounts for the irreversibility of natural processes, that is, the asymmetry
between future and past. This asymmetry can be described by the change in the entropy of
a system. According to the second law of thermodynamics, entropy never decreases in an
isolated system. In Eddington (1929) this is illustrated using a simple example:
„Suppose you have a vessel divided by a partition into two halves, one compartement
containing air and the other empty. You withdraw the partition. For the moment all the
molecules of the air are in one half of the vessel; a fraction of a second later they are spread
over the whole vessel and remain so afterwards. The molecules will not return to one
half of the vessel; the spreading cannot be undone - unless other material is introduced
into the problem to serve as a scapegoat for the disorganisation and carry off the random
element elsewhere. This occurrence can serve as a criterion to distinguish past and future
time. If you observe first the molecules spread through the vessel and (as it seems to you)
an instant later the molecules all in one half of it - then your consciousness is going
backwards, and you had better consult a doctor.“
Here one has only two time steps; t0 where the partition is in its place, t1 where the partition
is removed. The entropy of the system (which is represented by the vessel) increases with
time (going from t0 to t1) and cannot decrease again as the system is isolated. Thus the
process is irreversible and there is an asymmetry between the two timesteps.
As already stated, observed spatial fields are often the results of processes that are irre-
versible in time. Therefore, an observed spatial field can be considered as a snapshot of the
output of a process that is irreversible in the direction of time. Thus three questions arise:
1. Can the signs of such an irreversible process be detected from a single spatial snapshot?
2. Can the signs (or at least traces) of such an irreversible process be detected from a limited
number of irregularly spaced observations only?
3. If the signs can be detected do they provide information on the process itself?
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Reversibility is well known in time series analysis (Weiss, 1975; Lawrance and Lewis, 1985;
Lawrance, 1991; Giannakis and Tsatsanis, 1994), however, it is seldom used in spatial statistics
as the time series definition of reversibility cannot simply be extended to higher dimensional
spaces. The main reason for this is that space has no single direction. This was already
pointed out in Eddington (1929) using the concept of the arrow of time:
„I shall use the phrase „times’s arrow“ to express this one-way property of time which
has no analogue in space.“
In general, a lack of reversibility is tantamount to an asymmetry in dependence. Some
concepts of asymmetrical dependence were developed in geostatistics and different studies
show that asymmetry has a significant influence on the spatial variable of interest as well as
on related process variables.
For example, Gomez-Hernandez and Wen (1998) showed that field data may support a uni-
variate Gaussian marginal distribution for log hydraulic conductivities, however, there is
usually not enough data to support a multivariate Gaussian distribution. They stressed that
a univariate Gaussian distribution does not imply a multivariate Gaussian thus symmetri-
cal model. Further, their results showed that groundwater travel times predicted by a multi-
variate Gaussian model are significantly slower than travel times predicted by other models.
Similar results were also found in Zinn and Harvey (2003). Bárdossy (2006) showed that dif-
ferent groundwater quality parameters in the German federal state of Baden-Württemberg
exhibit an asymmetrical dependence structure. In Haslauer et al. (2012) it was shown that
the Borden aquifer in Canada can best be modeled using an asymmetrical spatial copula. In
Guthke (2013) different real-world data sets (where the underlying generating processes are
at least partly known) were shown to exhibit asymmetries in their spatial dependence struc-
ture. The author found that it is the generating process that leads to asymmetric dependence
structures. Different processes often act on different spatial scales and influence different
magnitudes of values in a different manner. It was shown that the information gathered on
the asymmetry can help to improve process understanding. Further, it was shown that such
asymmetries can neither be detected nor modeled using classical geostatistical methods.
All studies mentioned above emphasize that asymmetry in the spatial dependence structure
has to be considered in both spatial analysis and modeling. However, all studies neglect the
fact that some processes like advection or erosion can exhibit certain directions in which
the processes mainly act. Such processes can additionally lead to asymmetries that are dis-
tinguishable in different spatial directions. This leads back to the above stated questions
whether such directional asymmetries can be detected from a single spatial snapshot, or
from a set of irregularly spaced observations only.
To adress this issue, new geostatistical tools that are able to identify and to quantify direc-
tionality in spatially distributed variables are introduced. Therefore, the time series defini-
tion of reversibility is briefly reviewed and then extended to higher dimensions. A weak
form of spatial reversibility, the directional independence is introduced and a direction-
dependent asymmetry function is established.
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3.1 Reversibility
In the following, the time series analysis definition of reversibility is briefly reviewed. The
definition is then extended to a spatial context and a weak form of spatial reversibility, the
directional independence, is introduced.
3.1.1 Reversibility in time series analysis
Reversibility is a well known concept in time series analysis (Weiss, 1975; Lawrance and Lewis,
1985; Lawrance, 1991; Giannakis and Tsatsanis, 1994), where a time series such as a stream flow
record is assumed to be irreversible (or also called directional) if its properties depend on
the direction of time. Vice versa, it is assumed to be reversible if its properties do not depend
on the direction of time. Formally, reversibility is defined as
F (Z(t1), . . . , Z(tk))
d
= F (Z(tk), . . . , Z(t1)) (3.1)
for any k and times t1, . . . , tk where
d
= means identically distributed. Reversibility is a prop-
erty of dependence in the joint distribution of the time series. Thus, for any increasing
monotonic transformation of the process the original and the transformed share the same
reversibility or irreversibility properties.
3.1.2 Spatial reversibility and directional dependence
The above definition of reversibility, Equation 3.1, can be extended to a spatial context. A
stationary isotropic spatial random field Z in domain D in n-dimensional Euclidian space
is fully reversible if for any points s1, . . . , sn in D, the multivariate distributions
F (Z(s1), . . . ,Z(sn))
d
= F (Z(T (s1)), . . . ,Z(T (sn))) (3.2)
with T (s) denoting a isometric transformation such that T (s1), . . . , T (sn) is in D. This iso-
metric transformation preserves by defintion the point inter distance, that is,
d (T (si), T (sj)) = d(si, sj) (3.3)
where d denotes the Euclidian distance. Isometric transformations are for example reflec-
tions, rotations, and translations, as well as combinations of them.
For the special case n = 2, a weaker form of spatial reversibility, the directional indepen-
dence, can be defined. A stationary isotropic spatial random field Z in domain D in n-
dimensional Euclidian space is directionally independent if for any two points s1, s2 ∈ D
F (Z(s1),Z(s2))
d
= F (Z(s2),Z(s1)) (3.4)
If Equation 3.4 is not fulfilled, Equation 3.2 is also not fulfilled. That implies that if Z is not
directionally independent then it is also not fully reversible.
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3.2 Tools to identify and to quantify directional dependence
As already stated above, reversibility is a property of the dependence structure. Thus, spa-
tial copulas, as they describe the pure dependence independently of the marginal distri-
bution, can be used to identify directional dependence. Furthermore, measures based on
copulas can be used to quantify the strength of directional dependence. Therefore, direc-
tional copulas and a novel direction-dependent asymmetry function are introduced in the
following. Statistical tests on directional copulas are presented which enable testing direc-
tional independence for statistical significance.
3.2.1 Empirical directional copulas
As described in Chapter 2.2 empirical copulas can be used to investigate the spatial depen-
dence structure of a data set. Consequently, empirical directional copulas can be used to
investigate the directional spatial dependence of a data set. Directional dependence means
that the spatial dependence corresponding to a vector h is different from that corresponding
to a vector −h. This property means that the copula density is not symmetrical:
ch(u, v) 6= ch(v, u) (3.5)
Thus, empirical directional copulas have to be constructed for different directions. Given n
spatially distributed values (observations) z(si), with i = 1, . . . , n, they are first transformed
into the uniform space using their univariate marginal distribution Fz(z). For any given
distance vector h (which exhibits a certain direction) the transformed values are grouped
into a set S(h) of pairs of values separated by approximately h. Formally:
S(h) = {(FZ(z(si)), FZ(z(sj))) |si − sj ≈ h} (3.6)
Since S(h) is a set of points in the unit square, the 2-dimensional histogram of the scatter
plot of S(h) is then the empirical directional bivariate copula density for the separation
distance h. As an example, Figure 3.1 shows four empirical directional scatter plots with
empirical directional copulas corresponding to the concentration field shown in Figure 1.1.
All separation vectors exhibit a horizontal orientation with directions going from left to
right or right to left, respectively. As a whole image is available only the exact orientation is
considered. That means only pairs of points (separated by h) that lie exactly on a horizontal
line are taken into account. It can be seen that the copula corresponding to h = (5, 0) is the
mirrored copula of h = (−5, 0). The same holds for the copulas corresponding to h = (9, 0)
and h = (−9, 0). According to Equation 3.5 this indicates that the concentration field is
directionally dependent hence exhibits direction-dependent asymmetry.
3.2.2 Direction-dependent asymmetry
The asymmetry function defined in Equation 2.5 is able to express the different strength
of dependence for different quantiles and different distance classes. In contrast directional
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Figure 3.1: Empirical directional scatter plots (in copula space) with corresponding empiri-
cal directional copula densities corresponding to the concentration field shown
in Figure 1.1. All distance vectors h share a horizontal orientation with directions
going from left to right (e.g. h = (5, 0)) or right to left (e.g. h = (−5, 0)).
dependence means that the spatial dependence corresponding to a vector h is different from
that corresponding to a vector −h. This means that the copula density is not symmetrical
according to the definition in Equation 3.5. The strength of this asymmetry can be measured
using a direction-dependent asymmetry function which is defined as:
Ad(h) =
∫ 1
0
∫ 1
0
(u− v)3ch(u, v) du dv (3.7)
where h denotes a distance vector with a certain direction. This can also be expressed as:
Ad(h) = E
[
(U(s)− U(s+ h))3
]
(3.8)
and the empirical direction-dependent asymmetry function is given by:
A∗d(h) =
1
N(h)
∑
si−sj≈h
(F (Z(si))− F (Z(sj)))3 (3.9)
whereN(h) denotes the number of pairs such that si and sj are separated by a vector which
is approximately h. Note that by definition the direction-dependent asymmetry function is
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asymmetrical, that means it depends on the direction of the vector h:
Ad(−h) = −Ad(h) (3.10)
As an example Figure 3.2 shows the direction-dependent asymmetry function correspond-
ing to the concentration field shown in Figure 1.1. h1 and h2 denote the components of
Figure 3.2: Directional asymmetry function corresponding to the concentration field shown
in Figure 1.1. h1 and h2 are the components of the directional distance vector h.
the separation vector h. Their definition is equal to the one used in Figure 3.1, that means
h = (h1, h2). For example h = (5, 0) denotes a separation distance of five pixels with a hori-
zontal orientation and direction going from left to right. It can be seen that the concentration
field is almost directional symmetrical perpendicular to the mean flow direction while it ex-
hibits a negative asymmetry in mean flow direction. As a result of Equation 3.10 the field
exhibits a positive asymmetry contrary to the mean flow direction.
3.2.3 Statistical significance of directional dependence
Statistical significance of directional dependence can be tested using empirical directional
copula densities obtained from observed data. The assumption is that the distribution of
the empirical directional copula corresponding to a vector h such that (ui, vi) and (vi, ui) do
not differ significantly. In order not to use the data twice this can be formulated as that the
distribution
(ui, vi) with ui < vi and (vi, ui) with ui > vi (3.11)
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can be regarded as identical. Figure 3.3 shows empirical directional copulas for a vector h
and a vector −h, that is the mirror image of the one corresponding to vector h. Directional
Figure 3.3: Empirical directional copulas corresponding to a vector h (black dots) and to a
vector −h (red crosses). In the case of directional independence the distribution
of the black dots and the red crosses above the diagonal or inside the upper left
corner should be the same.
independence can be tested by comparing the two distributions defined in Equation 3.11.
Both distributions are defined on the triangle formed above the diagonal of the unit square.
A bivariate two-sample Kolmogorov-Smirnov test (Greenberg, 2008) can be used for this pur-
pose.
Instead of comparing the distributions that are defined on the triangles above the diagonal
the comparison can be restricted to the upper left corner ([0, 12 ]×[12 , 1]) of the empirical direc-
tional copula. Per definition, this part of the copula provides the strongest contribution to
the directional asymmetry function. Here a χ2 test on the upper left corner of the empirical
directional copula is a good candidate for testing. If the copula is directional independent
the test statistic χ2∗ defined as
χ2∗ =
k∑
i=1
k∑
j=1
(
ci,j − 12(ci,j + cj,i)
)2
1
2(ci,j + cj,i)
=
k∑
i=1
k∑
j=1
(
1
2(ci,j − cj,i)
)2
1
2(ci,j + cj,i)
(3.12)
should follow a χ2 distribution with a degree of freedom equal to k2 − 1. An advantage
of this choice of test is that the number of points falling in this square for the original and
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the mirrored copula is the same. However, a possible disadvantage arises for strong depen-
dence as in this case the square is sparsely populated.
3.3 Examples of directionally dependent spatial variables
In the following different examples are used to demonstrate how processes can lead to direc-
tional dependences and how they can be identified and quantified using the above described
tools. An example based on Gaussian random fields shows that directional dependence
must not be confused with classical anisotropy. Further, it is shown that Gaussian fields
are directional independent, thus the traditional Gaussian assumptions are not suifficient to
analyse or to model directional dependence. Examples based on numerical model outputs,
regularly sampled observations, and irregularly and sparsely sampled observations are in-
vestigated. The direction-dependent asymmetries are calculated and statistical significance
is tested using the χ2 test described in Chapter 3.2.3.
3.3.1 Reversibility of Gaussian random fields
This first synthetical example aims to demonstrate that directional dependence is signifi-
cantly non-Gaussian and that it must not be confused with classical anisotropy. Therefore,
100 isotropic and 100 anisotropic Gaussian random fields were simulated. All fields were
simulated on a regular 224 × 224 grid. The isotropic fields were simulated using an expo-
nential variogram with an effective range of 15 pixels. The anisotropic fields were simulated
using an exponential variogram with an effective range of 15 pixels in the horizontal direc-
tion and an exponential variogram with an effective range of 8 pixels in the vertical direction.
Two simulated fields are shown in Figure 3.4.
For all simulated fields the directional asymmetry functions and the rank correlation func-
tions are calculated considering the two main directions, horizontal and vertical. They are
shown in Figure 3.5 and Figure 3.6, respectively. In the isotropic case it can be seen that the
rank correlation functions and the directional asymmetry functions behave similar for both
directions. The rank correlation decreases with increasing separation distance and the di-
rectional asymmetry increases with decreasing rank correlation. The anisotropic case shows
basically the same behavior, however, as a result of the anisotropy the correlation lengths
are shorter in the vertical direction compared to the horizontal direction. Consequently, the
directional asymmetry corresponding to the vertical direction increases already for shorter
separation distances. Note that the increase of directional asymmtery with decreasing rank
correlation is due to randomness. Theoretically, Gaussian random fields exhibit zero asym-
metry. However, due to the stochastic nature of non-ergodic random fields asymmetries can
occur, especially if the variables exhibit weak dependences, that is, for small rank correla-
tions. As a result, it is always appropriate to test whether the asymmetries are significant.
The above described χ2 test was applied considering the two main directions, horizontal and
vertical, and three separation distances. Thus, the considered distance vectors are: h1,h =
(3, 0), h1,v = (0, 3), h2,h = (6, 0), h2,v = (0, 6), h3,h = (9, 0), h3,v = (0, 9). The proportions
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Figure 3.4: Left: Isoptropic Gaussian random field with exponential variogram with an ef-
fective range of 15 pixels. Right: Anisotropic Gaussian random field with expo-
nential variogram with an effective range of 15 pixels in the horizontal direction
and an effective range of 8 pixels in the vertical direction.
Figure 3.5: Rank correlation and directional asymmetry functions according to the 100
isotropic Gaussian random fields. The upper plot corresponds to the horizon-
tal direction the lower plot to the vertical direction. The red lines denote the
bounds of the 95% confidence interval.
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Figure 3.6: Rank correlation and directional asymmetry functions according to the 100
anisotropic Gaussian random fields. The upper plot corresponds to the hori-
zontal direction the lower plot to the vertical direction. The red lines denote the
bounds of the 95% confidence interval.
of fields for which directional independence was rejected on the 95% level are shown in
Tab. 3.1. From the results of the χ2 test it can be concluded that Gaussian random fields
are directional independent. Only about 5% of all cases are rejected by the test. Rejected
means that those fields exhibit significant directional dependence. These 5% correspond
to the level of the test thus they are the proportion which one would randomly expect.
Thus, directional dependence is not a significant property of Gaussian fields. It is important
to note that this holds for both the isotropic as well as the anisotropic case. That means
that directional dependence is neither a Gaussian property nor a special kind of anisotropy.
Thus, directional dependence must not be confused with anisotropy.
3.3.2 Tracer concentration in groundwater
In the following, a synthetical example is investigated which obviously exhibits directional
dependence. As already described above, transport processes in porous media often lead to
directional dependences. Thus, a numerical flow and transport model is used to generate a
synthetical tracer concentration field which is investigated in the following. The advantage
Table 3.1: Percentage of significantly directional dependent Gaussian random fields. v de-
notes the vertical direction, h denotes the horizontal direction.
h1,h = (3, 0) h1,v = (0, 3) h2,h = (6, 0) h2,v = (0, 6) h3,h = (9, 0) h3,v = (0, 9)
isoptropic 4 3 3 5 4 3
anisotropic 3 5 4 3 5 4
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of such an synthetical example is that the distribution of tracer concentration is known over
the whole domain of interest which allows a detailed investigation. Furthermore, it allows
a full graphical visualization of the variable of interest which could improve interpretation
of results.
The general flow set-up used to generate the concentration field is as follows. The domain
length is 0.8 m in the x direction and 1 m in the y direction, discretized into grid cells of 1×1
cm. The upper and lower boundaries share no-flow conditions. Flow from left to right is
enforced by prescribed heads of 25 cm and 15 cm, respectively. The underlying hydraulic
transmissivity field exhibits a Gaussian spatial dependence structure with an exponential
variogram without nugget and an effective range of 24 cm. It was unconditonally simulated
using fast Fourier transformation for regular grids (Wood and Chan, 1994; Wood, 1995; Ravalec
et al., 2000). The transmissivities follow a lognormal univariate marginal distribution with
a mean log10T of −2.9 and a log10T variance of 0.189. A conservative tracer is injected at
several random locations and the flow and transport simulation is performed using Hydro-
GeoSphere (Therrien and Sudicky, 1996). Figure 3.7 shows the resulting tracer concentration
field (30 hours after injection of the tracer) and the corresponding directional asymmetry
function.
The mean flow direction of solute can clearly be seen in the concentration field. Thus, it
is obviously directional dependent with respect to the main flow direction. The direction-
dependent asymmetry function shows only slight asymmetries perpendicular to the mean
flow direction. However, it exhibits strong negative asymmetries in flow direction and
strong positive asymmetries contrary to the flow direction. The interpretation of directional
asymmetry in this example is straight forward: it is likelier to find a low value going from
left to right, that is, going in the main flow direction, and vice versa. From a physical point
of view this finding makes sense as advection acts from left to right diluting the solute in
this direction. Again, the above described χ2 test was applied to test for significance. The
distance vectors considered are h1,h = (5, 0) and h1,v = (0, 5). The test rejected h1,h = (5, 0),
that is, the directional copula corresponding to that vector is not significantly directional
independent. h1,v = (0, 5) was not rejected, implying that the corresponding directional
copula is directional independent.
To demonstrate that directional dependence can also be detected from irregularly spaced
point measurements only, the example is slightly changed. The concentration field shown in
Figure 3.7 is randomly sampled at 1000 locations. These synthetical measurements are then
used to determine the directional asymmetry function. In this case, the directional asymme-
try function has to be calculated on a coarser resolution, meaning that distance classes and
angle classes have to be defined. Here only the two main directions, horizontal and verti-
cal, with a tolerance range of ±22.5◦ are considered. The resulting directional asymmetry
functions are shown in Figure 3.8. It can be seen that the asymmetry functions obtained
from irregularly spaced point observations are comparable to the one obtained from the en-
tire concentration field. The asymmetry in the vertical direction, that is, perpendicular to
the mean flow direction, exhibits almost zero asymmetries. The asymmetry function in the
horizontal with direction going from left to right, that is, in mean flow direction, exhibits
negative asymmetries. The χ2 test applied to the sampled data achieves the same results as
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Figure 3.7: Tracer concentration [ kg
cm3
] field at time step t = 30 h with corresponding direc-
tional asymmetry function.
Figure 3.8: Asymmetry functions corresponding to the irregularly sampled concentration
data. Left: Horizontal directional asymmetry function obtained using separation
vectors with direction going from left to right considering a tolerance range of
±22.5◦ to the horizontal orientation. Right: Vertical directinal asymmetry func-
tion obtained using separation vectors with direction going from top to bottom
considering a tolerance range of ±22.5◦ to the vertical orientation.
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for the whole concentration field.
3.3.3 CRM2 precipitation data
In this example CRM2 (Ban et al., 2014, 2015) precipitation data is investigated. CRM2 de-
notes convection-resolving model with a horizontal resolution of 2.2 km simulated for a six
yearlong period from 1998 − 2004 on an extended Alpine domain with hourly resolution.
The CRM2 model improves the simulation of precipitation over the Alps, however the main
advantage of this model in terms of a spatial investigation is the detailed resolution. The
full model covers an area of 1100 km × 1100 km but here only the area of the federal state of
Baden-Württemberg is extracted and different temporal resolutions are considered. There-
fore, the hourly data are extracted and aggregated to daily, pentad, and monthly temporal
resolutions. This results in 2546 daily precipitation fields, 510 pentad precipitation fields,
and 84 monthly precipitation fields. An example CRM2 precipitation field corresponding to
a five days temporal aggregation is shown in Figure 3.9.
For all those aggregated precipitation fields with less than 20% zero values the directional
asymmetry functions and the rank correlation functions are calculated considering two di-
rections (S-N and SW-NE). They are shown in Figure 3.10 and 3.11, respectively. It can be
seen that for all aggregations the south-west to north-east direction exhibits higher asym-
metries than the south to north direction. Looking at the rank correlation functions, the
south north direction exhibits larger correlation lengths especially in the monthly aggrega-
tion compared to the south-west north-east direction, indicating anisotropy. However, as
already stated the asymmetry in south north direction is smaller than in south-west north-
east which indicates that asymmetry and anisotropy express different properties of the gen-
erating process.
To test for directional independence the χ2 test is applied. Therefore, four directions and
two distances are considered. The directions are south to north (S-N), west to east (W-E),
south-west to north-east (SW-NE), and north-west to south-east (NW-SE). The distances are
h1 = 6 km and h2 = 12 km. The proportions of fields for which directional independence is
rejected on the 95% level are shown in Table 3.2. As some fields exhibit significant directional
dependence for different directions only the most significant direction is considered. This
is a frequent case, as directions with a sharp angle to the advection direction also exhibit
some directional dependence. Note that the percentages for a given temporal resolution
do not sum up to one as for some fields the assumption of directional independence is not
rejected. Further, it can be seen that the NW-SE direction shows the highest amount of sig-
nificant fields for all aggregations while the S-N direction shows the smallest amount of
significance. In the federal state of Baden-Württemberg the main wind directions are W-E,
SW-NE, and NW-SE. These winds could be the driving forces for the directional asymme-
tries, that is, the process that makes the precipitation fields irreversible in that directions.
Thus, the significant directional dependence can be seen as a sign of a W-E dominated wind
system, which is the prevailing system in south-west Germany.
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Figure 3.9: CRM2 precipitation field aggregated to pentad temporal resolutions correspond-
ing to January 1st - 5th, 1998.
Figure 3.10: Rank correlation and directional asymmetry functions with direction going
from south to north corresponding to the daily (upper), five days (middle),
and monthly (lower) aggregation. The red lines correspond to the cases with
significant (95% level) directional dependence.
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Figure 3.11: Rank correlation and directional asymmetry functions with direction going
from south-west to north-east corresponding to the daily (upper), five days
(middle), and monthly (lower) aggregation. The red lines correspond to the
cases with significant (95% level) directional dependence.
Table 3.2: Percentage of precipitation fields for which directional independence is rejected
on the 95% level. Different temporal aggregations and different directions are
considered.
Direction monthly 6 km 5-days 6 km daily 6 km monthly 12 km 5-days 12 km daily 12 km
W-E 10 9 10 10 11 12
S-N 10 4 5 10 7 6
SW-NE 24 28 27 28 28 26
NW-SE 41 43 39 48 47 46
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3.3.4 Topography of a sand desert
In this example the surface elevation of the Sahara desert is investigated by using data
obtained from a digital elevation model. The area of interest is located in Algeria (from
30◦N 1◦E to 30◦N 2◦E) and consists mainly of sand desert forming large sand dunes. The
topographic map with a spatial resolution of 80 m, corresponding to the area of interest is
shown in Figure 3.12. The genesis of these sand dunes is predominantly driven by wind. As
this region is located at the boundary of the northeasterly trade wind zone the main wind di-
rection is from east to west. Due to these winds, sand begins to pile up and dunes can form.
If the wind is strong and steady enough, it continues to move sand to the top of the pile
until the pile is so steep that it collapses (Balmforth and Provenzale, 2001; Tsoar, 2001). Thus,
the dunes leeward sides exhibit a steep slope as a result of the collapses while its windward
sides exhibit flatter slopes.
A cross section (marked by the dotted line in Figure 3.12) from west to east is extracted from
the digital elevation map. Figure 3.13 shows the resulting elevation profile. A first visual
inspection of this profile already shows the above described features. The slopes at the east
sides of the sand dunes are generally flatter and rougher than at the west sides. The slopes
at the west sides are often extremely steep, which could be a result of the collapses of the
dunes.
Figure 3.14 shows the rank correlation function and the direction-dependent asymmetry
function corresponding to the W-E elevation profile. As the profile is a one-dimensional
function, only one direction (i.e., west to east W-E) can be considered. It can be seen that
the rank correlation becomes slightly negative for separation distances bigger than 700 m
because of the periodic character of dunes. The directional asymmetry is negative for sep-
aration distances up to 1100 m and is getting positive afterwards. Note that the directional
asymmetry in E-W direction would be the mirrored (on the zero asymmetry line) one of the
W-E direction. Figure 3.15 shows the direction-dependent asymmetry function correspond-
ing to the extracted N-S profile. It can be seen that the asymmetry is zero as the generating
process is not acting in this direction.
The χ2 test described in Chapter 3.2.3 was applied to test for statistical significance. Three
separation vectors (h1 = 320 m, h2 = 480 m, h3 = 640 m) with W-E direction were consid-
ered, and all three were rejected on the 95% level. This means that the directional copulas
are directional dependent. The copulas are shown in Figure 3.16. Note that the test was not
applied for the N-S direction as there is no direction-dependent asymmetry. In accordance
with the directional asymmetry function, all empirical directional copula densities share a
negative directional asymmetry in the W-E direction. At a first glance this seems to be im-
plausible as all copulas exhibit higher densities in the uppermost left part indicating postive
asymmetry. However, having a closer look at the copula densities it can be seen that the
overall densities are higher in the lower right triangles than in the upper left triangles. Even
though there are low densities in the lowermost right part (which would have a strong neg-
ative contribution to the directional asymmetry function) the overall higher densities in the
lower right triangle outweigh the positiv asymmetry. Thus, the overall directional asymme-
try becomes negative. This behavior can be explained having a closer look at the elevation
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Figure 3.12: Topographic map of a selected part of the Sahara desert. The dotted lines mark
the selected cross sections.
Figure 3.13: Extracted elevation profile (W-E) corresponding to the dotted line in Figure 3.12.
Figure 3.14: Rank correlation and directional asymmetry function corresponding to the W-E
elevation profile shown in Figure 3.13.
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Figure 3.15: Directional asymmetry function corresponding to the extracted N-S elevation
profile.
Figure 3.16: Empirical directional copula densities for three separation vectors with direc-
tion going from west to east corresponding to the Sahara elevation profile
marked in Figure 3.12.
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profile. One can see that there are steep slopes on the west sides of the sand dunes while the
slopes on the east sides are flatter. The steep slopes lead to the positive component while
the flatter east sides lead to the negative asymmetry. As the directional asymmetry function
is an integral measure it is favourable to investigate also the empirical directional copula
densities as they allow a more detailed investigation.
3.3.5 Nili Patera
In Guthke (2013) it was shown that the Mars surface elevation is highly non-Gaussian. The
author investigated a digital elevation model of the Mars and found strong asymmetries
that result from different natural physical processes which act on different spatial scales.
For example, meteorite impacts create deep holes on a relatively small scale while erosion
forms the landscape on a larger scale. In the following, this investigation is revisited and
extended to directional asymmetries.
Therefore, a high resolution digital elevation model of the Mars surface is investigated. The
High Resolution Imaging Science Experiment (HiRISE) on the Mars Reconnaissance Or-
biter (MRO) provides digital elevation models of the Mars surface with high spatial reso-
lution (McEwen et al., 2007). HiRISE is a NASA project and the MRO was launched on 12
August 2005. On 10 March 2006 it entered Mars orbit with the objectives to „Search for sites
showing evidence of aqueous and/or hydrothermal activity by ... observing the detailed geomorphol-
ogy and stratigraphy of key locales to indentify formatin processes of geologic features suggesting
the presence of liquid water, ..., Map and characterize in detail the stratigraphy, geologic structure,
and composition of Mars surface features...“. A detailed description of the HiRISE functionality
goes far beyond the scope of this thesis, however, in simple terms high resolution digital
elevation models are constructed out of two images of the area of interest. Each image has
a different viewing angle and stereomapping of these images allows the creation of digital
elevation models with vertical precisions greater than 0.25 m and a grid spacing of up to
0.25 m. For a detailed explanation of the creation of HiRISE digital elevation models the
interested reader is referred to Kirk et al. (2008).
In this example, the area of interest is Nili Patera. Nili Patera is a 50 km diameter caldera
within the Syrtis Major Planum volcanic province (Fawdon et al., 2015). Nili Patera has al-
ready been subject to several scientific studies. For example Silvestro et al. (2010) showed
evidence of widespread ripple migration of sand dunes in Nili Patera also using HiRISE
images. Bridges et al. (2012) showed measurements of the migration rate of sand dunes at
the Nili Patera dune field. The authors found that the dunes have high sand fluxes giving
evidence of strong winds on Mars. Sparavigna (2013) found that some of the dunes have a
crescent shape, and are therefore defined as barachans in analogy with the dunes on Earth.
As the horns of barachans point in the downwind direction, the author found that the pre-
dominant surface wind direction is from east-northeast.
Figure 3.17 shows the location of Nili Patera within the Syrtis Major Planum. According
to Fawdon et al. (2015), Nili Patera can be split topographically into four areas, from which
the eastern caldera floor is of interest for this example. This eastern area of Nili Patera
mainly consists of sand dunes with elevations between 90 m to 165 m. A selected (such that
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Figure 3.17: Location of Nili Patera within the Syrtis Major Planum on Mars. This figure is
extracted from Fawdon et al. (2015).
42 Identification and quantification of directionality in spatial random fields
this part can be considered stationary after visual investigation) part of this eastern caldera
floor elevation model received from a HiRISE image is shown in Figure 3.18. In accordance
with the findings of Sparavigna (2013), it can be seen that the general alignment of the sand
dunes is NE-SW. A first visual inspection also shows that some of the dunes exhibit the
above described crescent shape with steep slopes at the SW sides of the dunes and flatter
slopes at the NE sides. As in the Sahara example, these different slopes indicate directional
dependence.
Figure 3.19 shows the direction-dependent asymmetry function corresponding to the topo-
graphic map shown in Figure 3.18. The asymmetry function exhibits strong positive asym-
metries in the NE-SW direction. Due to the skew-symmetry of the function it shows strong
negative asymmetries in the SW-NE direction. The NW-SE and SE-NW directions exhibit
moderate asymmetries. The χ2 test rejected most of the NE-SW directional copulas on the
95% level, that is, they are significantly directional dependent. On the contrary, the test did
not reject most of the directional copulas with NW-SE directions, indicating directional in-
dependence for these directions.
Assuming that the general processes creating the sand dunes on Mars are comparable to the
generating processes on Earth, one could conclude that the main surface wind direction for
Nili Patera is NE-SW, which is in accordance with the findings of other studies.
3.4 Summary
In this Chapter, new geostatistical measures were introduced that are able to detect and to
quantify directional dependence in spatial fields. Spatial reversibility was defined extend-
ing the time series definition of reversibility to higher dimensions. A weak form of spatial
reversibility, the directional independence, was introduced which allows a simplified deter-
mination of directionality in spatial fields. Empirical directional copulas were introduced
and a direction-dependent asymmetry function was defined. This asymmetry function al-
lows the quantification of directional dependence. A statistical test was proposed which
can be applied to test for statistical significance of directional dependence. Finally, different
examples were used to show the applicability of the novel tools. Synthetical examples were
used to demonstrate that directional dependence must not be confused with classical an-
siotropy. Further, these examples showed that the direction-dependent asymmetry function
determined from irregularly spaced point observations is comparable to the one obtained
using the whole field. Real world (and real extraterrestrial) examples show that directional
dependencies occur in nature and the proposed statistical test show that these dependences
are statistically significant.
Recalling the three questions posed in the beginning of this Chapter:
1. Can the signs of such an irreversible process be detected from a single spatial snapshot?
2. Can the signs (or at least traces) of such an irreversible process be detected from a limited
number of irregularly spaced observations only?
3. If the signs can be detected do they provide information on the process itself?
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Figure 3.18: Topographic map of a selected part of the eastern caldera floor of Nili Patera
with a spatial resolution of 0.25m.
Figure 3.19: Two-dimensional direction-dependent asymmetry function corresponding to
the selected part of the eastern caldera of Nili Patera.
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All three questions can confidently be answered in the affirmative. Using the introduced
tools, the signs of an irreversible process can be detected from a single spatial snapshot,
which can be either a complete dense grid or point observations sampled at irregularly
spaced locations. These signs also provide information on the generating process, for exam-
ple information on the main wind direction or the mean flow direction of solute in ground-
water.
To summarize, it could be shown that directionality in spatial random fields can be identi-
fied and quantified using the introduced tools. However, a rather simple possibility of di-
rectional dependence was investigated, that is, one with a homogeneous direction. Natural
processes may have much more complex directional generating mechanisms which could
correspond to a vector field v(s). In this case, the directional asymmetry could be defined
as:
Ad(α) = E
[
(U(s+ αv(s))− U(s))3
]
(3.13)
This is however subject to future research.
4 Modeling of directionality in spatial
random fields
In Chapter 3, tools were introduced that enable identification and quantification of direc-
tional dependence in spatial random fields. These measures provide a deeper insight into
the process that generated the random field of interest. However, to be even more useful in
geostatistics this newly gathered information should be applicable in a modeling perspec-
tive. Thus, simulation and/or interpolation methods reflecting this kind of dependence are
required.
A novel simulation approach that enables conditional simulation of random fields that ex-
hibit directional dependence is introduced in the following. The approach is called Phase
Annealing (PA) and as the name already suggests, PA is a special kind of simulated anneal-
ing in Fourier space.
Therefore, the basics of simulated annealing, simulated annealing for spatial random fields,
and the basics of Fourier transformations are briefly reviewed in the following. Based on
phase randomization techniques, the principles of PA are introduced and a possible simula-
tion algorithm is proposed. Finally, a simple proof of concept is presented.
4.1 Simulated annealing
Kirkpatrick et al. (1983) first introduced simulated annealing as a probabilistic approach to
find the global minimum of a given objective function. The central idea is an analogy with
thermodynamics, in particular with the way metals cool and anneal. If the temperature
is high the molecules can move freely, if the temperature is lowered the molecules dimin-
ish their movements. If the temperature is further reduced the molecules adjust in crys-
tals which represents the minimum energy state of the system. Thermal equilibrium at a
temperature T is characterized by the Boltzmann probability distribution which gives the
probability of being in a certain state i with a certain energy Ei at temperature T . Formally,
P (X = i) = e
−Ei
kbT (4.1)
where kb denotes the Boltzmann constant. Based on these principles Metropolis et al. (1953)
introduced an algorithm which has come to be known as Metropolis algorithm, to simulate
how molecules behave. This algorithm generates a sequence of states of the molecules.
Given a state iwith energyEi the subsequent state j with energyEj is generated by applying
a pertubation technique which transforms state i into state j by a small distortion. If the
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energy difference is Ej − Ei ≤ 0, the state j is accepted, else the state j is accepted with
probability
p = e
−(Ei−Ej)
kbT (4.2)
Kirkpatrick et al. (1983) extended these concepts to combinatorial optimization assuming that
solutions of combinatorial optimization problems are equivalent to states of physical sys-
tems. The resulting algorithm is known as simulated annealing where a pertubation is al-
ways accepted if Onew ≤ Oold, otherwise it is accepted with probability
p = e
Oold−Onew
t (4.3)
where O denotes the value of the objective function of interest and t denotes the annealing
temperature. The temperature is decreased during the optimization procedure following a
certain annealing schedule T (Aarts and Korst, 1989). The optimization is stopped when the
objective function is zero, lower than a predefined minimum objective, or if the objective
does not decrease any more within a reasonable time.
4.2 Simulated annealing for spatial random fields
The first „spatial“ application of simulated annealing can be found in Geman and Geman
(1984) who applied the approach to the restoration of degraded digital images. Deutsch
(1992); Deutsch and Journel (1994); Deutsch and Cockerham (1994) then adopted simulated an-
nealing to the simulation of spatial random fields where the objective function is established
to reproduce classical geostatistical constraints. Guthke (2013) integrated this idea into a
rank-order geostatistical framework with the goal to model non-Gaussian spatial depen-
dences. This approach has the advantage that the spatial dependence can be simulated in-
dependently of the marginal distribution and that rank-order measures of non-Gaussianity
such as the asymmetry function (Equation 2.5) can be considered. The corresponding algo-
rithm can be summarized as follows:
1. Generate an initial field by assigning random values ui independently drawn from the
uniform distribution U(0, 1) at locations si. Define a cooling schedule T , set the val-
ues at the conditioning points to their non-exceedance probabilities ul = F (sl) l =
1, . . . , L where F denotes the univariate marginal distribution of the variable of inter-
est Z, and define an objective function O.
2. Calculate the value of the objective function O from the current random field.
3. Swap two randomly selected values; ensure that conditioning values are never ex-
changed.
4. Update the objective function. If Onew < Oold then accept the perturbation, if Onew >
Oold accept the perturbation with probability
p = e
Oold−Onew
t (4.4)
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where t denotes the current annealing temperature, which is decreased during the
optimization process following the predefined annealing schedule T .
5. Repeat steps 3 − 4 until the objective is zero, lower than a predefined minimum, or if
the objective does not decrease anymore within a reasonable time.
6. Transform the final field to the original data space using the inverse marginal distri-
bution F−1.
Note that simulated annealing represents a stepwise Markov chain Monte Carlo (MCMC)
thus the fields with the given property are equally likely to appear. The above described
algorithm works reasonably well, however, it still has some shortcomings. For example, it
is vulnerable to produce singularities as the objective function measures global constraints
while the algorithm only changes local values. Singularities are values that differ from their
neighborhood, even though the global constraints are fulfilled, that is, the simulated field
exhibits the prescribed spatial properties. As such realizations are not well constrained,
singularities are considered problematic. Another problem is computational costs as con-
vergence can be rather slow due to the local changes.
4.3 Fourier transform
As PA is simualted annealing in Fourier space, the basics of Fourier transforms and Fourier
series are briefly reviewed in the following. Some basic mathematics that might be useful
are recalled first.
4.3.1 Mathematical basics
A complex number can be written as
R+ iI (4.5)
where R and I are real numbers and i =
√−1. R denotes the real part of a complex number
while I denotes the imaginary part. Equation 4.5 can also be expressed as a polar coordinate:
r(cos θ + i sin θ) (4.6)
where
r =
√
R2 + I2 (4.7)
and
θ = tan−1
(
I
R
)
(4.8)
Using Euler’s formula
eiθ = cos θ + i sin θ (4.9)
another representation of complex numbers is
reiθ (4.10)
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where r is the magnitude of a polar form of a complex number and θ is the angle.
4.3.2 Fourier transform
Fourier transform is a part of Fourier analysis. It decomposes an integrable function into the
frequencies that make it up. Let f(x) be a continuous function defined for all real numbers
x. The Fourier transform of f(x) is defined as
F (u) =
∫ ∞
−∞
f(x)e−i2piuxdx (4.11)
where for any u ∈ < integrating f(x) produces a complex valued function of u. Thus, F (u)
is a complex-valued function of u ∈ <. Given F (u), one can recover f(x) using the inverse
Fourier transform which is defined as
f(x) =
∫ ∞
−∞
F (u)ei2piuxdu (4.12)
Equations 4.11 and 4.12 exist if f(x) is continuous and integrable, and F (u) is integrable.
Note that F (u) is the data in the frequency space, meaning that they are usually complex
numbers. Therefore F (u) can also be expressed in the form
F (u) = R(u) + iI(u) (4.13)
where R(u) is a real component, and I(u) is an imaginary component. As stated above,
complex number can be expressed as polar coordinates, thus
F (u) = r (cos θ + i sin θ) = reiθ(u) (4.14)
or
F (u) = |F (u)|eiθ(u) (4.15)
where the magnitude |F (u)| is called the spectral density of f(x) and θ(u) is the phase spec-
trum. The square of the spectral density function is often denoted as the power spectrum of
f(x).
4.3.3 Fourier series
The Fourier transform is an extension of the Fourier series. Fourier series is a way to repre-
sent any periodic function by a linear combination of harmonic functions (sines and cosines,
more generally orthogonal) .
Let f(x) be a continuous function with x ∈ < and a periodicity of 2L, that is f(x + 2Ln) =
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f(x) for all n. The Fourier series of f(x) is defined as
f(x) =
∞∑
n=−∞
cne
2piinx/L (4.16)
with Fourier coefficients
cn =
1√
L
∫ L
0
e−2piinx/Lf(x)dx (4.17)
Applying Euler’s formula (Equation 4.9) leads to
f(x) =
a0
2
+
∞∑
n=1
(
an cos
(
n
pix
L
)
+ bn sin
(
n
pix
L
))
(4.18)
where the coefficients are
a0 =
1
L
∫ L
−L
f(x)dx (4.19)
an =
1
L
∫ L
−L
f(x) cos(nx)dx (4.20)
bn =
1
L
∫ L
−L
f(x) sin(nx)dx (4.21)
From the identity
cos
(
n
pix
L
+ ϕn
)
= cos(ϕn) cos
(
n
pix
L
)
+ sin(ϕn) sin
(
n
pix
L
)
(4.22)
it follows that a cosine term and a sine term may be viewed as a single cosine waveform
thus
an cos
(
n
pix
L
)
+ bn sin
(
n
pix
L
)
= An cos
(
n
pix
L
+ ϕn
)
(4.23)
where
An =
√
a2n + b
2
n (4.24)
is defined as the amplitude spectrum of f(x) and
ϕn = tan
−1
(
bn
an
)
(4.25)
is defined as the phase spectrum of f(x). Hence, Equation 4.18 can alternatively be written
as
f(x) =
a0
2
+
∞∑
n=1
An cos
(
n
pix
L
+ ϕn
)
(4.26)
The whole theory can easily be extended to 2d or 3d. For example, the 2-dimensional Fourier
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series of f(x, y) is given as
f(x, y) =
a0
2
+
∞∑
n1=1
∞∑
n2=1
An1,n2 cos
(
n1
pix
L
+ n2
piy
L
+ ϕn1,n2
)
(4.27)
with coefficients
a0 =
1
L
∫ L
−L
∫ L
−L
f(x, y)dxdy (4.28)
an1,n2 =
1
L
∫ L
−L
∫ L
−L
f(x, y) cos(n1x+ n2y)dxdy (4.29)
bn1,n2 =
1
L
∫ L
−L
∫ L
−L
f(x, y) sin(n1x+ n2y)dxdy (4.30)
4.4 Phase Annealing theory
PA represents an extension of phase randomization techniques. Therefore, the basics of
phase randomization are reviewed, followed by the introduction to PA.
4.4.1 Phase randomization
Phase randomization is well known in time series analysis. For instance in Theiler et al.
(1992), phase randomization was used to generate surrogate data to test for nonlinearity in
time series. Prichard and Theiler (1994) proposed an extension of phase randomization to
multivariate time series and Radziejewski et al. (2000) applied phase randomization to detect
changes in river flow. An extension to spatial problems is given in Shinozuka and Deodatis
(1996). The authors used the spectral representation method to simulate multi-dimensional
Gaussian random fields.
The key concept of phase randomization for spatial problems is as follows. Let Z(s) be a 2d
stationary periodic Gaussian random field with zero mean, unit variance, and covariance
matrix Γ. According to Equation 4.27 the Fourier series representation of Z(s) is given by
Z(s) =
a0
2
+
∞∑
n1=1
∞∑
n2=1
An1,n2 cos
(
n1
pis
L
+ n2
pis
L
+ ϕn1,n2
)
(4.31)
with discrete amplitude spectrum
An1,n2 =
√
a2n1,n2 + b
2
n1,n2 (4.32)
and discrete phase spectrum
ϕ(u) = tan−1
(
bn1,n2
an1,n2
)
(4.33)
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where an1,n2 and bn1,n2 are defined according to Equations 4.29 and 4.30, respectively. Ac-
cording to Shinozuka and Deodatis (1991, 1996) the discrete amplitude spectrum can be related
to the spectral density function. The spectral density function in turn forms a Fourier trans-
form pair with the covariance function according to the Wiener-Khinchin theorem (Wiener,
1930; Chintchin, 1934). This theorem states that any stationary process has a covariance func-
tion Γ(s) of the form
Γ(s) =
∫ pi
−pi
S(u)eiuxdu (4.34)
where S(u) denotes the spectral density function. Both functions, covariance and spectral
density contain the same information however in a different space. Thus, also the discrete
amplitude spectrum carries the same information as the covariance. As the amplitude spec-
trum is independent of the phase spectrum it follows that the covariance is also independent
of the phase spectrum. This leads to the main idea of phase randomization:
Random changing of the phase angles ϕ will change the random field Z(s) while pre-
serving the covariance Γ.
This means that one can simulate new random fields via random changing of the phase
angles ϕn1,n2 while preserving the covariance structure in the normal domain as a result
of the Wiener-Khinchin theorem. Thus, phase randomization is a very efficient simulation
approach. However, there are two main shortcomings. First, phase randomization simu-
lates unconditional random fields hence observations cannot be incorporated. Second, the
marginal distribution of the final result is always normal (Paxson, 1997).
4.4.2 Phase Annealing
Contrary to phase randomization, PA aims to generate conditional realizations of random
fields which do not necessarily need to be Gaussian. The main idea of PA can therefore be
specified to:
Selective (but somehow still random) changing of phase angles ϕ changes the random
field Z(s) while the covariance Γ is preserved. The changes are such that certain pre-
scribed conditions like observations or global measures of dependence will be matched. A
combination with the concept of copulas enables a more flexible description of the spatial
dependence and arbitrary marginal distributions.
This means that combining the idea of changing phase angles with an appropriate simu-
lated annealing algorithm and the concept of copulas leads to the concept of PA. Contrary
to phase randomization not the whole phase spectrum is changed randomly but the changes
are selective (but still random). Selective but random means that the random changes are
such that they lead to the fulfillment of certain predefined conditions. As the phase spectrum
is independent of the amplitude spectrum the covariance in the normal domain will be pre-
served. To achieve selective but random changes simulated annealing is applied. To achieve
arbitrary marginal distributions and spatial dependence structures other than Gaussian the
approach is additionally coupled to the concept of copulas. This means that the spatial de-
pendence of the field of interest is modeled in copula space which is independent of the
marginal distribution.
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PA has several advantages compared to traditional simulated annealing for spatial random
fields:
1. It is much faster as not only single pixel values are changed.
2. The change of a selected phase angle changes the whole field and not just two local
values thus singularities are unlikely.
3. Any phase change will still lead to an enforcement of the covariance structure, there-
fore that enforcement does not need to be included in the optimization.
4. The combination with the concept of copulas allows independent modeling of the
marginals and the spatial dependence. Further, all copula-based measures of depen-
dence such as the two different asymmetry functions defined in Equations 2.5 and 3.7
can be considered for conditioning. This enables the consideration of complex spa-
tial dependence structures which cannot be modeled using the available theoretical
copula models described in Chapter 2.4.
4.5 Phase Annealing algorithm
Let W (s) be the spatial random field of interest. W (s) can exhibit any marginal distribution
and its spatial dependence does not need to be Gaussian.
The PA simulation algorithm can be summerized as follows:
1. Fit a spatial copula model to the observations W (si) = wi i = 1, . . . , I and calculate
the underlying covariance Γ in the normal domain. Note that the covariance Γ in the
normal space is different than the covariance of W (s).
2. Transform the observations to copula space using the marginal distribution of
W (s) which can be either parametric or non-parametric. These transformed values
F (W (si)) = ui i = 1, . . . , I are used as conditioning values.
3. Simulate an unconditional periodic Gaussian random field Z∗(s) with covariance Γ
calculated in step 1. Note that Z∗(s) is periodic as Fourier series requires periodic-
ity. This however is a property that is usually undesirable in geostatistical simulations
as it is very seldom (almost never) observed in spatially distributed variables. Thus,
in order to avoid periodicity in the final conditional field the actual desired simula-
tion domain DZ should be a subset of the domain DZ∗ , that is, DZ ∈ DZ∗ . The field
Z∗(s) needs to be oversized compared to W (s), that is DZ∗ should be at least DZ + ∆
where ∆ corresponds to the correlation length. The simulation is carried out in this
oversized domain and the oversize is discarded after simulation. Therefore, the target
conditional random field W (s) will be aperiodic.
4. Calculate the Fourier series representation of the field Z∗(s) according to Equation
4.31, that is, determine the amplitude spectrum An1,n2 and the phase spectrum ϕn1,n2 .
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5. Define a cooling schedule T and an objective function O. The objective function can
contain the observed values in copula space determined in step 2, arbitrary nonlinear
constraints as well as copula-based measures of dependence such as the asymmetry
functions defined in Equations 2.5 and 3.7.
6. Transform the actual random field Z∗(s) to copula space using rank transformation of
Z∗(s) and calculate the actual objective function value.
7. Randomly select an angle ϕ∗ from the phase spectrum ϕn1,n2 and change it randomly
to ϕ∗∗. Therefore, draw an angle from the unifrom distribution defined on [−2pi, 2pi].
Note that the selection of the phase angles can be restricted to angles which corre-
spond to low frequencies as those corresponding to high frequencies have only minor
influence on the field Z∗(s).
8. Update the random fieldZ∗(s) using the new angleϕ∗∗. As the Fourier series represen-
tation consists of sums the component corresponding to the old angle ϕ∗ can simply
be subtracted and the component corresponding to the new angle ϕ∗∗ can be added.
9. Transform the updated field Z∗(s) to copula space and update the objective function.
If Onew < Oold then accept the changed angle ϕ∗∗, if Onew > Oold accept the change
with probability
p = e
Oold−Onew
t (4.35)
where t denotes the current annealing temperature, which is decreased during the
optimization process following the predefined annealing schedule T . If the change is
not accepted change ϕ∗∗ back to ϕ∗ and again update the field Z∗(s).
10. Repeat steps 7 − 9 until the objective is zero, lower than a predefined minimum, or if
the objective does not decrease anymore within a reasonable time.
11. Transform the final random field Z∗(s) to W (s) using rank transformation of Z∗(s)
and the inverse marginal of W (s) and discard the oversize according to the definition
in step 3.
Note that during the whole simulation procedure the amplitude spectrum An1,n2 is not
touched. This means that it is exactly the same before and after the simulation. Thus, the
covariance Γ in the normal domain is preserved. The covariance of Z(s) and the covariance
of W (s) are in direct relationship thus the covariance of W (s) is preserved.
4.6 Proof of concept
In the following, a simple interpolation example is used to demonstrate the capabilities of
PA. In this example the values at four unobserved locations are to be estimated by five sur-
rounding conditioning values. Positive directional asymmetry is assumed in the horizontal
with direction going from left to right. This would correspond to a main flow direction from
right to left similar to the example given in Chapter 1.1. The spatial configuration of the
test case is shown in Figure 4.1. The dots mark the conditioning point locations with its
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corresponding values next to them. Note that these are values in copula space. The crosses
mark the unobserved locations a, b, c, d that need to be interpolated. As the configuration
is fully symmetrical it is easy to conclude that kriging would yield equal weights for the
observation locations. Further, it would result in exactly the same values at the unobserved
locations a, b, c, d.
As PA is not an interpolation but a simulation approach, the mean over a large number
of simulations is assumed to be the interpolator. Therefore, 1000 conditional realizations
are simulated which also allows the generation of conditional distributions at the interpola-
tion locations. The PA results are compared to copula interpolations where three different
cases are considered. First an isotropic Gaussian copula, second an anisotropic Gaussian
copula with vertical anisotropy, and third an anisotropic Gaussian copula with horizontal
anisotropy. All interpolated fields are shown in Figure 4.2.
It can be seen that the interpolation based on the isotropic Gaussian copula is fully symmet-
rical. The values at the interpolation locations are identical, that means a = b = c = d.
On the contrary the interpolations corresponding to the anisotropic cases are not fully sym-
metrical. The values at locations b and d are higher than the values at locations a and c in
the vertical anisotropic case. However, there is still symmetry, that is, opposing values are
equal. This means that b = d and a = c while b > a.
For the horizontal anisotropic case it is the other way round. The values at locations b and
d are smaller than the values at locations a and c. Again opposing values are equal, that is,
b = d and a = c while a > b. Note that also a v-transformed copula would exhibit these
symmetries.
The interpolation based on PA exhibits directional asymmetry. As only asymmetry in hor-
izontal direction was assumed the interpolation is symmetrical with respect to a line that
connects the points a and c, thus b ≈ d. However, as a result of the directional asymmetry
a > c, b ≈ d > c, and a > b ≈ d.
As described in Chapter 2.4.5, copula interpolations deliver a full cumulative conditional
distribution function (ccdf) at each unobserved location. And as described above, condi-
tional distributions can be constructed based on the 1000 PA realizations. These ccdf-s cor-
responding to the above described example are shown in Figure 4.3.
Again starting with the isotropic Gaussian copula it can be seen that the four ccdf-s are iden-
tical as a result of the symmetry properties. This means that Fa(u) = Fb(u) = Fc(u) = Fd(u).
Both anisotropic cases show that opposing locations exhibit identical ccdf-s. The vertical
anisotropic case shows that the ccdf-s at locations a and c are identical, that is, Fa(u) = Fc(u).
The distributions at locations b and d are also identical, Fb(u) = Fd(u). The non-exceedance
probability for any given u is higher for Fa(u) and Fc(u) compared to Fb(u) and Fd(u). As
a result the interpolated values at locations b and d are higher than at locations a and c as
shown in Figure 4.2.
In the horizontal anisotropic case Fa(u) = Fc(u) and Fb(u) = Fd(u). The non-exceedance
probabilities are higher at locations b and d thus the interpolated values at a and c are higher
than those at b and d. Note that this behavior would also hold if a v-copula were used. The
distributions would differ from the ones obtained by the Gaussian copula, however, oppos-
ing locations would share identical ccdf-s.
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Figure 4.1: Configuration of the synthetical test case. The dots mark the conditioning point
locations with their corresponding values in copula space. The crosses mark the
interpolation locations a, b, c, d.
The ccdf-s corresponding to the PA simulations reflect the assumed directional asymmetry.
It can be seen that for any u, Fb(u) ≈ Fd(u). For u ≤ 0.75 the ccdf at location a exhibits the
smallest values, the ccdf at location c exhibits the highest values while the ccdf-s at locations
b and d lie inbetween. For u > 0.75 it can be seen that Fa(u > 0.75) ≈ Fb(u > 0.75) ≈
Fd(u > 0.75) while Fa(u > 0.75) now exhibits higher values than Fc(u > 0.75). This means
that the ccdf-s at locations a and c cross at u ≈ 0.75. While for u ≤ 0.75 the relation is
Fa(u ≤ 0.75) < Fc(u ≤ 0.75), it change to Fa(u > 0.75) > Fc(u > 0.75) for any u > 0.75.
Thus, it is more likely to find a very high value at loctation c than at location a. This is a result
of the conditioning point in the middle of the domain with conditioning value 0.985. The
combination of the fact that there are bigger possible values than 0.985 and the considered
directional asymmetry, very high values are likelier to occur at location c than at location a.
However, as 0.985 is already a rather high value, the major part of values at location c are
smaller than at location a.
It is worth mentioning that similar features cannot be achieved using any other simulation
or interpolation approach. Even the consideration of a trend function would not yield com-
parable results which makes PA an unique technique.
4.7 Summary
In this Chapter, a novel conditional simulation approach called Phase Annealing (PA) was
introduced. PA is a combination of simulated annealing, Fourier transform, and spatial
copulas.
Contrary to methods such as the spectral representation method where the whole phase
spectrum of the Fourier series representation of a Gaussian random field is randomly
changed to generate a new realizations, PA uses selective changing of the phase spectrum.
56 Modeling of directionality in spatial random fields
Figure 4.2: Upper left: Mean of 1000 PA simulations. Upper right: p50 of isotropic Gaussian
copula interpolation. Lower left: p50 of anisotropic (vertical) Gaussian copula
interpolation. Lower right: p50 of anisotropic (horizontal) Gaussian copula in-
terpolation.
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Figure 4.3: Conditional distribution functions at the interpolation locations a, b, c, d cor-
responding to PA (upper left), isotropic Gaussian copula interpolation (up-
per right), anisotropic (vertical) Gaussian copula interpolation (lower left), and
anisotropic (horizontal) Gaussian copula interpolation (lower right).
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As in the case of the sprectral representation method a change of the phase spectrum does
not affect the amplitude spectrum of the spatial field. Therefore, the covariance structure
is preserved. The selective changes of phase angles in the case of PA are achieved using
simulated annealing. Contrary to other simulated annealing approaches for spatial random
fields where single point values are changed during the optimization procedure, here the
whole field is changed. The corresponding objective function is very flexible as different
conditioning constraints can be considered. Coupling this procedure to the concept of copu-
las allows an independent modeling of the marginal distribution and the spatial dependence
structure. Rank-order measures of dependence can be considered in the objective function
thus non-Gaussian spatial dependence structures can be modeled. This also includes the
consideration of direction-dependent asymmetries. Hence, directional dependence can be
modeled what makes PA a very useful and unique simulation approach which leads closer
to process-based geostatistical modeling.
5 Random Mixing
In the following, another new copula-based simulation approach called Random Mixing
(RM) is introduced. RM represents an extension of the Gradual Deformation (GD) approach
first introduced by Hu (2000). GD is a method for gradually deforming realizations of Gaus-
sian random fields while preserving their spatial variability. It uses linear combinations of
Gaussian random fields to generate the required conditional fields. GD can be coupled with
an optimization algorithm to include nonlinear conditioning data such as well-test pressure
data of a permeability field. Hu et al. (2001); Hu (2002) extented the GD approach to calibrat-
ing stochastic models constructed by sequential simulations.
In general, RM also deforms Gaussian random fields to match certain constraints. How-
ever, it uses spatial copulas as spatial random functions and the incorporation of condition-
ing constraints is more sophisticated compared to the procedure of GD. The consideration
of non-Gaussian copulas allows modeling of non-Gaussian spatial dependence structures
without the need for sequential simulations.
In the following, the prerequisites of RM are described followed by the basic methodology.
The concept of RM is then extended to different kinds of conditioning constraints including
general nonlinear constraints which enable inverse modeling. Furthermore, an extension to
certain non-Gaussian spatial dependence structures is introduced. Finally, the RM simula-
tion algorithm is presented.
5.1 Prerequisite
RM is per definition embedded in the standard normal space, that is, N (0, 1). Thus, the
spatial field of interest W has to be transformed to a multinormal field Z prior to the actual
RM procedure. Recall, that according to Equation 2.14 the Gaussian copula is defined as
CΓ(u1, . . . , un) = ΦΓ,n
(
Φ−1(u1), . . . ,Φ−1(un)
)
, where Φ−1 denotes the inverse univariate
standard normal distribution, ΦΓ,n denotes the n-dimensional Gaussian distribution with
correlation matrix Γ and standard normal marginals.
The quantile-quantile transformation
Z(s) = Φ−1(F (W (s))) (5.1)
where F (W ) denotes the univariate marginal distribution of the field W , applied for each
location s ∈ D, transforms the field W to a multinormal field Z. Note that the covariance
of the field Z in the standard normal space is different from the covariance of the field W .
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Then the conditional simulation of the field Z is carried out using RM as described below.
Finally, the conditional field Z is transformed back to W for each point s ∈ D via the inverse
quantile-quantile transformation
W (s) = F−1(Φ(Z(s))) (5.2)
where F−1 denotes the inverse univariate marginal distribution of the field W . Thus, ac-
cording to the defintion of a Gaussian copula, the final field W exhibits a Gaussian spatial
dependence structure with an arbitrary marginal distribution F (W ).
5.2 Basic methodology
Let Z be a multivariate standard normal field obtained by Equation 5.1. Following the idea
presented in Hu (2000), the conditional spatial random field of interest Z is expressed as a
linear combination of n other unconditional independent identically distributed standard
normal random fields Yi:
Z =
n∑
i=1
αiYi (5.3)
with zero expectation
E[Z] = E[Yi] = 0 (5.4)
and unit variance
V ar[Z] = V ar[Yi] = 1 (5.5)
where αi denotes the weights of the linear combination. Fields Yi can be simulated using
different methods, such as Fast Fourier Transformation for regular grids (Wood and Chan,
1994; Wood, 1995; Ravalec et al., 2000), Turning band simulation (Journel, 1974), or the
Cholesky transformation of the covariance matrix.
If all unconditional fields Yi share the same covariance matrix Γ and if
n∑
i=1
α2i = 1 (5.6)
thenZ also has the same covariance structure (ΓZ = ΓYi) as all Yi-s. The corresponding proof
is straight forward (Feller, 1971) as the covariance of a linear combination can be calculated
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as:
Cov[Z(sj), Z(sk)] = Cov
[
n∑
i=1
αiYi(sj),
n∑
i=1
αiYi(sk)
]
=
E
[(
n∑
i=1
αiYi(sj)
)(
n∑
i=1
αiYi(sk)
)]
=
E
[
n∑
i=1
α2iYi(sj)Yi(sk)
]
=
n∑
i=1
α2iCov[Yi(sj), Yi(sk)] (5.7)
The conditional field of interest Z should honor certain linear constraints:
Al(Z) = zl l = 1, . . . , L (5.8)
where Al(Z) denotes linear functions on Z. As an example, for a point sj in the domain of
interest D the linear function is A(Z) = Z(sj) = zj (an extensive step-by-step example can
be found in the Appendix). Other constraints are described in Chapter 5.3.
In Hu (2000); Hu et al. (2001) linear constraints such as point observations are incorporated
using conditioning via kriging. Formally,
Yc = Z
∗ + [Yi − Y ∗i ] (5.9)
where Z∗ denotes the kriging result of Z using the linear observations and Y ∗i denotes the
kriging result of an unconditional random field Yi. In contrast, RM incorporates any linear
constraints directly. Therefore, for the n independent unconditional random fields Yi, the
weights αi have to be selected so that
Al
(
n∑
i=1
αiYi
)
=
n∑
i=1
αiAl(Yi) = zl l = 1, . . . , L (5.10)
If the number n of unconditional fields Yi is greater than the number of linear constraints L,
then there are weights αi that fulfill Equation 5.10. However, these weights do not neces-
sarily fulfill Equation 5.6. Thus, weights that fulfill both Equation 5.10 as well as Equation
5.6 need to be found. If the dimension n > L the equation system is underdetermined, i.e.
the weights in Equation 5.10 are nonunique. These nonunique weights form a hypersurface
in the n-dimensional space of the weights (α1, . . . , αn). If (in the n-dimensional space of
weights) this hypersurface intersects with the n-dimensional unit sphere which is centered
at the origin, then one can find a solution that also satisfies Equation 5.6. This intersection
of the hypersurface and the unit sphere is not empty if and only if the closest point of the
hypersurface to the origin is within the unit sphere. This closest point to the origin can be
found for any set of unconditional fields Yi by solving the equation system defined in Equa-
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tion 5.10 while minimizing the norm
∑n
i=1 α
2
i for example via singular value decomposition
(Golub and Kahan, 1965). By increasing the number of unconditional fields n, that is, adding
further Yi-s hence increasing the underdetermination of the equation system, the norm can
be reduced below 1:
n∑
i=1
α2i < 1 (5.11)
Equation 5.11 implies that the closest point is within the unit sphere thus there is a solution
that also satisfies Equation 5.6. In order to find such a solution a homogeneous component
has to be added. If fields Hm fulfill
Al(Hm) = 0 l = 1, . . . , L m = 1, . . . , J − L (5.12)
then these fields are called homogeneous. Any linear combination of these homogeneous
fields results in another homogenous field, that is, it fulfills Equation 5.12. The fields Hm
thus form a vector space with an infinite number of solutions. The fieldsHm are also formed
as linear combinations of J (J > L) independent random fields Vj which share the same
spatial properties as the fields Yi used in Equation 5.10. Formally,
Hm =
J∑
j=1
βj,mVj m = 1, . . . , J − L (5.13)
where the weights βj,m can be found by solving the equations
L∑
j=1
βj,mAl(Vj) = −Al(VL+m) m = 1, . . . , J − L (5.14)
and setting the weights obtained from Equation 5.14 for j ≤ L and
βj,m =
{
1 if j = L+m
0 if j > L and j 6= L+m (5.15)
Thus one obtains weights (β1,m, . . . , βL,m, 0, . . . , 0, 1, 0, . . . , 0) with 1 being at the (L+m)-th
position, which are all solutions of Equation 5.12. Finally, fields Z which fulfill all linear
conditions, that is, Equations 5.6 and 5.8 are defined as
Z =
n∑
i=1
αiYi + k(λ)
J−L∑
m=1
λmHm =
n∑
i=1
αiYi + k(λ)
J−L∑
m=1
 J∑
j=1
βj,mλm
Vj (5.16)
where λm denote arbitrary weights and k(λ) denotes a normalizing constant which is a
function of the arbitrary weights λm:
k(λ) = ±
√√√√ 1−∑ni=1 α2i∑J−L
m=1
(∑J
j=1 βj,mλm
)2 (5.17)
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This construct has the specific advantage with respect to other linear conditioning methods
that it can be used to generate an (theoretically) infinite number of conditional fields (for
each choice of the arbitrary weights λm). That property also provides the foundation of RM
to be applicable to nonlinear constraints and with that for inverse problems.
5.3 Extended linear constraints
RM can easily be extended to honor a wide variety of possible linear constraints in the
normal domain. As described above, the linear operator Al(Z) denotes linear functions
on Z. These linear functions include as a special case point equality constraints, however,
other linear constraints can be considered. These are described in the following.
5.3.1 Linear inequality constraints
Inequality constraints may for example arise from incomplete observation records, values
that are below certain detection limits, or zero value observations like dry precipitation
gauges.
Measurements of environmental variables are often inexact as it can happen that the ob-
served value is below the sensitivity of the measuring device, that is, below its detection
limit (Keith et al., 1983). Incomplete records may for example result from temporarily broken
measurement devices or human failure. Furthermore, zero value observations are wide-
spread in environmental science. Precipitation observations that exhibit a high temporal
resolution can contain high amounts of dry precipitation gauges. These zero value observa-
tions have to be treated differently than other observations.
In Michalak (2008) a Gibbs sampler for inequality-constrained geostatistical interpolation
based on an a priori truncated Gaussian distribution model is introduced. It is shown that
the approach is applicable in multiple dimension and with any variogram model. However,
the method is less applicable to highly skewed distributions. In Bárdossy (2011) an approach
based on truncated marginals and spatial copulas is presented. The copula-based interpola-
tion is shown to be exact at the observation locations that have exact measurements, while
it provides an updated distribution function which differs from the constraint marginal at
observation locations that have values below detection limit. Using an artificially censored
dataset, the author could show that the copula-based interpolation outperforms ordinary
and indicator kriging in their interpolation accuracy and that the copula approach yields a
more realistic estimation of the interpolation uncertainty. Precipitation interpolation includ-
ing a special treatment of zero values is presented in Bárdossy and Pegram (2013). The authors
treat zeros as censored variables and use truncated spatial copulas for interpolation.
Here a different approach to handle linear inequality constraints is proposed. It allows the
consideration of less-than-or-equal and greater-than-or-equal constraints. In general, less-
than-or-equal constraints are defined as
W (sk) ≤ wk k = 1, . . . ,K (5.18)
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and greater-than-or-equal constraints are given by
W (sg) ≥ wg g = 1, . . . , G (5.19)
The incorporation of such inequality constraints into the RM procedure is not straight for-
ward, though. First, the parameter estimation procedure described in Chapter 2.4.4 is no
longer applicable as inequalities cannot be included. The spatial structure needs to be es-
timated using a modified maximum likelihood approach as described in Bárdossy (2011).
Second, the inequalities have to be transformed to equality constraints as the solution of the
equation system defined in Equation 5.8 via singular value decomposition requires equality
constraints. Third, according to the prerequisits of RM these constraints additionally need
to be in standard normal space.
At a first glance, the second and the third problem seem to be trivial as one could just use
the standard normal values corresponding to the values wk and wg, respectively. One might
think that there is no need to use a value zk < Φ−1(F (W (sk))) or zg > Φ−1(F (W (sg))) as
the back transformation defined in Equation 5.2 would in any case yield wk and wg, respec-
tively. This, however, would ignore any knowledge on the spatial dependence structure
of the variables. Inequalities can in a certain sense be very different, depending on their
spatial arrangements. For example, zero precipitation observations that are close to wet ob-
servations should have values closer to the threshold Φ−1(wk) (where wk = p0, that is, the
probability of zero precipitation) while zero observations that are far from wet observations
should have lower standard normal values.
According to Bárdossy and Pegram (2016), inequalities considering the spatial dependence
structure can be handled as follows:
1. The conditional covariance matrix and the expected values corresponding to the in-
equalities conditioned on equality constraints have to be calculated. The conditional
covariance matrix is given by
Γcd = Γd − ΓTldΓ−1l Γld (5.20)
where Γl denotes the correlation matrix corresponding to linear equality constraints,
Γd denotes the correlation matrix corresponding to linear inequality constraints (less
equal and greater equal), and Γld denotes the correlation matrix corresponding to
mixed (one equality one inequality) observations. All correlation matrices are func-
tions of pairwise distances. The expected values of the inequalities can be calculated
as
µcd = Γ
T
ldΓ
−1
l Zl (5.21)
where Zl = zl l = 1, . . . , L transformed according to Equation 5.1 and defined ac-
cording to Equation 5.8.
2. The conditional distribution of the inequalities has to be simulated using a MCMC
approach. Here the Metropolis-Hastings algorithm (Metropolis et al., 1953) is selected.
Formally:
a) A random intial realizations of zd values for d = 1, . . . , D is simulated using
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independent truncated normal distributions for each zd using the expected values
and the conditional variances calculated in Equations 5.20 and 5.21. Note that this
first realization is independent of the spatial dependence structure.
b) The likelihood of the simulated realization is calculated using the multivariate
normal density function with parameters defined in Equations 5.20 and 5.21.
c) The previously obtained realization is slightly modified by adding a small
amount of noise to the simulated zd values. The noise has zero expectation and
the truncation constraints are considered by not letting the modified zd values lie
outside the specified truncated range.
d) The likelihood of the modified realization is calculated using the multivariate
normal density function with parameters defined in Equations 5.20 and 5.21.
e) The ratio of the two likelihoods is calculated. If the ratio is greater than 1, that
is, the likelihood of the modified realization is higher than that of the original
realization, then the modified realization replaces the original. If not, a random
number U from the uniform distribution defined on [0, 1] is drawn. If U is less
than the ratio the modified realization replaces the original, else the original re-
mains untouched.
f) Steps c-e are repeated N times.
g) The N th realization of zd values is taken as equality constraints for the RM sim-
ulation. Note that N should be selected such that the N th realization is indepen-
dent of the initial realization generated in Step a.
h) Steps b-g have to be repeated for each conditional realization to be simulated.
Using the MCMC algorithm described above, inequalities are transformed to standard nor-
mal equality constraints which can then be incorporated in the RM procedure.
5.3.2 Linear integrals
Certain applications often require average values of the variable of interest over an area
rather than point values. In classical geostatistics, such problems can for example be han-
dled using block kriging (Kitanidis, 1997).
The linear operator Al defined in Equation 5.8 can represent linear integral constraints de-
fined on an arbitrary integration domain va ⊂ D. Formally,
Aa(Z) =
∫
va
ga(s)Z(s) ds = za(va) a = 1, . . . , A (5.22)
with ga(s) denoting a weighting function that can be discretized over a grid as:∑
sd∈va
ga(sd)Z(sd) = za(va) a = 1, . . . , A (5.23)
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This leads to: ∑
sd∈va
ga(sd)Z(sd) =
∑
sd∈va
ga(sd)
 n∑
i=1
αiYi(sd) + k(λ)
J−L∑
m=1
 J∑
j=1
βj,mλm
Vj(sd)
 =
n∑
i=1
αi
(∑
sd∈va
ga(sd)Yi(sd)
)
+ k(λ)
J−L∑
m=1
 J∑
j=1
βj,mλm
 ∑
sd∈va
ga(sd)Vj(sd) = za(va)
a = 1, . . . , A
(5.24)
Note that the integrals defined above are only valid in the standard normal space. Integrals
which are defined in the original data space of W are introduced in Chapter 5.4.
5.3.3 Linear correlations
External knowledge can help to improve the estimation of the variable of interest. In classi-
cal geostatistics, for example External-Drift kriging (Ahmed and de Marsily, 1987) can be used
to linearly relate an external variable to the variable of interest.
RM can take secondary (linearly related) information directly into account. The conditional
field Z can be correlated to an external field T . This condition can be accomodated as an
additional linear constraint. The covariate field T is first normed to have zero mean T¯ = 0
and unit standard deviation sT = 1. The Pearson correlation between two normed variables
is their product sum. Thus, the correlation of T and Z over a subdomainD1 ⊂ D discretized
on sd can be calculated as:
1
#{sd ∈ D1}
∑
sd∈D1
Z(sd)T (sd) =
1
#{sd ∈ D1}
∑
sd∈D1
 n∑
i=1
αiYi(sd)T (sd) + k(λ)
J−L∑
m=1
 J∑
j=1
βj,mλm
Vj(sd)T (sd)
 =
n∑
i=1
αi
1
#{sd ∈ D1}
∑
sd∈D1
Yi(sd)T (sd) + k(λ)
J−L∑
m=1
 J∑
j=1
βj,mλm
 1
#{sd ∈ D1}
∑
sd∈D1
Vj(sd)T (sd)
(5.25)
with #{sd ∈ D1} denoting the number of points in the domain of interest D1.
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5.4 Extension to non-linear constraints
The linear integrals defined in Chapter 5.3.2 are valid in the standard normal space only.
That is because the transformation in Equation 5.1 is monotonic but nonlinear. Thus,∫
vk
gk(x)
n∑
i=1
αiF
−1(Φ(Yi(x))) dx 6= F−1
(
Φ
(∫
vk
gk(x)
n∑
i=1
αiYi(x) dx
))
k = 1, . . . ,K
(5.26)
This means that integral constraints become nonlinear constraints if they are supposed to be
valid in the original space ofW . Besides such integrals, other nonlinear constraints could be
considered. In general, non-linear constraints are of the form:
Ψξ(Z) = ψξ ξ = 1, . . . ,Ξ (5.27)
with Ψξ(Z) denoting a nonlinear function of the field Z. As Z can be expressed in the
form of a sum of a smooth field (represented by
∑n
i=1 αiYi with
∑n
i=1 α
2
i < 1) and J − L
fields Hm fulfilling the homogeneous conditions defined in Equation 5.12, a solution of the
nonlinear constraints can be found by modifying the homogeneous component. Consider
the J−L homogeneous fieldsHm. As stated above the corresponding weights (λ1, . . . , λJ−L)
can be selected arbitrarily. Changing (λ1, . . . , λJ−L) leads to a deformation of the field Z
without effecting the linear constraints defined in Equation 5.8. As the normalizing constant
k(λ) is a function of the weights Equation 5.6 is also not effected, that is, the prescribed
spatial structure is preserved. Thus, the constraints defined in Equation 5.27 can be fulfilled
by varying the weights (λ1, . . . , λJ−L) via minimization of a certain objective function, for
example
fobj =
∑
(ψobsξ − ψsimξ )2 → min ξ = 1, . . . ,Ξ (5.28)
where ψobsξ denotes the observed values and ψ
sim
ξ denotes the simulated values.
The advantages of this procedure are:
1. The optimization is continuous with respect to the unknown λm-s.
2. The optimization is unconstrained - any λm weights can be considered.
3. The reduction of the number of constraints to the number of nonlinear constraints
as all considered fields fulfill the linear conditions and have the prescribed spatial
dependence.
4. The extension of the vector space of the weights through the addition of a new ho-
mogeneous field Hm is very simple, and the optimal solution obtained in the lower
dimensional field remains a solution in the higher dimensional case too. Thus the
previous optimum can be used as a starting point for the next optimization.
Note that for each random choice of the fields Yi and Vj , a different solution of the prob-
lem can be obtained. Thus, this procedure can be used to produce an arbitrary number of
random solutions of the nonlinear problem.
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5.5 Extension to non-Gaussian spatial dependence structures
As already described in Chapter 2.3.2, different studies have shown that spatial dependence
structures are often asymmetric thus non-Gaussian. In Chapter 2.4.2, the v-transformed cop-
ula was presented which enables modeling of non-Gaussian spatial dependence structures.
In order to apply the v-copula as spatial random function, the above described RM approach
requires a few adjustments.
1. The univariate marginal distribution G(v) of g(Z(x)), where Z(x) is a univariate ran-
dom variable with a Gaussian distribution is assessed. Depending on the form of g
this can be done either analytically or numerically.
2. The observed hydraulic transmissivity values W (x) are transformed to the above dis-
tribution by:
V (xi) = G
−1 (F (W (xi))) (5.29)
where G−1 denotes the inverse univariate marginal distribution of g(Z) and F (W (xi))
denotes the marginal distribution of the observed values.
3. These V (x) values are transformed back to the standard normal distribution using a
MCMC (Hastings, 1970) approach. This procedure is needed as the transformation is
non-monotonic. This means that a sample Z(x1), . . . , Z(xn) is generated so that:
V (xi) = g (Z(xi)) (5.30)
The density used for the MCMC simulation corresponding to this sample is
Φn (Z(x1), . . . , Z(xn),Γ). Here Γ denotes the covariance matrix of Z(x) and Φn de-
notes the n-dimensional Gaussian density. In the case of the v-transformed copula for
each value V (xi) there are two inverses Z(xi)-s which satisfy Equation 5.30. They are
Z(xi) = V (xi)/k + m and Z(xi) = m − V (xi). In the MCMC procedure first the non-
unique inverse is selected at random. Then the MCMC procedure is carried out by
randomly changing one of the inverses using the density of the corresponding Z. The
procedure is restarted for each realization. The number of MCMC steps is selected so
that the result becomes independent from the initial realization. As the calculation of
the density is simple the computational cost of it is low.
4. The conditional simulation of the field Z(x) is carried out as described in Chap-
ter 5.2 for all linear constraints. Note that those constraints are the sampled values
Z(x1), . . . , Z(xn) resulting from step 3.
5. The resulting conditional field Z(x) is transformed back to W (x) via:
W (x) = F−1 (G(g(Z(x))) (5.31)
Here F−1 denotes the inverse marginal distribution of the observed values W (x).
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Thus, W (x) exhibits a non-Gaussian spatial dependence structure defined by the non-
monotonic transformation defined in Equation 2.20. Furthermore, F (W (x)) is an arbitrary
marginal distribution.
5.6 Superposition with multiple-point geostatistics
The spatial field of interest Z may be structured or divided in subregions that are identified
to follow different marginal distributions. For example, in groundwater hydrogeology it
is often assumed that the hydraulic transmissivity field is structured in a specific way ac-
cording to the geological processes leading to these variables. For example fluvial deposites
could result from geological sedimentation processes. Such structures can be obtained by
combining observations and training images. In Li et al. (2012), a Kalman filter based method
is suggested for inverse modeling for this case. Ronayne et al. (2008) coupled training images
with a dynamic flow model in a simulation inverse framework to obtain discrete geological
structures. Here a different approach is suggested.
Structural information obtained from training images can be combined with the RM
methodology. Assume that the conditional categorical map is known or has been obtained
using a multiple-point geostatistics approach (Strebelle, 2002; Mariethoz et al., 2010). With
that a random field B(x) with possible values B(x) = 1, . . . , B is obtained for conditioning.
For each of the possible classes b, there can be a different distribution of the values:
Fb(w) = P (W (x) < w|B(x) = b) (5.32)
Thus, the new field can be defined as:
Z(x) = Φ−1
(
FB(x)(W (x))
)
(5.33)
This Z(x) can then be treated the same way as described in Chapter 5.2. Note that here a
kind of spatial continuity within the different units b is assumed, as the spatial variability
within the units is the same in the rank sense. However, this assumption could be weakened,
by allowing an individual field Zb(x) for each geological unit b, with a specific description of
the spatial variability. In this case, the individual fields are mixed simultaneously, the same
way as described above.
5.7 Simulation algorithm
In the following, the general steps of the RM simulation algorithm are summerized. Note
that variations of that algorithm are possible.
1. Transform the observed values of the spatial field of interest to standard normal space
according to Equation 5.1.
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2. If inequality constraints are present they are transformed to equality constraints using
an appropriate MCMC algorithm as described in Chapter 5.3.1.
3. An n > L number is selected, with L being the total number of linear constraints. n
unconditional fields Yi with the prescribed covariance structure are simulated using
an unconditional simulation method. In order to reduce the computational time, Fast
Fourier Transformation for regular grids (Wood and Chan, 1994; Wood, 1995) is recom-
mended.
4. The equation system corresponding to the constraints defined in Equation 5.10 using
the random fields Yi of step 3 is formulated.
5. The solution with the minimum squared sum of weights
(∑n
i=1 α
2
i → min
)
of the prob-
lem is determined using singular value decomposition.
6. If
∑n
i=1 α
2
i > 1, an additional random field Yn+1 is generated, and n is increased by
one, and the procedure continues with step 5.
7. If
∑n
i=1 α
2
i < 1 the solution is accepted and stored. Note that depending on the actual
problem it could be beneficial to have a solution such that
∑n
i=1 α
2
i < 0.1 or even
smaller.
8. J > L unconditional random fields Vj are simulated again using an unconditional
simulation method. The fields Vj have to share the same spatial dependence structures
as the fields Yi.
9. J −L fields Hm fulfilling the homogenous conditions using the fields Vj are generated
according to Equations 5.14 and 5.15.
10. If nonlinear constraints are present: A solution of the nonlinear constraints is identi-
fied by minimizing the difference between observed and simulated values using an
unconstrained optimization of the arbitrary weights λm which are used to combine
the fields Hm. If the nonlinear constraints could not be satisfied then new fields Hm
are added and the optimization is continued.
11. If no nonlinear constraints are present: The final conditional field Z is calculated ac-
cording to Equation 5.16 using arbitrary weights λm and the corresponding normaliz-
ing constant k(λ) defined in Equation 5.17.
12. The conditional field Z is back transformed to W using the inverse transformation
described in Equation 5.2.
13. Steps 2.-10. are repeated for each realization to be simulated.
5.8 Proof of concept
In the following, two artificially constructed cases are used to illustrate the RM approach.
To validate the results, both cases are compared to a combined simple kriging rejection sam-
pling approach that is assumed to be statistically correct. Statistical tests are carried out to
test the resulting covariances, conditional distributions, and singularity issues.
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For the first case, five locations with prescribed point equalities, two locations with point
inequalities, and one linear integral equality (with ga(x) representing a summation) are con-
sidered for conditioning. Their values correspond to a standard normal distribution and the
spatial covariance function is exponential with a spatial range of 4 pixels. Table 5.1 shows
the conditioning coordinates and the corresponding values. 50000 fields on a regular 50×50
grid are simulated. Figure 5.1 shows the formation of two possible realizations. One can
see, that the quasi interpolated fields corresponding to the weights αi are very similar, even
though different Yi fields were used for the linear combinations.
In the second case, the linear integral constraint is changed to a non-linear integral with∫
Z(x)3 ≈ 9. All other constraints and configurations remain the same and again 50000
fields are simulated.
Both cases are also simulated using the combined simple kriging rejection sampling ap-
proach. Using that approach the point equalities are interpolated using simple kriging. A
random field (sharing the prescribed covariance) is added to the interpolation. Finally, the
interpolation of the added random field is subtracted and the values at the inequality con-
straints and the integral constraints are examined. If they fulfill the conditions, the realiza-
tion is accepted, else it is rejected and the procedure is repeated.
Note that more sophisticated examples are not investigated as rejection sampling is com-
putational very expensive. The computational time needed for the second case was almost
seven days using rejection sampling, while it took only three hours using RM.
coordinates x,y constraint type value
4, 14 = 0.5
7, 21 = 1.5
36, 7 = 0.0
27, 25 = −0.8
45, 44 = −0.4
7, 7 ≤ −0.9
25, 39 ≤ 1.9
23− 25, 23− 25 ∫ ≈ 9.0
Table 5.1: Conditioning point types and values corresponding to the example case decribed
above.
5.8.1 Covariances
As described in Chapter 5.2, the presented RM approach should preserve the defined (ob-
served) covariance structure. Thus, the first validation determines the spatial structure of the
simulated realizations. For that reason, the spatial covariance functions of 100 randomly se-
lected realizations are calculated, each for both cases as well as both simulation approaches.
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Figure 5.1: Formation of two possible realizations corresponding to the first case. The left
fields represent the quasi interpolations corresponding to the weights αi, the
middle fields are the homogeneous components k(λ)
∑J−L
m=1 λmHm, and the right
fields are the final conditional fields Z. ’x’ denotes equality constraints, ’.’ de-
notes inequality constraints, and the rectangle marks the integral constraint.
The results are displayed in Figure 5.2. Both approaches are able to preserve the spatial
covariance structure reasonably for both cases.
Additionally, the covariances for several pairs of points are evaluated using a χ2-test: one
pair with a large separation distance, one neighboring pair, one pair with a large separa-
tion distance with one point corresponding to an inequality constraint, and one pair with
a short separation distance with one point corresponding to an inequality constraint. The
null hypothesis states, that the covariances resulting from RM, are equal to the covariances
resulting from rejection sampling. Figure 5.3 shows the histogram of the covariances for the
pair of points with a large separation distance and one point corresponding to an inequality
constraint. For all investigated combinations, the null hypothesis can not be rejected on a
5% significance level.
5.8.2 Conditional distributions
As a next step, the conditional distributions of the two inequality constraints and of one
location inside the nonlinear integral are investigated using KS-tests. The 50000 realiza-
tions are arranged in groups of 500 realizations. Thus, 100 distributions for each location are
examined. The null hypothesis states, that the distributions obtained from the RM realiza-
tions are equal to those obtained from the rejection sampling realizations. Figure 5.4 shows
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Figure 5.2: Spatial covariance functions of 100 randomly realizations. left: case one, right:
case two (nonlinear integral). RM denotes RandomMixing,RS denotes rejection
sampling, and theo denotes the theoretical covariance function.
the conditional distributions of the two inequalities according to case one and the distribu-
tion according to one point inside the non-linear integral corresponding to case two. For all
locations considered, the null hypothesis can not be rejected on a 5% significance level.
5.8.3 Singularity
In different simulation techniques, point observations can be honoured in a discontinuous
way. That means that their values differ from their neighbourhood, even though the whole
simulated field exhibits the prescribed spatial properties. Such values are called singulari-
ties. As the corresponding realizations are not well constrained, singularities are considered
problematic. To check whether RM produces singular realizations, the following test is ap-
plied.
1. The set of conditioning locations {x1, . . . , xK} and a random set of locations
{xr1 , . . . , xrM } is selected.
2. The covariance function is calculated using the observed values at all xk-s and the
simulated values at all xrm-s.
3. The sum of the absolute differences between the theoretical and empirical covariance
function is calculated and denoted as Ds.
4. A random vector h is generated.
5. The covariance function is calculated using the values at {x1 + h, . . . , xK + h} and at
{xr1 + h, . . . , xrM + h}.
6. The sum of the absolute difference between theoretical and empirical covariance func-
tion is calculated and denoted as dv.
7. Steps 4− 6 are repeated V times.
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Figure 5.3: Histogram of resulting covariances for a pair of points with a large separation
distance, for RandomMixing (RM) and rejection sampling (RS), respectively. The
left histogram corresponds to case one, the right histogram corresponds to case
two.
Figure 5.4: Conditional distributions according to both inequality constraints (left: ≤ −0.9,
middle: ≤ 1.9) and to one point located inside the non-linear integral con-
straint (right) corresponding to Random Mixing (RM) and rejection sampling
(RS). ’theo’ denotes the theoretical truncated distributions.
8. The Ds and the dv-s are compared. If the portion of dv < Ds is greater than a selected
significance p, then the field is considered to be singular.
In order to illustrate this test, 1000 realizations obtained by rejection sampling are selected.
For the conditioning points {x1, . . . , xK} a uniform random error, leading to singularities, is
added. Three cases are distinguished. First, a random error with a variance of 0.75, second,
a random error with a variance of 3.0, and third, no error (unmodified case) is added. In
order to check the RM approach, 1000 random realizations are selected and the distances for
the simulated fields (unmodified) are calculated. The resulting distributions of the distances
are shown in Figure 5.5.
The figure shows the strong influence of the singularities. One can see that the distributions
of RM (unmodified) and rejection sampling (unmodified) are not distinguishable, while they
differ significantly from those obtained using random singularities.
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Figure 5.5: Distributions of the distances between empirical and theoretical covariance func-
tions. RM denotes Random Mixing, RS denotes rejection sampling, singularities
weak correspond to an error variance of 0.75, and singularities strong correspond
to an error variance of 3.0.
5.9 Summary
In this Chapter, RandomMixing (RM) was introduced. RM is a novel conditional simulation
approach which uses spatial copulas as spatial random functions. It represents an extension
to the Gradual deformation approach presented in Hu et al. (2001) however it differs from
the approach as:
• RM does not require any kriging for conditioning. All linear constraints can be incor-
porated directly.
• RM allows considering any kind of linear constraints, including point and block ob-
servations, correlations to external fields etc.
• RM allows considering arbitrary nonlinear constraints such as hydraulic heads or non-
linear integrals where the optimization procedure used to fulfill such constraints is
unconditional.
• RM allows considering arbitrary marginal distributions, Gaussian as well as non-
Gaussian spatial dependence structures.
The proof of concept showed that the presented RM approach generates conditional spatial
random fields which fulfill all linear as well as non-linear constraints. It was shown that
the fields exhibit similar statistics concerning the properties of the realizations as a compu-
tationally expensive rejection sampling procedure.
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In general, the high flexibility of RM allows a wide range of possible applications. Especially
the ability to incorporate nonlinear constraints in combination with non-Gaussian spatial
dependence structures leads closer to process-based geostatistical modeling.
6 Applications of Random Mixing
In Chapter 5, Random Mixing (RM) was introduced. RM is a flexible simulation approach
which enables conditional simulation of spatial random fields. It uses spatial copulas as
spatial random functions and different kinds of linear and nonlinear constraints can be con-
sidered. Especially, the ability to handle arbitrary nonlinear constraints gives rise to a wide
range of possible applications.
In the following, different examples are used to demonstrate the applicability of RM. The
examples range from daily precipitation simulations using observed rainfall data to synthet-
ical inverse groundwater flow and transport problems.
6.1 Daily precipitation simulations
The spatial (and temporal) variability of rainfall has long been subject of research and a great
number of specific geostatistical methods have been developed for the spatial simulation of
rainfall fields. Recently, Leblois and Creutin (2013) described a space-time model for uncondi-
tional simulation of rainfall. Schleiss et al. (2014) developed a method for both unconditional
and conditional simulation of rainfall and Vischel et al. (2009) demonstrated the importance
of using conditionally simulated rainfall fields for hydrological modeling. In the following,
daily precipitation fields for the Neckar catchment in Baden-Württemberg are simulated.
As already pointed out in Chapter 5.3.1, precipitation at short time scales can exhibit a great
number of observation stations with zero precipitation which require special treatment. The
stochastic model used is a slightly modified version of the model described in Bárdossy and
Pegram (2013). Instead of interpolation, in this case a number of simulated realizations are
generated. These are then used to assess the uncertainty of rainfall runoff simulations due
to the imperfect knowledge of precipitation. RM was used to simulate daily precipitation
in high spatial resolution for a time period of 62 years conditioned on a varying number of
observations.
For a given day tj , the distribution of precipitation amounts is denoted by Ftj (z). This distri-
bution consists of three different parts: the discrete probability of zero (p0), an exponantially
distributed precipitation amount for the wet days with precipitation amounts below a se-
lected threshold L, and a distribution of the precipitation amounts exceeding the threshold
L denoted as G(z). The probability of exceeding the threshold L is pL. The distribution
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Figure 6.1: Location of the Neckar catchment within the federal state of Baden-
Württemberg.
function is formally written as:
Ftj (z) =

p0 z = 0
p0 + (1− exp(−λz)) 0 < z ≤ L
pL + (1− pL)Gtj (z) L < z
(6.1)
The nonparametric distribution G of precipitation amounts exceeding L is described with a
non-parametric fit in the logarithmic domain using log(zi−L) values with a Gaussian kernel
estimate. The kernel width is estimated using a leave-one-out maximum likelihood method.
The reasons for the splitting of the precipitation distribution function in three parts are:
1. The discrete probability p0 of 0 precipitation (a dry day) has to be treated separately.
2. Small daily precipitation amounts (below a threshold L) are frequent but measured
with very high relative observation errors. Due to their high frequency and the high
inaccuracy, they can distort the estimation of the whole distribution.
3. Small daily precipitation amounts contribute very little to the total precipitation (for
Germany typically about 50 % of the wet days have a precipitation amount not ex-
ceeding 1 mm with a contribution to the total amount being below 5%. ) and thus play
a minor role for water balances or rainfall runoff modelling
4. Precipitation amounts above a thresholdL have a very skewed distribution, frequently
very different from known parametric distributions
The parameter λ of the exponential distribution of the small precipitation amounts is esti-
mated using the probabilities p0 and pL:
p0 + (1− exp(−λL)) = pL (6.2)
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leading to:
λ =
− log (1 + p0 − pL)
L
(6.3)
For a given day tj , the daily precipitation amount z(xi) observed at location xi is trans-
formed to normal by:
u(xi) =

< Φ−1(p0) z = 0
Φ−1 (p0 + (1− exp(−λz))) 0 < z ≤ L
Φ−1
(
pL + (1− pL)Gtj (z)
)
L < z
(6.4)
Note that zero precipitation is not transformed to a certain value, but is instead considered
as an inequality constraint according to Chapter 5.3.1. Thus, the zero values in the standard
normal space are determined using the described MCMC algorithm. The parameters of the
spatial covariance function are estimated on the basis of the u(xi) values using a maximum
likelihood method as described in Bárdossy and Pegram (2013). First, the transformed U(x)
fields are simulated with the transformed equality and inequality constraints (zero values
transformed to inequalities) are simulated; subsequently the U(x) values are transformed
back to precipitation amounts by applying the inverse of the transformation described in
Equation 6.4.
Daily precipitation amounts in and around the Neckar catchment in southwestern Germany
for the time period 1951 to 2012 were used to illustrate the methodology. Figure 6.1 shows
the location of the catchment and the 93 precipitation stations.
Precipitation fields on a regular 1 km × 1 km grid are simulated for all days with a hy-
drologically relevant precipitation amount, in total more than 5000 days. As the threshold,
L = 1mmwas selected. 100 realizations were generated for each day, which can for example
be used as input for hydrological models to assess the consequences of precipitation uncer-
tainty on runoff predictions. As examples Figures 6.2 and 6.3 show 3 simulated precipitation
maps for the days August 3, 1967 and January 10, 2000.
In general, one can see that the local precipitation amounts vary strongly despite the dense
Figure 6.2: Three realizations of simulated daily simulated precipitation
[
1
10mm
]
for August
3rd, 1967; x: conditioning value greater L, white dot: conditioning value 0 mm
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Figure 6.3: Three realizations of simulated daily simulated precipitation
[
1
10mm
]
for January
10th, 2000; x: conditioning value greater L, white dot: conditioning value 0 mm
observation network. For August 3, 1967 the precipitation fields exhibit large dry areas in
the south west of the catchment while there are high rainfall values in the eastern part. For
January 10, 2000 almost all stations measured precipitation.
Figure 6.4 shows the interpolations and the standard deviations corresponding to the two
example days. Note that using RM, the mean over a suifficiently large number of simula-
tions is assumed to be the interpolator. It can be seen that the standard deviations depend
on the values and not just on the spatial configurations of the observed data. For example
for August 3, 1967 there are very low standard deviations in areas with dry gauges and
high standard deviations in areas with high rainfall values. To validate the simulation un-
certainty, a k-fold cross validation approach was applied. For this purpose, the observed
data of each day were randomly divided into k equal groups. One by one, each group is
removed from the observations and the values at the removed stations are simulated using
the remaining observations. M realizations are generated and the procedure is repeated for
each of the k groups. The empirical distribution function of the simulated values at the ob-
servation locations si is calculated and denoted by Hsi(z). The probability of the observed
value in the estimated distribution is then calculated for each observation:
qi = Hsi(z(si)) (6.5)
According to Bárdossy and Pegram (2013), if the estimates are unbiased and have the correct
variance then the values qi for i = 1, . . . , n should follow an uniform distribution in the
interval [0, 1]. 84% of all investigated days are not rejected by a Kolmogorov-Smirnov test
on the 90% level. Ideally, it should be 90% of all days, however, 84% is still acceptable thus
RM provides a reasonable representation of the uncertainty. Note that this procedure can
however only be performed for days which exhibit only wet observations as the probability
of zero observations cannot be identified.
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Figure 6.4: Interpolations (left) and standard deviations (right) corresponding to the precip-
itation on August 3, 1967 (upper) and January 10, 2000 (lower).
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6.2 Monthly precipitation sums - Incomplete records
On account of technical or human failure, incomplete observation records are a very un-
pleasant but frequent practical problem. For example, fragmentary precipitation records
complicate the interpolation for aggregated time periods. A common procedure is to re-
move all stations with missing data and to perform the interpolation using the remaining
stations only. Nevertheless, incomplete records still contain useful information that are valu-
able to incorporate. According to Chapter 5.3.1, such incomplete records can be considered
as inequality constraints.
To illustrate the benefits of this procedure, 311 precipitation stations in the state of Baden-
Württemberg are selected. For November 2002, monthly precipitations are calculated using
daily values. These monthly precipitation values are transformed to normal according to
Equation 5.1 and the spatial correlation function of the normalized values is estimated using
the modified maximum likelihood method described in Bárdossy (2011). 500 conditional
simulations are performed and the values are backtransformed to precipitation. The mean
of those 500 simulated precipitation fields can be considered as the interpolated monthly
precipitation. This interpolated map is considered as reference case in the following.
As a next step, 30 stations are randomly selected. For each of these stations up to five days
are randomly selected and their values are removed as if they were missing. As a first (the
common) approach, these 30 stations with incomplete records are deleted and 500 simula-
tions are performed using the remaining 281 stations for conditioning.
The second approach is to consider the 30 stations with missing data as greater-than-or-
equal conditions. Again 500 conditional precipitation realizations are generated. The inter-
polated maps of all three approaches are displayed in Figure 6.5. The differences between
the reference case and the two other cases is calculated. Figure 6.6 shows the difference
maps. The approach considering greater-than-or-equal constraints for stations with missing
data differs much less from the reference case than the interpolation obtained using the 281
remaining stations. This shows that incomplete records still contain useful information. Us-
ing RM, this information can easily be incorporated into the simulation procedure and with
that the estimation can be improved.
6.3 Microwave links
As pointed out in the example using incomplete records, rain gauges often have a lack of
temporal representativeness. Additionally to the temporal problem there is frequently only
a sparse observation network which can lead to a lack of spatial representativeness. In order
to overcome the spatial lack of rainfall information, additional precipitation information
data like satellite or radar data could be used to improve the spatial rainfall estimation.
A recent approach to obtain additional rainfall information is the use of microwave link
networks operated by cell phone providers (Chwala et al., 2016). During rain events, the
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Figure 6.5: Interpolated monthly precipitation (mm) for the state of Baden-Württemberg us-
ing all 311measurement stations (left), using 281measurement stations (middle),
and using all 311 measurement stations but the 30 stations with missing values
are considered as greater-than-or-equal conditions (right).
Figure 6.6: Difference maps between: reference case and the approach with deleted sta-
tions (left), reference case and the approach considering greater-than-or-equal
constraints (right).
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microwave signal between transmitter and receiver is attenuated. From the relation
A = aRb (6.6)
whereA denotes the attenuation measured in [dB/km], a and b denote constants depending
for example on temperature and drop size distribution, the rain rate R [mm/h] can be ap-
proximated. Thus a microwave link observation is the rain rate over the link path. A scheme
of the measurement principle is shown in Figure 6.7. Such observations could be used as
additional information to improve precipitation estimations especially in areas with sparse
gauge networks. However, as microwave link observations represent nonlinear integrals
over the link path, their incorporation into available simulation techniques is nontrivial.
Nevertheless, using RM microwave link observations can be treated as nonlinear integral
constraints as described in Chapter 5.4.
In order to test this application of RM, a synthetical example is applied. As synthetic data
a simulated precipitation field from the Consortium for Small Scale Modeling (COSMO)
model (Baldauf et al., 2011) performed by the research group FOR2131 (Schalge et al., 2016) is
used. The COSMO model is a limited-area, non-hydrostatic numerical weather prediction
model which is based on thermo-hydrodynamical equations. Since COSMO is a limited-
area model it needs lateral boundary conditions. Schalge et al. (2016) use the COSMO-DE
model output with a horizontal resolution of 2.8km, which spans Germany, as boundary
forcing. The lateral boundary forcing as well as the constant fields (topography, land-mask
etc.) have to be downscaled to the 1.1km grid by linear interpolation. For the atmosphere
forcing, the lateral boundary conditions are nudged against the internal model solution.
The nudging is done over a transition of a 12km zone between the two domains. The re-
sulting domain for the precipitation fields are over a rectangular area of ≈ 57, 850km2, with
a horizontal resolution of ≈ 1.1km, which includes the whole Neckar catchment of about
14, 000km2. The simulation period runs, after a spin up of 100 model days, from 2007 to
2013. From this period a simulated precipitation field is selected and considered as Vir-
tual reality (VR). This VR is sampled at 84 point locations which represent precipitation
gauges. Further, 10 line integrals which mimic observations obtained from microwave links
are extracted. These sampled values are assumed to be observations. Based on these obser-
vations 100 conditional realizations are simulated using RM. To investigate the benefits of
microwave link observations, the example is also simulated excluding the microwave link
observation. This means that 100 conditional realizations only conditioned on the 84 point
observations are generated. The VR and the means over the 100 realizations for both cases
are shown in Figure 6.8. It can be seen that both interpolated fields represent the VR rea-
sonably. However, there are differences due to the microwave link observations. Especially
the two upper most microwave links lead to a clear improvement of the estimation. A more
detailed investigation, however, is subject to further research.
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Figure 6.7: Scheme of micro wave link observation. This figure is extracted from
http://lte.epfl.ch/files/content/sites/lte/files/Research/microwave_link.png
Figure 6.8: Virtual reality (left), interpolated precipitation field using point observations and
microwave link observations (middle), and interpolated precipitation field using
only the point observations (right).
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6.4 Inverse groundwater flow and transport modeling
A main advantages of RM is its ability to handle arbitrary nonlinear constraints, which
makes it is also applicable for inverse groundwater flow and transport modeling. As de-
scribed in Chapter 1.2.2, the goal of inverse groundwater flow and transport modeling is
to estimate model parameters such as hydraulic transmissivities conditioned on observed
parameters and observed data such as hydraulic heads or solute concentrations. The link
between model data and model parameters is nonlinear as it is usually described using
a complex mathematical model of partial differential equations. The basics of flow and
tranport modeling are briefly recalled, followed by examples of inverse groundwater flow
modeling and finally inverse groundwater flow and transport modeling.
6.4.1 Groundwater flow and solute transport
In the following, the basic equations of groundwater flow and solute transport are briefly
recalled. It is assumed that the fluid is incompressible (i.e., ∂ρ∂t = 0) and Newtonian (i.e.,
τ = µ∂u∂t with τ denoting shear stress, µ denoting shear viscosity, and v denoting the velocity
of the fluid). Further Stokes flow, that is, Re << 1 is assumed. The soil matrix is assumed to
be incompressible and constant (i.e., ∂φ∂t = 0 where φ denotes porosity).
Combining mass conservation
∂ (φρ)
∂t
+∇ · (φρv)− ρg = 0 (6.7)
where v denotes the seepage velocity and ∇· denotes the divergence operator with Darcy’s
law
q = −K∇h (6.8)
where h denotes the hydraulic head, K denotes hydraulic conductivity and ∇ denotes the
gradient operator yields the groundwater flow equation
∇ · (K∇h) = SS ∂h
∂t
+Q (6.9)
where SS denotes specific storage and Q are sources and sinks. The transport equation for a
conservative solute, that is, no reaction, absorption, or adsorption is considered, is given by
∂c
∂t
+∇(qc)−D∇2c = 0 (6.10)
with c denoting concentration and D denoting the diffusion-dispersion tensor which is as-
sumed to be spatially constant.
Throughout this thesis HydroGeoSphere (Therrien and Sudicky, 1996) is used as numerical flow
and transport model.
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6.4.2 Inverse groundwater flow modeling
To avoid the use of examples that are especially designed to highlight the capabilities of
RM and to ensure comparability to other inverse methods, two well-studied synthetic test
cases, presented in Franssen et al. (2009), are applied. In order to illustrate the extension to
non-Gaussian spatial dependence structures using v-transformed copulas, one of the two
test cases is modified.
In both synthetical test cases, hydraulic transmissivity is considered as an under-sampled
parameter and its spatial distribution is assumed to be the only unknown of the problem.
All other parameters are assumed to be known. Figure 6.9 shows the general flow set-up
which is used for both cases. The domain length is 4900 m in the x direction and 5000 m in
the y direction, discretized into 49 × 50 grid cells. The upper and lower boundaries share
no-flow conditions, while the left and right boundaries have prescribed heads of 0 m and 5
m, respectively. A pumping well, located at (1900 m, 2350 m) pumps steadily with a flow
rate of 0.0578 m3/s. An uniform recharge rate of 362.912 mm/y is predefined all over the
domain.
The first case represents a mildly heterogeneous porous medium; the log-transmissivity has
a mean log10T of −2.932 and a log10T variance of 0.189 log10(m2/s). An exponential vari-
ogram without nugget effect and an effective range of 500 m is assumed.
The second case is strongly heterogeneous, with a mean log10T of −2.932 and a log10T vari-
ance of 1.0 log10(m2/s). A spherical variogram without nugget effect and an effective range
of 500 m is assumed.
The reference log-transmissivity (Y) fields together with the corresponding reference hy-
draulic head (h) fields are displayed in Figure 6.10. Those virtual realities are sampled at 25
locations resulting in two sets of conditioning data for each test case. According to Franssen
et al. (2009), the performance of the method is evaluated using three statistics:
1. Average absolute error:
AAE (X) =
1
N
N∑
i=1
|X¯i −Xref,i| (6.11)
with N being the number of elements, X the variable of interest, and X¯ the mean of
the variable of interest over all realizations.
2. Root mean square error:
RMSE (X) =
√√√√ 1
N
N∑
i=1
(
X¯i −Xref,i
)2 (6.12)
3. Average ensemble standard deviation:
AESD (X) =
1
N
N∑
i=1
σXi (6.13)
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Figure 6.9: General flow set-up.
with σXi being the ensemble standard deviation of variable X at element i.
Besides those comparison measures, standard deviation maps for both Y and h are provided
for each example. To illustrate the benefits of the inverse solution, the statistical measures
are calculated for two non-inverse cases as well. In the first case, the hydraulic transmis-
sivity fields are only conditioned on the spatial model (UNC), while in the second case, the
transmissivity fields are conditioned on the spatial model as well as on the transmissivity
values (CY). For both non-inverse cases a stack of 500 simulations are used.
6.4.2.1 Mildly heterogeneous
This first example represents the mildly heterogeneous test case of Franssen et al. (2009). It
is associated with the traditional assumption that hydraulic transmissivities follow a log-
normal distribution, that is, a lognormal marginal as well as a Gaussian spatial distribution.
The flow set-up shown in Figure 6.9 is applied, the 25 sampled hydraulic transmissivities
are considered as linear equality constraints, the sampled hydraulic heads are considered
as nonlinear constraints according to Chapter 5.4. The corresponding objective function,
measuring the deviation between the simulated head values and the observed head values
is
M∑
m=1
(HZλ(um)− hm)2 (6.14)
and the optimization is terminated if the objective function deceeds a user-defined thresh-
old δ or if the number of iterations (numerical forward model runs) exceeds a user-defined
treshold niter. Here, δ = 1 m2 (i.e., a root mean squared error of 0.2 m) and niter = 1000.
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Figure 6.10: Reference log10 hydraulic transmissivity Y
(
log10
(
m2/s
))
(left) field and corre-
sponding reference hydraulic head h (m) (right) field. x denotes the condition-
ing point locations. The upper fields belong to the mildy heterogeneous test
case, the lower fields belong to the strongly heterogeneous test case.
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In total 100 realizations were generated. A realization is a simulated hydraulic transmis-
sivity field which fulfills all linear constraints exactly and all nonlinear constraints up to a
certain threshold. Three possible realizations are shown in Figure 6.11. The ensemble mean
fields and the corresponding ensemble standard deviations fields are shown in Figure 6.12
and Figure 6.13, respectively.
It can be seen that the single realizations of the hydraulic transmissivity fields are allowed
to differ amongst each other while they represent satisfying solutions to the inverse prob-
lem. All realizations reproduce the observed transmissivity values exactly and the observed
spatial variablity is preserved. The provided ensemble mean fields resemble the reference
fields, that is, they are able to reproduce the regions of high and low transmissivity and
hydraulic head, respectively. As expected the ensemble standard deviations are lower in re-
gions with higher observation density. The corresponding performance measures are shown
in Table 6.1. The results show that conditioning on transmissivities (CY) already leads to
an improved characterisation and to a reduced uncertainty of the transmissivities and the
hydraulic heads compared to the unconditional case (UNC). Additional conditioning on
the observed hydraulic heads triggers further improvements. The average absolute error
AAE(Y ) of the transmissivities show a reduction of 15.1%. Similar results are found for
RMSE(Y ). The characterisation of the hydraulic head field measured by AAE(h) could be
improved by 65%;RMSE(h) shows a reduction of 60%. The uncertainty associated with the
transmissivity field, measured by AESD(Y ) shows a reduction of 24%. AESD(h) shows a
reduction of 81%. As this example has already been investigated in other studies using
different inverse modeling techniques the results can easily be compared. The achieved
performance measures range between those obtained in Franssen et al. (2009) thus it can be
concluded that RM performs in a satisfactory manner regarding the mildly heterogeneous
test case.
6.4.2.2 Strongly heterogeneous
The second example represents the strongly heterogeneous test case of Franssen et al. (2009).
The hydraulic transmissivities are again assumed to follow a lognormal spatial distribution
but with a higher log10T variance compared to the first case. Again the flow set-up shown
in Figure 6.9 is applied. As in the mildly heterogeneous case, the 25 sampled hydraulic
Table 6.1: Performance statistic measures for log-T and hydraulic head. 1: mildly heteroge-
neous test case
Example AAE(Y) AESD(Y) RMSE(Y) AAE(h) AESD(h) RMSE(h)
(log10(m2/s)) (log10(m2/s)) (log10(m2/s)) (m) (m) (m)
1 0.254 0.331 0.321 0.599 0.808 0.907
CY 0.277 0.374 0.348 1.653 2.646 2.151
UNC 0.299 0.437 0.379 1.72 4.25 2.27
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Figure 6.11: Three possible log10 transmissivity fields Y
(
log10
(
m2/s
))
(upper) and corre-
sponding hydraulic head fields h (m) (lower) according to section 6.4.2.1.
Figure 6.12: Ensemble mean Y-field
(
log10
(
m2/s
))
(left) and ensemble mean h-field (m)
(right) over 100 realizations corresponding to section 6.4.2.1.
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Figure 6.13: Ensemble Y
(
log10
(
m2/s
))
(left) and ensemble h (m) (right) standard deviation
corresponding to section 6.4.2.1.
transmissivities are considered as linear equality constraints, the sampled hydraulic heads
are considered as nonlinear constraints according to Chapter 5.4. The objective function is
again Equation 6.14 and 100 realizations are generated. Here, δ = 2 m2 (i.e. a root mean
squared error of 0.28 m) and the threshold number of iterations is niter = 3000. Figure
6.14 shows the resulting ensemble mean fields, Figure 6.15 shows the ensemble standard
deviation fields. The performance measures are displayed in Table 6.2. As expected the
improvements are smaller than in the mildly heterogeneous test case. This is however a
common observation in inverse modeling studies as strong heterogeneities complicate the
estimation. Conditioning on the observed transmissivities (CY) reduces AAE(Y ) by only
3.4% while the inverse solution shows a reduction of 7.1%. Similar results are obtained
for RMSE(Y ) and AESD(Y ). In general larger heterogeneity is more demanding. Thus
the optimization process is more difficult and less effective. However, the results are again
reasonable as the performance measures are in the range of those obtained in Franssen et al.
(2009).
Table 6.2: Performance statistic measures for log-T and hydraulic head corresponding to the
strongly heterogeneous test case
Example AAE(Y) AESD(Y) RMSE(Y) AAE(h) AESD(h) RMSE(h)
(log10(m2/s)) (log10(m2/s)) (log10(m2/s)) (m) (m) (m)
1 0.712 0.903 0.891 1.182 1.823 1.678
CY 0.741 0.947 0.927 1.896 4.917 2.606
UNC 0.767 0.997 0.954 2.001 5.280 2.725
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Figure 6.14: Ensemble mean Y-field
(
log10
(
m2/s
))
(left) and ensemble mean h-field (m)
(right) over 100 realizations corresponding to section 6.4.2.2.
Figure 6.15: Ensemble Y
(
log10
(
m2/s
))
(left) and ensemble h (m) (right) standard deviation
corresponding to section 6.4.2.2.
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6.4.2.3 Non-Gaussian spatial dependence structures
As described in Chapter 1.2.3, the spatial dependence structure of hydraulic transmissivities
might differ significantly from Gaussian. Different studies show that non-Gaussian spatial
dependence structures might have substantial influence on flow and transport processes
(Gomez-Hernandez and Wen, 1998; Zinn and Harvey, 2003; Haslauer et al., 2012).
This example aims to take such asymmetrical dependence structures into account: for that
reason, the synthetic mildly heterogeneous test case is modified. The spatial dependence
structure of the hydraulic transmissivities is no longer assumed to be multivariate Gaussian.
Instead, a v-transformed normal copula, as described in Chapter 2.4.2, is used to model
the spatial dependence structure. V-copulas are able to describe asymmetrical dependence
structures. Thus high values can cluster differently than low values and connected flow
paths can evolve.
A v-copula is fitted to the 25 hydraulic transmissivity values as described in Chapter 2.4.4.
The RM procedure is changed according to Chapter 5.5. Aside from these modifications,
the general flow set-up remains as shown in Figure 6.9. Note that the spatial dependence
structure of the hydraulic transmissivities is assumed to be non-Gaussian while the marginal
distribution remains lognormal.
To achieve a stable mean, 200 realizations are generated. Figure 6.16 shows three hydraulic
transmissivity fields with corresponding hydraulic head fields. It can be seen that the spa-
tial dependence structure clearly exhibits a non-Gaussian behavior. The low values as well
as values around the mean form connected clusters, while high values occur occasionally,
or form somehow connected flow paths. However, the observed transmissivity values are
represented exactly and the corresponding hydraulic head fields are reasonable. Figure 6.17
shows the ensemble mean fields which are capable of identifying the zones of low and high
transmissivity and hydraulic head, respectively. Figure 6.18 shows the ensemble standard
deviation fields. As a result of the assumed non-Gaussian spatial structure the standard
deviations are higher compared to the basic Gaussian case. However, the coarse patterns
are similar. A comparison of the performance measures would be meaningless as differ-
ent assumptions are considered. However, this example shows that non-Gaussian spatial
dependence structures can be considered using non-Gaussian spatial copulas. Even though
the resulting transmissivity fields clearly exhibit different spatial patterns of variability com-
pared to the basic test case, they represent satisfying solutions to the actual inverse problem.
An interesting result of this example is that the single realizations clearly exhibit non-
Gaussian spatial dependence structures, whereas the ensemble average transmissivity field
resembles the reference field reasonably well. This leads to an increased overall uncertainty
as not only the spatial model parameters but also its structure (copula model) have to be
considered as uncertain. Additonal diagnostic tools are required to reduce the uncertainty
of the identification of the spatial structures, and their parameter estimation.
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Figure 6.16: Three possible log10 transmissivitiy fields Y
(
log10
(
m2/s
))
(upper) and corre-
sponding hydraulic head fields h (m) (lower) according to section 6.4.2.3.
Figure 6.17: Ensemble mean Y-field
(
log10
(
m2/s
))
(left) and ensemble mean h-field (m)
(right) over 200 realizations corresponding to section 6.4.2.3.
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Figure 6.18: Ensemble Y
(
log10
(
m2/s
))
(left) and ensemble h (m) (right) standard deviation
corresponding to section 6.4.2.3.
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6.4.3 Inverse groundwater flow and transport modeling
According to Franssen et al. (2003a), additional conditioning on observed concentration data
may further improve the characterization of the hydraulic transmissivity, hydraulic head,
and concentration fields. Using RM, additional conditioning on observed concentration
data only requires the modification of the objective function. This is demonstrated using the
following two examples taken from Bárdossy and Hörning (2015).
The general flow set-up corresponding to both examples is shown in Figure 6.19. The do-
main length is 50 centimeter in the x direction as well as in the y direction, discretized into
50×50 regular grid cells. Steady-state groundwater flow is simulated. The upper and lower
boundaries share no-flow conditions, while the left and right boundaries have prescribed
hydraulic heads of 20.0 cm and 2.0 cm, respectively. These heads enforce flow from west to
east.
A line contamination source introduces a specified mass flux of 1.0 kg/d to the system, start-
ing at the first time step for a duration of twelve hours. The contaminant is represented
by a conservative tracer, thus it does not show retardation or any chemical reaction, but it
is subject to hydrodynamic dispersion. The longitudinal dispersivity is 0.625 cm and the
transversal dispersivity is 0.0625 cm. The transport simulation is solved until two days are
reached and the concentrations are sampled at five locations at eleven time steps.
The performance is again evaluated using the average absolute error (Equation 6.11) and
the average ensemble standard deviation (Equation 6.13).
6.4.3.1 Basic case
The basic case is again associated with the traditional assumption that hydraulic transmis-
sivities follow a lognormal distribution. The reference hydraulic transmissivity field has an
average log10T of 1.65 cm2/d and a log10T variance of 0.189 (cm2/d)2. An exponential co-
variogram without nugget effect and an effective range of 4 cm is assumed as spatial model.
The reference transmissivity field as well as the reference hydraulic head field are sampled
at 16 locations. Tracer concentrations are also considered as nonlinear constraints according
to Chapter 5.4. They are sampled at five locations at eleven time steps. The sampled data
are not corrupted, that is, no measurement uncertainties are assumed. Figure 6.20 shows the
reference transmissivity field and the reference head field, Figure 6.21 shows the reference
tracer concentration fields for ten selected time steps. In total 100 realization are generated
and for comparison three different scenarios are distinguished:
1. The first scenario is only conditioned on the spatial model of the hydraulic transmis-
sivities.
2. The second scenario is conditioned on the spatial model of the hydraulic transmissiv-
ities, on the observed hydraulic transmissivity values, and on the observed hydraulic
head values. The corresponding objective function is:
fobj =
H∑
η=1
(
hobsη − hsimη
)2
(6.15)
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Figure 6.19: General flow set-up.
Figure 6.20: Reference log10T (cm2/d) field (left) and corresponding hydraulic head (cm)
field (right) according to the basic case. ’x’ marks the observation locations.
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Figure 6.21: Reference tracer concentration for time steps
[0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0 (d)] starting in the upper left according
to the basic case.
with hobsη denoting the observed hydraulic head and hsimη the simulated hydraulic head
value.
3. The third scenario is conditioned on the spatial model of the hydraulic transmissivi-
ties, on the observed hydraulic transmissivity values, on the observed hydraulic head
values, and on the observed tracer concentration values. Here the corresponding ob-
jective function is a weighted combination of all components:
fobj =
H∑
η=1
(
hobsη − hsimη
)2
+ 100 ·
P∑
ρ=1
T∑
t=1
∣∣∣cobsρ,t − csimρ,t ∣∣∣ (6.16)
where cobsρ,t denotes the observed concentration and csimρ,t the simulated concentration.
Figure 6.22 shows a possible realization for each scenario with corresponding hydraulic
head fields and corresponding tracer concentration fields according to time step 0.8 d. Fig-
ure 6.23 shows the ensemble mean fields according to the three scenarios. The ensemble
mean fields according to scenario 2 and scenario 3 are able to resemble zones of high and
low transmissivities, hydraulic heads, and tracer concentrations reasonably. Hence, con-
ditioning on data leads to an improved characterisation of the three attributes although in
different ways.
Table 6.3 shows the AAE and AESD for all three scenarios according to the three attributes.
The values are normed such that AAE and AESD is equal to 1 for scenario 1. All other re-
sults are relative to the results of scenario 1. For all scenarios including conditioning data the
AAE for hydraulic transmissivity, hydraulic head, and concentration are below 1, again in-
dicating an improved characterisation of the fields. As also found in other inverse modeling
studies (Franssen et al., 2009) conditioning to data is more advantageous to the characteri-
sation of the hydraulic head fields than to the characterisation of the transmissivity fields.
This however has also been observed in other studies (Franssen et al., 2003b). For scenario
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Figure 6.22: Possible log10T fields (upper) with corresponding hydraulic head fields (mid-
dle) and corresponding tracer concentration (time step: 0.8 d) fields (lower) ac-
cording to scenario 1 (left), scenario 2 (middle), and scenario 3 (right) for exam-
ple 1.
Table 6.3: Normed average absolute error (AAE) and normed average ensemble standard
deviation (AESD) for the log transmissivities, hydraulic heads, and tracer con-
centrations (averaged over all 11 time steps) fields according to example 1.
AAE(Y ) AAE(h) AAE(c) AESD(Y ) AESD(h) AESD(c)
Scenario 1 1 1 1 1 1 1
Scenario 2 0.834 0.319 0.584 0.836 0.326 0.786
Scenario 3 0.824 0.363 0.570 0.836 0.464 0.657
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Figure 6.23: Ensemble averages of log10T (upper), hydraulic heads (middle), and tracer con-
centrations (time step: 0.8 d) (lower) according to scenario 1 (left), scenario 2
(middle), and scenario 3 (right) for example 1.
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2 AAE(Y ) is reduced by 16.7% while AAE(h) is reduced by 68.1%. AAE(c) is reduced by
41.6%. When concentration data are used for conditioning the characterisation of the trans-
missivity and the concentration fields improves while AAE(h) is getting slightly worse. For
scenario 3 the reduction of AAE(Y ) is 17.6%, 43% AAE(c) reduction, and 63.7% AAE(h)
reduction. As concentration is only sampled at five locations, a denser observation network
or even a different weighting of the objective function could lead to further improvements.
This however is subject to future research.
The uncertainty, measured byAESD, is also below 1 for all scenarios including conditioning
data, indicating that conditioning to transmissivity and hydraulic head data helps to reduce
the uncertainty of the transmissivity field. For scenario 2 there is a AESD(Y ) reduction of
16.4%, a AESD(h) reduction of 67.4%, and a AESD(c) reduction of 21.4%. Additionally
taking concentration data into account reduces the uncertainty of the concentration field,
however it does not help to reduce the uncertainty of the transmissivities any further and
even slightly increases the uncertainty of the hydraulic heads. Again, a similar behavior has
also been observed in Franssen et al. (2003b). For scenario 3 the reduction of AESD(Y ) is
again 16.4%, the reduction of AESD(h) is 53.6%, and the reduction of AESD(c) is 34.3%.
6.4.3.2 Including known geological information
This example focuses on the importance of the interplay of macrostructure and microstruc-
ture of the hydraulic transmissivities. As described in Chapter 5.6 it is often assumed that
the transmissivity field is structured in a specific way according to the geological processes
leading to these variables. For example fluvial deposits, that is, contrasting facies of highly
different hydraulic transmissivities could result from geological sedimentation processes.
Such structures, their connectedness and geometry have a great influence on groundwater
flow and transport processes. For example, connected features of high transmissivity result
in preferential flow paths while zones of low transmissivity act like a flow barrier.
In Ronayne et al. (2008) the authors combine multiple point geostatistics with a dynamic flow
model to achieve specific channel structures in an inverse modeling framework. They as-
sume discrete structures, that is, homogeneous distributions for each structure. However,
this assumption does not represent nature and small scale heterogeneity can have serious
influence on transport predictions. Thus, this example aims to show the importance of the
interplay of larger scale and small scale heterogeneity. The general flow set-up is the same
as described above, but a two-facies geological formation is considered. Each facies has
its own marginal distribution: the first facies (representing the connected flow paths) ex-
hibits a lognormal distribution with a mean log10T of 2.05 cm2/d and a log10T variance of
0.189 (cm2/d)2 while the second facies exhibits a lognormal distribution sharing the same
variance but an average log10T of 0.62 cm2/d. The spatial model is again exponential with a
spatial range of 4 cm and no nugget effect.
It is assumed that the spatial distribution of the two facies, that is, the categorical map de-
scribed in Chapter 5.6, is fully known. Thus the macrostructure (large scale heterogeneity)
of the hydraulic transmissivity field is the same for each realization and the microstructure
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Figure 6.24: Reference log10T (cm2/d) field (left) and corresponding hydraulic head (cm)
field (right) according to example 2. ’x’ marks the observation locations.
(small scale heterogeneity) is assumed to be the only unknown. Consequently, the pref-
erential flow paths are predefined by the macrostructure, as solute transport is dominated
by zones of high transmissivities. However, as stated above the microstructure inside the
respective facies has a great influence on solute transport as well. Figure 6.24 shows the
reference log10T field as well as the reference hydraulic head field. Figure 6.25 shows the
reference tracer concentration fields. Again the reference transmissivity and head fields are
sampled at 16 locations, resulting in 16 linear transmissivity and 16 nonlinear head con-
straints. The tracer fields are again sampled at 5 locations at 11 time steps. As in the first
example the sampled data are not corrupted, that is, no measurement uncertainties are as-
sumed. 100 solutions to the inverse problem are generated for the three scenarios defined in
the first example.
Figure 6.26 shows a possible realization for each scenario with corresponding hydraulic
head fields and corresponding tracer concentration fields according to time step 0.8 d. Fig-
ure 6.27 shows the ensemble mean fields for all three scenarios. As in the first example, the
ensemble mean fields according to scenario 2 and scenario 3 are able to resemble zones of
high and low transmissivities, hydraulic heads, and tracer concentrations reasonably. This
again indicates that conditioning on data leads to an improved characterisation of all three
attributes. Furthermore, even though the macrostructure is prescribed scenario 1 is not able
to resemble the reference fields reasonably. This fact shows the influence of the microstruc-
ture on the flow and transport behavior. Furthermore, the microstructure influences the
different attributes differently. While the structure inside the flow channels has more effect
on the transport behavior the structure in the remaining field has more effect on the overall
flow behavior.
Table 6.4 shows the AAE and AESD for all three scenarios according to the three attributes.
Again the values are normed such thatAAE andAESD is equal to 1 for scenario 1. All other
results are relative to the results of scenario 1. As in the first exampleAAE(Y ),AAE(h), and
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Figure 6.25: Reference tracer concentration for time steps
[0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0 (d)] starting in the upper left according
to example 2.
Table 6.4: Normed average absolute error (AAE) and normed average ensemble standard
deviation (AESD) for the log transmissivities, hydraulic heads, and tracer con-
centrations (averaged over all 11 time steps) fields according to example 2.
AAE(Y ) AAE(h) AAE(c) AESD(Y ) AESD(h) AESD(c)
Scenario 1 1 1 1 1 1 1
Scenario 2 0.819 0.335 0.788 0.862 0.383 0.802
Scenario 3 0.803 0.332 0.754 0.839 0.444 0.692
6.4 Inverse groundwater flow and transport modeling 105
Figure 6.26: Possible log10T fields (upper) with corresponding hydraulic head fields (mid-
dle) and corresponding tracer concentration (time step: 0.8 d) fields (lower) ac-
cording to scenario 1 (left), scenario 2 (middle), and scenario 3 (right) for exam-
ple 2.
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Figure 6.27: Ensemble averages of log10T (upper), hydraulic heads (middle), and tracer con-
centrations (time step: 0.8 d) (lower) according to scenario 1 (left), scenario 2
(middle), and scenario 3 (right) for example 2.
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AAE(c) are below 1 for all scenarios including conditioning data. For scenario 2 AAE(Y )
is reduced by 18.1%, AAE(h) is reduced by 66.5%, and AAE(c) is reduced by 19.8%. Addi-
tional conditioning on concentration data leads to further improvements for all attributes,
indicating an improved characterisation of all fields. For scenario 3 an AAE(Y ) decrease
of 19.7%, an AAE(h) decrease of 66.8%, and an AAE(c) decrease of 30.8% is observed.
The uncertainty is also reduced for all scenarios including conditioning data. For scenario
2 an AESD(Y ) reduction of 13.8% is observed. AESD(h) exhibits a reduction of 61.7%,
and AESD(c) shows a reduction of 19.8%. Conditioning on concentration data reduces
the uncertainty of the transmissivities as well as the uncertainty of the concentration field.
However, as in the first example it does not help to reduce the uncertainty of the hydraulic
heads. For scenario 3 the uncertainty of the hydraulic transmissivity is reduced by 16.1%,
the uncertainty of the hydraulic head field is reduced by 55.6%, and the uncertainty of the
concentration fields is reduced by 30.8%.
6.5 Summary
In this Chapter, different applications of Random Mixing (RM) were presented. It was
shown that the approach is flexible and produces meaningful results. Especially the variety
of conditioning constraints enables a wide range of possible applications. In this work, a
special focus was on nonlinear constraints which enable inverse modeling. It was for exam-
ple shown that the approach can handle inverse groundwater flow and transport problems
reasonably. The results are comparable to those obtained in already published research. The
main advantage of RM for inverse groundwater modeling is its flexibility. Compared to
other inverse modeling approaches, RM can:
1. handle a variety of linear and nonlinear constraints,
2. consider non-Gaussian spatial structures using non-Gaussian copulas,
3. consider arbitrary marginal distributions,
4. handle observations on different spatial and temporal scales,
5. distinguish between macro- and micro structure, where the macro structure can be
prior knowledge or simulated using a multiple-point approach, and the micro struc-
ture is simulated using RM,
6. handle 1.-5. all at once.
Further applications can for example be found in Yan (2014), who applied the approach to
improve conditional precipitation estimation using radar data as additional information.
Mosthaf et al. (2015) used RM to generate space-time dependent precipitation events with
a focus on urban hydrology. In Anwar (2016), a historical flood event was estimated using
precipitation simulated via RM.
7 Conclusions
Process-based geostatistics means geostatistics that are closer to the generating process. Tra-
ditional geostatistical methods usually neglect any information on the generating process
and treat observed values just as spatially distributed variables without any linkage to the
process that generated these values. This can be related to the fundamental theory behind
traditional geostatistics where spatially distributed variables are assumed to exhibit a cer-
tain dependence structure usually described via a second order moment measure, namely
a variogram or covariogram. Variograms give an average description of the dependence,
that is, they treat all quantiles of values in the same manner which leads to an ordinary
representation of usually complex features.
Recent studies showed that going beyond this second order moment description, that is,
going beyond the traditional Gaussian assumptions, a more detailed and more realistic de-
scription of the spatial dependence structure can be achieved. This also reveals more in-
formation on the generating process which can subsequently be used for a more realistic
modeling of spatially distributed variables. As an example the asymmetry function, a third
order moment measure which is able to describe the difference in the dependence between
low and high quantiles, can be used to obtain a deeper insight into the spatial dependence
structure of a certain variable. It can for example be shown that different processes treat
different quantiles of values differently which leads to non-Gaussianity of the variable of
interest. This information could then be used for a more reasonable/realistic modeling, for
example, using a copula-based approach.
In this thesis, the idea of asymmetry in spatial random fields was extended to direction-
dependent asymmetries. Certain processes exhibit dominant directions in which they
mainly act. These can lead to asymmetries in the spatial dependence structure that are dis-
tinguishable in different spatial directions. Analysis of directional dependences can lead to
a even better process-based geostatistical description of the variable of interest. Therefore,
the concept of directional dependence in spatial random fields was introduced and different
synthetical as well as real world examples have been used to demonstrate the usefulness of
this measure.
An improved description of spatial dependence is however only half the battle. To be even
more useful and to get closer to process-based geostatistical modeling, interpolation and
simulation methods reflecting the analyzed properties are required. Therefore, a new sim-
ulation algorithm which enables modeling of directional dependence was introduced. It
represents an extension of phase randomization techniques where Gaussian random fields
are simulated by randomly changing the whole set of phase angles of a Fourier transformed
random field. The new technique which is called Phase Annealing (PA) combines this idea
with the concept of copulas and simulated annealing. The main difference is that by using
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simulated annealing the phase angles are not changed totally randomly but such that the
changes lead to the fulfillment of certain predescribed conditions. The coupling to the con-
cept of copulas allows a more flexible description of the overall spatial dependence structure
and the incorporation of copula-based measures of dependence such as direction-dependent
asymmetry. Using a simple synthetical interpolation example it was shown that the method
works reasonably and that it yields results which cannot be gathered using any other geo-
statistical simulation approach.
Another novel copula-based simulation approach introduced in this thesis is called Ran-
dom Mixing (RM). RM is based on linear combinations of unconditional random fields. The
weights of the linear combination have to be selected such that certain predefined linear
constraints are fulfilled and such that the variance-covariance structure is preserved. The
approach is very flexible and different types of linear conditioning constraints can be con-
sidered. RM uses spatial copulas as spatial random functions. Thus, Gaussian as well as
non-Gaussian spatial dependencies as well as arbitrary marginal distributions can be con-
sidered. A special property of this approach allows the generation of a theoretically infinite
number of valid conditional realizations. The weights corresponding to this infinite set can
be chosen arbitrarily while all linear constraints and the spatial dependence structure re-
main fulfilled. This means that the final conditional field can be changed by changing these
weights thus also arbitrary nonlinear constraints can be considered. Nonlinear constraints
can for example be nonlinear integrals of any shape or relationships to variables related
via mathematical models. Thus, RM can handle constraints on different spatial and/or
temporal scales. Further, it is also applicable for inverse modeling problems like inverse
groundwater flow and transport modeling. In combination with the high flexibility regard-
ing the spatial dependence structure and the variety of linear and nonlinear constraints, RM
represents a reasonable alternative to existing inverse modeling approaches. Several exam-
ples were therefore used to demonstrate the inverse modeling capability of the presented
technique. Some of them were already published in other research papers to ensure compa-
rability of the achieved results.
In general, the ability to handle nonlinear constraints leads closer to process-orientated mod-
eling as the nonlinear constraints are often directly related to the process itself. Thus, such
constraints can contain useful information that can be incorporated using RM. The variety
of linear and nonlinear constraints, the flexibility regarding the spatial dependence structure
and the marginal distribution, and its efficiency makes RM a promising geostatistical tool.
To sum it up, this thesis provides means to get closer to reasonable process-based geosta-
tistical modeling. Even though, the techniques developed in this thesis deliver meaningful
results, there is still a lot to do as nature is much more complex than what we can achieve so
far.
8 Appendix
In the following, the Random Mixing (RM) procedure is explained step by step using a
small example. To keep it simple, a standard normal marginal distribution is assumed thus
no transformation according to Equation 5.1 is required.
In this example, the conditional spatial field of interest Z should exhibit a Gaussian spatial
dependence structure with an exponential correlation structure with an effective range of 9
pixel. Further, two „observations“ are considered. They are incorporated as linear equality
constraints. The observations are:
Z(25, 25) = 0.9
Z(26, 27) = 1.1
(8.1)
The simulation domain is discretized in 50×50 pixels. All spatial fields used in this example
are graphically displayed. To keep it lucid the numerical values around the conditioning
points are extracted and also displayed. In order not to need too many unconditional fields
thus to keep it simple and clear, the norm for the smooth field will be accepted if
∑n
i=1 α
2
i <
0.3.
Following the RM algorithm described in Chapter 5.7, one has to simulate at least n =
L+1 unconditional Gaussian random fields which exhibit the prescribed spatial dependence
structure (step 3). As the number of constraints is L = 2, three fields Yi are simulated first.
They are shown in Figure 8.1 (the first three fields).
Now, the weights of the linear combination according to Equation 5.10 have to be calculated
using singular value decomposition (steps 4-5). This means that the following equation
system has to be solved while minimizing the weights:
α1 · (−0.689) + α2 · 0.511 + α3 · (−1.181) = 0.9
α1 · (−0.206) + α2 · (−0.061) + α3 · (−1.730) = 1.1
(8.2)
Of course other techniques could be used but singular value decomposition is able to give
the solution with the smallest norm, that is,
∑n
i=1 α
2
i → min. Applying singular value de-
composition to the equation system above results in
α = [−0.182387, 0.088067,−0.617360] (8.3)
with
n∑
i=1
α2i = 0.42155 (8.4)
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Figure 8.1: Unconditional Gaussian random fields Yi (upper) with extracted values around
the conditioning point locations (lower). The fourth field is the additional one
generated to further reduce the norm of the weights.
These weights fulfill the two constraints defined in (8.1), that is,
(−0.182387) · (−0.689) + 0.088067 · 0.511 + (−0.617360) · (−1.181) = 0.9
(−0.182387) · (−0.206) + 0.088067 · (−0.061) + (−0.617360) · (−1.730) = 1.1
(8.5)
As
∑n
i=1 α
2
i = 0.42155 > 0.3, their norm is too high, though. In order to find weights
which also fulfill
∑n
i=1 α
2
i < 0.3 another random field Yi is generated and added to the set of
already generated fields. This field is the fourth field shown in Figure 8.1. Now, the equation
system to be solved is
α1 · (−0.689) + α2 · 0.511 + α3 · (−1.181) + α4 · (−1.630) = 0.9
α1 · (−0.206) + α2 · (−0.061) + α3 · (−1.730) + α4 · (−1.090) = 1.1
(8.6)
Again applying singular value decomposition leads to
α = [0.0005487,−0.0776200,−0.4968420,−0.216605] (8.7)
with
n∑
i=1
α2i = 0.29979 (8.8)
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These weights again fulfill the constraints defined in (8.1):
0.0005487 · (−0.689) + (−0.0776200) · 0.511+
+(−0.4968420) · (−1.181) + (−0.216605) · (−1.630) = 0.9
0.0005487 · (−0.206) + (−0.0776200) · (−0.061)+
+(−0.4968420) · (−1.730) + (−0.216605) · (−1.090) = 1.1
(8.9)
and they exhibit the required norm, that is,
∑n
i=1 α
2
i < 0.3. Applying these weights αi to
the unconditional fields Yi shown in Figure 8.1 leads to a conditional field which is shown
in Figure 8.2. It can be seen that this field is rather smooth as it exhibits a low norm, that
is,
∑n
i=1 α
2
i < 0.3. In order to find a solution with appropriate norm (
∑n
i=1 α
2
i = 1) new
unconditional random fields have to be simulated (step 8). These new unconditional fields
Vj share the same spatial properties as the fields Yi. Here, four fields Vj are simulated. They
are shown in Figure 8.3.
The fields Vj have to be combined to find fields Hm which fulfill the homogeneous condi-
tions, that is, Al(Hm) = 0 l = 1, . . . , L m = 1, . . . , J − L. As J = 4 one obtains two fields
Hm in this example (step 9). According to Equation 5.14 the corresponding weights βj,m are
βj,1 = [−0.017572, 1.305114, 1, 0]
βj,2 = [1.71350,−0.822010, 0, 1]
(8.10)
A simple cross check yields
(−0.017572) · 0.716 + 1.305114 · 1.417 = 1.837
(−0.017572) · 1.689 + 1.305114 · 0.232 = 0.273
(8.11)
thus
(−0.017572) · 0.716 + 1.305114 · 1.417 + 1.0 · (−1, 837) + 0.0 · (−0.062) = 0.0
(−0.017572) · 1.689 + 1.305114 · 0.232 + 1.0 · (−0.273) + 0.0 · (−2.705) = 0.0
(8.12)
and
1.71350 · 0.716 + (−0.822010) · 1.417 = 0.062
1.71350 · 1.689 + (−0.822010) · 0.232 = 2.705
(8.13)
thus
1.71350 · 0.716 + (−0.822010) · 1.417 + 0.0 · (−1.837) + 1.0 · (−0.062) = 0.0
1.71350 · 1.689 + (−0.822010) · 0.232 + 0.0 · (−0.273) + 1.0 · (−2.705) = 0.0
(8.14)
Applying these weights βj,m to the fields Vj shown in Figure 8.3 results in two fields fulfilling
the homogeneous conditions. They are shown in Figure 8.4.
It can be seen that these field exhibit a high spatial variablity as the norm of the weights βj,m
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Figure 8.2: Conditional random field which was calculated as linear combination of the
fields Yi shown in Figure 8.1 using the weights αi in (8.7).
Figure 8.3: Unconditional Gaussian random fields Vj (upper) with extracted values around
the conditioning point locations (lower).
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Figure 8.4: Homogeneous Gaussian randomfieldsHm (upper) with extracted values around
the conditioning point locations (lower).
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was not considered. Every combination of fields Hm will results in a field which still fulfills
the homogeneous conditions. Further, every combination of a homogeneous field and the
low norm conditional field shown in Figure 8.2 will fulfill the constraints defined in (8.1).
In order to find a field which also exhibits the appropriate covariance the weights corre-
sponding to the homogeneous component have to be normalized with respect to the weights
αi according to Equation 5.17. The two fields Hm are combined using arbitrary weights λm.
Here the selected weights are λm = [−0.620467,−0.491643]. The combination of these λ-s
with the corresponding β-s leads to the final weights for the homogeneous component
J−L∑
m=1
βj,mλm = [−0.831526,−0.405645,−0.620467,−0.491643] (8.15)
Applying these weights to the fields Vj shown in Figure 8.3 leads to another field which
fulfills the homogeneous conditions, that is,
(−0.831526) · 0.716 + (−0.405645) · 1.417+
+(−0.620467) · (−1.837) + (−0.491643) · (−0.062) = 0.0
(−0.831526) · 1.689 + (−0.405645) · 0.232+
+(−0.620467) · (−0.273) + (−0.491643) · (−2.705) = 0.0
(8.16)
The final conditional field Z can now be obtained according to Equation 5.16 with normal-
izing constant k(λ) being (step 11)
k(λ) =
√
1− 0.29979
1.482676
= 0.68721 (8.17)
For the sake of completeness, the final equation system corresponding to the constraints
according to Equation 5.16 is given by
0.0005487 · (−0.689) + (−0.0776200) · 0.511 + (−0.4968420) · (−1.181)+
+(−0.216605) · (−1.630) + 0.68721 · ((−0.831526) · 0.716 + (−0.405645) · 1.417+
+(−0.620467) · (−1.837) + (−0.491643) · (−0.062)) = 0.9
0.0005487 · (−0.206) + (−0.0776200) · (−0.061) + (−0.4968420) · (−1.730)+
+(−0.216605) · (−1.090) + 0.68721 · ((−0.831526) · 1.689 + (−0.405645) · 0.232+
+(−0.620467) · (−0.273) + (−0.491643) · (−2.705)) = 1.1
(8.18)
The resulting field Z is shown in Figure 8.5. This field Z fulfills the constraints defined in
(8.1) and exhibits the prescribed spatial dependence structure.
The step towards nonlinear constraints is now rather simple. As the weights λm can be
chosen arbitrarily, the conditional field Z can be modified while all linear constraints remain
fulfilled (step 10). If one for example takes λm = [−0.197029, 0.862127], the final weights for
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Figure 8.5: Final conditional Gaussian random field Z with extracted values around the con-
ditioning point locations corresponding toweights λm = [−0.620467,−0.491643].
Figure 8.6: Final conditional Gaussian random field Z with extracted values around the con-
ditioning point locations corresponding to weights λm = [−0.197029, 0.862127].
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the homogeneous component become
J−L∑
m=1
βj,mλm = [1.48056,−0.95703,−0.19029, 0.86213] (8.19)
with normalizing constant
k(λ) =
√
1− 0.29979
3.88754
= 0.42440 (8.20)
The resulting conditional field Z is shown in Figure 8.6. This field also fulfills the constraints
defined in (8.1) and exhibits the prescribed spatial dependence structure but it is clearly
different than the first conditional field. Thus nonlinear constraints can be incorporated
by varying the weights λm via minimization of a certain objective function as described in
Chapter 5.4.
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