Abstract. Machine Learning algorithms fed with data sets which include information such as attendance data, test scores and other student information can provide tutors with powerful tools for decision-making. Until now, much of the research has been limited to the relation between single variables and student performance. Combining multiple variables as possible predictors of dropout has generally been overlooked. The aim of this work is to present a high level architecture and a case study for a prototype machine learning tool which can automatically recognize dropout-prone students in university level distance learning classes. Tracking student progress is a time-consuming job which can be handled automatically by such a tool. While the tutors will still have an essential role in monitoring and evaluating student progress, the tool can compile the data required for reasonable and efficient monitoring. What is more, the application of the tool is not restricted to predicting drop-out prone students: it can be also used for the prediction of students' marks, for the prediction of how many students will submit a written assignment, etc. It can also help tutors explore data and build models for prediction, forecasting and classification. Finally, the underlying architecture is independent of the data set and as such it can be used to develop other similar tools
Introduction
The application of Machine Learning Techniques in predicting students' performance has been proved to be useful . It enables tutors to acquire a highly accurate level of anticipated students' performance in an automatic way, even from the beginning of an academic year solely through the use of students' demographic data. The accuracy of diagnoses produced regarding student performance increases as new curriculum data is entered during the academic year. This offers tutors more effective results.
It is a fact that student dropout occurs quite often in distance learning institutions. Dropout rates in universities providing distance learning are definitely higher than those in conventional universities. Dropout is caused by professional, academic, health, family and personal reasons, and varies depending on the educational system adopted by the institution providing distance learning as well as the selected subject of studies (Xenos et al, 2002) , (Shin & J. Kim, 1999) . Thus, a tool that could automatically recognize students with a high probability of dropout (dropout-prone students) is quite useful for tutors to take precautionary and advisory measures and thereby reduce student dropout (Chyung et al, 1998) .
In this study, we constructed a software package for predicting student performance in an ODL environment. The software tool includes several well known supervised learning algorithms which are all suitable for classification and data representation. One of the findings of long-validated research is that there is no single best machine learning method (Mitchell, 1997) . For this reason, the tool is equipped with a semi-expert system, which can guide a less experienced tutor through the methods included in the package. In accordance with the level of problem knowledge, the tutor will choose the particular method fitting best the problem at hand. Weka (Witten & Frank, 2000) and MLC++ are well known collections of machine learning algorithms for solving real-world data mining problems which require expert users to find the most suitable algorithms for a specific data set. Thus, a regular user (tutor in this case) cannot easily find the most suitable method for her or his problem. In addition, with an eye towards making the tool more user-friendly, we developed a software component for finding the best feature selection technique for the specific data set, in order to make the produced classifier as easily understandable and accurate as possible. Finally, the tool can inform tutors about useful correlations between students' characteristics and present the ranking of the attributes' influence in creating the final prediction.
Section 2 presents the tool architecture. Section 3 presents a case study of the tool using data provided by the 'informatics' course of the Hellenic Open University. Finally, Section 4 discusses our conclusions and some future research directions.
Tool Architecture
The presented tool contains multiple GUI tools to help the tutor in accessing and analysing data. It must be mentioned that in order to be independent of platforms, our software package is implemented in Java. The general architecture of the tool is presented in Figure 1 and contains six major software components:
• The Machine Learning component, which includes the best known learning algorithms. It is also equipped with a kind of consulting system, included in the package, which guides the tutor through the most suitable learning algorithm for their problem.
• The association rules component, which includes an association rules algorithm that can inform tutors about useful correlations between students' characteristics.
• The data statistics component, which is able to present useful information about the data set such as the presence or absence of missing attribute values, the frequency of each attribute value etc. It can also present the ranking of the attributes' influence in creating the final prediction.
• The Feature Selection component, which includes the best known wrapper feature selection algorithms. It is also equipped with a kind of consulting system, which guides the tutor to the most suitable feature selection algorithm for the selected learning algorithm.
• The Balancer is the component that reweighs the data set. Because a data set may be imbalanced, e.g. many more students continue their studies than dropout; the tool can handle the imbalance problem by keeping the relationship between false negative and false positive costs to be the inverse of the assumed priors.
• The HTML exporter is the component that enables tutor to export a dynamic html page that can be used by students to track their progress. This html page uses Javascript in order to support interaction. In the following subsections, we describe these components in more detail, starting with the Machine Learning component.
Machine Learning component
Before describing this component, some very basic machine learning definitions must be given. Machine learning explores algorithms that reason from externally supplied instances (input set) to produce general hypotheses (classifiers), which will make predictions about future instances. Every instance in the data set is represented using the same set of features. The features may be continuous, categorical or binary. If instances are given with known labels (the corresponding correct outputs) then the learning is called supervised. In other words, the goal of supervised learning is to build a concise model of the distribution of the class label in terms of the predictor features. The resulting classifier is then used to assign class labels to the testing instances where the values of the predictor features are known but the value of the class label is unknown.
Typically, a classifier can make two types of classification errors in new examples for a two-class problem. It can misclassify positive instances as negative as well as negative instances as positive. The rate of correct predictions made by the classifier is the prediction accuracy of this classifier in the specific data set.
Below, we will briefly describe the most well known supervised machine learning techniques and the representative algorithms of these techniques which are included in this component. In brief, the component includes a representative algorithm of the six most common machine learning techniques namely Decision Trees (Murthy, 1998) , Neural Networks (Mitchell, 1997) , Naive Bayes (Domingos and Pazzani, 1997) , Instance-Based Learning (Aha, 1997) , Rule-Based Learning (Furnkranz, 1999) and Support Vector Machines (Burges, 1998) . It must be also mentioned that free available source code for the representative algorithms was used for this component (Witten & Frank, 2000) .
Decision trees are trees that classify instances by sorting them based on attribute values. Each node in a decision tree represents an attribute in an instance to be classified, and each branch represents a value that the node can take. A recent overview of existing work in decision trees is provided in (Mitchell, 1997) . The attribute that best divides the training data would be the root node of the decision tree. The same procedure is then repeated on each partition of the divided data, creating sub trees until the training data is divided into subsets of the same class. After the tree construction, new instances are classified based on their attribute values, beginning from the root node. The most commonly used C4.5 algorithm (Quinlan, 1993) was used as the representative of the decision trees in our tool.
Artificial Neural Networks (ANNs) are another method of inductive learning and are based on computational models of biological neurons (Mitchell, 1997) . A multi layer neural network consists of large number of units (neurons) joined together in a pattern of connections. Classification in a neural network takes place in two distinct phases. First, the network is trained on a set of paired data to determine input-output mapping. The weights of the connections between neurons are then fixed and the network is used to determine the classifications of a new set of data. The most well known learning algorithm which is used to estimate the values of the weights of a neural network -the Back Propagation (BP) algorithm (Mitchell, 1997) -was the representative of the ANNs in our tool.
Naive Bayes classifier is the simplest form of Bayesian network (Domingos and Pazzani, 1997) . This algorithm works on the assumption that every attribute is independent from the rest of the attributes, given the state of the class attribute. The Bayes rule is used to estimate the conditional probability of a class label, and the assumption is then made on the model to decompose this probability into a product of conditional probabilities. The assumption of independence is, clearly, almost always wrong. However, a large-scale comparison of the Naive Bayes classifier with state-ofthe-art algorithms on standard benchmark datasets found it to be sometimes superior to each of the other learning schemes, even on some datasets with substantial attribute dependencies (Domingos and Pazzani, 1997) .
In rule induction systems, a decision rule is defined as a sequence of Boolean clauses linked by logical AND operators that together imply membership in a particular class. The general goal is to construct the smallest rule-set that is consistent with the training data (Furnkranz, 1999) . A large number of learned rules is usually a sign that the learning algorithm is trying to "remember" the training set, instead of discovering the assumptions that govern it. During classification, the left hand sides of the rules are applied sequentially until one of them is evaluated as true, and then the implied class label from the right hand side of the rule is offered as the class prediction. The RIPPER algorithm (Cohen, 1995) was the representative of the rule-learning techniques in our tool because it is one of the most often used methods that produce classification rules.
Instance-based learning algorithms belong in the category of lazy-learning algorithms (Mitchell, 1997) , as they delay the induction process until classification is performed. One of the most straightforward instance-based learning algorithms is the nearest neighbour algorithm (Aha, 1997) . K-Nearest Neighbour (kNN) assumes that the instances within a data set will generally exist in close proximity with other instances of the similar class. The value of the label of an unclassified instance can be determined by observing the class of its nearest neighbours. The 3-NN algorithm combines resistance to noise with less time for classification than using a larger k for kNN, which was used in our tool (Wettschereck et al, 1997) .
The SVM technique revolves around the notion of a 'margin' that separates two data classes. Maximizing the margin and thereby creating the largest possible distance between the separating hyperplanes can reduce the upper bound on the expected generalization error (Burges, 1998) . However, most real-world problems involve nonseparable data for which no hyperplane exists that successfully separates positive from negative instances in the training set. The solution in such cases is to map the data into a higher-dimensional space and define a separating hyperplane there. The Sequential Minimal Optimization (or SMO) algorithm was the representative of the SVMs in our tool as one of the fastest methods to train SVMs (Platt, 1999) .
What is more, the machine learning component of the tool can assist the tutor in finding the most accurate algorithm for the specific data set by allowing him/her to use the 'Auto model selection' procedure. The implemented methodology for 'Auto model selection' is the following four step strategy:
• The data set is divided at random into three equal parts.
• Two of these parts are used for training the algorithms and the remaining data is the testing set.
• The results of three tests are averaged and the algorithm that achieves the highest accuracy is selected. • The selected algorithm is then executed on the full training set to produce the prediction model.
Association rules component
Before the description of this component, some very basic association rule mining definitions must be given. The task of association rule mining is to find certain association relationships among a set of attributes in a database. Each rule has two measurements, support and confidence. The rule X => Y has support s in the data set D if s% of instances in D contains X \/ Y. The rule has confidence c if c% of instances in D that contains X also contains Y.
A rule that has a very high confidence (i.e., close to 1.0) is often very important, because it provides an accurate prediction on the association of the items in the rule. The support of a rule is also important, since it indicates how frequent the rule is in the transactions. Rules that have very small support are often uninteresting, since they do not describe significantly large populations.
The most well known association rules algorithm -Apriori -is used by our tool's component (Agrawal and Srikant, 1994) . The association rule discovery is composed of two steps. The first step is to discover all the frequent item-sets (candidate sets that have more support than the minimum support threshold specified). The second step is to generate association rules from these frequent item-sets.
Data statistics component
This component displays summary statistics about the attributes such as: type, percentage of missing/unique values and number of distinct values. For numeric attributes, it also gives some other statistics (mean/SD), while for nominal attributes it also gives counts for each attribute value.
In addition, this component, apart from making simple statistics measurements about attributes, can also find the attributes that most influence induction in an attempt to partially identify the reasons for student failure. It evaluates attributes individually by measuring gain ratio with respect to the class.
If the training set S is partitioned into V subset S 1 , …, S V according to the V different values of a feature X, the mutual information between feature X and class attribute Y is defined as:
The mutual information gain criterion has a strong bias in favor of features with many different values. Gain ratio rectifies this bias by a kind of normalization:
which represents the potential information generated by dividing S into V partitions, whereas
Gain X split info X ≡ expresses the proportion of information generated by the partition.
In the sequel, the component ranks the attributes according to their influence in making the final prediction.
Feature selection component
Before the description of this component, some very basic definitions for feature selection must be given. Feature selection is the process of identifying and removing from a training data set as much irrelevant and redundant features as possible from a training dataset. This reduces the dimensionality of the data and may allow learning algorithms to operate faster and more effectively. Feature selection algorithms in general have two components 8 : a selection algorithm that generates proposed subsets of features and attempts to find an optimal subset; and an evaluation algorithm that determines how 'good' a proposed feature subset is, providing some measure of its efficacy to the selection algorithm. Wrapper methods wrap the feature selection around the induction algorithm to be used, using cross-validation to predict the benefits of adding or removing a feature from the feature subset used. In this component, there are two well known wrapper selection algorithms that try to evaluate the different subsets of the features on the learning algorithm and retain the subsets that perform best.
The Best First search starts with an empty set of features and generates all possible single feature expansions (Kohavi and John, 1997) . The subset with the highest evaluation is chosen and expanded in the same manner by adding single features. If expanding a subset results in no improvement, the search drops back to the next best unexpanded subset and continues from there. A Best First search will carefully explore the entire search space, regardless of real-world time constraints, so it is common to limit the number of subsets expanded that result in no improvement. The best subset found is returned when the search terminates. The Best First search can be combined with forward or backward selection.
Another feature selection technique is carried out with the usage of genetic algorithms (Witten & Frank, 2000) . A solution is typically a fixed length binary string representing a feature subset; the value of each position in the string represents the presence or absence of a particular feature. The algorithm is an iterative process where each successive generation is produced by applying genetic operators such as crossover and mutation to the members of the current generation. Mutation randomly changes some of the values in a subset randomly, thus adding or deleting features. Crossover combines different features from a pair of subsets into a new subset. The application of genetic operators to population members is determined by their fitness.
What is more, the feature selection component can assist the tutors in finding the most appropriate feature selection algorithm for their preferable learning algorithm by allowing them to use the 'Auto model selection' procedure. The implemented methodology for 'Auto model selection' is the following four steps strategy:
• Two of these parts are used as input to the wrapper feature selection algorithms and the remaining data is the testing set.
• The results of three tests are averaged and the feature selection algorithm that achieves the highest accuracy for the specific learning algorithm is selected.
Balancer component
A classifier induced from an imbalanced data set has, typically, a low error rate for the majority class and an unacceptable error rate for the minority class (Japkowicz & Stephen, 2002) . Because the cost of performing well on the over-represented class outweighs the cost of poor performance on the smaller class, learning algorithms may ignore classes containing few instances.
This component handles this problem by keeping the relationship between false negative and false positive costs to be the inverse of the assumed priors. The component reweighs data sets in cases where, in a two-class problem, the majority class represents more than 60% (e.g. more than 60% of the students continue their studies than drop out).
HTML exporter Component
It is important for the tutors to provide a dynamic html page that can be used by students to track their progress in the web page of the module (course). This component gives tutors the opportunity to export such html pages without their having knowledge of Javascript. Tutors only need to input the training data of their module and the tool automatically creates the Javascript code of the selected classifier.
The next section presents a case study of the tool, using data provided by the 'informatics' course of the Hellenic Open University.
Case Study
The central problem of this case study was the prediction of student dropout in distance education course. There is a critical need for open universities to be able to predict potential dropout rate of their students with a certain, non-negotiable level of accuracy. By pinpointing possible student characteristics that lead to high rates of dropout, tutors will be able to interact with students at risk. Until now, much of the research has been limited to the relation between single variables and completion rates. The combining of multiple variables as possible predictors of dropout has generally been overlooked.
In the following, the process of the usage of the presented tool is described. The first step is the collection of the data set. Tutor selects the fields (attributes, features) that are the most informative. The simplest method is a 'brute-force', which indicates the measuring of everything available and only hopes that the right (informative, relevant) attributes are among them. Supposing the tutor has collected some data and wants to use them for prediction, a common situation is for the data to be stored in a spreadsheet or database. The tool expects the spreadsheet to be in CSV (Comma-Separated Value) file format. The CSV file format is often used to exchange data between disparate applications. The file format, as it is used in Microsoft Excel, has become a near-standard throughout the industry, even among non-Microsoft platforms. The tool assumes that the first row of the CSV file is used for the names of the attributes. There is no restriction on the attributes' order, however, the class attribute must be in the last column.
Once the database is in a single relation, each attribute is automatically examined to determine its data type -for example, whether it contains numerical or symbolic information. Numerical values may include information such as student age, while symbolic values might be the marital status of the students. This information may be ascertained from the original database, but there are a number of pitfalls. Databases that have been designed for custom software may contain numeric values that are actually not to be treated as numbers but rather as codes describing a particular condition. For example, a feature may have the value -1 to indicate that no measurement was recorded. In such cases, one may replace the -1 with a "?" token. Another example is a field in the database that is of type integer but whose contents are not used arithmetically. This may arise in the case of an identification number field, for which certain operations-such as taking the average of the field's values-are meaningless. Changing the field to one where the numbers are treated as nominal values would eliminate the possibility of the system creating inappropriate rules.
The choice of which specific learning algorithm to use for producing the classifier is a critical step. Once preliminary testing is judged to be satisfactory, the classifier (mapping from unlabeled instances to classes) is available for routine use. Evaluation is most often based on error rate.
For the purpose of our case study the 'Informatics' course of the Hellenic Open University (HOU) provided the data. The HOU offers university-level education through distance learning. Students of the Introduction to Informatics (INF10) module have to hand in 4 written assignments during an academic year, participate in 4 optional face-toface consulting meetings with their tutors and sit for the final examination. A student has to submit at least three of the four assignments. Tutors evaluate these assignments according to the 10-grade marking system of the Hellenic Universities. A mark greater than or equal to 20 should be obtained in total for the handed-in assignments in order for a student to be able to sit for the final examination test.
Given this structure of study, it is very important for tutors to recognize academicallyat-risk students before the middle of the period. Thus, the number of attributes that can be collected before the middle of the period was used in our case study in order to predict these students. The set of attributes in our case study was divided into 2 groups: the 'Demographic' group and the 'Students' performance' group.
The 'Demographic' group represents attributes, concerning students' sex, age, marital status, number of children and occupation. The previous -post-secondary -education in the field of informatics and the association between students' job and computers were also taken into account. In detail, a student who has attended at least a seminar (of 100 hours or more) on Informatics would be characterized as having computer knowledge. Furthermore, a student who used software packages (such as a word processor) at her or his job without having any in-depth knowledge of informatics was considered to be a 'junior-user', while a student who worked as programmer was considered to be a 'senior user'. In the remaining cases students' job were listed as 'no' concerning association with computers (Table 1) . The 'Students' performance' group represented attributes concerning the students' marks in the first two written assignments and their presence or absence in the first two face-to-face meetings. Marks in the written assignments were categorized into five groups where 'no' meant no submission of the specific assignment, 'fail' meant a mark less that 5, 'good' meant a mark between 5 and 7 and 'excellent' meant a mark higher than 7.5. To sum up, the 'Student performance group' attributes, along with their possible values, are presented in Table 2 . A number of attributes contained a predominance of missing values: these could be quickly identified through visualization, and had to be eliminated. The final csv file of our case study is presented in Figure 2 . It must be mentioned that the used attributes are not a conclusive list. An extension can introduce new attributes that were not in the current database, but are collectable by tutors and may potentially contribute to the prediction of academic achievement, for example, measures of different intellectual abilities, interests, motivation, and personality traits of students.
The training phase can be divided into steps according to the attributes the tutor gives to the tool for the classification of a specific instance (student). This depends on the attribute values at the disposal of the tutor. For example, in this case study the 1st step (DEMOG) can include the demographic data and the resulting class (dropout or not). The 2nd step (FTOF-1) can include both the demographic data along with the data from the first face-to-face meeting and the resulting class. The 3rd step (WRI-1) can include data used for the 2nd step and the data from the first written assignment. The 4th step (FTOF-2) can include data used for the 3rd step and the data from the second face-to-face meeting and the 5th step (WRI-2) can include all the available attributes.
After the tutor's selection of the attributes that characterise the student for whom s/he wants to make the prediction, the tool automatically uses the corresponding attributes (training step) to train the learning algorithm. It must be mentioned that the tutor can also import an Excel cvs file with all the students he/she wants to make predictions about. Independently of whether the tutor wants to predict values for one or a group of students s/he has to choose the most preferable algorithm to learn via the suitable combo-box (Figure 3) . At this point, it must be mentioned that tutors need to ask themselves what they really want to "discover" from the data. For example, if they are interested in generating understandable hypotheses, then the rule-based, or the decision tree learning algorithm, should be used. It must be mentioned that assessment of an algorithm's practicality depends very much on tutors' preferences and priorities. Optionally, the tutor can let the tool find the most accurate algorithm for the specific data set via 'Auto model selection'. After training the learning algorithm, the tutor is able to see the produced classifier. For example, the results obtained from the specific data set can be divided into rule groups using the embedded decision tree algorithm (Figure 4) . Next, the tutor can identify a list of weak students and maybe select the special on-line courses that each potentially weak student should be required to attend.
The tutor can also choose the most preferable wrapper feature selection algorithm (if any) for the learning algorithm (Figure 3) . It is important for such a tool to use feature selection because the identification of the most important student attributes, apart from pedagogical benefits, reduces the information that needs to be stored for the induction of the learning algorithm and very often improves the prediction accuracy. According to an experiment with 20 data sets , the Best First backward selection is, on average, a slightly better wrapper feature selection method than the Naïve Bayes Classifier. Genetic search selection is slightly better than the C4.5 classifier, while Best First forward selection is slightly superior to both the RIPPER and the 3-NN classifier. However, none of the feature selection algorithms is consistently exhibits superior performance in all data sets. For this reason, the tutor can let the tool find the most suitable feature selection algorithm for the specific learning algorithm and data set via 'Auto model selection'. Of course, this takes some time to complete (from a few seconds to a few minutes). The ranking of the attributes' influence has brought considerable benefits; by helping the tutors to better understand the characteristics of the population that most affect academic achievement. For example, in our case study, the demographic attributes that mostly influenced the induction were 'computer knowledge' and 'job associated with computers' (Figure 5 ). In addition, it was found that 1st face-to-face meeting did not have a large value of information gain. A possible reason is that almost all students came to the first meeting, thus making the value of the given information of this attribute minimal and perhaps confusing. The tutor is also able to see the attributes' correlation with the application of the embedded association rules algorithm. Different association rules may give useful information (Figure 6 ). For instance, according to the specific data set if a student manages to have a mark in the second written assignment greater than 7, then the probability predicted of not dropping out is 96% in such case. The last step in the procedure is that the tutor can produce a dynamic html page that students can use to track their progress. A screen shot of such an html page is presented in Figure 7 . Adult students should be free to determine their workload; however, they should also have complete information about the effort that is required by the course. The web page allows students to see the predicted classification according to their demographic attributes and the available attributes of group performance. As was to be expected, the accuracy of the web diagnosis of students' performance increased as new curriculum data was entered during the academic year.
An interesting issue is the number of training examples that must be available to a learning algorithm in order for it to predict the students' performance with satisfactory accuracy. For this reason, we trained the algorithms on different subsets of our training set and evaluated their performance using the ten groups of data for the next academic year. For a given number of training examples, we randomly selected ten subsets of the same size and the average prediction accuracy for the given number of the training examples was calculated. From the experiments, we conclude that even small data sets (i.e. 30 examples that correspond to the number of students in a single tutor class in Hellenic Open University) provide sufficient accuracy. However, it seems that at least 60 examples were needed for more satisfactory predictive accuracy. Finally, it must be mentioned that the application of the tool is not restricted to predicting drop-out prone student, it can also be used to predict of students' marks, or the number of how many students will submit a certain written assignment, etc. With so much information and so many diverse needs, it is foreseeable that such integrated machine learning systems, able to cater for the special needs of a particular education institution, will be in great demand in the 21st century.
Conclusion
As more and more students enter online learning environments, databases concerning student access and study patterns will grow. Having information such as test scores and other student information available electronically can provide tutors with powerful tools for decision-making. In this paper, we have presented a tool that uses machine learning techniques to predict student performance. We hope that the information produced by the tool can be usefully applied by tutors to minimize the number of dropout-prone students by providing them with extra teaching material or any other support.
The implemented software tool includes several well-known methods suitable for classification and data representation and is also equipped with a semi-expert system, which can guide a less experienced tutor through the methods included in the package. Tracking student progress is a time-consuming job that can be handled automatically by such a tool. While tutors still will have an essential role in monitoring and evaluating student progress, the tool can compile the data required for reasonable and efficient monitoring. Its special machine learning techniques can help tutors to explore data and build models for prediction, forecasting and classification.
Despite the fact that we only presented a single case study of the tool with a data set from Hellenic Open University, most of our conclusions are wide-ranging and the application of the tool is promising for the majority of the distance education programs. For instance, it is a fact that the reasons which lead students to drop out vary from one program to another. The implemented tool can easily analyse the reasons that lead students to dropout in different programs of studies used in exactly the same way. The tool only needs the dataset from the different programs of studies. What is more, the application of the tool does not only predict drop-out prone students, but it can also be used to predict students' marks and how many students will come to a face to face meeting. To do so, tutors can add columns which correspond to attribute data to the end of the Excel cvs file for the attributes they want predictions for.
In a future work, we will apply machine-learning techniques with the goal of classifying, based on their behaviour and usage patterns (Lei et al, 2003) . For example, to find groups of students who use online resources in a similar way? With this information, tutors can help a student use available resources better, based on the use of these resource by other students in their groups. Moreover, the usage of Machine Learning in adaptive educational systems can construct systems that are automatically improved by experience (Romero et al, 2003) . Key characteristics of the learning material (learning units) and the learning habits of a student may constitute the training set for a supervised learning algorithm. The learning algorithm will then create a model of the student's decision making process that can be used to emulate the user's decisions on future instances (learning units).
Note
The tool is available in the web page: http://www.math.upatras.gr/~esdlab/Prototype-tool/ The Java Virtual Machine (JVM) 1.2 or newer is needed for the execution of the program.
