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Critical sets of bounded analytic functions, zero sets of Bergman spaces
and nonpositive curvature
Daniela Kraus
Abstract. A classical result due to Blaschke states that for every analytic self–map f of
the open unit disk of the complex plane there exists a Blaschke product B such that the
zero sets of f and B agree. In this paper we show that there is an analogue statement
for critical sets, i.e. for every analytic self–map f of the open unit disk there is even an
indestructible Blaschke product B such that the critical sets of f and B coincide. We
further relate the problem of describing the critical sets of bounded analytic functions
to the problem of characterizing the zero sets of some weighted Bergman space as well
as to the Berger–Nirenberg problem from differential geometry. By solving the Berger–
Nirenberg problem for a special case we identify the critical sets of bounded analytic
functions with the zero sets of the weighted Bergman space A2
1
.
1 Introduction
A sequence (z
j
) of points in a domain G of the complex plane C is called the zero set of
an analytic function f : G ! C , if f vanishes precisely on this set (z
j
). This means that
f(z) 6= 0 for z 2 Gn(z
j
) and if the point  2 G occurs m times in the sequence (z
j
), then f
has a zero at  of precise order m. By definition, the critical set of a nonconstant analytic
function is the zero set of its first derivative. There is an extensive literature on critical sets.
In particular, there are many interesting results on the relation between the zeros and the
critical points of analytic and harmonic functions. A classical reference for this is the book
of Walsh [54].
In this paper we study the problem of describing the critical sets of analytic self–maps of
the open unit disk D of the complex plane C . For this purpose the classical characterization
of the zero sets of bounded analytic functions due to Jensen [26], Blaschke [6] and F. and
R. Nevanlinna [42] serves as a kind of model.
Theorem A
Let (z
j
) be a sequence in D . Then the following statements are equivalent.
(a) There is an analytic self–map of D with zero set (z
j
).
(b) There is a Blaschke product B with zero set (z
j
), i.e. B(z) =
1
Y
j=1
z
j
jz
j
j
z
j
  z
1  z
j
z
.
(c) The sequence (z
j
) fulfills the Blaschke condition, i.e.
1
P
j=1
 
1  jz
j
j

< +1 :
(d) There is a function in the Nevanlinna class N with zero set (z
j
).
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Let us recall that a function f analytic in D belongs to N if and only if the integrals
2
Z
0
log
+
jf(re
it
)j dt
remain bounded as r! 1.
For the special case of a finite sequence a result related to Theorem A but for critical sets
instead of zero sets can be found in work of Heins [21, §29], Wang & Peng [55], Zakeri [59]
and Stephenson [52]: For every finite sequence C = (z
j
) in D there is always a finite Blaschke
product whose critical set coincides with C. A recent first generalization of this result to
infinite sequences is discussed in [32]. There it is shown that every Blaschke sequence (z
j
) is
the critical set of an infinite Blaschke product. However, the converse to this, known as the
Bloch–Nevanlinna conjecture [15], is false. There do exist Blaschke products, whose critical
sets fail to satisfy the Blaschke condition, see [13, Theorem 3.6]. Thus the critical sets of
bounded analytic functions are not just the Blaschke sequences and the situation for critical
sets seems more subtle than for zero sets.
The main result of this paper is the following counterpart of Theorem A for critical sets of
bounded analytic functions.
Theorem 1.1
Let (z
j
) be a sequence in D . Then the following statements are equivalent.
(a) There is an analytic self–map of D with critical set (z
j
).
(b) There is an indestructible Blaschke product with critical set (z
j
).
(c) There is a function in the weighted Bergman space A2
1
with zero set (z
j
).
(d) There is a function in the Nevanlinna class N with critical set (z
j
).
We note that a Blaschke product B is said to be indestructible, if T ÆB is a Blaschke product
for every unit disk automorphism T , see [13, p. 51]. The weighted Bergman space A2
1
consists
of all functions analytic in D for which
ZZ
D
(1  jzj
2
) jf(z)j
2
d
z
< +1 ;
where 
z
denotes two–dimensional Lebesgue measure with respect to z, see for instance [20,
p. 2].
A few remarks are in order. First, implication (d) ) (a) of Theorem 1.1 is an old result by
Heins [21, §30]. However, as part of this paper we provide a new and different approach to
this result.
Second, the simple geometric characterization of the zero sets of bounded analytic functions
via the Blaschke condition (c) in Theorem A has not found an explicit counterpart for critical
sets yet. However, condition (c) of Theorem 1.1 might be seen as an implicit substitute. The
zero sets of (weighted) Bergman space functions have intensively been studied in the 1970’s
and 1990’s by Horowitz [23, 24], Korenblum [30] and Seip [48, 49]. As a result quite sharp
necessary as well as sufficient conditions for a sequence to be the zero set of a Bergman space
function are available. In view of Theorem 1.1 all these results about zero sets of Bergman
space functions carry now over to the critical sets of bounded analytic functions and vice
2
versa. Unfortunately, a geometric characterization of the zero sets of (weighted) Bergman
space functions is still unknown, “and it is well known that this problem is very difficult”,
cf. [20, p. 133].
Although, at first sight Theorem 1.1 appears to be a result exclusively in the realm of complex
analysis, the ideas of its proof have their origin in differential geometry and partial differential
equations. We now give a brief account of the relevant interconnections.
Conformal metrics and associated analytic functions
The proof of implication (a) ) (b) of Theorem 1.1 relies on conformal pseudometrics with
Gauss curvature bounded above by  4. The key steps are the following. Suppose f is a
nonconstant analytic self–map of D with critical set C = (z
j
). Then the pullback of the
Poincaré metric

D
(w) jdwj =
1
1  jwj
2
jdwj
for D with constant curvature  4 via f , i.e.
(z) jdzj =
jf
0
(z)j
1  jf(z)j
2
jdzj ;
induces a conformal pseudometric of constant curvature 4 which vanishes on C (cf. Definition
2.6). This allows us to apply a version of Perron’s method1 for conformal pseudometrics
which guarantees a unique maximal conformal pseudometric 
max
(z) jdzj on D with constant
curvature  4 which vanishes precisely on C. Now an extension of Liouville’s representation
theorem (Theorem 2.7) says that every conformal pseudometric with constant curvature  4
and zero set C can be represented as the pullback of the Poincaré metric 
D
(w) jdwj via an
analytic self–map of D . In particular,

max
(z) jdzj =
jF
0
(z)j
1  jF (z)j
2
jdzj
for some analytic self–map F of D . We call F a maximal function for C since it is a “developing
map” of the maximal conformal pseudometric with constant curvature  4 and zero set C.
Now, roughly speaking, the maximality of 
max
(z) jdzj forces its developing map F to be
maximal. More precisely, we have the following result.
Theorem 1.2
Every maximal function is an indestructible Blaschke product.
We note that in case of a finite sequence C the maximal functions are just the finite branched
coverings of D . One is therefore inclined to consider maximal functions for infinite branch
sets as “infinite branched coverings”:
critical set maximal function mapping properties
C = ; automorphism of D unbranched covering of D ;
conformal self–map of D
C finite finite Blaschke product finite branched covering of D
C infinite indestructible infinite
Blaschke product
“ infinite branched covering of D ”
1See Subsection 2.5, in particular Theorem 2.21.
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Hence maximal conformal pseudometrics of constant negative curvature and their associated
maximal functions are of special interest for function theoretic considerations. The class of
maximal conformal pseudometrics and their corresponding maximal functions have already
been studied by Heins in [21, §25 & §26]. Heins discusses some necessary as well as sufficient
conditions for maximal functions regarding their topological properties. He also posed the
problem of characterizing maximal functions, cf. [21, §26, §29]. Theorem 1.2 gives a partial
answer to Heins’ question.
The Gauss curvature PDE and the Berger–Nirenberg problem
Heins’ proof of implication (d) ) (a) of Theorem 1.1 relies on conformal pseudometrics
with curvature bounded above by  4. Our approach is more general and will be based on
the Gauss curvature equation and an extension of Liouville’s representation theorem, see
Theorem 2.7. It uses the following idea. Suppose g is a nonconstant holomorphic function
on D . We consider the Gauss curvature equation
u = 4 jg
0
(z)j
2
e
2u (1.1)
on D . Here  denotes the standard Laplacian. If we can guarantee the existence of a
realvalued C2–solution u : D ! R to this PDE, then (z) jdzj := jg0(z)j eu(z) jdzj turns out
to be a conformal pseudometric of constant curvature  4 on D which vanishes on the critical
set of g. Hence by Theorem 2.7,
(z) jdzj =
jf
0
(z)j
1  jf(z)j
2
jdzj
for some analytic self–map f of D and so the critical set of f agrees with the critical set of g.
In short, if for an analytic function g in D the equation (1.1) has a solution on D , then there
exists an analytic self–map f of D such that the critical sets of g and f coincide. Thus the
main point is to characterize those holomorphic functions g : D ! C for which the PDE (1.1)
has a solution on D . In fact this problem is a special case of the well–known Berger–Nirenberg
problem from differential geometry, i.e. the question, whether for a Riemann surface R and
a given function  : R! R there exists a conformal metric on R with Gauss curvature .
We note that the Berger–Nirenberg problem is well–understood for the projective plane,
see [40], and has been extensively studied for compact Riemann surfaces, see for instance
[2, 8, 27, 53] as well as for the complex plane [3, 10, 43]. However much less is known for
proper subdomains G of the complex plane, see [5, 25, 28]. In this situation the Berger–
Nirenberg problem reduces to the question if for a given function k : G ! R the Gauss
curvature equation
u = k(z) e
2u (1.2)
has a solution on G. We just note that k is the negative of the curvature  of the conformal
metric eu(z) jdzj.
In Theorem 3.1 we give some necessary as well as sufficient conditions for the solvability of
the Gauss curvature equation (1.2) only in terms of the function k. For instance, we shall
see that the Gauss curvature equation (1.2) has a solution on D if k is a nonnegative locally
Hölder continuous function on D and
ZZ
D
(1  jzj
2
) k(z) d
z
< +1 : (1.3)
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Let us make some remarks. First, this result generalizes previous results by Kalka & Yang in
[28]. There the authors find a family of nonnegative locally Hölder continuous functions k
j
on D tending uniformly to +1 at the boundary of D such that if k is an essentially positive
function (see page 19) which satisfies k  k
j
on D for some j, then (1.2) has a solution on D .
We note that all k
j
are radially symmetric and fulfill (1.3), see Example 3.6 as well as the
comments following Example 3.6.
Secondly, although condition (1.3) is not necessary for the existence of a solution to (1.2) on
D it is strong enough to deduce a necessary and sufficient condition for the solvability of the
Gauss curvature equation of the particular form (1.1):
Theorem 1.3
Let g : D ! C be an analytic function. Then the Gauss curvature equation (1.1) has a
solution on D if and only if g0 has a representation as a product of an A2
1
function and a
nonvanishing analytic function in D .
We note that Theorem 1.3 solves the Berger–Nirenberg problem for the special case R = D
and curvature functions of the form (z) =  j'(z)j2 where ' is analytic in D .
A second observation is that Theorem 1.3 leads to a characterization of the class of all
holomorphic functions g : D ! C whose critical sets coincide with the critical sets of the
class of bounded analytic function, see Section 5 for more details.
Finally, let us return to the implication (d) ) (a) of Theorem 1.1. Suppose g is a function
in the Nevanlinna class. Then it turns out that g0 is the product of an A2
1
function and a
nonvanishing function, see the proof of Theorem 1.1 in Section 5. Consequently, by Theorem
1.3 the Gauss curvature equation (1.1) has a solution which as we have seen implies that
there exists a bounded analytic function such that the critical sets of these two functions
agree.
We now will give a brief outline of the paper and record in passing some further results,
which might be of interest in their own right. In Section 2 we discuss the theory of conformal
pseudometrics with curvature bounded above by  4 as far as it is needed for this paper.
We begin with some introductory material in Subsection 2.1. Subsection 2.2 is devoted to
Liouville’s theorem and some of its extensions. We then relate in Subsection 2.3 the growth
of a conformal pseudometric with constant negative curvature on D with inner functions.
This leads for instance to the following result, which might be viewed as an extension of
Heins’ characterization of finite Blaschke products [22]2.
Corollary 1.4
Let f : D ! D be an analytic function. Then the following statements are equivalent.
(a) \ lim
z!
 
1  jzj
2

jf
0
(z)j
1  jf(z)j
2
= 1 for a.e.  2 D .
(b) f is an inner function with finite angular derivative at almost every point of D .
Here, \ lim denotes the nontangential limit.
Subsection 2.4 will focus on some properties of conformal pseudometrics with curvature
bounded above by  4. Finally, in Subsection 2.5 we apply Perron’s method to guarantee the
2Cf. Theorem B in Subsection 2.3.
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existence of maximal conformal pseudometrics with constant curvature  4 and preassigned
zeros.
In Section 3 we turn to the Berger–Nirenberg problem for planar domains. Subsection 3.1
contains the main results, illustrative examples and remarks. In particular, we establish some
necessary and some sufficient conditions for the solvability of the Gauss curvature equation
only in terms of the curvature function and the domain in Theorem 3.1 and Corollary 3.2.
As a consequence of these conditions, we obtain Theorem 1.3. The proofs of the results are
deferred to Subsection 3.2 and Subsection 3.3.
Section 4 treats maximal functions. We begin with the proof of Theorem 1.2 as well as of the
equivalence of (a) and (b) in Theorem 1.1. We then discuss maximal functions whose critical
sets form finite and Blaschke sequences respectively in more detail. For instance, maximal
functions with finite critical sets are finite Blaschke products and vice versa. This together
with Theorem 1.2 implies a series of refined Schwarz–Pick type inequalities:
Corollary 1.5
Let f : D ! D be a nonconstant analytic function with critical set C and let C be a
subsequence of C. Then there exists a (indestructible) Blaschke product F with critical set
C
 such that
jf
0
(z)j
1  jf(z)j
2

jF
0
(z)j
1  jF (z)j
2
; z 2 D :
If C is finite, then F is a finite Blaschke product.
Furthermore, f = T Æ F for some automorphism T of D if and only if
lim
z!w
jf
0
(z)j
1  jf(z)j
2
1  jF (z)j
2
jF
0
(z)j
= 1
for some w 2 D .
We note that for finite sequences C Corollary 1.5 is a classical result of Nehari [41]. Since
infinite sequences are explicitly allowed in Corollary 1.5, it generalizes Nehari’s result. In
addition, for C = C 6= ; we get a best possible sharpening
jf
0
(z)j
1  jf(z)j
2

jF
0
(z)j
1  jF (z)j
2
<
1
1  jzj
2
of the Schwarz–Pick inequality
jf
0
(z)j
1  jf(z)j
2

1
1  jzj
2
:
We end Section 4 with a criterion for maximal functions with finite and Blaschke sequences
as critical sets.
In a short final Section 5 we prove Theorem 1.1 and conclude by some additional remarks.
Before beginning with the details it is worth making some comment about notation. The
action in this paper takes place on domains in the complex plane. The letters D and G
exclusively denote planar domains and will be used without further explanation.
2 Conformal metrics and pseudometrics
The following subsections discuss some selected topics on conformal pseudometrics with
negative curvature. For more information we refer to [4, 21, 29, 33, 51].
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2.1 Conformal metrics and pseudometrics
We begin our brief account of conformal metrics and pseudometrics with some basic defini-
tions and results.
Definition 2.1
A nonnegative continuous function  on G,  : G ! [0;+1),  6 0, is called conformal
density on G and the corresponding quantity (z) jdzj conformal pseudometric on G. If
(z) > 0 for all z 2 G, we say (z) jdzj is a conformal metric on G. We call a conformal
pseudometric (z) jdzj regular on G, if  is of class C2 in fz 2 G : (z) > 0g3.
We wish to emphasize that, according to our definition,   0 is not a conformal density (of
a conformal pseudometric).
A second remark is that some authors call a nonnegative upper semicontinuous function a
conformal density. For our applications however it suffices to ask for continuity.
A geometric quantity associated with a conformal pseudometric is its Gauss curvature.
Definition 2.2 (Gauss curvature)
Let (z) jdzj be a regular conformal pseudometric on G. Then the (Gauss) curvature 

of
(z) jdzj is defined by


(z) :=  
(log )(z)
(z)
2
for all points z 2 G where (z) > 0.
An important property of the Gauss curvature is its conformal invariance. It is based on the
following definition.
Definition 2.3 (Pullback of conformal pseudometrics)
Let (w) jdwj be a conformal pseudometric on D and w = f(z) be a nonconstant analytic
map from G to D. Then the conformal pseudometric
(f

)(z) jdzj := (f(z)) jf
0
(z)j jdzj
defined on G, is called the pullback of (w) jdwj under the map f .
Theorem 2.4 (Theorema Egregium)
For every analytic map w = f(z) and every regular conformal pseudometric (w) jdwj the
relation

f


(z) = 

(f(z))
is satisfied provided (f(z)) jf 0(z)j > 0.
Definition 2.2 shows that if (z) jdzj is a regular conformal metric with curvature 

=  on
G, then the function u := log  satisfies the partial differential equation
u =  (z) e
2u (2.1)
on G. If, conversely, a C2–function u fulfills (2.1) on G, then (z) := eu(z) induces a regular
conformal metric on G with curvature 

= .
The ubiquitous example of a conformal metric is the Poincaré or hyperbolic metric 
D
(z) jdzj
for the unit disk D with constant curvature  4. It has the following important property.
3
C
2
(G) denotes the set of realvalued twice continuously differentiable functions on G.
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Theorem 2.5 (Fundamental Theorem)
Let (z) jdzj be a regular conformal pseudometric on D with curvature bounded above by
 4. Then (z)  
D
(z) for every z 2 D .
Theorem 2.5 is due to Ahlfors [1] and it is usually called Ahlfors’ lemma. However, in view
of its relevance Beardon and Minda proposed to call Ahlfors’ lemma the fundamental theorem.
We will follow their suggestion in this paper.
2.2 Liouville’s Theorem
Conformal pseudometrics of constant curvature  4 have a special nature. First, they give us
via the pullback a means of constructing conformal pseudometrics with various prescribed
properties without changing their curvature. Second, every conformal pseudometric of con-
stant curvature  4 can locally be represented by a holomorphic function. This is Liouville’s
theorem. In order to give a precise statement we begin with a formal definition.
Definition 2.6 (Zero set)
Let (z) jdzj be a conformal pseudometric on G. We say (z) jdzj has a zero of order m
0
> 0
at z
0
2 G if
lim
z!z
0
(z)
jz   z
0
j
m
0
exists and 6= 0 :
We will call a sequence C = (
j
)  G
(
j
) := (z
1
; : : : ; z
1
| {z }
m
1
 times
; z
2
; : : : ; z
2
| {z }
m
2
 times
; : : :) ; z
k
6= z
n
if k 6= n;
the zero set of a conformal pseudometric (z) jdzj, if (z) > 0 for z 2 GnC and if (z) jdzj
has a zero of order m
k
2 N at z
k
for all k.
Theorem 2.7 (Liouville’s Theorem)
Let C be a sequence of points in a simply connected domain G and let (z) jdzj be a regular
conformal pseudometric on G with constant curvature  4 on G and zero set C. Then (z) jdzj
is the pullback of the hyperbolic metric 
D
(w) jdwj under some analytic map f : G! D , i.e.
(z) =
jf
0
(z)j
1  jf(z)j
2
; z 2 G: (2.2)
If g : G ! D is another analytic function, then (z) = (g
D
)(z) for all z 2 G if and only if
g = T Æ f for some automorphism T of D .
A holomorphic function f with property (2.2) will be called a developing map for (z) jdzj.
Note that the critical set of each developing map coincides with the zero set of the corre-
sponding conformal pseudometric.
For later applications we wish to mention the following variant of Theorem 2.7.
Remark 2.8
Let G be a simply connected domain and let ' : G ! C , ' 6 0, be an analytic map. If
(z) jdzj is a regular conformal metric with curvature  4 j'(z)j2, then there exists a holo-
morphic function f : G! D such that
(z) =
1
j'(z)j
jf
0
(z)j
1  jf(z)j
2
; z 2 G:
Moreover, f is uniquely determined up to postcomposition with a unit disk automorphism.
8
Liouville [36] stated Theorem 2.7 for the special case that (z) jdzj is a regular conformal
metric. We therefore like to refer to Theorem 2.7 as well as to Remark 2.8 as Liouville’s
theorem.
Theorem 2.7 and in particular the special case that (z) jdzj is a conformal metric has a
number of different proofs, see for instance [7, 11, 12, 39, 44, 56]. Remark 2.8 is discussed in
[32].
2.3 Boundary behavior of developing maps
By Liouville’s theorem it is perhaps not too surprising that there is some relation between
the boundary behavior of a conformal pseudometric and the boundary behavior of a corre-
sponding developing map. The next result illustrates this relation.
Theorem B (cf. [22, 34])
Let f : D ! D be an analytic function and I  D some open arc. Then the following are
equivalent.
(a) lim
z!
 
1  jzj
2

jf
0
(z)j
1  jf(z)j
2
= 1 for every  2 I ;
(b) lim
z!
jf
0
(z)j
1  jf(z)j
2
= +1 for every  2 I ;
(c) f has a holomorphic extension across the arc I with f(I)  D .
In particular, if I = D , then f is a finite Blaschke product.
In fact similar results can be derived when the unrestricted limits are replaced by angular
limits.
Lemma 2.9
Let f : D ! D be an analytic function and I some subset of D .
(1) If
\ lim
z!

1  jzj
2

jf
0
(z)j
1  jf(z)j
2
= 1 for every  2 I ;
then f has a finite angular derivative4 at a.e.  2 I. In particular,
\ lim
z!
jf(z)j = 1 for a.e.  2 I :
(2) If f has a finite angular derivative (and \ lim
z!
jf(z)j = 1) at some  2 I, then
\ lim
z!

1  jzj
2

jf
0
(z)j
1  jf(z)j
2
= 1 :
Now, if I = D , then as a direct consequence of Lemma 2.9 we obtain Corollary 1.4 in the
Introduction.
4see [50, p. 57].
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Proof of Lemma 2.9.
(1) Let  2 I and assume that lim inf
z!
1  jf(z)j
1  jzj
= +1. Since
jf
0
(z)j =

1  jzj
2

jf
0
(z)j
1  jf(z)j
2
1  jf(z)j
2
1  jzj
2
;
we deduce
\ lim
z!
jf
0
(z)j = +1 :
By Privalov’s theorem, cf. [46, p. 47], this is only possible for  from a nullset I 0  D .
Thus
lim inf
z!
1  jf(z)j
1  jzj
< +1 for a.e.  2 I :
Therefore, f has a finite angular derivative f 0() at a.e.  2 I, see [50, p. 57].
(2) For convenience we may assume  = 1 and f(1) := \ lim
z!1
f(z) = 1. Thus f 0(1) :=
\ lim
z!1
f
0
(z) > 0, see [50, p. 57]. We define for z 2 D
%(z) :=
f(z)   1
z   1
  f
0
(1) :
Then \ lim
z!1
%(z) = 0 and f(z) = 1 + f 0(1) (z   1) + %(z) (z   1) for z 2 D . Hence we can
write
1  jf(z)j
2
= 2 f
0
(1) Re(1  z) + Re(1  z) r(z) ;
where \ lim
z!1
r(z) = 0. This yields

1  jzj
2

jf
0
(z)j
1  jf(z)j
2
=
1  jzj
2
2 Re(1  z)
jf
0
(z)j
f
0
(1)
1
1 +
r(z)
2 f
0
(1)
:
If we now choose z 2 S
Æ
:= f 1 + r e
i 
2 D : r > 0;  2 [=2 + Æ; 3=2   Æ℄ g for Æ > 0, then
we have 1  jzj2 =  2r os  r2 and Re(1  z) =  r os. Hence
\ lim
z!1
1  jzj
2
2 Re(1  z)
= 1 + \ lim
z!1
r
2 os
 1 + lim
r!0
r
2 os(

2
+ Æ)
= 1 :
So we can conclude that
\ lim
z!

1  jzj
2

jf
0
(z)j
1  jf(z)j
2
 1 :
Combining this with the Schwarz–Pick lemma gives the desired result. 
Finally, there is a counterpart of implication (b) ) (c) of Theorem B.
Lemma 2.10
Let f : D ! D be an analytic function. If
\ lim
z!
jf
0
(z)j
1  jf(z)j
2
= +1 for a.e.  2 D ; (2.3)
then f is an inner function.
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Proof. Assume f is not inner. Then the angular limit f() of f exists and belongs to D for
every  2 I for a set I  D of positive measure. Now, in view of (2.3) the angular limit of
f
0 would be 1 for a set I 0  D of positive measure, contradicting Privalov’s theorem. 
It would be interesting to see an example of an inner function for which (2.3) is not true.
We further note that conditions (1) and (2) in Lemma 2.9 do not complement each other.
Therefore we may ask if an analytic self–map f of D which satisfies
\ lim
z!1
jf
0
(z)j
1  jf(z)j
2
(1  jzj
2
) = 1
does have an angular limit or even a finite angular derivative at z = 1; this might then be
viewed as a converse of the Julia–Wolff–Carathéodory theorem, see [50, p. 57].
2.4 SK–metrics
In the next two subsections we take a brief look at Heins’ theory of SK–metrics5, refine
and extend it in order to give a self–contained overview of the results which are needed
for this paper. An SK–metric in the sense of Heins is a conformal pseudometric whose
“generalized curvature” is bounded above by  4. More precisely, this “generalized curvature”
is obtained by replacing the standard Laplacian in Definition 2.2 by the generalized lower
Laplace operator, which is defined for a continuous function u by
u(z) = lim inf
r!0
4
r
2
0

1
2
2
Z
0
u(z + re
it
) dt  u(z)
1
A
:
We note that in case u is a C2–function the generalized lower Laplace operator coincides with
the standard Laplace operator. Hence one can assign to an arbitrary conformal pseudometric
(z) jdzj a Gauss curvature 

in a natural way.
Definition 2.11 (SK–metric)
A conformal pseudometric (z) jdzj on G is called SK–metric on G if 

(z)   4 for all
z 2 G where (z) > 0.
Note that every SK–metric is a subharmonic function. Second, if the curvature of an SK–
metric (z) jdzj is locally Hölder continuous on G, then  is regular on G by elliptic regularity
(cf. Theorem 3.7).
We now record some basic but essential properties of SK–metrics.
Lemma 2.12 (cf. [21, §10])
Let (z) jdzj and (z) jdzj be SK–metrics on G. Then (z) := maxf(z); (z)g induces an
SK–metric on G.
Lemma 2.13 (cf. [33, Lemma 3.7] ) (Gluing Lemma)
Let (z) jdzj be an SK–metric on G and let (z) jdzj be an SK–metric on a subdomain D of
G such that the “gluing condition”
lim sup
D3z!
(z)  ()
5In particular §2, §3, §7, §10, §12 and §13 in [21]; see also [33].
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holds for all  2 D \G. Then (z) jdzj defined by
(z) :=
8
>
<
>
:
maxf(z); (z)g ; if z 2 D;
(z) ; if z 2 GnD;
is an SK–metric on G.
Lemma 2.14 (cf. [21, §10])
Let (z) jdzj be an SK–metric on G and let s be a nonpositive subharmonic function on G,
then (z) jdzj := es(z) (z) jdzj is an SK–metric on G.
Theorem 2.15 (cf. [21, §2]) (Generalized Maximum Principle)
Let (z) jdzj be an SK–metric on G and (z) jdzj be a regular conformal metric on G with
constant curvature  4. If
lim sup
z!
(z)
(z)
 1 for all  2 
1
G
6
;
then (z)  (z) for z 2 G.
The following lemma provides a converse to the generalized maximum principle. It also might
be viewed as an alternative definition of an SK–metric.
Lemma 2.16 (cf. [21, §3])
Let  be a continuous function on G. Then the following are equivalent.
(a) (z) jdzj is an SK–metric on G.
(b) Whenever D is a relatively compact subdomain of G, and (z) jdzj is a regular conformal
metric with constant curvature  4 on D satisfying
lim sup
z!
(z)
(z)
 1
for all  2 D, then (z)  (z) for z 2 D.
We now apply Lemma 2.16 to prove a removable singularity theorem for SK–metrics.
Lemma 2.17 (Removable singularities)
Let  be a continuous function on G which induces an SK–metric on Gnfz
0
g. Then (z) jdzj
is an SK–metric on G.
Proof. Let D be a relatively compact subdomain of G which contains z
0
and let (z) jdzj be
a regular conformal metric with constant curvature  4 on D such that
lim sup
z!
(z)
(z)
 1 for all  2 D :
Then the nonnegative function
s(z) := log
+

(z)
(z)

= max

0; log

(z)
(z)

; z 2 D ;
6

1
G means the boundary of G in C [ f1g.
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is subharmonic on Dnfz
0
g. To see this, let s(z

) > 0 at some point z

2 Dnfz
0
g. Thus
s(z) > 0 in a neighborhood of z

and consequently s(z)  4 ((z)2   (z)2) > 0 in this
neighborhood, i.e. s is subharmonic there. If s(z

) = 0 for some z

2 Dnfz
0
g then s satisfies
the submean inequality
s(z

) = 0 
1
2
2
Z
0
s(z

+ re
it
) dt
for all small r. We note that s has a subharmonic extension to D, since s is bounded near
z
0
. By hypothesis lim sup
z!
s(z) = 0 for all  2 D and so the maximum principle for
subharmonic functions implies that s  0, i.e.    in D. Finally, by Lemma 2.16, (z) jdzj
is an SK–metric on G. 
2.5 Perron’s method
Perron’s method for subharmonic functions [45] is used to treat the classical Dirichlet problem
in arbitrary bounded domains. One attractive feature of this method is that it separates the
interior existence problem from that of the boundary behavior of the solution. In addition
the solution is characterized by a maximality property. Perron’s method, for instance, can be
imitated to ensure the existence of solutions to fairly general elliptic PDEs, cf. [19, Chapter
6.3]. We apply Perron’s method to guarantee the existence of maximal conformal SK–metrics
with prescribed zeros. In passing let us quickly recall the definition of a Perron family. For
more information regarding Perron families for SK–metrics, see [21, §12 & §13] and [33,
Section 3.2].
Lemma 2.18 (Modification)
Let (z) jdzj be an SK–metric on G and let K be an open disk which is compactly contained
in G. Then there exists a unique SK–metric M
K
(z) jdzj on G, called modification of  on
K, with the following properties:
(i) M
K
(z) = (z) for every z 2 GnK and M
K
(z)  (z) for every z 2 K,
(ii) M
K
(z) jdzj is a regular conformal metric on K with constant curvature  4.
Definition 2.19 (Perron family)
A family  of (densities of) SK–metrics on G is called a Perron family, if the following
conditions are satisfied:
(i) If  2  and  2 , then  2 , where (z) := maxf(z); (z)g for z 2 G.
(ii) If  2 , then M
K
 2  for any open disk K compactly contained in G.
Theorem 2.20
Let  be a Perron family of SK–metrics on G. If  6= ;, then


(z) := sup
2
(z); z 2 G ;
induces a regular conformal metric with constant curvature  4 on G.
We remark that if  is the Perron family of all SK–metrics on G, then 

(z) jdzj is the unique
maximal conformal metric with curvature   4, i.e. the hyperbolic metric 
G
(z) jdzj for G.
In particular, it follows that 
G
(z) jdzj  
D
(z) jdzj for z 2 D, if D  G.
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Theorem 2.21
Let E = (z
j
) be a sequence of pairwise distinct points in G and let (m
j
) a be sequence of
positive integers. Let
 :=
(
 : (z) jdzj is an SK–metric on G and lim sup
z!z
j
(z)
jz   z
j
j
m
j
< +1 for all j
)
:
If  6 ;, then


(z) := sup
2
(z) ; z 2 G ;
induces a regular conformal pseudometric on G with 


(z) =  4 for all z 2 GnE. Further-
more, 

(z) jdzj has a zero of order m
j
at z
j
for all j.
Theorem 2.21 guarantees the existence of a unique maximal conformal pseudometric 

(z) jdzj
on G with preassigned zeros. In other words every conformal pseudometric (z) jdzj on G
with curvature bounded above by  4 which vanishes to at least the prescribed order m
j
at
each z
j
of E is dominated by 

, i.e.   

in G. This just means 

(z) jdzj takes the rôle
of the hyperbolic metric and Theorem 2.21 is a refined version of the fundamental theorem
respecting zeros.
Since Theorem 2.21 plays an important rôle later, we include a proof for convenience of the
reader.
Proof of Theorem 2.21. We first note that  is a Perron family of SK–metrics on GnE.
Thus 

(z) is well–defined on G and induces a regular conformal pseudometric on G with



(z) =  4 for z 2 GnE, see Theorem 2.20.
Pick z
j
2 E and choose an open disk K := K
r
j
(z
j
) = fz : jz   z
j
j < r
j
g such that K is
compactly contained in G and K \ (Enfz
j
g) = ;.
To prove that 

has a zero of order m
j
at z
j
we first show that 

2 . Note that there
exists by the fundamental theorem some constant  such that (z)  ; z 2 K; for all  2 .
We now define on K the function
(z) := 
 
jz   z
j
j
r
j
!
m
j
:
For a fixed  2  we consider the nonnegative function s(z) := log+ ((z)=(z)) on Knfz
j
g.
Observe that s is subharmonic on Knfz
j
g and since s is bounded at z
j
it has a subharmonic
extension to K. By construction lim sup
z!
s(z) = 0 for all  2 K. Hence, (z)  (z) for
z 2 K. As this holds for every  2  we obtain 

(z)  (z) for z 2 K. Thus we conclude
that 

2 .
By Theorem 3.7 there exists a regular conformal metric (z) jdzj on K with curvature


(z) =  4
 
jz   z
j
j
r
j
!
2m
j
such that  is continuous on the closure K and   

on K. Thus
(z) :=
 
jz   z
j
j
r
j
!
m
j
(z)
induces a regular conformal pseudometric on K with constant curvature  4,  is continuous
on K and   

on K.
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We are now going to show that 

(z) = (z) for z 2 K. To do this, we define ~s(z) :=
log
+
(

(z)=(z)) for z 2 K. Similarly as above, we can conclude that ~s is a nonnegative
subharmonic function on K. The boundary condition on  implies lim
z!
~s(z) = 0 for all
 2 K. So 

(z)  (z) for z 2 K. On the other hand, since 

2 , the gluing lemma
(Lemma 2.13) guarantees that
 (z) :=
8
>
<
>
:
maxf

(z); (z)g ; z 2 K ;


(z) ; z 2 GnK;
belongs to . Thus (z)  

(z) for z 2 K. Consequently, 

(z) jdzj has a zero of order m
j
at z
j
, which completes the proof. 
We conclude this section with a result, similar to case of equality in the fundamental theorem,
that is a “strong version of Ahlfors’ lemma”, see [21, §7] and [9, 33, 38, 47].
Lemma 2.22
Let C be a sequence of points in G and let (z) jdzj and (z) jdzj be conformal pseudometrics
on G with constant curvature  4. Suppose C is the zero set of (z) jdzj and (z)  (z) for
all z 2 G. If
lim
z!z
0
(z)
(z)
= 1 (2.4)
for some z
0
2 G, then   .
Proof. We observe that we can proceed as in the case of C = ; if (2.4) is fulfilled for z
0
2 GnC
as well as if (2.4) is valid for some z
0
2 C provided that the function z 7! (z)=(z) has a
twice continuously differentiable extension to a neighborhood of z
0
.
To see this let (z) jdzj be conformal pseudometric on some open disk K := K
r
(z
0
) which has
constant curvature  4 on Knfz
0
g and a zero of order m
0
at z
0
. We can further suppose that
 is continuous on K. Now let ~ be the continuous extension of (z) jz z
0
j
 m
0 on K. We will
show that ~ is twice continuously differentiable onK. For this we note that ~ induces a regular
conformal metric on Knfz
0
g with curvature 
~
(z) =  4 jz   z
0
j
2m
0 . By Theorem 3.7 there
exists a regular conformal metric  (z) jdzj on K with curvature 

(z) =  4 jz z
0
j
2m
0 which
is continuous on K and satisfies  () = ~() for all  2 K. Then the nonnegative function
s(z) := log
+
(~(z)= (z)) is subharmonic first on Knfz
0
g and because s is bounded near z
0
it
extends to a subharmonic function on K. Since, by construction, lim sup
z!
s(z) = 0 for all
 2 K we deduce that ~(z)   (z) for all z 2 K. Switching the rôles of ~ and  , we get
~   .
Now suppose that (2.4) holds for some z
0
2 C. If m
0
denotes the multiplicity of z
0
in C, then
(2.4) implies that (z) jdzj and (z) jdzj have a zero of order m
0
at z
0
. Thus (z) jdzj and
(z) jdzj enjoy the same properties as (z) jdzj and the desired result follows. 
3 On the Berger–Nirenberg problem for planar domains
3.1 Results
Suppose D is a regular7 and bounded domain and k a nonnegative, bounded and (locally)
Hölder continuous function. Under these assumptions it is well–known that there is always
7i. e. there exists Green’s function for D which vanishes continuously on D.
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a solution8 to the Gauss curvature equation
u = k(z) e
2u (3.1)
on D. On the other hand, if D or k is unbounded, there might be no solution to (3.1). For
example, take D = C and k(z) = 4 jf(z)j2 for some entire function f 6 0. By Remark 2.8,
any solution u would be of the form
u(z) = log

1
jf(z)j
jg
0
(z)j
1  jg(z)j
2

; z 2 C ;
for some analytic function g : C ! D . The fact that a bounded entire function is constant
would then imply that u   1, violating the fact, that u is a solution to (3.1).
In our first result we give for regular and bounded domains D necessary as well as sufficient
conditions on the function k for the existence of a solution to (3.1) on D. In the following
g
D
denotes Green’s function for D.
Theorem 3.1
Let D be a bounded and regular domain and let k be a nonnegative locally Hölder continuous
function on D.
(1) If for some (and therefore for every) z
0
2 D
ZZ
D
g
D
(z
0
; ) k() d

< +1 ;
then (3.1) has a solution u : D ! R, which is bounded from above.
(2) If (3.1) has a solution u : D ! R which is bounded from below and has a harmonic
majorant, then
ZZ
D
g
D
(z; ) k() d

< +1
for all z 2 D.
(3) There exists a bounded solution u : D ! R to (3.1) if and only if
sup
z2D
ZZ
D
g
D
(z; ) k() d

< +1 :
Now let D = D in Theorem 3.1. Then using the elementary estimate
1  jj
2
2
 log
1
jj

1  jj
2
2 jj
; 0 < jj < 1;
for g
D
(0; ) =   log jj leads to the following equivalent formulation of Theorem 3.1.
Corollary 3.2
Let k be a nonnegative locally Hölder continuous function on D .
(1) If
ZZ
D
(1  jj
2
) k() d

< +1 ;
then (3.1) has a solution u : D ! R, which is bounded from above.
8A function u : D ! R is called solution to (3.1) on D, if u 2 C2(D) and u satisfies (3.1) in D.
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(2) If (3.1) has a solution u : D ! R which is bounded from below and has a harmonic
majorant, then
ZZ
D
(1  jj
2
) k() d

< +1 :
(3) There exists a bounded solution u : D ! R to (3.1) if and only if
sup
z2D
ZZ
D
log





1  z
z   





k() d

< +1 :
It might be worth making some remarks on Theorem 3.1 and Corollary 3.2. Both, Theorem
3.1 and Corollary 3.2, are not best possible, because (3.1) may indeed have solutions, even if
ZZ
D
g
D
(z; ) k() d

= +1
for some (and therefore for all) z 2 D. Here is an explicit example.
Example 3.3
For   3=2 define
'(z) =
1
(z   1)

for z 2 D and set k(z) = 4 j'(z)j2 for z 2 D . Then an easy computation yields
ZZ
D
(1  jzj
2
) k(z) d
z
= +1 :
On the other hand, a straightforward check shows that for every analytic and locally univalent
self–map f of D the function
u
f
(z) := log

1
j'(z)j
jf
0
(z)j
1  jf(z)j
2

is a solution to (3.1) on D .
Observe that in Example 3.3 the function k is the squared modulus of a holomorphic function.
Thus Theorem 1.3 applies and shows that (3.1) does have solutions on D .
A second remark is that Theorem 3.1 (c) characterizes those functions k for which (3.1) has at
least one bounded solution. In particular, when D = D and k = 4 jf j2 for some holomorphic
function f in D , then we have the following connection.
Remark 3.4
Let ' : D ! C be analytic and k(z) = 4 j'0(z)j2. Then there exists a bounded solution to
(3.1) if and only if ' 2 BMOA, where
BMOA =
8
<
:
' : D ! C analytic : sup
z2D
ZZ
D
g
D
(z; ) j'
0
()j
2
d

< +1
9
=
;
is the space of analytic functions of bounded mean oscillation on D , see [35, p. 314/315].
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We further note that in Theorem 3.1 and Corollary 3.2 condition (1) does not imply condition
(3). The Gauss curvature equation (3.1) may indeed have solutions but none of the solutions is
bounded. For example choose ' 2 H2nBMOA, where H2 denotes the Hardy space consisting
of the functions f analytic in D for which the integrals
2
Z
0
jf(re
it
)j
2
dt
remain bounded as r ! 1. By Littlewood–Paley’s identity, cf. Remark 3.9, it follows that
'
0
2 A
2
1
. Now set k(z) = 4 j'0(z)j2. Then by Theorem 1.3 the Gauss curvature equation (3.1)
does have solutions and according to Remark 3.4 every solution to (3.1) must be unbounded.
Finally, suppose k is a nonnegative, locally Hölder continuous and radially symmetric function
on D . Then Corollary 3.2 allows us to characterize those functions k for which the Gauss
curvature equation (3.1) has a solution on D with a harmonic majorant.
Corollary 3.5
Let k be a nonnegative locally Hölder continuous function on D such that k() = k(jj) for
all  2 D . Then (3.1) has a solution u : D ! R with a harmonic majorant if and only if
ZZ
D
(1  jj
2
) k() d

< +1 : (3.2)
To illustrate the use of Corollary 3.2 and Corollary 3.5 respectively, here is an example.
Example 3.6
Let  2 R,   1, and define for z 2 D
k

1
(z) =
1
(1  jzj
2
)
2
1
h
log

e
1 jzj
2
i

k

2
(z) =
1
(1  jzj
2
)
2
1
log

e
1 jzj
2

1
h
log

e log

e
1 jzj
2
i

k

3
(z) =
1
(1  jzj
2
)
2
1
log

e
1 jzj
2

1
log

e log

e
1 jzj
2

1
h
log

e log

e log

e
1 jzj
2
i

etc. .
(a) If a nonnegative locally Hölder continuous function k on D satisfies k(z)  k

j
(z) for
all z 2 D and some  > 1 and j 2 N, then the Gauss curvature equation (3.1) has a
solution on D .
(b) If k is a continuous function on D such that k(z)  k1
j
(z) for all z 2 D and some j 2 N,
then there is no solution to (3.1) on D .
A few comments are in order. First, part (a) of Example 3.6 is a consequence of Corollary
3.2 (1). In fact, a straightforward computation gives
ZZ
D
(1  jzj
2
) k

j
(z) d
z
< +1
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for every  > 1 and j 2 N.
For the special case that k is an essentially positive9 function Example 3.6 (a) has been
discussed by Kalka and Yang [28, Theorem 3.1]. This additional hypothesis on k guarantees
a solution to (3.1) on D which even tends to +1 at the boundary of D . For the proof Kalka
and Yang use a generalized Perron method. In particular, the existence of a subsolution10 to
the Gauss curvature equation (3.1) on D guarantees a solution to (3.1) on D . The authors
give for each  > 1 and j 2 N an explicit subsolution to the PDE u = k
j
(z) e
2u on D .
Second, statement (b) of Example 3.6 is due to Kalka and Yang [28, Theorem 3.1]. The key
step in their proof consists in showing that for each j 2 N there is no solution to the Gauss
curvature equation u = k1
j
(z) e
2u on D . The assertion of Example 3.6 (b) follows then
directly by employing their generalized Perron method. For the key step, Kalka and Yang
give a quite intricate argument, which relies heavily on Yau’s celebrated maximum principle
for complete metrics [57, 58]. A much simpler, almost elementary proof that there is no
solution to (3.1) on D for k(z) = k1
j
(z), j 2 N, can be found in [31]. This approach has also
other ramifications which are discussed in [31].
Third, we note that conditions (a) and (b) in Example 3.6 do not complement each other.
For example, choose k(z) = jz + 1j 2 + jz   1j 2 for z 2 D . Since k fulfills the hypothesis of
Corollary 3.2 we conclude that (3.1) has a solution on D , but condition (a) of Example 3.6
is not applicable. Hence Theorem 3.1, Corollary 3.2 and Corollary 3.5 generalize the results
of Kalka and Yang.
Finally, an easy computation shows that
ZZ
D
(1  jj
2
) k
1
j
() d

= +1
for j 2 N. On the other hand, by Example 3.6 (b) no solution to the Gauss curvature
equation (3.1) on D is possible for k(z) = k1
j
(z), j 2 N. Thus one is inclined to ask whether
for a radially symmetric, locally Hölder continuous function k : D ! [0;+1) equation (3.1)
has no solution on D if and only if
ZZ
D
(1  jj
2
) k() d

= +1 :
3.2 Proof of Theorem 3.1
To prove Theorem 3.1 we need two results. The first is the solvability of the Dirichlet problem
for the Gauss curvature equation (3.1) and the second is a Harnack type theorem for solutions
to (3.1).
Theorem 3.7
Let D be a bounded and regular domain, let k be a bounded and nonnegative locally Hölder
continuous function on D and let  : D! R be a continuous function.
(a) There exists a (unique) function u 2 C(D) \ C2(D) which solves the boundary value
problem
u = k(z) e
2u in D;
u   on D :
(3.3)
9A locally Hölder continuous function is called essentially positive, if there is a strictly increasing sequence
(G
n
) of relatively compact subdomains G
n
of D such that D = [
n
G
n
and k() > 0 for  2 G
n
for all n 2 N.
10A function u : G! R is said to be a subsolution to (3.1) on G, if u 2 C2(G) and u  k(z) e2u on G.
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In particular,
u(z) = h(z)  
1
2
ZZ
D
g
D
(z; ) k() e
2u()
d

; z 2 D ; (3.4)
where h is harmonic in D and continuous on D satisfying h   on D.
(b) If, conversely, a bounded and integrable function u on D satisfies (3.4), then u belongs
to C(D) \C2(D) and solves (3.3).
For a proof of Theorem 3.7 we refer the reader to [14, p. 286] and [19, p. 53–55 & p. 304].
Lemma 3.8
Let k be a nonnegative locally Hölder continuous function on G and (u
n
) be a monotonically
decreasing sequence of solutions to (3.1) on G. If lim
n!1
u
n
(z
0
) =  1 for some z
0
2 G,
then (u
n
) converges locally uniformly in G to  1, otherwise (u
n
) converges locally uniformly
in G to u := lim
n!1
u
n
and u is a solution to (3.1) on G.
A proof of Lemma 3.8 for the special case k  4 can be found in [21, §11]. The proof for
the more general situation needs only slight modifications and will therefore be omitted. See
also [37, Proposition 4.1].
Proof of Theorem 3.1.
(1) Let (D
n
) be a sequence of relatively compact regular subdomains of D such that z
0
2
D
1
 D
2
 D
3
 : : : and D = [
n
D
n
. Pick a constant  2 R. For each n, let u
n
: D
n
! R
denote the solution to the boundary value problem
u = k(z) e
2u in D
n
;
u   on D
n
:
Thus we can write
u
n
(z) =  
1
2
ZZ
D
n
g
D
n
(z; ) k() e
2u
n
()
d

; z 2 D
n
:
Since u
n
is subharmonic on D
n
and g
D
n
(z; )  g
D
(z; ) for all z;  2 D
n
, we obtain
u
n
(z
0
) =  
1
2
ZZ
D
n
g
D
n
(z
0
; ) k() e
2u
n
()
d

   e
2
ZZ
D
g
D
(z
0
; ) k() d

 ~
(3.5)
for some finite constant ~. Letting n!1 yields
lim inf
n!1
u
n
(z
0
) >  1 :
Note that the boundary condition on u
n
implies that (u
n
) is a monotonically decreasing
sequence of solutions to u = k(z) e2u. Thus Lemma 3.8 applies and
u(z) := lim
n!1
u
n
(z) ; z 2 D ;
is a solution to (3.1) on D, which is bounded above by construction.
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(2) Let u : D ! R be a solution to (3.1) with some harmonic majorant. Then by the
Poisson–Jensen formula
u(z) = h(z) 
1
2
ZZ
D
g
D
(z; ) k() e
2u()
d

for z 2 D, where h is the least harmonic majorant of u on D. As u(z) >  >  1 for z 2 D,
we get for fixed z 2 D
1
2
ZZ
D
g
D
(z; ) k() d

 e
 2
1
2
ZZ
D
g
D
(z; ) k() e
2u()
d

= e
 2
 
h(z)   u(z)

< +1 ;
as desired.
(3) Let u : D ! R be a bounded solution to (3.1), i.e. ju(z)j   for z 2 D, where  is some
positive constant. Hence
1
2
ZZ
D
g
D
(z; ) k() d

 e
2
1
2
ZZ
D
g
D
(z; ) k() e
2u()
d

= e
2
 
h(z)  u(z)

 2 e
2
for z 2 D, where h is the least harmonic majorant of u on D.
Conversely, suppose that
sup
z2D
ZZ
D
g
D
(z; ) k() d

< +1 : (3.6)
Let (u
n
) be the sequence constructed in (1). Then
u(z) := lim
n!1
u
n
(z) ; z 2 D;
is a solution to (3.1), which is bounded from above. Inequality (3.5) combined with (3.6)
shows that there is a constant 
1
such that u
n
(z)  
1
for all z 2 D and all n, so u is also
bounded from below. 
3.3 Proof of Theorem 1.3 and Corollary 3.5
The proof of Theorem 1.3 relies on Liouville’s theorem (Remark 2.8) and the Littlewood–
Paley identity. Before beginning the proof, it will be useful to recall the Littlewood–Paley
identity [50, p. 178].
Remark 3.9 (Littlewood–Paley’s identity)
Let ' : D ! C be a holomorphic function. Then we have
1
2
2
Z
0
j'(e
it
)j
2
dt = j'(0)j
2
+
2

ZZ
D
log
1
jzj
j'
0
(z)j
2
d
z
:
This in particular shows that
A
2
1
= f'
0
: ' 2 H
2
g :
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Proof of Theorem 1.3. We will show that for an analytic function ' on D the Gauss curvature
equation
u = 4 j'(z)j
2
e
2u (3.7)
has a solution u : D ! R if and only if '(z) = '
1
(z)'
2
(z) for some function '
1
2 A
2
1
and a
nonvanishing analytic function '
2
: D ! C .
We first note that it suffices to consider the case ' 6 0. Now suppose ' 6 0 and u : D ! R
is a solution to (3.7). Then, by Liouville’s theorem,
u(z) = log

1
j'(z)j
jf
0
(z)j
1  jf(z)j
2

; z 2 D ;
for some analytic self–map f of D . Since ' and f 0 have the same zeros, we can write
'(z) = f
0
(z)'
2
(z), where '
2
is analytic and zerofree in D . From Remark 3.9 it follows that
f
0
2 A
2
1
.
Conversely, let '(z) = '
1
(z)'
2
(z), where '
1
2 A
2
1
, '
1
6 0, and '
2
: D ! C nf0g is an
analytic function. Then Corollary 3.2 (1) ensures a solution u to u = 4 j'
1
(z)j
2
e
2u on D .
By Liouville’s theorem there exists an analytic function f : D ! D such that
u(z) = log

1
j'
1
(z)j
jf
0
(z)j
1  jf(z)j
2

; z 2 D :
Hence the function f 0='
1
is analytic and zerofree in D . So,
~u(z) := log

1
j'(z)j
jf
0
(z)j
1  jf(z)j
2

; z 2 D ;
is well–defined and a solution to u = 4 j'(z)j2 e2u on D . 
If k is a nonnegative, locally Hölder continuous and radially symmetric function on D , then
only the existence of a solution to equation (3.1) on D with a harmonic majorant yields (3.2).
Thus, in this special case the hypothesis in part (2) of Corollary 3.2 can slightly be relaxed.
Proof of Corollary 3.5. By Corollary 3.2 (1) condition (3.2) ensures a solution to (3.1) with a
harmonic majorant.
For the converse, let u be a solution to (3.1) on D with a harmonic majorant. Then it follows
by Green’s theorem and Jensen’s inequality that the function
v(z) :=
1
2
2
Z
0
u(jzje
it
) dt ; z 2 D ;
is a subsolution to (3.1), i.e. v 2 C2(D ) and satisfies v  k(z) e2v on D . Note, that v has
a harmonic majorant, see [18, Chapter I, Theorem 6.7]. As v is subharmonic in D , we apply
the Poisson–Jensen formula and get with the help of Jensen’s inequality
h(0)   v(0) =
1
2
ZZ
D
log
1
jj
v() d


1
2
ZZ
D
log
1
jj
k() e
2v()
d

 e
2v(0)
1
2
ZZ
D
log
1
jj
k() d

;
where h is the least harmonic majorant of v on D . Hence (3.2) holds. 
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4 Maximal conformal pseudometrics and maximal functions
Let C = (z
1
; : : : ; z
1
; z
2
; : : : ; z
2
; : : :), z
j
6= z
k
for j 6= k, be a sequence in D and denote by m
j
the multiplicity of z
j
in C. Suppose that the family 
C
of all SK–metrics (z) jdzj which
vanishes at least on C, i.e.
lim sup
z!z
j
(z)
jz   z
j
j
m
j
< +1
for all j, is not empty. Then, by Theorem 2.21,

max
(z) jdzj := sup
2
C
(z) jdzj ; z 2 D ;
defines the unique maximal conformal pseudometric on D with constant curvature  4 and
zero set C. Even though the existence of 
max
(z) jdzj is guaranteed if C is the zero set of an
A
2
1
function, see Theorem 1.1, we lack in explicit examples. One way round this problem is
Liouville’s theorem. In particular, we are interested in the developing map F of a maximal
conformal metric 
max
(z) jdzj, i.e.

max
(z) =
jF
0
(z)j
1  jF (z)j
2
; z 2 D ;
for some analytic function F : D ! D . The analytic functions which represent maximal
conformal metrics are of some interest in their own right as they are natural generalizations
of the unit disk automorphisms, i.e. the developing maps of the Poincaré metric 
D
(z) jdzj.
Thus the following definition might be appropriate.
Definition 4.1
Let C be a sequence in D and assume that 
max
(z) jdzj is the maximal conformal pseudometric
for D with constant curvature 4 and zero set C. Then every developing map F of 
max
(z) jdzj
is called maximal function with critical set C.
Note that by Liouville’s theorem a maximal function is uniquely determined by its critical
set up to postcomposition with a unit disk automorphism.
As an immediate consequence of Theorem 1.2, i.e. every maximal function is an indestructible
Blaschke product, we obtain the equivalence of statements (a) and (b) in Theorem 1.1, which
we now restate for convenience of reference.
Corollary 4.2
Let C be a sequence of points in D . Then the following are equivalent.
(a) There exists an analytic self–map of D with critical set C.
(b) There exists an indestructible Blaschke product with critical set C.
Proof.
(a) ) (b): Let f : D ! D be analytic with critical set C. Then
(z) jdzj =
jf
0
(z)j
1  jf(z)j
2
jdzj
is a conformal pseudometric on D with constant curvature  4 and zero set C. So  2 
C
11
and 
C
is not empty. This legitimizes the use of Theorem 2.21 which gives a maximal
11Recall 
C
denotes the family of all SK–metrics which vanishes at least on C.
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conformal pseudometric on D with constant curvature  4 and zero set C. Thus there is a
maximal function F : D ! D with critical set C, which is an indestructible Blaschke product
by Theorem 1.2. 
Theorem 1.2 and Corollary 4.2 merit some comment. First, if C  D is a finite sequence, then
Heins observed that the maximal functions for C are precisely the finite Blaschke products
with critical set C, cf. [21, §29]. Heins’ proof is purely topological and splits into two parts. In
the first he shows that an analytic self–map of D which has constant finite valence, i.e. a finite
Blaschke product, is a maximal function. Secondly he establishes the following theorem:
Theorem C
Let C be a finite sequence in D that contains n points. Then there exists a finite Blaschke
product F with critical set C. F is unique up to postcomposition with a unit disk automor-
phism. In this case F has degree m = n+ 1.
The uniqueness statement in Theorem C follows easily from Nehari’s generalization of Schwarz’
lemma [41, Corollary to Theorem 1]. To settle the existence part Heins showed that the set
of critical points of all finite Blaschke products of degree n + 1, which is clearly closed, is
also open in the poly disk D n by applying Brouwer’s fixed point theorem. Similar proofs to
Theorem C can also be found in papers by Wang & Peng [55] and Zakeri [59]. A completely
different approach to Theorem C via Circle Packing is due to Stephenson, see [52, Lemma
13.7 and Theorem 21.1]. Stephenson builds discrete finite Blaschke products with prescribed
branch set and shows that under refinement these discrete Blaschke products converge locally
uniformly in D to a classical Blaschke product with the desired critical points.
A further remark is that if C is finite, then Corollary 4.2 does not directly imply the existence
statement of Theorem C. However, as a consequence of Theorem 1.2 we can deduce that if
C is finite, then every maximal function for C is a finite Blaschke product with critical set
C, see Theorem 4.3 (a). Now applying Nehari’s uniqueness result we also arrive at Heins’
characterization of maximal functions for finite sequences C, but in a completely different
way.
Finally, Corollary 4.2 is discussed in [32, Theorem 2.1] for the case that C  D is a Blaschke
sequence. There the idea of the proof is the following. In a first step the existence of a
solution u : D ! R to the boundary value problem
u = jB(z)j
2
e
2u in D ;
lim
z!
u(z) = +1 for every  2 D ;
is guaranteed, where B is a Blaschke product whose zero set consists precisely of the set
C. Then as a consequence of Liouville’s theorem there is an analytic self–map f of D with
critical set C which represents the solution u. The boundary condition on u then implies
that f is an inner function and a result by Frostman (cf. [18, Chapter II, Theorem 6.4]) gives
the desired Blaschke product with critical set C.
All methods which were employed to prove Theorem 1.2 and Corollary 4.2 for finite and
Blaschke sequences C seem too restrictive to be adaptable to the general situation, since they
heavily rely on the special choice of C. Our approach to Theorem 1.2 is exclusively based on
conformal pseudometrics with curvature bounded above by  4, i.e. SK–metrics.
Proof of Theorem 1.2. Let F : D ! D be a maximal function with critical set
C = (z
1
; : : : ; z
1
| {z }
m
1
 times
; z
2
; : : : ; z
2
| {z }
m
2
 times
; : : :)
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and let

max
(z) jdzj =
jF
0
(z)j
1  jF (z)j
2
jdzj ; z 2 D ;
be the maximal conformal pseudometric of constant curvature  4 with zero set C. In par-
ticular, if (z) jdzj is a conformal pseudometric on D with curvature bounded above by  4
which satisfies
lim sup
z!z
j
(z)
jz   z
j
j
m
j
< +1
for all j, then (z)  
max
(z) for z 2 D .
To show that F is a Blaschke product, we use its canonical factorization, i.e. F = B S O,
where B is a Blaschke product, S a singular function and O an outer function, see [18,
Chapter II, Corollary 5.7].
We assume that S 6 , where jj = 1. Then by a result due to Frostman [18, Chapter II,
Theorem 6.2] there is some  2 D such that the angular limit
\ lim
z!
S(z) = 0 :
In particular, \ lim
z!
F (z) = 0. Choose  2 ( 1; 0) and let


(w) jdwj :=
(+ 1)
jwj
jj
1
1  jwj
2 (+1)
jdwj :
We note that 

(w) jdwj is a conformal metric of constant curvature  4 on D 0 := D nf0g.
Thus the pullback of 

(z) jdzj via F restricted to D nC defines a conformal metric on D nC
with constant curvature  4, i.e.
(z) jdzj :=
(+ 1)
jF (z)j
jj
jF
0
(z)j
1  jF (z)j
2(+1)
jdzj :
By Lemma 2.14 we conclude that
(z) jdzj := (z) jB(z)j
jj
jO(z)j
jj
jdzj
=
(+ 1)
jS(z)j
jj
jF
0
(z)j
1  jF (z)j
2(+1)
jdzj
is a conformal metric on D nC with curvature bounded above by  4. Further, by construction
 is a continuous function on D . Now Lemma 2.17 guarantees that (z) jdzj is a conformal
pseudometric on D with curvature bounded above by  4. Obviously, C is the zero set of
(z) jdzj. This immediately implies that
(z)  
max
(z) for z 2 D
and therefore
(+ 1)
jS(z)j
jj
1
1  jF (z)j
2(+1)

1
1  jF (z)j
2
for z 2 D :
Now letting z \! , we get
+1
z
\
!
  
(+ 1)
jS(z)j
jj
1
1  jF (z)j
2(+1)

1
1  jF (z)j
2
z
\
!
 ! 1 ;
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the desired contradiction. Hence F (z) =  B(z)O(z) for some constant  with jj = 1.
Since B and O are bounded analytic functions, there exists by Fatou’s theorem a subset
A  D of full Lebesgue measure such that
\ lim
z!
B(z) 2 D and \ lim
z!
O(z) 2 D
exist for all  2 A. Pick a point  2 A and assume \ lim
z!
O(z) =  where 0  jj < 1.
Thus \ lim
z!
jF (z)j = jj. We now consider the hyperbolic metric 
D
0
(w) jdwj on D 0 with
constant curvature  4, that is

D
0
(w) jdwj =
1
2
1
jwj log
1
jwj
jdwj :
Then Lemma 2.14 and Lemma 2.17 imply that
(z) jdzj =
1
2
jF
0
(z)j
jF (z)j log
1
jF (z)j
jB(z)j jdzj =
1
2
jF
0
(z)j
jO(z)j log
1
jF (z)j
jdzj
is an SK–metric on D . We further note that
lim sup
z!z
j
(z)
jz   z
j
j
m
j
< +1
for all j. Hence (z)  
max
(z) for z 2 D and therefore
1
2
1
jO(z)j log
1
jF (z)j

1
1  jF (z)j
2
for z 2 D :
Letting z \!  yields
1
2
1
jj log
1
jj

1
1  jj
2
;
violating 
D
0
(z) > 
D
(z) for all z 2 D . Hence \ lim
z!
jO(z)j = 1 for a.e.  2 D and
therefore O   for some constant , jj = 1. Thus F is a Blaschke product, as required.
It remains to show that F is an indestructible Blaschke product. We have seen that each
developing map F of 
max
(z) jdzj is a Blaschke product. Thus the result follows by Liouville’s
theorem (Theorem 2.7). 
We next consider maximal functions whose critical sets form finite and Blaschke sequences
respectively.
Theorem 4.3
(a) Let C be a finite sequence of n points in D . Then every maximal function for C is a
finite Blaschke product of degree m = n+ 1.
(b) If C is a Blaschke sequence in D then every maximal function for C is an indestructible
Blaschke product which has a finite angular derivative at almost every point of D .
Proof. Suppose C is a finite or Blaschke sequence. Let F : D ! D be a maximal function for
C and 
max
(z) jdzj = F


D
(z) jdzj be the maximal conformal metric with constant curvature
 4 and zero set C. By Theorem 1.2 the maximal function F is an indestructible Blaschke
product. Now, let B be a Blaschke product with zero set C. Then using Lemma 2.14 we see
that
(z) jdzj := jB(z)j
D
(z) jdzj
26
is a conformal pseudometric on D with curvature bounded above by  4 and zero set C. Thus
(z)  
max
(z) for z 2 D
and consequently
jB(z)j 

max
(z)

D
(z)
for all z 2 D : (4.1)
(a) If B is a finite Blaschke product, we deduce from (4.1) and the Schwarz–Pick lemma that
lim
z!

max
(z)

D
(z)
= lim
z!
jF
0
(z)j
1  jF (z)j
2
(1  jzj
2
) = 1 for all  2 D :
Applying Theorem B (see Subsection 2.3) shows that F is a finite Blaschke product. The
branching order of F is clearly 2n. Thus, according to the Riemann–Hurwitz formula, see
[17, p. 140], the Blaschke product F has degree m = n+ 1.
(b) Suppose now that C is a Blaschke sequence. Since \ lim
z!
jB(z)j = 1 for a.e.  2 D ;
it follows from (4.1) and the Schwarz–Pick lemma that
\ lim
z!

max
(z)

D
(z)
= \ lim
z!
jF
0
(z)j
1  jF (z)j
2
(1  jzj
2
) = 1 for a.e.  2 D :
Hence, by Corollary 1.4, we conclude that F has a finite angular derivative at almost every
boundary point of D . 
As already remarked, Theorem 4.3 (a) combined with Nehari’s uniqueness result [41, Corol-
lary to Theorem 1] characterizes maximal functions with finite critical sets. Part (b) of The-
orem 4.3 raises the question of whether Nehari’s result extends to indestructible Blaschke
products with Blaschke sequences as critical sets and a finite angular derivative at almost
every boundary point of D .
Combining Theorem 1.2 and Theorem 4.3 leads to Corollary 1.5 which we are going to prove
now.
Proof of Corollary 1.5. The uniqueness assertion is a direct consequence of Lemma 2.22 and
Liouville’s theorem respectively.
For the existence part we consider (z) jdzj := f
D
(z) jdzj. Then (z) jdzj is a conformal
pseudometric on D with constant curvature  4 and zero set C. Thus if C  C, then by
Theorem 2.21 there exists a maximal conformal pseudometric 
max
(z) jdzj on D with constant
curvature  4 and zero set C. In particular,
jf
0
(z)j
1  jf(z)j
2
= (z)  
max
(z) =
jF
0
(z)j
1  jF (z)j
2
; z 2 D :
Now the critical set of the maximal function F is C and F is an indestructible Blaschke
product by Theorem 1.2. If C is finite then Theorem 4.3 (a) shows that F is a finite
Blaschke product. 
We conclude this section by giving an intrinsic characterization of maximal conformal pseudo-
metrics with constant curvature  4 whose zero set form finite and Blaschke sequences. It
might be of interest to see whether this condition generalizes to all maximal conformal pseu-
dometrics with constant curvature  4.
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Theorem 4.4
Let C be a finite or Blaschke sequence in D . A conformal pseudometric (z) jdzj on D with
constant curvature  4 and zero set C is the maximal conformal pseudometric 
max
(z) jdzj
on D with constant curvature  4 and zero set C if and only if
lim
r!1
2
Z
0
log
(re
it
)

D
(re
it
)
dt = 0 : (4.2)
Proof. Let B be a Blaschke product with zero set C. Applying Lemma 2.14, we see that
(z) jdzj := jB(z)j
D
(z) jdzj
defines a conformal pseudometric on D with curvature bounded above by  4 and zero set C.
Thus (z)  
max
(z) for z 2 D and therefore
jB(z)j 

max
(z)

D
(z)
for all z 2 D :
Since lim
r!1
2
R
0
log jB(re
it
)j dt = 0, see [18, Chapter II, Theorem 2.4], we deduce that
lim
r!1
2
Z
0
log

max
(re
it
)

D
(re
it
)
dt = 0 ;
as desired.
Conversely, let (z) jdzj be a conformal pseudometric on D with constant curvature  4 and
zero set C which satisfies (4.2). We now consider the nonnegative subharmonic function
z 7! log(
max
(z)=(z)) on D and note that
lim
r!1
2
Z
0
log

max
(re
it
)
(re
it
)
dt = lim
r!1
2
Z
0
log

max
(re
it
)

D
(re
it
)
dt  lim
r!1
2
Z
0
log
(re
it
)

D
(re
it
)
dt = 0 :
Hence (z) jdzj = 
max
(z) jdzj. 
5 Proof of Theorem 1.1
We now combine our previous results to complete the proof of Theorem 1.1.
Proof of Theorem 1.1.
(a) ) (b): This is Corollary 4.2.
(b) ) (c): By Remark 3.9 we have B0 2 A2
1
.
(c) ) (d): Again using Remark 3.9, we see that if ' 2 A2
1
, then
z 7!
z
Z
0
'() d ; z 2 D ;
belongs to H2 and therefore to the Nevanlinna class N .
(d) ) (a): Let ' 2 N . Then ' = '
1
='
2
is the quotient of two analytic self–maps of D , see
for instance [16, Theorem 2.1]. W.l.o.g. we may assume '
2
is zerofree. Differentiation of '
yields
'
0
(z) =
1
'
2
(z)
2
 
'
0
1
(z)'
2
(z)  '
1
(z)'
0
2
(z)

:
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Since '0
1
; '
0
2
2 A
2
1
and A2
1
is a vector space, it follows that the function '0
1
'
2
 '
1
'
0
2
belongs
to A2
1
. Thus Theorem 1.3 ensures the existence of a solution u : D ! R to
u =


'
0
(z)


2
e
2u
:
By Liouville’s theorem
u(z) = log

1
j'
0
(z)j
jf
0
(z)j
1  jf(z)j
2

; z 2 D ;
for some analytic self–map f of D . Hence the critical set of ' coincides with the critical set
of f , as required. 
We wish to point out that Theorem 1.1 characterizes the class of analytic functions whose
critical sets agree with the critical sets of the class of bounded analytic functions. In fact,
the critical set C
g
of an analytic function g : D ! C coincides with the critical set C
f
of
an analytic function f : D ! D if and only if g0 = '
1
'
2
for some function '
1
2 A
2
1
and a
nonvanishing analytic function '
2
: D ! C .
A final remark is that the list of equivalent statements in Theorem 1.1 can be extended.
Remark 5.1
Let (z
j
) be a sequence in D . Then the following statements are equivalent.
(a) There is an analytic self–map of D with critical set (z
j
).
(e) There is a meromorphic function g on D with critical set (z
j
), where g is the quotient
of two analytic self–maps of D .
Proof. We adapt the idea already used in the proof of implication (d) ) (a) of Theorem
1.1. Let (z
j
) be the critical set of the meromorphic function g = '
1
='
2
, where '
1
and '
2
are analytic self–maps of D . We may assume that '
1
and '
2
have no common zeros. Since
g
0
(z)'
2
(z)
2 belongs to A2
1
, Theorem 1.3 guarantees a solution u : D ! R to
u =



g
0
(z)'
2
(z)
2



2
e
2u
:
Now Liouville’s theorem shows that
u(z) = log

1
jg
0
(z)'
2
(z)
2
j
jf
0
(z)j
1  jf(z)j
2

; z 2 D ;
for some analytic self–map f of D . Thus the critical set of f coincides with the critical set
of g and the zero set of '2
2
. Now Lemma 5.2 below tells us that every subset of a critical set
of a bounded analytic function is again the critical set of another bounded analytic function.
Hence there exists an analytic self–map of D with critical set (z
j
), as desired. 
Lemma 5.2
Every subset of a critical set of a bounded analytic function on D is the critical set of another
bounded analytic function on D .
Proof. It suffices to consider nonconstant analytic self–maps of D .
The statement, using Theorem 1.1, follows from the corresponding result about the zero sets
of functions in A2
1
, see [23, Theorem 7.9] and [20, Corollary 4.36].
Here, we would like to give an alternative proof. Suppose f is a nonconstant analytic self–
map of D with critical set C. Now let C be a subsequence of C. By Theorem 2.21 there
exists a regular conformal pseudometric on D with constant curvature  4 and zero set C.
Applying Liouville’s theorem gives the desired analytic self–map g of D with critical set C. 
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