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Abstract—We investigate a scalable M -channel critically sam-
pled filter bank for graph signals, where each of the M filters is
supported on a different subband of the graph Laplacian spec-
trum. For analysis, the graph signal is filtered on each subband
and downsampled on a corresponding set of vertices. However,
the classical synthesis filters are replaced with interpolation
operators. For small graphs, we use a full eigendecomposition of
the graph Laplacian to partition the graph vertices such that the
mth set comprises a uniqueness set for signals supported on the
mth subband. The resulting transform is critically sampled, the
dictionary atoms are orthogonal to those supported on different
bands, and graph signals are perfectly reconstructable from
their analysis coefficients. We also investigate fast versions of the
proposed transform that scale efficiently for large, sparse graphs.
Issues that arise in this context include designing the filter bank
to be more amenable to polynomial approximation, estimating
the number of samples required for each band, performing
non-uniform random sampling for the filtered signals on each
band, and using efficient reconstruction methods. We empirically
explore the joint vertex-frequency localization of the dictionary
atoms, the sparsity of the analysis coefficients for different classes
of signals, the reconstruction error resulting from the numerical
approximations, and the ability of the proposed transform to
compress piecewise-smooth graph signals. The proposed filter
bank also yields a fast, approximate graph Fourier transform
with a coarse resolution in the spectral domain.
Index Terms—Graph signal processing, filter bank, non-
uniform random sampling, interpolation, wavelet, compression
I. INTRODUCTION
In graph signal processing [2], transforms and filter banks
can help exploit structure in the data, in order, for example,
to compress a graph signal, remove noise, or fill in missing
information. Broad classes of recently proposed transforms
include graph Fourier transforms, vertex domain designs such
as [3], [4], top-down approaches such as [5], [6], [7], diffusion-
based designs such as [8], [9], spectral domain designs such
as [10]-[12], windowed graph Fourier transforms [13], and
generalized filter banks, the focus of this paper.
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Fig. 1. Two channel critically sampled graph filter bank. Here, H1 is a
lowpass graph spectral filter, and H2 is a highpass graph spectral filter.
The extension of the classical two channel critically sampled
filter bank to the graph setting is first proposed in [14]. Fig. 1
shows the analysis and synthesis banks, where Hi and Gi are
graph spectral filters [2], and the lowpass and highpass bands
are downsampled on complementary sets of vertices. For a
general weighted, undirected graph, it is not straightforward
how to design the downsampling sets and the four graph
spectral filters to ensure perfect reconstruction. One approach
is to separate the graph into a union of subgraphs, each of
which has some regular structure. For example, [15], [16]
show that the normalized graph Laplacian eigenvectors of
bipartite graphs have a spectral folding property that make
it possible to design analysis and synthesis filters to guarantee
perfect reconstruction. They take advantage of this property by
decomposing the graph into bipartite graphs and constructing
a multichannel, separable filter bank, while [17] adds vertices
and edges to the original graph to form an approximating
bipartite graph. References [18], [19] generalize this spectral
folding property to M -block cyclic graphs, and leverage it
to construct M -channel graph filter banks. Another class of
regular structured graphs is shift invariant graphs [20, Chapter
5.1]. These graphs have a circulant graph Laplacian and
their eigenvectors are the columns of the discrete Fourier
transform matrix. Any graph can be written as the sum of
circulant graphs, and [21], [22], [23] take advantage of this
fact in designing critically sampled graph filter banks with
perfect reconstruction. Another approach is to use architectures
other than the critically sampled filter bank, such as lifting
transforms [24], [25] or pyramid transforms [26].
Our approach in this paper is to replace the synthesis filters
with interpolation operators on each subband of the graph
spectrum. While this idea is suggested independently in [27]
for small graphs (say 5,000 or fewer vertices), we investigate
it in more detail here, and extend it to large, sparse graphs.
We develop three variants of M -channel critically sampled
filter banks (M -CSFB) for graph signals. The exact M -
CSFB (initially presented in [28]) features dictionary atoms
that are jointly localized in the vertex and graph spectral
domains, and therefore can compactly represent graph signals
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2with localized singularities [10]. The fast M -CSFB and fast,
signal-adapted M -CSFB transforms we propose here share
the same general structure as the exact M -CSFB, but scale
efficiently for large, sparse graphs; i.e., they do not require
a full eigendecomposition of the graph Laplacian. Specific
contributions of our work include:
1) A constructive method to partition the graph into unique-
ness sets for any given partition of the spectrum. This
is a key step in the exact M -CSFB (Section II).
2) A new filter bank design that is both adapted to an effi-
cient estimate of the distribution of the graph Laplacian
spectrum and more amenable to polynomial approxima-
tion (Section III).
3) A scalable method to sample and interpolate bandpass
and highpass graph signals. While we leverage the recent
flurry of work in sampling and reconstruction of graph
signals [27]-[39], the prior literature focuses on methods
that require a full eigendecomposition or assume the
graph signals are smooth (lowpass). We use efficient
convex optimization methods with a novel penalty term
to perform the interpolation (Section III).
4) The idea to adapt both the non-uniform sampling
weights and the number of samples allocated to each
band to the actual signal being analyzed, in addition to
the graph structure, because there is less benefit from
taking samples in areas of the graph where the filtered
signal does not have much energy. The fast, signal-
adapted M -CSFB in Section IV is based on this concept.
5) Empirical explorations of the exact M -CSFB, fast M -
CSFB, and signal-adapted fast M -CSFB transforms. In
Section V, we investigate computation times, the recon-
struction error resulting from the numerical approxima-
tions, tradeoffs involved in choosing the parameters, and
applications such as compression and fast, approximate
graph Fourier transforms.
II. M -CHANNEL CRITICALLY SAMPLED FILTER BANK
A. Notation
We consider graph signals f ∈ RN residing on a weighted,
undirected graph G = {V, E ,W}, where V is the set of N
vertices, E is the set of edges, and W is the weighted adja-
cency matrix. Throughout, we take L to be the unnormalized
graph Laplacian D −W, where D is the diagonal matrix of
vertex degrees. However, our theory and proposed transform
also apply to the normalized graph Laplacian I−D− 12WD− 12 ,
or any other Hermitian operator. We can diagonalize the
graph Laplacian as L = UΛU∗, where Λ is the diagonal
matrix of eigenvalues λ0, λ1, . . . , λN−1 of L, and the columns
u0,u1, . . . ,uN−1 of U are the associated eigenvectors of L.
The graph Fourier transform of a signal is fˆ = U∗f , and
h(L)f = Uh(Λ)U∗f applies the filter h : [0, λmax] → R to
the graph signal f . We let UR denote the submatrix formed by
taking the columns of U associated with the Laplacian eigen-
values indexed by R ⊆ {0, 1, . . . , N − 1}, and US,R denote
the submatrix formed by taking the rows of UR associated
with the vertices indexed by the set S ⊆ {1, 2, . . . , N}.
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Fig. 2. Example ideal filter bank. The red, orange, yellow, green, and blue
filters span 31, 31, 63, 125, and 250 graph Laplacian eigenvalues, respectively,
on a 500 node sensor network with a maximum graph Laplacian eigenvalue
of 14.3. The tick marks on the x-axis represent the locations of the graph
Laplacian eigenvalues.
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Fig. 3. The M -channel critically sampled filter bank architecture. The sets
V1,V2, . . . ,VM form a partition of the set V of vertices, where each set Vm
is a uniqueness set for graph signals supported on a different subband in the
graph spectral domain.
B. Architecture
We start by constructing an ideal filter bank of M graph
spectral filters, where for band endpoints 0 = τ0 < τ1 < . . . <
τM−1 ≤ τM (with τM > λmax), the mth filter is defined as
hm(λ) =
{
1, τm−1 ≤ λ < τm
0, otherwise
, m = 1, 2, . . . ,M. (1)
Fig. 2 shows an example of such an ideal filter bank. Note that
for each ` ∈ {0, 1, . . . , N−1}, hm(λ`) = 1 for exactly one m.
Equivalently, we are forming a partition {R1,R2, . . . ,RM}
of {0, 1, . . . , N − 1} and setting
hm(λ`) =
{
1, if ` ∈ Rm
0, otherwise
, m = 1, 2, . . . ,M.
The next step, which we discuss in detail in Section II-C, is
to partition the vertex set V into subsets V1,V2, . . . ,VM such
that Vm forms a uniqueness set for col (URm).
Definition 1 (Uniqueness set [29]). Let P be a subspace of
Rn. Then a subset Vs of the vertices V is a uniqueness set for
P if and only if for all f ,g ∈ P , fVs = gVs implies f = g. That
is, if two signals in P have the same values on the vertices in
the uniqueness set Vs, then they must be the same signal.
The following equivalent characterization of a uniqueness
set is often useful.
Lemma 1 ([31], [33]). The set S of k vertices is a uniqueness
set for col(UT ) if and only if the matrix whose columns are
uT1 ,uT2 , . . . ,uTk , δSc1 , δSc2 , . . . , δScn−k is nonsingular, where
uTi is the ith column of UT , and each δSci is a Kronecker
delta centered on a vertex not included in S.
3The mth channel of the analysis bank filters the graph
signal by an ideal filter on subband Rm, and downsamples the
result onto the vertices in Vm. For synthesis, we interpolate
from the samples on Vm to col (URm). Denoting the analysis
coefficients (i.e., the filtered and downsampled signal) of the
mth branch by yVm , we have
frec =
M∑
m=1
URmU
−1
Vm,RmyVm . (2)
If there is no error in the coefficients, then the reconstruction
is perfect, because Vm is a uniqueness set for col (URm),
ensuring UVm,Rm is full rank. Fig. 3 shows the architecture
of the proposed M -channel critically sampled filter bank with
interpolation on the synthesis side. Critically sampled refers
to the fact that the number of analysis coefficients is equal to
the length of the original signal; that is,
∑M
m=1 |Vm| = N .
C. Partitioning the graph into uniqueness sets for different
frequency bands
In this section, we show how to partition the set of vertices
into uniqueness sets for different subbands of the graph
Laplacian eigenvectors. We start with the easier case of M = 2
and then examine the general case.
1) M = 2 channels: First we show that if a set of vertices
is a uniqueness set for a set of signals contained in a band
of spectral frequencies, then the complement set of vertices is
a uniqueness set for the set of signals with no energy in that
band of spectral frequencies.
Proposition 1. On a graph G with N vertices, let T ⊆
{0, 1, . . . , N − 1} denote a subset of the graph Laplacian
eigenvalue indices, and let T c = {0, 1, . . . , N − 1} \ T . Then
Sc is a uniqueness set for col(UT c) if and only if S is a
uniqueness set for col(UT ).
This fact follows from either the CS decomposition [40,
Equation (32)]) or the nullity theorem [41, Theorem 2.1]. We
also provide a standalone proof in the Appendix that only
requires that the space spanned by the first k columns of U is
orthogonal to the space spanned by the last N−k columns, not
that U is an orthogonal matrix. The Steinitz exchange lemma
[42] guarantees that we can find the uniqueness set S (and
thus Sc), and the graph signal processing literature contains
methods such as Algorithm 1 of [33] to do so.
2) M > 2 channels: The issue with using the methods of
Proposition 1 for the case of M > 2 is that while the submatrix
USc,T c is nonsingular, it is not necessarily orthogonal, and so
we cannot proceed with an inductive argument. The following
proposition and corollary circumvent this issue by only using
the nonsingularity of the original matrix. The proof of the
following proposition is due to Federico Poloni [43], and we
later discovered the same method in [44], [45, Theorem 3.3].
Proposition 2. Let A be an N × N nonsingular matrix,
and β = {β1, β2, . . . , βM} be a partition of {1, 2, . . . , N}.
Then there exists another partition α = {α1, α2, . . . , αM} of
{1, 2, . . . , N} with |αi| = |βi| for all i such that the M square
submatrices Aαi,βi are all nonsingular.
Algorithm 1 Partition the vertices into uniqueness sets for
each frequency band
Input U, a partition {R1,R2, . . . ,RM}
S ← ∅
for m = 1, 2, . . . ,M do
Find sets γ1, γ2 ⊂ Sc s.t. Uγ1,Rm and Uγ2,Rm+1:M are
nonsingular
while γ1 ∩ γ2 6= ∅ do
Find a chain of pivots from an element y ∈ Sc \
(γ1 ∪ γ2) to an element z ∈ γ1 ∩ γ2 (c.f. [45] for details)
Update γ1 and γ2 by carrying out a series of ex-
changes resulting with y and z each appearing in exactly
one of γ1 or γ2
end while
Vm ← γ1
S ← S ∪ γ1
end for
Output the partition {V1,V2, . . . ,VM}
Proof: First consider the case M = 2, and let k = |β1|.
Then by the generalized Laplace expansion [46],
det(A) =
∑
{α1⊂{1,2,...,N}:|α1|=k}
σα1,β1det(Aα1,β1)det(Aαc1,β2), (3)
where the sign σα1,β1 of the permutation determined by α1 and
β1 is equal to 1 or -1. Since det(A) 6= 0, one of the terms in
the summation of (3) must be nonzero, ensuring a choice of α1
such that the submatrices Aα1,β1 and Aαc1,β2 are nonsingular.
We can choose {α1, αc1} as the desired partition. For M > 2,
by induction, we have
det(A) =
∑
{Partitions α of {1,2,...,N}:|αi|=|βi| ∀i}
σα
∏M
i=1 det(Aαi,βi), (4)
where again |σα| = 1, and one of the terms in the summation
in (4) must be nonzero, yielding the desired partition.
Corollary 1. For any partition {R1,R2, . . .RM} of the graph
Laplacian eigenvalue indices {0, 1, . . . , N−1} into M subsets,
there exists a partition {V1,V2, . . . ,VM} of the graph vertices
into M subsets such that for every m ∈ {1, 2, . . . ,M}, |Vm| =
|Rm| and Vm is a uniqueness set for col (URm).
Proof: By Proposition 2, we can find a partition such
that UVm,Rm is nonsingular for all m. Let Em be the matrix
formed by joining the km columns of U indexed by Rm with
N−km Kronecker deltas centered on all vertices not included
in Vm. By Lemma 1, it suffices to show that the matrices
Em are all nonsingular. Yet, for all m, we have |det(Em)| =
|det(UVm,Rm)| 6= 0.
Corollary 1 ensures the existence of the desired partition,
and the proof of Proposition 2 suggests that we can find it
inductively. However, given a partition of the columns of A
into two sets T and T c, Proposition 2 does not provide a con-
structive method to partition the rows of A into two sets S and
Sc such that the submatrices AS,T and ASc,T c are nonsingu-
lar. This problem is studied in the more general framework of
matroid theory in [45], which gives an algorithm to find the
desired row partition. We summarize this method in Algorithm
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Fig. 4. Partitions of a 500 node random sensor network and the Minnesota
road network [47] into uniqueness sets for five different sectral bands, with
the indices increasing from lowpass bands (1) to highpass bands (5).
1, which takes in a partition {R1,R2, . . .RM} of the spectral
indices and constructs the partition {V1,V2, . . . ,VM} of the
vertices. In Fig. 4, we show two examples of the resulting
partitions.
Remark 1. While Algorithm 1 always finds a partition into
uniqueness sets, such a partition is usually not unique. The
initial choices of γi in each loop play a significant role in
the final partition. In the numerical experiments, we use the
greedy algorithm in [33, Algorithm 1] to find an initial choice
for γ1, permute the complement of γ1 to the top, and then
perform row reduction to find an initial choice for γ2.
D. Transform properties
1) Dictionary atoms: Let Mm ∈ R|Vm|×N be the down-
sampling matrix for the mth channel. That is, Mm(i, j) = 1
if vertex j is the ith element of Vm, and 0 otherwise. The
proposed transform is a linear mapping F : RN → RN
by Ff = Φ>f , where the resulting dictionary is of the
form Φ :=
[
h1(L)M>1 | h2(L)M>2 | · · · | hM (L)M>M
]
.
While the transform is not orthogonal, each atom (column of
Φ) is orthogonal to all atoms concentrated on other spectral
bands. This is because the atoms are projections of Kronecker
deltas onto the orthogonal subspaces spanned by the Laplacian
eigenvectors of each band. That is, each atom is of the form
hm(L)δi, where vertex i is in Vm. If m 6= m′, then the inner
product of two atoms from different bands is given by
〈hm(L)δi, hm′(L)δi′〉
= δ>i Uhm(Λ)U
∗Uhm′(Λ)U∗δi′ = 0, (5)
since U∗U = I and hm(λ)hm′(λ) = 0 for all λ by design.
Note also that the wavelet atoms at all scales (m > 1) have
mean zero, as they have no energy at eigenvalue zero.
2) Signals that are sparsely represented by the M-CSFB
transform: Globally smooth signals trivially lead to sparse
analysis coefficients because the coefficients are only nonzero
for the first set(s) of vertices in the partition. More generally,
signals that are concentrated in the graph Fourier domain have
sparse M-CSFB analysis coefficients, because the coefficients
for any channel whose filter does not overlap with the support
of the signal in the graph Fourier domain are all equal to zero.
E. Joint vertex-frequency localization of atoms and example
analysis coefficients
Next, we empirically examine the joint localization of the
dictionary atoms in the vertex and graph spectral domains,
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Fig. 5. (a)-(b) Piecewise smooth signal on the Stanford bunny graph [48]
in the vertex and graph spectral domains, respectively. (c) Partition of the
graph into uniqueness sets for five different spectral bands. (d) M -channel
filter bank analysis coefficients of the signal shown in (a) and (b).
which is key for their ability to compactly represent localized
phenomena (e.g., discontinuities, edges). On the Stanford
bunny graph [48] with 2503 vertices, we partition the spec-
trum into five bands, and show the resulting partition into
uniqueness sets in Fig. 5(c). The first row of Fig. 6 shows five
example atoms whose energies are concentrated on different
spectral bands. These atoms are also generally localized in the
vertex domain, with the wavelets becoming more localized at
higher scales, as expected. The second row of Fig. 6 shows
the localization of the spectral content of all atoms in each
band, with the averages represented by thick black lines.
We then apply the proposed transform to a piecewise-
smooth graph signal f that is shown in the vertex domain
in Fig. 5(a), and in the graph spectral domain in Fig. 5(b).
The full set of analysis coefficients is shown in Fig. 5(d),
and these are separated by band in the third row of Fig. 6.
We see that with the exception of the lowpass channel, the
coefficients are clustered around the two main discontinuities
(around the midsection and tail of the bunny). The bottom row
of Fig. 6 shows the interpolation of these coefficients onto the
corresponding spectral bands. If we sum these reconstructions
together, we recover the original signal in Fig. 5(a).
III. FAST M-CSFB TRANSFORM
In the numerical examples in the previous sections, we have
computed a full eigendecomposition of the graph Laplacian
and used it for all three of the filtering, sampling, and
interpolation operations; however, such an eigendecomposition
does not scale well with the size of the graph, as it requires
O(N3) operations with naive methods. In this section, we
develop a fast approximate version of the proposed transform
that scales more efficiently for large, sparse graphs.
A. Approximation by polynomial filters
Fast, approximate methods for computing hm(L)f , a func-
tion of sparse matrix times a vector, include approximating
the function hm(·) by a polynomial (e.g., via a truncated
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Fig. 6. M -channel filter bank example. The first row shows example atoms in the vertex domain. The second row shows all atoms in the spectral domain,
with an average of the atoms in each band shown by the thick black lines. The third row shows the analysis coefficients of Fig. 5(d) by band, and the last
row is the interpolation by band from those coefficients.
Chebyshev or Legendre expansion), approximating hm(·) by
a rational function, Krylov space methods (Lanczos in our
case of a symmetric matrix L), and the matrix version of the
Cauchy integral theorem (see, e.g., [49]-[52] and references
therein). The first three of these methods have been examined
in graph signal processing settings [10], [34], [53]-[56]. Here,
to approximate the analysis side filters, we focus on order K
Chebyshev polynomial approximations of the form
h˜(L)f :=
K∑
k=0
αkT¯k(L)f . (6)
In (6), T¯k(·) are Chebyshev polynomials shifted to the interval
[0, λmax]. Thus, T¯0(L)f = f , T¯1(L)f = 2λmaxLf − f , and for
k ≥ 2, by the three term recurrence relation of Chebyshev
polynomials, we have
T¯k(L)f = 4
λmax
(
L− λmax
2
I
)
T¯k−1(L)f − T¯k−2(L)f . (7)
The coefficients in (6) are often taken to be α0 = 12c0 and
αk = ck for k = 1, 2, . . . ,K, where {ck}k=0,...,K are the
truncated Chebyshev expansion coefficients
ck := 〈h, T¯k〉 = 2
pi
∫ pi
0
cos(kφ)h
(λmax
2
(
cos(φ) + 1
))
dφ. (8)
However, the oscillations that arise in Chebyshev polynomial
approximations of bandpass filters may result in larger values
of h˜m(λ)h˜m′(λ), even when the ideal filters hm(·) and hm′(·)
have supports that do not come close to overlapping. This
negates the orthogonality of the atoms across bands shown in
(5). In an attempt to at least preserve near orthogonality across
bands, we therefore use the Jackson-Chebyshev polynomial
approximations from [57], [58] that damp the Gibbs oscilla-
tions appearing in Chebyshev expansions. With the damping,
α0 =
1
2
c0 and αk = γk,Kck for k = 1, 2, . . . ,K, (9)
where, as presented in [57],
γk,K = (10)
(1− kK+2 ) sin( piK+2 ) cos( kpiK+2 ) + 1K+2 cos( piK+2 ) sin( kpiK+2 )
sin( piK+2 )
.
Fig. 7 shows the Jackson-Chebyshev polynomial approxima-
tions for ideal bandpass filters of two different graphs.1
B. Filter bank design
We can quantify the worst case error introduced when
approximating hm(·) by an approximant h˜m(·) as follows:
||h˜m(L)− hm(L)||2 = max
`∈{0,1,...,N−1}
|h˜m(λ`)− hm(λ`)|
≤ max
λ∈[0,λmax]
|h˜m(λ)− hm(λ)|. (11)
While approximation theory often aims to minimize the
upper bound in (11), only the errors exactly at the graph
Laplacian eigenvalues affect the overall approximation error
||h˜m(L) − hm(L)||2. Since, as seen in Fig. 7, the errors of
the Jackson-Chebyshev polynomial approximation are concen-
trated around the discontinuities of hm(·), a guiding principle
when designing the filter bank to be more amenable to fast
approximation is to choose the endpoints {τm}m=1,...,M−1
of the bandpass filters to be in gaps in the graph Laplacian
spectrum. Unfortunately, we do not have access to the exact
graph Laplacian eigenvalues (the reason for introducing this
1For the net25 graph, we have removed the self loops and added a single
edge to connect the two connected components.
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Fig. 7. Degree 80 Jackson-Chebyshev polynomial approximations for ideal
bandpass filters on the (a) 500 vertex random sensor network of Fig. 4 and
(b) Andrianov net25 graph from [59] with 9,520 vertices. In (c) and (d), we
show the errors |h˜(λ`)− h(λ`)| at each of the Laplacian eigenvalues of the
corresponding graphs in (a) and (b).
approximation in the first place is that they are too expensive
to compute for large graphs); however, we can efficiently
estimate the density of the spectrum in order to design the
filters have the endpoints close to fewer eigenvalues of L.
1) Estimating the spectral density: Lin et al. [60] provide
an excellent overview of methods to approximate the spectral
density function [61, Chapter 6]) (also called the Density of
States or empirical spectral distribution [62, Chapter 2.4]) of
a matrix, which in our context for the graph Laplacian L is
the probability measure pλ(s) := 1N
∑N−1
`=0 11{λ`=s}. Here,
we use a variant of the Kernel Polynomial Method [63]-[65]
described in [60] to estimate the cumulative spectral density
function or empirical spectral cumulative distribution
Pλ(z) :=
1
N
N−1∑
`=0
11{λ`≤z}. (12)
The procedure starts by estimating λmax, for example via the
power iteration. Then for each of T linearly spaced points
ξi between 0 and λmax, we use Hutchinson’s stochastic trace
estimator [66] to estimate ηi, the number of eigenvalues less
than or equal to ξi. Defining the Heaviside function Θξi(λ) :=
11{λ≤ξi}, we have
ηi = tr
(
Θξi(L)
)
= E[x>Θξi(L)x] (13)
≈ 1
J
J∑
j=1
x(j)
>
Θξi(L)x(j) (14)
≈ 1
J
J∑
j=1
x(j)
>
Θ˜ξi(L)x(j). (15)
In (13), x is a random vector with each component having
an independent and identical standard normal distribution.
Each vector x(j) in (14) is chosen according to this same
distribution, and in our experiments, we take the default
number of vectors to be J = 30. In (15), Θ˜ξi is the Jackson-
Chebyshev approximation to Θξi discussed in Section III-A. If
we place the J random vectors into the columns of an N ×J
Algorithm 2 Spectral density approximation
Input graph G, estimate for λmax, degree K, number of
random vectors J
Generate an N × J matrix X whose columns are i.i.d.
standard normal random vectors
Compute {T¯k(L)X}k=0,1,...,K via (7)
Choose T linearly spaced points {ξi}i=1,...,T between 0 and
λmax
for i = 1, 2, . . . , T do
Approximate ηi via (15) and (16)
end for
Estimate the spectral density function P˜λ by performing
monotonic cubic interpolation on the set of points {ξi, ηiN }
Output X, {T¯k(L)X}k=0,1,...,K , and P˜λ
matrix X, the computational cost of estimating the spectral
distribution is dominated by computing
Θ˜ξi(L)X =
K∑
k=0
αkT¯k(L)X (16)
for each ξi. Yet, we only need to compute
{T¯k(L)X}k=0,1,...,K recursively once, as this sequence
can be reused for each ξi, with different choices of the αk’s.
Therefore, the overall computational cost is O(KJ |E|).
As in [11], once we compute the eigenvalue count esti-
mates {ηi}, we approximate the empirical spectral cumulative
distribution Pλ(·) by performing monotonic piecewise cubic
interpolation [67] on the series of points
{(
ξi,
ηi
N
)}
i=1,2,...,T
.
We denote the result as P˜λ(·). Algorithm 2 summarizes these
computations.
2) Choosing initial band ends: When selecting the band
ends {τm} for each of the M ideal filters, we consider two fac-
tors: spectrum-adaptation and spacing. In our implementation,
the filter bank can either be adapted to the spectral distribution
or just to the support of the spectrum [0, λmax], and it can be
either evenly or logarithmically spaced (four options in all).
For example, if the filter bank is only adapted to the support
of the spectrum and is evenly spaced, then τm = mM λmax.
Fig. 8(a)-(b) show a spectrum-adapted, logarithmically spaced
choice with τm = P˜−1λ
(
1
2
M−m) for m = 1, 2, . . . ,M , such
that approximately half of the eigenvalues are in the highest
band, a quarter in the next highest band, and so forth.
3) Adjusting the band ends: In order to make the fil-
ters more amenable to approximation, we then adjust the
initial choice of band endpoints so that they lie in lower
density regions of the spectrum. Specifically, for each m =
1, 2, . . . ,M −1 and some ∆ > 0, we let the final endpoint be
τ∗m = argmin
τ∈Im
{
P˜λ(τ + ∆)− P˜λ(τ −∆)
2∆
}
, (17)
where Im is an interval around the initial choice of τm. Fig.
8(c) shows the objective function in (17), along with the
initial band ends, search intervals, and adjusted band ends.
Comparing Fig. 8(b) and Fig. 8(d), the band end adjustments
lead to fewer eigenvalues falling close to the filter borders,
reducing the error incurred by the polynomial approximation
70 30 60 90 120 150
0
0.25
0.5
0.75
1
(a)
0 30 60 90 120 150
0
0.5
1
(b)
0 30 60 90 120 150
0
0.01
0.02
0.03
(c)
0 30 60 90 120 150
0
0.5
1
(d)
Fig. 8. (a) The approximate cumulative spectral density function, P˜λ(·), for
the net25 graph described in Fig. 7. The blue X marks correspond to the initial
choice of band endpoints computed by taking the inverse of logarithmically
spaced points on the vertical axis. (b) The degree 80 Jackson-Chebyshev
approximations to the ideal filters defined by the initial choice of band ends
from (a). (c) The objective function of (17) (a discrete approximation of
the spectral density function pλ(·)) with ∆ = .1. The blue horizontal lines
correspond to the search intervals I1 and I2, and the red circles represent the
adjusted band ends {τm}m=0,1,2,3. (d) The degree 80 Jackson-Chebyshev
approximations to the ideal filters defined by the adjusted choice of band ends.
Note that the errors between the approximate filters and ideal bandpass filters
are concentrated in regions with fewer eigenvalues.
process. Algorithm 3 summarizes the filter bank design in the
case of spectrum-adapted and logarithmically spaced filters.
C. Non-uniform random sampling distribution
The partitioning of the vertices into uniqueness sets de-
scribed in Algorithm 1 requires a full eigendecomposition of
the graph Laplacian to compute the matrix U. Two broad
approaches to more efficient sampling have recently been
investigated: greedy methods [27], [31], [36], [38] and random
sampling methods [33], [34], [37], which have close connec-
tions to leverage score sampling in the statistics and numerical
linear algebra literature (see, e.g., [68]-[70]). Reference [38]
has a nice review of the computational complexities of the
various greedy routines for identifying uniqueness sets. Most
of these are designed specifically for lowpass signals.
We adapt the non-uniform random sampling method of [34],
which scales more efficiently than greedy methods. For the
mth band, we identify the downsampling set Vm by sampling
the vertices V without replacement according to a discrete
probability distribution ωm. To minimize the graph weighted
coherence, it is ideal to take ωm(i) ∝ ||U>Rmδi||22 [34];
however, we do not have access to URm . Instead, we take
ωm(i) ∝ ||(h˜m(L)X)>δi||22, (18)
which [34] shows is an unbiased estimator of ||U>Rmδi||22
when X is the random matrix from (16). Since we already
compute and store the series of matrices {T¯k(L)X} for the
spectral density estimation of Section III-B1, we just need to
Algorithm 3 Spectrum-adapted and logarithmically spaced
filter bank design
Input Estimate for λmax, approximate spectral density P˜λ,
number of bands M , ∆ > 0, degree K
for m = 1, 2, . . . ,M do
Compute the initial band end: τm = P˜−1λ (
1
2
M−m
)
end for
Set τ∗0 = τ0 = 0, τ
∗
M = τM = λmax,
for m = 1, · · · ,M − 1 do
Set the search radius:
r = min
{τm − τm−1
2
,
τm+1 − τm
2
}
Set the search interval: Im = [τm − r, τm + r]
Update the band ends:
τ∗m = argmin
τ∈Im
{
P˜λ(τ + ∆)− P˜λ(τ −∆)
2∆
}
end for
for m = 1, 2, . . . ,M do
Construct the ideal filter hm(λ) according to (1) using
τ∗m−1 and τ
∗
m
Construct the polynomial filter approximation h˜m(λ)
and the corresponding Jackson-Chebyshev polynomial co-
efficients αm,k via (8)-(10)
end for
Output Degree K Jackson-Chebyshev polynomial fil-
ters {h˜1(λ), h˜2(λ), · · · , h˜M (λ)}, and associated coefficients
{αm,k}m=1,2,...,M ;k=0,1,...,K
compute the polynomial approximation coefficients {αm,k} in
(16) for hm(λ) in order to compute h˜m(L)X.
Intuitively, the sampling distribution approximates the en-
ergy of the selected eigenvectors concentrated on each ver-
tex. In the extreme case that the selected eigenvectors are
completely concentrated on a single vertex or small neigh-
borhood of vertices, sampling signal values outside of this set
provides no additional information, justifying the zero weight
in the sampling distribution. For eigenvectors whose energy
is equally spread across the graph, this results in uniform
sampling. In particular, for any walk-regular graph, a class
that includes vertex-transitive graphs, which in turn include
shift-invariant graphs such as the cycle graph, ||U>Rδi||22 is
constant across vertices i for any choice of eigenvectors R
[71, Corollary 3.2], resulting in uniform random sampling for
all bands. As discussed in [34, Section 5.1.2], non-uniform
sampling is particularly beneficial for bands with localized
eigenvectors, which most commonly occur at the middle and
upper ends of the spectrum. For the low end of the spectrum
with smooth eigenvectors, the intuition is that it is easier to
interpolate missing values in highly connected regions of the
graph, and therefore there are slightly higher weights on the
less connected vertices (e.g., near the boundaries in Fig. 11(g)).
D. Number of samples
One option to ensure critical sampling is to choose the
number of samples for each band according to the initial filter
8Algorithm 4 Construct the downsampling sets
Input graph G, X, {T¯k(L)X}k=0,1,...,K , Jackson-
Chebyshev coefficients {αm,k}m=1,2,...,M ;k=0,1,...,K for
the polynomial filters {h˜1(λ), h˜2(λ), · · · , h˜M (λ)}, signal f
(optional)
for m = 1, 2, . . . ,M do
Compute h˜m(L)X =
∑K
k=0 αm,kT¯k(L)X
Set the weight for each vertex i ∈ V:
ωm(i) = ||(h˜m(L)X)>δi||22
if signal-adapted weights then
Compute h˜m(L)f via (6) with the same {αm,k}
Adapt the weights:
ωm(i) = ωm(i) · log(1 + |(h˜m(L)f)(i)|)
end if
Normalize the weights: ωm(i) =
ωm(i)∑N
i=1 ωm(i)
Set the initial number of samples based on (15):
nm =
1
J
Trace(X>h˜m(L)X)
end for
if signal-adapted number of samples then
for m = 1, 2, . . . ,M do
Set nm = nm · log(1 + ||h˜m(L)f ||)
end for
end if
Compute total initial number of samples: N0 =
∑
m nm
for m = 1, 2, . . . ,M do
Normalize the number of total samples:
nm = round
(nm
N0
NT
)
,
where NT is the target number of samples (e.g., NT = N
for critical sampling)
end for
Adjust to meet target number of samples:
if
∑
m nm > NT then
Set nM = nM − (
∑
m nm −NT )
else if
∑
m nm < NT then
Set n1 = n1 + (NT −
∑
m nm)
end if
for m = 1, 2, . . . ,M do
Choose the downsampling set Vm by randomly sampling
nm vertices according to the distribution ωm
end for
Output downsampling sets {V1,V2, . . . ,VM}, sampling
distributions {ω1,ω2, . . . ,ωM}
bank design. For example, if the filter bank is designed to
be adapted to the spectrum with logarithmic spacing, we can
choose N2 samples for the highest band,
N
4 for the next highest,
and so forth. However, the adjustments we make in Section
III-B3 affect the number of eigenvalues contained in each
band. Since we have an estimate of the cumulative spectral
distribution, one approximation for the number of samples in
the adjusted mth band is to round N · (P˜λ(τm)− P˜λ(τm−1)).
As a band end τm may fall at a point where P˜λ has been
interpolated via cubic functions, another option is to estimate
the number of eigenvalues between τm−1 and τm, once again
with the stochastic trace estimator in (15), except using the
bandpass filter hm(λ) from (1). We already compute h˜m(L)X
to calculate the sampling distribution in (18). We can substitute
the columns h˜m(L)x(j) of this matrix into (15) for an estimate
of the number of eigenvalues in the mth band. An added
benefit of this extra step is that the thresholds {τm} are chosen
to be in areas of low spectral density, which improves the
accuracy of the eigenvalue count estimate [57].
We make small adjustments to ensure the total number of
samples is equal to some target NT . In our experiments, we
take NT = N to ensure critical sampling. Our default is
to add samples to the lowest band if the normalized total is
below NT , and remove samples from the highest band if the
normalized total is above NT . Algorithm 4 summarizes the
proposed method to choose the downsampling sets.
Note that dim(col(h˜m(L))) ≥ dim(col(hm(L))), with the
difference depending on the number of Laplacian eigenvalues
just outside the end points of hm(·) and the degree of
approximation used for h˜m(·). Therefore, we expect that to
perfectly reconstruct signals in col(h˜m(L)), we need more
samples than the number of eigenvalues in the support of
hm(·). In Section V, we explore how the reconstruction error
is reduced as we increase the number of samples in each band.
E. Interpolation
The exact interpolation (2) requires the eigenvector matrix
U, and in case UVm,Rm is not full rank, the standard least
squares reconstruction for the mth channel
fm,rec = URm(U
>
Vm,RmUVm,Rm)
−1U>Vm,RmyVm (19)
also requires URm . One option explored in [72], [73] is
to leverage {T¯k(L)X} again to approximate the column
space of URm by filtering at least |Rm| standard normal
random vectors with the filter h˜m(·), possibly followed by
orthonormalization via QR factorization.
A second approach suggested in [34] to efficiently recon-
struct lowpass signals is to relax the optimization problem
min
z∈col(URm )
||Ω− 12m,Vm (Mmz− yVm) ||22
to
min
z∈RN
{
z>ϕm(L)z + κ||Ω−
1
2
m,Vm (Mmz− yVm) ||22
}
, (20)
where Ωm,Vm is a |Vm| × |Vm| diagonal matrix with the mth
channel sampling weights of Vm along the diagonal, and κ > 0
is a parameter to trade off the two optimization objectives.
The regularization term z>ϕm(L)z in (20) penalizes recon-
structions with support outside of the desired spectral band.
For lowpass signals, Puy et al. [34] take the penalty function
ϕm(λ) to be a nonnegative, nondecreasing polynomial, such
as λl, with l a positive integer. For more general classes of
signals (i.e., the midpass and highpass signals output from the
higher bands of the proposed filter bank), it is important to
keep the nonnegativity property, in order to ensure that ϕm(L)
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Fig. 9. Example penalty filters ϕm for the regularization term in (20), with
 =
√
5−1
2
. Here, h˜m is a Jackson-Chebyshev polynomial approximation of
hm of degree 20 and 50 in (a) and (b), respectively.
is positive semi-definite and the optimization problem (20) is
convex. However, we can drop the nondecreasing requirement,
and instead choose penalty functions concentrated outside
the mth spectral band. Options we explore include (i) the
polynomial filter ϕm(λ) = 1 − h˜(λ); (ii) the rational filter
ϕm(λ) =
1
h˜(λ)+
− 11+ ; and (iii) a polynomial approximation
of a penalty function constructed as a piecewise cubic spline,
an approach explored in [74]. See Fig. 9 for example graphs
of these penalty functions.
From the first-order optimality conditions, the solution to
(20) is the solution to the linear system of equations(
κM>mΩ
−1
m,VmMm + ϕm(L)
)
z = κM>mΩ
−1
m,VmyVm , (21)
which can be solved, for example, with the preconditioned
conjugate gradient method. For the preconditioner, we use a
diagonal matrix whose ith element is equal to 1 if i /∈ Vm and
1 + κωm(i) if i ∈ Vm, which serves as an approximation to the
matrix κM>mΩ
−1
m,VmMm + ϕm(L) in (21).
F. Summary and properties of the fast M-CSFB transform
In summary, as shown in the flow chart in Fig. 10, the
set up for the fast M-CSFB consists of approximating the
spectral density of the graph Laplacian, designing the filter
bank via Algorithm 3 and choosing the downsampling sets
via Algorithm 4. To analyze a signal, we apply each of the M
Jackson-Chebyshev polynomial filters output from Algorithm
3 to the signal, and then downsample on the corresponding set
of vertices output from Algorithm 4. To synthesize a signal
from its transform coefficients, we solve (21) for each band
and sum the results. The complexity of the set up is dominated
by the computation of {T¯k(L)X}k=0,1,...,K via (7), which
has computational complexity O(JK|E|). The computational
complexity of the analysis is O(K|E|). So, if N is large,
the number of random vectors J and degree of polynomial
approximation K are small compared to N , and the graph is
sparse (|E| is roughly a small constant times N ), the setup
and analysis scale linearly with the number of vertices. If
each ϕm is taken to be an order K polynomial and the
conjugate gradient is run for at most I iterations, the bottleneck
computation of the synthesis has complexity O(IMK|E|). In
practice, the required number of iterations and corresponding
computation time depend on the conditioning of the matrix on
the left-hand side of (21) and the choice of preconditioner.
Design Filter Bank  
(Algorithm 3)
Approximate Spectral 
Density (Algorithm 2)
Construct Downsampling Sets 
(Algorithm 4)
Inputs/parameters
Analysis with Fast M-CSFB 
Transform
Synthesis   
• Interpolate on 
each channel 
• Sum the M 
interpolations
Conjugate gradient
parameters
Regularization parameter 
Type of penalty filter
frec
Graph G
Graph G
Graph G
Signal f
Signal f
(optional)
Signal-adapted?
# random vectors J
Polynomial degree K
# interpolation points T
# channels M
Polynomial degree K
 
Desired band spacing
(e.g., logarithmic,
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X, {T¯k(L)X}k=0,1,...,KP˜ 
{↵m,k}
{V1,V2, . . . ,VM}
{Vm}
{↵m,k}
{!m}
{yVm}
Fig. 10. Flow chart of the set up, analysis, and synthesis for the fast M -
CSFB transform. The only differences for the signal-adapted transform are in
the construction of the downsampling sets.
When the degree of approximation K is small, the energies
of the fast, approximate transform atoms, which are of the
form h˜m(L)δi, may be slightly more spread in the spectral
domain than those of the atoms of the form hm(L)δi, due to
the polynomial approximation of the ideal filter. However, the
energy is also guaranteed to be supported completely within
a radius of K hops from the center vertex i [10], [13]. Thus,
we have better control over the spread in the vertex domain,
which, as we saw in the scale 3 wavelet atom in Fig. 6, may
be larger with the ideal filters.
IV. SIGNAL-ADAPTED FAST M-CSFB TRANSFORM
Just as it is helpful for interpolation to sample more signal
values at vertices where the energy of the selected eigenvectors
is concentrated, it is also helpful to sample more values
where the energy of the filtered signals is concentrated. This
motivates three adaptations to the fast M-CSFB transform.
First, we subtract the mean of the signal (i.e., let f = f −
1>f
N 1) before sending it into the filter bank, and then add this
constant back to every vertex when summing the interpolations
from the M channels. To ensure critical sampling, we only
allow N − 1 total samples in addition to this mean.
Second, we adapt the sampling weights by setting ωm(i) =
ωm(i) · log
(
1 + |(h˜m(L)f)(i)|
)
. Thus, if a filtered signal on
a given band is concentrated on a certain region of the graph,
the sampling weights are concentrated on the intersection of
that region and the set of vertices where the energies of the
selected eigenvectors are concentrated.
Third, beyond the distribution of samples within each band,
we need to decide how many samples to allocate to each
band. In the exact computation (small graph) case, allocating
the samples according to the number of eigenvalues contained
in the disjoint bands ensures perfect reconstruction. However,
with approximate computations, it is beneficial to the overall
reconstruction error to do a better job of interpolation on the
bands whose filtered signals have the most energy. We set the
initial number of samples by multiplying the estimate of the
number of eigenvalues in the band with log(1 + ||h˜m(L)f ||),
as shown in Algorithm 4. In the extreme case of a filtered
signal with no energy, this choice leads to zero measurements
and a reconstruction of the all zero vector.
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N = 500
|E| = 2, 050
N = 2, 503
|E| = 13, 726
N = 9, 520
|E| = 195, 841
N = 25, 000
|E| = 480, 459
N = 469, 404
|E| = 1, 865, 415
Anal.
Time
Synth.
Time
Rec.
NMSE
Anal.
Time
Synth.
Time
Rec.
NMSE
Anal.
Time
Synth.
Time
Rec.
NMSE
Anal.
Time
Synth.
Time
Rec.
NMSE
Anal.
Time
Synth.
Time
Rec.
NMSE
Graph Fourier
Transform 0.1 0.01 5.4e-30 9.8 0.02 2.5e-29 295.7 0.08 1.4e-28 8544.8 0.6 4.5e-28 NA NA NA
Exact M -CSFB 2.2 0.06 7.8e-30 380.4 0.1 7.8e-23 NA NA NA NA NA NA NA NA NA
Diffusion Wavelets [8] 8.5 0.03 1.2e-30 313.9 0.02 1.2e-29 14354 0.3 1.0e-26 NA NA NA NA NA NA
Graph-QMF [15] 0.6 0.1 5.4e-8 4.9 3.4 3.2e-8 38.4 21.0 3.3e-9 1062.7 978.0 6.0e-8 NA NA NA
Fast M -CSFB
(Scenario A: faster) 0.6 0.5 6.8e-2 0.8 0.9 8.2e-2 2.3 3.1 1.6e-1 2.8 12.4 2.2e-1 55.1 94.5 1.4e-2
Fast M -CSFB
(Scenario B: more
accurate)
0.7 1.0 9.2e-2 0.9 3.7 3.3e-2 1.4 12.1 1.4e-1 4.4 71.7 1.5e-1 91.6 874.3 7.0e-3
Signal-Adapted
Fast M -CSFB
(Scenario A: faster)
0.7 0.5 3.8e-2 0.8 0.9 3.4e-2 0.8 2.2 6.7e-2 2.8 9.9 1.2e-1 47.6 98.4 1.7e-3
Signal-Adapted
Fast M -CSFB
(Scenario B: more
accurate)
0.7 1.1 2.4e-2 0.9 3.6 1.2e-2 1.3 9.7 7.7e-2 4.4 71.1 7.9e-2 81.2 976.0 6.6e-4
TABLE I
COMPARISON OF COMPUTATION TIMES (SECONDS) AND RECONSTRUCTION ERRORS
Note that when analyzing a single signal, these adaptations
do not add significantly to the computational complexity of
the transform. However, if we are repeating the transform on
many different signals residing on the same graph, we do need
to rerun the random selection of vertices for each signal.
V. NUMERICAL EXPERIMENTS
A. Scalability
The one indisputable advantage of the proposed fast M -
CSFB transforms over other critically sampled transforms for
graph signals is their scalability to sparse graphs with a large
number of vertices. In Table I, we compare the computation
times of the proposed transform to those of the exact graph
Fourier transform (i.e., a full diagonalization of L); diffusion
wavelets [8] with five scales (one scaling and four wavelets)
and a precision of  = 1e-4; and a graph quadrature mirror
filter (QMF) bank [15] with polynomial approximation order
of K = 50. For the fast M -CSFB (original and signal adapted
versions), we consider two scenarios. Scenario A is faster,
but less accurate, with K = 25, a conjugate gradient (CG)
tolerance of 1e-8, and a maximum of 100 CG iterations.
Scenario B is slower, but more accurate, with K = 50, a
CG tolerance of 1e-10, and a maximum of 250 iterations.
For all fast M -CSFB cases, we let M = 5, J = 30 and
κ = 1, and subtract out the mean of the signal before
applying the filter bank. For larger graphs, calculations such
as a full diagonalization are either not possible due to memory
limits or would take in excess of a day to compute. We
denote these by NA. Note that the graph-QMF transform is
slower due to two additional bottlenecks. First, it requires a
graph coloring via algorithms with complexities of O(N3) or
O(N4) [75]. Second, whereas for the M -CSFB we can reuse
the single sequence of vectors {T¯k(L)f} in computing the
filtered signal h˜m(L)f on each channel, the iterative nature of
the graph-QMF filter bank leads to different input signals at
each level, resulting in a complexity increase from O(K|E|)
(assuming M is on the order of the average degree of the
graph) to O(K|E|(2L−1)), where L is the number of bipartite
subgraphs in the graph-QMF transform. The second bottleneck
is more significant in the computation times for smaller graphs,
while the first becomes prohibitive for extremely large graphs.
We apply all transforms to the signals shown above for the
sensor network and bunny graph, to Gaussian random vectors
with independent entries for the net25 and community (100
communities) graphs, and to a temperature signal discussed in
detail in the next subsection. Note that in all of these examples,
we are simply performing analysis followed by synthesis,
without doing any compression or other adjustments to the
analysis coefficients (compression examples are included in
Section V-D). Of particular note in Table I is that the fast
M -CSFB analysis times are under a minute for a graph with
almost a half of a million vertices and 2 million edges.
B. Illustrative Example: Temperatures
The last column of Table I is based on the average temper-
atures for March 2018, taken from the Gridded 5km GHCN-
Daily Temperature and Precipitation Dataset (nClimGrid) [76],
[77] of the United States National Oceanic and Atmospheric
Administration (NOAA). The measurements are on a grid with
spacing of 124 of a degree for both latitude and longitude. We
form an unweighted graph by connecting each measurement
location to its eight neighbors on the grid, if they contain
measurements, as shown in Fig. 11(a)-(b). We eliminate iso-
lated vertices and small components (e.g., islands), yielding
a connected graph with 469,404 vertices (measurement loca-
tions). Fig. 11(c)-(e) show the estimated spectral distribution,
the approximate filter bank with five bands and degree 50
polynomial approximations, and the temperatures.
An intuitive explanation of the distribution for the second
band, shown in Fig. 11(g), is that we want to sample with
higher probability near the edges, as there are fewer neighbors
from whom to interpolate the local average value. The 27,021
vertices selected for V2, shown in Fig. 11(i), are spread across
the graph, with a higher density near the boundaries. The cor-
responding non-uniform sampling distribution and realization
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Fig. 11. Fast M -channel filter bank example. (a)-(b) The eight-neighbor local graph structure for the Eastern Massachusetts and Boston regions. (c) Estimate
of the cumulative spectral distribution function of the graph. (d) Approximate filter bank with five bands and degree 50 polynomial approximations. (e) Average
temperatures for March 2018, measured at 469,404 locations. (f) Magnitudes of the filtered signal on the second band, |h˜2(L)f |. (g)-(h) Weights of the non-
uniform sampling distribution for the second band, without and with adaptation to the filtered signal in (f). (i) The 27,021 vertices randomly selected according
to the distribution in (g) to be included in V2. (j) The 29,516 vertices randomly selected according to the signal-adapted distribution in (h) to be included in
V2. (k)-(l) Example scaling functions, with the latter zoomed in to see the effect of the missing measurements over Great Salt Lake. (m)-(n) Magnitudes of
all 469,404 fast M-CSFB analysis coefficients for the signal in (e), colored by band, for the non-adapted and signal-adapted transforms, respectively. (o)-(p)
Absolute values of the differences between the reconstructions and the original signal, for the non-adapted and adapted transforms, respectively.
for the second band in the signal-adapted case are shown in
Fig. 11(h) and Fig. 11(j). The non-zero analysis coefficients
of the bandpass filters tend to coincide with topographical
changes, as shown Fig. 11(f). Accordingly, the signal-adapted
transform selects more samples from these regions.
Two scaling functions for the fast M-CSFB are shown in
Fig. 11(k)-(l), with the image for the latter one zoomed in
near the Great Salt Lake. Because K = 50, the atoms are
localized within 50 hops of the center vertex. When the center
is in a region where each vertex has eight neighbors, the atom
is symmetric, resembling the scaling function of a 2D-wavelet
transform. When the center is near an edge, like the one shown
in Fig. 11(l), the atom adapts to the shape of the underlying
graph. While the signal adaptation changes the distribution of
center locations, it does not change the shape of the atoms;
that is, if a vertex i is chosen as a center location for a given
scale in both the non-adapted and signal-adapted versions of
the transform, the corresponding atoms are identical.
The magnitudes of the analysis coefficients, shown in Fig.
11(m)-(n), decay quickly, as the signal is generally smooth
with some discontinuities that tend to coincide with topograph-
ical changes. The signal-adapted transform allocates more
samples to the bands on the lower end of the spectrum (57,539
total for the first two bands, as opposed to 43,384 in the non-
adapted case). Fig. 11(o)-(p) show the reconstruction errors for
the two versions of the fast M -CSFB transform, with the same
parameters used in Scenario B above. The MSE of the signal-
adapted transform is 0.0479, as opposed to 0.4994 without
the signal adaptation. The first driver of this reduction is the
allocation of additional samples to the first band, where 0.4586
of the 0.4994 MSE is incurred when not adapted to the signal.
Additionally, more of this band’s samples are taken in the
upper and lower thirds of the country, where the energy of the
filtered signal is concentrated.
C. Parameter Choices and Tradeoffs
For the next set of numerical experiments, we apply a 4-
band filter bank to the piecewise smooth signal from Fig.
5(a), and consider the outputs of the first (lowpass) and third
12
(bandpass) filters, shown in the the top two rows of Fig. 12.
We start by examining two key design choices for random
sampling and interpolation of these two filtered signals: the
sampling distribution and the number of samples. Unless
otherwise noted, we use the settings of Scenario B above.
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Fig. 12. Tradeoff between reconstruction error and the number of samples,
with and without adapting the sampling weights to the signal.
1) Sampling distributions: In the third through eighth rows
of Fig. 12, we examine the difference between using a non-
uniform sampling distribution that is only adapted to the graph
and a non-uniform sampling distribution that is adapted to
both the graph and the signal, as discussed in Section IV.
Because the energy of the lowpass signal is fairly evenly
distributed across the bunny, the two sampling distributions are
not that different for the first band, with the largest differences
in the lower, rear region of the bunny. The energy of the
bandpass signal is heavily concentrated around the midsection
and tail of the bunny, the locations of the discontinuities in
the original signal. The signal-adapted sampling distribution
therefore places heavier weights in those areas. The seventh
and eighth rows in Fig. 12 show the absolute values of the
reconstruction errors, averaged over 50 trials of the random
sampling, when the number of random samples is equal to the
estimated number of eigenvalues in the specified band (170 in
the lowpass case and 443 in the bandpass case). The benefit
of the additional samples near the midsection for the bandpass
channel is evident, as the average error is lower in this area.
Both non-uniform sampling distributions consistently out-
perform uniform sampling in our experiments. The graph
Laplacian eigenvectors associated with lower eigenvalues tend
to be less localized, resulting in non-uniform sampling weights
that are closer to uniform weights. Subsequently, there is
less benefit from performing the non-uniform sampling on
the first band (c.f., bottom row of Fig. 12), consistent with
the prior literature on sampling and interpolation of graph
signals, such as [37]. The benefit of non-uniform sampling is
greater for bands that include more eigenvectors whose energy
is concentrated in certain regions of the graph.
2) Number of samples vs. reconstruction error: Note that
the polynomial approximated filters have wider supports as
compared to the ideal filters. By performing critical sampling
based on the estimated supports of the ideal filters, we may not
have enough samples to reconstruct signals from the (wider)
filtered subspace. To get a better reconstruction, we could
include more samples for each band. In the bottom row of Fig.
12, we explore the tradeoff between the number of samples and
the reconstruction error, increasing the number of samples for
each band to three times the estimated number of eigenvalues.
3) Polynomial approximation order: To examine the ef-
fect of the polynomial order K, we plot in Fig. 13 the
reconstruction NMSEs for two channels of the fast M -CSFB
transform applied to the piecewise smooth bunny signal with
the parameters of Scenario B, averaged over 50 trials each
for uniform sampling, non-uniform sampling, and non-uniform
sampling adapted to the signal as well as the graph. One key
takeaway is that the polynomial degree plays a more important
role when the number of bands is larger, as each filter is
narrower, and thus more difficult to approximate by lower
order polynomials.
4) Allocation of samples: In addition to adapting the non-
uniform sampling distributions, the signal-adapted fast M -
CSFB transform redistributes the N samples between the
channels, allocating more samples to bands where more of the
signal’s energy resides. Again for a 4-band M -CSFB transform
of the piecewise smooth bunny graph signal, Table II breaks
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Fig. 13. The role of the polynomial order K in the average reconstruction
error for two different channels of the fast M -CSFB transform.
down the improvement in NMSE (averaged over 50 trials).
We see that both adaptations reduce the reconstruction error.
Adapting the sampling distributions and allocation of samples
to the signal also reduces the NMSE in each of the five
examples and two scenarios shown in Table I.
Sampling
No Sampling Distributions &
Signal Distributions Allocations
Adaptation Adapted Adapted
Scenario A: faster 0.0399 0.0218 0.0106
Scenario B: more
accurate 0.0318 0.0144 0.0052
TABLE II
AVERAGE NORMALIZED MEAN SQUARE RECONSTRUCTION ERROR FOR
BUNNY SIGNAL WITH 4-BAND FAST M -CSFB TRANSFORM VARIANTS
D. Compression Examples
Next, we compress a piecewise-smooth graph signal f via
the sparse coding optimization
argmin
x
||f −Φx||22 subject to ||x||0 ≤ T, (22)
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Fig. 14. Compression example. (a)-(b) Piecewise-smooth signal from [26,
Fig. 11] in the vertex and graph spectral domains. (c) The normalized sorted
magnitudes of the transform coefficients for the proposed M -CSFB (exact
version), the graph Fourier transform, the basis of Kronecker deltas, the
quadrature mirror filterbank [15], and the diffusion wavelet transform [8].
(d) The reconstruction errors as a function of the sparsity threshold T in (22).
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Fig. 15. Compression of the average temperature signal from Section V-B
with a signal-adapted fastM -CSFB transform withM = 5 bands. From top to
bottom, we keep 100%, 80%, 50%, 20%, and 10% of the analysis coefficients,
setting the rest to 0 before synthesis. In all cases, we keep all 28,022 scaling
coefficients (the first band, about 6% of the overall coefficients), and then
use the remaining budget to store the wavelet coefficients with the largest
magnitudes.
where T is a predefined sparsity level. After normalizing the
atoms of various critically-sampled dictionaries, we use the
greedy orthogonal matching pursuit (OMP) algorithm [78],
[79] to approximately solve (22). We show the normalized
mean square reconstruction errors (NMSE) ||frec−f ||
2
2
||f ||22 in Fig.
14(d). Note that for a fair comparison, we use the exact
computation of U in the design of all four dictionaries that
utilize it. For the M -CSFB, Fig. 4 shows the partition into
uniqueness sets, and Fig. 2 shows the filter bank.
In Fig. 15, we compress the average temperature signal from
Section V-B, which has 469,404 values. We use a signal-
adapted fast M -CSFB transform with M = 5 bands and
the same parameter settings as Scenario B above. Fig. 15
captures the tradeoff between the normalized mean square
reconstruction error and the compression ratio. Even using
only 10% of the coefficients, it is difficult to visually identify
errors between the reconstruction and the original signal.
E. Fast Approximate Graph Fourier Transform
If the graph Laplacian eigenvalues are distinct, using the
exact M-CSFB transform of Section II with M = N and the
filter endpoints τ0 = 0, τM = λmax + 1, and τm =
λm−1+λm
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Fig. 16. (a) Estimate of the cumulative spectral distribution of the Minnesota
road network shown in Fig. 4. (b) Synthetic signal in the graph spectral domain
of the Minnesota graph, generated with the method from [80].
for m = 1, 2, . . . , N − 1 yields exactly the graph Fourier
transform. The proposed fast M -CSFB transform can therefore
be used as a fast approximate graph Fourier transform, with a
coarser resolution in the spectral domain. Namely, we use the
approximation
fˆapprox(λ) =
1√
ηmλ
||h˜mλ(L)f ||2, (23)
where mλ is the index of the band containing λ and ηmλ is
the approximate number of eigenvalues contained in the band
containing λ. This approximation is motivated by the fact that
||hm(L)f ||22 =
∑
{λ:hm(λ)=1} |fˆ(λ)|2, by Parseval’s equality.
In [80]-[82], Le Magoarou, Gribonval, and Tremblay pro-
pose approximate fast graph Fourier transform methods that
either exactly compute U or approximate it by a product
of sparse and orthogonal matrices. These methods reduce
the complexity of applying the approximate graph Fourier
transform from O(N2) to O(N logN); however, they still
incur the significant upfront computational cost to compute
U or approximate it (e.g., on the Minnesota graph, the
parallel truncated Jacobi method takes approximately one hour,
compared to the five seconds required to perform an exact
eigendecomposition). The fast M -CSFB method (23), on the
other hand, provides a coarser approximation to the graph
Fourier transform, but scales to much larger graphs.
As a first example, we generate a synthetic signal in the
graph Fourier domain of the Minnesota road network using
the method of [80, Fig. 1]. Fig. 16(a) shows the estimated
cumulative spectral distribution of the Minnesota graph, and
Fig. 16(b) shows the synthetic signal in the spectral domain. In
Fig. 17, we apply the fast M -CSFB approximation (23), using
four different choices of Jackson-Chebyshev polynomial filter
banks, each with M = 20 filters. The first chooses the bands
to have equal length; the second chooses the bands to have an
approximately equal number of eigenvalues; the third shifts the
ends of the second slightly according to the procedure outlined
in the second for loop of Algorithm 3; and the fourth is the
same as the third, except with a polynomial approximation
order of K = 250, as compared to K = 80 for the first three
filter banks. Quantitatively, the normalized mean square errors
between the estimates and the actual fˆ are 2.33e-04, 1.64e-04,
1.68e-04, and 1.83e-04, respectively. If we let M = 50 and
K = 250 for the shifted filters, the NMSE drops to 1.59e-
04. Qualitatively, the shifted filters seem to better identify the
support of the signal, but perform worse on the magnitudes.
In identifying the support of the signal in the spectral do-
main, there is a tradeoff between resolution and computational
cost. The resolution of the approximation is controlled by the
number of spectral bands M . As we add more bands for finer
resolution in the spectral domain, however, the filters become
narrower (less smooth). We therefore need higher degree
polynomials to accurately approximate the filters, which in
turn slows down the computations and may result in atoms
whose energy is more spread in the vertex domain. We have
seen experimentally that choosing M in the 20-50 range and
K to be 4-5 times M results in reasonable approximations.
In Fig. 18, we apply the same approximate graph Fourier
transform (23) to the average temperature signal from Fig.
11(e), with M = 20, K = 80 and the shifted filters. Because
we cannot compute the exact eigenvalues in this case, we show
the approximation as a continuous function of λ on the interval
[0, λmax]. A coarse approximation like this can confirm that the
signal’s energy is concentrated on the low end of the spectrum.
We are not aware of any other methods to approximate the
graph Fourier transform of a signal on a graph of this size.
VI. CONCLUSION AND EXTENSIONS
We have proposed the first critically sampled transforms for
graph signals that scale to graphs with hundreds of thousands
to millions of vertices. The fast M -CSFB transform approxi-
mately projects a graph signal onto different bands of the graph
Laplacian spectrum. To improve computational efficiency, we
leverage the computation of {T¯k(L)X} in multiple ways: to
estimate the spectral density for the design of the filter bank, to
estimate the number of samples for each band, and to estimate
the non-uniform sampling distributions.
The key idea behind the filter bank design is to choose the
end points of each band to be in less dense regions of the spec-
trum so that the resulting filters are more amenable to poly-
nomial approximation. Adapting the non-uniform sampling
distribution and allocation of the samples across the bands
to the specific signal being analyzed improves the accuracy
of the synthesis process without adding to the computational
complexity of the setup and analysis steps.
On one hand, the proposed transform can be seen as a fast
approximation of the graph Fourier transform with a coarser
resolution in the spectral domain, as discussed in Section V-E.
On the other hand, the atoms of the proposed transform can
also be viewed as a subset of the atoms of a spectral graph
wavelet transform [10], albeit with a different set of filters.
Both transforms yield atoms of the form h˜m(L)δi, but the
spectral graph wavelet transform includes every vertex i as a
center vertex for every scale m.
As with the classical wavelet construction, it is possible to
iterate the filter bank on the output from the lowpass channel.
This could be beneficial, for example, in the case that we
want to visualize the graph signal at different resolutions
on a sequence of coarser and coarser graphs. An interesting
question for future work is how iterating the filter bank with
fewer channels at each step compares to a single filter bank
with more channels supported on a smaller spectral intervals.
Another complementary direction for future investigation is
the specific form of the filters. Within the same construction,
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Fig. 17. Fast approximate graph Fourier transform example. The bottom row shows the approximations of the graph Fourier transform of the synthetic signal
in Fig. 16(b), based on (23), using the fast M -CSFB transform with four different choices of 20-channel filter banks. The spectrum-adapted filter bank in (b)
results in the closest approximation in terms of mean square error, but the filters based on shifted endpoints in (c) and (d) appear to more accurately identify
the support of the signal. Ignoring the spectral distribution and taking the filters to have equal length in (a) yields the worst approximation.
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Fig. 18. Approximate graph Fourier transform of the average temperature
signal from Fig. 11(e). (a) The 20 spectrum-adapted filters used in the fast
M -CSFB. (b) The approximate graph Fourier transform confirms this is a
smooth signal with its energy concentrated on the low end of the spectrum.
we could use types of filters other than the Jackson-Chebyshev
filters (e.g., [83], [84]), or adapt the filters to the energy
distribution of the signal or an ensemble of signals [12].
VII. APPENDIX
Proof of Proposition 1: We assume without loss of
generality that T = {0, 1, 2, . . . , k − 1}. Suppose first that
the set S is a uniqueness set for col(UT ), but Sc is not a
uniqueness set for col(UT c). Then by Lemma 1, the matrix
A =
[
u0 u1 · · · uk−1 δSc1 δSc2 · · · δScN−k
]
has full rank, and the matrix
B =
[
uk uk+1 · · · uN−1 δS1 δS2 · · · δSk
]
is singular, implying
span(uk,uk+1, . . . ,uN−1, δS1 , δS2 , . . . , δSk) 6= RN . (24)
Since dim(span(uk,uk+1, . . . ,uN−1)) = N − k
and dim(span(δS1 , δS2 , . . . , δSk)) = k, equation
(24) implies that there must exist a vector x 6= 0
such that x ∈ span(uk,uk+1, . . . ,uN−1) and
x ∈ span(δS1 , δS2 , . . . , δSk). Yet, x ∈ col(UT c) implies
x is orthogonal to u0,u1, . . . ,uk−1, and, similarly,
x ∈ span(δS1 , δS2 , . . . , δSk) implies x is orthogonal to
δSc1 , δSc2 , . . . , δScN−k . In matrix notation, we have A
>x = 0,
so A> has a non-trivial null space, and thus the square matrix
A is not full rank and S is not a uniqueness set for col(UT ),
a contradiction. We conclude that if A is full rank, then B
must be full rank and Sc is a uniqueness set for col(UT c),
completing the proof of sufficiency. Necessity follows from
the same argument, with the roles of A and B interchanged.
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