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ABSTRACT
Multicomponent dark matter with self-interactions, which allows for inter-conversions
of species into one another, is a promising paradigm that is known to successfully
and simultaneously resolve major problems of the conventional ΛCDM cosmology at
galactic and sub-galactic scales. In this paper, we present N -body simulations of the
simplest two-component (2cDM) model aimed at studying the distribution of dark
matter halos with masses M . 1012M. In particular, we investigate how the maxi-
mum circular velocity function of the halos is affected by the velocity dependence of
the self-interaction cross-sections, σ(v) ∝ va, and compare them with available ob-
servational data. The results demonstrate that the 2cDM paradigm with the range
of self-interaction cross-section per particle mass (evaluated at v = 100 km s−1) of
0.01 . σ0/m . 1 cm2g−1 and the mass degeneracy ∆m/m ∼ 10−7 − 10−8 is robustly
resolving the substructure and too-big-to-fail problems by suppressing the substruc-
ture having small maximum circular velocities, Vmax . 100 km s−1. We also discuss
the disagreement between the radial distribution of dwarfs in a host halo observed
in the Local Group and simulated with CDM. This can be considered as one more
small-scale problem of CDM. We demonstrate that such a disagreement is alleviated
in 2cDM. Finally, the computed matter power-spectra of the 2cDM structure indicate
the model’s consistency with the existing Ly-α forest constraints.
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1 INTRODUCTION
Dark matter (DM) is believed to be one of the most crucial
constituents of the Universe that shapes its overall struc-
ture and cosmological history. Gravity of the DM cosmic
web largely determines the dynamics of baryons on large
scales, where and how the galaxies form and evolve. Over
the past decades, the collisionless Cold Dark Matter (CDM)
paradigm with a cosmological term (ΛCDM) has become
the most successful cosmological model that is able to re-
produce the nonlinear evolution of the large-scale structure
of the observed Universe. However, there is growing observa-
tional evidence that the conventional ΛCDM model may be
inaccurate at small scales. There are several “small-scale”
problems as follows.
One of the long-standing problems is the ‘missing satel-
lites’ problem or the ‘substructure’ (SS) problem (Klypin
et al. 1999; Moore et al. 1999). Namely, numerical simula-
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tions of ΛCDM systematically over-predict the number of
small-mass (satellite) halos compared to observations in the
Milky Way (MW) environment (see, e.g., Diemand et al.
2008). The problem also extends out to a much larger vol-
ume of space, in which the numerically predicted number of
galaxies in the field is much higher than observed (Zavala
et al. 2009; Papastergis et al. 2011; Klypin et al. 2015). In the
past decade, numerous ultra-faint dwarf galaxies have been
discovered in the proximity of the MW (e.g., Willman et al.
2005; Belokurov et al. 2007; Bechtol et al. 2015; Laevens
et al. 2015), which has increased the number of observed
substructures in the local environment roughly by factor of
a few, hence the discrepancy with ΛCDM predictions has
been reduced at the lower-mass end. In addition, our MW’s
closest neighboring galaxy M31 has been known to host a
similar population and distribution of satellites, although
Richardson et al. (2011) found the brighter M31 dSphs tend
to have larger half light radii than their MW counterparts.
It is possible that there remains a yet undetected popula-
tion of faint dwarf galaxies (M? . 105M), which would
further reduce the discrepancy. However, such a population
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is not expected to be large, given that the faintest (with the
mass-to-light ratio of about a few hundred) MW satellites
detected have the stellar mass of only about 103M (Simon
& Geha 2007; Simon et al. 2011).
Several possible resolutions to this problem have been
proposed. The simplest solution, in which internal heat-
ing mechanism can destroy host’s satellites by stellar feed-
back originating from the residing dwarf galaxies, has been
shown to be unlikely (Pen˜arrubia et al. 2012). In an al-
ternative scenario, external heating source from the pho-
toionizing/UV background could set a critical halo mass
below which baryonic material cannot remain trapped in
the host halos, thus reducing the substructure (Efstathiou
1992; Quinn et al. 1996; Somerville 2002; Okamoto et al.
2008; Hambrick et al. 2011). Whether this scenario ap-
plies to highly DM-dominated halos remains unclear. Tidal
stripping can also be a mechanism to disrupt substructure
(Hayashi et al. 2003), but see Kazantzidis et al. (2004). In
general, whereas baryons can have strong effect in large ha-
los, their role in ultra-faint, DM-dominated, low-mass dwarfs
cannot be large.
The second, somewhat related, problem of the CDM
model is the so-called ‘too-big-to-fail’ (TBTF) problem
(Boylan-Kolchin et al. 2011). It was found that MW-type
environments in numerical simulations contain a larger num-
ber of massive subhalos with denser halo center than what is
observed, and they should be able to host observable galax-
ies, if they actually exist. In a sense TBTF problem is ef-
fectively the substructure problem at the higher mass end
(Papastergis et al. 2015). A possible solution to the TBTF
problem is based on the baryonic physics, namely the stel-
lar feedback, analogous to the generally favored solutions for
the SS and core-cusp (discussed below) problems. However,
Garrison-Kimmel et al. (2013) showed that the supernova
feedback alone is not capable of solving the TBTF problem,
even if the feedback is strong. Observationally, Papastergis
& Shankar (2016) and Papastergis et al. (2015) found that
the baryonic effects, including reionization feedback and tak-
ing into account the rotation curves of halos, do not seem
to resolve the problem either. Studies by Brook & Di Cintio
(2015) showed, however, that the problem can be alleviated
by choosing a mass-dependent density profile, which seems
a rather ad hoc solution.
The third problem of the CDM model is the ‘cusp-core’
(CC) problem, in which DM-only ΛCDM simulations predict
cuspy, ρ ∝ 1/r, halo density profiles (Flores & Primack 1994;
Navarro et al. 1996; Klypin et al. 2001). This contrasts with
flattened cores observed in centers of dark matter-dominated
systems, such as dwarfs, dwarf spheroidals (dSph) and low
surface brightness (LSB) galaxies (de Blok et al. 2001; de
Blok & Bosma 2002). Interestingly, the cuspiness of the in-
ner profile can even be enhanced by the baryonic infall to the
DM halo, which is implied both theoretically (Blumenthal
et al. 1986) and observationally (Swaters et al. 2009). Re-
cently, Errani et al. (2017) reported that a cuspy MW-type
halo profile produces a larger number of substructures than
a cored one, which implies a strong connection between the
CC and SS problems. A plausible solution to the cusp-core
problem is the stellar feedback that is energetic enough to
disrupt or alter the halo core by providing thermal energy to
slow down baryon accretion and by transferring kinetic en-
ergy to DM so that the inner density is reduced, transform-
ing the inner profile from a cuspy to a flatter, i.e., cored one
(Pontzen & Governato 2012; Governato et al. 2012). This,
however, requires a repeated bursty star formation (SF) pro-
cesses in the center of galactic halo with a sufficiently high
efficiency in energy transfer to DM. Whether such a mech-
anism can be achieved in DM-dominated dSphs, for exam-
ple, is questionable. Some authors argue that those systems
used to have active star formation do create cored profiles
at earlier times, but after depleting the stellar reservoir and
continuously accreting mass at later times the slope of the
inner profile could have deviated from the nearly flat one
to a steeper one (Kormendy & Freeman 2016). Similarly,
On˜orbe et al. (2015) found that only those simulated dwarf
galaxies that experienced late-time SF are able to create
DM cores. They argued that early-time SF only temporar-
ily flattens the inner halo profile, and if the SF does not
persist until later time, the once-cored halo is turned into
a cuspier, CDM-like halo. These results might indeed ex-
plain why some observations show higher inner densities in
dSphs compared to the larger systems. The cored density
profile, although not nearly as cored as that of some dwarfs,
can also be seen in observed galaxy clusters (Newman et al.
2013; Collett et al. 2017). For such large systems, numerical
studies show that strong AGN feedback from Super Massive
Black Holes is able to create a cored inner profile Martizzi
et al. (2012, 2013). As such, the presence of the non-cuspy
density profiles appears to be ubiquitous across many or-
ders of magnitude in mass scale. Strong baryonic feedback
processes alone do not seem to resolve the CC problem over
such a wide mass range, and it is particularly so for dark
matter dominated systems.
To summarize, solving all the above three major cos-
mological problems of the CDM model simultaneously and
consistently appears to be increasingly challenging, as it re-
quires ad hoc or fine-tuning of the baryonic physics models,
especially the ‘realistic’ stellar feedback which, until now,
is still implemented as subgrid prescriptions due to the lack
of numerical capabilities. Although numerous baryonic feed-
back models have been created thus far, the detailed physics
that governs the whole process remains largely uncertain.
The question one might ask is: What if we will be able to
adjust available and rather flexible feedback models so that
the simulations fully reproduce the observable Universe? Is
this the much-needed resolution of the problems? We do not
think that this is the best approach, because viable subgrid
baryonic models must be physically valid. Yet, the validity
of them is hard to justify with the existing computational
resources. Given the fact that much fine-tuning is already
needed to resolve the problems, perhaps a simpler solution
would be to re-assess our assumptions about DM physics.
Thus, alternative DM models aimed at solving the small-
scale problems have already been proposed. The most pop-
ular alternative DM models are the Self-Interacting Dark
Matter (SIDM) model, the Warm Dark Matter (WDM)
model and the Fuzzy Dark Matter (FDM).
SIDM was proposed by Spergel & Steinhardt (2000) as
a promising solution to the dense DM cusps (i.e. the CC
problem, but not the SS and TBTF problems), while keep-
ing CDM predictions unchanged at large scales. It essentially
allows DM particles to scatter off each other in addition
to gravitational interactions. N -body numerical simulations
fully confirmed this idea, provided the interaction cross-
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section is within the acceptable range. That is, it needs to be
not too large to avoid gravothermal catastrophe which cre-
ates very cuspy profiles ρ ∝ r−2, and not too small to make a
sizable effect over the Hubble time (e.g. Yoshida et al. 2000;
Moore et al. 2000; Rocha et al. 2013). For the inferred val-
ues of the cross-section per unit mass σ/m, theoretical works
suggest 0.1 to 10 cm2g−1 (e.g. Randall et al. 2008; Rocha
et al. 2013; Vogelsberger & Zavala 2013), whereas observa-
tions generally imply σ/m . 1 cm2g−1, which comes, e.g.,
from the numerical modeling of the Bullet Cluster (Marke-
vitch et al. 2004). Recently, Kamada et al. (2017) have shown
that the SIDM model with σ/m = 3 cm2g−1 provides excel-
lent fits to the rotation curves of galaxies with asymptotic
velocities being in the 25–300 km s−1 range.
In general, SIDM does solve the CC problem, but it ab-
solutely cannot solve the SS and TBTF problems. This is
because scattering between DM particles can only transfer
energy (temperature) to make the halo nearly isothermal
in the inner halo, but they cannot destroy small halos or
else appreciably reduce their mass. Thus, the cumulative
number of halos in the lower mass range predicted by the
numerical simulations with the SIDM model is nearly iden-
tical with that of CDM and thus at odds with observations.
In particular, the TBTF and SS problems state that there
is a characteristic velocity (∼ 50 − 100 km s−1) and hence
the mass (∼ 1010M) of the halos, below which the halos
are ‘missing’ in the observed MW-type environment. These
characteristic values do not appear in a simple elastic scat-
tering mechanism offered by SIDM.
In principle, maxwellianization of the particle distribu-
tion function by collisions creates an exponential tail of es-
caping particles, which could lead to halo evaporation. How-
ever, this process is very slow and requires a large number
of collisions, which would lead to gravothermal collapse and
the formation of even steeper ρ ∝ r−2 cusp, which is not
seen observationally. The collapse thus limits the number of
particle interactions to be a few, at most, over the Hubble
time. In this case, thermal evaporation in SIDM is negligi-
ble. Thus, we note that regardless of a velocity-dependent
cross-section model at hand, SIDM model cannot resolve
the SS and TBTF problems. In the meantime, SIDM with
baryons has also been studied recently by Fry et al. (2015),
whose study implies that SIDM with a velocity-dependent
cross-section would be required if the faint dwarfs are to
have realistic DM cores. Recent simulations with baryonic
physics (Vogelsberger et al. 2014) indicate that SIDM does
not significantly alter the stellar concentration and distri-
bution, even though the stellar mass distribution is slightly
expanded with a reduced density at the central region of
< 1 kpc.
Next, WDM was once considered to be the ultimate so-
lution to all the problems because finite thermal velocities
of DM introduce a natural scale — the free streaming length
— below which density fluctuations are exponentially sup-
pressed. WDM does suppress both the mass function and
the density profile cusps below this scale (see, e.g., Zavala
et al. 2009). This indeed works well for MW-type galaxies
and their large satellites but fails for small dwarf galaxies,
whose observed cores are too small to be consistent with the
WDM predictions. Apparently, a single scale is not enough.
Different scales are needed to reconcile the dwarf profiles
and the mass function. Thus, WDM is not capable of solving
the SS and TBTF problems (Klypin et al. 2015; Papastergis
et al. 2015).
The FDM model assumes that a dark matter particle
has a very small mass, ∼ 10−22 eV, so that its de Broglie
wavelength, λdB , is of the order of a kpc (Turner 1983; Hu
et al. 2000; Hui et al. 2017). This way, the presence of cores
is naturally explained as rc ∼ λdB . The substructure prob-
lem is explained by tunneling of small halos in the tidal
potential of a larger parent halo. However, this model faces
some problems with the Lyα-forest constraint (Hui et al.
2017). Furthermore, the tunneling probability is an expo-
nential function of the distance, so the model would predict
very rapid disappearance of dwarf halos inside a certain crit-
ical radius and nearly intact dwarf population outside of it.
Such a distribution of halos with the distance from the par-
ent halo center seems to be at odds with observations.
In summary, it seems rather difficult to resolve the CC,
SS and TBTF problems simultaneously. Therefore, more so-
phisticated multi-species DM models have been proposed
(Graham et al. 2010; McCullough & Randall 2013; Bra-
mante et al. 2016; Kuflik et al. 2016). Recently, Vogelsberger
et al. (2016) studied the effects of introducing DM interac-
tions with a massless neutrino-like fermion (dark radiation)
in N -body simulations. Their results showed that the in-
ternal structure and the abundance of subhalos are greatly
affected by both self-interactions and the small scale pri-
mordial damping of the power spectrum with a velocity-
dependent cross-section, implying a possibility of solving or
alleviating the SS and TBTF problems.
Among alternative ideas, the multicomponent flavor-
mixed DM model (NcDM), or just a 2-component model in
its simplest incarnation (2cDM), is particularly interesting
because it can resolve all the problems simultaneously, yet it
does not violate all known constraints (Medvedev 2010a,b,
2014a,b). We should note here that our numerical simula-
tions do not explicitly simulate quantum effects — this is a
formidable task for cosmological simulations with present-
day computing resources. Instead, we model interactions of
mass-eigenstates simply as interactions of DM particles of
various types. Thus, our simulations effectively represent all
models with several DM species that are allowed to inelasti-
cally and elastically interact with each other. However, our
flavor-mixed model is the only one, to our knowledge, that
successfully and naturally evades the early universe con-
straint (Medvedev 2014a). The latter is formulated as fol-
lows. If a multicomponent model has self-interactions which
substantially reduce the abundance of ‘excited’ or ‘heavier’
species at the present epoch (otherwise there would be no
effect on halos), the very same process should also happen in
the early universe when the DM density is orders of magni-
tude higher. Thus, all the ‘excited’ or ‘heavier’ species must
be completely destroyed (i.e., exponentially suppressed by
the Boltzmann factor) at a very high z, so that the model
effectively becomes a standard single-component CDM or
SIDM. Thus, every viable multicomponent self-interacting
DM model should provide a mechanism to avoid this early
universe constraint.
Hereafter, we consider the two-component dark matter
(2cDM) model for simplicity, which is comprised of ‘heavy’
and ‘light’ mass eigenstates with masses mh > ml. The
model assumes, in analogy with SIDM, interactions between
DM particles. Their flavor-mixed nature results in a non-
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zero probability of inter-conversions of the DM-particle mass
eigenstates (Medvedev 2010b, 2014a). As in SIDM, the DM
particles can scatter and create halo cores. Additionally,
the low-mass halos with masses below a certain threshold,
M0, can lose their masses via ‘quantum evaporation’ or the
‘Baron Mu¨nchausen effect’1. Correspondingly, this process
flattens the slope of the mass function below M0. This ‘evap-
oration’ occurs because in mass-eigenstate conversions, the
energy ∆mc2 ≡ (mh −ml)c2 is released in the form of ki-
netic energy that is enough to kick a DM particle out of the
halo. The value of M0 depends on the fractional difference
in the masses of the species, ∆m/m, whereas the amplitude
of the mass-function suppression and the core density are re-
lated to the interaction cross-section, which we assume to be
velocity dependent, σ(v) ∝ va (with a being constant). We
assume that σ’s may differ for elastic scattering and mass
conversion σs(v) 6= σc(v). Here we show that the 2cDM
model sets important constraints on DM properties, which
can further be constrained by particle physics experiments.
In order to study the DM dynamics in great detail, we re-
strict most of our simulations to the halo masses of less or
about 1012M, i.e, at or below the MW-type mass. This
sets the simulation box to be rather small (L = 3h−1Mpc).
Thus, our simulations are not strictly cosmological but they
allow for enough spatial and mass resolution with reasonable
computing resources. In this paper, we explore the 2cDM
parameter space and determine which σ(v)-models are in
agreement with observations. Our study required the total
of 57 simulations, so our approach is the most adequate for
the task. We also compare 2cDM with other existing models,
such as CDM and SIDM.
In a series of papers, we will be numerically explor-
ing how structure formation occurs within the novel N -
component DM model. In this paper (Paper 1), we study the
global statistics of DM halos and, particularly, their distribu-
tion by mass represented by their maximum circular velocity
function. We demonstrate that the simplest two-component
DM model is robustly resolving the substructure and too-
big-to-fail problems. Subsequent papers will be devoted to
detailed studies of dark matter halo structure and evolution
across the mass range from dwarf galaxies to galaxy clusters.
In particular, in Paper 2 (Todoroki & Medvedev, in prep)
we investigate the structure and evolution of galactic halos
within the multicomponent dark matter paradigm.
This paper is organized as follows. In Section 2, we
present an overview of the theoretical formulation of the
2cDM model and describe the numerical techniques used.
In Section 3 we show the model comparison and the param-
eter studies on the 2cDM model by looking at the maxi-
mum circular velocity function. The validity of each model
is checked by comparing our results with observational data.
Section 4 discusses the evolution of the velocity function. In
Section 5 we discuss a novel (to our knowledge) small-scale
problem of CDM related to the radial distribution of dwarfs
in a parent halo. We demonstrate that 2cDM model is ca-
pable of resolving it too. In Section 6 we discuss the matter
1 This name is after Baron von Mu¨nchausen, a character of “The
Surprising Adventures of Baron Mu¨nchausen” by R.E. Raspe,
who, in one of his “true” stories, lifted himself and his horse out
of the mud by pulling on his own pigtail.
power spectrum in 2cDM and its redshift evolution, e.g., as
a proxy to the Ly-α forest. We summarize our conclusions
in Section 7.
2 METHODS
We implemented the self-interacting 2cDM model in the
TreePM/SPH code GADGET-3 (Springel 2005; Springel
et al. 2008). The numerical implementations closely follow
those presented in Medvedev (2014b) with upgrades and
optimizations. The model’s detailed theoretical foundations
are described in Medvedev (2010a,b, 2014a), and we present
here the most important aspects of the models, for complete-
ness. In the SPH simulations, dark matter, gas, and stars are
all represented by simulation particles of different kind. Typ-
ically, gas is the only type of particle that interacts with each
other both gravitationally and non-gravitationally through
hydrodynamical forces. In the 2cDM model, however, we let
dark matter particles interact non-gravitationally with each
other, namely via both elastic scattering and mass conver-
sion. In this paper, we present the results of N -body DM-
only simulations. We postpone consideration of the dynam-
ics of gas and stars and the role of baryonic physics to forth-
coming papers.
In the 2cDM model, two important physical processes
are inherent for dark matter: elastic scatterings and mass
eigenstate conversions. It is these physical processes that set
2cDM apart from the generic SIDM model (Spergel & Stein-
hardt 2000; Yoshida et al. 2000; Moore et al. 2000; Col´ın
et al. 2002; Ahn & Shapiro 2005; Rocha et al. 2013). Within
the framework of 2cDM, the DM is postulated to consist of
two mass eigenstates: h (‘heavy’) and l (‘light’), which are
represented in a code by standard simulation particles of
different mass. They are allowed to scatter off each other el-
lastically or be converted from one another through inelastic
scattering without creating/destroying additional particles.
The previous study by Medvedev (2014b) demonstrated that
the difference in the masses of the two eigenstates is many
orders smaller than the mean DM particle mass, namely
∆m/m ∼ 10−7 − 10−8. In this case mh ≈ ml ≈ m and
it is instructive to introduce a related parameter, the ‘kick
velocity’, Vk = c
√
2∆m/m. Thus, Vk ∼ 100 km s−1 used
in most simulations reported here (unless stated otherwise)
corresponds to ∆m/m ∼ 6× 10−8.
The initial composition, i.e., the ratio of the total num-
bers of each DM quantum species, h and l, at the starting
redshift, is taken to be 50:50, which is natural for fully deco-
hered flavor-mixed particles. In general, the mass conversion
between h and l can occur via multiple pair-wise processes
(hh → ll, hh → hl, hl → ll, etc) in which both energy and
momentum are manifestly conserved. The process in which
one (both) ‘heavy’ is (are) converted into ‘light’ is particu-
larly interesting, because it effectively causes escape, called
‘quantum evaporation’, of the DM secondaries from fairly
small DM halos with the escape velocity below Vk. That
is, in a simple h → l process, the resultant kinetic energy
increases by ∆mc2. If, after conversion, the ‘light’ DM par-
ticle’s velocity exceeds the escape velocity of the associated
gravitational potential, it breaks free and escapes, thus re-
ducing the halo mass (Medvedev 2010b). The opposite pro-
cess in which l is converted into h can also occur if it is
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kinematically allowed, i.e., if there is enough kinetic energy
to create a heavy mass eigenstate from a lighter one.
In the code, we use the Monte-Carlo technique for mod-
eling DM self-interactions under the assumption of rare bi-
nary collisions. It is appropriate for a system of particles
whose interaction probabilities are much less than unity
within a dynamical time. The probabilities of the interac-
tion processes that can occur during ∆t are computed as
Pij→i′j′ = (ρj/mj)σij→i′j′ |vj − vi |∆t Θ(Ei′j′), (1)
where i and j denote a ‘projectile’ and a ‘target’ particle
respectively, ρj/mj is the number density of the target par-
ticle, σij→i′j′ is the velocity-dependent DM cross-section
for the process ij → i′j′, where the unprimed and primed
indices denote initial and final states respectively, vj − vi
is the initial relative velocity of the interacting pair, and
Θ(Ei′j′) is the Heaviside function that screens out kinemat-
ically forbidden processes with negative final kinetic energy
Ei′j′ < 0. Our implementation ensures that the probability
of the vast majority of the interactions is kept below ∼0.001
for the rare binary collision approximation to be valid. How-
ever, we note that this approximation cannot be maintained
for some extreme cases with large DM cross-section and
strong velocity dependency of the DM interaction process.
The implementation of Monte-Carlo interaction algo-
rithm is as follows. At each time-step, (i) a pair of closest
neighboring DM particles is identified; their types define the
input channel, (ii) the probabilities of all four possible pro-
cesses for a given input channel are calculated according to
the 4× 4 scattering matrix discussed by Medvedev (2014a),
(iii) either one output channel of all possible ones or none
of them is further chosen randomly in accordance with the
computed probabilities, (iv) if an interaction occurs, the pair
kinematics is computed in the pair’s center-of-mass frame
and the final kinetic energy and momenta magnitudes are
computed from the energy-momentum conservation for the
specific output channel at hand (e.g., the energy equal to
∆mc2 or twice as much is taken or given to the particles,
depending on the process’ type, that is whether one or both
particles experience mass conversion, respectively); the final
momenta directions are antiparallel and set randomly in the
center of mass frame, and (v) once the pair had interacted,
these particles are not allowed to interact again within the
same time-step.
The velocity-dependent cross-section is parametrized as
σi→f (v) =
{
σ0(v/v0)
as for scattering,
σ0(pf/pi)(v/v0)
ac for conversion,
(2)
where pi and pf are the initial and final momenta of the pro-
jectile particle, v0 = 100 km s
−1 is the conventional velocity
normalization and σ0 is a common numerical coefficient. Al-
though scattering and conversion cross-section values gener-
ally differ from each other, they are of the same magnitude
for the maximal flavor mixing θ = pi/4 and similar but oppo-
site flavor-interaction strengths Vαα ' −Vββ , Vαβ ' Vβα '
0, see Medvedev (2014a) for more details. The power-law
indices as and ac for elastic scattering and mass conversion,
respectively, are treated independently. This allows us to
choose a whole set of possible values for as and ac to explore.
Finally, the (pf/pi) prefactor in the conversion cross-section
is required to satisfy the quantum-mechanical detailed bal-
ance in the forward and reverse interaction probabilities:
σi→f p
2
i = σf→i p
2
f . (3)
We label our models by the pair of index values (as, ac)
and the values of σ0/m and Vk, where we assumed that
mh ≈ ml = m. Among all the possibilities, (as, ac) =
(−2,−2) is an interesting case based on the quantum me-
chanical argument that gives the maximum conversion prob-
ability as follows. Consider the initial and final states, i and
f , in a binary interaction. The cross section’s dependency
on the scattering and conversion can then be written as{
σs(v) = σi→i ∝ p−2i |1− Sii|2 ∝ 1/v2
σc(v) = σi→f ∝ p−2i |Sif |2 ∝ 1/v2
(4)
where Sif ≡ 〈f |Sˆ|i〉 is the scattering amplitude matrix.2 If
initial and final states are the same, Sii describes elastic scat-
tering, otherwise Sif with i 6= f describes inelastic interac-
tion, i.e., mass conversion. The unitarity condition imposes
that
∑
all final states |S|2 = |Sii|2 +
∑
f |Sif |2 = 1, so that the
conversion amplitudes |Sif | = |Sfi| are at maximum if the
pure scattering amplitude vanishes Sii = 0,
3 which leads to
maximizing σc. It also has a nice symmetry in respect of the
velocity dependence and automatically satisfies the detailed
balance condition, Eq. (3). Thus, σs(v) ' σc(v) ∝ 1/v2.
Another interesting case is (as, ac) = (0, 0), because it
is very natural since it represents the most common s-wave
(‘hard sphere’) interaction of particles.
The density of DM is computed by following the basic
SPH formalism. For 2cDM, we distinguish heavy and light
DM particles by simply tagging them as ‘h’ and ‘l’ since
∆m/m ∼ 10−7 − 10−8, i.e., mh ≈ ml, which means these
two different DM species are numerically indistinguishable
by mass in our simulations. The code estimates each DM
species particle’s density by first finding its neighbors by
the oct-tree (Springel 2005). The number of neighbors for
the target particle is set to 33 with the allowed deviation
of ±2. In the 2cDM model, we naturally have a mixture
of heavy and light DM particles among the neighbors, and
thus we compute the partial (or fractional) local DM mass
densities for the heavy and light species separately as
ρj,DM =
N∑
k=1
fkmkW (|rk − rj |, hj), (5)
where j and k denote the target and its k-th neighboring
DM particles respectively, W is the SPH smoothing kernel
function, r is the position vector of the particle, and hj is
the adaptive smoothing length of the target particle which
encloses all of its neighbors in a spherical volume of space.
The specific DM species among the neighbors is obtained by
setting fk = 1 if the k-th neighbor is the same DM species
as the target j, and otherwise 0.
The force resolution is set by the gravitational soften-
ing length, , for each DM particle. It essentially ‘softens’ the
2 Note that this index order differs from the conventional in quan-
tum mechanics, Sfi ≡ 〈f |Sˆ|i〉.
3 This is true if both i → f and f → i are allowed; otherwise if
f 6→ i then |Sfi| = 0, hence
∑
f |Sif | = |Sif | = 1, i.e., maximal
as well.
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gravitational force in order to prevent the particle to experi-
ence unrealistic, too strong acceleration caused by neighbor-
ing particles in close proximity. Note also that the smoothing
length hj is allowed to be reduced to 10% of the gravitational
softening length of the particle (i.e., 0.1) as the minimum
value.
The initial conditions were generated by the publicly
available N-GenIC code with the same seed value to al-
low for reliable comparison across the models. A periodic
cube of side 3h−1 Mpc with the total number of 2563 par-
ticles was used, where h is the normalized Hubble constant,
h = H0/(100 km s
−1Mpc−1), and the initial force resolu-
tion was set to 0.6 kpc. The largest and second-largest halos
simulated in the box are on the order of a few × 1011M,
and they are roughly a factor of two smaller than the Milky
Way and the Andromeda galaxies. Despite of the difference
in the halo sizes, Figure 1 shows that our simulation box
provides us with a good testing ground for the system that
closely resembles the Local Group. We assume the set of cos-
mological parameters consistent with Planck Collaboration
et al. (2015): Ωm = 0.31, ΩΛ = 0.69, Ωb = 0.048, σ8 = 0.83,
ns = 0.97, h = 0.67. The starting redshift was chosen to be
zi = 99, and all simulations were carried to z = 0. For post-
analysis, we use the Amiga Halo Finder (AHF) (Knollmann
& Knebe 2009) to extract the halo properties and derive the
profiles and mass functions.
Our general strategy is to explore a very wide range
of parameter sets for σ(v) in Eq. (2). We then compare
our results with observational data and constrains to de-
termine the best fit parameters and possibly rule out some
of the cases. For σ(v) in our 2cDM model, we chose a range
of parameters for (i) the cross-section per unit mass of
σ0/m = 0.01, 0.1, 1 and 10 cm
2g−1 at Vk = 100 km s−1,
and (ii) the σ(v) power-law indices for the scattering and
conversion, (as, ac), each ranging over 0,−1, and −2. They
correspond to s-wave, p-wave and maximum-conversion (see
above) interactions. We also checked −4 for as only, which
corresponds to the Rutherford-type long-range interaction
cross-section. The power of −3 and anything smaller than
−4 were not explored, due to the lack of physical motivation.
Here we should note that there can be a potential nu-
merical effect which can lead to the enhanced elastic scatter-
ing in the centers of dense halos. Here, a simulation particle
can have a substantial interaction probability within a time
shorter than the dynamical time in dense halo centers. In
this regime, the role of elastic scattering is artificially en-
hanced, while that of mass conversions is diminished. To see
why, let’s consider a hl → ll conversion, for example. Once
it happens in a small halo, the interacted particles have a
large enough velocity to escape from the halo. That’s what
would have occured in nature. In simulations, however, a
simulation particle represents a large ensemble of physical
DM particles. Thus, it may happen that the interacted sim-
ulation particle experiences another conversion on its way
out, ll→ hl, which reduces its velocity and prevents it from
escape. This sequence of interaction processes hl → ll → hl
is dynamically similar to elastic scattering. Thus, the role of
evaporation can be suppressed and the role of elastic scat-
tering can be enhanced by this purely numerical effect. Such
a process is expected to somewhat alter the inner parts of
halos and potentially reduce the substructure suppression in
large-scale cosmological simulations, where the mass resolu-
tion may be too coarse.
3 HALO MAXIMUM CIRCULAR VELOCITY
FUNCTION
The halo maximum circular velocity function, or simply the
velocity function, represents the cumulative distribution of
the number of halos vs. their maximum circular velocities
Vmax. The velocity function readily illustrates the two of
the three problems, namely the SS and TBTF problems.
The earlier work by Klypin et al. (1999) showed that there
is a large discrepancy between the observed circular veloc-
ity function of the Local Group and the one predicted from
cosmological ΛCDM numerical simulations. They used the
observed data from Mateo (1998) and compared the velocity
function with their N -body numerical simulations. The dis-
crepancy is twofold: (i) ΛCDM simulations over-predict the
number of small halos in Local Group-type environments
(the SS problem), and (ii) halos with Vmax ranging from
roughly 30 to 50 km s−1 are absent in the observed Local
Group, although they are massive enough to have standard
star formation and, thus, must be observed, if present (the
TBTF problem). The possible solutions for the discrepancy
in their results were left inconclusive as to whether it is
due to the failure of the CDM, or simply our ignorance of
the detailed roles of gas and stellar dynamics, or possibly
the undiscovered ultra-faint dwarfs that have not been ac-
counted for by observations.
More recent observations with improved resolution de-
tected ultra-faint dwarfs in the Local Group, making the
lower end of the velocity function steeper (Simon & Geha
2007). These newly discovered dwarf satellites tend to re-
duce the discrepancy at the very low mass end (Vmax . 10
km s−1), but the discrepancy seen in the ‘intermediate’ mass
scales remains strong. This non-negligible difference at the
intermediate mass scales that cannot be explained by dis-
covering more ultra-faint dwarfs is at heart of the TBTF
problem. It appears that neither improvements of observa-
tions nor building larger, more complete sets of observational
data could be the immediate solution to it.
From a theoretical aspect, considering the success of
the CDM paradigm in reproducing the large-scale struc-
ture of the Universe, one might naturally consider baryonic
feedback, or more specifically stellar feedback, to be one of
the possible solutions to the above problems. It is, however,
questionable whether including stellar feedback to the CDM
framework can reasonably alter the halo populations in such
a way that both the SS and TBTF problems are consistently
resolved. For example, Garrison-Kimmel et al. (2013) found
that even a strong supernova feedback with rather unreal-
istically high energy output cannot satisfactorily solve the
TBTF problem, but see more recent simulations by Wet-
zel et al. (2016). Regardless of this, any baryonic feedback
implemented in simulations are subject to a numerical reso-
lution limit and the results can be highly model-dependent.
Aside from relying on baryonic physics, Garrison-Kimmel
et al. (2014) found that a particular choice of σ8, a cosmo-
logical parameter a value of which different surveys such as
WMAP-7 and Planck results suggest slightly different val-
ues, does not seem to resolve the problem either.
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Figure 1. Dark matter density projection of the full box of 3h−1Mpc on a side, comparing CDM and a case from 2cDM at z = 0. The
number of small satellite halos are reduced effectively by the 2cDM cosmology without altering the large scale distribution of DM.
In this section, we will demonstrate that the 2cDM
model does not necessarily require the baryonic feedback
to bring the velocity function in good agreement with ob-
servations. To elucidate the robustness of 2cDM, we also
compare the results with other models, such as CDM and
SIDM, which cannot resolve SS and TBTF. We then explore
the 2cDM parameter space, namely different sets of (as, ac)
and σ0/m, on the velocity function to see which model shows
agreement with observational expectations.
Figure 2 highlights the distinction between the models.
Here we present the velocity function for CDM, SIDM and
2cDM models compared with Klypin et al. (1999, 2015) and
Simon & Geha (2007) data. Obviously, CDM (grey curve)
is largely inconsistent with observations. SIDM, which was
proposed to resolve the CC problem, shows no suppression of
the number of small halos either, and thus it fails to resolve
the SS and TBTF problems.4 This is because elastic colli-
sions redistribute DM particle velocities but neither change
the total kinetic (‘thermal’) energy of particles in the halo,
which thus remains in a virial equilibrium, nor they fully
thermalize the halo to make thermal evaporation apprecia-
ble. Hence the virial mass of a DM halo is generally un-
affected in SIDM for reasonable values of the cross-section
parameter studied in this work (σ0/m = 0.01 to 1 cm
2 g−1).
On the other hand, the effect of mass conversions on the
velocity function is very prominent. One of the 2cDM model
parameters, Vk — the “kick velocity” due to DM conversions
— sets the position of the break in the velocity function, be-
cause only the halos with their escape velocities smaller than
Vk are subject to evaporation. Figure 2 illustrates this with
the velocity functions for Vk = 10, 20 and 100 km s
−1. These
results confirm previous studies. Note that the exponential
cutoff at Vmax ∼ 100 km s−1 is artificial due to the small-
ness of the simulation box. It is of no concern to us since our
goal here is to study the low mass (or low Vmax) end of the
cumulative halo counts, and because the CDM and 2cDM
4 The only difference seen between SIDM and CDM is the mi-
nor reduction of satellite halos in the lower-mass end, which we
attribute to a numerical effect on physics grounds.
velocity functions match at Vmax ∼ 100 km s−1. In order to
illustrate that it is the mass conversions rather than elas-
tic collisions that suppress the velocity function, we present
the velocity function for the simulations without elastic col-
lisions (physically, this is impossible due to the unitarity
condition in scattering), which is labeled as 2cDMconvonly . One
can see that this conversion-only case shows a strong sup-
pression of the overabundant satellite halos nearly identical
to the full 2cDM model and is grossly different from SIDM.
Obviously, the 2cDM halo velocity function closely matches
the observed one, and therefore the 2cDM model successfully
resolves both the SS and TBTF problems.
In our study presented below, we compare our results
with observations on the Local Group (Klypin et al. 1999;
Simon & Geha 2007) and the Local Volume (Klypin et al.
2015). As is explained in Section 2, the simulation box we
chose (L = 3h−1Mpc) well represents the Local Group-type
of environment, which is statistically analogous and directly
comparable to the observed Local Group data. Meanwhile,
our simulations are primarily aimed at studying the low-
mass (low-Vmax) end. Therefore, even though the Local Vol-
ume data compiled by Klypin et al. (2015) has a larger sta-
tistical sample than our simulations, we can still compare
the slope of the low-mass end. In fact, the 2cDM model and
the observations show a remarkably good match at the low-
mass end, whereas the CDM and SIDM both fail badly.
We now explore the parameter space available for the
2cDM model with the velocity function. In Figure 3 we com-
pare different sets of 2cDM parameters (which we shortly
call ‘2cDM models’) with CDM and observations. Overall,
we find that 2cDM copes with both the SS and TBTF prob-
lems remarkably well for the most of the parameter sets. We
point out and elucidate some of the features that are unique
to 2cDM in the following.
We first remind the reader that the case (−2,−2) does
not have a (pf/pi) prefactor (or the ‘σ-prefactor’, which is
∝ 1/v for v  Vk) to the σ(v) in Eq. (2), unlike all the other
cases. The key features of how as and ac affect the velocity
function can easily be seen by comparing the panels row by
row. Each row, except for the bottom row, represents the
role of the scattering power-law index as on shaping the
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Figure 2. Maximum circular velocity functions (velocity functions) for the classical CDM, SIDM and various 2cDM models with
σ0/m = 1 and the (as, ac) = (−2,−2). Comparison of CDM (grey) and SIDM (dark blue) demonstrates that SIDM is unable to resolve
the substructure and too-big-to-fail problems. Red curves (solid, dashed, and dotted) show that the break in the velocity function is set
by the parameter Vk, which is assumed to be 100 km s
−1 for the fiducial value. The comparison of the full 2cDM (solid red) and 2cDM
without elastic scatterings (light blue) confirms that elastic interactions play no role in shaping the velocity function. The black and grey
points with error-bars show the Local Group observational data from Klypin et al. (1999) and Simon & Geha (2007), and the data in
the green strip is taken from Klypin et al. (2015) for the abundance of field galaxies, with the number of halos properly normalized as
in Medvedev (2014b).
velocity function while holding the mass conversion power-
law index ac unchanged. The first, second and third rows
show that the scattering index as has little effect on the
velocity function (i.e., left, middle and right panels in each
row are nearly identical), except for (−2,−2) which has no
σ-prefactor. Furthermore, when comparing the first three
rows, it is interesting to see that the mass conversion power-
law index ac has an effect of reducing the velocity function’s
dependence on the magnitude of σ0/m. In other words, as
one goes from ac = 0 (third row) to ac = −2 (first row), the
differences seen among the cases with different σ0/m values
diminish and converge. To summarize, the controlling agent
for the velocity function is the mass conversion power-law
index ac rather than that of scattering as. This conclusion
can also be established by comparing the panels column by
column, for each column has the velocity functions behaving
identically regardless of the scattering power-law index as.
The cases with as = −4, which correspond to Coulomb-
like σs ∝ 1/v4 scattering, have also been explored and they
are presented in the bottom (fourth) row. We stress that
caution must be taken when comparing as = −4 with the
rest of the other cases, especially for larger σ0/m values.
As we noted earlier, the 2cDM numerical modeling uses
the rare binary collision approximation and assumes DM to
be weakly interacting. The direct consequence of as = −4
is that it increases the number of DM interactions signifi-
cantly in low-mass, low-velocity halos and puts them in a
strongly interacting fluid-like regime. The number of inter-
actions also depends on σ0/m, which itself causes the similar
but weaker effect compared to as. Consequently, a combi-
nation of as = −4 and larger values of σ0/m = 1 or 10
amplifies the interaction probabilities dramatically and can-
not be reliably used for comparison with the other cases.
In addition to the strong influence of the conversion
power-law index ac described above, there are general fea-
tures that are commonly seen in most of the 2cDM cases as
follows:
(i) The magnitude of the DM cross-section σ0/m deter-
mines the degree of suppression of the number of satellites,
hence offering a solution to the SS and TBTF problems.
In most cases, the larger the cross-section, the stronger the
velocity function suppression. Interestingly, for ac being −1
and −2, the difference among various cross-sections, σ0/m,
is rather minimal, indicating strongly nonlinear effects of
DM interactions, gravitational collapse, accretion and hier-
archical merging.
(ii) Many 2cDM σ(v)-cases robustly reduce the halo
counts with Vmax . 50 km s−1 (corresponding to Mvir .
109.5M) to be in agreement with observations. One of the
key parameters, Vk, which sets the position of the break,
is also set by observations (Medvedev 2014b) to be Vk ∼
50− 100 km s−1. Such a value of Vk corresponds roughly to
∆m/m ∼ 10−7 − 10−8.
(iii) Our results set constrains on the magnitude and
velocity-dependence of the DM self-interaction cross-section.
Namely, σ0/m = 0.1 and 1 appear to be consistent with ob-
servations for most of the σ(v)-models. The smaller cross-
section of σ0/m = 0.01 are still in agreement with observa-
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Figure 3. Maximum circular velocity functions for 2cDM with various σ(v)-models. The thick solid gray curve is CDM. The dotted,
dashed, solid, and dash-dot curves correspond to σ0/m = 0.01, 0.1, 1 and 10, respectively. The legend for the observational data points
are the same as in Figure 2.
tions for the two cases of (−1,−2) and (0,−2). The larger
cross-section of σ0/m = 10 is ruled out because it tends
to over-suppress dwarf halos and produces an even larger
number of large-mass halos than the CDM counterpart. We
should note that baryonic feedback effects may play an ad-
ditional important role in reducing the overall magnitude of
the velocity function as well. Therefore, we cannot rule out
the small cross-sections (σ0/m = 0.01) unless we test 2cDM
with baryonic feedback. This will be explored in forthcoming
studies.
Although the reported results are robust across the
parameter domain, we should take the results below v ∼
10 km s−1 with caution as they may be affected to some ex-
tent by numerical resolution effects. Recently, Power et al.
(2016) proved that both CDM and WDM simulations are
not immune from the formation of spurious small-scale ha-
los. They argued that the problem is intrinsic to the codes
themselves and the discreteness-driven relaxation is hard to
eradicate even by an appropriate choice of the gravitational
softening length. In a subsequent study aimed at overcom-
ing this issue, Hobbs et al. (2016) developed an adaptive
softening scheme that minimizes anisotropic distribution of
particles/cells, leading to a reduction in the spurious sub-
structures. Such a scheme is not present in GADGET code
used here. Based on this argument, we expect that our re-
sults can slightly over-predict the halo counts at the very
lower-mass end.
Finally, to quantify our findings, we report the cumula-
tive number of halos, i.e., the value of the velocity function,
evaluated at Vmax = 15 km s
−1 — well inside the observed
data from Simon & Geha (2007), hence avoiding possible
observational biases. Table 1 summarizes and compares our
simulation results with observations. The σ(v)-models that
are consistent with observations within 1σ error bars are
shown in bold. One sees that the majority of the models fall
within the observed uncertainty range.
4 EVOLUTION OF HALO MAXIMUM
CIRCULAR VELOCITY FUNCTION
In this section, we study the evolution of the halo velocity
function with redshift. From a numerical point of view, the
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Figure 4. Time evolution of the velocity function, normalized to the CDM counterpart. Solid, dashed, and dotted curves are for z = 0, 2,
and 4, respectively.
Model σ0/m N Model σ0/m N Model σ0/m N
(−2,−2) 0.01 79 (−1,−2) 0.01 42 (0,−2) 0.01 44
0.1 35 0.1 39 0.1 37
1 27 1 38 1 38
10 29 10 44 10 39
(−2,−1) 0.01 73 (−1,−1) 0.01 74 (0,−1) 0.01 74
0.1 34 0.1 34 0.1 32
1 34 1 34 1 35
10 42 10 44 10 45
(−2, 0) 0.01 141 (−1, 0) 0.01 145 (0, 0) 0.01 141
0.1 66 0.1 70 0.1 69
1 27 1 25 1 28
10 15 10 16 10 16
(−4,−2) 0.01 34 (−4,−1) 0.01 79 (−4, 0) 0.01 141
0.1 25 0.1 29 0.1 73
1 23 1 15 1 31
10 27 10 12 10 8
Table 1. Cumulative number of halos with N(> Vmax =
15 km s−1) for all the cases. The normalized N at Vmax = 15
km s−1 from observation taken from Simon & Geha (2007) gives
35.6±13.1, which sets the observationally acceptable range of
[Nmin, Nmax] = [22.6, 48.7]. The bold-faced are the ones that
fall in this range.
halo mass, i.e., the virial halo mass Mvir, is more reliable
than the maximum circular velocity of halo, Vmax, which is
computed based on the mass distribution within the halo.
On the other hand, Mvir depends on the definition of the
halo virial radius, 3which is somewhat arbitrary. Further-
more, in the observational data the estimated Vmax is more
trustworthy than the total mass of the halo since estimat-
ing the halo mass requires additional assumptions on the
density profile and shape of the halo. In principle, both the
velocity and mass functions deliver the same type of infor-
mation regarding the halo abundance with respect to the
size of the halos. Here we focus on the velocity function to
go parallel with observations. For the purpose of elucidat-
ing the correspondence of Vmax and Mvir, however, we also
discuss the mass function when necessary.
4.1 Redshift dependence
In Figure 4 we compare the evolution of the 2cDM and CDM
velocity functions as a function of redshift: z = 4 (dotted),
2 (dashed), and 0 (solid). To elucidate the difference from
the CDM model, the velocity function of each 2cDM case
was normalized to that of the CDM counterpart. We first
compare (−2,−2) with σ0/m = 0.01 and 0.1 in the left-
most column. We find that with σ0/m = 0.1, the cumulative
number of subhalos with Vmax . 20 km s−1 can be reduced
to ∼ 10% of CDM since the redshift of as early as z = 4. For
a smaller σ0/m = 0.01, the suppression is weaker especially
at higher z, and the cumulative number of halos is about
. 60% of CDM at z = 4 and ∼ 30% at z = 0. In both cases,
the steep decline of halo counts, i.e., the deviation from the
CDM halo counts, starts to occur at Vmax ∼ 50 km s−1,
which corresponds to roughly Mvir . 1010M in the mass
function. The mass functions exhibit similar trends.
To shed light on how elastic scattering and mass conver-
sion play a role in suppressing the substructures at higher
z, we also show the mass conversion-only case, namely
(−2,−2)convonly , and the scattering-only case, or simply SIDM,
which are presented in the middle column. The former is
nearly identical to the full (−2,−2) case with both scattering
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and mass conversion enabled, and this is seen even at higher
redshift of at least z > 4. On the contrary, the latter (i,e.,
SIDM) closely resembles CDM at 0 6 z 6 4, indicating that
elastic scattering itself does not make any significant differ-
ence in the velocity function at higher z compared to the
CDM model. (Note that SIDM here has the cross-section’s
velocity dependence of vas with as = −2. ) In turn, it means
that the mass conversion process is the primary reason for
the deviation of the velocity function from the predictions of
the CDM model. The deviation of 2cDM from CDM starts
to occur noticeably around Vmax . 50 km s−1, primarily due
to the velocity kick parameter Vk that is set to 100 km s
−1
in all the cases presented in Figure 4. Since this parameter
is specific to the mass-conversion process, SIDM does not
show any drastic deviation from the CDM model at that
Vmax value.
Thus far, we discussed the 2cDM model with (−2,−2).
Another interesting 2cDM case is (0, 0) with σ0/m = 0.1
in the top right panel. Among all, the (0, 0) case is par-
ticularly interesting since its cross-section has no velocity
dependence, which is the most conventional model of inter-
actions. At a high redshift, where the typical (virial) ve-
locities of DM particles are smaller, the cross-section’s ve-
locity dependence makes a significant difference in the self-
interaction rate. For example, the (−2,−2) cases indicated
that the smaller the velocities, the larger the interaction
probabilities due to its negative power-law of −2. Hence,
(0, 0) has a weaker suppression of substructures at higher
z compared to (−2,−2). This is clearly manifested in Fig-
ure 4 where the strength of the substructure suppression
for (0, 0) with σ0/m = 0.1 is found to be roughly a factor
of 5 to 6 weaker than that of the (−2,−2) counterpart at
z & 2. Interestingly, the (0, 0) case suppresses the abundance
of low-mass halos with Vmax . 30 km s−1, or correspond-
ingly 107 . Mvir/M . 109, to roughly 60% of CDM over
0 6 z 6 4 consistently. This is in contrast to the steep veloc-
ity dependence of (−2,−2) cases with larger cross-sections
of σ0/m & 0.1 in which the suppression becomes stronger
for smaller halos due to their smaller velocity dispersions.
It is also indicated that in order for a cosmological
model to match the observed substructure abundance at
present time and solve the missing satellite, or SS, and
TBTF problems, a significant suppression of substructures,
especially in terms of halo mass, may need to commence as
early as z & 4. We argue that the presence of baryons and
stellar feedback effects at earlier times will unlikely do the
work since the energy budget at such higher z would not be
sufficient to trigger a strong suppression of substructures in
a systematic manner throughout the Universe. Meanwhile,
the UV background has been suggested and shown to have
positive effects on substructure suppressions in numerical
works (Efstathiou 1992; Somerville 2002; Hambrick et al.
2011), although there are other studies that show the effects
are not significant (Quinn et al. 1996). It is therefore possible
that our (−2,−2) model may have a too strong suppression
when combined with the UV background at higher z. Need-
less to say, this is still dependent on the cross-section value
and the power-law indexes of the cross-section’s velocity de-
pendence power-law. A more thorough study with baryonic
physics should be able to provide insights into this.
4.2 Scaling relations
To quantify the degree of substructure suppression over 0 6
z 6 4, we fit the lower-Vmax and -Mvir ends of velocity and
mass functions for the models presented in this section with
a power-law. We chose the fitting ranges to be 4 6 Vmax 6
30 km s−1 and 107 6 Mvir 6 1010M, where the functions
show a clear power-law with minimal effects of numerical
uncertainty. The power-law indices are defined as bVmax ≡
d lnN(> Vmax)/d lnVmax and bMvir ≡ d lnN(> M)/d lnM .
We briefly summarize the key results as follows.
In general, nearly all cases consistently show b becoming
shallower from z = 4 to 0 for both velocity and mass func-
tions although the changes can be considered minor. The
exception is (−2,−2) with σ0/m = 0.1, in which b remains
nearly constant over z . 4: bVmax ∼ −2.0 and bMvir ∼ −0.7.
With σ0/m = 0.01, (−2,−2) shows bVmax ∼ −2.4 → −2.2
and bMvir ∼ −0.9 → −0.8. Hence, a larger cross-section
yields a shallower b within the same model. This is not sur-
prising because smaller halos are preferentially suppressed
when the number of DM interactions increases at later
times. To summarize, the (−2,−2) 2cDM models exhibit
weak dependence of the power-law indices with redshift over
0 . z . 4 and obey the scaling relations:
N(σ0/m)=0.01 ∝V −2.3max ∝M−0.8vir ,
N(σ0/m)=0.1 ∝V −2.0max ∝M−0.7vir
(6)
within the fitting range of 4 6 Vmax 6 30 km s−1. For refer-
ence, CDM shows bVmax ∼ −2.6 with minor variations and
bMvir ∼ −1.0→ −0.9 from z = 4 to 0. That is, for a good es-
timate NCDM ∼ V −2.6max ∼M−0.9vir at 0 . z . 4. We note that
even though we performed the fit over limited ranges due to
the small simulation box size, the amount of substructure is
large enough to draw statistically significant conclusions on
the values of b.
5 RADIAL HALO DISTRIBUTION PROFILE
In this section, we study the spatial distribution of satellite
halos within a MW-type host halo. We first introduce the
problem faced by the traditional CDM model in reproduc-
ing the radial distribution of such halos centered on the host
halo — the radial halo distribution profile (RHDP) problem.
To our knowledge, this has not been previously discussed as
one more small-scale CDM problem, akin to SS or TBTF.
We then explore the parameter space of the 2cDM model
that can alleviate RHDP by comparing our simulation re-
sults with the observed MW and M31 satellite distributions.
5.1 Radial distribution of CDM satellites
The missing satellite, or SS problem, states that the numeri-
cally predicted number of satellite halos surrounding a MW-
type host halo greatly exceeds the currently observed satel-
lite counts. The TBTF problem points out that the largest
subhalos in simulations have too dense central density to be
devoid of observable luminous objects. Not only the larger
central density, but also the number of largest subhalos ex-
ceeds the observational data. Both of these problems, which
were originally motivated by N -body numerical simulations
and are well presented by the velocity function, imply that
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Figure 5. Cumulative number of subhalos as a function of the host halo-centric radius: CDM vs. observations. Only subhalos with
M > 107M and Vmax > 4 km s−1 are shown. The observed satellites satisfy the same mass cutoff at M & 107M.
Figure 6. Illustrative example of the cumulative number of sub-
halos as a function of the host halo-centric radius: CDM, SIDM
and 2cDM vs. observations. The models are the same as in Figure
2. All the cases from simulations are the averaged profiles of the
two largest halos with Mvir ∼ 5 × 1011 and 4 × 1011M. The
same halo selection criteria have been applied as in Figure 5.
the collisionless CDM scenario alone lacks some key ingre-
dients to suppress the number of subhalos and reduce their
central mass concentrations.
Apparently, there can be another small-scale CDM
problem, the RHDP problem, which is illustrated in Fig-
ure 5. Here we plot the cumulative number of satellites with
radial distance from the center of a host halo, for several
simulated CDM halos and the observed MW and M31 ha-
los. In this comparison study, we selected the halos from our
simulations, which are large enough, Mvir > 107M and
Vmax > 4 km s−1, to minimize the effects from numerical
artifacts. Correspondingly, the satellite galaxies from obser-
vational data were selected based on their total masses of
& 107M, which is either deduced from kinematics data or
estimated given their stellar masses and the mass-to-light
ratios (typically at the half-light radius). We should caution
that the number of yet undetected dwarfs may still be sub-
stantial and can be an increasing function of the radial dis-
tance (especially for MW), so introducing observational bias.
Understanding this potential problem, we thus set the rather
strong and restrictive selection criterion on the dwarfs’ mass,
which excludes many known ultra-faint dwarfs from consid-
eration. Thus, future detections of ultra-faint dwarfs should
not change much the general result.
In Figure 5, we compare the RHDP of the five most
well-resolved halos in the CDM simulations with obser-
vations in order to illuminate the discrepancy. The virial
masses of the host halos range from ∼ 9 × 1010M to
∼ 5×1011M, roughly an order of magnitude to a factor of a
few smaller than the MW or M31 counterpart, respectively.
Clearly, only the smallest halo with Mvir ∼ 9 × 1010M .
0.1M(MW or M31) shows a reasonably good agreement with
the observed MW and M31 satellites at small R, but still
roughly a factor of a few larger number of subhalos at
R & 60 − 80 kpc. We stress that this halo is only 10% of
the MW by mass. Thus, it seems unlikely that the discrep-
ancy can be fully attributed to the observational bias for the
MW-like or Andromeda-like halos.
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Figure 7. Radial subhalo distribution profiles in the 2cDM model with the set of parameters explored and compared. Solid, dashed
and dotted curves represent σ0/m = 1, 0.1, and 0.01.
5.2 Radial distribution of 2cDM satellites: fiducial
model
The main difficulty the CDM model faces is to reduce the
subhalo population in the outer virial range of roughly
R & 100 kpc. Even considering the possibility of still un-
detected ultra-faint subhalo population far from the halo
center, the subhalos with Mvir & 107M need to be consis-
tently wiped out across the entire virial range to match with
the observations. In Figure 6 we show that 2cDM provides
a natural solution to the problem even without the need for
baryonic physics. We show the averaged RHDP of the two
most well-resolved halos ofMvir ∼ 5×1011 and∼ 4×1011M
with the same halo selection criteria described above. For
comparison purposes, the same fiducial set of parameters
are chosen as in Figure 2 for the velocity function.
The most important component of 2cDM being a poten-
tial solution to the problem is clearly the mass conversion,
which effectively ‘evaporates’ the substructure, thus bring-
ing down the cumulative counts of subhalos to be in rough
agreement with observations. This is shown by (−2,−2)convonly
and full (−2,−2) (with both mass conversion and elastic
scattering) cases sharing a similar trend that shows signifi-
cant substructure suppressions across the entire virial range
as compared to CDM. The scattering-only (i.e., SIDM)
model, on the other hand, suffers from the excessive num-
ber of subhalos akin to the CDM counterpart over the entire
range in R. We attribute the slightly larger subhalo counts
of SIDM compared to CDM to the numerical artifacts due
to the relatively large cross-section of σ0/m = 1. In fact,
SIDM with σ0/m = 0.1 (not shown) follows the CDM curve
nearly exactly. We also superpose the two reference cases
with the ‘kick’ velocity parameter Vk = 10 (dotted) and 20
km s−1 (dashed) in the figure.
As shown earlier in Figure 2, the value of Vk roughly
determines the break point on the velocity function where
the 2cDM model deviates from CDM. The total suppression
of the subhalos is therefore stronger for Vk = 20 km s
−1 than
that of 10 km s−1. The case with Vk = 20 km s−1, however,
shows that the suppression of subhalos starts around Mvir .
109M, leading to a greater reduction in the cumulative
subhalo counts. Yet it still over-predicts the RHDP, which
in turn implies the number of subhalos with Mvir & 109M
need to be substantially reduced.
Despite that the 2cDM model could reduce the number
of subhalos substantially across the virial range compared
to the CDM model, we note, again, that the host halos used
in Figure 6 have a factor of a few smaller masses than the
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MW or M31 halos. That is, the presented figures underesti-
mate the discrepancy of CDM predictions and simulations
by a factor of a few, whereas the 2cDM model remains a
plausible solution to the problem. To show this, we extrap-
olated the cumulative number of subhalos by utilizing the
power-law relation in the mass function, N ∝ Mb. In Sec-
tion 4.2, we found the power-law index for the velocity func-
tion to be b ∼ −1 for CDM, and −0.8 . b . −0.6 for 2cDM
with 0.01 6 σ0/m 6 1. With this power-law relation, we
can roughly estimate how many more subhalos should be
present within the host halo virial radius of a larger mass.
For CDM, we find that if the host halo is to become the size
of MW or M31 by increasing its virial mass by a factor of
∼2, then the cumulative number of halo counts at the lower
mass cut-off of Mvir = 10
7M would roughly be a factor of
three larger. Similarly, for 2cDM, the subhalo counts would
be as large as a factor of two at the cut-off mass, roughly
doubling the subhalo populations across the virial range.
Considering the fact that we have not taken into account
the baryonic physics and yet undiscovered dark subhalos,
the 2cDM model remains indeed very plausible.
5.3 Radial distribution of 2cDM satellites:
parameter study
Having shown that our fiducial model is capable of suppress-
ing the low-mass subhalo counts throughout the virial radius
region, resulting in good agreement with observations, we
now explore the parameter space of the 2cDM model with
respect to the RHDP constraint. As is shown earlier for the
velocity function, we compare RHDP, computed with the
set of 2cDM parameters, with that of the CDM model and
observational data in Figure 7. Each curve represents the av-
eraged RHDP of the two largest halos, same as in Figure 6.
The various values of the cross-section values are shown as
solid (σ0/m = 1), dashed (0.1) and dotted (0.01) curves.
The top two rows explore the six cases of ac = −2 and
−1 with −2 6 as 6 0. Given that our 2cDM results are
about a factor of two underestimate the overall number of
subhalos, all the six cases are within the observationally ex-
pected range. For these cases, the difference in the value
of the cross-section results in only a a factor of a few dif-
ference in the cumulative number of subhalos within the
studied virial volume. This implies that the effect of sup-
pressing the subhalos within the virial radius is dominated
by the cross-section’s velocity-dependence for mass conver-
sion rather than elastic scattering.
The third row has a subset of cases with no
velocity-dependence of the mass conversion cross-section:
(−2, 0), (−1, 0), and (0, 0). These are the cases that show
the difference among the range of σ0/m most clearly, and
they are the only 2cDM cases (with the cross-section be-
ing as small as . 0.01), which produce RHDPs identical
to those of CDM. The general trend is as follows: the larger
the cross-section, the stronger the suppression of subhalos so
that the curves representing the three different cross-section
values are related to each other by simple rescaling. Larger
cross-section also seem to result in the strong suppression
of subhalos in the inner halo. For example, the closest sub-
halo to the host halo center can be found at R ∼ 20 kpc for
σ0/m = 0.01, while it is R ∼ 50 and 75 kpc for σ0/m = 0.1
and 1, respectively. Apparently, the structure formation and
mergers are slowed down by DM interactions. Furthermore,
such a strong suppression of subhalos within 50 kpc of the
virial radius is in conflict with observational data and imme-
diately disfavors σ0/m = 1 as the possible candidate model.
Doubling the host halo mass to be comparable to the MW
halo would increase the subhalo counts by a factor of two as
well, which is unlikely to fully resolve the discrepancy.
The bottom row compares the cases with a cross-
section’s strong velocity-dependence on the elastic scatter-
ing, as = −4. Aside from the fact that these cases are pos-
sibly subject to numerical errors rooted in the poorly ap-
proximated binary collisions, they tend to over-suppress the
subhalo populations, except for (−4, 0). While (−4, 0) shows
a similar trend with the other velocity-independent cases on
the mass conversion, its results are not nearly as trustworthy
as others since the DM self-interaction occurs in a a strongly-
interacting (perhaps, nearly ‘fluid’) regime. It is unclear why
(−4,−1) shows a stronger suppression of subhalos compared
to (−4,−2). Regardless of this, both (−4,−1) and (−4,−2)
are also disfavored models once they are compared with the
observational data.
6 EVOLUTION OF MATTER POWER
SPECTRA
In Section 4 we studied the evolution of the maximum
circular velocity function of halos to probe the substruc-
ture abundance at a high redshift by comparing the 2cDM
models with the CDM model. In this section we extend
the study of the substructure abundance by probing the
density fluctuations seen in the matter power spectrum.
Our simulations made with the small box size of 3h−1Mpc
side length allow us to probe relatively large k range (a
few hMpc−1 . k . 103hMpc−1) and help us to study the
2cDM’s role in the suppression of the small structure growth
and evolution at higher redshifts of z ∼ 2− 4.
In literature there has been numerous studies done on
constraining the model parameters for non-traditional DM
models other than ΛCDM by studying the Lyman-α for-
est flux power spectrum (e.g. Narayanan et al. 2000; Sel-
jak et al. 2006; Viel et al. 2013; Wang et al. 2014; Baur
et al. 2017). Ly-α forest has been introduced in the seven-
ties by Roger Lynds, who noted a large number of absorp-
tion lines in the spectrum of a quasar. Spectral Ly-α tran-
sition absorption lines of a neutral hydrogen are produced
by electrons transitioning between the ground state (n = 1)
and the first excited state (n = 2). The Ly-α spectral line
has a rest frame wavelength of 1216 A˚. The Ly-α absorp-
tion lines in the quasar spectra result from intergalactic gas
through which the quasar’s light has traveled. Since neutral
hydrogen clouds in the intergalactic medium are at different
redshift, z, their absorption lines are observed at different
wavelengths. Each individual cloud leaves its fingerprint as
an absorption line at a different position in the observed
spectrum. It appears that the Ly-α forest becomes a pow-
erful tool for exploring the high-z universe and can greatly
constrain non-CDM dark matter models.
Ideally, hydrodynamical effects must be considered to
accurately investigate the Ly-α forest in simulations to re-
produce the low-density intergalactic medium since they
could enhance the non-linear evolution even at high red-
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shift of z ∼ 2 − 4 where baryonic feedback effects are not
believed to play a significant role. Yet for our purposes to
show the suppression of the small scale density fluctuations,
here we present the matter power spectrum computed with
our N -body simulations. We used a publicly available code
(Bird 2017) to compute the power spectrum for GADGET
output.
Figure 8 and 9 show the dimensionless power spectra,
∆2(k) = 4pi(2pi)−3k3P (k), and the ratio of 2cDM to CDM
power spectra, respectively. In both figures, a clear sign of
stronger suppression at smaller scales is seen at higher red-
shift for the 2cDM models. In general the suppression is
stronger compared to CDM with either (i) a larger cross-
section value, σ0/m, or (ii) a stronger power-law index, such
as (as, ac) = (−2,−2), for the velocity-dependent cross-
section σ(v). Meanwhile, the deviation from CDM becomes
less significant at lower redshift for 2cDM within the ex-
plored parameter range. At z = 0 the difference of ∼ 10%
can only be seen at k &100 hMpc−1.
To see the difference in the choice of the power-law in-
dex for the velocity-dependent cross-section, we also present
a (0, 0) model with σ0/m = 0.1 (black dashed curve). It
shows distinctively different effects on the suppression scales
compared to the (−2,−2) counterpart. That is, with the
same σ0/m = 0.1, (−2,−2) shows a stronger suppression at
k & 10 hMpc−1 at z > 2, while at the largest k range (& 200
hMpc−1) (0, 0) overtakes both (−2,−2) with σ0/m = 0.1
and even σ0/m = 1. This is clearly due to the increase in
the mean DM velocities at lower redshift as the structure for-
mation growth further takes place, and hence the stronger
velocity dependence of the cross-section of (−2,−2) (or ef-
fectively σ ∝ 1/v2) starts to show a weaker suppression of
the substructures compared to (0, 0) at lower redshift.
In short, the 2cDM model can sufficiently erase the
small scale density fluctuations and the magnitude of the
deviation from the CDM model depends on the cross-section
and the power-law indices for the velocity-dependent cross-
section. Figure 10 helps one to see it qualitatively. To il-
lustrate, we compare the projected DM density distribu-
tion of CDM with the two 2cDM models of (−2,−2) with
σ0/m = 0.01 and 1 at z = 2 and 4 on 3 Mpc comoving scale
(top two rows) and that of 0.3 Mpc (bottom two rows). It
shows that on a few Mpc scale the difference in the large
scale structure between CDM and (−2,−2) σ0/m = 0.01 is
minimal, while (−2,−2) σ0/m = 1 has much more smoothed
out distribution. On the sub-Mpc scale, however, the former
two cases start to show some clear differences, especially
that the number of substructure has been mildly reduced in
(−2,−2) σ0/m = 0.01. The case with (−2,−2) σ0/m = 1
shows even a stronger suppression, which is strong enough
to alter the shape of the inner halo to be rounder compared
to that of the triaxial shape in the other two cases.
7 SUMMARY
In this paper, we have presented results from an extraor-
dinarily large set of N -body cosmological simulations with
the simplest two-component (2cDM) model with a very
large range of model parameters studied, with halo masses
M . 1012M. This work aimed primarily at (i) exploring
the parameter space of the 2cDM model, and (ii) setting the
constrains on the magnitude and the velocity-dependence of
the DM cross-section through comparison with available ob-
servational data in order to deduce the ‘promising’ set of pa-
rameters of the 2cDM model. In our approach, we carefully
examine each of the 2cDM parameter set with the maximum
circular velocity function to see whether the small-scale cos-
mological problems rooted in the CDM paradigm, namely
the substructure and too-big-to-fail problems, are alleviated.
Our choice of the parameter set effectively covers four or-
ders of magnitude in the DM cross-section size σ0/m (in
cm2 g−1) from 0.01 to 10, and the DM cross-section’s veloc-
ity dependence σ ∼ vas and ∼ vac , or symbolically (as, ac),
for elastic scattering and inelastic conversion, respectively,
going from as (or ac) = 0 (i.e., no velocity dependence) to
the inverse power-law dependence of as (or ac) as = −1, −2,
and −4. We performed over sixty simulations with medium
resolution to throughly explore the combination of the above
parameter set.
The main result of this paper is the confirmation of
great success of the 2cDM model in reproducing the sup-
pression of the maximum circular velocity function below a
constant critical value. The key physical process to the suc-
cess is the mass conversion, or quantum evaporation, that
is unique to 2cDM. The model allows DM particles to un-
dergo mass conversions between the two mass states, ‘heavy’
and ‘light’, through inelastic interactions, whereas the mass
difference deduced appears to be ∆m/m ∼ 10−7 − 10−8
(Medvedev 2014b). In consequence, the equivalent energy is
converted to the kinetic energy of the interacted DM parti-
cles, which receive a velocity ‘kick’ Vk, hence allowing them
to escape the halo if Vk > vesc. Note that elastic scattering
alone, as in SIDM, does not suppress substructure, leaving
the velocity function virtually identical to that of the CDM
counterpart.
The substructure and too-big-to-fail problems are there-
fore both robustly resolved by 2cDM with a set of avail-
able parameters. We find that regardless of the DM cross-
section’s velocity dependence (as, ac), the size of the DM
cross-section σ0/m of 0.1 – 1 shows good agreement with ob-
servations. σ0/m = 0.01 can also be a good candidate, given
that in this work we did not consider baryonic effects, espe-
cially stellar feedback, which would likely enhance the sup-
pression of the substructures by providing additional sources
of energy to disrupt them. Similarly, UV background could
also add to the substructure suppression mechanism, which
to some extent may alter the DM-only results presented in
this work. We rule out σ0/m = 10 because it appears to
show either an excessive suppression of substructure and/or
creation of unnaturally larger halos compared to the CDM
counterpart. The exception is the (−4,−2) case; however,
we take any cases with as = −4 with caution due to its
large number of particle interactions that makes DM par-
ticles fluid-like, especially at high-z, thus invalidating our
numerical implementation of the DM-interaction module,
based on the assumption of the rare binary collisional in-
teractions.
The study presented here is limited by the lack of bary-
onic physics, such as gas and stellar dynamics and evolution,
ionizing UV radiation, supernovae and black hole feedback
and other processes. Their influence on the dark matter dis-
tribution is still debated. We plan to explore the role of
baryons within the NcDM model in the future.
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Figure 8. Redshift evolution of the dimensionless power spectra. Only selected cases are shown to elucidate the difference between the
2cDM and CDM models.
Figure 9. Redshift evolution of the normalized power spectra of the 2cDM models to the corresponding CDM model. The upper limit
arrow provides an approximated limit in wavenumber range from observational data of MIKE and HIRES shown in Viel et al. (2013).
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APPENDIX A: PAIR-WISE INTERACTION
PROBABILITY
In the 2cDM model, we assume a set of power-law indices for
the velocity-dependent cross-section. In principle, a strong
velocity-dependence of the DM cross-section with negative
powers can cause large interaction probabilities among DM
pairs when their velocities are small, especially in the early
Universe. Such a large interaction probability could render
the rare binary collision approximation used in the 2cDM
model invalid, and put it in the fluid regime. To check
the validity of the assumption, we examined the interaction
probabilities Pij for all the DM pairs formed at different
redshifts. Figure A1 presents the fractional number of DM
pairs, which is the normalized cumulative number of DM
pairs for each interaction probability (Eq. (1)) bin, at red-
shifts of z = 0, 1, 5, and 10. We chose some of the extreme
cases to scrutinize the validity of the approximation.
The top and middle rows show the symmetric cases
(as = ac) with σ0/m = 0.1 and 1, respectively. As is shown,
the fractional number of DM pairs can be well below 10−4
for Pij > 0.1 at z = 0 for those cases. At higher z, however,
the cases with as, ac < 0 consistently show an increase in the
fractional number of DM pairs in the larger Pij bins. This
is due to the fact that the negative power-law dependence
of the DM cross-section in the earlier Universe causing an
increase in the interaction probabilities for DM pairs with
smaller velocities. For a reference, a DM pair at 5 < z < 10
can have Pij roughly more than an oder of magnitude larger
than that of at z = 0 in the range of 10−4 6 Pij (bin) 6 1.
Even so, the figure shows the fractional number of DM pairs
in Pij > 0.1 bin can only be as large as 10
−3, i.e., one in a
thousand DM pairs, at z = 10 for (−2,−2) with σ0/m = 1.
We also explored the asymmetric cases of (as 6= ac) and
found the results are similar.
Overall, our results show that the rare binary collision
approximation is not compromised and remains valid over
the cosmic time scale for the models with −2 6 as, ac 6 0
and 0.01 6 σ0/m 6 1. The goodness of the approxima-
tion improves at later times when DM pairs experience self-
interactions most actively. We conducted the resolution test
on this and presented separately in the Appendix.
As the most extreme cases we studied in this work, the
bottom row shows the as = −4 series with σ0/m = 1. Not
surprisingly, the number of pairs that have Pij > 0.1 is con-
siderably larger than that of the cases with −2 6 as, ac 6 0
presented in the top and middle rows. Such a steep velocity
dependence on the DM cross-section enhances the number
of DM interactions dramatically in the early Universe. At
z = 0, both (−4,−1) and (−4, 0) cases show ∼ 5% and
∼ 8%, respectively, of the DM pairs having Pij > 0.1. Their
respective values can be raised to ∼ 36% and 52% at z = 10.
In this regime DM can be more accurately depicted as ‘fluid’,
and hence our rare binary approximation becomes inaccu-
rate.
Lastly, Figure A2 shows the cumulative number of inter-
actions per particle as a function of scale factor through DM
pair-wise interactions that result in either mass conversions
(heavy to light, h→ l or light to heavy, l→ h) or elastic scat-
tering. For this study we chose a case with (0, 0) σ0/m = 0.1.
The figure shows the conversion process of h→ l remains to
be the dominant mass conversion mechanism since the heavy
ones tend to remain inside halos even after they interacted
so that they have more chances for re-interactions. In con-
trast, the conversion rate for l → h remains sub-dominant
over the entire cosmic time scale since the l particles carry
larger kinetic energy after they interacted, which in most
cases exceed the escape velocities of DM halos in our rela-
tively small box size, thus offering them smaller chances of
re-interactions. In the meantime, the elastic scattering pro-
cess continues to increase roughly linearly at a > 0.2 (or
z < 4) which is the direct consequence of the ongoing large
structure growth.
APPENDIX B: CONVERGENCE TEST
We compared two cases of the total number of particles in
the simulation box, N = 1283 and 2563, to check our model’s
dependency on resolution. For the model in comparison, we
chose our fiducial case of (−2,−2). Figure B1 compares the
two cases with the mass function, the cumulative number
of halo counts as a function of halo mass. Our 2cDM model
appears to be somewhat more prone to the resolution dif-
ference at the lower-mass end, though the discrepancy does
not alter the general shape. Those low-mass halos identi-
fied by the AHF could contain the total number of par-
ticles as small as . 100 after applying the halo selection
criteria described earlier. It is therefore imperative not to
take the face value at the low-mass end. Note that the halo
counts is slightly reduced at low-mass end in higher resolu-
tion than in lower resolution. This effect is more profound
with a larger σ0/m value. On the contrary, CDM shows the
opposite trend – a higher resolution producing slightly larger
number of low-mass halos. This is clearly attributed to the
fact that a higher resolution slightly increases the number of
DM interactions in 2cDM, resulting in an enhancement in
the suppression of the low-mass halos that are not generally
well-resolved.
In Figure B2 we show another convergence test on the
fractional number of DM pairs as a function of the inter-
action probabilities. To see the difference between the two
resolutions, the figure shows the ratio of the fractional num-
ber of DM pairs, fN256pair /f
N128
pair . Our primary interest is the
largest probability bin, Pij > 0.1. A factor of 2 difference
seen at higher z in the specific bin is hardly enough to make
a significant difference in the results since both fN256pair and
fN128pair are on the order of 10
−5 (refer to Figure A1). Across
8 orders of magnitude in Pij , our model shows an excellent
convergence in terms of the DM interaction probabilities.
Since the case used for this convergence test has a rather
large cross-section of σ0/m = 1, we expect similarly good
or even better convergence for the cases with smaller cross-
section values.
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Figure A1. Fractional number of DM pairs as a function of the DM-pair interaction probabilities. The number of DM-pairs is counted
cumulatively since the beginning of the simulation, and the number of pairs in each probability bin is normalized by the cumulative total
number of DM-pairs formed. Probability bins smaller than ∼ 10−7 are omitted for simplicity.
Figure A2. Cumulative number of interactions per particle ver-
sus the scale factor for a 2cDM model. A particular model of (0, 0)
with σ0/m = 0.1 was used.
Figure B1. Convergence test – halo mass function: N = 1283
(blue) and 2563 (red). 2cDM with two different cross-section sizes
of σ0/m = 0.01 and 1 are being compared with CDM.
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Figure B2. Convergence test – DM-pair interaction probabili-
ties. As mentioned earlier, a higher resolution increases the num-
ber of DM interactions in general, but the difference is kept min-
imal given the fact that fractional number of DM pairs in the
Pij > 0.1 is on the order of 10
−5 at z = 0 and 10−3 at z = 10 for
(−2,−2) with σ0/m = 1.
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