INTRODUCTION
Additive Manufacturing (AM) can improve flexibility and convenience, lower manufacturing costs, and reduce time to market for many manufacturing applications [1, 2] . Successfully implementing and expanding AM requires improvements in surface quality, shear and tensile strength, build time, accuracy, and precision of these processes [3] . Of these issues, surface quality, accuracy, and precision are the biggest obstacles preventing AM from becoming a primary production process [4] . This paper aims to understand the relationship between process characterisitics and error generation in Fused Deposition Modeling (FDM), which is an AM process typically used for prototyping. Understanding error generation can improve the scalability of AM technologies and expand their use to create better products.
BACKGROUND
The major sources of error in the positional accuracy of the drop deposition of rapid prototyping systems, such as FDM, include mathematical errors due to the approximation of part surfaces in the standard file input; processrelated errors such as positioning errors in the xy plane due to translation of the printer head and in the z-axis due to the registration of different layers; and material-related errors, such as shrinkage, distortion, and seepage of binder during production [5] . The accuracy of the printing process also depends on errors generated by each machine component. This paper primarily focuses on examining processand machine-related errors.
The process characteristics that limit the accuracy of AM techniques, such as FDM, include the layer thickness, build orientation, raster angle, air gap, and raster width [3, 5] . Of these, the build orientation has been found to be a primarily influence on the dimensional accuracy, surface roughness, shear and tensile strength, build time, required support structures, and cost of FDM parts [4, 6] . The layer thickness and overlap interval between fibers also affects the surface roughness of printed parts [7] . This effect is due to the "staircase effect" in FDM processes. When FDM machines deposit beads of material layer by layer, a staircase-like structure is formed on inclined or rounded features, which increases surface roughness.
Examining the effect of FDM process parameters on part quality has been primarily accomplished using developed control parts. Clemon et al. [8] measured the quality of a control part printed using FDM and photopolymer jetting. Feature completion and dimensional accuracy were the main measures of part quality. They measured the smallest gap width of a printed slot feature and determined that the minimum resolution of the studied machines varied from 0.4 to 0.6 mm. Upcraft and Fletcher [9] analyzed the dimensional accuracy of several AM techniques, including FDM. They found that none of the processes were capable of achieving dimensional accuracy greater than 97.8%.
Other studies have developed techniques to improve the accuracy of FDM. One example of error compensation is the use of an optimal shrinkage compensation factor (SCF) [10, 11] . A disadvantage of the SCF is that only one compensation factor is used for all directions and it only applies for homogeneous deviations.
Any approach to improve the accuracy of FDM must be based on a reliable characterization of error in the process. Thus, the goal of this paper is to identify process-and machine-related error sources in FDM so that a framework that characterizes error in an FDM machine may be developed using an error budget approach.
IDENTIFYING ERROR SOURCES IN FDM
This research first examined how the build orientation and part density affected the form and resolution of FDM parts. Six control parts ( Figure 1 ) were manufactured on two FDM machines: Stratasys Dimension BST 1200es and SST 1200es. These FDM machines have a minimum layer thickness of 0.254 mm and produce parts made from "ABSplus," which has similar mechanical properties to acrylonitrile butadiene styrene (ABS) [12] . The control parts were printed with two different density settings from each machine: solid and low density. All other parameters were kept constant.
FIGURE 1. Control part #1 used to quantify form errors and resolution in FDM (all units in [mm]).
An Olympus SZ optical microscope was used to measure the form and resolution of the control part. Form was evaluated using the measured roundness of the hemisphere feature and qualitative observations of the printed part. Resolution was estimated from the length and minimum width of the tear drop feature.
To investigate the influence of the staircase effect on the surface roughness, another control part ( Figure 2 ) was designed with surfaces that varied the build orientation (θ) from 0° ≤ θ ≤ 90° in intervals of 5°. The surface roughness R a of each surface was measured using a MarSurf M1 stylus tip profilometer along the measurement path delineated in Figure 2 . This profilometer had a tip radius of 2.5 µm and profile resolution of 12 nm.
FIGURE 2. Control part #2 used to investigate the staircase effect on surface roughness.
To quantify accuracy and precision across the entire work volume, the control part shown in Figure 3 was printed on the Stratasys Dimension SST 1200es. This control part was measured with a coordinate measuring machine with a scanning head of 6 mm diameter. The actual position of each corner point was identified as the intersection of the three adjoining planes, which were located by approximating best-fit planes using ~400 measured points on each surface. The root mean square (RMS) deviation between the actual and nominal position of each corner point represented the accuracy at each position in a specific direction (Equation 1). The precision was represented by the extended interquartile range IQR ext , which contained 90% of all measurement points at a specific position.
Results Figure 4 shows the observed form error in control part #1 ( Figure 1) ; it indicates gaps where material was not deposited. Roundness was estimated by examining the second deposition layer from the top of the hemisphere and drawing the smallest circle that would enclose the layer and the largest circle that would reside within the layer. The difference between the two radii was calculated and is shown in Table 1 .
The resolution was estimated by first identifying the tip of the printed tear drop feature. The length of the tear drop features was significantly smaller than the desired length: the average length was 13.9 mm versus the average desired length of 19.1 mm. The expected width of the tear drop feature at its printed tip was then used as the resolution estimate. Table 2 shows the calculated average minimum resolution in the x, y, and xy directions for both FDM machines studied in this paper. Figure 5 shows the surface roughness of each face measured on control part #2. It illustrates the anticipated increase in surface quality that occurs when the build orientation increases over the range 45° ≤ θ ≤ 90°. Table 4 shows the estimated accuracy based on the measurement of control part #3. Accuracy with respect to the y direction is greater than that with respect to the x direction. This could have been caused by the axis configuration. Since the y axis carries the x axis, the error in the x direction could have been additionally influenced by the error in the y axis. Table 4 summarizes the estimated precision based on the measurement of control part #3 for the x, y, and z directions, respectively, with respect to different positions. Generally, the z direction has the greatest precision for the FDM machine in this study. 
CHARACTERIZING ERROR IN FDM
The second part of this research focused on a framework to characterize and quantify error in the FDM process. This was completed by developing an error budget for the Stratasys Dimension SST 1200es.
The axis configuration of the considered FDM machine was described as w-Z-f-Y-X-t, where the identified machine components are the workpiece w, the z axis, the fixed machine foundation f, the tool t, the x axis, and the y axis, which is also based on the fixed machine foundation. The parametric error components of the three linear axes have to be included in the mathematical error model. Every linear axis had six component deviations (scale error, two straightness errors, role, pitch, and yaw) and three position deviations (deviation of the initial position and two squareness errors with respect to the other axes). Therefore, the total number of error components considered should have been 27 [13] . But, by defining the coordinate system of a machine tool, its zero position deviations and three of its squareness errors were set to zero. This meant that the FDM required 21 error components since it has three linear axes.
Homogeneous Transformation Matrices (HTMs) were used to transform the coordinates and errors of one component to the coordinate system of another component. Generating two HTMs that represented the location of the nozzle tip and a desired location on the workpiece, respectively, relative to the fixed machine foundation captured the influence of all error components with respect to the reference frame. The general HTM for the transformation of a linear axis with coordinate system J into coordinate system I is shown in Equation 2 , where δ represents translational errors, ε represents rotational errors, and a, b, and c are offsets between the different coordinate systems in x, y, and z direction, respectively. The deviation between the nozzle tip and workpiece location was a measure of the process error.
Because the FDM machines used in this study provided less direct control of each axis, the use of standard experiments to determine the error components was not feasible. Instead, each error component was approximated using a Legendre polynomial P i (Equation 3 ) [14] . Thus, approximating error component required calculating the polynomial coefficients a i . But, this approximation makes it impossible to differentiate between the scale and squareness errors of an axis. Therefore, the FDM machine was assumed to be an orthogonal system [15] , and the number of considered error components was reduced to 18.
The mathematical model was implemented as a least squares problem in MATLAB ® . This approach required data from a minimum of 54 features to determine 21 error components with three polynomial coefficients each (this was the motivation for the design of control part #3). The number of features actually generated in control part #3 was greater than the minimum needed, though, to create an overdetermined system of equations that would have minimized the influence of nonrepeatable error terms and allow for a more accurate approximation of the error components. In addition to the error components, the error gains (or offsets between the origins of each component coordinate system) were measured.
Results
The results of the error budget demonstrate the approximated propagation of the translational and rotational error components of each linear axis. Selected results are shown in Figures 6 , which display the translational error components of the y axis. Generally, it was determined that third order Legendre polynomials, which have been used primarily in literature [16, 17] , have greater approximation error than second order Legendre polynomials.
By using the second order approximation, it was determined that among the translational error components, the main contributors to the error of the machine tool are: the straightness error of the x axis in the z direction, the straightness error of the y axis in the x direction, and the straightness error of the y axis in the z direction, with maximal values in the range of 0.011 -0.014 mm. The scale errors of the three axes were investigated to be less. Among the rotational error components, it was identified that the yaw of the z axis with a maximal value of ~600 arc seconds is the main contributor to the overall machine error. Thus, the rotational errors of the x and y axes could be neglected during first improvement attempts.
FIGURE 6. Approximated translational error components of the y axis.

CONCLUSION AND FUTURE WORK
The goal of this paper was to understand how process characteristics influenced error generation in FDM. Different sources of error were identified by focusing on the effect of build orientation and part density on form, resolution, and surface roughness. Control parts were utilized to quantify these errors. Accuracy and precision were estimated across a large portion of the work volume, and these results informed the development of an error budget framework for FDM that can help characterize the error expected in the process.
The presented work did have some limitations that should be addressed in future work. For example, control part #1 did not cover the entire printable area of the machine, which means that some of the observed errors could have been different if the control part were located on a different part of the printing bed. Also, determining the overall accuracy and precision for the examined FDM machine tool was not possible. The common procedure to determine each error component was not feasible due to limited control of axis motion and process parameters as well as an inability to clamp measurement equipment to the FDM machine. Thus, the component errors could only be approximated. Additional sources of error could have also existed that contributed nonrepeatable errors that were assumed to be zero in the error model. Finally, material behavior was a major error source that was not considered because of its unclear impact on the error budget. Therefore, the results presented likely had some modeling error.
Future work will seek to use FDM machines that provide control of additional process parameters. Furthermore, the accuracy of approximations using the error budget will be improved by considering additional sources of error since the current model only considers the component deviations of the machine tool as sources of error. Process errors and errors caused by material behavior will also be considered since they are expected to be significant. Finally, further validation of the approximated error components in this study will be conducted to better quantify modeling error.
The work presented in this paper illustrates the current limitations of FDM by contributing to an understanding of error generation. The results of this work can be used to identify possible process improvements in the design and control of FDM technology. Ultimately, these types of innovations are necessary for AM to be more widely accepted in industry.
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