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Abstract
Using a first-principle calculation within Density Functional Theory, we investigate the effect
of external static charge on the graphite flakes structure. As a result, the charges relocate and
repulsive forces are generated, in compliance with classical theories. Even more remarkable
is that the Coulomb repulsion exfoliates the graphene layers from both surfaces of a positively
charged graphite slab. Once the charging exceeds a threshold value, the outermost layers are
exfoliated. This result is used to develop a method for intact exfoliation of graphene. Modeling
a process of electrostatic exfoliation requires, in principle, a non-equilibrium calculation since
the STM tip induces charges on the surface of graphite. Alternatively one can use equilibrium
calculations and simple electrostatic models as we explain here.
We calculate the electronic structure and magnetic properties of hydrogenated graphite
surfaces using van der Waals density functional theory and model Hamiltonians. We find,
as previously reported, that the interaction of hydrogen atoms on graphene single-layer fa-
vors adsorption on different sublattices along with an antiferromagnetic coupling of the in-
duced magnetic moments. On the contrary, when hydrogenation takes place on the surface
of graphite or graphene multilayer (Bernal stacking), the interaction between hydrogen atoms
competes with the different adsorption energies for different sublattices. This translates into
ferromagnetism for low concentrations. Based on the exchange couplings obtained from the
DFT calculations, we have also evaluated the Curie temperature through a Ising-like model.
Remarkably, the long-range nature of the magnetic coupling in these systems makes the Curie
temperature size dependent and easily larger than room temperature.
We present a theoretical study of the different mechanisms resulting in the sublattice se-
lective adsorption of atomic hydrogen on graphite surfaces. First, through density functional
theory calculations, we obtain the desorption energy barriers and the diffusion energy land-
scape for a single hydrogen atom on a graphene bilayer. Second, we perform kinetic Monte
Carlo simulations to study the evolution of a random distribution of H atoms on the surface.
The calculated desorption and migration barriers along with the energetics of H pairs on sin-
gle layer graphene are used as ingredients in the simulations. These reveal that the time scale
for all the atoms to redistribute on the same sublattice is of the order of seconds and much
shorter than typical desorption rates at room temperature. This translates into an spontaneous
sublattice unbalanced distribution of adsorbed H, as recently observed experimentally.
x
Resumen
El uso del primer principio de cálculo de la Teoría Funcional de la Densidad, hemos investi-
gado el efecto de la carga estática externa de la estructura de las escamas de grafito. Como
resultado, la reubicación de las cargas y la generación de la fuerza de repulsión están en con-
formidad con las teorías clásicas. Aún más notable es que la repulsión de Coulomb exfolia las
capas de grafeno de ambas superficies de carga positiva de las de grafito. Una vez que la carga
excede un valor de umbral, las capas más externas son exfoliadas. Este resultado se utiliza
para desarrollar un método para la exfoliación intacta de grafeno.
Calculamos la estructura electrónica y propiedades magnéticas de la superficie de grafito
hidrogenados utilizando van der Waals Teoría Funcional de la Densidad y modelos hamilto-
nianos. Hemos obtenido, como se informó anteriormente, que la interacción de los átomos
de hidrógeno en el grafeno de una sola capa favorece la adsorción en diferentes sub-retículas
junto con un acoplamiento antiferromagnético de los momentos magnéticos inducidos. Por el
contrario, cuando el hidrogenación tiene lugar en la superficie de grafito o de múltiples capas
de grafeno (Bernal de apilamiento), la interacción entre átomos de hidrógeno compite con las
diferentes energías de adsorción para diferentes sub-retículas. Esto se traduce en ferromag-
netismo para bajas concentraciones. Basado en los acoplamientos de cambio obtenidos a partir
de los cálculos DFT, también hemos evaluado la temperatura de Curie a través de un modelo
de Ising-like. Sorprendentemente, la naturaleza de largo alcance del acoplamiento magnético
en estos sistemas hace que el tamaño de la temperatura de Curie dependa y sea fácilmente
mayor que la temperatura ambiente.
Se presenta un estudio teórico de los diferentes mecanismos que resultan de la adsorción
selectiva subred de los atomos de hidrógeno sobre la superficie de grafito. En primer lugar, a
través de cálculos de la teoría funcional de la densidad, se obtienen las barreras de energía de
desorción y el panorama energético de difusión para un solo átomo de hidrógeno sobre una
bicapa de grafeno. En segundo lugar, realizamos las simulaciones de cinético de Monte Carlo
para estudiar la evolución de una distribución al azar de los átomos de H en la superficie. La
desorción y migración de las barreras calculadas junto con la energía de pares de H en grafeno
de una sola capa, se utilizan como ingredientes en las simulaciones. Estos revelan que la escala
de tiempo para todos los átomos para redistribuir en el mismo subred en orden de segundos y
mucho más corto que las tasas de desorción típicos a temperatura ambiente. Esto se traduce
en una distribución expontanea de subred que desequilibrada la adsorción H, como se observó
recientemente en el experimento.
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Chapter 1
Introduction
Carbon is a chemical element with symbol C, is the sixth element in the periodic table, and
is listed at the top of the sixth column, ranks twelfth in order of natural abundance. Each
carbon atom has six electrons with the electronic configuration 1s2,2s2,2p2 [1]; in this way
the carbon atom is defined.
Carbon is an element of multi-faces, why?
In the carbon atom the 1s orbital contains two strongly bound electrons, and they are called
the core electrons. However, the four electrons in 2s, and 2p orbitals are more weakly bound
electrons called valence electrons. Since the energy difference between the 2s, and 2p energy
levels in carbon is small compared with the binding energy of the chemical bonds, this gives
the carbon the ability for mix the electronic wave functions for these four electrons, thereby
changing the occupation of the 2s and three 2p(2px,2py,2pz) atomic orbitals which is called
hybridization, whereas the mixing of a single 2s electron with i=1, 2, 3 2p electrons is called
spi hybridization [1–3]. In carbon the three possibilities hybridizations are available; sp1,sp2,
and sp3 orbitals, as shown in figure (1.1).
This in turn gives carbon the ability to adapt into various molecular and crystalline struc-
tures. There are different forms of pure carbon, called allotropes, which have very different
bonding structures the nature of these bonds underlies the varied chemical properties and
physical properties of the carbon allotropes. Moreover, carbon has an ability for bonding with
other small atoms, including other carbon atoms, and is capable to form multiple stable cova-
lent bonds with such atoms. As a result, carbon is known to form almost ten million different
compounds; the large majority of all chemical compounds [3].
The two main allotropes forms of carbon are graphite, and diamond. The stable bonding
form of carbon atom at ambient condition is graphite, while under application of high pressure
and high temperature a transformation to the diamond structure occurs as shown in figure (1.2),
1
Introduction
1 s-orbital 3 p-orbitals 2 sp1-orbitals 2 unchanged
p-orbitals
Linear geometry
1 s-orbital 3 p-orbitals 3 sp2-orbitals 1 unchanged
p-orbital
Trigonal planar
geometry
1 s-orbital 3 p-orbitals 4 sp3-orbitals Tetrahedral geometry
Fig. 1.1 Hybridization of carbon atom expressed as a combination of atomic orbitals.
with an energy difference between the graphite and the diamond of ≈ 0.02 eV per atom. Due
to the high energetic barrier between the two phases of carbon, the transition from diamond to
the most stable phase of graphite at normal conditions is extremely slow [4, 5]. The electron
mobility in diamond is only 1800 cm2/V-s were as the in-the plane graphite electron mobility
is 20 × 103 cm2/V-s. The band gap in diamond is 5.47 eV while in semi-metallic graphite is
only -0.04 eV.
Fig. 1.2 Phase and transition diagram for carbon
2
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The phase diagram (p,T ) of carbon was controversial for many years, and only recently
well-established experimentally - up to now, within the temperature range up to about 10000
K and the pressure range up to about 100 Gpa; the higher region being still poorly understood.
The diagram is shown in Figure (1.2), as based on [6]. Carbon has the highest melting and
sublimation point of all elements. At atmospheric pressure it has no actual melting point as its
triple point is at 10 MPa (100 bar) [7, 8] so it sublimates above 4000 K [6, 9]. Carbon sublimes
in a carbon arc which has a temperature of about 5800 K. Thus, irrespective of its allotropic
form, carbon remains solid at higher temperatures than the highest melting point metals such
as tungsten or rhenium. Although thermodynamically prone to oxidation, carbon resists oxi-
dation more effectively than elements such as iron and copper that are weaker reducing agents
at room temperature.
1.1 Crystalline forms of carbon
1.1.1 Diamond
Diamond has a crystalline structure where each sp3 carbon atom is bonded to four others
in a tetrahedral arrangement by σ -bonds, each at an angle of 109.5◦ to the other [10]. The
tetrahedral bonding characteristic of the diamond structure is shown in Figure (1.3).
Fig. 1.3 Diamond structure
Diamond is one example of a structure that satisfies this bonding arrangement. The sym-
metry of the diamond lattice is cubic and the atom arrangement can be described by two
face-centered cubic (fcc) lattices with one lattice displaced by one-quarter of the unit cell (a =
0.3567 nm) along the [111] direction [11]. As it is shown the diamond structure is relatively
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empty; the maximum proportion of the available volume which may be filled by hard spheres
is only 0.34. The diamond structure is an example of directional covalent bonding with lattice
constant 0.3567 nm [11]. The crystalline network gives the diamond its hardness and excel-
lent heat conduction properties. The band structure of diamond is characterised by a large
energy gap of 5.5 eV between valence band maximum and the conduction band minimum.
This makes it, in the undoped case, an insulator with a resistivity of ∼1020 Ω.cm at room
temperature. The sp3 hybridized bonds account for its electrically insulating property and op-
tically transparent [10]. The large carrier mobility and the thermal properties make diamond
an interesting material for electronic applications [12, 13].
1.1.2 Graphite
The word graphite means in Greek (to write). Graphite is a soft black carbon based min-
eral, naturally occurring. Graphite is a stacked structure of layers wherein each layer has a
hexagonal lattice structure of carbon atoms. The layers are stacked parallel to each other,
and perpendicular to the principal axis (C-axis) in a tetragonal or hexagonal structure. The
layer is constructed in a planar hexagonal network, constituted by a honeycomb lattice of sp2-
hybridized carbon atoms. The chemical bonds within the layer are covalent bonds with sp2
hybridization; each hexagonal form 6 σ -bonds and the remaining p-orbitals, which are at right
angles at the layer planes, no take part in σ -hybridization. The p-orbitals of two neighbouring
carbon atoms overlap sideways and form π-orbitals [14]. The bond length between each car-
bon 0.142 nm, with an angle 120◦ from its three nearest neighbours, and the lattice unit vector
a= 0.246 nm [14], as shown in Figure (1.4 - from ref. [15]). These bonds are very short and
extremely strong in the plane (in compared with the long bonds in diamond which are 0.154
nm).
Therefore, a single-layer graphite is stronger than diamond. An isolated graphitic layer is
known as graphene, and it has longer bonds with C-C bond length of 0.144 nm, and the lattice
unit vector a= 0.249 nm. The remaining electron 2pz plays a role in the binding inter-planar
(these longer σ bond such as very weak) and forming the co-planar π-bonds are delocalized,
hence providing a donor site for the electrical and thermal conductivity. The interaction of the
delocalized π electrons with light causes the graphite appear black [16]. The forces that hold
the layers together and keep them parallel consist of van der Waals forces (weak electrostatic
attraction) as well as some loose overlap of the 2pz orbitals perpendicular to the planer layers
[17]. This mechanism is what the graphite layers are easily moved past each other; thereby
causing some of the outward characteristics, such as it being a soft, highly durable, low fric-
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Fig. 1.4 Crystal structure of graphite. The unit cell is shaded in green. (A) Top view on the
surface layer. (B) Perspective view, showing the layered structure. The α-atoms (white); the
β -atoms (red). The unit vector w is parallel to the z-axis with a length of 669.6 pm.
tion, slippery, opaque and electrically semiconducting material in most common environments
[10]. Therefore, graphite is an excellent material for use in Pencils, in high temperature indus-
trial applications, and as a dry lubricant. The normal structure of graphite is the AB stacking
sequence honeycomb layers with an average inter-planar distance 12c= 0.33539 nm. Graphite
is a hexagonal structure with D6h symmetry was apparently first proposed by Hull in 1917 [18].
Graphite was one of the first materials studied by X-ray diffraction. Bernal et. al. [19] using
the X-ray diffraction, to determine a graphite structure is actually hexagonal planes are in a
planar stacking sequence (ABABA...), henceforth called Bernal stacking, which, when Flat
has a space group P63/mmc [20]. The atomic sites in Bernal stacked graphite in fractions of a
unit cell dimensions are a, b, and c, see Figure (1.4). The AB stacked unit cell is almost twice
the volume of the simple hexagonal stacking AA [17, 21, 22].
1.2 Graphite Properties
The density of states (DOS) of graphite, is shown in Figure (1.5). Near the Fermi level, the
DOS consists exclusively of delocalized π-electrons. These states are related directly to the
presence of sp2-bonded carbon and spectral weight in photoemission spectra context, e.g. the
determination of the proportion of sp2-bonded carbon, amorphous carbon [23].
The two-dimensional dispersion relation for the π-electron system are calculated within
the tight-binding approximation [24], as shown in Figure (1.6 - from ref. [25]). If the in-
teraction between the graphite layers neglected (treatment of a single layer of graphite called
graphene), the DOS at the Fermi level EF equal to zero. This is due to the fact that the π-bands
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Fig. 1.5 (a) Schematic representation of the DOS of graphite showing the energy position of
the π- and σ -derived states relative to the Fermi level EF . (b) First Brillouin zone of graphite
showing the special points in the reciprocal lattice.
occupied, and the vacant π-bands touching only at the corners of the first Brillouin zone, at
points called the K points, this making the graphene zero bandgap. The Fermi-surface in this
case consists of six K points. The occupied and the unoccupied π-bands are symmetrical with
respect to the Fermi energy EF . The hexagon shown displays the two-dimensional Brillouin
zone and defines the plane with E = EF . The overlap of the π-orbitals on adjacent atoms of the
same layer is the reason for the shift of π-states and is responsible for the high charge carrier
mobility in graphite.
Holes
Electrons
π*-bands
π-bands
K
K
K
Γ
K
Fig. 1.6 Band dispersion of the occupied and unoccupied π-bands in the first Brillouin zone
of the honeycomb lattice.
However, the description of the graphene is not sufficient in order to understand the prop-
erties of three-dimensional graphite, particularly with regard to the π-states at the Fermi level.
6
1.2 Graphite Properties
The weak interlayer bonding of graphite, which is often mistakenly referred to as Van der
Waals bond, comes from the small overlap of the π-orbitals between atoms of adjacent layers.
As a result, two types of atoms as stacked in the ABA graphite, only one half of the atoms,
known as α-atoms are arranged on an atom of the adjacent layer. The result of the electronic
structure is that the degeneracy of the π-band is raised.
Fig. 1.7 Band structure of graphite and graphene as calculated using the WIEN code.
Figure (1.7) shows band structure calculations for different distances between adjacent
graphene layers. The calculation was performed with the WIEN97 code [26] using the gen-
eralized gradient approximation (GGA). Calculating with a large distance between the layers
of 8 Å is obtained, the band structure of two-dimensional graphite, that is, the interaction be-
tween adjacent layers can be neglected, and to touch the occupied and unoccupied π-bands
only at the corners of the Brillouin zone. However, when the distance layer with a graphite
(3.35 Å), the interaction between the π-electrons of the subsequent layers as the reducing split-
ting of the bands at the most for the π-band observed pronounced. The size of the graphite
marker in the bandplot was selected character around the band with respect to the load value
that reflects from the β -atom. This figure shows that only the π-electrons that with respect
to the β -atoms to the DOS near the Fermi level EF . The bands associated with the α-atom
showing an energy gap of ∼1.4 eV at K point. The remaining bands show a slight overlap of
40 meV at the K-points and transform the Fermi surface of the graphene for six points in six
small pockets around the K points for three-dimensional graphite. It is this small π-electron
interaction between the adjacent layers of the three-dimensional semi-metal is graphite. The
large asymmetry between the π-band related to the α and β -atoms observed in the real space
and charge distribution. For probes that are sensitive to the local density of states (LDOS) near
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the EF , such as STM, maxima in the tunneling current are exclusively detected in the β -atoms.
a site
b site
2nd C layer
a siteb site
A) B)
C)
D)
Fig. 1.8 General morphology of the pristine graphite surface. A) Large scale overview mea-
sured at 6K. Size 570×470nm2. B) 5x5nm2 zoom in to atomically resolved the outlined square
region. C) Schematic diagram of the graphite structure. D) 1×1 nm2 STM image to show the
difference intensity of a and b sites.
An experimental current image in Figure (1.8), which was recorded by Ivan Brihuega et.
al., they use highly ordered pyrolytic graphite (HOPG) samples, which present the AB Bernal
stacking. Thus, at the surface, one atom of the honeycomb unit cell (α) is located directly
above a C atom of the second layer and the other one (β ) is on top of a hollow site (see Fig.
1.8-C). Instead of the hexagonal structure expected from the honeycomb arrangement of the
carbon atoms in a layer, a trigonal symmetry consisting of maxima in the tunneling current
observed on every second atom only is imaged (see Fig. 1.8-D). Figure (1.8-D), show high
resolution STM images of the HOPG surface where both atoms of the honeycomb lattice are
resolved; the one on β site showing a higher intensity than the one on α site. This intensity
difference between both sites is due to the presence of the underlying carbon atom, which
decreases the DOS at the Fermi Energy of α sites [27].
Figure (1.9), shows the calculation of the LDOS using the WIEN97 code [26]. In order to
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Fig. 1.9 LDOS calculated with WIEN.
simulate the surface of a supercell, they used two graphene layers of 3.35 Å separate and 12 Å
of the empty space. This allows the calculation of the LDOS at a typical STM on the surface.
The results show that the interlayer interaction results in a very low DOS near EF , which
is positioned at the position of the α-atoms. For lower bias voltages, i.e., a further limitation
of the energy difference to the EF states probed in the scan, the asymmetry between α- and
β -atoms becomes even clearer. The calculated density plot for states with a binding energy
of EB ≤ 150 meV, yields a LDOS on the α atoms, which is even lower than the center of the
hexagon, where no atom exists.
1.3 Defects in Graphite
Although a number of techniques probing graphite, a number of imperfections found in graphite.
The most common defects found in a very perfect graphite flakes materials are dislocations,
tilt, and twist boundaries [21]. A dislocation line extends along the core of the dislocation,
wherein the distortion with respect to the perfect lattice is greatest. There are two basic types
of dislocations about a dislocation line in a solid. One type is edge dislocation and the other
type is a screw dislocation. The Burgers vector indicates the type of dislocation, since they
quantify the amount and direction of the dislocation of the lattice distortion in a crystal lattice.
An edge dislocation has its Burgers vector perpendicular to the dislocation line. Second, in a
screw dislocation, the Burgers vector parallel to the dislocation line [28]. The four possible
extended dislocations in graphite, are classified by [29]:
1. Screw dislocation line in the basal layer.
2. Edge dislocation line in the basal layer.
3. Edge dislocation line parallel to the hexagonal principal axis (c-axis).
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4. Dislocation line and Burgers vector in non-basal directions.
The dislocation structures in graphite have been thoroughly investigated. Many disloca-
tions are observed in the basal layers and appear in pairs, as shown in Figure (1.10 - from ref.
[30]). each member of the pair is a partial dislocation and the total is 13a⟨112¯0⟩.
Extra half-plane C planeEdge dislocation
Fig. 1.10 Schematic of dislocations facing each other.
The separation between the partials varies from approximately 50-100 nm. The simple
straight split dislocation can be found in edge or screw orientation. The partial dislocations
repel each other, but the stacking fault between them amounts to an opposing force. The
stacking fault partials is enclosed, in fact, in a region of the crystal stack of ABC structure,
which can be best described by a rhombohedral unit cell. Features of the rhombohedral crystal
structure, if apartment has a space group R3¯m [20], are sometimes seen in X-ray diffraction
[21, 22].
Non-basal dislocations can lead to macroscopic structural features and can be examined
by optical microscopy. The non-basal dislocations are present in graphite with a density in
the range of 10−3 - 10−5 per cm2. A number of studies have shown the existence of screw
dislocations parallel to the c-axis of hexagonal with dislocation lines, as shown in Figure
(1.11). A special feature of these dislocations is that they have large Burgers vectors 15-100
nm [21].
The last type of impurity to discuss is a local or point defect. Lattice vacancies and in-
terstitial atoms in graphite were investigated. Another class of local defects are topological
defects, pentagon and combinations include heptagon, although only the combinations that
can not induce a significant curvature allowed failures in the basal layers in graphite crystals.
The behavior of point defects completely described by its formation energy and entropy, and
energy, and the entropy of movement of the defect in the grid. The energies of a single vacancy
and interstitial are shown in Table (1.1 - from ref. [31]). The energy transfer in the formation
of a di-vacancy of two individual points is about 5 eV [21], as shown in Figure (1.12 - from
ref. [32]).
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Fig. 1.11 A graphite crystal with a screw dislocation, from Dr. John Jaszczak of the Dept. of
Physics at Michigan Technological University.
Vacancy
Di-vacancy
Fig. 1.12 The vacancy and di-vacancy in a graphite layer.
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Table 1.1 Defect formation and migration energies in graphite.
Energy Vacancy (eV) Interstitial (eV)
formation 7.0 ± 0.5 7.0 ± 1.5
basal plane motion 3.1 ± 2.1 < 0.1
c-axis motion > 5.5 > 5.0
Theoretical investigations of vacancies in graphite are an important and essential contribu-
tion to the understanding of the fundamental processes and complex defect in these materials.
Embedded clusters with complete neglect of differential overlap (CNDO)-theory level [33],
extended Huckel with a semi-empirical valence effective Hamiltonian [34], a tight-binding
model interatomic potential [35], and first principles theory with local density functional the-
ory [36, 37], and Hartree Fock method [38], have been applied only to the symmetric vacancy
of graphite. Using tight binding molecular dynamics simulations at 2000 K Krasheninnikov
et al [39]. Recently, using spin-polarized DFT (density functional theory), Ma et al [40]. they
claimed that the vacancy is magnetic. Applying the same method, Lehtinen et al [41]. reported
the magnetic properties of vacancies and the vacancy-hydrogen complex.
1.4 Methods of graphite exfoliation
Making artificial material from graphite (Graphene), how? The bonding forces between
graphite layers are much weaker than the bonding between the carbon atoms within the lay-
ers. The carbon atoms within each sheet of graphene are bonded together via strong covalent
bonds, while in graphite those sheets are held together by van der Waals (dipole- dipole)
forces, which are much, much weaker. Because graphite is more weakly bound between the
layers of carbon atoms, these layers can easily be broken and separate the different layers from
a bulk sample. Experimentally, exfoliation of graphite has been investigated and realized by
using various techniques, including chemical/solution, mechanical, and thermal methods [42–
61]. In the exfoliation methods one should keep in mind important factors when considering
the proficiency of any synthetic route graphene. First, the process must produce high quality
in the 2D crystal lattice. Second, the method must provide that the layer be kept apart after
separation.
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1.4.1 Mechanical exfoliation
Mechanical exfoliation is the production process, which leads to product the first isolation of a
graphene sample [62]. In addition to its historical importance, a mechanical exfoliation is still
extremely valuable. Particularly in academic research there is applied a widely used technique
because the resulting sample quality is still unmatched by any of the newer techniques. The
conceptual simplicity of this technique, which is also referred to as the ‘scotch-tape method’,
as shown in Figure (1.13).
Fig. 1.13 Mechanically exfoliated using scotch tape to create 2D graphene samples.
Substantially all of the manufacturing process of the repeated removal graphitic mate-
rial consists of a multilayer of a highly ordered pyrolytic graphite (HOPG) crystal with a
celluphene tape, and then press the tape on a substrate (such as a Si/SiO2 wafer) to deposit the
graphene samples. The SiO2 of the substrate has a carefully selected thickness (∼ 300 nm)
to improve the optical contrast of a single layer of graphene by an interference effect. With
an optical microscope, it is possible to distinguish between mono-layer and the many graphs
multilayer graphitic materials behind on the substrate after removal of the band to the left. The
size of the samples prepared in this manner in the order of several µm2 but set a polymer coat-
ing on the substrate, the adhesion of the graphene layers which make greater (mm2) pieces to
increase. The graphene samples produced by mechanical cleavage have very good electronic
quality and are substantially free of defects [62], but there are some serious problems that are
difficult to overcome. It seems impossible to use this method for mass production because
there is no control on the number of layers. The monolayers of graphene are produced under
a variety of FLG years and must be sought for with an optical microscope, it is difficult to see
how this will ever become a high-throughput method for industrial applications. Therefore,
other techniques are required for these applications.
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1.4.2 Chemical exfoliation
A more recent technique for graphene production is to separate the individual layers in graphite
with a solution process [63]. This method uses an intermediate step in which graphite is chem-
ically modified to make it water dispersible. One possibility is Graphite oxide (GO), which
can be incorporated with water, in order to separate the layers oxidize, as shown in Figure
(1.14 - from ref. [64]). However we want to product pure graphene not GO, so it is necessary
again to reduce GO again to graphene. This can be performed by annealing or chemical re-
duction in solution. The problem with chemical reduction in solution is that the various layers
after the reduction unit, as they are not rapidly soluble. This is a problem that seems difficult
to overcome. A further possibility is thermal reduction after the solution is applied by spray
coating on a heated substrate such as SiO2.
Fig. 1.14 Schematic illustration showing chemical exfoliation of graphene
The main advantage of chemical exfoliation is that it is inexpensive and massive scalability.
But the quality of the sample is very low, since a lot of defects in the oxidation/reduction
process will be introduced.
1.4.3 Thermal exfoliation
Thermal exfoliations are the preparation methods that lead to the achieving near-complete
exfoliation into single-layer materials. Compared to mechanical exfoliation methods, thermal
exfoliation has many advantages. First, the thermal exfoliation is usually faster. For example,
with high-temperature processes peeling can occur within seconds [65, 66]. Furthermore,
most thermal exfoliation methods produce graphs in a gaseous environment, avoiding the
use of liquids. For some applications such as electrodes in lithium batteries dry graphene
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is required. If graphite is used as the starting material, thermal peeling usually results in
the same reduction and exfoliation of graphene. During the heating process, the functional
groups attached to the graphite layers decompose and produce gases will accumulate pressure
between adjacent layers of graphite. Exfoliation occurs when this pressure exceeds the van
der Waals interlayer attractions [66], as shown in Figure (1.15 - from ref. [64]).
Fig. 1.15 Schematics showing exfoliation of graphite oxide in high temperature under atmo-
spheric pressure (top) and in low-temperature (as low as 200 ◦C) under high vacuum (bottom).
For the successful construction of the pressure, the starting materials are required to have
interlayer functional groups. For this reason, graphite oxide, expanded graphite and inter-
calated graphite compounds are generally used instead of pure graphite as raw materials for
thermal exfoliation.
Successful thermal exfoliation of graphite oxide to produce sheets of graphene monolayer
was reported by Schniepp et al. [65]. Dried graphite oxide was loaded into a quartz tube and
purged with argon. The quartz tube is then rapidly introduced into a furnace preheated to 1050
◦C, and less than 30 seconds, the exfoliation of the graphite oxide occurred. McAllister et al.
[66] later provided a detailed analysis of the mechanism of exfoliation and proposed that the
thermal exfoliation had occurred when the rate of decomposition of the functional groups of
graphite oxide has exceeded the rate of diffusion evolved gases, thereby creating a pressure
sufficiently high to overcome the van der Waals forces between the graphene layers. They
also suggested that the critical temperature of 550 C must be exceeded for a rapid exfoliation
to occur in seconds. Later, low thermal exfoliation temperature [67], was achieved by heating
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the graphite oxide to 250 ◦C and 300 ◦C to 400 ◦C air for 5 minutes.
1.4.4 Photo exfoliation
Photo-exfoliation technique is also capable of achieving exfoliation of graphene sample. The
ultrafast structural dynamics of graphite obtained by means of time-resolved electron crys-
tallography reveal the nature of atomic motions under the influence of the quasi-2D lattice
potential [68–70]. Following the impulsive laser excitation, the crystal undergoes a contrac-
tion followed by a strong expansion along the c axis, indicating the influence of electronic
band anisotropy and structural instability by coherent phonon generation. The coherent mo-
tion is evident in the diffraction, and it is the collective carrier and phonon dynamics in the first
picosecond which determine the extent of layers collisions and ultimately to graphene sheet
ablationas, as shown in Figure (1.16 - from ref. [70]).
time
time zero t = 500 fs t = 10 ps c−axis
Fig. 1.16 The graphite crystal structure at different times. On the left, a schematic is shown
for the optical tilting arrangement used to reach the fs resolution in reflection. On the right,
The schematic displays the movements of planes, exaggerated for clarity.
The experimental observations are consistent with theoretical simulations of ablation [71].
Although the collision model is still valid, the time scales used in the theory require further
investigations, as shown in Figure (1.17 - from ref. [71]).
The using of femtosecond laser pulses with specific shapes to detach graphene monolay-
ers intact from a graphite surface, one at a time. This athermal process differs fundamentally
from conventional laser ablation, which is a thermal process and destroys the desorbed struc-
ture. Unlike chemical exfoliation or chemical vapor deposition synthesis techniques, which
generally produce defective or chemically contaminated graphene, photoexfoliation appears
capable of producing highquality graphene monolayers in large quantities.
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Fig. 1.17 (a) Schematic layer stacking structural, and (b) snapshots of the surface of AB-
stacked graphite during exposure to a FWHM = 45 fs laser pulse. (c) Time evolution of the
interlayer distances.
1.5 History of graphene
Graphene, has the reputation of being one of the most promising materials in the 21st century.
This fact has been emphasized to a great extent by the Royal Swedish Academy of Sciences
awarding the Nobel Prize in Physics to Andre Geim and Konstantin Novoselov “for ground
breaking experiments regarding the two-dimensional material graphene” in 2010. Although
the usage of graphite started 6000 years ago, when Marican in Europe used it to decorate
pottery, the research about graphene, dates back to the 1859 to D. C. Brodie in the context of
reduced graphite oxide, the fabrication of graphene as experimental and applied devices on a
proper substrate was due to Geim and Novoselov in 2004 [62]. Essentially an isolated single-
atom plane of graphite, started in the 1960s when surprisingly higher basal-plane conductivity
of graphite intercalation compounds were discovered compared to that of the original graphite
[72, 73]. The research of graphene grew slowly in the late 20th century, with the hope of
observing superior electrical properties of thin layers of graphite or graphene, while obtaining
graphene has been considered a daunting task in appearance to both theoretical and experimen-
tal. The AB initio calculations in 2002 showed that a graphene sheet was thermodynamically
unstable with respect to other fullerene structures if its size was less than about 20 nm [74].
It was generally believed that, based on both theoretical calculation and experimental obser-
vation, 2D materials did not exist without a 3D base. It was until 2004 that Andre Geim and
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Konstantin Novoselov used a method to isolate graphene, a process similar to what young
Kaleb did, drawing with a piece of graphite or peeling graphite with adhesive tape till the
graphene is found. Such a “kindergartner” approach can provide high quality graphene with
size in hundreds of microns [62]. These high quality graphene crystals realize the investiga-
tion of their amazing properties. Since then, the research of graphene including the control of
the graphene layers on substrates, functionalizing graphene and exploring the applications of
graphene has grown exponentially. As shown in Figure (1.18), the number of publications on
graphene (according to ISI Web of KnowledgeSM) increases dramatically after 2004.
Fig. 1.18 Number of publications on graphene in past 20 years
Despite the short history of graphene, with exceptionally high crystal and electronic qual-
ity, it has already revealed a couple of new physical phenomena and potential applications.
Therefore, graphene becomes a rapidly rising star on the horizon of materials science and
condensed-matter physics [75].
1.6 Graphene
Graphene can be defined as a one atom thick sheet of carbon, tightly packed into a two-
dimensional (2D) honeycomb lattice allotrope of carbon [75]. The atomic orbitals of carbon
atoms in graphene are sp2-hybridized, with the three planar sp2 suborbitals for each carbon
atom being used to make three very strong planar σ bonds with other carbon atoms. All
the 2pz orbitals are used to form π bonds, which create delocalized electrons, and these are
capable of moving freely in the 2D honeycomb lattice of carbon atoms. At low energy the de-
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localized electrons behave like 2D relativistic free particles, and is responsible for the electric
conductivity. This is the reason behind graphene superior properties [25, 75–78].
The unit cell of this system of two triangular sublattices A and B of graphene is a rhombus,
which contains two atoms per unit cell. The nearest neighbors of the A sites are always B sites
and vice versa [25], as shown in Figure (1.19 - A).
B A
(A) (B)
Fig. 1.19 (A) A section of the two dimensional hexagonal graphene lattice structure. The
closed region shows the two crystallographically different carbon atoms known as A (red
circle) and B (blue circle) sub-lattices, respectively. (B) Shows the Brillouin zone of the
graphene lattice with two inequivalent K points around which the energy dispersion becomes
linear.
The structure can be seen as a triangular lattice with a basis of two atoms per unit cell, as
shown in Figure (1.19). The unit vectors are then given by [25]:
a1 =
a
2
(3,
√
3), a2 =
a
2
(3,−
√
3) (1.1)
where a = 1.42 Å is the carbon-carbon distance [25]. The reciprocal lattice vector is defined
with respect to the triangular lattice [79],
b1 =
2π
3a
(1,
√
3), b2 =
2π
3a
(1,−
√
3) (1.2)
The first Brillouin zone (BZ) is a hexagon, as shown in Figure (1.20) contains two inequiv-
alent points in reciprocal space which are particularly important for the low energy properties
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Fig. 1.20 Honeycomb lattice and its Brillouin zone. Left: lattice structure of graphene, made
out of two interpenetrating triangular lattices (a1 and a2 are the lattice unit vectors, and δi, i=1,
2, 3 are the nearest-neighbor vectors). Right: corresponding Brillouin zone. The Dirac cones
are located at the K and K′ points.
of graphene. These two points, denoted as K and K′, are named Dirac points, are given by:
K = (
2π
3a
,
2π
3
√
3a
), K′ = (
2π
3a
,− 2π
3
√
3a
) (1.3)
The three nearest-neighbor vectors (δ1, δ2, and δ3) in real space are given by:
δ1 =
a
2
(1,
√
3), δ2 =
a
2
(1,−
√
3), δ3 =−a(1,0) (1.4)
The electronic properties of graphene are well described by the electronic structure of a
perfect, and infinite graphene crystal in vacuum [62]. The low-energy electronic structure
of graphene can be described by a single-orbital pz nearest-neighbour hopping Hamiltonian
[3, 24].
The density of states per unit cell, derived from the Dirac-Weyl equation, is given in Figure
(1.21). In this model the point in the energy spectrum that coincides with the Fermi-level of
the neutral system is called the Dirac point, but this name is also used for the corresponding
point in reciprocal space (usually the K-point) of the hexagonal lattice. The DOS is zero at
the Dirac point, but at the same time there is no gap in the band structure so that graphene is
actually a zero gap semiconductor.
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Fig. 1.21 The electronic band structure (left) and the density of states (right) for intrinsic
graphene, calculated with Dirac theory (QED) for massless fermions.
1.7 Bilayer graphene
Bilayer graphene consists of two graphene layers lying one on the other, with four carbon
atoms in the unit cell, labelled A1, B1 on the upper layer and A2, B2 on the lower layer.
According to the usual Bernal AB-stacking the layers are arranged so that one of the atoms
from the upper layer A1 is directly below an atom, B2, from the lower layer. We refer to
these two atomic sites as ‘dimer’ sites because the electronic orbitals on them are coupled
together by a relatively strong interlayer coupling. The other two atoms, B1 and A2, don’t
have a counter-part on the other layer that is directly above or below them, and are referred to
as ‘non-dimer’ sites [80–82]. Figure (1.22) shows the crystal structure of bilayer graphene.
Also the bilayer graphene has a zero bandgap and thus behaves like a metal. But a bandgap
can be introduced if the mirror-like symmetry of the two layers is disturbed; the material
then behaves like a semiconductor [80–83]. Because the unit cell of a bilayer contains four
atoms, its band structure acquires two additional bands, π and π∗ states, in each valley split by
interlayer (A-B) coupling, and two lower energy bands. Due to the strong coupling between
A1 and B2, the two corresponding energy bands are split by γ1 = 0.39 eV [84].
Figure (1.23 - b) shows the band energies of bilayer graphene for zero asymmetry (∆ =
0). The linear dispersion of single layer graphene is replaced by a parabolic spectrum around
K point. As a consequence of the parabolic spectrum, the density of states is independent of
energy for bilayer graphene. In the limit of large momenta, the linear spectrum is recovered.
Further, the energy dispersion is gapless at the K point. It is important to realize, however, that
the electron and hole band in bilayer graphene effectively just touch each other in this point,
whereas they are the natural prolongation of one another in single layer graphene [85].
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Fig. 1.22 Crystal structure of bilayer graphene.
One of the most remarkable properties of bilayer graphene is the ability to open a gap in
the spectrum by electric field [86], and broken the symmetry [87, 88], as shown in Figure (1.23
- c). As a potential difference is introduced to the system, the bands are shifted to higher.
E
(a) (c)(b)
Fig. 1.23 (a) single-layer graphene is that its conical conduction and valence bands meet at
a point – it has no bandgap. (b) Symmetrical bilayer graphene also lacks a bandgap. (c)
Electrical fields introduce asymmetry into the bilayer structure, yielding a bandgap (∆) that
can be selectively tuned.
Previously, in 2006, researchers at Berkeley Lab’s Advanced Light Source (ALS) observed
a bandgap in bilayer graphene in which one of the layers was chemically doped by adsorbed
metal atoms. But such chemical doping is uncontrolled and not compatible with device appli-
cations.
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1.8 Hydrogenation of carbon materials
Atomic scale control in carbon nanostructures is essential to manipulate their mechanical,
electronic, and magnetic properties. Hydrogenation has been recently attracting a lot of inter-
est as a possible methodology that allows for this control. In contrast to directly manipulating
the carbon atoms, e.g., creating vacancies [40, 89–91] or reshaping edges [89, 92], hydro-
genation can effectively affect the electronic properties with the advantage that is a reversible
process. Hydrogenation of graphene, for instance, was found both theoretically and experi-
mentally to be an effective way to turn graphene from a gapless semiconductor to a gapful one
with a tunable band gap [93–96]. It was also shown that partial hydrogenation may induce
interesting magnetic properties in graphene which have potential applications in spintronics
[97, 98].
The absorption and diffusion energetics of H atoms on graphene are of great importance
to determine possible hydrogenation patterns and related electronic properties. Many calcula-
tions have been reported on the adsorption and diffusion processes of a H atom on graphene
using first-principles electronic structure calculations. The results show that adsorptive carbon
atoms on a graphene layer are puckered and, most importantly, that this adsorption leads to
magnetic moments on neighboring carbon atoms totalling 1.0 µB [99]. Such spin polarization
is mainly localized around the adsorptive H atom [91, 98, 100, 101]. The magnetic cou-
pling of H pairs on graphene has also been studied and basically follows the rules expected
from Lieb’s theorem [102]. Graphene is a single layer of carbon atoms bonded together in
a bipartite honeycomb structure. It is thus formed by two interpenetrating triangular sublat-
tices, A and B, such that the nearest neighbors of an atom A belong to the sublattice B and
vice versa [3]. Three different magnetic states can be triggered by the H pair, namely, non-
magnetic, ferromagnetic, and antiferromagnetic. The most energetically stable configuration
corresponds to having both H atoms adsorbed on the nearest carbon pairs, leading to a non-
magnetic ground state. When the pair of H atoms is on the same sublattice they are coupled
ferromagnetically with S = 1. When the pair of H atoms is adsorbed on different sublattices,
but sufficiently far away from each other, they induce magnetic moments that couple anti-
ferromagnetically (S = 0) [91, 98, 100, 101]. For similar distances between the H atoms the
ferromagnetic coupling is always favored over the antiferromagnetic one. Previous calcula-
tions for vacancy-induced magnetism in graphene show similar results as long as the vacancies
do not reconstruct [89, 90].
Many experimental studies, not free from controversy, have reported changes in the mag-
netic properties produced by irradiation of a graphite sample at room temperature. The re-
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sults show that the graphite can have ferromagnetic states in originally non-magnetic graphite
samples. These ferromagnetic states survive at low concentration of the impurities induced by
irradiation and is independent of the irradiation ion type used [103–105]. Unlike graphene, not
many theoretical studies have been reported on the properties of irradiated graphite or hydro-
genated graphite. Graphite is a semimetal composed of stacked graphene layers. The Bernal
(ABAB) stacking of these planes in a three-dimensional crystal effectively breaks sublattice
symmetry: α site atoms that are located exactly above the atoms of the underlying plane, and
β site atoms which are located above the center of the hexagonal rings of the underlying plane
[106]. Yazyev [107] has studied the magnetic properties of hydrogenated graphite using a
combination of mean-field Hubbard model and first-principles calculations. He obtained, as
expected, that the sublattices are inequivalent (approx. 0.16 eV) for hydrogenation in bulk
graphite and multilayer graphene due to the stacking order of graphene layers.
Due to the frequently found Bernal stacking for graphite, C atoms in one sublattice present
C atoms underneath while the ones in the complementary sublattice do not. Thus, at first sight,
the referred discovery is not too surprising since the two sublattices present different adsorp-
tion energies. However, the specifics of the desorption and diffusion processes of the adsorbed
H atoms are essential to determine the final hydrogenation pattern and related electronic prop-
erties and, most importantly, the time scale for such pattern. H atoms are initially deposited at
high temperatures reaching both sublattices with equal probability. The electronic state thus
induced corresponds to that of an antiferromagnet. When the sample temperature is lowered
to room temperature, both desorption and diffusion processes can still take place. If desorp-
tion rates are larger than diffusion ones, the sample will loose H, changing progressively into
a paramagnet until all atoms are lost. If, on the other hand, diffusion rates are larger, H atoms
will move across the surface before taking off. In the second scenario they will spend more
time on one sublattice than on the other, eventually becoming one more populated. Here, we
show that room temperature is, remarkably, just the right temperature to get a 100% sublattice
selectivity where all H atoms occupy the same sublattice. Importantly, this occurs on a time
scale of seconds which, in addition, is much shorter than typical time scales for H desorption.
This spontaneous ordering opens a route for a novel and robust ferromagnetism.
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Chapter 2
Basics of theoretical methods and
approximations used
2.1 Ab initio electronic structure calculations
Ab initio or “first principles” electronic structure calculations are methods based upon
fundamental quantum theories, and therefore provide the most accurate and a consistent pre-
diction for the electronic structure (ES) of materials, which in the general sense determines
all their physical properties. Here in these methods the atomic numbers of constituent atoms
and, usually, some structural information are employed as the only input data. The role of ab
initio (first-principles) calculations is not just to reproduce, or predict, the structure, but also
to understand why that or other crystal structure takes over under certain conditions. In the
studies of various materials and their properties, ab initio (first-principles) calculations practi-
cally imply the use of the density functional theory (DFT) [108–110].
Without going into fine details, I remind in the following some basic issues of the density
functional theory (DFT) essential for understanding the organization of calculations done in
the present work.
2.1.1 Density function theory
Density-functional theory (DFT) is one of the most popular and successful quantum mechan-
ics methods to investigate the electronic structure of many-body systems in particular atoms,
molecules, and the condensed phases. The problem of calculating the properties for a piece
of material in many cases can be reduced to the problem of calculating the properties of the
electrons in the material. To get accurate results one needs to consider that electrons live in the
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world of quantum mechanics. In quantum mechanics we learn that all the possibly information
we can have about a given system is contained in the system´s wave function, Ψ. Hence the
problem adopt on solving Schrödinger equation for the system. Unfortunately the Schrödinger
equation for a system consisting of several atoms solved very complex and requires a great
effort. Naturally one tries to solve the equation numerically with help of computers. But,
the full many-particle wave function depends on 3N variables (where N is the total number
of particles in the system), and this is a very complicated thing. The complexity grows very
badly with system size, and therefore solving the full many-particle wave function directly is
too hard (even with numerical methods except for very simple model systems with very few
electrons). It simply takes too much time and too much memory, thus for relevant materials
problems it is impossible. But if we are satisfied with knowing the electronic structure (i.e.
we do not care about other special properties of the wave function) then we do not really need
the full many-electron wave function. In fact, the electronic structure can be described by a
much simpler quantity which is the electron density in space. While the many-electron wave
function depends on 3N variables, the electron density depends on three variables only, so it
is computationally much simpler to represent and can be accessed for more complex systems.
The main idea of the density functional theory is to reformulate the quantum many-electron
wave function by the electron density as a base amount for the calculations.
The rudiments of density functional theory were developed by Thomas and Fermi in the
1920s. Calculated energy of an atom, representing its kinetic energy as a function of its elec-
tron density, and combining this with the expressions classical nucleus-electron and electron-
electron interactions (which can also be represented in terms of electron density). The model
was improved by Dirac, which added a exchange energy functional in 1928. However, the
theory of Thomas-Fermi-Dirac was inaccurate for most of the applications, by misrepresen-
tation of the kinetic energy as a function of density. The theoretical basis for the DFT was
given in 1964 by Hohenberg and Kohn [108], who showed that energy is a functional of the
density and the density also minimizes this functional system. However, the most important
development was given the following year, when Kohn and Sham showed that from the theory
of density functional is possible to write an equation for a particle orbitals, of which the den-
sity is obtained. Loosely speaking these theorems state that it is possible to express the energy
of an interacting many-body system as a functional of the density, and that all properties of
the system are completely determined from only the ground state density. The DFT was very
popular for calculations in solid state physics since the 1970s. However, it considered that it
was not accurate enough for quantum chemistry until the 1990s, when greatly refined approx-
imations used in the theory. Later, Levy and Lieb came up with a more general formulation
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of DFT which amongst other things makes the theory valid also for degenerate ground states.
For a detailed discussion of differences between the Hohenberg-Kohn and Levy-Lieb formu-
lations see for example [111]. Now the DFT is a fundamental method for electronic structure
calculations in both fields physics and chemistry.
The universal energy functional
To fully describe the quantum mechanical system is sufficient to know the Schrödinger equa-
tion for the system. The complete many-particle Schrödinger equation for a non-relativistic
system, by using Dirac’s bracket notation are written in a compact form as
Hˆ |ψ⟩= ε |ψ⟩ (2.1)
where the Hamiltonian operator Hˆ representing the total energy is defined as
Hˆ = Tˆ +Vˆint+Vext(r) (2.2)
The three terms in Hˆ represent kinetic energy, potential energy due to internal forces, and
potential energy due to external forces. The probability interpretation from the wave function
leads directly to the electron density n(r). From quantum mechanics we know that the density
is defined in terms of the wave functions as
n(r) =|ψ(r)|2 (2.3)
As a typical example we illustrate in Figure (2.1) the electron density of the water molecule
in two different representations. The total energy for a system in the state ψ can be written
E = ⟨ψ|Hˆ|ψ⟩= ⟨ψ|Tˆ |ψ⟩+ ⟨ψ|Vˆint|ψ⟩+
∫
d3rVext(r)n(r) (2.4)
The energy of the ground state can, in principle, be found by minimising the expression
for the total energy with respect to all possible states |ψ⟩. But suppose that one first minimises
the energy only for the set of states |ψ⟩ having the same density n(r). In this case we can write
the lowest energy for that density as a functional (i.e. a function of a function, in this case a
function of the density)
E[n] = min
|ψ⟩→n(r)
[
⟨ψ|Tˆ |ψ⟩+⟨ψ|Vˆint|ψ⟩
]
+
∫
d3rVext(r)n(r)≡F [n]+
∫
d3rVext(r)n(r). (2.5)
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2  Electron Density and Hole Functions
the properties of the cusp are intimately related to the nuclear charge Z of the nucleus
according to

→
∂ 
+ ρ( ) = ∂ 

iA
A
r 0
lim 2Z 0
r
(2-4)
where )r(ρ  is the spherical average of )r(ρ . Among the other properties of the density, we
mention its asymptotic exponential decay for large distances from all nuclei
ρ ∝ − (r) exp[ 2 2I |r|] (2-5)
where I is the exact first ionization energy of the system.
As a typical example we illustrate in Figure 2-1 the electron density of the water mol-
ecule in two different representations. In complete analogy, ρ (x)  extends the electron den-
sity to the spin-dependent probability of finding any of the N electrons within the volume
element 1rd

 and having a spin defined by the spin coordinate s.
2.2 The Pair Density
The concept of electron density, which provides an answer to the question ‘how likely is it
to find one electron of arbitrary spin within a particular volume element while all other
electrons may be anywhere’ can now be extended to the probability of finding not one but
a pair of two electrons with spins σ1 and σ2 simultaneously within two volume elements
1rd

 and 2rd

, while the remaining N-2 electrons have arbitrary positions and spins. The
quantity which contains this information is the pair density ),(



2ρ , which is defined as
( ) ( ) ( )  2ρ = − Ψ∫ ∫        21 2 N 3 N, N N 1 x ,x , ,x dx dx . (2-6)
Figure 2-1. Representations of the electron density of the water molecule: (a) relief map showing values of ρ(r)
projected onto the plane, which contains the nuclei (large values near the oxygen atom are cut out); (b) three
dimensional molecular shape represented by an envelope of constant electron density (0.001 a.u.).
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Fig. 2.1 Representations of the electron density of the water molecule: (a) relief map showing
values of n(r) projected onto the plane, which contains the nuclei (large values near the oxy-
gen ato are cut out); (b) three ime sional molecular shap repres nted by an envelope of
constant electron density (0.001 a.u.).
If we know the external potential Vext and the universal functional F [n], then 2.5 gives
us the minimum energy for a specific density n(r). To obtain the ground state energy of the
system we must also minimise 2.5 with respect to all possible densities n(r). The functional
F [n] is independent of the external potential Vext. The central question is now: what is the
universal functional F [n]? There is no easy answer to this question, because finding an ex-
plicit expression for F [n] corresponds to solving the full many-particle Schrödinger equation.
Because of this, density functional theory might have remained a mere curiosity were it not
for the approach taken by Kohn and Sham.
The Kohn-Sham approach
In 1965 Kohn and Sham [109] proposed a way to attack the problem of finding an expression
for the unknown universal functional F[n]. It is obvious that each electron have kinetic energy,
and also energy due to classical Coulomb repulsion between all electrons, but it is not possi-
ble to state exact expressions for these quantities because of complicated many-body effects.
However, the kinetic energy and Coulomb energy must contribute to the internal energy of
the system, and F[n] should incorporate these quantities in some way. It is not easy to see
how the quantum mechanical many-body effects (exchange and correlation) affect the energy.
Kohn and Sham th ught that the complicated many-body effects of the interacting system
(c tained in F[n]) can b see as a small correction to the t tal energy of a similar auxil-
iary system without difficult many-body effects. Therefore in the Koh -Sham approach one
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replaces the original interacting system with a similar system that can be solved more easily.
This simpler auxiliary system is chosen to have the same number of electrons as the original
system, and it also has the same external potential. Each single electron has a single-particle
kinetic energy (free from manybody effects), and it also feels the Coulomb repulsion from
all other electrons. So the Hamiltonian of this auxiliary system must consist of the kinetic
energy, the classical Hartree energy and the external potential. Using the DFT formalism we
can rewrite the expression for the ground state energy of the auxiliary system as functional of
the density
Eaux[n] = Ts[n]+EHartree[n]+
∫
d3rVext(r)n(r) (2.6)
The first two terms here can be calculated provided that one knows the one-electron wave
functions φi of the auxiliary system as
Ts =−12∑i=1
⟨φi|∇2|φi⟩
EHartree[n] =
1
2
∫
d3rd3r′
n(r)n′(r)
|r− r′|
n(r) =∑
i=1
|φi|2
Now, in the Kohn-Sham approach to DFT one assumes that the auxiliary system can be
chosen to have the same ground state density as the original interacting system. To make this
possible one must change the auxiliary system in some way to represent many-body effects
that exist in the actual physical system. A new term must express the difference between the
original and the auxiliary systems, and it must in the DFT formalism be defined as a functional
of the density. Kohn and Sham called this extra term the exchange-correlation functional. All
difficult many-body effects are incorporated in this exchange-correlation functional Exc[n].
Formally this can be written in terms of an expression for the universal functional F as
F [n] = Ts[n]+EHartree[n]+Exc[n]. (2.7)
The beauty of this procedure is that Exc[n] is also universal and can be evaluated - or
realistically approximated (for example by many-body theories or from quantum Monte Carlo
methods) - once and for all. If we can find an exact expression for the last term Exc[n] then we
can actually calculate the exact energy of the original interacting system. The expression for
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the total energy becomes
E[n] = Ts[n]+EHartree[n]+
∫
d3rVext(r)n(r)+Exc[n] (2.8)
Here Ts is the kinetic energy of the independent particles, EHartree is the self interaction
energy of the (classical) electronic density and Exc is the exchange-correlation energy. Two
problems must be solved before one may actually calculate physical properties of materials
and systems. One is to obtain the single-particle wave functions φi needed to construct the
kinetic energy and the density of the auxiliary system. For any given nonzero exchange-
correlation the original auxiliary Hamiltonian is no longer valid. Before one can obtain the
single-particle wave functions the auxiliary Hamiltonian must be modified to incorporate the
effect of the exchange-correlation term. To find this modification one may use the powerful
tool of variational calculus. This is discussed further in (subsection 2.1.1). The other is to find
an actual approximate expression for Exc. It is not possible to find an exact expression, but
there are many good approximate expressions available. This is discussed further in (section
2.1.2).
The Kohn-Sham equation
The tool of variational calculus can be used to find an equation which solutions minimise the
energy functional (equation 2.8). If one minimises with respect to the density one gets the so
called Kohn-Sham equation. For the actual derivation I refer to standard textbooks, e.g. [111].
The resulting equation turns out to be a Schrödinger-like equation for the auxiliary system
where the potential has an extra term due to exchange-correlation effects
Heff |φi⟩=
[
−∇
2
2
+HHartree(r)+Vext(r)+Vxc(r)
]
|φi⟩= εi |φi⟩ (2.9)
The solutions to this equation are the so called Kohn-Sham orbitals φi for the auxiliary
system with the approximated many-body corrections present in the form of the exchange-
correlation term.
2.1.2 Solving the Kohn-Sham equation
The Kohn-Sham equation is in practise solved numerically by an iterative procedure called the
self-consistency loop. The procedure is as follows:
1. Make an initial guess for the electron density n(r).
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2. Construct the Kohn-Sham Hamiltonian based on this density.
3. Solve the Kohn-Sham equation to get the Kohn-Sham orbitals.
4. Construct a new density from the Kohn-Sham orbitals.
5. Calculate the total energy of the input and output densities using 2.8. If the difference
between these two energies is smaller than some threshold then the final energy is taken
as the ground state energy for the system. If the energy difference larger than the thresh-
old go to step 6.
6. Add a little of this new density to the old one to get a new input density and go back to
step 2.
Finding the best way to mix the new and old densities in step 6 is not trivial.
Numerical problems with the Kohn-Sham equation
The basic result of density functional theory is that one may rewrite the problem of the many-
particle Schrödinger equation in terms of a functional of the electronic density. Kohn and
Sham then found a way to practically divide the functional into an exact (but incorrect) part
describing an auxiliary system, and a correction part to account for the missing many-body
effects. The equation governing the auxiliary system is called the Kohn-Sham equation and it
describes independent electrons in an effective potential. The effective potential includes the
(approximated) many-body effects of the system. This simplification is a great achievement,
but the resulting Kohn-Sham equation is still difficult to solve numerically close to the atomic
nuclei. The reason is that in the region of space close to the atomic core the wave functions of
the valence electrons oscillate very rapidly. This rapid oscillation happens because the valence
states are required to be orthogonal to the core states. To represent these rapid oscillations
with sufficient numerical accuracy a very fine grid is required. To use a fine enough grid in
the whole space region is not computationally feasible, but since we want to do calculations
anyway we need to find a way around this.
2.1.3 The exchange correlation functional
One practical way to interpret this term is as the difference in energy between the simple
auxiliary system and the full interacting system. It includes exchange effects of the Pauli-
exclusion principle as well as other correlated corrections. It is not feasible to find an exact
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expression for the term Exc because it would again correspond to solving the full many-particle
problem. But, it is reasonable to assume that this term is small and therefore a good enough
approximation could work. This is indeed the case and numerous such approximations have
been developed. Much of the theoretical work within DFT has been about finding better
and better approximations for the term Exc under the condition that the expressions must be
computationally efficient.
The Local Density Approximation (LDA)
The first approximation for the exchange-correlation energy was proposed by Kohn and Sham
in the same paper [109] as the so called Kohn-Sham approach described above. In this ap-
proximation, called the local density approximation (LDA), one assumes that the exchange-
correlation effects are the same as in a system of a homogeneous electron gas. In LDA the
effects of exchange and correlation are local in character and the exchange correlation term is
ELDAxc =
∫
drn(r)εLDAxc (n(r))
where ELDAxc is the exchange-correlation energy per electron of a homogeneous electron gas
at density n. This simple approximation works astonishingly well and gives good results for a
lot of atomic systems. Further discussion of the LDA (and the spin-dependent version LSDA)
is beyond the scope of this thesis and I refer the interested reader to standard textbooks, for
example [111].
The Generalised-Gradient Approximation (GGA)
Following the success of the LDA many generalised-gradient approximations (GGAs) has
been developed. Such an approximation is a functional not only of the density, but also of
the magnitude of the gradient of the density | ▽n |. GGA functionals are chosen to be on the
general form
EGGAxc =
∫
drεLDAxc F(n, |∇n|, ...).
F is called the enhancement factor and numerous forms have been proposed. In this thesis
a GGA functional called revised PBE (or revPBE for short) [112] has been used for all self-
consistent calculations. Further discussion of GGA functionals is beyond the scope of this
thesis and I refer the interested reader to standard textbooks, for example [111].
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The van der Waals density functional method
In 2004 a new functional called vdW-DF or vdW-DF1 was proposed [113]. It is actually two
things. It is a specific new non-local approximation for the exchange-correlation energy Exc.
It is also a new framework (today called the vdW-DF method) for extending the reach of DFT
by account of dispersive or vdW interactions. The advantage of the vdW-DF method is that
it is physics or constraint based and that it treats vdW forces at the same electronic level as
DFT treats other types of interactions (e.g. covalent, ionic, metallic and hydrogen bonds) This
functional has proven to give promising results for a wide variety of systems, see for example
the review article [114]. The total energy functional within the vdW-DF method is defined in
terms of the Kohn-Sham scheme outlined in (section 2.1.1):
EvdW−DF [n] = TS[n]+EH[n]+
∫
r
Vext(r)n(r)+EvdW−DFxc (2.10)
This expression includes the standard Kohn-Sham expressions for the the kinetic energy
of the auxiliary system TS, the electrostatic energy of the system EH and the interaction with
an external potential Vext (the atomic cores). What is different in vdW-DF (compared to tra-
ditional functionals such as LDA and GGA) is that the correlation part of the energy has a
non-local dependence on the density. The full expression for the exchange-correlation energy
uses the exchange part of a GGA functional and the correlation part of LDA but adds also a
non-local correlation term.
EvdW−DFxc = E
LDA
c +E
GGA
x +E
nl
c (2.11)
The functional vdW-DF uses the GGA functional revPBE [112] for exchange. One should
keep in mind that the standard Kohn-Sham expression for the kinetic and electrostatic energy
is also non-local. What is special about vdW-DF is that there is a non-local part also in the
expression for the correlation. The expression for the non-local correlation in vdW-DF takes
the form of a six-dimensional integral
Enlc [n] =
1
2
∫
r
∫
r′
n(r)φ(r,r′)n(r′) (2.12)
with an interaction kernel φ(r,r′). In the asymptotic limit this kernel has the well known
1/r6 behaviour characteristic for van der Waals interaction. Now, what is the expression for
this kernel function φ? The kernel function can be expressed in the following way:
φ(r,r′) =
2me4
π2
∫ ∞
0
a2da
∫ ∞
0
b2dbW (a,b)×T (v(a),v(b),v′(a),v′(b))
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where
T (w,x,y,z) =
1
2
[
1
w+ x
+
1
y+ z
][
1
(w+ y)(x+ z)
+
1
(w+ z)(y+ x)
]
and
W (a,b)= 2[(3−a2)bcosbsina+(3−b2)acosasinb+(a2+b2−3)sinasinb−3abcosacosb]/a3b3
The quantities υ and υ ′ are defined as
υ(y) = y2/2h(y/d)andυ ′(y) = y2/2h(y/d′)
where
d =|r− r′| q0(r)andd′ =|r− r′| q0(r′)
where the parameter q0(r) is defined as
qo(r′) =
ε0xv(r)
εLDAx
KF(r) (2.13)
This quantity ε0xv(r) is defined as the LDA expression for exchange and correlation, but
with a gradient correction term as
ε0xv(r)≈ εLDAxc − [
Zab
9
(
∇n
2kFn
)2] (2.14)
The LDA exchange used in equation 2.13 is defined as
εLDAxc =−3e2kF/4π
where, finally, kF is defined as
k3F = 3π
2n.
The parameter Zab introduced in equation 2.14 determines the contribution of the gradient
correction term. This quantity is obtained from first principles and for the functional vdW-
DF the value is Zab = −0.8491. In principle, Zab is not a constant but rather a function of
electronic density. For further details about this gradient contribution in vdW-DF see [115]
appendix B (and references therein). A derivation of kernel expressions is beyond the scope
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of this thesis. For the interested reader a summarised derivation can be seen in [113] and for a
detailed derivation I recommend reading the licentiate thesis of Berland [116], chapter 3 and
appendix A.
Non-self consistent calculations
It is possible to do what is usually called non self-consistent calculations with DFT. Here
one converges the density self-consistently with respect to one functional, and then uses this
density to calculate the energy with another functional. This is used for example in situations
where one wants to do a full DFT calculation with a certain choice of exchange-correlation
functional, but the calculations with this functional are hard to converge in a self-consistent
way, or are too time consuming.
2.1.4 Spin density functional theory
The ground state electron density for a physical system might be spin polarised, i.e. n(r;σ =↑
) ̸= n(r;σ =↓). This must happen in a system with a finite and odd number of electrons [111],
for example the hydrogen - graphene system used in this thesis. It may also happen in an
extended system like hydrogen on graphite. For many systems (such as atoms with an even
number of electrons) one does not need to keep track of the spin-polarisation and such spin-
paired calculations is generally a bit faster. However, it is possible to rigorously generalise the
arguments of DFT to include two types of densities, the particle density n(r= n(r;↑)+ ̸= n(r;↓
) and the spin density sσ (r= n(r;↑)− ≠ n(r;↓). The expression for the total energy is modified
to depend not only on the particle density but also on the spin density, see for example [21].
A more detailed discussion of the derivation is beyond the scope of this thesis.
Spin polarised van der Waals calculations
Calculations with the vdW-DF method on systems which are guaranteed to be spin polarised
(e.g. hydrogen - graphene) must be seen as a first step in a more systematic theory programme.
No derivation of a spin-dependent form for the non-local correlation in the vdW-DF method
exist at present [29]. In vdW-DF is implemented in the form Exc = ELDAc +E
GGA
x +E
nl
c . When
one asks for a spin-polarised calculation the spin polarised parts are really Ex and Ec. There
are certainly spin-polarised expressions for these first two terms of exchange and correlation.
The last term, Enlc , is the principal term separating vdW-DF from other functionals. One
could assume that the plasmon energy which enters in the non-local correlation part is spin-
independent. One important question arises: if one did a proper spin-polarised derivation
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of the vdW-DF kernel function, would the resulting expression still be invariant under spin-
polarisation? The only correct way to answer this question is of course to do the derivation.
Unfortunately this is a project far beyond the scope of this thesis. Doing spin-paired calcula-
tions is no alternative, because it cannot be done for systems with an odd number of electrons
like the hydrogen-graphene system.
In this thesis I have opted instead to illustrate the importance of spin (in treatment of
physisorption). In this illustration I have to make an assumption of how the spin would affect
the non-local correlation effects.
2.2 Monte Carlo method
Monte Carlo method is a Mathematical method which solves a problem by generating suit-
able random numbers and observing that fraction of the numbers obeying some property or
properties. The method is useful for obtaining numerical solutions to problems which are too
complicated to solve analytically. It was named by S. Ulam, who in 1946 became the first
mathematician to dignify this approach with a name, in honor of a relative having a propensity
to gamble (Hoffman 1998, p. 239). Nicolas Metropolis also made important contributions to
the development of such methods.
The kinetic Monte Carlo calculations have been performed to understand the time evo-
lution of the pattern created by the H atoms for different temperatures and concentrations.
Kinetic Monte Carlo algorithms are powerful techniques to study the dynamics of a system
of particles when the different events that those particles can perform are known as well as
their probabilities (for a recent review see [117]). There are many different algorithms with
the name of kinetic Monte Carlo [? ]. In this case we use what is often known as an object
kinetic Monte Carlo (OKMC) algorithm, based on the residence time algorithm or Bortz-
Kalos-Liebowitz (BKL) algorithm [118] Briefly, in an object kinetic Monte Carlo algorithm a
list of possible events is defined with a given probability for each event, Γi. The total rate for
all events, R, is then calculated as:
R=
n
∑
i=1
ΓiNi, (2.15)
where n is the total number of events and Ni is the number of particles that can perform event
i. An event is then selected by picking a random number between [0,R]. In this way one event
is selected every Monte Carlo step from all possible, with the appropriate weight. Once the
event has been selected, a random particle is chosen from all those that can undergo that event.
The particle is then moved and the total rate has to be computed again for the next simulation
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step. At every Monte Carlo step the time increases by:
t =
−logξ
R
, (2.16)
where ξ is a random number between [0,1] that is used to give a Poisson distribution of the
time.
The probability of the event usually follows an Arrhenius dependence with temperature:
Γi = Γ0i exp
(−Ei
kBT
)
, (2.17)
where kB is the Boltzmann constant, Ei is the activation energy of the given event and Γ0i is
the attempt frequency. In this case the activation energies are related to migration energies,
desorption, and dissociation energies.
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Chapter 3
Graphene electro-exfoliation with a STM
tip
3.1 Introduction
The mechanical exfoliation of graphite has been widely used for decades to prepare clean
surfaces suitable for scanning tunneling microscope (STM) studies even at ambient conditions.
This has allowed the extensive study of the structure and electronic properties of the last layer
of a graphite surface [119]. This process was taken to its ultimate limit when isolated single
graphene layers where obtained, showing new and extraordinary properties [44, 62]. Some of
these are also present on defective surfaces of graphite when the last graphene layer is slightly
decoupled from its graphite substrate [120]. The study of such decoupled layers normally
requires a previous chemical or physical treatment of the graphite surface [? ] or simply
finding these on the surface by chance. Here we report the controlled exfoliation process of
the last layer of a graphite surface when an electrostatic force is applied with a STM tip. The
exfoliated layer is subsequently studied with the aid of the tip. This process and its different
ingredients are characterized and can be understood through ab-initio electrostatic calculations
and molecular dynamic simulations. Our results demonstrate a new route towards surface
modifications fo graphite that can be extended to other layered materials and will permit to
gain control in the study of novel electronic and topological properties.
Its low reactivity and almost perfect flatness makes of HOPG graphite surface ideal to be
used as substrate for STM studies even at ambient conditions, showing easily atomic resolu-
tion. However in such studies it is observed that the tip of the STM can be easily contami-
nated by the substrate, specially when using high Bias Voltages applied between them. On an
other side, previous STM studies have shown the possibility different surface modifications on
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graphite using a scanning tunneling microscope [121–123]. Albrecht et al. demonstrated the
possibility of creating holes [121] on a graphite surface by simply applying voltage positive
voltage pulses to the STM tip. Kondo et al. [122] showed that in the case of negative pulses
metallic deposits were formed and explained the hole formation as result of sublimation of
carbon atoms induced by the tunneling electrons when this process was done in UHV con-
ditions and to chemical reactions on the surface for ambient conditions. Later, Hiura [123]
demonstrated that also the scanning speed affected the results showing a dependence of the
threshold voltage to produce a hole and the scanning speed. They attributed this dependence
to the kinetics of the oxidation process. In all the cases above, the procedure in which the
graphite surface was modified involved either, the mechanical interaction of the STM with
the surface,or an induced chemical reaction. It was D. Eigler in his pioneer works [124] who
showed that an electrical field can also be used to attract and displace atoms over a surface
and this effect have been used by other authors to displace even larger objects [? ] including
graphite flakes [125].
Experimental investigation of this effect and gain control over the modification of layered
surfaces as the graphite with a STM trip has been done, by Carlos Untiedt et. al., they using
the electrostatic force appearing when there is a voltage difference applied.
For this studies they place the STM tip at the edge of a graphite terrace as the one shown
in Fig1a. The mechanism they use is conceptually very simple and consistent in gradually
increasing the applied voltage in between the STM tip and a graphite surface thus increasing
their electrostatic attractive force. When they do this while keeping a low Tunneling current
(about 0.1A in this case) constant to avoid any contact between tip and sample, they can
observe that at a certain applied voltage the STM-tip shows a sudden retraction meaning that
the graphite surface is being lifted. This lifting process occurs by tearing the graphite surface
resulting in a triangular flake being folded on top of the original graphite terrace as shown in
Fig 1b.
The whole process can be characterized by recording the movements of the STM tip as
depicted in the graph of Fig1c. The green curve starts at about 0.1V which was the applied
Voltage used for imaging the graphite surface with them STM. As Voltage is increased, and
in order to keep the current constant, a slight retraction of about 0.03 nm/V of the STM-tip is
observed. At about 3V the tip has been retracted about 0.1nm, less than one graphite terrace
height, and at this point the retraction of the tip accelerates to about 0.06 nm/V meaning that
the last graphite layer is being puffed out until the tip is retracted an other 0.25nm at about 6V
. This is the point when a sudden abrupt retraction of about 0.5nm, in this case, is observed
meaning that the graphite layer has been teared and lifted up. If now the applied voltage is
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decreased, we observe almost no further displacement of the tip, meaning that the electrostatic
force is still strong enough to keep the graphene layer lifted until about 1V that it is dropped
back to the surface. The exact details of this process depend on the tip as a consequence of its
exact shape since it will determine the one of the electrical field but keep constant for each tip.
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3.2 Graphene layers, and graphite
We begin our study by optimizing the geometric structures of the monolayer, bilayer, five
layers graphene, and graphite unit cell in their natural nonmagnetic state. The C-C bond
lengths and cell parameters (a and c) and the interlayer distances (d) between the layers are
listed in Table (3.1). The accuracy of our procedure is very satisfactory when these magnitudes
are contrasted against experimental values. For completeness, we present the atomic structures
of single-layer and bilayer graphene in Figure (3.1). Different colors are used to stress different
sublattices.
Table 3.1 Atomic structures of single-layer, bilayer, five layers graphene, and graphite.
c-c (Å) a (Å) c (Å) d (Å)
Graphene 1.419069568 2.457897 25 -
Bilayer 1.419906937 2.459279 25 3.35277104
Five layers 1.419906937 2.459279 35 3.35277104
Graphite 1.417353876 2.454867 6.709482 3.35372034
Experimental 2.456 [126] 6.696 [126]
A  sublattice atoms
B  sublattice atoms
α site atoms
β site atoms
2nd layer atoms
(a) (b)
Fig. 3.1 atomic structure of (a) single-layer and (b) bilayer graphene for a 3×3×1 supercell.
We show in Figure (3.2) the electronic band structure for monolayer, bilayer, five-layer
graphene, and graphite along MΓKM. The well-known case of graphene is shown in Figure
(3.2-a), being the result similar to that found by many others (see, for instance Ref. [24,
127, 128]). Since there are two basis atoms in graphene there is one pair of ππ∗ bands of pz
character, which are degenerate at the K-point or Dirac Point, coinciding with the Fermi level.
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We have considered bilayer graphene in Bernal stacking, as for a typical graphite arrangement.
Since the basis consists now of four atoms, there are two pairs of ππ∗ bands and there are four
sets of pz-derived bands close to the K-point as shown in Figure (3.2-b). Due to the interaction
between the graphene layers these bands split apart. Consistent with previous theoretical
works [129, 130], we find that, similar to monolayer graphene, the bilayer graphene is also
a zero-gap semiconductor with a pair of the ππ∗ bands being degenerate at the K-point. On
the other hand, there is an energy gap of 0.8 eV between the other pair of ππ∗ bands. The
band structure for five-layer graphene is shown in Figure (3.2-c) which already anticipates the
characteristic band structure of graphite. For instance, at the Γ point five bands, closely packed
in energy, manifest the emerging dispersion in the perpendicular direction. Finally, the bands
of graphite are shown in Figure (3.2-d). Within about 1 eV around the Fermi level we have
four electronic bands, two derived from π orbitals and two from the π∗ orbitals of the basis
atoms. These results are also in agreement with previous first-principles works (see, e.g., Ref.
[131]). Our calculated energy gap between the π and π∗ bands is 0.07 eV at the H point and
1.41 eV at the K-point [132].
The number of the pair of ππ∗ bands is directly related to the number of basis atoms in the
unit cell: e.g. one for graphene, two for bilayer graphene and for bulk graphite, and five for the
five layers graphene, as obtain in figure (3.2-c). For a multilayer graphene there is noticeable
splitting in the π and π∗ bands, except for the innermost pair at the K-point.
The corresponding total density of states for single-layer, Bilayer, and five-layer graphene
and graphite are shown in Figures (3.3- a, b, c and d).
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Fig. 3.2 Electronic band structure of single-layer graphene calculated with a 100× 100× 2
MP-grid for a 1×1×1 supercell.
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Fig. 3.3 Total density of states calculated with a 100×100×2 MP-grid for a 1×1×1 super-
cell.
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3.3 Static charging of graphite layers
Graphite, generally accepted as being ideally flat, is the archetype of layered structures. Static
charging on a graphitic sheet break up π bonds by creating electrostatic repulsion forces be-
tween graphene sheets induced by charging on a graphitic sheet make graphene well dispersed.
The effect of charging on a graphite slab consisting of 3 layers (3×3 supercell size) of
graphene is better seen in Figure (3.4). The distribution of charge in Figures (3.4 - b, and
c) shows that positive charge, occurs mainly on both surfaces (i.e. first and third graphene
layers), whereas the middle graphene has relatively small positive charge. This is an expected
result for a metallic system.
(a) Remove 0 electron/cell (b) Remove 1 electron/cell
(d) Remove 3 electron/cell(c) Remove 2 electron/cell
σ= 0.00 e/atom
σ= 0.00 e/atom
σ= 0.00 e/atom
σ= +0.024 e/atom
σ= +0.008 e/atom
σ= +0.024 e/atom
σ= +0.046 e/atom
σ= +0.019 e/atom
σ= +0.046 e/atom
σ= +0.057 e/atom
σ= +0.053 e/atom
σ= +0.057 e/atom
dequilibrium= 3.353 Å
dequilibrium= 3.353 Å
dequilibrium= 3.37 Å
dequilibrium= 3.37 Å
dequilibrium= 6.315 Å
dequilibrium= 6.315 Å
dequilibrium= 3.48 Å
dequilibrium= 3.48 Å
Fig. 3.4 The-charges-on-the-trilayer-graphene-and-distances.
By increasing the charge on the trilayer graphene the separation distance between the
graphene layers increases due to increasing the electrostatic repulsion forces between the
charged surfaces. In figure (3.4 - d), we show the exfoliated of 3 layers graphene, and dis-
tribution of charge occurs on all the graphene surfaces (i.e. three graphene layers).
In figure (3.5) we show the equilibrium distance between layers of a trilayer system as a
function of the charge per surface atom. The vdW calculations predict that a threshold charge,
Q=0.042 e/atom gives rise to exfoliation of two outermost layers.
Eventually, charged outermost layers of graphite are exfoliated.
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Fig. 3.5 The effect of charges on the trilayer graphene.
3.4 Modeling electrostatic graphite exfoliation
We propose a theoretical model to use electrostatic interaction between a tip and graphite
surface as a gentle method to detach an entire graphene monolayer from graphite as shown in
figure (3.6-d). In this model, we consider there is a two forces affect on the graphite surface
sheet, when we applied the voltage (V) between the tip and the graphite sample. The first, the
binding force between the charged graphite surface sheet within the rest of the graphite bulk
crystal, and the second, the electrostatic force due to the potential difference between tip and
graphite surface sheet. The graphitic sample model consists of five graphene layers with AB
stacking, in which each layer is composed of 4×4 supercells thus containing 32 carbon atoms
in each layer.
3.4.1 The first force
Due to the fact that in this simple model there is charging induced by the applied voltage (V)
on the graphite surface sheet. We can calculate the force between the charged graphite surface
sheet within the rest of the graphite crystal obtained from the electrostatic charged system by
charging the graphitic sample model as shown in figure (3.6-a).
In figure (3.7), we calculated the charged binding energy curves per atom as a function of
the distance between the graphite surface sheet and the rest of the graphite crystal sheets for
different charges (Q) on the outer-layers graphite sheets, which contained repulsion energy
(from the recently observed detachment of graphene layers in section 3.3, during charging
there is a repulsive forces between the graphite surfaces).
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(a)
(d)(c)
(b)
Fig. 3.6 Modeling the electrostatic charging of graphite.
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In figure (3.8), we calculated the charged binding energy curves per atom as a function of
the distance between the graphite surface sheet within the rest of the graphite bulk crystal for
different charges Q with removal the electrostatic repulsion energy forces between the charged
outer-layers graphite sheets which depend on the internal distance between the graphite sur-
faces (drepulsion), as shown in figure (3.6-b).
Bin
din
g e
ne
rgy
/a
tom
 (e
V)
-2
0
2
4
6
8
10
12
14
16
18
d (Å)
2 3 4 5 6 7 8 9 10
Q= 0.00 e/Layer 
Q= 0.46 e/Layer 
Q= 0.73 e/Layer 
Q= 0.95 e/Layer 
Q= 1.25 e/Layer 
Q= 1.41 e/Layer 
-2.5
-2.0
-1.5
-1.0
3.0 3.2 3.4 3.6 3.8 4.0
Fig. 3.8 The charged binding energy curves per atom without the electrostatic repulsion energy
forces between the charged surface.
From these charged binding energy curves we can obtained the charged binding forces per
carbon atom for different charges, FB, which given from the relation FB =−∇EB, as shown in
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figure (3.9).
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Fig. 3.9 The charged binding force curves per atom without the electrostatic repulsion forces
between the charged surface.
At V=0 volt, which corresponding to Q=0 on the graphite surface sheet, the equilibrium
distance nicely matches the bulk experimental one at 3.353 Å, this shows at a minimum bind-
ing energy -2.53 eV, and at a binding force equal to zero. Increasing the voltage the charges
induced on the graphite surface sheet increased concomitant weakening of the binding energy,
and increased the equilibrium distance between the charged graphite surface sheet within the
rest of the graphite bulk crystal.
In easy way (two charged parallel plate capacitor model), we can calculate the voltage ap-
plied (V), to induced these amount of charges (Q) on the graphite surface sheet which depend
on the distance between the tip and the graphite surface sheet.
3.4.2 The second force
The second force, the electrostatic force due to the potential difference between the tip and the
graphite surface sheet, this force is given by:
Fel =
−1
2
∂C
∂Dtip
(V 2− ∆φ
e
)
wherein this force (Fel) depend on the geometry of the tip. For this calculation we consider
that the work functions difference (∆φ ) between the tip and the graphite sample is equal to
zero. And we consider that there is two types of the geometry a flat tip with an area A,
and a spherical tip of radius R. These geometries flat, and spherical tip will be discussed in
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subsections 3.4.3 and 3.4.4 respectively. With these models we can calculate the exfoliation
voltage (V), which we determine it, when the minimum force curve has a value greater than
zero represents a repulsive force with respect to the graphite crystal.
3.4.3 Electrostatic model with using a flat tip
As a first approximation, we consider the tip geometry in the flat form in this system. In this
approximation ∂C∂Dtip =
ε◦A
D2tip
, where A is the area of the flat tip which we can take it the same as
the area of the graphite surface sheet sample (the area of 4×4 graphene supercell size), which
have an area equal to (A= 83.84 Å2), and Dtip is the distance between the flat tip and the
graphite surface sample. We can rewrite the electrostatic attractive force due to the potential
difference between the flat tip and the graphite surface sheet, in the form:
Fel =
−1
2
ε◦A
D2tip
(V 2)
In this case, we can model the flat tip and the graphite surface as a parallel plate capacitor
in which both the energies and the forces scaled linearly with respect to the number of carbon
atoms in the graphite surface sheet. We can calculate the electrostatic attractive force Fel by
using same voltages (V) as which have been applied to induced different charges Q on the
graphite surface sheet (to obtained the charged binding force curves FB).
This allows us to calculate the total force exerted by the two effects, Ftotal = FB+Fel .
In figure (3.10), we calculated the total force Ftotal effect on the graphite surface sheet as
a function of the distance (d) for different applied voltages (V) between the flat tip and the
graphite sample. By increasing the applied voltage the total force curves shift the equilibrium
position of the graphite surface sheet until the exfoliation voltage (Vex), where the total force
greater than zero (Ftotal > 0), this represents repulsion force between the graphite surface sheet
and the rest of the graphite crystal sheets.
As shown in figure (3.10), the exfoliation voltage (Vex) for a flat tip at distance Dtip = 7Å
is equal to 6.15 volt, while for a flat tip at distance Dtip = 11Å is equal to 13.6 volt. The
exfoliation voltage (Vex) increases linearly with the tip distance (Dtip), As shown in figure
(3.11).
Subsequently, we can express the relationship between the exfoliation voltage Vex and the
distance of the flat tip Dtip, In the following equation:
Vex = (1.88±2.69×10−3)Dtip− (7.06±3.14×10−2)
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Fig. 3.11 Relationship between the exfoliation voltage Vex and the distance of the flat tip Dtip
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3.4.4 Electrostatic model with using a spherical tip
Now, if we consider the tip have a spherical geometry form, in this case the term ∂C∂Dtip =
2πε◦ R
2
Dtip(Dtip+R)
, where R is the radius of the spherical tip which we can take it equal to 5.17
Å which have an area (A = πR2 = 83.84 Å2) same as the area of the graphite surface sheet
sample (the area of 4×4 graphene supercell size). We can rewrite the electrostatic attractive
force due to the potential difference between the spherical tip and the graphite surface sheet,
in the form:
Fel =−πε◦ R
2
Dtip(Dtip+R)
(V 2)
Due to the spherical shape of the tip over the graphite sample both the energies and the
forces no scaled linearly with the number of carbon atoms in the graphite surface sheet. We
can calculate the electrostatic attractive force Fel by using same voltages (V) as which have
been applied to induced different charges Q on the graphite surface sheet (to obtained the
charged binding force curves FB).
This allows us to calculate the total force exerted by the two effects, Ftotal = FB+Fel .
In figure (3.12), we calculated the total force Ftotal effect on the graphite surface sheet as a
function of the distance (d) for different applied voltages (V) between the spherical tip and the
graphite sample. By increasing the applied voltage the total force curves shift the equilibrium
position of the graphite surface sheet until the exfoliation voltage (Vex), where the total force
greater than zero (Ftotal > 0), this represents repulsion force between the graphite surface sheet
and the rest of the graphite crystal sheets.
As shown in figure (3.10), the exfoliation voltage (Vex) for a spherical tip at distance Dtip=
7Å is equal to 6.9 volt, while for a spherical tip at distance Dtip = 11Å is equal to 12.55 volt.
The exfoliation voltage (Vex) increases linearly with the tip distance (Dtip), As shown in figure
(3.13).
Eventually, we can express the relationship between the exfoliation voltage Vex and the
distance of the spherical tip Dtip, In the following equation:
Vex = (1.38±7.71×10−3)Dtip− (2.72±8.98×10−2)
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Chapter 4
Hydrogenation-induced ferromagnetism
on graphite surfaces
In this chapter, we report a DFT study of hydrogenation on the surface of graphite. First
we revisit the energetics of a H pair on graphene and obtain exchange coupling constants
as a function of the relative distance and adsorption sublattice. Next we present results for
the different adsorption energies on different sublattice for bilayer graphene. Both sets of
results are then combined to estimate the relative critical distance that separates ferromagnetic
coupling from antiferromagnetic one. Finally, we present a study of the Curie temperature in
this system based on a Ising model constructed with the DFT coupling constants. Our results
support the existence of ferromagnetic hydrogenated graphite surfaces, as recently reported.
4.1 Introduction
Experimental investigation of the hydrogen deposition has been done using scanning tunneling
microscope (STM), by Ivan Brihuega et. al., they deposited atomic hydrogen from a hot
hydrogen atom beam source on a pristine graphite surface. Figure (4.1), shows several STM
images of graphite surface samples measured at 6K (4.1 - A) before, and (4.1 - B-D) after H
deposition. All of them are represented with the same color code for comparison. The previous
perfect and pristine graphite surface (4.1 - B), now presents several bright defects of nearly
identical height and shape. They performed several preparations with low final coverages
between 0.10-0.03 H atoms/nm2 (or equivalently, 0.0026-0.0001ML; 1ML= 38 atoms/nm2 =
3.8*1015 atoms/cm2, referred to carbon atoms in graphene layers). After the H deposition
the graphite surface presents several nearly identical point defects surrounded by threefold
(
√
3×√3) patterns.
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Fig. 4.1 Large scale STM images showing the general morphology of the graphite surface, (A)
before, and (B-D) after H deposition for several H coverages.
The resolved STM images of these defects, shows that these defects correspond to a single
H atoms placed on the graphite honeycomb lattice sites. In order to identify the H chemisorp-
tion sublattice, high resolution STM images resolving both α and β sites in the vicinity of the
defects are required, since the actual orientation of the honeycomb graphite surface can only be
inferred from them, as shown in Figure (4.2). As outlined in panel B, triangular bright features
point in the direction of the six first neighboring atoms belonging to the sublattice opposite
to the one where H is chemisorbed. Once such orientation is known, the H chemisorption
sublattice is trivially identified from the triangular symmetry of the defects, even when the
resolution is not as exceptional.
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A) B)
Fig. 4.2 Identification of the atomic H chemisorption site from the triangular symmetry of the
defects. Image sizes: A) 7x7nm2, and B) 3.2x3.2nm2
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4.2 Hydrogen atoms on monolayer graphene
4.2.1 One hydrogen atom
We revisit now, for the sake of completeness, the atomic, electronic, and magnetic structure
changes induced on monolayer graphene by the adsorption of a single H atom. In Figure (4.3)
we present a view of the atomic structure resulting after the adsorption. This can only occur
when the substrate is allowed to relax. In the stable configuration the H atom is covalently
bonded to one carbon atom and is located right above this atom, as shown in Figure (4.3)a.
The carbon atom in the adsorption site extrudes out of the graphene plane, displaying the
typical sp3 hybridization to form the σ C-H bond [see Fig.4.3(b)] . For all supercell sizes
we found that the bond lengths between the adsorbent carbon atom and its nearest neighbors
increase up to 1.50Å (which is to be compared to the bond length in graphene of 1.42Å).
The other bond lengths are practically unaffected and the C-H distance is always found to be
1.13Å, regardless of the supercell size. Table 4.1 contains a detailed account of our results
compared to those found in the literature for this system.
dH-C= 1.13 Å
(a) (b)
Puckering
dc-c=1.50Å
attached
Fig. 4.3 Atomic structure of H on graphene. (a) Top and (b) side view for a 3×3×1 supercell.
The adsorption energy Ea for a H atom on graphene is calculated as
Ea = Egraphene+H− (Egraphene+EH) (4.1)
where Egraphene+H denotes the total energy of the complete system and Egraphene and EH
denote the energies of the isolated graphene and H atom, respectively. As shown in Figure
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Table 4.1 Equilibrium height of the adsorbent carbon atom above the surface (dpuck,) and
formation energies (E f orm,eV ) for different supercell sizes and corresponding H coverage
(Θ). All the carbon atoms are allowed to relax along with the H atom.
Unit cell Θ dpuck (Å) dpuck (Å) E (eV ) E (eV )
this work other work this work other work
2×2 0.125 0.359 0.36 [133],
0.36 [101],
0.36 [134]
-0.909 -0.67 [133],
-0.75 [101],
-0.83 [135],
-0.85 [134]
3×3 0.056 0.476 0.41 [136],
0.42 [101],
0.51 [134]
-0.915 -0.76 [136],
-0.77 [101],
-0.84 [134]
4×4 0.031 0.485 0.48 [101],
0.49 [137],
0.58 [134]
-0.946 -0.76 [138],
-0.85 [139],
-0.79 [101],
-0.89 [137],
-0.89 [134]
5×5 0.020 0.500 0.59 [101],
0.63 [134]
-0.950 -0.82 [140],
-0.84 [101],
-0.94 [134]
6×6 0.014 0.531 0.66 [134] -0.956 -0.96 [134]
(4.4), the binding energy between the H atom and a graphene monolayer increases with in-
creasing supercell size. A linear fit as a function of the inverse supercell size can be done
for the calculated points which shows that the adsorption energy is about -0.98 eV in the
limit of zero concentration of H atoms. Obviously, for a given supercell size, the binding en-
ergy of the H atom sublattice A is equal to the binding energy of the H atom on sublattice B
[Ea(A) = Ea(B)].
In agreement with previous studies we also find that the adsorption of H leads to the ap-
pearance of a staggered magnetization on neighboring carbon atoms amounting to exactly
1µB/cell. Such spin density is mainly localized around the adsorptive H atom as shown in
Figure (4.5). In Figure (4.6) we show the total DOS for the 6× 6 H-graphene equilibrium
structure. The H adsorption causes the appearance of peak in the DOS at the Fermi level
which spin-splits due to electron-electron interactions. Remarkably, this result is compatible
with Lieb’s theorem for the Hubbard model on bipartite lattices [102]. According to such
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Fig. 4.4 Adsorption energy of a H atom on graphene against different cell sizes.
theorem, the removal of a single site in the bipartite lattice should give rise to a ground state
with S = 1/2. The covalent bond between the H atom and the C atom underneath effectively
suppresses the “site” (the pz orbital), creating a vacancy in the underlying low-energy Hamil-
tonian. It is worth noticing how this result contrasts with that obtained for a vacancy. As
discussed in Ref. [141], vacancies could in principle give rise to similar magnetic states. The
difference with the respect to the case of H adsorption is that vacancies tend to reconstruct and
the magnetic moment generated actually vanishes for low concentrations.
Cb
C0
Cn
Fig. 4.5 Relaxed atomic structure and spin polarization around an adsorbed H atom over
graphene. Magnetic moments with opposite orientations are depicted by blue and red arrows
for clarity.
In Figure (4.7) we show the projected densities of states (PDOS) on the relevant atoms.
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Fig. 4.6 Total density of states for hydrogen atom on single-layer graphene calculated with a
40×40×2 MP-grid for a 6×6×1 supercell.
For the H atom a spin splitting close to the Fermi level is visible (4.7-a). There is a negligible
spin polarization on the adsorptive C atom (C0), as shown in Figure (4.7-b). The covalent
bond of the adsorptive C atom (C0) with the H induces a spin polarization in the surrounding
C atoms and we find that the magnetic moment is larger at the first-nearest-neighbor C atoms
(Cn) as can be appreciated from the strong spin polarization as shown in Figure (4.7-c). The
spin polarization induced by the H adatom on the graphene layer tends to quickly decrease at
large distances from the absorption point and far from the H atom the PDOS corresponding to
the background C atoms (Cb) as seen Figure in (4.7-d)] shows a DOS similar to that of the C
atoms in pristine graphene.
4.2.2 Two hydrogen atoms
To investigate the electronic and magnetic structure induced on graphene by two adsorbed
H atoms we use a 12× 12× 1 supercell. Figure (4.8) shows an example and illustrates the
required size of the supercell. The use of such a large supercell is essential in order to minimize
the influence of neighboring supercells on the pair-wise properties due to the relative long
range interaction between the magnetic clouds induced by the H atoms. The relative extension
of the magnetic clouds with respect to the supercell size is illustrated in Figs. 4.9(a) and
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Fig. 4.7 Partial densities of states for (a) the H atom, (b) the pz orbital of the adsorptive carbon
atom (C0 ), (c) one of the first-nearest-neighbor carbon atoms (Cn ), and (d) a C atom located
far from the atom in the background.
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(b). Test calculations show that using larger supercells essentially gives similar results. We
calculate the energetics for the two fundamentally different adsorption configurations. One
in which the two H atoms are sitting on the same sublattice (AA) and the other where they
are sitting on different sublattices (AB). The formation or adsorption energies for pairs of H
atoms at various relative adsorption distances for both AA and AB configurations are shown
in Figure (4.10). In order to see the influence of the H atoms on the each other, we have
subtracted twice the adsorption energy of single H atom.
A
B
Fig. 4.8 Atomic view of a pair of H atoms on a graphene monolayer for a 12×12×1 supercell.
First, we can see that the “interaction” energy between atoms is always negative, i.e., the
H atoms “attract” each other regardless of the relative adsorption sublattices. (This attraction
is obviously counteracted by the diffusion barriers at low temperatures.) It can be appreciated
that there is always an energy gain by placing the atoms on different sublattices for any relative
distance. This gain quickly grows at short distances (below 1 nm) for the AB case. This can
be understood in simple terms by noticing that the H adsorption creates a localized state at
the Fermi energy occupied by a single electron. When two states are created on different
sublattices, these hybridize creating a bonding state that is now occupied by the two electrons
forming a singlet state[89]. This is essentially the reason why magnetic solutions only appear
at long distances in the AB cases. As Fig. 4.8 shows, only for the longest possible calculated
distance the H atoms retain the magnetic cloud. There the coupling is antiferromagnetic (S =
0), as expected from Lieb’s theorem. Figures 4.9(b) and (d) show the spin-density and the
spin-resolved DOS, respectively, in this case. The latter does not exhibit any spin splitting.
On the contrary, when both atoms are on the same sublattice (AA cases) the solution is always
ferromagnetic (S= 1) regardless of distance [see Figs. 4.9(a) and (c)], but the energy gain with
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decreasing distance is very small since the localized states induced by the H atoms belong to
the same sublattice and cannot hybridize.
(b) (a) 
DO
S (
sta
tes
/e
V/
sp
in)
-150
-100
-50
0
50
100
150
E-Ef (eV)
-20 -15 -10 -5 0 5 10 15 20
Spin up 
Spin down (d) 
DO
S (
sta
tes
/e
V/
sp
in)
-150
-100
-50
0
50
100
150
E-Ef (eV)
-20 -15 -10 -5 0 5 10 15 20
Spin up 
Spin down (c) 
0.10
0.05
 0.0
-0.05
-0.10
-0.15 µB /a.u.2
0.15 µB /a.u.2 0.15 µB /a.u.
2
0.10
0.05
 0.0
-0.05
-0.10
-0.15 µB /a.u.2
Fig. 4.9 Spin density (blue indicates up and red down) and spin-resolved total DOS for
graphene monolayer with 2 H atoms sitting on AA [(a) and (c), respectively] and AB [(b)
and (d), respectively] sublattices at far distances calculated with a 4× 4× 2 MP-grid for a
12×12×1 supercell.
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Fig. 4.10 Adsorption energy for a pair of H atoms on a graphene monolayer for a 12×12×1
supercell relative to the twice a single atom energy. Both AA and AB cases are shown.
4.3 Hydrogen atoms on bilayer graphene
4.3.1 One hydrogen atom
The main focus of this work is actually to elucidate how the interactions of the graphene
layers underlying the surface monolayer that hosts the adsorbed H atoms changes the well-
established results presented in previous section. As we know, the most stable structure for
bilayer graphene, multilayer graphene, and bulk graphite consists of stacked graphene mono-
layers following what is called Bernal stacking. In Figure (4.11) we present a top view of the
obtained atomic structure for the adsorption of a single H atom on a graphene bilayer. Here
the upper layer is allowed to relax while the carbon atoms in the lower layer were fixed at
their equilibrium position. The adsorption geometry of a H atom on a bilayer graphene sur-
face is very similar to that for graphene monolayer. Due to the interaction between layers,
however, in the bilayer graphene case (and surface graphite as shown below) the sublattices
are not equivalent [E f (α)> E f (β )]. (In order to make clear that the surface sublattices are not
equivalent anymore, we change the labels A and B to α and β from now on.) In Figure (4.12)
we show the H adsorption energy difference between α and β sites (∆E = E f (α)−E f (β )) for
different supercell sizes of the graphene bilayer. ∆E increases linearly with the supercell size,
extrapolating to ≈ 85 meV for infinitely large supercells. Importantly, the induced magnetic
moment is not affected by the presence of the second graphene layer.
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(a) (b)
Fig. 4.11 Top view of the atomic structure of H on bilayer graphene (a) α and (b) β sites for
a 4×4×1 supercell.
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Fig. 4.12 Energy difference for the adsorption of a H atom on the two different sites α and β
of a bilayer graphene against different cell sizes.
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Fig. 4.13 Relaxed atomic structure and spin polarization around an adsorbed H atom over
bilayer surface. Magnetic moments with opposite orientations are depicted by blue and red
arrows for clarity.
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Fig. 4.14 Total density of states calculated for a) 4x4x1 supercell b)5x5x1 supercell c) 6x6x1
supercell d) 7x7x1 supercell.
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4.3.2 Two hydrogen atoms
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Fig. 4.15 Difference energy (∆E,eV ) of hydrogen atom on two α and β sites bilayer graphene
against different cell sizes.
As shown in previous sections, to properly investigate the interaction between two ad-
sorbed H atoms, one requires very large supercells. A similar study in the bilayer case is com-
putationally prohibited. Here we adopt a different approach. We assume that the attractive
forces between H atoms are not affected by the underlying graphene layer. This is not a strong
assumption since the interaction between layers is mainly of van der Waals type while the
origin of the magnetic structure changes induced on graphene by adsorbed H are of Coulomb
type. We now simply correct the pair adsorption energy as a function of distance shown in Fig.
4.10 by the energy difference between different α and β adsorption sites ∆E. There are two
possibilities here. One is to use the value of ∆E obtained in the limit of infinitely large super-
cells. The other is to use a value of ∆E changing with the distance between H atoms. This can
be estimated from the calculation for a given supercell size that approximately corresponds
to such distance. Either choice obviously favors adsorption on the same sublattice (β in this
case) when the H atoms are sufficiently far apart and the intra-layer interactions are weakened.
There are not significant differences between both choices. The result for the second choice is
shown in Figure (4.15). The pairs of H atoms prefer to sit on the same sublattice for distances
longer that ≈ 1 nm, thus inducing a ferromagnetic state on the surface layer.
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We have mentioned in passing that the magnetic moment induced in a single graphene mono-
layer by the H adsorption survives when a second layer is added to form a bilayer. This is
result is not necessarily obvious. Neither is the fact that H adsorbed on a graphite surface may
induce a magnetic moment as well. As discussed in Ref. [141], vacancies tend to loose the
magnetic moment because the electron-hole symmetry is severely broken and the localized
state hosting the unpaired electron is not exactly placed at the Fermi energy. A similar effect
could happen here. To make sure we have evaluated the atomic and magnetic structures of a H
atom adsorbed on graphite (represented by a four-layer graphene structure). In Figure (4.16)
we present the atomic structure determined after the adsorption of a H atom on the surface.
Here, also, the upper layer is allowed to relax while the carbon atoms in the lower three-layers
were fixed at their equilibrium position. The adsorption of the H atom leads to the formation of
a spin density on neighboring carbon atoms, again amounting to exactly 1µB/cell. Such spin
density is mainly localized around the adsorptive layer only, as shown in Figure (4.16). Due to
the stacking order in the multi-layer graphene structure, the sublattices are, again, inequivalent
[E f (α)> E f (β )] for adsorption. In Table (4.2) we show the difference energy ∆E for a 5×5
supercell size against different numbers of graphene layers. This energy difference converges
very quickly with the number of layers so that the results obtained in previous section remain
valid here: H atoms adsorbed on a graphite surface locate themselves on the same sublattice
in thermodynamic equilibrium and induce a ferromagnetic surface. The Curie temperature of
this novel ferromagnet is analyzed in the following section.
Table 4.2 Difference energy (∆E,eV ) of sitting hydrogen atom on two α and β sites over 5×5
supercell size against different numbers of graphene layers.
No. of layers ∆E = Eα −Eβ (eV )
1 0.00000
2 0.03930
3 0.03798
4 0.03866
5 0.03857
6 0.03871
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Fig. 4.16 Relaxed atomic structure and spin polarization around an adsorbed H atom at β
site over 4-layers graphene surface. Magnetic moments are depicted by blue(red) arrows for
spin-up(spin-down) for clarity.
In Figure (4.17), we show the total density of state (DOS) of the 4×4 supercell graphene
5-layers equilibrium structure. It is obtain from the figure that the hydrogen adsorption causes
the appearance of a double peak in the DOS, symmetrically placed around the Fermi level.
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Fig. 4.17 Total density of states for hydrogen atom on five-layers graphene calculated with a
60×60×2 MP-grid for a 4×4×1 supercell.
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Our results show that the adsorption of hydrogen atoms on a graphite surface induce, at low
concentrations, a polarized spin density distributed arround the adsorbed H atom. In the di-
luted regime, the extension of the polarization cloud is small compared to the mean distance
between H atoms, therefore to study the collective magnetic properties of the system we will
use a model Hamiltonian of the form:
HF =−∑
i j,α
Ji jpiSip jS j (4.2)
where Si and S j are two spin variables at sites i and j of a given sublattice of the graphite
surface. The random variables pi and p j represent the occupation of one those carbon with
an hydrogen atom. They can take the values 1 (occupied) or 0 (unoccupied). These discrete
random variables are drawn from a probability density function:
p= (1−C)δ (p)+Cδ (p−1) (4.3)
where C is the concentration of hydrogen and defines a mean distance between hydrogen
atoms ℓ. Ji j is the magnetic coupling constant between two magnetic moments at sites i and j.
The coupling constant is defined as the total energy difference between the antiparallel (AFM)
and parallel (FM) alignment of the local moments.
Ji j = (∆E)i j = (EAFM)i j− (EFM)i j (4.4)
In Figure (4.18), the magnetic coupling Ji j have been obtained using ab initio (vdW-DF)
calculations methods [108, 109, 142], the exchange energy decreases linearly with the inverse
of the H-H pair separation distance. In a very good approximation, it extrapolates to 0 eV in
the infinite separation limit.
To study the magnetic ordering in this system we have simulated Hamiltonian (4.2) using
the Monte Carlo (MC) method over a graphite surface lattice using the Metropolis algorithm
[143].
The thermal averaging took 50000 MC measurements, after allowing 1000 steps for ther-
malization. After that the average over 50 random realizations of the hydrogen distribution
was taken. The magnetization curves calculated in cells of the size L= 24.6, 49.2, 73.8, 98.4,
and 123 nm is shown in Figure (4.19). Simulations have been performed at the very low con-
centrations C=0.0005, 0.0006, 0.0007 , 0.0008 , 0.0009 and 0.0010 (considering that 1 means
full coverage of the graphite surface with hydrogen atoms).
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Fig. 4.18 Exchange energy of paire H atoms on β sites over graphite surface.
|M
|
-0.2
0
0.2
0.4
0.6
0.8
1
T (kBT/J)
0 0.05 0.1 0.15 0.2 0.25 0.3
L= 24.6 nm 
L= 49.2 nm 
L= 73.8 nm 
L= 98.4 nm 
L= 123  nm 
(a) 
C=0.0005  
|M
|
-0.2
0
0.2
0.4
0.6
0.8
1
T (kBT/J)
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
L= 24.6 nm 
L= 49.2 nm 
L= 73.8 nm 
L= 98.4 nm 
L= 123  nm 
(c) 
|M
|
-0.2
0
0.2
0.4
0.6
0.8
1
T (kBT/J)
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
L= 24.6 nm 
L= 49.2 nm 
L= 73.8 nm 
L= 98.4 nm 
L= 123  nm 
(d) 
|M
|
-0.2
0
0.2
0.4
0.6
0.8
1
T (kBT/J)
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
(b) 
C=0.0006 
C=0.0009 C=0.0010 
L= 24.6 nm 
L= 49.2 nm 
L= 73.8 nm 
L= 98.4 nm 
L= 123  nm 
Fig. 4.19 Absolute magnetization per spin for supercells sizes L= 24.6, 49.2, 73.8, 98.4, and
123 nm using concentrations a) C= 0.0005, b) C= 0.0006, c) C= 0.0009, and d) 0.0010
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Fig. 4.20 Magnetization square per spin for supercells sizes L= 24.6, 49.2, 73.8, 98.4, and 123
nm using concentrations a) C= 0.0005, b) C= 0.0006, c) C= 0.0009, and d) 0.0010
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In Figure (4.19), we show the thermal average of the magnetization absolute value for
concentrations(C= 0.0005, C= 0.0006, C= 0.0009, and 0.0010) and a range of sample sizes.
The abrupt supression of |M| signals the approximate value of the ordering temperature TO,
however, this ordering temperature increases with the system size. In the thermodynamic
limit this behavior extrapolates to a infinite Curie temperature (i.e. a finite magnetization at
any finite temperature). Also in Figure (4.20), we calculated the magnetization square value
for concentrations(C= 0.0005, C= 0.0006, C= 0.0009, and 0.0010).
We discuss now whether this phenomenon is a finite-size artifact or an intrisec property of
the system, consequence of the long-range coupling between the magnetic moments. To study
that, we compute the Binder cumulant, used conventionally for an accurate determination of
the critical temperature in MC simulations of statistical systems. The Binder cumulant is the
fourth order cumulant of the order parameter distribution [144, 145], which is defined as:
UL(T ) =
1
2
[
3− ⟨M
4⟩
⟨M2⟩2
]
(4.5)
where ⟨M2⟩ and ⟨M4⟩ are the second and fourth moments of the magnetization distribution,
with the brackets ⟨...⟩ and the bar denoting thermal and sample averaging.
The finite-size scaling argument states that, close to a critical point, a thermal average
scales as:
⟨O⟩= LµgO(L/ξ ) (4.6)
where L is the system size µ a critical exponent and ξ is the temperature dependent corre-
lation length, which close to the critical point scales as ξ (T ) ∼ (T −Tc)−ν . It is well known
that several physical properties have important finite size corrections which make difficult the
Tc determination. However, if we consider specifically the scaling of the moments of the order
parameter:
⟨M2n⟩= L2nβνgM2n(L/ξ ) (4.7)
and substitute in the Binder parameter we getUL(T ) =U(L/ξ (T )) which is size indepen-
dent at the critical point. At large temperatures the histogram of the magnetization is expected
to be a Gaussian distribution and therefore UL(T → ∞) = 0. On the other hand, in the zero
temperature limit the magnetization distribution function reduces to two delta peaks at oppo-
site values of the saturation magnetization and hence UL(T → 0) = 1. If a system has a well
defined second order phase transition at a finite temperature, the finite-size analysis of the
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Binder parameter UL(T ) will show a family of decreasing functions of the temperature, all of
them crossing, in a very good approximation, at TC. In Figure... we show such an analysis
for our model. While the qualitative behavior of UL(T ) shows ordering for each independent
supercell size, the ordering temperature TO(L) is clearly size dependent. This behavior is re-
lated with the long-ranged nature of the couplings. To illustrate this point, we computed the
effective coupling between a single magnetic moment and the rest of the system in the mean
field approximation. We rewrite the Hamiltonian in the form
H =∑
i
Sipi∑
j
Ji jp jS j (4.8)
in the mean-field approximation S j is substituted by its site-independent mean field value ⟨S⟩
:
H =∑
i
Sipi⟨S⟩∑
j
Ji jp j =∑
i
J¯iSipi⟨S⟩ (4.9)
the expression above defines a local mean-field coupling Ji as :
J¯i =∑
j
Ji jp j (4.10)
and averaging over all lattice sites we define a total effective coupling
J¯i =
1
L∑i̸= j
Ji jp jp j (4.11)
In the limit of large supercell size L/ℓ≪ 1 J¯i takes depends on the size and concentration
as J¯ = 0.358CL. Rescaling all our data, we obtained the same stender Binder cumulant curves
with the cross point curves, as shown in figure (??).
Now, we can obtained the relation between the Curie temperature Tc for each supercell
sizes with the concentrations, as shown in figure (4.23).
The Curie temperature (Tc) of hydrogen atoms on graphite surface were calculated from
Figure (4.23) as:
Tc = (0.352)CL (4.12)
where the subscript C denotes the spin concentration on graphite surface, and L denote the
supercell graphite size.
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Fig. 4.21 Fourth-order cumulant for supercells sizes L= 24.6, 49.2, 73.8, 98.4, and 123 nm
using concentrations a) C= 0.0005, b) C= 0.0006, c) C= 0.0009, and d) 0.0010
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Fig. 4.22 Fourth-order cumulant for supercells sizes L= 24.6, 49.2, 73.8, 98.4, and 123 nm
using concentrations a) C= 0.0005, b) C= 0.0006, c) C= 0.0009, and d) 0.0010
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Fig. 4.23 Critical temperature against supercells graphite size.
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Chapter 5
Dynamics of atomic hydrogen on graphite
surface
5.1 Introduction
When atomic H is adsorbed on graphene the H atom bonds directly on top a C atom. Since the
sublattices are completely equivalent, the adsorption process is blind to the sublattice index.
A recent experiment of the hydrogen deposition has been done using scanning tunneling
microscope (STM), by Ivan Brihuega et. al., they deposited atomic hydrogen from a hot hy-
drogen atom beam source on a pristine graphite surface. Figure (5.1), showing the general
morphology of the samples for different H coverages. For H-H distances > 1nm all triangu-
lar bright features are equally oriented, with all H atoms chemisorbed on β sublattice. For
shorter distances some of the triangular features are rotated 60◦, as correspond to H atoms
chemisorbed in the opposite α sublattice (see red triangles outlined in the zoom-in panels).
For such short H-H distances the energy gain for H chemisorption on β sites may not be
enough to compensate the favorable AB configurations.
As can be appreciated in Figure (5.2), for H-H separations ≥1nm, all triangular bright
features point in the same direction, which implies that all H atoms are chemisorbed on the
same atomic sublattice. In particular, this happens on sublattice β , where carbon atoms have
no carbon underneath.
Ivan Brihuega et. al., have revealed that, when atomic H is deposited on a graphite surface
at low concentrations (typically below 10%) and at room temperature, a single sublattice of
the surface graphene layer hosts all the H atoms. Only when the concentration is increased the
complementary sublattice becomes, logically, progressively populated. This remarkable result
has important implications since it is known that a H atom induces a net magnetic moment of
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1.1*1013 H/cm2
0.11 H/nm2
30 H atoms
1 nm
Fig. 5.1 Atomically resolved STM images showing the general morphology of the samples for
different H coverages.
Fig. 5.2 STM topography, showing the general morphology of the graphite surface after
H deposition all triangular bright features are equally oriented, corresponding to H atoms
chemisorbed on the same β sublattice.
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1 µB on the host graphene layer. When all the atoms sit on the same sublattice the resulting
electronic ground state is a ferromagnetic state with a typically very high Curie temperature
for a wide range of concentrations.
5.2 Hydrogen atom on a graphene bilayer
5.2.1 Desorption
On graphene, H atoms are known to preferentially adsorb on top of C atoms. Adsorption of
H on a graphene bilayer is not different in this regard. In Figure 5.3 we present the atomic
structure for the adsorption on a graphene bilayer as obtained from our DFT calculations.
Here the upper layer is allowed to relax while the carbon atoms in the lower layer were fixed
at their equilibrium position, simulating the presence of underlying layers of graphite. The
characteristic sp3 re-hybridization induced by the H atom is patent for both A and B adsorption
sites. However, due to the Bernal stacking, the sublattices are not equivalent any more and the
atomic structures are not identical. We will denote the two different adsorption sites as α and
β when referring to the bilayer from now on.
The DFT binding energy curves for both adsorption sites are shown in Figure 5.4. Both
curves exhibit two different minima or adsorption states: a strongly bound chemisorption state
and a weakly bound physisorption state. The physisorption state can be appreciated in both
curves as a shallow mimimum around 2.5 Å. In between both minima the magnetic moment
induced on the substrate by the H atom transfers between substrate and H. The abruptness of
this transition is likely to be an artefact of the mean-field theory which could be smoothed
by more sophisticated (but impractical) methods which do not break spin symmetry[? ]. No-
tice that the activation barrier separating the chemisorption from the physisorption minima is
slightly smaller than the binding energy. We will take this barrier as the desorption activa-
tion barrier, ∆Eαd , and ∆E
β
d . The physisorption minimum is so shallow that, to any practical
purpose, it can be safely ignored from now on.
In order to illustrate the sensitivity to the supercell size, we present the results for the
4x4 and 5x5 cases. Although fairly similar, significant differences can be appreciated. The
calculated chemisorption energies [Eα >Eβ ] differ by an increasing number which approaches
≈ 85 meV in the limit of isolated atoms or infinite cells. The desorption activation barriers,
although slightly smaller than the chemisorption energies, behave similarly with the size of
the supercell. Since these quantities appear in the exponential factor of the probabilities in
Eq. ??, an accurate estimate of these is mandatory. The values extrapolated to the infinite
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Fig. 5.3 Atomic structure of H on bilayer graphene (a) α and (b) β sites top view for a 4×4×1
supercell, and (c) α and (d)β sites side view.
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Fig. 5.4 Desorption energy (E,eV ) of hydrogen atom on α and β sites over bilayer graphene
surface.
supercell limit, which will be used in the OKMC, are shown in Table 5.2.
5.2.2 Migration
The energy landscape of the H atom moving across the surface of the bilayer is shown in
Figure 5.7. This has been obtained by fixing the xy (plane) coordinates of the H atom, letting
relax the z (height) and all the other coordinates of the C atoms of the top graphene layer.
Several conclusions can be drawn from this graph. First, there is a shallow adsorption local
minimum in the center of the hexagons of the order of 200 meV. The depth is much smaller
that of the minima at C sites. While this minimum might host atoms for short periods of time,
we will ignore them in what follows. Second, and most importantly, the path that a H atom
follows from α to β sites is “protected” in the sense that all along the C-C bond there are
lateral energy barriers preventing the H atom from leaving the path and falling into the hollow
site minimum (see Fig. 5.6 for details). Also, the H atom does not desorb half-way through
between C atoms since the binding energy there is negative. Figure 5.5 shows the energy curve
through this path. Again, noticeable differences in the activation barrier height, ∆Eα→βm , for
different cell sizes can be seen. The value of this barrier extrapolated to an infinite cell size is
given in Table 5.2.
5.2.3 Other activated processes
The activation energies discussed above dramatically change when the H atom is close to other
H atoms. A thorough study for many cluster possibilities on monolayer graphene can be found
in Ref. [146] and serves of guidance for the following considerations. Here we will make use
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Fig. 5.5 Diffusion energy (E,eV ) of moving hydrogen atom from α to β sites over bilayer
graphene surface.
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(a) Moving H atom from α site to the center
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(b) Moving H atom from β site to the center
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Fig. 5.6 Energy (E,eV ) of moving hydrogen atom from α , β , and the halfway sites to the
center of hexagonal ring over bilayer graphene surface.
84
5.2 Hydrogen atom on a graphene bilayer
of the detailed energetics of two H atoms on graphene [? ]) to make reasonable estimates of
how the vicinity of other atoms modify these barriers. Our basic assumption is that when a
H atom attempts to break an A-B bond (two H atoms sitting on nearest-neighbour C atoms) a
pair binding energy Eb ≈ 1.4 eV has to be paid. This is the energy required to change an A-B
H pair into an A–A or B–B configuration as shown in Fig.??. The migration activation barrier
will now be given by:
∆α(β )m′ = ∆
α(β )
m +Eb (5.1)
and the desorption barrier by
∆α(β )d′ = ∆
α(β )
d +Eb. (5.2)
We will assume that these values hold regardless of the number of atoms and form of the
cluster from where the H atom attempts to detach itself. Also we will ignore the binding
energy or attraction exerted at distances longer than a single C-C bond, in particular the strong
binding between H atoms in the A—B configuration (see Fig. ??. Finally, we will assume that
the attempt rates are not modified by the presence of other H atoms. When interpreting the
results one should thus keep in mind that these simplifications might reduce the likelihood for
formation of clusters.
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Fig. 5.7 Energy map (E,eV ) of moving hydrogen atom on bilayer graphene surface.
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5.2.4 Vibrational frequencies
Important characteristics of impurities in materials are their vibrational frequencies, which are
known to be dependent on the particular site occupied by a given impurity in the crystal and
on its interactions with the nearby host atoms. In our calculations, the question arises whether
the oscillator frequencies associated to an impurity located at a given site can be extracted
by assuming the host carbon atoms fixed in the relaxed geometry. This is in fact a method
frequently employed to calculate vibrational frequencies of impurities in materials.
To calculate these vibrational frequencies, at the outset, we have discussed the lowest-
energy configuration for the hydrogenic impurities on a bilayer graphene sheet, as derived
from our DFT calculations on the two α , and β sites. The hydrogen binds to an carbon atom,
which relaxes out of the sheet plane by 0.48 Å, with a bond distance between carbon and
hydrogen of 1.13 Å, as shown in Figure (5.3). These results are in line with those reported
in the literature, and in particular with the breaking of a π bond and producing an additional
σ bond, changing the hybridization of the involved C atom from sp2 to sp3. Assuming the
host C atoms fixed in the relaxed geometry, one can calculate vibrational frequencies for the
impurity in a harmonic approximation. Thus, we find for hydrogen a frequencies on the two
α , and β bilayer graphene sites:
Table 5.1 Hydrogen frequency ω⊥ for stretching of the C-H bond (perpendicular to the bi-
layer graphene surface) and ω∥ for vibrations parallel to the bilayer graphene surface (twofold
degenerate).
ω⊥(cm−1) ω∥(cm−1)
H on α site 2368.1969 1161.3874
H on β site 2371.4863 1164.3152
5.2.5 Desorption and migration rate
The jump frequencies for the the hydrogenic impurities can be deduced from the correspond-
ing υ by the equation:
υ = υ◦ ∗ exp(−∆EbkBT ) (5.3)
where υ◦ is the vibration frequency , and ∆Eb is the energy barrier.
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Fig. 5.8 Escape, and diffusion rate of hydrogen atom on bilayer graphene surface.
Shown in Figure (5.8), is the rate for the hydrogenic impurities for desorption and migra-
tion over bilayer surface as a function of the inverse temperature. Data were derived from the
desorption and migration energy barriers displayed in Figure (5.4, and 5.5), using the Hydro-
gen vibrational frequencies ω⊥ and ω∥ in Table (5.1).
At T= 500 K, the jump rate for hydrogen results to be larger than that for deuterium, which
in turn is higher than that found in the classical limit, as expected from the change in effective
free-energy barrier discussed above. At 300 K, the jump rate for hydrogen is found to be 11.6
s−1, about 20 times larger than the value found in the classical calculation. The influence
of quantum effects on hydrogen diffusivity increases as temperature is lowered, as could be
expected; but the jump rate itself becomes very small. In fact, at 200 K, the calculated rate for
hydrogen kH is less than 10−4 s−1. On the contrary, at high temperatures kH converges to the
classical result, and the difference between both becomes unobservable at T larger than 1000
K. At this temperature, we find kH= 2.0×109 s−1.
5.2.6 Pair-wise interaction between H atoms
Another necessary ingredient in the OKMC calculations is the interaction energy between
pairs of H atoms. This has been calculated before [? ]. Here, for completeness, we present
the result of our calculation for a graphene mono-layer. As can be seen, the interaction energy
strongly depends on whether the pair of atoms is placed on the same or different sublattices.
When situated on the same sublattice the binding energy is negligible. However, when placed
on different sublattices the binding energy can be as high as 1.4 eV at near-neighbour distance.
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Fig. 5.9 Distribution of hydrogen lifetime over graphite surface at 273, 280, 290, 300, 310,
320, 330, 340, and 360 K with C=0.005 (Hα /Cα site), and C=0.005 (Hβ /Cβ site).
88
5.2 Hydrogen atom on a graphene bilayer
Nu
mb
er 
of 
H 
ato
ms
0
5
10
15
20
25
30
35
40
45
Time (s)
100 1,000 1e+04 1e+05
Adsorption over α sublattice sites 
Adsorption over β sublattice sites 
Desorption from α sublattice sites 
Desorption from β sublattice sites 
T= 273 K 
Nu
mb
er 
of 
H 
ato
ms
0
5
10
15
20
25
30
35
40
45
Time (s)
100 1,000 1e+04
Adsorption over α sublattice sites 
Adsorption over β sublattice sites 
Desorption from α sublattice sites 
Desorption from β sublattice sites 
T= 280 K 
Nu
mb
er 
of 
H 
ato
ms
0
5
10
15
20
25
30
35
40
45
Time (s)
10 100 1,000 1e+04
Adsorption over α sublattice sites 
Adsorption over β sublattice sites 
Desorption from α sublattice sites 
Desorption from β sublattice sites 
T= 290 K
T= 290 K 
Nu
mb
er 
of 
H 
ato
ms
0
5
10
15
20
25
30
35
40
45
Time (s)
10 100 1,000
Adsorption over α sublattice sites 
Adsorption over β sublattice sites 
Desorption from α sublattice sites 
Desorption from β sublattice sites 
T= 300 K 
Nu
mb
er 
of 
H 
ato
ms
0
5
10
15
20
25
30
35
40
45
Time (s)
1 10 100
Adsorption over α sublattice sites 
Adsorption over β sublattice sites 
Desorption from α sublattice sites 
Desorption from β sublattice sites 
T= 310 K 
Nu
mb
er 
of 
H 
ato
ms
0
5
10
15
20
25
30
35
40
45
Time (s)
1 10 100
Adsorption over α sublattice sites 
Adsorption over β sublattice sites 
Desorption from α sublattice sites 
Desorption from β sublattice sites 
T= 320 K 
Nu
mb
er 
of 
H 
ato
ms
0
5
10
15
20
25
30
35
40
45
Time (s)
0.1 1 10
Adsorption over α sublattice sites 
Adsorption over β sublattice sites 
Desorption from α sublattice sites 
Desorption from β sublattice sites 
T= 330 K 
Nu
mb
er 
of 
H 
ato
ms
0
5
10
15
20
25
30
35
40
45
Time (s)
0.1 1 10
Adsorption over α sublattice sites 
Adsorption over β sublattice sites 
Desorption from α sublattice sites 
Desorption from β sublattice sites 
T= 340 K 
Nu
mb
er 
of 
H 
ato
ms
0
5
10
15
20
25
30
35
40
45
Time (s)
0.01 0.1 1
Adsorption over α sublattice sites 
Adsorption over β sublattice sites 
Desorption from α sublattice sites 
Desorption from β sublattice sites 
T= 360 K 
Fig. 5.10 Distribution of hydrogen lifetime over graphite surface at 273, 280, 290, 300, 310,
320, 330, 340, and 360 K with C=0.01 (Hα /Cα site), and C=0.01 (Hβ /Cβ site).
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Fig. 5.11 Distribution of hydrogen lifetime over graphite surface at 273, 280, 290, 300, 310,
320, 330, 340, and 360 K with C=0.05 (Hα /Cα site), and C=0.05 (Hβ /Cβ site).
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Fig. 5.12 Distribution of hydrogen lifetime over graphite surface at 273, 280, 290, 300, 310,
320, 330, 340, and 360 K with C=0.1 (Hα /Cα site), and C=0.1 (Hβ /Cβ site).
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Fig. 5.13 Distribution of hydrogen lifetime over graphite surface at 273, 280, 290, 300, 310,
320, 330, 340, and 360 K with C=0.2 (Hα /Cα site), and C=0.2 (Hβ /Cβ site).
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Fig. 5.14 Desorption lifetime of hydrogen atoms over graphite surface at 273, 280, 290, 300,
310, 320, 330, 340, 350, and 360 K with C=0.05 (Hα /Cα site), and C=0.05 (Hβ /Cβ site).
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Fig. 5.15 Screenshot of hydrogen lifetime distribution over graphite surface at 300 K with
C=0.005 (Hα /Cα site), and C=0.005 (Hβ /Cβ site).
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Fig. 5.16 Screenshot of hydrogen lifetime distribution over graphite surface at 300 K with
C=0.010 (Hα /Cα site), and C=0.010 (Hβ /Cβ site).
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Fig. 5.17 Screenshot of hydrogen lifetime distribution over graphite surface at 300 K with
C=0.050 (Hα /Cα site), and C=0.050 (Hβ /Cβ site).
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Fig. 5.18 Screenshot of hydrogen lifetime distribution over graphite surface at 300 K with
C=0.100 (Hα /Cα site), and C=0.100 (Hβ /Cβ site).
96
5.2 Hydrogen atom on a graphene bilayer
0 min 5 min 10 min
15 min 20 min 30 min
45 min 60 min 75 min
Fig. 5.19 Screenshot of hydrogen lifetime distribution over graphite surface at 300 K with
C=0.200 (Hα /Cα site), and C=0.200 (Hβ /Cβ site).
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5.3 Kinetic Monte Carlo results
The conclusion that can be drawn from the previous calculations is that H atoms can migrate
from α to β sites with a significantly different probability which will certainly favour a higher
concentration of H atoms on one sublattice over the other. The question that needs to be
addressed is how long it takes and whether or not this occurs before all H atoms desorb or
group together forming clusters which are very stable. This question can be answered through
OKMC calculations. In order to study the dynamics of H atoms on graphite, we have imple-
mented a kinetic Monte Carlo algorithm that includes a total of seven events, as shown in table
5.2. Initially, a random distribution of H atoms for the concentration to be studied is created
on a graphene lattice. A H atom can either jump to a neighboring location or desorbe from the
graphene layer. The rate of migration is given by the migration energies calculated using DFT,
as explained above, and by the attempt frequency, calculated from the energy curves near the
minima. Both the migration energy as well as the attempt frequency for migration will depend
on the location of the H atom, an α or a β site. The values used in the calculations presented
here are given in table 5.2.
After every H jump it is necessary to check if other H atoms are located in the vicinity.
We consider the formation of a H-H cluster when two H atoms are located first or second
nearest neighbours from each other on different sublattices. These H-H clusters are considered
immobile in the calculation and also can not desorb from the surface. However, they can
dissociate by a H jumping to a neighboring site. The dissociation energy would be the sum
of the binding energy between the two H atoms and the migration energy. We consider the
possibility of a H atom migrating to an α site or to a β site, as shown in table 5.2.
The second type of event that a H atom can perform is the desorption from the surface.
The activation energy for desorption, as well as the attempt frequency are also given in table
5.2.
This algorithm allows us to follow the concentration of H atoms in alpha and beta sites as
a function of time, the number of H atoms that are being desorbed from the graphene layer
and the number of clusters formed. We have performed calculations for different initial H
concentrations and different temperatures.
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Table 5.2 Events included in the kinetic Monte Carlo calculation. Activation energy (in eV )
and attempt frequencies (in s−1) for each type of event, as obtained from the DFT calculations.
Migration from A site 0.80 3×3.5e13
Migration from B site 0.89 3×3.5e13
Desorption from a A site 0.95 7e13
Desorption form a B site 1.04 7e13
Formation of a H-H cluster diffusion limited
Dissociation of a H-H to A 2.20 3.5e13
Dissociation of a H-H to B 2.29 3.5e13
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Appendix A
The description of the parameters used in
the SIESTA code
Our calculations are based on the density functional theory (DFT) [108, 109] framework us-
ing the SIESTA code [147, 148]. We are mostly interested here in multilayer graphene and
graphite where dispersion (van der Waals) forces due to long-range electron correlation ef-
fects play a key role in the binding of the graphene layers. Therefore we use the exchange
and correlation nonlocal van der Waals density functional (vdW-DF) of Dion et al. [149] as
implemented by Román-Pérez and Soler [150, 151].
To describe the interaction between the valence and core electrons we used norm-conserved
Troullier-Martins pseudopotentials . The cutoff radii were 1.56 for both the s and p compo-
nents in C, and 1.25 for the s component in H [152]. The pseudopotentials were generated
using the following reference
configurations: 2s2 2p2 for C, and 1s1 for H
To expand the wavefunctions of the valence electrons, a double-ζ plus polarization (DZP)
basis set was used [153]. We experimented with a variety of LCAO basis sets and found that,
for both graphene and graphite, the DZP produced high-quality results.
The plane-wave cutoff energy for the wavefunctions was set to 500 Ryd. For the Bril-
louin zone sampling we use 4× 4× 2 Monkhorst-Pack k-mesh for the 12× 12× 1 single-
layer and bilayer graphene supercells. And we use the Brillouin zone sampling 100×100×2
Monkhorst-Pack k-mesh for the 2×2×1 single-layer and bilayer graphene supercells.
We have also checked that the results are well converged with respect to the real space
grid. Regarding the atomic structure, the atoms are allowed to relax down to force tolerance
of 0.005 eV/Å.
For charged systems, all supercells are large enough to ensure that the vacuum space is at
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least 99 Å so that the interaction between functionalized graphene layers and their periodic
images can be safely avoided [154]. The amount of charging is positive charging, i.e. electron
depletion (Q > 0), in units of electron (e) per unit cell. Average surface charge is specified as
(σ = Q/no. of atoms), i.e the charge per the number of atoms in the surface layer (the charged
layers).
For the hydrogen-graphitic system, the spin polarization was included in the calculations
because, as discussed in the introduction, hydrogenation is expected to induce magnetism
in the single-layer and bilayer graphene. All supercells are large enough to ensure that the
vacuum space is at least 25 Å so that the interaction between functionalized graphene layers
and their periodic images can be safely avoided.
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