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Als Lebensraum von Pﬂanzen, Tieren und Menschen erfüllen Landschaften vielfältige
Funktionen. Insbesondere der Mensch, begründet durch seine Grunddaseinsfunktionen,
stellt mannigfaltige und oft konkurrierende Nutzungsansprüche an die Landschaft. Das
führt zu einem zunehmenden Eingriﬀ des Menschen in seine natürliche, ökonomische
und soziale Umwelt, dessen Auswirkungen auf die in ihr ablaufenden Prozesse immer
schwieriger vorherzusehen sind (Fürst & Kiemstedt, 1997). Für das raumplanerische
Handeln im Sinne einer querschnittsorientierten Planung heißt das, die aus den einzelnen
Ansprüchen resultierenden Folgen menschlicher Nutzung bzw. Eingriﬀe zu bewerten und
gegeneinander abzuwägen, mit dem Ziel, zuwiderlaufende Nutzungskonﬂikte zu lösen
(Fürst & Kiemstedt, 1997).
Bewerten bedeutet dabei, die nutzungsabhängige Eignung von Flächen auf der Grund-
lage eines landschaftsspeziﬁschen Wertesystems zu beurteilen (Zöllitz-Möller, 2001).
Die Entwicklung bzw. Operationalisierbarkeit solcher Wertesysteme oder Leitbilder ist
Gegenstand aktueller landschaftsökologischer Forschung und derzeit noch nicht einver-
nehmlich gelöst (vgl. Bossel, 1999; Bastian, 1999; Mosimann, 2001; Löffler &
Steinhardt, 2004). Für die Durchführung einer Landschaftsbewertung bedarf es ne-
ben dem Leitbild, das die gesellschaftlichen Ansprüche an die Landschaft repräsentiert
(Werte-Ebene), auch einer naturwissenschaftlichen Grundlage (Sach-Ebene), die die Aus-
wirkungen der Nutzungsansprüche auf das Ökosystem objektiv beschreibt. Das hier vor-
gestellte Landnutzungsmanagementsystem LUMASS integriert entsprechende Verfahren
zur Abschätzung von Boden- und Gewässerbelastungen (vgl. Kapitel 1.1). Auf dieser
Basis ist schließlich ein Soll-Ist-Vergleich, also die Bewertung im eigentlichen Sinne,
durchführbar (Bastian, 1999).
1.1 Problemstellung
Vor dem Hintergrund des einführend angedeuteten Planungskontexts fokussiert die vor-
liegende Arbeit die naturwissenschaftliche Beschreibung ﬂächenspeziﬁscher Nutzungs-
eignungen als Grundlage von Landschaftsbewertungen und die sich daran anschließende
Problematik der optimalen Landnutzungsverteilung im Raum. Die konkrete Problem-




Aufgrund der unüberschaubaren Komplexität landschaftlicher Ökosysteme ist die inte-
grale Bewertung einer Landschaft unmöglich. Es bedarf deshalb konkreter inhaltlicher
Vorgaben, welche Prozesse oder Funktionen einer Bewertung unterzogen werden sollen.
Diese werden i. d. R. durch den Planungskontext und die Planungsebene bestimmt und
in einer wachsenden Anzahl von Gesetzen und administrativen Regelungen (z. B. Na-
turschutzgesetze, UVP-Gesetz, Bundes-Bodenschutzgesetz, EG-Richtlinien, etc.) mehr
oder weniger konkretisiert (vgl. Fürst & Kiemstedt, 1997; Zöllitz-Möller, 2001;
Barsch, 2005). So spricht das Bundes-Naturschutzgesetz z. B. von der dauerhaften Si-
cherung der  . . . Leistungs- und Funktionsfähigkeit des Naturhaushalts . . .  (BNatSchG
 1 Abs. 1). Das Gesetz über die Umweltverträglichkeitsprüfung (UVPG  2 Abs. 2) for-
dert z. B.  . . . die Ermittlung, Beschreibung und Bewertung der unmittelbaren und mit-
telbaren Auswirkungen eines Vorhabens auf . . .Boden, Wasser, Luft, Klima und Land-
schaft . . . . Das Bundes-Bodenschutzgesetz (BBodSchG  17 Abs. 2) macht u. a. konkrete
Angaben zu den  . . . Grundsätze(n) der guten fachlichen Praxis der landwirtschaftli-
chen Bodennutzung . . . , die neben Aspekten der Europäischen Wasserrahmenrichtlinie
(2000/60/EG, EU-WRRL) im Mittelpunkt dieser Arbeit stehen (s. Kapitel 3.1).
Wie wird bewertet?
Neben dem Was? ist die Frage des Wie? von entscheidender Bedeutung. Die objek-
tive Beschreibung bzw. Beurteilung landschaftshaushaltlicher Prozesse setzt Kenntnis-
se über deren grundlegende Funktionsweise und Mechanismen voraus. Damit geht die
Frage des Wie im weitesten Sinne über den reinen planerisch-praktischen Kontext hin-
aus. Sie berührt vielmehr einen zentralen Inhalt wissenschaftlicher landschaftsökologi-
scher Forschung, nämlich die kompartimentübergreifenden Zusammenhänge, Prozesse
und Wirkungen im Landschaftsraum (Mosimann, 1999). Das zeigt sich in einer Viel-
zahl aktueller Arbeiten; beispielhaft seien hier die Beiträge in Glawion & Zepp (2000)
angeführt. Methodisch wird die Erfassung und Beschreibung komplexer Landschaftsöko-
systeme dabei durch ihre abstrahierte und vereinfachte Abbildung mit Hilfe von ökolo-
gischen Modellen vorgenommen (Steinhardt, 2005). Als wissenschaftliches Werkzeug
dienen sie insgesamt dem Verständnis von Ökosystemeigenschaften (Jørgensen, 1994);
ihre Vorteile bzw. der Nutzen ihres Einsatzes werden von Jørgensen (1994, S. 9) wie
folgt zusammengefasst:
1. Modelle sind ein nützliches Instrument für die Erfassung komplexer Systeme.
2. Modelle können zur Aufdeckung von Systemeigenschaften eingesetzt werden.
3. Modelle oﬀenbaren Wissenslücken und können deswegen zur Festlegung von For-
schungsschwerpunkten verwendet werden.
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4. Modelle können zur Überprüfung wissenschaftlicher Hypothesen eingesetzt werden,
indem simulierte Ökosystemreaktionen mit Beobachtungen verglichen werden.
Der Modellierungsansatz wird von Leser (1997, S. 75 f.) gar als Notwendigkeit er-
achtet und durch eine Reihe von Gründen untermauert. Im Rahmen dieser Arbeit ist
dabei insbesondere seine Bedeutung für die  . . . Simulation des Ökosystemverhaltens
nach anthropogenen Steuerungseingriﬀen . . .  und damit als  . . . Arbeitsinstrument für
Planung und Umweltmanagement (z. B. Entwicklung von Planungs- und Steuerungsstra-
tegien für umweltverändernde Nutzungen und Maßnahmen) . . .  (Leser, 1997, S. 76)
hervorzuheben.
Bezogen auf die Ausgangsfrage nach demWie? ist also festzuhalten, dass mit Hilfe von
landschaftshaushaltlichen Modellen die naturwissenschaftliche Grundlage (Sach-Ebene)
für die Landschaftsbewertung gelegt werden kann. Für den rationellen Einsatz in der
Planungspraxis ergibt sich allerdings das Problem, dass sie trotz ihrer Bedeutung bisher
nur in geringem Maße Eingang in Geographische Informationssysteme (GIS) gefunden
haben (Duttmann, 1999a) und damit für eine eﬃziente Anwendung i. d. R. nicht zu-
gänglich sind.
Wie werden Nutzungsansprüche optimal im Raum verteilt?
Auf den ersten Blick ist die Frage relativ leicht zu beantworten: Die einzelnen Nutzungen
werden denjenigen Flächen zugeordnet, die für sie die beste Eignung, also die günstigste
Bewertung aufweisen. Wie geht man aber vor, wenn zwei konkurrierende Nutzungsan-
sprüche bei der gleichen Fläche die jeweils günstigste Bewertung aufweisen? Wie kommt
man zu einer Entscheidung, wenn die Anzahl der möglichen Nutzungen steigt und zu-
sätzliche Kriterien z. B. hinsichtlich vorgegebener Flächenanteile und des ökonomischen
Nutzens berücksichtigt werden müssen? Es ist leicht vorstellbar, dass daraus eine schlecht
oder unstrukturierbare Entscheidungssituation entstehen kann.
Vor allem in den Wirtschaftswissenschaften und der Operationsforschung aber auch in
den Ingenieurswissenschaften werden vergleichbare Entscheidungsprobleme mit den ma-
thematischen Methoden des Multiobjective Decision Making (MODM) bearbeitet (vgl.
Steuer, 1986; Terlaky & Roos, 2002; Collette & Siarry, 2003). Sie ﬁnden eben-
falls Anwendung im Rahmen von Planungsvorhaben, werden dort aber nur in begrenztem
Umfang eingesetzt. Nach Janssen (1996, S. 155, leicht verändert) ist dies hauptsäch-
lich auf (i) die Komplexität der Methoden, (ii) die unzureichende Ergebnispräsentation
und (iii) die Schwierigkeiten beim direkten Einsatz der Methoden durch den Entschei-
dungsträger bzw. Planer zurückzuführen. Ein weiterer Grund ist die derzeit immer noch
ungenügende Integration entsprechender Verfahren in gängige GIS-Systeme (vgl. Gra-
baum, 1996; Eastman, 2003) (s. auch Kapitel 2). Die Bearbeitung raumbezogener
Optimierungsprobleme erfordert daher immer noch eine meist umständliche, teils ma-
nuelle Konvertierung der jeweiligen Arbeitsergebnisse, um den Anforderungen an die
speziﬁschen Datenstrukturen der beteiligten Systeme gerecht zu werden.
4 1 Einführung
Fazit
Planung und Landschaftsmangement wird in stärker vom Menschen verän-
derten Landschaften nicht einfacher, sondern schwieriger. Je mehr die Land-
schaft von natürlich entwickelten Kontrollmechanismen abgekoppelt wird (je
naturfremder Systeme also funktionieren), desto wichtiger werden leistungs-
fähige Werkzeuge, mit denen Landschaften überwacht, analysiert, modelliert
und nötigenfalls restauriert werden können. (Wüthrich, 2005, S. 11, mit
Bezug auf Odum, 1980)
Die Entwicklung neuer GIS-gestützter Methodiken und Werkzeuge im Rahmen der
angedeuteten Problemfelder in Wissenschaft und Praxis, ist eine wichtige Aufgabe und
Entwicklungsperspektive der angewandten landschaftsökologischen Forschung (Mosi-
mann, 1999). Die vorliegende Dissertation stellt sich dieser Herausforderung und rückt
dabei die folgenden Themenfelder in den Mittelpunkt (Mosimann, 1999, S. 21, ver-
ändert): (i) Die Einbindung bzw. Kopplung von Simulationsmodellen und GIS, (ii) die
Entwicklung von Methoden zur Auﬃndung stoiefernder Flächen und (iii) die Entwick-
lung von Methoden zur Generierung funktional optimaler Nutzungsmuster.
1.2 Zielsetzung und Aufbau der Arbeit
Das Ziel der vorliegenden Dissertation ist die Konzeption und Entwicklung eines räum-
lichen Entscheidungsunterstützungssystems als Werkzeug für die nachhaltige Landnut-
zungsplanung. Dabei stehen insbesondere Aspekte des Boden- und Gewässerschutzes
gemäß Bundes-Bodenschutzgesetz und der Europäischen Wasserrahmenrichtlinie im Vor-
dergrund (s. Kapitel 3.1).
Räumliche Entscheidungsunterstützungssysteme (Kapitel 2)
Die Bezeichnung  räumliches Entscheidungsunterstützungssystem (Spatial Decision Sup-
port System, SDSS) wird in der einschlägigen Fachliteratur überwiegend unscharf ge-
braucht und ist nach Kenntnisstand des Autors derzeit noch nicht allgemein anerkannt
deﬁniert. Der erste Teil der Arbeit verfolgt deshalb das Ziel, anhand einer Stichprobe
der unüberschaubaren Fülle an Literatur zu diesem Thema, unter besonderer Berück-
sichtigung neuerer Arbeiten, die Entwicklung dieser Systeme aufzuzeigen und Gemein-
samkeiten sowie charakteristische Merkmale herauszustellen bzw. abzuleiten.
Konzeption und Implementierung des Landmanagementsystems LUMASS
(Kapitel 3)
Das Hauptziel der Arbeit ist die Konzeption und Entwicklung eines Landmanagement-
systems, das den Anforderungen an räumliche Entscheidungsunterstützungssysteme ge-
1.2 Zielsetzung und Aufbau der Arbeit 5
nügt und Lösungsansätze für die am Ende des vorigen Kapitels genannten Forschungs-
felder der angewandten Landschaftsökologie aufzeigt bzw. umsetzt. Es werden folgende
Teilziele angestrebt:
1. Die enge Kopplung landschaftshaushaltlicher Modelle und Methoden mit einem
Geographischen Informationssystem unter besonderer Berücksichtigung der Ein-
satzfähigkeit in der angewandten Forschungs- und Planungspraxis (Kapitel 3.4).
2. Die Entwicklung einer GIS-gestützten Methode zur automatisierten Lokalisierung
und Abschätzung potenzieller oberirdischer Stoﬀausträge und der ihnen zugeord-
neten Liefergebiete (Einzugsgebiete) (Kapitel 3.4.1 u. 3.4.4).
3. Die enge Kopplung von Verfahren der mathematischen multikriteriellen Optimie-
rung mit einem Geographischen Informationssystem, zur automatisierten Gene-
rierung und kartographischen Darstellung optimaler Landnutzungsmuster (Kapi-
tel 3.5.2).
Anwendung und Ergebnisse (Kapitel 4)
Im Schlussteil der Arbeit wird die beispielhafte Anwendung des hier vorgestellten Land-
managementsystems demonstriert und kritisch diskutiert. Dabei steht neben der Land-
nutzungsoptimierung der Einsatz der neu entwickelten bzw. erweiterten Methode zur
Stoﬀaustragsprognose im Vordergrund. Sie wird mit gemessenen und kartierten Daten
verglichen und damit auf ihre Praxistauglichkeit überprüft. Zusätzlich wird der Einﬂuss
unsicherer Eingangsdaten auf die vorhergesagten Austragsstellen und -mengen am Bei-
spiel der digitalen Geländehöhendaten mit Hilfe stochastischer Simulationen untersucht.
Abschließend wird in einem schleswig-holsteinischen Untersuchungsgebiet der Arbeits-
gang bei der Landnutzungsoptimierung mit LUMASS exemplarisch vorgestellt. Da-
bei werden neben Aspekten des Bundes-Bodenschutzgesetzes und der Europäischen
Wasserrahmenrichtlinie (s. Kapitel 3.1) ebenfalls Belange der sog. Cross Compliance-
Verordnung (2003/1782/EG) bei der Optimierung der Landnutzungsverteilung berück-
sichtigt.
Fazit und Ausblick (Kapitel 5 u. 6)
Die anschließenden Kapitel verfolgen eine kritische Diskussion des Gesamtansatzes der




Die Erfassung, Analyse und Präsentation von Geodaten ist im Rahmen räumlicher
Planungen (z. B. Raumordnungsprogramme, Regionalpläne, Flächennutzungspläne) und
Dienstleistungen (z. B. Agrarberatung) von entscheidender Bedeutung. Eine Aufgabe,
die ohne den Einsatz Geographischer Informationssysteme (GIS) heutzutage undenkbar
scheint. Die Mannigfaltigkeit der Planungsaufgaben und der damit einhergehende Be-
darf an unterschiedlichsten analytischen Funktionen und Modellen korreliert dabei mit
der Komplexität des Planungsgegenstandes  der Landschaft. Trotz der Fülle an leis-
tungsfähigen Funktionen und Werkzeugen, die gängige GIS zur Verfügung stellen (vgl.
Maguire et al., 1993a; Burrough & McDonnell, 1998; Bill, 1999; Bartelme,
2000), ist ihre Funktionalität vor diesem Hintergrund notwendigerweise begrenzt (s. Ka-
pitel 2.1). Zur Realisierung umfangreicher und komplexer Planungsaufgaben werden GIS
deshalb um zusätzliche Komponenten (s. Kapitel 2.2 und 2.3) zu raumbezogenen Ent-
scheidungsunterstützungssystemen (Spatial Decision Support System, SDSS) erweitert
(vgl. Fedra & Reitsma, 1990; Carver, 1991; Densham, 1993; Jankowski, 1995).
Je nach Anwendungsfeld werden diese beispielsweise als Landnutzungs-, Landschafts-
oder Landmanagementsysteme (LMS) (z. B. Duttmann & Herzig, 2002) oder auch
als umweltbezogene Entscheidungsunterstützungssysteme (Environmental Decision Sup-
port System, EDSS) bezeichnet (z. B. Reitsma & Carron, 1997; Van der Perk
et al., 2001).
Die Abgrenzung dieser Systeme zu herkömmlichen GIS, ihre strukturellen und funktio-
nalen Merkmale sowie die aktuellen Entwicklungen in diesem Bereich, sind Gegenstand
der folgenden Kapitel.
2.1 Von GIS zu räumlichen
Entscheidungsunterstützungssystemen
Schaut man sich Deﬁnitionen von GIS oder deren Einsatzfelder in gängigen Lehrbüchern
an, ﬁndet man immer wieder Begriﬀe wie Planung, Management, Optimierung oder
Decision Support (DS) (Maguire et al., 1993b; Bill, 1999). Cowen (1988, S. 1554)
bezeichnet GIS z. B. als
. . . decision support system involving the integration of spatially referenced
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data in a problem solving environment.
Da nach Fedra & Reitsma (1990) keine universell akzeptierte Deﬁnition des Begriﬀes
Entscheidungsunterstützungssystem (Decision Support System, DSS) existiert, könnten
darunter fast alle rechnergestützten Systeme subsummiert werden, die in der Lage sind,
den Anwender in seiner Entscheidungsﬁndung zu unterstützen  z. B. Datenbankma-
nagementsysteme (DBMS), Simulationsmodelle, mathematische Optimierungsverfahren
oder GIS. Die umfangreichen Forschungsarbeiten der letzten 15 Jahre auf diesem Gebiet
zeigen allerdings, dass im Allgemeinen die Funktionalität eines SDSS deutlich über die
eines GIS hinausgeht (z. B. Scholten & Stillwell, 1990a; Smith & Jiang, 1993;
Janssen, 1996; Yialouris et al., 1997; Thill, 1999; Pullar, 1999; Joerin & Mu-
sy, 2000; Robinson et al., 2002; Marinoni, 2005). Um die Besonderheiten und Un-
terschiede von SDSS gegenüber GIS herauszustellen, ist es notwendig, zunächst einen
kurzen Blick auf die Entwicklung und Funktionaltiät von GIS selbst zu werfen. Eine aus-
führliche Darstellung der GIS-Entwicklung, auf die sich der nächste Abschnitt bezieht,
ﬁndet sich bei Coppock & Rhind (1993).
GIS-Entwicklung
Eine wesentliche Triebfeder für die Entstehung der ersten GIS (s. Tabelle 2.1) in den
1960er und 1970er Jahren waren im weitesten Sinne Fragen des Landmanagements. Im
Gegensatz zu aktuellen Forschungsfragen der Landschaftsmodellierung und -bewertung
(z. B. Duttmann et al., 2005) stand damals die rein kartographische Erfassung und
Darstellung von Landnutzung und -bedeckung sowie die Verteilung natürlicher Ressour-
cen im Vordergrund. Die Funktionalität dieser Systeme beschränkte sich deshalb, mit
Ausnahme des Canadian Geographic Information System (CGIS), überwiegend auf die
Darstellung und die Ausgabe von Karten. Das lag unter anderem daran, dass nur sehr
wenig quantitative Daten verfügbar waren und dass kaum adäquate Methoden zu deren
Verarbeitung vorlagen (Burrough & McDonnell, 1998). Parallel zu den rasanten
Fortschritten in der Computerhard- und Software, wie z. B. die Entwicklung relationaler
Datenbankmangementsysteme (RDBMS) und den Entwicklungen im Bereich der räum-
lichen Datenanalyse, wie etwa den Overlay-Funktionen, erweiterte sich auch der Funkti-
onsumfang von GIS erheblich. Zu Beginn der 1990er Jahre erreichten die Systeme einen
Funktionsumfang, der dem heutiger GIS grundsätzlich sehr ähnlich ist (vgl. Scholten
& Stillwell, 1990b): Datenein- und -ausgabe, Verwaltung der Geometrie- und Sach-
informationen, Datenabfragen, einfache statistische Analysen, Distanz- und Flächenbe-
rechnungen, Adress-Matching, Netzwerkanalysen, Puﬀerzonengenerierung, etc.
Vor dem Hintergrund wachsenden Umfangs und zunehmender Komplexität räumlicher
Planungsaufgaben (vgl. Schaller, 1990; Geertman & Toppen, 1990), stiegen in dem
gleichen Zeitraum aber auch die Ansprüche an die räumlich-analytischen Funktionen
eines GIS. So fordert Clarke (1990, S. 165) . . . the incorporation of more powerful,
value adding, analytical techniques. Openshaw (1990, S. 154) konstatiert: Many people




pock & Rhind, 1993).
Jahr System Nation
1960er Canadian Geographic Information
System (CGIS)
Kanada
1966 Comprehensive Uniﬁed Land Data
System (CULDATA)
USA
1970 Rural Land Use Information System
(RLUIS)
GB
1973 Geographical Information Retrieval
and Analysis System (GIRAS)
USA
1976 Minnesota Land Management Infor-
mation System (MLMIS)
USA
ﬁnd that pattern analysis and description is not particularly useful in their search for
process knowledge and causal understanding.
Ergänzung und Erweiterung von GIS
Ab Ende der 1980er Jahre werden ergänzend zur GIS-Anwendung verstärkt weitere
Techniken und Methoden zur räumlichen Analyse und Bewertung eingesetzt. Diese sind
hauptsächlich den Bereichen Mathematik/Statistik, Modellierung und Entscheidungs-
unterstützung (Decision Support, DS) zuzuordnen (vgl. Abbildung 2.1, S. 11).
Mathematik/Statistik Die mathematischen und statistischen Methoden bilden da-
bei nicht nur für die Modellierung und Entscheidungsunterstützung eine fundamentale
Grundlage, sondern auch für die Weiterentwicklung der analytischen GIS-Funktionalität.
Ein gutes Beispiel ist die Theorie der unscharfen Mengen (Fuzzy Sets) von Zadeh (1965).
Analytisch-explorative Anwendungen aus dem Bereich der Landschaftsbewertung und
der Regionalisierung von Bodeneinheiten ﬁnden sich dazu z. B. bei Grabaum & Stein-
hardt (1998) und Zhu et al. (2001). Jiang & Eastman (2000) und Li et al. (2005)
zeigen dagegen den Einsatz von Fuzzy Sets in Kombination mit Methoden der Entschei-
dungsunterstützung. Aber auch den zunehmend Beachtung ﬁndenden Problemen der
Datenunsicherheiten bei der Modellierung von Geoobjekten wird mit Fuzzy Sets begeg-
net. Morris (2003) kombiniert z. B. in dem Fuzzy Object Oriented Spatial Boundary
and Layer System (FOOSBALL) die Anwendung von Fuzzy Sets mit objektorientierten
Datenbanken zur Speicherung, Verarbeitung und Darstellung unscharfer Geodaten.
Die Beurteilung von Auswirkungen unsicherer oder fehlerhafter Eingangsdaten auf Er-
gebnisse von GIS-Funktionen oder Modellanwendungen kann mit Hilfe klassischer statis-
tischer und geostatistischer Verfahren vorgenommen werden. Eine ausführliche Betrach-
tung von Fehlerfortpﬂanzungen im Rahmen von GIS-Operationen ﬁndet sich bei Heu-
velink (1998). Aerts et al. (2003) zeigen mit Hilfe von Monte Carlo-Simulationen
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den Einﬂuss unsicherer Eingangsdaten auf das Ergebnis eines multikriteriellen Opti-
mierungsverfahrens. Ähnliche Methoden ﬁnden auch bei der Entwicklung von Modellen
Anwendung, um den Einﬂuss einzelner Faktoren eines Modells auf das Modellergebnis
abschätzen zu können (Sensitivitätsanalyse) (z. B. Emmi & Horton, 1996; Crosetto
& Tarantola, 2001).
Modellierung Die Erweiterung der Methodenpalette von GIS im Bereich der räum-
lichen Datenanalyse und -verarbeitung wird vielfach durch die Kopplung oder Integra-
tion von Fachmodellen unterschiedlichster Art erreicht. Die Spanne der eingesetzten
Modelle ist breit und reicht von empirischen bis zu physikalisch basierten Modellen,
die häuﬁg auch in Kombination miteinander eingesetzt werden (vgl. Brimicombe &
Bartlett, 1996; Frysinger et al., 1996; Pullar, 2003; Garcia, 2004). Zusätz-
lich ﬁnden auch Methoden der künstlichen Intelligenz, wie z. B. zelluläre Automaten
(Clarke & Olsen, 1996) oder neuronale Netze (Lam & Pupp, 1996) Anwendung. Ne-
ben fachlich-inhaltlichen Aspekten werden auch methodisch-technische Gesichtspunkte,
wie z. B. die Implementierung von Modellen oder die Kopplung mit GIS, thematisiert.
Wickenkamp et al. (1996), Reitsma & Carron (1997) und Fall et al. (2001)
zeigen z. B. die Anwendung objektorientierter Modellierungssoftware und -techniken zur
Lösung raumbezogener Probleme. Mit der Entwicklung generischer Kopplungs- bzw. In-
tegrationsstrategien von GIS und Modellen beschäftigen sich u. a. Taylor et al. (1999)
und Sengupta & Bennett (2003).
Decision Support Für die Lösung komplexer, unstrukturierter räumlicher Entschei-
dungsprobleme (sog. ill structured problems), wie z. B. das Finden einer optimalen Land-
nutzungsverteilung unter Berücksichtigung verschiedener Kriterien und konkurrierender
Zielvorstellungen (vgl. Janssen & Rietveld, 1990; Grabaum & Meyer, 1997), wer-
den GIS um Methoden der Entscheidungssunterstützung erweitert. Dies sind vor allem
Verfahren des Multi-Criteria Decision Making (MCDM). Dabei werden sich z. T. wider-
sprechende Ziele, z. B. Ertragsmaximierung bei gleichzeitiger Kostenminimierung, durch
mathematische Funktionen (Zielfunktionen) repräsentiert. Die gleichzeitige Optimierung
(Minimierung oder Maximierung) aller Zielfunktionen ergibt dann die optimale Lösung
des Problems (s. Kapitel 3.5.1). Die Menge der zulässigen Lösungen kann dabei durch die
Formulierung zusätzlicher Nebenbedingungen auf eine Menge von Alternativen begrenzt
werden, die deﬁnierte Anforderungen hinsichtlich ihrer Attribute, Geometrie und/oder
Topologie erfüllen. Beispiele für die Anwendung von MCDM in Kopplung mit GIS lie-
fern u. a. Tkach & Simonovic (1997); Keisler & Sundell (1997); Pullar (1999);
Kwaku Kyem (2001); Chakhar & Martel (2003).
Neben den Methoden des MCDM werden auch Expertensysteme (Expert System, ES)
zur Lösung komplexer räumlicher Entscheidungsprobleme eingesetzt (vgl. Yialouris
et al., 1997; Clayton & Waters, 1999; Eldrandaly et al., 2003; Löwe, 2004).
Diese speichern problemspeziﬁsches Expertenwissen in Form von Wenn-dann-Regeln



















Abbildung 2.1: Methoden und Techniken, die zur funktionalen Erweiterung von GIS
eingesetzt werden.
und unterstützen auf dieser Grundlage mit Hilfe von Schlussfolgerungstechniken mensch-
liche Entscheidungen (vgl. Hoffmann, 1998).
Weitere Entwicklungen
Mit dem Boom des Internets ab Mitte der 1990er Jahre, werden auch zunehmend
internet-basierte räumliche Entscheidungsunterstützungssysteme (Web-based Spatial De-
cision Support System, WebSDSS) entwickelt. Die netzbasierte Implementierung dient
dabei der Verbesserung
• der Erreichbarkeit und Verfügbarkeit von Geodaten,
• der Einbindung verteilter, an Entscheidungsprozessen beteiligter Gruppen und ins-
besondere
12 2 Räumliche Entscheidungsunterstützungssysteme
• der Beteiligung der Öﬀentlichkeit an Planungsprozessen
(vgl. Jankowski & Stasik, 1997; Carver, 1999). Einen Überblick über die Entwick-
lung von WebSDSS und eine Gliederung der Systeme in (i) Server-side WebSDSS, (ii) Mi-
xed Client- und Server-side WebSDSS und (iii) Client-side WebSDSS, beschreibtRinner
(2003).
Die Arbeiten von Jankowski et al. (2001) und Andrienko & Andrienko (2001)
dagegen zielen auf die Stärkung visueller Darstellungen (vor allem Karten) und Analy-
sen im Rahmen von Entscheidungsprozessen. Dazu werden dynamische kartographische
Darstellungen mit Methoden der explorativen Datenanaylse, z. B. Data Mining, und Me-
thoden des MCDM miteinander kombiniert. Mit GeoVISTA Studio stellen Takatsuka
& Gahegan (2001) eine visuelle Entwicklungsumgebung für raumbezogene lokale oder
Internetanwendungen vor. Die Zusammenstellung und Verknüpfung der funktionalen
Programmkomponenten (JavaBeansTM) erfolgt dabei nicht in Form von Quellcode im
Texteditor, sondern visuell über eine objektorientierte graphische Benutzerschnittstelle.
Im Mittelpunkt des Funktionsumfanges stehen die räumliche Analyse und die Visua-
lisierung von Geodaten. DS-Techniken, wie sie oben beschrieben worden sind, fehlen
bisher.
Spatial Decision Support Systems
Fasst man die in diesem Kapitel genannten Arbeiten zum Thema SDSS zusammen, wird
deutlich, dass ein GIS alleine oﬀenbar noch kein Entscheidungsunterstützungswerkzeug
im eigentlichen Sinne darstellt. Erst die Erweiterung durch zusätzliche analytische Kom-
ponenten macht aus einem GIS ein SDSS (vgl. Chakhar & Martel, 2003):
SDSS = GIS + x
Um welche der im vorigen Abschnitt genannten Komponenten (x) es sich dabei handelt
und welche Eigenschaften und Anforderungen sowohl in funktionaler als auch struktu-
reller Hinsicht erfüllt werden müssen, ist Thema der folgenden beiden Kapitel.
2.2 Funktionale Eigenschaften
Das 3-Phasenmodell der Entscheidungsunterstützung
Bei der Lösung von Entscheidungsproblemen sind nachWessels &Wierzbicki (2000)
drei Aspekte von zentraler Bedeutung: (i) Informationen über die Vergangenheit und die
aktuelle Situation, (ii) Kenntnis der die Entscheidungssituation beeinﬂussenden Prozesse
und der Wechselwirkungen zwischen Entscheidungen und Prozessen und (iii) der Ent-
scheidungsvorgang an sich. Im Verlauf eines Entscheidungsﬁndungsprozesses wird diesen
Aspekten im Rahmen verschiedener Phasen, die auf Simon (1960) zurückgehen, Rech-
nung getragen (vgl. Jankowski, 1995; Janssen, 1996; Reitsma & Carron, 1997;
Malczewski, 1999a,b; Makowski & Wierzbicki, 2000):
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Frühe Phase (Intelligence) Die frühe Phase ist die Phase der Problemdeﬁnition und
Vorerkundung. Hier erfolgt zunächst die Identiﬁzierung und genaue Abgrenzung
des Entscheidungsproblems. Darauf aufbauend werden dann die zur Analyse und
Bewertung des Problems heranzuziehenden Kriterien festgelegt. Anschließend wer-
den die Modelle und Methoden ausgewählt, die zur Evaluierung der Kriterien einge-
setzt werden sollen. Abschließend werden alle problemrelevanten und verfügbaren
Daten gesammelt, aufbereitet und ausgewertet.
Mittlere Phase (Design) In der mittleren Phase werden die Entscheidungsalternativen
generiert und modellgestützt bewertet. Die die Entscheidungssituation beeinﬂus-
senden Prozesse werden mit Hilfe der gewählten Modelle und Methoden analysiert
und liefern damit die Grundlage für die Entwicklung der Entscheidungsalternati-
ven. Diese werden abschließend ebenfalls unter Anwendung der Modelle anhand
der zu berücksichtigenden Kriterien bewertet.
Späte Phase (Choice) Die letzte Phase ist die der Entscheidung und beinhaltet die
Auswahl der unter den gegebenen Bedingungen und Zielvorstellungen optimalen
Alternative.
Die Aufgabe eines Entscheidungsunterstützungssystems ist es, den Anwender nach Mög-
lichkeit in jeder der drei genannten Phasen mit geeigneten Werkzeugen und Funktionen
zu unterstützen (Wessels & Wierzbicki, 2000). Für die Implementierung räumlicher
Entscheidungsunterstützung (Spatial Decision Support, SDS) werden dafür Methoden
der Geographischen Informationsverarbeitung (GIV), der Entscheidungsunterstützung
(DS) und der Modellierung miteinander kombiniert (vgl. Fedra & Reitsma, 1990;
Jankowski, 1995; Fedra, 1996; Djokic, 1996;Malczewski, 1999a; Denzer, 2002):
SDS = GIV +Modellierung +DS
Da es sich bei DS-Methoden letztlich auch um Modelle handelt, können im Rahmen eines
Entscheidungsprozesses zwei Typen von Modellen unterschieden werden (Wessels &
Wierzbicki, 2000, S. 16 f.):
• Substantive Models (Prozessmodelle)
• Preferential Models (Auswahlmodelle)
Erstere, die hier als Prozessmodelle bezeichnet werden sollen, beschreiben für die Ent-
scheidungssituation wesentliche Vorgänge der Realität. Sie dienen hauptsächlich der
Analyse der Beziehungen und Wechselwirkungen zwischen den räumlichen Prozessen
und den Entscheidungen bzw. Handlungen. Die in der vorliegenden Arbeit implemen-
tierten Prozessmodelle werden in Kapitel 3.4 behandelt. Die hier als Auswahlmodelle
bezeichneten Preferential Models bilden dagegen den eigentlichen Auswahl- bzw. Opti-
mierungsvorgang ab und zielen auf die Indentiﬁzierung der optimalen Lösung für das
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Entscheidungsproblem. Informationen zu den in dieser Arbeit eingesetzten Auswahlmo-
dellen enthält Kapitel 3.5.2.
Die GIS-Funktionen kommen, aufgrund der räumlichen Dimension des Problems, na-
turgemäß in jeder der drei Planungsphasen zum Einsatz, wobei ihnen in der frühen und
mittleren Phase eine zentrale Stellung zukommt. In der frühen Phase geht es dabei haupt-
sächlich um das Aufdecken räumlicher Zusammenhänge und um die Identiﬁzierung der
raumbezogenen Prozesse, die die Entscheidungssituation maßgeblich beeinﬂussen. Hier-
für bieten gängige GIS-Funktionen, wie die Visualisierung raumbezogener Daten in Form
von Karten oder weiterführende Funktionen der räumlichen Datenanalyse, z. B. Buﬀer-
und Overlay-Funktionen, eine wertvolle Grundlage. Aber auch der Einsatz von Prozess-
modellen kann bereits in der frühen Phase zur Identiﬁzierung des Problems sinnvoll sein.
Erhöhte Bedeutung kommt ihnen dann während der mittleren Planungsphase zu, wo sie
in Kombination mit GIS zur räumlich diﬀerenzierten Analyse und Bewertung der die
Entscheidungsﬁndung beeinﬂussenden Prozesse eingesetzt werden. Neben den Prozess-
modellen kommen hier, z. B. bei der Erarbeitung und Bewertung der Planungsvarianten
bzw. -alternativen, z. T. auch Auswahlmodelle (MCDM, ES) zum Einsatz. Diese bil-
den in der späten Phase bei der Auswahl der optimalen Lösung unter den gegebenen
Alternativen den methodischen Schwerpunkt. GIS-Funktionen spielen in dieser Phase
meist eine untergeordnete Rolle und werden hauptsächlich für die Visualisierung der
Ergebnisse oder zur Datenverwaltung eingesetzt.
Funktionale Anforderungen an SDSS
Densham (1993) stellt aufbauend auf Geoffrion (1983) eine Liste charakteristischer
Funktionen und Eigenschaften vor, die ein SDSS mindestens aufweisen sollte. Abbil-
dung 2.2 zeigt eine Übersicht dazu und ordnet die Funktionen und Eigenschaften den
oben beschriebenen Entscheidungsphasen zu. Neben typischen GIS-Funktionalitäten,
die hier nicht näher erläutert werden sollen, sind dies natürlich klassische Funktionen
und Merkmale herkömmlicher (nichträumlicher) Entscheidungsunterstützungssysteme,
die im Folgenden kurz beschrieben werden.
Eine zentrale Eigenschaft von SDSS stellt die Möglichkeit dar, den Entscheidungspro-
zess interaktiv und iterativ zu gestalten. Das bedeutet, dass der Anwender in die Lage
versetzt wird, z. B. durch die Veränderung von Modelleingangsparametern (Szenarien)
oder durch die Festlegung von Gewichtungsfaktoren hinsichtlich bestimmter Bewertungs-
kriterien oder durch die Vorauswahl räumlicher Alternativen, die Menge der zulässigen
Lösungen aktiv zu beeinﬂussen. Iterativ bedeutet in diesem Zusammenhang, dass der
Anwender die Abfolge der Arbeitsschritte individuell und problemspeziﬁsch festlegen
kann. Es besteht also die Möglichkeit zu jedem Zeitpunkt im Entscheidungsprozess zu
einem vorangegangenen Arbeitsschritt zurückzukehren, um diesen mit veränderten Para-
metern erneut zu durchlaufen. Auf diese Weise können z. B. unzulässige Entscheidungs-
alternativen ausﬁndig gemacht und vom eigentlichen Auswahlprozess von vornherein
ausgeschlossen werden.



























E -n st gs nc uheid
u -n st ge nrs ut züt
pha isr cg ho ee s
G














Abbildung 2.2: Funktionale SDSS-Komponenten und ihre Haupteinsatzfelder im Rah-
men von Entscheidungsprozessen. Quellen:Geoffrion (1983); Densham (1993);Mal-
czewski (1999a); Makowski & Wierzbicki (2000).
Eine weitere wichtige Eigenschaft ist die Möglichkeit, Daten und Modelle möglichst
ﬂexibel miteinander kombinieren zu können. Es sollte also z. B. möglich sein, die in das
System eingepﬂegten Grundlagendaten ohne großen Aufwand mit Hilfe unterschiedli-
cher Prozessmodelle analysieren zu können. Aufgrund der i. d. R. sehr unterschiedlichen
Datenanforderungen von Prozessmodellen und möglichen Skalenproblemen, ist diese An-
forderung zwar nur bedingt umsetzbar, in gewissen Grenzen aber sicherlich zu erfüllen
(vgl. Kapitel 3.3 u. 3.4). Die Implementierung unterschiedlicher Auswahlmodelle ist vor
diesem Hintergrund vergleichsweise unproblematisch, da die benötigten Ausgangsda-
ten, also die anhand der Kriterien bewerteten räumlichen Alternativen, einheitlich und
konsistent im GIS gespeichert werden können. Auf diese Weise ist es dem Anwender
beispielsweise möglich, die Anzahl der zu berücksichtigenden Ziele oder Kriterien zu va-
riieren, um so einen Überblick über verschiedene, optimale Lösungen zu erhalten (vgl.
Kapitel 3.5.2).
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Von umfassender Bedeutung ist die Forderung nach einer einfach zu bedienenden und
leistungsfähigen Benutzerschnittstelle. Sie sollte dem Anwender einen möglichst intuiti-
ven Zugang zu allen Funktionen des Systems ermöglichen. Im Mittelpunkt steht dabei
die Verwaltung der Datengrundlagen und die Anwendung der implementierten Modelle.
Die Benutzeroberﬂäche ist das zentrale Element eines SDSS. Sie bestimmt die Flexibili-
tät der Abfolge der einzelnen Arbeitsschritte und diejenige, mit der Daten und Modelle
kombiniert werden können. Weiterhin ist sie dafür verantwortlich, die Eingaben und
Einstellungen des Nutzers zu überwachen und zu prüfen, um so die Wahrscheinlich-
keit unsinniger und falscher Anwendungen zu minimieren. Eine ganz wesentliche Rolle
spielt die Benutzeroberﬂäche bei der Unterstützung des Erkenntnisgewinns des Anwen-
ders, wobei dabei die verschiedenen, aber vor allem graphischen und kartographischen
Darstellungsmöglichkeiten der Analyse- bzw. Optimierungsergebnisse im Vordergrund
stehen.
Aktueller Stand der Forschung
In der Literatur werden eine Fülle von Systemen beschrieben, die als Spatial Decision
Support System bezeichnet werden. Vor dem Hintergrund der bei Densham (1993) be-
schriebenen Charakteristika eines SDSS, triﬀt diese Bezeichnung streng genommen aller-
dings nicht auf alle diese Systeme zu. So existieren eine Reihe von Arbeiten, die maximal
zwei der drei oben beschriebenen funktionalen Komponenten (GIS, Modellierung, DS)
bereitstellen. Beispiele für die Integration bzw. Kopplung von GIS und Prozessmodellen
liefern z. B. Frysinger et al. (1996); Brimicombe & Bartlett (1996); Clarke &
Olsen (1996); Wickenkamp et al. (1996); Van der Perk et al. (2001); Pullar
(2003); Garcia (2004); Jones & Taylor (2004) . Die Kombination von GIS und DS
ﬁndet sich u. a. bei Smith & Jiang (1993);Keller & Strapp (1996); Tkach & Simo-
novic (1997); Yialouris et al. (1997); Keisler & Sundell (1997); Pullar (1999);
Clayton & Waters (1999); Jiang & Eastman (2000); Kwaku Kyem (2001); Ro-
binson et al. (2002); Aerts & Heuvelink (2002); Chakhar & Martel (2003);
Löwe (2004); Marinoni (2005). Eine geringere Anzahl an Arbeiten beschreiben dage-
gen Funktionalitäten aller drei Komponenten (vgl. Lam & Pupp, 1996; MacDonald
& Faber, 1999; Joerin & Musy, 2000; Ostfeld et al., 2001; Mendoza et al.,
2002a,b; Ochola & Kerkides, 2003; Eldrandaly et al., 2003; Tourino et al.,
2003; Li et al., 2005). Aber auch diese Systeme werden nicht alle den genannten Anfor-
derungen gerecht. Die vollständige Erfüllung der beschriebenen funktionalen Kriterien
erfordert zusätzlich bestimmte Anforderungen an die technische Umsetzung der Systeme
(s. Kapitel 2.3), die wesentlichen Einﬂuss auf den Arbeitsablauf und die Bedienbarkeit
nehmen.
Auﬀällig ist, dass fast alle zitierten Arbeiten zu SDSS problemspeziﬁsche Systeme
beschreiben, d. h. Systeme, die nur für eine ganz spezielle Fragestellung zum Einsatz
kommen und auf andere Fragestellungen nur unter Verzicht auf bestimmte analytische
Fähigkeiten übertragbar sind. Das liegt daran, dass sich zwar GIS- und DS-Funktionen
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problemneutral implementieren lassen, nicht aber Prozessmodelle. So existiert derzeit
kein universelles Prozessmodell zur skalenunabhängigen Beschreibung, Analyse und Be-
wertung raumbezogener Phänomene. Selbst bei dem Einsatz integrierter Modellierungs-
sprachen oder gekoppelter Modellierungsumgebungen, obliegt es immer dem Anwender,
die problemspeziﬁsche Logik des Modells zu implementieren. Letztlich bedeutet das,
dass keine generischen SDSS existieren oder entwickelt werden können, solange kein
generisches räumliches Prozessmodell existiert.
2.3 Strukturelle Eigenschaften
Für die Implementierung räumlicher Entscheidungsunterstützungssysteme gibt es prin-
zipiell drei verschiedene Vorgehensweisen (vgl. Djokic, 1996, ergänzt):
• Neuentwicklung: Programmierung aller Systemkomponenten von Grund auf
• Kopplung: Verknüpfung bzw. Integration bestehender Komponenten
• Kombination aus Kopplung und Neuentwicklung
Die vollständige Neuentwicklung ist dabei zwar die ﬂexibelste, gleichzeitig aber auch
die aufwendigste der drei Varianten und wird in der Literatur nur selten beschrieben
(z. B. Lam & Pupp, 1996). Viel ökonomischer ist dagegen die Kopplung bereits beste-
hender Softwarekomponenten. Aufwendige Eigenentwicklungen können dadurch auf ein
Minimum reduziert werden. Die Komponenten, die dabei zum Einsatz kommen, ergeben
sich zwangsläuﬁg aus der benötigten Funktionalität des Systems (vgl. Kapitel 2.2, S. 13,
Denzer, 2002, S. 54):
• Eigenständige Modelle oder Modellierungsumgebungen (Modell)
• Geographisches Informationssystem (GIS)
• Entscheidungsunterstützungssystem bzw. -komponente (DSS)
• Datenbank (DB)
Das Problem dieses Ansatzes ist die Realisierung der Kommunikation bzw. des Daten-
austauschs der einzelnen Komponenten untereinander (vgl. Johnston, 1990; Djokic,
1996; Reitsma & Carron, 1997; Ungerer & Goodchild, 2002; Denzer, 2002;
Eldrandaly et al., 2003). Dieser kann prinzipiell auf unterschiedliche Art und Weise
realisiert werden und hängt von den Schnittstellen ab, die die verwendeten Komponenten
zur Verfügung stellen. Der sich daraus ergebende Grad der Integration unterschiedlicher
Komponenten wird in der Literatur überwiegend in drei verschiedene Kategorien einge-
teilt, die im Folgenden kurz charakterisiert werden sollen. Eine ausführlichere Darstellung
zu diesem Thema ﬁndet sich z. B. bei Jankowski (1995); Fedra (1996); Ungerer &
Goodchild (2002); Lausch (2003).
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Lose Kopplung (loose coupling) Bei der losen Kopplung werden eigenständige Pro-
gramme, die alle einen eigenen Prozessbereich beanspruchen, miteinander ver-
knüpft. Der Datenaustausch erfolgt über bestimmte Dateiformate (z. B. ASCII),
die von den jeweils kommunizierenden Anwendungen unterstützt werden. Aus Sicht
des Anwenders werden eigenständige Programme eingesetzt, wobei die Ergebnis-
se des einen die Eingangsdaten des anderen darstellen. Der Anwender ist für den
korrekten Ex- bzw. Import der Daten verantwortlich.
Enge Kopplung (tight bzw. deep coupling) Die enge Kopplung zeichnet sich gegen-
über der losen dadurch aus, dass der Datenaustausch zwischen den beteiligten
Komponenten automatisiert, ohne Zutun des Anwenders, vollzogen wird. Dabei
werden analog zur losen Kopplung entweder eigenständige Anwendungen mit eige-
nem Prozessbereich oder Softwarekomponenten bzw. -bibliotheken (z. B. DLL's),
die in den Prozessbereich der aufrufenden Anwendung eingebunden werden, einge-
setzt. Eine prozessübergreifende Kommunikation kann z. B. über die DDE- (Dyna-
mic Data Exchange) oder COM-Schnittstelle (Component Object Model) realisiert
werden. Für den Anwender hat die enge Kopplung den Vorteil, dass alle Funktio-
nen von einer einheitlichen Benutzerschnittstelle aus aufgerufen werden und dass
die Daten i. d. R. in einer gemeinsamen Datenbank gespeichert werden können.
Einbettung (embedded coupling) Bei dieser Variante kann man eigentlich nur noch
unter funktionalen Gesichtspunkten von Kopplung sprechen, da die benötigte Funk-
tionalität von einer einzigen Anwendung bereitgestellt wird. Die Anpassung an un-
terschiedliche Fragestellungen kann über die Nutzung einer integrierten Program-
mierschnittstelle (API) oder einer Makro- oder Modellierungssprache vorgenom-
men werden. Der Anwender arbeitet mit einer einzigen Anwendung und speichert
sämtliche Daten in einer einzigen Datenbank. Die Notwendigkeit des Datenaustau-
sches bzw. der -konvertierungen entfällt vollständig.
Unter Berücksichtigung der in Kapitel 2.2 genannten funktionalen Anforderungen an
SDSS kommen für deren Implementierung aus technischer Sicht damit nur die Varianten
Enge Kopplung und Einbettung in Frage. Denn nur sie bieten die Möglichkeit einer
einheitlichen Benutzeroberﬂäche über die auf alle Komponenten zugegriﬀen werden kann.
Zusätzlich erleichtern diese Ansätze die ﬂexible Kombinationsmöglichkeit von Daten und
Modellen und die interaktive und iterative Problemlösung aus der Sicht des Anwenders.
Die Entwicklung eines SDSS, das sowohl den beschriebenen funktionalen als auch den
strukturellen Kriterien genügt, setzt also zum einen die Integration von GIS-, DS- und
Modellkomponenten voraus und verlangt zum anderen, dass diese Komponenten entwe-
der eng an das System gekoppelt oder vollständig in dieses eingebettet werden. Die in
Kapitel 2.2, S. 16, zitierten Arbeiten erfüllen diese Kriterien nur zum Teil. Abbildung 2.3
veranschaulicht die in der Literatur beschriebenen Ansätze hinsichtlich der Integration
der einzelnen Komponenten. Soweit eine genaue Beurteilung nur auf der Grundlage der
genannten Aufsätze überhaupt möglich ist, werden die weitreichenden Anforderungen
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DB: Datenbank; DS: Entscheidungsunterstützung (Decision Support);
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Abbildung 2.3: Strukturelle SDSS-Komponenten und Integrationsmöglichkeiten
an die Systeme weitestgehend nur in geringer Zahl erfüllt (vgl. Lam & Pupp, 1996;
MacDonald & Faber, 1999; Tourino et al., 2003; Ochola & Kerkides, 2003;
Eldrandaly et al., 2003; Li et al., 2005). Eine wesentliche Hürde für den Aufbau
vollwertiger Systeme sind dabei mit Sicherheit die technischen Schwierigkeiten, die es
bei der Integration der unterschiedlichen Komponenten zu lösen gilt. Dies liegt unter
anderem auch daran, dass erst in jüngerer Zeit entsprechende Techniken, wie z. B. kom-
ponentenbasierte Softwareentwicklung (z. B. COM, CORBA R©, JavaBeansTM), auf den
Markt gekommen sind (vgl. Denzer, 2002).
2.4 Fazit
Geographische Informationssysteme sind ein wichtiges Werkzeug im Rahmen räumli-
cher Planungen bzw. Entscheidungsﬁndungen. Ihre Funktionen zur Verarbeitung und
Visualisierung räumlicher Daten leisten wertvolle Hilfe bei der Erkennung räumlicher
Muster und Strukturen. Die Analyse problemspeziﬁscher räumlicher Prozesse und Zu-
sammenhänge sowie die intelligente Unterstützung bei der Suche nach optimalen Lösun-
gen, überschreiten jedoch ihre Fähigkeiten (vgl. Kapitel 2.1). Deshalb werden GIS um
zusätzliche Komponenten für die Modellierung räumlicher Prozesse und für die Entschei-
dungsunterstützung zu sog. Spatial Decision Support Systems erweitert. Für den Aufbau
solcher Systeme nennen Geoffrion (1983) und Densham (1993) konkrete funktionale
Kriterien (vgl. Kapitel 2.2), die ihrerseits wiederum bestimmte Anforderungen an den
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strukturellen Aufbau von SDSS stellen (vgl. Kapitel 2.3). Daraus ergibt sich, dass SDSS
eine Synthese aus den folgenden, eng miteinander gekoppelten oder eingebetteten Kom-
ponenten bzw. Systemen darstellen: (i) Geographisches Informationssystem, (ii) Prozess-
modelle, (iii) Entscheidungsunterstützungssystem. Zusammenfassend lässt sich folgende
Deﬁnition für SDSS ableiten:
Räumliche Entscheidungsunterstützungssysteme (Spatial Decision
Support Systems) sind Computerprogramme zur Unterstützung der
Entscheidungsﬁndung in komplexen räumlichen Planungsprozes-
sen. Sie bestehen aus eng miteinander gekoppelten oder voll in-
tegrierten Systemen bzw. Komponenten der Geographischen Infor-
mationsverarbeitung, der Modellierung räumlicher Prozesse sowie
der Entscheidungsunterstützung.
Die Literatur zeigt, dass derzeit nur wenige Systeme existieren, die in der Lage sind
die genannten Anforderungen zu erfüllen. Hierfür sind hauptsächlich die technischen
Schwierigkeiten und Anforderungen, die sich bei der Integration der einzelnen Kom-
ponenten ergeben (Denzer, 2002), verantwortlich. Ein Übriges tut der Umstand, dass
SDSS derzeit nicht auf beliebige räumliche Probleme übertragbar sind, sondern aufgrund
der i. d. R. sehr komplexen und speziﬁschen Fragestellungen, unter Nutzung des vollen
Funktionsumfangs, nur begrenzt einsetzbar sind. Die aufwendige Implementierung sol-
cher Systeme erfolgt deshalb zumeist nur auf der Ebene prototypischer Umsetzungen,
die im Rahmen größerer Planungsvorhaben oder Forschungsarbeiten durchgeführt und
angewendet werden.
3 Konzeption und Implementierung
des Landmanagementsystems
LUMASS
LUMASS ist ein räumliches Entscheidungsunterstützungssystem, das für den Einsatz
im Boden- und Gewässerschutz konzipiert worden ist. Es orientiert sich inhaltlich am
Bundes-Bodenschutzgesetz und der Europäischen Wasserrahmenrichtlinie. Die imple-
mentierten Modelle dienen dabei hauptsächlich der Analyse und Bewertung des Einﬂus-
ses von Landnutzung, Bewirtschaftung und Landnutzungsverteilung auf die Belastung
des Landschaftshaushaltes in der topischen und unteren chorischen Dimension. Über ei-
ne übersichtliche Benutzeroberﬂäche können im Rahmen der verwendeten Modelle land-
schaftshaushaltliche Parameter sowie strukturelle Elemente der Landschaft (Grünstrei-
fen, Schlaggrenzen, Gräben, etc.) für die Bewertung und den Vergleich unterschiedlicher
Szenarien bzw. Planungsalternativen variiert werden. Mit Hilfe der integrierten Verfah-
ren zur Entscheidungsunterstützung kann schließlich auf der Grundlage der durchgeführ-
ten Bewertungen, weiterer Kriterien und zusätzlicher Nebenbedingungen eine optimale
Landnutzungsverteilung auf Schlagebene generiert werden.
LUMASS kann deshalb als Landnutzungsmanagementsystem bezeichnet werden. Der
Name ist ein Akronym, das sich aus der englischsprachigen Bezeichnung Land Use
Management Support System ableitet. Die Implementierung des Systems und seine funk-
tionalen sowie strukturellen Komponenten sind Inhalt der folgenden Kapitel.
3.1 Funktionale Systemkomponenten
Als räumliches Entscheidungsunterstützungssystem stellt LUMASS die gemäß Kapi-
tel 2.2 notwendigen Funktionalitäten aus den Bereichen Geographische Informations-
verarbeitung (GIV), Modellierung und Entscheidungsunterstützung (DS) zur Verfügung
(s. Tabelle 3.1), die in den folgenden Abschnitten kurz charakterisiert werden. Detail-
lierte Informationen zu den einzelnen Funktionen der Komponenten werden im Zusam-
menhang mit ihrer Implementierung in Kapitel 3.4 u. 3.5.2 gegeben.











































Größe des EZG je Rasterzelle [m2];
Abgrenzung des EZG einer Rasterzelle;
Hangneigung [Grad, Prozent, dim.-los];
Hangneigungsrichtung [Grad]
SCS Curve Number


























nutzbare Feldkapazität (nFK) [mm];




mittlere kapillare Aufstiegsrate [mm/d];
gesättigte Wasserleitfähigkeit [cm/d];














optimale räumliche Verteilung deﬁnierter
Optionen (hier: Landnutzungsoptionen)
Tabelle 3.1: Die funktionalen Systemkomponenten von LUMASS im Überblick.
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Modellierung
Mit Blick auf die praktische Einsatzfähigkeit und Übertragbarkeit auf andere Untersu-
chungsräume, implementiert LUMASS nur solche Verfahren und Methoden
(vgl. Duttmann & Herzig, 2002, S. 441),
• die minimale Anforderungen an den Umfang der benötigten Eingangsdaten stellen,
• deren Eingangsgrößen im Allgemeinen ﬂächenhaft gut verfügbar sind (z. B. raum-
bezogene Daten aus den Boden- und Umweltinformationssystemen der Bundeslän-
der, topographische Daten und Geländehöhenmodelle der Landesvermessungsver-
waltungen) oder mit vergleichsweise geringem Aufwand erfasst werden können,
• die eine hinreichend genaue Aussage in Bezug auf den Bewertungsgegenstand er-
möglichen, wobei keine exakte Quantiﬁzierung angestrebt wird, sondern die Ab-
schätzung und räumlich diﬀerenzierte Abbildung von Größenordnungen der be-
trachteten landschaftshaushaltlichen Funktionen und Belastungen,
• die eine Langfristaussage ermöglichen und auf der Grundlage langjähriger Mittel-
werte operieren,
• die in der Anwendung erprobt sind und sich durch ein Maximum an Transparenz
auszeichnen und
• die in Geographische Informationssysteme integriert oder an diese gekoppelt wer-
den können.
Die inhaltliche Auswahl der eingesetzten Modelle zur Erfassung und Beschreibung
räumlicher Prozesse orientiert sich an den einleitend genannten Vorgaben des Bundes-
Bodenschutzgesetzes (BBodSchG) und der Europäischen Wasserrahmenrichtlinie (2000/
60/EG, EU-WRRL). Sie dienen im Wesentlichen der Analyse und Bewertung land-
schaftshaushaltlicher Belastungen in Folge landwirtschaftlicher Bodennutzung und sind
für den Einsatz in der topischen und unteren chorischen Dimension geeignet.
In Bezug auf das BBodSchG leisten die LUMASS-Funktionen einen Beitrag zur Be-
wertung der Umsetzung der guten fachlichen Praxis in der Landwirtschaft. Sie beziehen
sich dabei konkret auf die folgenden Aspekte (BBodSchG 17 Abs. 2):
• Erhaltung oder Verbesserung der Bodenstruktur,
• Vermeidung von Bodenverdichtungen unter besonderer Berücksichtigung der Bo-
denart, der Bodenfeuchte und des durch Maschineneinsatz verursachten Boden-
drucks (Kapitel 3.4.6),
• Vermeidung wasserbedingter Bodenabträge durch Berücksichtigung der Hangnei-
gung, der Wasserverhältnisse sowie der Bodenbedeckung und
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• Erhalt naturbetonter Strukturelemente der Feldﬂur, insbesondere Hecken, Feldge-
hölze, Feldraine und Ackerterrassen, zum Schutz des Bodens (Kapitel 3.4.1, 3.4.3
u. 3.4.4).
In Bezug auf die EU-WRRL ermöglicht LUMASS
• die Lokalisierung und Abschätzung des oberirdischen Sediment- und Phosphoraus-
trags (Kapitel 3.4.1 u. 3.4.4, vgl. EU-WRRL, Anhang II, 1.4) einschließlich der
Abgrenzung der relevanten Einzugsgebiete;
• die Abschätzung der jährlichen Grundwasserneubildung (Kapitel 3.4.5, vgl. EU-
WRRL, Anhang II, 2.2);
• die Abschätzung der mittleren Nitratkonzentration im Sickerwasser (Kapitel 3.4.5)
und damit indirekt die Ausweisung von Flächen mit erhöhtem Grundwassergefähr-
dungspotenzial (vgl. EU-WRRL, Anhang II, 2.1) und
• die Abschätzung des ereignisbezogenen Direktabﬂusses unter Berücksichtigung der
Nutzung und damit indirekt die Auswirkungen anthropogener Landnutzungsän-
derungen auf die Grundwasserneubildung (Kapitel 3.4.2, vgl. EU-WRRL, An-
hang II, 2.3 g)).
Darüber hinaus lassen sich weitere bodenkundliche Parameter und Kennwerte zum
Bodenwasserhaushalt abschätzen und bewerten (Kapitel 3.4.7).
GIV
Für die Verarbeitung geographischer Informationen ist LUMASS mit dem Geographi-
schen Informationssystem ArcGISTM der Firma ESRI R© gekoppelt (s. Kapitel 3.2). Dem
Anwender stehen damit alle gängigen GIS-Werkzeuge und -Methoden zur Verwaltung,
Analyse und Präsentation räumlicher Daten zur Verfügung.
DS
Die funktionalen Anforderungen hinsichtlich der Entscheidungsunterstützungskompo-
nente werden durch die Anbindung des Open Source Mixed-Integer Linear Programming
Systems lp_solve (Berkelaar et al., 2004) erfüllt (vgl. Kapitel 3.2). Aufbauend auf
den Analysen und Bewertungen unter Einsatz der Prozessmodelle und des GIS lässt sich
damit unter Berücksichtigung vorgegebener Flächenanteile eine optimale Verteilung der
verschiedenen Landnutzungen auf die einzelnen Schläge im Untersuchungsgebiet erzie-
len. Neben den hier im Vordergrund stehenden ökologischen Kriterien lassen sich dabei
zusätzlich beliebige weitere Kriterien über die LUMASS-Oberﬂäche in den Optimie-
rungsprozess einbinden (s. Kapitel 3.5.2). Ökonomische oder soziale Prozesse lassen sich
zwar nicht direkt mit LUMASS modellieren, können aber auf diesem Wege gleicherma-
ßen bei der Suche nach einer optimalen Landnutzungsverteilung berücksichtigt werden.
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LUMASS eignet sich somit als integriertes Planungswerkzeug für die Entwicklung nach-
haltiger Landnutzungsstrategien.
3.2 Strukturelle Systemkomponenten
Aus struktureller Sicht besteht LUMASS im Kern aus fünf unterschiedlichen Software-
komponenten, die über verschiedene Schnittstellen miteinander gekoppelt sind: (i) die
LUMASS-Benutzeroberﬂäche lumass3.exe, (ii) die GIS-Anwendung ArcMap.exe, (iii) die
ArcObjectsTM-Bibliotheken (*.olb), (iv) diverse Daten- bzw. Datenbankdateien (*.dbf,
*.shp, *.mdb, etc.) und (v) die Dynamic Link Library lp_solve51.dll.
Abbildung 3.1 verdeutlicht das Zusammenwirken der strukturellen Komponenten und
stellt den Datenaustausch zwischen diesen dar. Eine zentrale Rolle spielt dabei das
COM-basierte Objektmodell ArcObjectsTM der Firma ESRI R©. Es bietet eine umfas-
sende Sammlung an gängigen GIS-Funktionen und dient in dieser Hinsicht als COM-
Server, der die COM-Clients ArcMap.exe und lumass3.exe mit der entsprechenden GIS-
Funktionalität ausstattet.
ArcMap.exe ist innerhalb von LUMASS die zentrale Anwendung für die Verwaltung,
Editierung, Analyse und Visualisierung der räumlichen Daten.
Lumass3.exe ist dagegen die zentrale Schnittstelle für die problem- und modellspeziﬁ-
sche sowie komponentenübergreifende Konﬁguration der einzelnen Ziel- bzw. Eingangs-
größen (s. Kapitel 3.3). Darüber hinaus enthält sie die gesamte Logik der implementierten
Prozessmodelle (vgl. Kapitel 3.1) und bindet die Funktionalität der lp_solve-Bibliothek
(Berkelaar et al., 2004) in den räumlichen Entscheidungsprozess ein. Die Anwen-
dung greift dabei über die COM-Schnittstelle auf die innerhalb des Prozessbereiches
von ArcMapTM instanziierten COM-Objekte zu und erhält somit direkten Zugriﬀ auf
die ArcMapTM-Anwendung und die von ihr geladenen Layer und Tabellen. Externe,
nicht in ArcMapTM geladene dBASE R©-Tabellen, werden mit Hilfe der ActiveX R© Data
Objects gelesen und geschrieben.
Die lp_solve-Bibliothek repräsentiert die eigentliche Entscheidungsunterstützungskom-
ponente von LUMASS (s. Kapitel 3.5.2). Sie wird hier als DLL-Variante in der Version
5.1 eingesetzt und zur Laufzeit in den Prozessbereich von lumass3.exe eingebunden. Da-
durch erhält lumass3.exe direkten Zugriﬀ auf die vollständige lp_solve-Funktionalität
und fungiert als zentrales Steuerelement für den Anwender. Die Hauptaufgabe besteht
dabei in der Abbildung des räumlichen Optimierungsproblems mit den von lp_solve
bereitgestellten Datenelementen und Funktionen sowie der Übersetzung der Optimie-
rungsergebnisse in eine von ArcMap.exe darstellbare Karte (s. Kapitel 3.5.2).
Lumass3.exe wurde mit Visual C++ R© entwickelt und ist eine dialogfeld-orientierte An-
wendung, die auf der Microsoft R© Foundation Class Library (MFC) basiert. Die minima-
len Systemvoraussetzungen für den Einsatz von LUMASS werden durch die verwendete
GIS-Komponente ArcGISTM, zu der die Anwendung ArcMap.exe und die ArcObjtectsTM-
Bibliotheken gehören, vorgegeben:






































































Abbildung 3.1: Strukturelle Systemkomponenten von LUMASS.
Plattform Intel-kompatibler PC
Betriebssystem Windows 2000 oder XP
Arbeitsspeicher 512 MB RAM
Prozessor 1 GHz
(http://www.esri.com/software/arcgis/arcview/about/sys-reqs.hmtl)
LUMASS setzt dabei die Installation einer deutsch- oder englischsprachigen ArcGISTM-
9.0-Version der Lizenzvariante ArcViewTM voraus. Es arbeitet aber auch mit den um-




Wesentliche funktionale Anforderungen an räumliche Entscheidungsunterstützungssys-
teme sind die Flexibilität der Modell-Daten-Kombination sowie des Arbeitsablaufes, wie
in Kapitel 2.2 ausgeführt wird. Zusammengefasst und übertragen auf die inhaltliche
Ausrichtung von LUMASS bedeutet dies konkret Flexibilität in Bezug auf die
• Auswahl der im jeweiligen Planungsfall einzusetzenden Modelle,
• Nutzbarkeit einmal konﬁgurierter Daten in verschiedenen Modellen,
• Veränderbarkeit der Eingangsgrößen und Modellparameter,
• Veränderbarkeit prozessrelevanter Raumstrukturelemente (z. B. Grünstreifen),
• Nutzung eigener, unabhängig von LUMASS erstellter Eingangsdaten und
• freie und iterative Gestaltung des Arbeitsablaufes.
Die Realisierung dieser Anforderungen wurde anhand eines entsprechenden Datenmana-
gementkonzeptes umgesetzt, das im folgenden Abschnitt inhaltlich erläutert wird. Auf
technischer Ebene erfolgt die Datenverwaltung in LUMASS fast ausschließlich durch
die von ArcObjectsTM bereitgestellten Funktionalitäten (vgl. Kapitel 3.2) und ermög-
licht dadurch den unkomplizierten Zugriﬀ sowohl auf dateibasierte (Shape-, dBASE R©-
und Grid-Dateien) als auch datenbankbasierte Geodaten (z. B. Personal Geodatabase =
Access-Datenbank).
3.3.1 Datenebenen
Die von LUMASS verwalteten Daten können grundsätzlich in räumlich diﬀerenzierte
und räumlich undiﬀerenzierte oder nichträumliche Daten unterteilt werden. Letztere
werden hier als Formulardaten bezeichnet und umfassen entweder räumlich aggregierte
Modellparameter, die für das gesamte Untersuchungsgebiet (topische bis untere chorische
Maßstabsebene) Gültigkeit besitzen oder Konﬁgurationseinstellungen, die einen gänzlich
nichträumlichen Charakter haben. Sie werden direkt über die Benutzeroberﬂäche von
LUMASS editiert und können zum Teil in Form einfacher ASCII-Konﬁgurationsdateien
oder dBASE R©-Tabellen gespeichert und zu einem späteren Zeitpunkt wieder verwen-
det werden (s. Kapitel 3.4 u. 3.5.2). Die räumlich diﬀerenzierten Daten, kurz Geodaten,
verarbeitet LUMASS in Form von Vektor- und Raster-Layern sowie in Form von Daten-
banktabellen. Sie lassen sich in thematische Ebenen gliedern und repräsentieren sowohl
Eingangs- als auch Zielgrößen:
Topographie Die topographischen Daten umfassen zum einen die schlag- bzw. parzel-
lenbezogenen Daten (Polygon-Feature-Class) mit Informationen zur Landnutzung
und Bewirtschaftung sowie zu hydrologischen und klimatischen Eigenschaften. Im
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Verlauf des Entscheidungsprozesses werden hier zusätzlich die normalisierten Kri-
terienwerte als Eingangsdaten für den Optimierungsprozess abgelegt und im An-
schluss daran die automatisch vom System zugeteilte optimale Landnutzung. Zum
anderen zählen zu den topographischen Daten die abﬂusswirksamen linienhaften
Strukturelemente (Polyline-Feature-Class) der Landschaft, wie z. B. Grünstreifen,
Hecken und Gräben.
Bodendaten Die Bodendaten werden in Anlehnung an Duttmann (1999b) in stand-
ortbezogene und horizontbezogene Bodendaten unterteilt und getrennt voneinan-
der verwaltet. Die standortbezogenen Bodendaten (Polygon-Feature-Class) reprä-
sentieren diejenigen Parameter und Größen, die die im Gebiet ausgewiesenen Bo-
deneinheiten (Bodentypen bzw. -subtypen) als Ganzes charakterisieren (z. B. eﬀek-
tive Durchwurzelungstiefe oder mittlerer Grundwassertiefstand). Die horizontbe-
zogenen Bodendaten (Tabelle) kennzeichnen dagegen die Eigenschaften der Leit-
proﬁlhorizonte der unterschiedlichen Bodeneinheiten (z. B. Bodenart oder Lage-
rungsdichte).
Geländehöhendaten Die Geländehöhendaten beschreiben die Oberﬂächenform des Un-
tersuchungsgebietes und werden als Raster-Layer vorgehalten. Sie stellen die zen-
trale Eingangsgröße für die Modellierung reliefabhängiger Parameter dar.
Welche konkreten Daten bzw. Attribute die einzelnen Ebenen enthalten und wie die-
se miteinander verknüpft sind, fasst Abbildung 3.2 zusammen. Dargestellt sind die
Eingangs- und Zielgrößen aller in LUMASS implementierten Prozessmodelle als Elemen-
te eines Prozess-Korrelations-Systems. Die perspektivisch dargestellten Attribute reprä-
sentieren dabei die oben beschriebenen Geodaten, die in Form von Vektor- und Raster-
Layern sowie Tabellen abgelegt sind. Zur besseren Unterscheidung sind die Raster-Layer
zusätzlich mit einer Gittersignatur gekennzeichnet. Die in Tabellenform vorliegenden
horizontbezogenen Bodendaten sind im unteren zentralen Teil des Schaubildes vor dem
Bodenproﬁl abgebildet. Alle übrigen Daten sind diejenigen Formulardaten, die als not-
wendige Parameter für die jeweiligen Modelle angegeben werden müssen. Zusätzliche
Berechnungsoptionen, wie z. B. die unterschiedlichen Fließ- oder Neigungsalgorithmen
für die Reliefparameter, sind nicht dargestellt. Im Gegensatz zu üblichen Geoökosystem-
abbildungen (z. B. Klug & Lang, 1983; Mosimann, 1997; Leser, 1997) stehen hier
allerdings keine Energie-, Stoﬀ- oder Wasserﬂüsse sondern vielmehr die Datenﬂüsse in-
nerhalb und zwischen den einzelnen Layern und Tabellen im Vordergrund. Zum Beispiel
ist die in der Natur zu beobachtende Korrelation der horizontspeziﬁschen mechanischen
Vorbelastung (PVVAL) mit den Parametern nutzbare Feldkapazität (NFK), Luftkapazi-
tät LK und Totwasser TW nicht dargestellt, weil LUMASS diese Parameter intern aus
weiteren Kenngrößen ableitet (s. Abbildung 3.2 u. Kapitel 3.4.6). Aufgrund des hier in
den Mittelpunkt gestellten Aspekts der Geodatenvearbeitung, sind auch die Elemente
in die Systemabbildung integriert, die eine rein technische Bedeutung im Zusammen-




Die Konﬁguration der von LUMASS verwalteten Daten wird zentral über die eigene Be-
nutzeroberﬂäche vorgenommen. Die nichträumlichen (Formular-) Daten werden getrennt
nach den einzelnen Modellen und Methoden über die jeweiligen Dialogfelder konﬁgu-
riert. Sie werden im Zusammenhang mit den jeweiligen Prozessmodellen in Kapitel 3.4
näher erläutert. Die Geodaten werden dagegen modellneutral getrennt nach Layern bzw.
Tabellen über die Oberﬂäche Untersuchungsgebiet (s. Abbildung 3.3) konﬁguriert. Eine
Ausnahme bilden diejenigen Ausgabe-Layer, die ihrerseits wieder als Eingangs-Layer
für ein weiteres Modell dienen können, z. B. der Bodenabtrag als Eingangsgröße für
den oberirdischen Stoﬀaustrag. Damit der Anwender hier nicht von den von LUMASS
bereitgestellten Modellen und Methoden abhängig ist, besteht in diesen Fällen auch
die Möglichkeit externe Layer entsprechenden Typs und Inhalts über die modellspe-
ziﬁschen Benutzerschnittstellen auszuwählen. Aus dem gleichen Grund wird auch die
Konﬁguration der Eingangsdaten für den Optimierungsprozess getrennt von den ande-
ren räumlichen Daten vorgenommen. Sie ist relativ komplex und wird mit Hilfe eines
eigens dafür konzipierten Steuerelements vereinfacht und gleichzeitig überwacht (s. Ka-
pitel 3.5.2). Da LUMASS als Erweiterung zu ArcMapTM konzipiert worden ist, können
grundsätzlich nur die im GIS geladenen Geodaten ausgewählt und konﬁguriert werden.
Die während der Arbeit mit LUMASS automatisch erzeugten Ausgabedateien werden
in temporäre Dateien für Hilfs- und Zwischengrößen sowie in Ergebnisdateien, die die
eigentlichen Zielgrößen enthalten, unterschieden. Damit es dabei nicht zu Namenskon-
ﬂikten und dem unbeabsichtigten Überschreiben von Daten kommt, werden die Namen
der generierten Layer (s. Kapitel 3.4) ggf. um eine fortlaufende Nummer erweitert. Die
jeweiligen Zielordner können in LUMASS über die Benutzeroberﬂäche eingestellt werden
(s. Abbildung 3.3).
Mit Hilfe der über die Oberﬂäche Untersuchungsgebiet (s. Abbildung 3.3) erreichbaren
Konﬁgurationsdialoge (s. Abbildung 3.4) werden den einzelnen Ziel- bzw. Eingangsgrö-
ßen die korrespondierenden Attribute bzw. Datenfelder der ausgewählten Layer bzw.
Tabellen zugeordnet. Bei dem erstmaligen Aufruf eines Konﬁgurationsdialoges durch-
sucht LUMASS automatisch die entsprechende (Attribut-) Tabelle nach festgelegten
Standarddatenfeldnamen (s. Abkürzungen und Symbole, S. xv ﬀ.) und wählt diese selb-
ständig aus. Der Anwender kann diese Einstellungen jederzeit über die entsprechenden
Auswahlboxen verändern, wobei ihm von LUMASS nur solche Datenfelder zur Auswahl
angeboten werden, die dem Datentyp der entsprechenden Ziel- bzw. Eingangsgröße ent-
sprechen. Noch nicht vorhandene, aber benötigte Datenfelder, können entweder, wie im
Fall der Nutzungsdaten, über das Kontextmenü der jeweiligen Auswahlbox angelegt wer-
den, oder, wie im Fall der Bodendaten, automatisch bei der Berechnung erzeugt werden.
Zur Kennzeichnung invalider oder fehlender Daten kann für jede Ziel- bzw. Eingangs-
größe ein individueller sogenannter NODATA-Wert entsprechenden Datentyps über das
























































































































































































































































































































































































































































































































































































































































































































































Kontextmenü der Auswahlbox deﬁniert werden (s. Abbildung 3.4). So wird gewähr-
leistet, dass nur valide Daten in die einzelnen Berechnungsroutinen einﬂießen. Invalide
Daten oder Standorte bleiben auch so in weiteren, aufeinander aufbauenden Berech-
nungsschritten als solche erkenntlich und werden bei der kartographischen Darstellung
der Ergebnisse von LUMASS automatisch berücksichtigt. Die einzelnen NODATA-Werte
können auch getrennt nach Landnutzungs- und Bodendaten in Form von Textdateien
abgespeichert und wieder geladen werden.
Um die horizontbezogenen Bodendaten konﬁgurieren zu können, muss zuvor über
die Auswahlbox Horizontdatentabelle des Bodendatenkonﬁgurationsdialoges eine entspre-
chende Datenquelle ausgewählt werden. Die Verknüpfung mit den standortbezogenen
Bodendaten erfolgt über die Angabe der jeweiligen Schlüsselfelder. Die gegenseitigen
Abhängigkeiten von Ziel- und Eingangsgrößen können für den Bereich der Bodendaten
über das jeweilige Kontextmenü der Auswahlbox einer entsprechenden Zielgröße visua-
lisiert werden. Während die gewählte Zielgröße grau hinterlegt wird, werden bereits
konﬁgurierte Eingangsdaten in grün und noch fehlende Eingangsdaten in rot hinterlegt
(vgl. Abbildung 3.4). Sind alle benötigten Daten konﬁguriert, kann die entsprechende
Zielgröße über das Kontextmenü berechnet werden. Sollten evtl. doch noch benötigte
Daten nicht konﬁguriert sein, bricht LUMASS die Berechnung ab, zeigt eine Fehlermel-
dung und visualisert anschließend die jeweiligen Abhängigkeiten.
Beim Aufruf der einzelnen Berechnungsroutinen über die modellspeziﬁschen Benutzer-
oberﬂächen (vgl. Kapitel 3.4) greift LUMASS automatisch auf die entsprechenden Ein-
gangsdaten zu. Sind nicht alle benötigten Eingangsdaten konﬁguriert, bricht LUMASS
ab und zeigt dem Anwender eine Fehlermeldung mit den noch zu konﬁgurierenden Daten.




Abbildung 3.4: Die Geodaten-Konﬁgurationsdialoge in LUMASS: a) Allgemeine und
horizontbezogene Bodendaten; b) Landnutzungsdaten; c) Abﬂusshindernisse.
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3.4 Landschaftshaushaltliche Modellierung
Wie bereits in Kapitel 2.2 ausführlich behandelt wurde, ist die Beurteilung des Ist-
Zustandes und die Erarbeitung und Bewertung von Handlungs- bzw. Planungsalternati-
ven ein wesentlicher Bestandteil räumlicher Entscheidungs- bzw. Planungsprozesse. Ein
Großteil der erforderlichen räumlichen Analysen und Bewertungen werden in diesem
Kontext mit Hilfe von fachspeziﬁschen Modellen durchgeführt. Vor dem in Kapitel 1
und 3.1 geschilderten fachlichen Hintergrund integriert LUMASS eine Reihe von Model-
len und Methoden zur Abschätzung und Bewertung landschaftshaushaltlicher Prozesse
(s. Tabelle 3.1, S. 22). Die für den wissenschaftlich fundierten Einsatz der gegebenen Mo-
delle, im Rahmen des vorgestellten Systems, relevanten Aspekte der Implementierung
in die verwendete GIS-Umgebung sind Gegenstand der folgenden Kapitel. Dabei stehen
neben einer kurzen Beschreibung der wesentlichen Prinzipien vor allem die z. T. vor-
genommenen, meist anwendungspraktisch bedingten Modiﬁkationen und Erweiterungen
im Vordergrund.
Alle integrierten Modelle bzw. Methoden eignen sich für den Einsatz in der topischen
und unteren chorischen Dimension und sind deshalb für ein ﬂächenscharfes Landnut-
zungsmanagement geeignet. Ein mitunter darüberhinaus gehender Einsatz auf anderen
Maßstabsebenen ist nicht Inhalt dieses Kapitels und muss zuvor anhand der aufgeführten
Originalliteratur überprüft werden.
3.4.1 Reliefparameter
Auf der Grundlage des Raster-Layers mit den digitalen Geländehöhendaten (DGM) (vgl.
Kapitel 3.3) berechnet LUMASS verschiedene primäre geomorphometrische Parameter,
die über die Benutzeroberﬂäche Reliefparameter aufgerufen werden (s. Abbildung 3.5). Je
nach Art der Berechnungsmethode werden sie nach Schmidt & Dikau (1999, S. 163) in
(i) einfache, (ii) komplexe und (iii) kombinierte bzw. zusammengesetzte Reliefparameter
unterschieden.
Prinzipielles Vorgehen
Die Berechnung einfacher Reliefparameter einer einzelnen Rasterzelle erfolgt lokal an-
hand der Höheninformationen der sie umgebenden acht Nachbarzellen. Diese auch als
Moving Window bezeichnete 3 ∗ 3 Rasterzellen große Submatrix des Geländehöhenmo-
dells wird dabei von links oben nach rechts unten nacheinander über alle Zellen des
Rasters geführt (s. Abbildung 3.6 d)), wobei der gewählte Parameter für die jeweils zen-
trale Zelle (Z5) bestimmt wird. Weist eine der Nachbarzellen den NODATA-Wert auf,
z. B. am Rand des DGM-Layers, kann die zentrale Zelle nicht berechnet werden und
erhält ebenfalls den NODATA-Wert.
Die Ableitung komplexer Reliefparameter unterscheidet sich hiervon, indem sie nicht
ausschließlich auf der Basis der lokalen Höheninformationen des Moving Window durch-
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Abbildung 3.5: Die Benut-
zeroberﬂäche Reliefparame-
ter.
geführt werden kann. Sie benötigt zusätzliche Daten, die andere Bereiche des DGM oder
das gesamte DGM betreﬀen (Schmidt & Dikau, 1999). Erst dadurch werden Aussagen
zu topologischen Eigenschaften von Reliefkomponenten, wie z. B. die relative Lage im
Relief oder die Abgrenzung von Einzugsgebieten möglich. Für die Ermittlung der Ein-
zugsgebietsgröße einer Rasterzelle beschreibt Tarboton (1997, S. 313) auf der Basis
vonMark (1988) einen sehr eﬃzienten rekursiven Ansatz, bei dem jeweils alle hangauf-
wärts gelegenen abﬂussliefernden Nachbarzellen mit dem Moving Window nacheinander
abgearbeitet werden.
Einfache Reliefparameter
Für die Berechnung der Hangneigung und Hangneigungsrichtung kann zwischen den
Methoden von Horn (1981) und Zevenbergen & Thorne (1987) gewählt werden. Die
gesuchten Parameter ergeben sich dabei aus der Diﬀerenziation einer Flächenfunktion,
die an die lokalen Höhenwerte der 3 ∗ 3 Submatrix angepasst wird, um die tatsächliche
Geländeoberﬂäche möglichst genau wiederzugeben. Zevenbergen & Thorne (S. 49)
verwenden als Approximation ein Polynom zweiten Grades, das alle neun Stützstellen
des Moving Window exakt beschreibt.
Z = Ax2y2 +Bx2y + Cxy2 +Dx2 + Ey2 + Fxy +Gx+Hy + I (3.1)
Aufgrund der regelmäßigen Struktur (quadratische Rasterzellen) des Höhenrasters kön-
nen die Parameter A, . . . , I relativ leicht mit Hilfe eines Finite-Diﬀerenzen-Schemas
aus den gegebenen Höhenwerten Z1, . . . , Z9 der Submatrix und der Rasterzellenweite
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L (s. Abbildung 3.6 d)) abgeleitet werden (Zevenbergen & Thorne, 1987, S. 49):
A = [(Z1 + Z3 + Z7 + Z9) /4− (Z2 + Z4 + Z6 + Z8) /2 + Z5] /L4 (3.2)
B = [(Z1 + Z3 − Z7 − Z9) /4− (Z2 − Z8) /2] /L3 (3.3)
C = [(−Z1 + Z3 − Z7 + Z9) /4 + (Z4 − Z6) /2] /L3 (3.4)
D = [(Z4 + Z6) /2− Z5] /L2 (3.5)
E = [(Z2 + Z8) /2− Z5] /L2 (3.6)
F = (−Z1 + Z3 + Z7 − Z9) /4L2 (3.7)
G = (−Z4 + Z6) /2L (3.8)
H = (Z2 − Z8) /2L (3.9)
I = Z5 (3.10)
Die gesuchten Parameter werden durch den Gradienten ~∇Z der Funktion Z beschrieben.
Seine Orientierung und Richtung zeigen dabei in die Richtung des stärksten Anstiegs
der Fläche (Exposition), während sein Betrag ein Maß für die Änderungsrate (bzw. den
Anstieg) der Höhenwerte (Neigungsstärke) in diese Richtung darstellt. Er berechnet sich
aus den partiellen Ableitungen der Funktion Z in X- und Y-Richtung.
∂Z
∂x
= 2Axy2 + 2Bxy + Cy2 + 2Dx+ Fy +G (3.11)
∂Z
∂y







Die Hangneigung β in den von LUMASS unterstützten Einheiten sowie die Hangnei-
gungsrichtung δ in Grad ergeben sich daraus wie folgt:












































Da den Berechnungen im Moving Window ein lokales Koordinatensystem mit dem Mit-
telpunkt in Z5 (x = y = 0) zugrunde gelegt wird und die Parameterwerte nur jeweils für
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diese Zelle ermittelt werden, vereinfacht sich die Berechnung der partiellen Ableitungen







Das bedeutet, dass die gesuchten einfachen Reliefparameter für die Zelle Z5 lediglich aus
den Höhenwerten der vier direkt angrenzenden Nachbarn Z2, Z4, Z6 und Z8 bestimmt
werden (s. Gleichungen 3.8 und 3.9).
Horn (1981) nennt zwar keine explizite Flächenfunktion, seine Methode unterscheidet
sich hiervon aber im Wesentlichen durch die Berechnung der partiellen Ableitungen. Ent-
gegen des oben beschriebenen Verfahrens verwendet er ein Zentrale-Diﬀerenzen-Schema,
das insgesamt alle acht Nachbarzellen von Z5 berücksichtigt und die Nachbarn in kardi-
naler Richtung doppelt gewichtet (Horn, 1981, S. 18).
∂Z
∂x
= [(Z3 + 2Z6 + Z9)− (Z1 + 2Z4 + Z7)] /8L (3.20)
∂Z
∂y
= [(Z1 + 2Z2 + Z3)− (Z7 + 2Z8 + Z9)] /8L (3.21)
Dies führt nach Horn zu einer exzellenten Schätzung der einzelnen Komponenten des
Gradienten von Z im Punkt Z5. Die individuellen Höhenwerte der Stützstellen bekom-
men dadurch insgesamt weniger Gewicht als bei der Verwendung von nur vier Nachbar-
zellen, was zu einer geringeren Fehleranfälligkeit der berechneten Parameter gegenüber
fehlerhaften Höhendaten der Submatrix führt (Horn, 1981).
Ein von Jones (1997) (zitiert in Burrough & McDonnell, 1998, S. 191) durch-
geführter Vergleich von insgesamt acht unterschiedlichen Neigungsalgorithmen zeigte,
dass die oben beschriebenen Methoden, im Vergleich zu den wahren Werten der Test-
oberﬂächen, die besten Resultate ergaben. Dabei zeigte sich weiter, dass der Ansatz von
Horn besonders für raues Gelände und der von Zevenbergen & Thorne speziell für
sanfteres Gelände geeigneter ist.
Komplexe Reliefparameter
Als komplexen Reliefparameter bietet LUMASS die Berechnung der Einzugsgebietsgröße
je Rasterzelle. Sie entspricht dem Produkt aus der Anzahl der durch die betrachtete Zel-
le drainierenden Rasterzellen mit der Rasterzellengröße. Dargestellt z. B. in Klassen des
Vielfachen der Standardabweichung oder mit Hilfe einer logarithmischen Skala, zeichnen
die Bereiche großer Einzugsgebietsgröße potenzielle oberirdische Abﬂusspfade nach. Auf-
grund dieser Eigenschaft wird diese Funktion in der Benutzeroberﬂäche Reliefparameter
über die anschaulichere Bezeichnung Fließwege (ﬂow accumulation) repräsentiert. Anstel-
le von Rasterzellen oder Flächenanteilen kann mit den unten beschriebenen Algorithmen











































Abbildung 3.6: LUMASS-Reliefparameter und ihre Berechnung (Grundlage: ATKIS R©
Basis-DLM u. DGM5, c©LVermA-SH): a) Hangneigung (slope); b) Hangneigungsrich-
tung (aspect); c) Einzugsgebiet (upslope area), Abgrenzung des EZG einer Zelle nach
dem D∞-Verfahren (Tarboton, 1997) (Gebietsausschnitt); d) 3∗3 Submatrix (Moving
Window); e) Mögliche Fälle bei der Berücksichtigung von Abﬂusshindernissen; f) Fließ-
wege (ﬂow accumulation) n. Tarboton (1997), Überﬂießanteil 100%; g) Fließwege (ﬂow
accumulation) n. Quinn et al. (1991), Überﬂießanteil 0%; h) Wetness-Index.
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ebenfalls die reliefbedingte Akkumulation oberirdisch transportierter Stoﬀe abgeschätzt
werden (vgl. Burrough & McDonnell, 1998) (s. Kapitel 3.4.2, 3.4.4, 4.2).
Die Berechnung der Fließakkumulation wird in der Literatur grundsätzlich anhand
zweier unterschiedlicher Typen von Algorithmen beschrieben (vgl. z. B. Quinn et al.,
1991; Holmgren, 1994; Tarboton, 1997; Liang & Mackay, 2000):
• Single Flow Direction (SFD)
• Multiple Flow Direction (MFD).
Während SFD-Algorithmen den Abﬂuss einer Rasterzelle nur an maximal eine tieferlie-
gende Nachbarzelle weiterleiten können, sind MFD-Methoden in der Lage den Abﬂuss
an bis zu acht tieferliegende Zellen zu verteilen. Divergenter Oberﬂächenabﬂuss kann auf
diese Weise modelliert werden.
Das in LUMASS implementierte Verfahren nach Quinn et al. (1991, S. 61) gehört
zu der Gruppe der MFD-Algorithmen und leitet den Abﬂuss an alle tieferliegenden
Nachbarzellen weiter. Der aus einer Rasterzelle (Z5) an die jeweiligen Nachbarzellen
weitergereichte Abﬂussanteil ∆Ai wird proportional zum jeweiligen Höhengradienten
tan βi berechnet.




Dabei kennzeichnet A [m2] die akkumulierte Einzugsgebietsgröße der betrachteten Zelle
(Z5) und n die Anzahl der tieferliegenden Nachbarzellen. Ld [m] bezeichnet die Länge
des Höhenlinienabschnitts über den drainiert wird. Sie berechnet sich aus der Rasterzel-
lenweite L [m] und einem richtungsabhängigen Gewichtungsfaktor.
Ld =
L ∗ 0, 5 kardinale RichtungL ∗ 0, 354 diagonale Richtung (3.23)
Tarboton (1997) verfolgt einen anderen Ansatz. Er basiert auf der Ansicht, dass die
durch die MFD-Algorithmen abgebildete Dispersion des Abﬂusses nicht mit der physi-
kalischen Deﬁnition der Einzugsgebietsgröße A und der speziﬁschen Einzugsgebietsgröße
a (s. Gleichung 3.28) vereinbar sei. Selbst wenn a als Modellparameter stellvertretend
für Größen verwendet wird, die durch divergenten Abﬂuss beeinﬂusst werden, müsse
die Dispersion bei seiner Berechnung soweit wie möglich vermieden werden. Tarboton
(1997, S. 311 f.) weist deshalb der betrachteten Rasterzelle (Z5) nur eine Fließrichtung
zu. Dazu konstruiert er aus den neun Zellen des Moving Window acht Dreiecksfacetten
(s. Abbildung 3.6 d)), für die jeweils die Neigung s und Richtung r aus den Gradienten
in kardinaler und diagonaler Richtung (s1, s2) bestimmt werden (hier am Beispiel für
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Facette 1).
s1 = (Z5 − Z6)/L (3.24)












Liegt die berechnete lokale Neigungsrichtung außerhalb der betrachteten Facette, be-
stimmt die entsprechend nächste Kante die Neigungsrichtung. Die Richtung der am
stärksten geneigten Facette wird schließlich als Winkel zwischen 0 und 360◦ ausgehend
von Osten gegen den Uhrzeigersinn ausgedrückt und bestimmt damit die Fließrichtung
der zentralen Zelle Z5. Zeigt sie nicht direkt in eine der kardinalen oder diagonalen
Richtungen, wird auch hier der Abﬂuss zwischen den betreﬀenden Zellen aufgeteilt. Die
Proportionen und daraus resultierenden weiterzureichenden Abﬂussanteile (∆Ai) erge-
ben sich dabei aus der Abweichung der direkten Richtung zu der jeweiligen Zelle von
der berechneten Hangneigungsrichtung. Da für die jeweils betrachtete Zelle (Z5) durch
diese Methode nur eine Fließrichtung zwischen 0 und 360◦ zugewiesen wird, wird sie in
Anlehnung an die auch als D8 umschriebenen SFD-Methoden von Tarboton als D∞
(Deterministic inﬁnity) bezeichnet.
Mit den von Quinn et al. (1991) und Tarboton (1997) beschriebenen Metho-
den kann zwar die Einzugsgebietsgröße einer Rasterzelle berechnet, jedoch nicht visuell
als Raumeinheit abgegrenzt werden. Für die Berücksichtigung potenzieller Liefergebiete
oberidischer Stoﬀaustragsstellen bei der ökologischen Optimierung der Landnutzungs-
verteilung, ist dies aber wünschenswert (s. Kapitel 4.3). LUMASS stellt deshalb die
Funktion Einzugsgebiet (upslope area) zur Verfügung. Ausgehend von einer markierten
Rasterzelle werden dabei die jeweils hangaufwärts liegenden Nachbarzellen unter An-
wendung des Algorithmus von Tarboton (1997) auf Konnektivität überprüft und ggf.
markiert. Das Ergebnis ist ein binärer Raster-Layer, der für alle markierten Zellen den
Wert 1 und für alle übrigen Zellen den NODATA-Wert enthält. Die auf diese Weise abge-
grenzte Fläche stellt die maximale Einzugsgebietsgröße der als Ausgangspunkt gewählten
Rasterzelle dar. Sie ist deswegen als maximal zu bezeichnen, weil auch die D∞-Methode
in begrenztem Ausmaß Abﬂussdivergenz erzeugt und somit auch Abﬂussanteile an nicht
zum Einzugsgebiet gehörende Zellen weitergeben kann. Die mit der LUMASS-Funktion
Fließwege (ﬂow accumulation) unter Verwendung des D∞-Algorithmus berechnete Ein-
zugsgebietsgröße einer Zelle wird deswegen in aller Regel vom Flächeninhalt des visuell
abgegrenzten Einzugsgebietes abweichen und kleinere Werte aufweisen.
Kombinierte Reliefparamter
Als zusammengesetzten Reliefparamter berechnet LUMASS den sogenannten Wetness-
Index. Er wird zur Ausweisung von Bereichen mit relativ höherer Bodenwassersättigung
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herangezogen und kann bei Anwendung gebietsspeziﬁscher Schwellenwerte zur Auswei-
sung von Flächen mit hohem Abﬂussbildungspotenzial genutzt werden (Moore et al.,
1992). In der gegebenen Form bleibt dabei allerdings die Wasserwegsamkeit (Transmissi-
vität) des Bodens unberücksichtigt und wird für das jeweils betrachtete Untersuchungs-
gebiet auf 1 gesetzt.
In seiner einfachsten Form wird der Wetness-Index w (Gl. 3.29) aus dem einfachen
Reliefparameter Hangneigung (tan β) und dem komplexen Parameter der speziﬁschen
Einzugsgebietsgröße der Rasterzelle (a) (Gl. 3.28) berechnet. Letzterer ergibt sich aus
dem Verhältnis der Einzugsgebietsgröße (A) der jeweiligen Rasterzelle zu der Länge des
Höhenlinienabschnitts, über den entwässert wird (hier die Rasterzellenweite L) (Moore












Die oberirdischen Abﬂussbahnen bzw. Einzugsgebietsgrößen von Hangpunkten (Raster-
zellen) werden in realen Landschaften neben der Geländehöhe ebenfalls durch lineare
Raumstrukturelemente (z. B. Schlaggrenzen, Gräben, Straßen, etc.) der Landschaft be-
einﬂusst (vgl. Abbildung 3.6 f) u. g)). Diese werden in Anlehnung an die bereits bei
O'Callaghan & Mark (1984) und Desmet & Govers (1996) beschriebenen Prinzi-
pien der Verwendung einer Gewichtungsmatrix bzw. der Deﬁnition hydrologisch isolierter
Raumeinheiten berücksichtigt.
LUMASS verwendet zur Deﬁnition der Lage und Beschaﬀenheit linearer Abﬂusshin-
dernisse einen Vektor-Layer (Polyline-Feature-Class) (vgl. Kapitel 3.3). Die Charakte-
ristik der einzelnen Elemente in Bezug auf ihre Fähigkeit Abﬂuss zu reduzieren oder zu
unterbinden wird über den sogenannten Überﬂießanteil ausgedrückt, der Werte im Be-
reich von 0.00 bis 1.00 annehmen kann. EinWert von 0.00 bedeutet, dass das Element den
hangabwärts gerichteten Abﬂuss vollständig stoppt, während ein Überﬂießanteil von 1.00
das Überﬂießen des Elements zu 100% ermöglicht. Die Nutzung von Polyline-Features
bietet dem Anwender, mit Blick auf ein eﬃzientes Flächenmanagement, die Möglichkeit
einzelne lineare Elemente hinzuzufügen, zu entfernen oder zu editieren und mit entspre-
chenden Überﬂießanteilen zu versehen. Das bedeutet insbesondere bei der Durchführung
von Szenaranalysen gegenüber der ausschließlichen Verwendung von Raster-Layern einen
großen praktischen Vorteil.
Die Angabe des Vektor-Layers erfolgt über die Benutzeroberﬂäche Untersuchungsge-
biet. Neben der Speziﬁkation eines externen Layers, können die Abﬂusshindernisse auch
direkt mit LUMASS aus dem Landnutzungs-Layer automatisch erzeugt werden. Bei der
Konﬁguration des gewählten Layers ist das Datenfeld (Standard: OVER) anzugeben,
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das den Überﬂießanteil der einzelnen Elemente enthält. Bei jedem Berechnungsvorgang
der entsprechenden Reliefparameter wird der Layer in das Rasterformat konvertiert,
wobei den Zellen, die Fließhindernisse repräsentieren, der entsprechende Überﬂießanteil
zugeordnet wird, während alle anderen Zellen den NODATA-Wert erhalten. Bei der Be-
rechnung der Fließakkumulation unter Berücksichtigung dieser Hindernisse können dann
vier theoretische Fälle unterschieden werden, die in Abbildung 3.6 e) dargestellt sind.
Der weiterzuleitende Abﬂussanteil (∆Ai, s. o.) wird mit dem Überﬂießanteil der Zielzelle
multipliziert, sofern dieser einen validen (6= NODATA) Wert aufweist (s. Fall 2 und 3).
Bei der Anwendung ist dies insbesondere dort zu berücksichtigen, wo bei dem Kon-
vertierungsprozess, sei es durch den Verlauf der Linien oder durch die Rasterzellengröße,
Abﬂusshindernisse entstehen, die in Fließrichtung eine Breite von mehr als einem Pixel
aufweisen (vgl. Abbildung 3.6 e)). Da sich dies praktisch kaum vermeiden lässt, nimmt
der anzugebende Überﬂießanteil genau genommen die Dimension Überﬂießanteil
Rasterzellenweite
an. Da-
mit dieser Prozess für den Anwender transparent bleibt, werden die jeweils erzeugten
Raster-Layer der Abﬂusshindernisse im temporären Datenverzeichnis unter dem Namen
overgrd abgespeichert.
3.4.2 Direktabﬂuss
Für die Berechnung des abﬂusswirksamen Niederschlages ist in LUMASS das sogenann-
te Curve-Number-Verfahren des U. S. Soil Conservation Service (SCS) in der vom Deut-
schen Verband für Wasserwirtschaft und Kulturbau e.V. (DVWK) beschriebenen Fas-
sung implementiert (DVWK, 1984). Die Ableitung der der Methode zugrunde liegenden
empirischen Beziehungen basiert auf gemessenen Niederschlag-Abﬂuss-Ereignissen klei-
ner Einzugsgebiete der Vereinigten Staaten von Amerika. Von entscheidender Bedeutung
für die Abschätzung des Direktabﬂusses ist dabei die Bestimmung der als Curve-Number
(CN) bezeichneten Gebietskenngröße. Sie charakterisiert die wichtigsten abﬂussbilden-
den Faktoren (DVWK, 1984;Mishra & Singh, 2003): (i) Hydrologische Eigenschaften
des Bodens, (ii) Landnutzung und -bearbeitung, (iii) Vorregenhöhe und (iv) Jahres-
zeit. Als Maß für die Abﬂussbildungsneigung einer Fläche reicht ihre Spannweite mögli-
cher Werte von 0 bis 100. Null bedeutet, dass kein Oberﬂächenabﬂuss stattﬁndet, Hun-
dert bedeutet dagegen, dass der gesamte Gebietsniederschlag abﬂusswirksam ist. Ein
großer Vorteil der Methode liegt in ihrem geringen Datenbedarf und darin, dass sie auch
auf Einzugsgebiete anwendbar ist, für die keine Messungen der Niederschlag-Abﬂuss-
Beziehungen vorliegen (DVWK, 1984). Sie eignet sich deshalb hervorragend für den
Einsatz im Rahmen des hier vorgestellten Landmanagementsystems. Die von LUMASS
für die Berechnung des Direktabﬂusses und des Abﬂussbeiwertes (s. u.) benötigten Ein-
gangsdaten sind in Tabelle 3.3 zusammengestellt (vgl. auch Abbildung 3.2 u. 3.7).
Die Option Abﬂuss kaskadieren? der Benutzeroberﬂäche Direktabﬂuss & Stoﬀtransporte
(vgl. Abbildung 3.7) legt fest, ob der Direktabﬂuss und der Abﬂussbeiwert auf Schlagebe-
ne berechnet und im Landnutzungs-Layer in den Datenfeldern NEFF bzw. PSIABFLUSS
gespeichert werden. Oder ob auf der Basis des DGM und der Abﬂusshindernisse der
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Niederschlag der vorangegangenen 5 Tage [mm]
Bodenfeuchteklasse
Vegetationsperiode übrige Zeit
I < 30 < 15
II 30  50 15  30
III > 50 > 30
Tabelle 3.2: Bodenfeuchteklassen des SCS-CN-Verfahrens nach DVWK (1984, S. 6)
abﬂusswirksame Niederschlag nach der D∞-Methode (s. Kapitel 3.4.1) kaskadiert und
als Raster-Layer cumrunoﬀ ausgegeben wird. Die nachfolgenden Ausführungen beziehen
sich zunächst auf die schlagbezogene Berechnungsvariante.
Für die Berechnung des Eﬀektivniederschlages muss zuvor die Curve-Number in Ab-
hängigkeit von Landnutzung und hydrologischem Bodentyp festgelegt werden (s. Tabel-
le A.2 u. A.1). Die in Tabelle A.2 angegebenen CN-Werte beziehen sich dabei auf die
Bodenfeuchteklasse II (BFK-II). Sie wird über die Angabe der 5-Tage-Vorregenhöhe über
die Benutzerschnittstelle bestimmt (s. Abbildung 3.7) und beschreibt den Sättigungszu-
stand des Bodens vor Beginn des betrachteten Niederschlagereignisses (s. Tabelle 3.2). In
Abhängigkeit der jeweils gewählten Einstellung wird der CN-Wert für die Bodenfeuchte-
klassen I und III (CNI , CNIII) aus dem zuvor ermittelten CN-Wert für die Bodenfeuch-
teklasse II (CNII) berechnet (Hawkins et al., 1985 und Ponce & Hawkins, 1996
in Mishra & Singh, 2003, S. 122 f. u. S. 192). Die folgenden empirischen Beziehungen
gelten dabei für eine Spannweite der CN-Werte von 55 bis 95.
CNI =
CNII
2, 281− 0, 01281 ∗ CNII ; r
2 = 0, 996 (3.30)
CNIII =
CNII
0, 427 + 0, 00573 ∗ CNII ; r
2 = 0, 994 (3.31)
Da die räumlichen Ausmaße von Bodeneinheiten und Schlägen naturgemäß nicht de-
ckungsgleich sind, werden bei der schlagbezogenen Berechnungsoption die entsprechen-
den Layer intern verschnitten und die CN-Werte für die sich daraus ergebenden kleins-
ten gemeinsamen Geometrien bestimmt. Daraus wird der schlagbezogene CN-Wert als
ﬂächengewichteter Mittelwert abgeleitet. Der Eﬀektivniederschlag (NEFF [mm]) eines
Schlages errechnet sich dann in Abhängigkeit des über die Benutzeroberﬂäche angege-


















)− 8 ∗ 25, 4 (3.32)
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GNS (Gebietsniederschlag [mm]) Formular






SCSCNTYP (hydrologischer Bodentyp) Boden-Layer
NEFF(Direktabﬂuss [mm]) Landnutzungs-LayerPSIABFLUSS











Tabelle 3.3: Kenngrößen des SCS-CN-Verfahrens und die von LUMASS benötigten
Eingangsdaten (vgl. Abbildung 3.2, S. 30).
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Wählt der Anwender die Berechnung des kaskadierten Direktabﬂusses, werden die
einzelnen Layer (Topographie und Boden) zunächst in das Rasterformat überführt. An-
schließend wird auf die oben beschriebene Weise der abﬂusswirksame Niederschlag für
jedes Pixel berechnet, wobei der Umweg über die Flächengewichtung der CN-Werte
aufgrund der Rasterstruktur der Eingangsdaten wegfällt. Anstelle der Flächengröße fun-
gieren nun die berechneten Direktabﬂusswerte der Rasterzellen als Eingangsgröße für
den D∞-Fließalgorithmus (vgl. Kapitel 3.4.1). Der resultierende Raster-Layer namens
cumrunoﬀ (KNEFF) stellt demnach den potenziell auf der Grundlage der Geländehöhen-
werte über jedes Pixel abﬂießenden Eﬀektivniederschlag in Bezug auf das Gesamtereignis
dar.
Bei der praktischen Anwendung des Verfahrens sind nachDVWK (1984, S. 7) folgende
Gesichtspunkte zu berücksichtigen: Für GNS < ca. 50mm errechnet das Verfahren z. T.
zu niedrige Werte für NEFF und PSIABFLUSS. Gebiete mit Bodentyp A und BFK-II
weisen u.U. im Zusammenwirken mit entsprechenden Landnutzungen bei hohen Nieder-
schlägen Abﬂussbeiwerte von PSIABFLUSS≈ 0, bei Bodentyp D von PSIABFLUSS> 0, 7
auf. Bei hohem Waldanteil ist die Auswirkung der Einstufung der Walddichte zu beach-
ten.
3.4.3 Bodenerosion durch Wasser
Die niederschlagsbedingte Bodenerosion wird im Wesentlichen nach der bei Schwert-
mann et al. (1990) beschriebenen Allgemeinen Bodenabtragsgleichung (ABAG) be-
rechnet. Sie ist eine für bayerische Verhältnisse adaptierte Fassung der Universal Soil
Loss Equation (USLE) von Wischmeier & Smith (1978). Darin wird der wasserbe-
dingte langjährige mittlere jährliche Bodenabtrag (A [t/(ha∗a)]) auf der Grundlage einer
empirisch gewonnen Gleichung ermittelt:
A = R ∗K ∗ L ∗ S ∗ C ∗ P (3.34)
Die einzelnen Faktoren charakterisieren die auf der Basis umfangreicher Feldmessun-
gen (Wischmeier & Smith, 1978) identiﬁzierten maßgeblichen Einﬂussgrößen des Bo-
denabtrages (Schwertmann et al., 1990, S. 9):
R Der Regen- und Oberﬂächenabﬂussfaktor [N/h] ist ein Maß für die Erosivität der Nie-
derschläge und berechnet sich aus der kinetischen Energie und Niederschlagsintensität
sämtlicher erosiver Niederschläge eines Jahres.
K Der K-Faktor [(t*h)/(ha*N)] kennzeichnet die Erodibilität des Bodens und stellt den
Bodenabtrag des Standardhanges (22m Länge, 9% Gefälle, Schwarzbrache) pro R-
Einheit dar.
L Der Hanglängenfaktor quantiﬁziert unter sonst gleichen Bedingungen das Verhältnis
des Bodenabtrages eines beliebig langen Hanges zum Standardhang.
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S Der Hangneigungsfaktor drückt das Verhältnis des Bodenabtrages eines beliebig ge-
neigten Hanges zum Standardhang aus.
C Der C-Faktor wird als Bodenbedeckungs- und Bearbeitungsfaktor bezeichnet und
beschreibt das Verhältnis des Bodenabtrages eines beliebig bewirtschafteten Hanges
zum Standardhang.
P Mit Hilfe des P-Faktors wird der aufgrund von Schutzmaßnahmen, wie Konturnut-
zung, Terrassierung, usw. resultierende Bodenabtrag als Verhältnis zu dem Abtrag
bei Bearbeitung in Gefällerichtung und ohne weitere Schutzmaßnahmen ausgedrückt.
Berechnung des Bodenabtrages mit LUMASS
Liegen die beschriebenen Faktoren für das Untersuchungsgebiet vor, können sie über die
Benutzeroberﬂäche Allg. Bodenabtragsgleichung (ABAG) (s. Abbildung 3.8) konﬁguriert
und berechnet werden. Die einzelnen Faktoren können dabei entweder als Attribute des
Landnutzungs- bzw. Boden-Layers (s. Abbildung 3.2, S. 30) oder als externe Raster-
Layer bereitgestellt werden. Das Berechnungsresultat wird als Raster-Layer erosion aus-
gegeben und stellt den Bodenabtrag in t/(Rasterzelle∗a) dar. Dabei wird vorausgesetzt,
dass den entsprechenden Eingangs-Layern ein metrisches Koordinatensystem zugrunde
liegt. Sollten nicht alle Faktoren für die Berechnung des Abtrages vorliegen, können die
Faktoren L und S, die zum LS-Faktor zusammengefasst werden sowie die Faktoren K
und C mit Hilfe von LUMASS berechnet werden. Die jeweils benötigten Eingangsgrößen
werden in Tabelle 3.4 zusammengefasst.
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Abbildung 3.9: Die Benut-
zeroberﬂäche RUSLE - LS-
Faktor.
Berechnung des LS-Faktors nach RUSLE
Die automatische Berechnung des LS-Faktors erfolgt auf der Grundlage der von Des-
met & Govers (1996) beschriebenen Methode. Dabei wird die in der ABAG/USLE
verwendete erosive Hanglänge durch die speziﬁsche Einzugsgebietsgröße einer Rasterzelle
ersetzt. Diese kann analog zu den Ausführungen in Kapitel 3.4.1 auf Basis der digitalen
Geländehöhendaten (s. Kapitel 3.3 u. Abbildung 3.3) wahlweise unter Anwendung der
Algorithmen von Quinn et al. (1991) oder Tarboton (1997) in die Ableitung des
LS-Faktors einbezogen werden. Auch bei der Bestimmung der Hangneigung besteht die
Wahl zwischen den bereits beschriebenen Methoden von Horn (1981) und Zevenber-
gen & Thorne (1987) (vgl. Kapitel 3.4.1). Zusätzlich werden bei der Berechung auto-
matisch die abﬂusswirksamen linearen Strukturelemente der Landschaft berücksichtigt.
Auf diese Weise können sowohl Abﬂussdivergenz und -konvergenz als auch hydrologisch
relevante topologische Beziehungen zwischen den betrachteten Schlägen in die Modellie-
rung der Bodenerosion integriert werden. Im Rahmen des Flächenmangements können
so die Auswirkungen von Schlagteilungen bzw. -restrukturierungen durch das Editieren
von Abﬂusshindernissen sowie die Auswirkungen unterschiedlicher Bepﬂanzung von Ero-
sionsschutzstreifen durch Anpassung der Überﬂießanteile am Bildschirm direkt simuliert
werden.
Abweichend von den übrigen mit LUMASS berechenbaren Faktoren, stützt sich die
Berechnung des LS-Faktors auf die Revised Universal Soil Loss Equation (RUSLE)
(Renard et al., 1997). Sie erlaubt zusätzlich die Berücksichtigung instabiler tauen-
der Bodenverhältnisse und des Verhältnisses von Rillen- zu Zwischenrillenerosion in drei
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Stufen (s. Abbildung 3.9). Mit der Variation der die reliefbedingten potenziellen Abﬂuss-
pfade unterschiedlich stark konzentrierenden Fließalgorithmen (vgl. Kapitel 3.4.1) stehen
damit zwei Möglichkeiten zur Verfügung, der grundsätzlich in der ABAG/USLE/RUSLE
nicht erfassten linearen Erosion, wenigstens im Rahmen der Möglichkeiten des Verfah-
rens, ansatzweise Rechnung zu tragen. Im Zusammenhang mit der Berücksichtigung ab-
ﬂussreduzierender oberirdischer Landschaftsstrukturmerkmale erlaubt die Vorgehenswei-
se dadurch eine realistischere Abbildung räumlicher Erosionsprozesse sowohl auf Schlag-
als auch auf Untersuchungsgebietsebene. In der Umsetzung führt die Kombination der
genannten Methoden zu nachfolgend beschriebenen pixelbezogenen Berechnungsschrit-
ten des LS-Faktors.
Nach dem methodischen Ansatz von Desmet & Govers (1996, S. 428 f.) berechnet




Dm+2 ∗ xm ∗ 22, 13m (3.35)
mit A : Einzugsgebiet der Rasterzelle am Zelleinlass
D: Rasterzellenweite [m]
m: Hanglängenexponent
x : sinα+ cosα (mit α: Hangneigungsrichtung)
Der darin enthaltene Hanglängenexponent m berechnet sich in Abhängigkeit des Ver-
hältnisses von Rillen- zu Zwischenrillenerosion β und der Hangneigung θ in Grad nach
Foster et al. (1977) undMcCool et al. (1989) in Renard et al. (1997, S. 105 f.)





∗ ((sin θ/0, 0896)/ [3 ∗ (sin θ)0,8 + 0, 56]) gering
(sin θ/0, 0896)/
[
3 ∗ (sin θ)0,8 + 0, 56] ausgeglichen






Instabile tauende Bodenverhältnisse werden nachMcCool et al. (1987) undMcCool
et al. (1993) in Renard et al. (1997, S. 107 f.) bei der Berechnung des Hangnei-




10, 8 ∗ sin θ + 0, 03 s < 9%(sin θ/0, 0896)0,6 tauend u. instabil16, 8 ∗ sin θ − 0, 5 sonstige Verhältnisse s ≥ 9%
(3.38)
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McCool et al. (1987) weisen daraufhin, dass die beschriebene Berechnung des S-
Faktors nur für Hänge ab einer Länge von ca. 4,5m gültig ist. Kürzere Hänge werden
demnach nach einer modiﬁzierten Formel berechnet, die nicht in LUMASS implemen-
tiert ist. Da in der heutigen Agrarlandschaft so gut wie keine Schläge mit Hanglängen
kleiner als 4,5m vorkommen, erscheint die dadurch erreichte erhebliche Vereinfachung
des Berechungsganges durchaus angemessen.
Der LS-Faktor ergibt sich schließlich aus dem Produkt der Faktoren L und S und
wird als Raster-Layer ls ausgegeben sowie automatisch in der Auswahlbox LS-Faktor des
Dialogfeldes Allg. Bodenabtragsgleichung (ABAG) (s. Abbildung 3.8) ausgewählt.
Berechnung des K-Faktors
Die Erodibilität des Bodens, ausgedrückt als K-Faktor der ABAG, kann in LUMASS
nach der hier als Standardberechnung bezeichneten Anleitung bei Schwertmann et al.
(1990) oder nach der als vereinfachte Berechnung gekennzeichneten Methode nach AG-
Boden (2000) abgeschätzt werden. Die Verfahren unterscheiden sich in ihren Daten-
anforderungen und können entweder über das in Abbildung 3.10 dargestellte Dialogfeld
ABAG - K-Faktor oder aber über das Register Standortbezogene Bodendaten des Boden-
datenkonﬁgurationsdialoges (Abbildung 3.4) aufgerufen werden.
Der K-Faktor [(t*h)/(ha*N)] nach Schwertmann et al. (1990, S. 20) ergibt sich
aus der folgenden empirischen Beziehung:
K = 2, 77 ∗ 10−6 ∗M1,14 ∗ (12−OS) + 0, 043 ∗ (A− 2) + 0, 033 ∗ (4−D) (3.39)
mit M : (SCHLUFFGES + FSTSAND) ∗ (SCHLUFFGES + SANDGES);
[alle Größen in Gew.-%]
OS: Organische Substanz (ORGSUB [Gew.-%])
A : Aggregatklasse (Eingangsgröße: AGGR [mm], wird intern klassiﬁ-
ziert)
D : Durchlässigkeitsklasse (KFAVG)
(s. auch Kapitel Abkürzungen und Symbole, S. xv ﬀ.)
Bei der Anwendung der gegebenen Formel berücksichtigt LUMASS die bei Schwert-
mann et al. genannten Gültigkeitsgrenzen. Liegt der Gehalt an SCHLUFFGES + FST-
SAND des Oberbodens über 70% oder der K-Faktor-Vorwert unter 0, 16, wird den ent-
sprechenden Böden der NODATA-Wert zugewiesen. Die Eingangsgrößen KFAVG und
FSTAND können über das Register Standortbezogene Bodendaten des Bodendatenkonﬁ-
gurationsdialoges nach der Anleitung bei Schwertmann et al. ermittelt werden (vgl.
Kapitel 3.4.7). Der ebendort mit Hilfe von Nomogrammen zusätzlich berücksichtigte
Steinbedeckungsgrad des Bodens kann in die automatische Berechnung durch LUMASS
nicht einbezogen werden, da hierfür keine explizite Berechnungsformel angegeben ist.
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Zielgröße Eingangsgröße Datenebene
digitale Geländehöhendaten DGM-Layer





AGGR (Aggregatgröße [mm]) Horizontdatentabelle
FSTSAND (Feinstsandgehalt [Gew.-%]) Horizontdatentabelle
ORGSUB (Gehalt an organischer
Substanz [Gew.-%])
Horizontdatentabelle
OTIEF (obere Tiefe des Horizonts [cm]) Horizontdatentabelle





SCHLUFFGES (Schluﬀgehalt [Gew.-%]) Horizontdatentabelle
HNBOD (Bodenart n. BKA-4) Horizontdatentabelle







SKELETT (Bodenskelettanteil n. MDB-2) Horizontdatentabelle
R-Faktoranteile Hilfstabelle (rfak.dbf)






















Tabelle 3.4: Datenbedarf der Bodenerosionsabschätzung nach ABAG/RUSLE (vgl. Ab-
bildung 3.2, S. 30).
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Abbildung 3.10: Die Be-
nutzeroberﬂäche ABAG - K-
Faktor.
Die alternativ wählbare Berechnungsvariante desK-Faktors stützt sich aufAG-Boden
(2000, VKR 5.10, S. 199), wobei von LUMASS der aggregierungs- und durchlässig-
keitsabhängige Anteil des K-Faktors aufgrund des geringen Einﬂusses unberücksichtigt
bleibt:
K = KB ∗KH ∗KS (3.40)
mit KB: bodenartenabhängiger Anteil nach VKR 5.5;
Eingangsgröße: HNBOD (n. BKA-4)
KH : humusabhängiger Anteil nach VKR 5.6;
Eingangsgröße: ORGSUB [Gew.-%]
KS: steinbedeckungsabhängiger Anteil nach VKR 5.9;
Eingangsgröße: SKELETT (n. MDB-2)
(s. auch Kapitel Abkürzungen und Symbole, S. xv ﬀ.)
Die Bestimmung der einzelnen Faktoren der Gleichung beruht auf den bei AG-Boden
beschriebenen Verknüpfungsregeln (VKR) und wird von LUMASS automatisch auf Grund-
lage der genannten Eingangsgrößen durchgeführt. Die VKR beruhen auf empirisch ab-
geleiteten Tabellen und können der zitierten Originalliteratur entnommen werden.
Berechnung des C-Faktors
Bodenbedeckung und -bearbeitung üben großen Einﬂuss auf das Erosionsgeschehen aus
und stellen damit eine zentrale, anthropogen beeinﬂussbare Steuergröße in Bezug auf die
Vermeidung bzw. Minimierung wasserbedingten Bodenabtrages dar. Um diesem Aspekt




Abbildung 3.11: Die LUMASS-Benutzerschnittstellen zur Konﬁguration des
Bearbeitungs- und Bedeckungsfaktors der ABAG: a) Tabellarische Übersichtsdarstel-
lung der Fruchtfolge inkl. der Teil-C-Faktoren; b) Benutzeroberﬂäche ABAG - C-Faktor
für die Erstellung von Fruchtfolgen; c) Graﬁsch-kalendarische Darstellung der Fruchtfol-
ge zur Konﬁguration der Bearbeitungstermine und -techniken.
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im Rahmen des Flächenmanagements Rechnung zu tragen, implementiert LUMASS das
Verfahren zur Berechnung des Bodenbedeckungs- und Bearbeitungsfaktors der ABAG
nach Schwertmann et al. (1990). Dabei wurde das von Herzig (1999) entwickelte
Benutzerschnittstellenkonzept für die Berechnung des C-Faktors übernommen und im
Rahmen der Entwicklung von LUMASS an die veränderten technischen Gegebenheiten
angepasst und vollständig reprogrammiert.
Abbildung 3.11 zeigt die graﬁschen Benutzeroberﬂächen zur Konﬁguration und Vi-
sualisierung der Fruchtfolge (b) u. c)) sowie die bei Schwertmann et al. (1990,
S. 47) beschriebene Fruchtfolgetabelle (a)) zur Berechnung des C-Faktors. Sie bildet
die zentrale Grundlage für die Berechnung und Visualisierung und kann auf der Ba-
sis einer mindestens 3-jährigen Rotation über die Schaltﬂäche Neue Fruchtfolge... im
dBASE R©-Format angelegt werden. Der daraus resultierende, auf Standardeinstellungen
basierende C-Faktor wird automatisch berechnet und unmittelbar angezeigt. Die de-
taillierte Konﬁguration der Fruchtfolge wird mit Hilfe der graﬁsch-kalendarischen Dar-
stellung (Fruchtfolgediagramm) vorgenommen. Dazu werden die jeweiligen Bearbeitungs-
und Entwicklungsphasen der einzelnen Kulturen per Mausklick angewählt und die ent-
sprechenden Einstellungen über die Formularelemente angepasst. Alle Veränderungen
werden automatisch in den Benutzerschnittstellen reﬂektiert und der C-Faktor unmit-
telbar neu berechnet. Zur Erleichterung der Konﬁguration kann die Darstellung des
Fruchtfolgediagramms mit Hilfe des Mausrades skaliert, mit der Strg-Taste zentriert
und mit der rechten Maustaste verschoben werden. Die jeweiligen Anpassungen und
Auswirkungen auf die C-Faktorberechnung können anhand der Fruchtfolgetabelle nach-
vollzogen und überprüft werden. Mit Hilfe der Schaltﬂäche ... an Parzellen übertragen
wird schließlich der C-Faktor der gewählten Rotation auf die selektierten Schläge des
Landnutzungs-Layers übertragen.
Die zur Berechnung benötigten Grundlagendaten der in Tabelle 3.4 genannten Hilfsta-
bellen, gelten in der implementierten Fassung für südniedersächsische Verhältnisse und
können nicht ohne weiteres auf andere Regionen übertragen werden. Bei Vorliegen ent-
sprechender Daten können allerdings die relevanten Tabellen im Installationsverzeichnis
von LUMASS, mit Ausnahme der unterstützten Kulturarten, an die jeweiligen regionalen
Gegebenheiten angepasst und so im Modul ABAG - C-Faktor verwendet werden.
3.4.4 Oberirdische Stoﬀtransporte
Auf der Basis der in Kapitel 3.4.3 beschriebenen Berechnung der Bodenabtragswerte
kann mit LUMASS der potenzielle Austrag von Sediment und partikulär gebundenem
Phosphor aus Ackerparzellen abgeschätzt werden (s. Abbildung 3.7, S. 43).
Dem Verfahren liegt die einfache Annahme zugrunde, dass höhere Stoﬀausträge meist
nicht in ﬂächenhafter Form sondern bevorzugt an den Enden relief- oder bewirtschaf-
tungsbedingter Leitbahnen auftreten (Duttmann, 1999c). Sie werden hier als Schnitt-
punkte der reliefbedingten potenziellen oberirdischen Abﬂussbahnen mit den abﬂuss-
wirksamen linearen Strukturelementen der Landschaft (vgl. Kapitel 3.4.1), wie z. B.
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Zielgröße Eingangsgröße Datenebene





















Tabelle 3.5: Die von LUMASS benötigten Eingangsgrößen zur Abschätzung oberirdi-
scher Sediment- und Phosphorausträge (vgl. Abbildung 3.2, S. 30).
Schlaggrenzen, Gräben, Straßen usw. interpretiert. Die Lokalisierung dieser potenziellen
Austragsstellen wird auf der Basis des D∞-Fließalgorithmus nach Tarboton (1997)
durchgeführt, da er sich aufgrund seiner minimalen Abﬂussdivergenz sehr gut zur Abbil-
dung realitätsnaher linienhafter Abﬂussbahnen eignet. Die Anzahl der auf diese Weise
ermittelten potenziellen Austragsstellen entlang eines linearen Elements kann über die
Angabe einer minimalen Einzugsgebietsgröße in m2 beeinﬂusst und an wechselnde re-
gionale Verhältnisse angepasst werden (s. Abbildung 3.7).
Die Quantiﬁzierung der ausgetragenen Sedimentmenge ES [t/a] basiert dabei auf der
bei Neufang et al. (1989, S. 783) beschriebenen empirischen Beziehung:
ES = SDR ∗ A ∗G ∗ 100 (3.41)
Darin kennzeichnet A den hier mit dem D∞-Fließalgorithmus im Austragspunkt ak-
kumulierten Bodenabtrag in t/(ha ∗ a) des dahinterliegenden Einzugsgebietes der Größe
G in km2. Wieviel des erodierten Bodens tatsächlich zum Austrag kommt, wird mit
Hilfe des dimensionslosen Sedimentanlieferungsverhältnisses SDR (Sediment Delivery
Ratio) bestimmt. Es ist eine Funktion der Einzugsgebietsgröße und berücksichtigt die
mit dessen wachsender Größe relativ zunehmenden Retentionsﬂächen und die ebenfalls
wachsende mittlere Entfernung zum Gewässer (Neufang et al., 1989, S. 785):
SDR = 0, 385 ∗G−0,2 (3.42)
Der Austrag partikulär gebundenen Phosphors kann dann auf der Basis des in Glei-
chung 3.41 ermittelten Sedimentaustrags ES abgeschätzt werden. Gegenüber dem P-
Gehalt des Oberbodens (PG [mg/kg], (CAL-P)) ist dieser im abgetragenen Bodenma-
terial verstärkt angereichert, da er überwiegend an die hauptsächlich abgeschwemmten
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kleineren und leichteren Bodenbestandteile, wie Ton, Schluﬀ, Feinstsand und organische
Substanz gebunden ist. Daher wird ein empirischer P-Anreicherungsfaktor ER (Enrich-
ment Ratio) in die Berechnung des P-Austrages EP [g/a] einbezogen (Nelson& Logan,
1983 (Gl. 3.44) in Neufang et al., 1989, S. 785 (Gl. 3.43)):
ER = 2, 53 ∗ A−0,21 (3.43)
EP = ES ∗ PG ∗ ER (3.44)
Sowohl der Sediment- als auch der Phosphoraustrag wird als Raster-Layer ausgegeben
und im Datenordner für Ergebnisdateien unter dem Namen sed bzw. phos gespeichert.
Die jeweils zur Berechnung erforderlichen Eingangsdaten können Tabelle 3.5 entnommen
werden.
3.4.5 Bodenwasserhaushalt
LUMASS verfügt über eine Reihe von Funktionen, mit deren Hilfe zentrale Kenngrößen
des Bodenwasserhaushaltes auf der Grundlage empirischer Daten und Beziehungen ab-
geleitet werden können. Im Folgenden steht vor allem die Implementierung derjenigen
Größen im Vordergrund, deren Datenbedarf über bodenkundliche Parameter hinausgeht
(vgl. Tabelle 3.6). Dies sind (i) die jährliche Grundwasserneubildung (GWNEU [mm]),
(ii) die jährliche Austauschhäuﬁgkeit des Bodenwassers (APB [%]) und (iii) die poten-
zielle Nitratkonzentration im Sickerwasser (NO3SW [mg/l]) (vgl. Abbildung 3.12). Alle
übrigen Kenngrößen werden in Kapitel 3.4.7 ab Seite 62 behandelt.
Grundwasserneubildung
Die Abschätzung der Grundwasserneubildung beruht auf den bei AG-Boden (2000)
beschriebenen Verfahren nach Renger & Strebel (1980) und Renger &Wessolek
(1990). Danach wird die jährliche Grundwasserneubildung GWNEU [mm] auf der Basis
langfristiger klimatischer Mittelwerte (SNS [mm], WNS [mm] u. ETPOT [mm]; s. Ta-
belle 3.6 u. Abbildung 3.12) mit Hilfe von nutzungsabhängigen Regressionsgleichungen
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berechnet (AG-Boden, 2000, S. 174 f.):
GWNEU =

0, 92 ∗WNS+ 0, 61 ∗ SNS− 153 ∗ log(WPFL)
− 0, 12 ∗ ETPOT+ 109 Ackerland
0, 90 ∗WNS+ 0, 51 ∗ SNS− 286 ∗ log(WPFL)
− 0, 10 ∗ ETPOT+ 330 Grünland
0, 71 ∗WNS+ 0, 67 ∗ SNS− 166 ∗ log(WPFL)
− 0, 19 ∗ ETPOT+ 127 Nadelwald
0, 935 ∗ (WNS+ SNS)− 0, 02 ∗ ETPOT
− 430, 1 Laubwald
(3.45)
Dabei quantiﬁziert WPFL [mm] das pﬂanzenverfügbare Bodenwasser, das intern aus den
Eingangsgrößen NFKWE und KR nach Verknüpfungsregel (VKR) 4.3 in AG-Boden
(2000, S. 167) berechnet wird. Hierbei ist insbesondere die nutzungsabhängige Bestim-
mung der eﬀektiven Durchwurzelungstiefe (WE) zu beachten, um eine konsistente Ab-
schätzung zu gewährleisten (vgl. Kapitel 3.4.7). Weiterhin muss bei grundwasserbeein-
ﬂussten Standorten darauf geachtet werden, dass die intern nach VKR 1.17 (AG-Boden,
2000, S. 133) berechnete mittlere Dauer des kapillaren Aufstiegs, zur Abschätzung des
WPFL, auf Getreide, Zuckerrüben und Intensivweide beschränkt ist. Um eine mögliche
Überschätzung der Grundwasserneubildung bei davon abweichenden Nutzungsarten zu
vermeiden, sollte in diesen Fällen die KR zur Ermittlung der Zielgröße GWNEU auf den
NODATA-Wert oder auf 0 gesetzt werden. Hinsichtlich der klimatischen Eingangsda-
ten gilt, dass die mittleren Jahresniederschläge für landwirtschaftliche Nutzung einen
Maximalwert von 800mm und bei Forsten von 1300mm nicht überschreiten dürfen.
LUMASS überprüft bei der Berechnung die in der Benutzeroberﬂäche angegebenen Da-
ten und weist bei Nichteinhaltung der Grenzwerte automatisch den NODATA-Wert zu.
Darüber hinaus gelten die Gleichungen nur für Standorte mit Hangneigungen kleiner
3, 5%, was bei der Anwendung durch den Benutzer zu beachten ist.
Eine Zusammenfassung der benötigten Eingangsdaten und ihre Zuordnung zu den Da-
tenebenen Boden und Landnutzung ist in Tabelle 3.6 nachzulesen. Aufgrund der natür-
licherweise räumlich unterschiedlich ausgeprägten Landnutzungs- und Bodeneinheiten
werden sie vor der Berechnung unter Anwendung von Standard-GIS-Funktionen intern
verschnitten. Die Berechnung der Zielgröße erfolgt dementsprechend für die daraus re-
sultierenden kleinsten gemeinsamen Geometrien. Die geschätzte Grundwasserneubildung
wird schließlich im Datenfeld GWNEU des ebenfalls gwneu genannten Ausgabe-Layers
gespeichert.
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Zielgröße Eingangsgröße Datenebene
WNS (Niederschlag im Winterhalbjahr
[mm])
Formular














































Tabelle 3.6: Kenngrößen des Bodenwasserhaushaltes und die von LUMASS benötigten
Eingangsdaten (vgl. Abbildung 3.2, S. 30).
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Austauschhäuﬁgkeit des Bodenwassers und Nitratauswaschung
Die jährliche Austauschhäuﬁgkeit des Bodenwassers APB sowie die mittlere potenzielle
Nitratkonzentration des Sickerwassers NO3SW werden nach Feldwisch et al. (1999,
S. 49 ﬀ.) abgeschätzt. Eine zentrale Eingangsgröße ist dabei die im vorigen Abschnitt
behandelte Grundwasserneubildung. Wird diese nicht mit LUMASS berechnet, kann sie
ebenfalls als externer Polygon-Feature-Class-Layer über die Benutzeroberﬂäche Grund-
wasserneubildung & Nitratauswaschungsgefährdung (s. Abbildung 3.12) angegeben werden.
Das setzt voraus, dass die benötigten Eingangsgrößen (s. Tabelle 3.6) als Attribute des
gewählten Layers verfügbar sind. Die jeweiligen Datenfeldnamen und NODATA-Werte
müssen dabei mit den Einstellungen der entsprechenden Konﬁgurationsdialoge (vgl. Ka-
pitel 3.3 u. Abbildung 3.4, S. 32) übereinstimmen. Zusätzlich erwartet LUMASS die
Existenz eines Datenfeldes GWNEU, das die Grundwasserneubildungswerte enthält, wo-
bei von einem Standard-NODATA-Wert von −999.99 ausgegangen wird.
Die Größe APB [%] ergibt sich aus dem Quotient der jährlichen Grundwasserneubil-
dung GWNEU [mm/a] und der nutzbaren Feldkapazität des eﬀektiven Wurzelraumes





Sie gibt an, zu wieviel Prozent das Bodenwasser im Jahresdurchschnitt ausgetauscht
wird und dient als Maß für die Auswaschungswahrscheinlichkeit des verlagerungsfähigen
NO3-Vorrats im Boden. In die Berechnung der mittleren potenziellen Nitratkonzentra-
tion im Sickerwasser NO3SW [mg/l] geht sie über den sogenannten Auswaschungsfaktor
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AF (Gl. 3.47) ein. Die Zielgröße (Gl. 3.48) wird schließlich auf der Basis der Stickstoﬀﬂä-
chenbilanz NBIL [kg(N)/(ha*a)] je Schlag berechnet, wobei die Umrechung von Stickstoﬀ
zu Nitrat über den Faktor 4, 43 erfolgt (Feldwisch et al., 1999, S. 50):
AF =
APB/100 APB < 100%1 APB ≥ 100% (3.47)
NO3SW =
(NBIL+ NMINERAL− NIMMOBIL− DENITRI) ∗ AF
GWNEU
(3.48)
∗ 4, 43 ∗ 100
Die Angaben zur Stickstoﬀmineralisation NMINERAL [kg(N)/(ha*a)] und -immobilisation
NIMMOBIL [kg(N)/(ha*a)] sowie zur Denitriﬁkation DENITRI [kg(N)/(ha*a)] sind optio-
nale Eingangsgrößen und müssen nicht zwingend angegeben werden. Faustzahlen ﬁnden
sich hierzu ebenfalls bei Feldwisch et al. (1999, S. 53).
3.4.6 Bodenverdichtung
Für die Abschätzung der Bodenverdichtungsempﬁndlichkeit stellt LUMASS die aufein-
ander aufbauenden Funktionen (i) Proﬁlbezogene Verdichtungsempﬁndlichkeit und
(ii) Schlagbezogene mechanische Belastbarkeit (COMPAREA [%]) zur Verfügung (s. Ab-
bildung 3.13). Sie beruhen auf der Anleitung zur Ermittlung der horizontspeziﬁschen
Festigkeit nach DVWK (1995) und werden im Folgenden in Bezug auf ihre Implemen-
tierung in LUMASS beschrieben.
Proﬁlbezogene Verdichtungsempﬁndlichkeit
Die proﬁlbezogene Verdichtungsempﬁndlichkeit beschreibt die aufgrund einer gegebe-
nen mechanischen Auﬂast in Bezug auf eine deﬁnierte Auﬂastﬂäche entstehende Druck-
fortpﬂanzung innerhalb eines Bodenproﬁls unter Berücksichtigung der jeweiligen hori-
zontspeziﬁschen Eigenfestigkeiten. Sie kann zur Abschätzung der theoretisch maximal
tolerierbaren Auﬂast, die noch keine irreversible plastische Verformung zur Folge hat,
eingesetzt werden (vgl. Tabelle 3.7).
Für die Beurteilung der Verdichtungsempﬁndlichkeit eines kompletten Bodenproﬁls
wird dabei jeweils an der Horizontobergrenze der Quotient PVSIG aus Eigenfestigkeit
bzw. Vorbelastung PVVAL und herrschendem Bodendruck σi (s. Gleichung 3.49 u. Glei-
chung 3.50) gebildet. Dabei wird die Verdichtungsempﬁndlichkeit des Proﬁls durch den
kleinsten auftretenden Wert für PVSIG nach Tabelle 3.7 bestimmt (DVWK, 1995).
Die horizontspeziﬁsche Eigenfestigkeit (PVVAL) kann mit Hilfe des Bodendatenkonﬁ-
gurationsdialoges über das Register Horizontbezogene Bodendaten - Seite 2 für eine Was-
serspannung von pF=1,8 berechnet werden. Dadurch werden insbesondere die kritischen
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Abbildung 3.13: Die Be-
nutzeroberﬂäche Bodenver-
dichtung.
Bedingungen bei Feldkapazität im Frühjahr erfasst. Die Ableitung der Vorbelastung be-
ruht dabei auf verschiedenen multiplen Regressionsgleichungen (DVWK, 1995, S. 6), die
in Abhängigkeit von der Bodenart (HNBOD) zur Anwendung kommen. Darüber hinaus
werden weitere zentrale bodenphysikalische Kennwerte, wie z. B. Scherwiderstandspa-
rameter und Kenngrößen des Bodenwasserhaushalts einbezogen, die aus den in Tabel-
le 3.8 genannten Eingangsgrößen von LUMASS intern automatisch ermittelt werden.
Die bei AG-Boden (2000, S. 189) gegebenen bodenartenabhängigen Gültigkeitsgrenzen
der Regressionsgleichungen in Bezug auf die Rohdichte und den Gehalt an organischer
Substanz werden bei der Berechnung automatisch berücksichtigt. Bei der Anwendung
ist zusätzlich darauf zu achten, dass die Methode für Anmoor- und Moorböden, so-
wie für Standorte mit einer Hangneigung ≥ 9% keine validen Werte der Eigenfestigkeit
liefert (AG-Boden, 2000, S. 22). LUMASS stellt während der Berechnung die in die Re-
gressionsgleichungen einﬂießenden Parameter horizontweise in einem Report zusammen
(s. Abbildung A.4, S. 143). Eventuell resultierende NODATA-Werte können auf diese
Weise vom Anwender nachvollzogen und überprüft werden.
Für die Berechnung der Zielgröße PVSIG wird zusätzlich die unter Berücksichtigung
der Bodenart, des Skelettgehalts und der Bodenfeuchte klassiﬁzierte Vorbelastung PV-
CLASS (vgl. Tabelle 3.8) benötigt. Sie kann ebenfalls mit Hilfe des Bodendatenkonﬁ-
gurationsdialoges (Horizontbezogene Bodendaten - Seite 2) ermittelt und anhand eines
Reports nachvollzogen werden (s. Abbildung A.5, S. 144).
Auf der Grundlage der in der Benutzeroberﬂäche Bodenverdichtung angegebenen Pa-
rameter Äquivalentradius der Reifenkontakt- oder Lastﬂäche (r [cm]) und Kontaktﬂächen-
oder Bodendruck (σO [kPa]), wird schließlich die Druckfortpﬂanzung im Proﬁl berechnet
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PVSIG Bewertung
> 1,5 sehr stabil, elastische Verformung
1,5 - 1,2 stabil
1,2 - 0,8 labil
< 0,8 instabil, zusätzliche plastische Verfor-
mung bis hin zu ﬂießend
Tabelle 3.7: Die Bewertung me-
chanischer Bodenbelastungen mit
Hilfe des Quotienten aus Vorbe-
lastung und Bodendruck (PVSIG)
(DVWK, 1995, S. 11).
und ebenfalls in einem Report dokumentiert (s. Abbildung A.6, S. 145). Dabei wird für
jeden Horizont i (i = 1, 2, . . . , n) aus dem an der Horizontobergrenze herrschenden Druck
σi [kPa] (σi = {σO|i = 1} der nicht durch die Eigenfestigkeit kompensierte Bodendruck









Darin kennzeichnet Zi [cm] die obere Tiefe (OTIEF) des aktuellen Horizonts i und vk
einen Konzentrationsfaktor, der die Druckäquipotenziale im Boden beschreibt. Letzte-
rer wird intern horizontspeziﬁsch ermittelt und ergibt sich aus Bodenart, Äquivalent-
durchmesser, Bodendruck und Vorbelastung. Er führt bei wachsender Auﬂastﬂäche und
konstantem Druck zu einer Fortpﬂanzung des Bodendrucks in größere Tiefen. Der hori-






Anhand Tabelle 3.7 und der Quotienten PVSIGi, die in der Horizontdatentabelle gespei-
chert werden (vgl. Abbildung 3.2, S. 30), kann nun beurteilt werden, ob und in welcher
Bodentiefe eine irreversible Verformung im Proﬁl infolge der gegebenen Auﬂastﬂäche
und der auf sie wirkenden Auﬂast eintritt.
Schlagbezogene mechanische Belastbarkeit
Für die Durchführung eines schlagbezogenen Landmanagements ist die Abschätzung
der proﬁlbezogenen Verdichtungsempﬁndlichkeit nur von begrenztem Nutzen, da sich die
landwirtschaftliche Bewirtschaftung in aller Regel auf Schläge und nicht auf Bodeneinhei-
ten bezieht. Deshalb stellt LUMASS zusätzlich die Funktion Schlagbezogene mechanische
Belastbarkeit zur Verfügung (s. Abbildung 3.13). Sie ermittelt auf der Grundlage der im
vorigen Abschnitt beschriebenen proﬁlbezogenen Verdichtungsempﬁndlichkeit den pro-
zentualen Flächenanteil eines Schlages, der mindestens eine benutzerdeﬁnierte mechani-
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Zielgröße Eingangsgröße Datenebene
HNBOD (Bodenart nach BKA-4) Horizontdatentabelle




LGDI (eﬀektive Lagerungsdichte [g/cm3]) Horizontdatentabelle











FEUSTUFE (aktuelle Bodenfeuchte n.
BKA-4)
Horizontdatentabelle





SKELETT (Skelettgehalt n. MDB-2) Horizontdatentabelle
KONFL (Äquivalentradius r der
Kontaktﬂäche [cm])
Formular




PVCLASS (Klasse der Eigenfestigkeit n.
DVWK)
Horizontdatentabelle
FEUSTUFE (aktuelle Bodenfeuchte n.
BKA-4)
Horizontdatentabelle
HNBOD (Bodenart nach BKA-4) Horizontdatentabelle






UTIEF (untere Tiefe des Horizonts [cm]) Horizontdatentabelle
PVSIG (s. o.) Horizontdatentabelle





lastbarkeit [%] WE (eﬀektive Durchwurzelungstiefe [dm]) Boden-Layer
Tabelle 3.8: Datenbedarf der Kenngrößen zur Beurteilung der horizontspeziﬁschen und
schlagbezogenen Bodenverdichtung (vgl. Abbildung 3.2, S. 30).
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sche Belastbarkeit aufweist (vgl. Tabelle 3.7 u. Abbidlung 3.13). Im Zuge des Flächen-
managements können auf dieser Grundlage Handlungsempfehlungen zur bodenstruktur-
und gefügeschonenden Schlagbewirtschaftung erarbeitet werden.
Zur Berechnung der schlagbezogenen mechanischen Belastbarkeit (COMPAREA) wer-
den die Layer Landnutzung und Boden intern verschnitten und die jeweils innerhalb
eines Schlages der Fläche AS liegenden Teilﬂächen AB der Bodeneinheiten anhand der
ihnen zugeordneten Proﬁle (vgl. Kapitel 3.3) auf ihre Verdichtungsempﬁndlichkeit hin
überprüft. Da sich der Bodendruck naturgemäß von der Oberﬂäche her durch das Pro-
ﬁl fortpﬂanzt und aus landwirtschftlicher Sicht insbesondere der Bodenbereich inner-
halb der eﬀektiven Durchwurzelungstiefe (WE) von besonderem Interesse ist, besteht
die Möglichkeit die Überprüfung der Verdichtungsempﬁndlichkeit bzw. der mechani-
schen Belastbarkeit auf die WE zu begrenzen (s. Abbildung 3.13). Die n Teilﬂächen AB,
die dabei mindestens die benutzerdeﬁnierte Belastbarkeit aufweisen, bestimmen schließ-
lich die Zielgröße COMPAREA [%], die als Attribut des Landnutzungs-Layers gespeichert








LUMASS berechnet verschiedene bodenkundliche Kenngrößen, die in den beschriebenen
Modellen und Methoden als Eingangsgrößen benötigt werden. Sie werden gemäß der in
Kapitel 3.3 beschriebenen Datenstruktur von LUMASS in standort- und horizontbezo-
gene Größen unterteilt. Die entsprechende Zuordnung zu den jeweiligen Datenebenen
kann anhand Abbildung 3.2 nachvollzogen werden. Tabelle 3.9 und 3.10 fassen die mit
LUMASS berechenbaren Bodendaten und die benötigten Eingangsgrößen zusammen.
In den folgenden Abschnitten wird die in LUMASS implementierte Ableitung derje-
nigen Kenngrößen behandelt, die von zentraler ökologischer Bedeutung sind und deren
Bestimmung nicht bereits im Zusammenhang mit den Prozessmodellen behandelt wor-
den ist.
Nutzbare Feldkapazität, Luftkapazität und Totwasser
Die nutzbare Feldkapazität NFK [mm], die Luftkapazität LK [mm] und das Totwasser
TW [mm] sind zentrale bodenkundliche Kenngrößen, die LUMASS anhand der Ver-
knüpfungsregel (VKR) 1.11 in AG-Boden (2000, S. 113 ﬀ.) bestimmt. Die Ableitung
der Kenngrößen basiert dabei auf den Angaben zur Bodenart (HNBOD) und zur eﬀek-
tiven Lagerungsdichte (LGDI) und wird über das Register Horizontbezogene Bodendaten
- Seite 2 des Bodendatenkonﬁgurationsdialoges vorgenommen. Sie dienen hier im We-
sentlichen als Eingangsgrößen für weitere ökologisch relevante Kenngrößen, wie z. B. der
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Zielgröße Eingangsgröße Datenebene
FSAND (Feinsandgehalt [Gew.-%]) HorizontdatentabelleFSTSAND
Feinstsandgehalt





UTIEF (untere Tiefe des Horizonts [cm]) Horizontdatentabelle
HNBOD (Bodenart n. BKA-4) Horizontdatentabelle
LGDI (eﬀektive Lagerungsdichte [g/cm3]) Horizontdatentabelle
ORGSUB (Gehalt organischer Substanz
[Gew.-%])
Horizontdatentabelle














Tabelle 3.9: Datenbedarf zur Abschätzung horizontbezogener Bodenparameter
(vgl. Abbildung 3.2, S. 30).
nutzbaren Feldkapazität des eﬀektiven Wurzelraumes oder der mechanischen Belastbar-
keit nach der Vorbelastung (vgl. Abbildung 3.2, S. 30 u. Tabelle 3.9). Zur leichteren
Interpretation und Auswertung der horizontspeziﬁsch ermittelten Werte, werden die in
mm/dm bzw. Vol.-% gegebenen Werte von LUMASS automatisch auf die jeweilige Ho-
rizontmächtigkeit bezogen, bevor sie in den entsprechenden Datenfeldern der Horizont-
datentabelle gespeichert werden. Sie erhalten damit die Dimension mm/Horizont.
Gesättigte Wasserleitfähigkeit
Die gesättigte Wasserleitfähigkeit KF [cm/d] ist ein horizontspeziﬁscher Parameter, der
die Wasserwegsamkeit (Durchlässigkeit) des Bodens im wassergesättigten Zustand kenn-
zeichnet. Er ist insbesondere für die Beurteilung von Stau- und Haftnässe sowie der Ero-
sionsgefährdung, Dränwirksamkeit und von Filtereigenschaften wichtig (AG-Boden,
2005). Der KF-Wert kann in LUMASS über das Register Horizontbezogene Bodena-
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ten - Seite 2 des Bodendatenkonﬁgurationsdialoges anhand der in AG-Boden (2000,
VKR 1.12, S. 122 ﬀ.) gegebenen Tabelle abgeschätzt werden. Als Eingangsdaten benö-
tigt LUMASS das Horizontsymbol (HORIZ), die Bodenart (HNBOD) und die eﬀektive
Lagerungsdichte (LGDI). Die nachAG-Boden (2000) erforderliche Klasseneinteilung der
Lagerungsdichte wird dabei von LUMASS nach AG Boden (1994, S. 126) automatisch
vorgenommen.
Eﬀektive Durchwurzelungstiefe
Die Ausschöpftiefe pﬂanzenverfügbaren Bodenwassers durch einjährige landwirtschaftli-
che Nutzpﬂanzen wird durch die eﬀektive Durchwurzelungstiefe (WE [dm]) gekennzeich-
net (AG Boden, 1994). Sie ist damit ein wichtiger ökologischer Standortfaktor und wird
zur Ableitung weiterer zentraler Bodenparameter benötigt (z. B. NFKWE). Die Bestim-
mung der WE wird in LUMASS nach der bei AG-Boden (2000, VKR 1.1, S. 93 ﬀ.)
beschriebenen Anleitung durchgeführt. Sie basiert auf Grundwerten nach AG Boden
(1994) und bezieht zur Berücksichtigung geschichteter Bodenproﬁle bodentypologische
Besonderheiten mit ein. Die hier implementierte Funktion weicht aus anwendungsprak-
tischen Gründen in den folgenden Punkten davon ab:
• Die Bestimmung der WE für Festgestein und Festgesteinsersatz wird nicht unter-
stützt.
• Bei Podsolen wird von Verfestigungsgrad 1-3 (Orterde) ausgegangen: WE = Ober-
grenze Bhs + 2dm
• Kann bei geschichteten Proﬁlen für den obersten Horizont kein valider Wert für die
WE ermittelt werden, wird dem gesamten Proﬁl der NODATA-Wert zugewiesen.
• Kann bei geschichteten Proﬁlen für einen tieferen Horizont kein valider Wert für
die WE ermittelt werden, wird die WE des Standortes nur unter Berücksichtigung
der validen Horizonte ermittelt.
• Die Anwendung der bodenartenabhängigen Grundwerte nach AG-Boden (2000,
S. 94) wird auf Mineralböden mit einem Gehalt von <15% organischer Substanz
ausgedehnt. Es kann deswegen je nach Bodenart und eﬀektiver Lagerungsdichte zu
einer Unter- bzw. Überschätzung der WE kommen, wenn der Gehalt an organischer
Substanz zwischen 1% und 15% beträgt.
Bei der Bestimmung der WE muss berücksichtigt werden, dass sie sich lediglich auf ein-
jährige landwirtschaftliche Nutzpﬂanzen bezieht. Da LUMASS zu deren Ableitung aus-
schließlich bodenkundliche Parameter verwendet (vgl. Tabelle 3.10), müssen die ermit-
telten Werte für Wald- und Grünlandstandorte anschließend manuell angepasst werden.
Dazu werden die Werte für Wald um +20% und die für Grünland um -10% korrigiert
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(AG Boden, 1994, S. 311). Aufgrund der Komplexität des Verfahrens und der zusätz-
lichen Modiﬁkationen, erstellt LUMASS einen Report (s. Abbildung A.7, S. 146), der es
dem Anwender erlaubt die durchgeführten Arbeitsschritte detailliert nachzuvollziehen.
Auf diese Weise können unplausible Werte, die z. B. aufgrund unvollständiger Daten
entstehen können, bei entsprechender Gebietskenntnis manuell ausgeglichen werden.
Nutzbare Feldkapazität des eﬀektiven Wurzelraumes
Die nutzbare Feldkapazität des eﬀektiven Wurzelraumes (NFKWE [mm]) ist ein we-
sentlicher Bodenwasserhaushaltsparameter zur Beurteilung der Eignung eines Bodens
als Standort landwirtschaftlicher Nutzpﬂanzen. Er wird in LUMASS über den Boden-
datenkonﬁgurationsdialog Standortbezogene Bodendaten abgeleitet und ist die Summe
der horizontspeziﬁschen nutzbaren Feldkapazitäten NFK [mm] innerhalb der eﬀektiven





Auch hier fasst LUMASS die durchgeführten Berechnungen für die jeweiligen Boden-
einheiten in einem Report zusammen und stellt ihn dem Anwender zum Zwecke der
Überprüfung zur Verfügung (s. Abbildung A.8, S. 147).
Mittlere kapillare Aufstiegsrate
Unter der mittleren kapillaren Aufstiegsrate KR [mm/d] wird hier diejenige Wassermenge
verstanden, die aufgrund von Bodenart und Lagerungsdichte bei einer Wasserspannung
von ≈ 70% der NFK, an der Untergrenze der WE, aus dem Grundwasser in den eﬀek-
tiv durchwurzelbaren Bereich des Bodens (WE) aufsteigt (vgl. AG-Boden, 2005). Sie
wird anhand der bei AG-Boden (2000, VKR1.16, S. 130 ﬀ.) gegebenen Anleitung und
den tabellarischen Daten mit Hilfe des Registers Standortbezogene Bodendaten des Bo-
dendatenkonﬁgurationsdialoges ermittelt. Dazu wird der Abstand za [dm] zwischen der
Grundwasseroberﬂäche zg [dm], die der Obergrenze des Gr-Horizonts oder alternativ
dem mittleren Grundwassertiefstand MNGW entspricht, und der Untergrenze der WE
bestimmt.
za = zg −WE (3.53)
Die notwendigen Umrechnungen der in Tabelle 3.10 für die Eingangsgrößen genannten
Einheiten werden dabei von LUMASS automatisch durchgeführt. Die KR wird schließlich
anhand der gegebenen Tabelle in Abhängigkeit von za, der Bodenart (HNBOD) und der
Lagerungsdichteklasse (Eingangsgröße: LGDI) bestimmt. Die ebendort teilweise aufge-
führten Größer-kleiner-Relationen bleiben dabei unberücksichtigt. Da unter natürlichen
Bedingungen zg und WE nicht zwingend innerhalb eines Horizonts liegen, wurde die






siehe Tabelle 3.4, S. 49







nach ABAG UTIEF (untere Tiefe des Horizonts [cm]) Horizontdatentabelle
HNBOD (Bodenart n. BKA-4) Horizontdatentabelle
HORIZ (Horizontsymbol n. BKA-4) Horizontdatentabelle




OTIEF (obere Tiefe des Horizonts [cm]) Horizontdatentabelle






WE (eﬀektive Durchwurzelungstiefe [dm]) Boden-Layer
NFK (nutzbare Feldkapazität [mm]) Horizontdatentabelle
OTIEF (obere Tiefe des Horizonts [cm]) Horizontdatentabelle






[mm] WE (eﬀektive Durchwurzelungstiefe [dm]) Boden-Layer
HNBOD (Bodenart n. BKA-4) Horizontdatentabelle
HORIZ (Horizontsymbol n. BKA-4) Horizontdatentabelle
LGDI (eﬀektive Lagerungsdichte [g/cm3]) Horizontdatentabelle
ORGSUB (Gehalt organischer Substanz
[Gew.-%])
Horizontdatentabelle






UTIEF (untere Tiefe des Horizonts [cm]) Horizontdatentabelle
Tabelle 3.10: Datenbedarf zur Abschätzung standortbezogener Bodenparameter
(vgl. Abbildung 3.2, S. 30).
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Methode für die automatisierte Berechnung auf der Basis der gegebenen Daten wie folgt
erweitert:








Darin beschreibt n die Anzahl der Schichten innerhalb von za; zai kennzeichnet dement-
sprechend die Mächtigkeit der Schicht i und KRi die daraus abgeleitete kapillare Auf-
stiegsrate innerhalb der Schicht i. Da hierbei mögliche Wechselwirkungen unterschiedli-
cher KRi, in Abhängigkeit von der jeweiligen Schichtung, unberücksichtigt bleiben, kann
diese Vorgehensweise nur als grobe Behelfslösung angesehen werden. Für den Anwender
besteht deshalb die Möglichkeit, die für die jeweiligen Bodeneinheiten ermittelten kapilla-




Ein zentraler Bestandteil des vorgestellten Landnutzungsmanagementsystems ist die
Entscheidungsunterstützungskomponente (vgl. Kapitel 2.2) zur Generierung eines op-
timalen Landnutzungsmusters. Dabei können neben den mit Hilfe von LUMASS mo-
dellierbaren ökologischen Kriterien (vgl. Kapitel 3.4) beliebige weitere Kriterien und
zusätzliche Nebenbedingungen berücksichtigt werden. Die Lösung des Optimierungs-
problems erfolgt mit Methoden der linearen mathematischen Programmierung (LP),
die durch die Anbindung des Open Source Mixed-Integer Linear Programming Systems
lp_solve (Berkelaar et al., 2004) in das Managementsystem LUMASS integriert
werden. Sie gehören zu den Methoden des Multicriteria Decision Making (MCDM) (vgl.
Steuer, 1986), die in Bezug auf ihre räumliche Anwendung auszugsweise im folgen-
den Kapitel (3.5.1) vorgestellt werden. Darauf aufbauend behandelt Kapitel 3.5.2 die
konkrete Implementierung der LP mit Hilfe der Softwarebibliothek lp_solve. Im Mittel-
punkt steht dabei die Abbildung raumbezogener Allokationsprobleme mit der LUMASS-
Benutzeroberﬂäche Multiobjective Optimization sowie die automatische kartographische
Darstellung der Ergebnisse im GIS.
3.5.1 Allgemeine Grundlagen
Das Themenfeld des MCDM behandelt grundsätzlich Methoden und Verfahren zur for-
malen Integration unterschiedlicher Kriterien in analytische (Entscheidungs-) Prozesse
(Steuer, 1986). Dabei werden zwei Kategorien unterschieden, die sich hauptsächlich
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hinsichtlich ihres Einsatzbereiches (die Art des Problems) und der verwendeten Me-
thodik unterscheiden (vgl. Jankowski, 1995; Malczewski, 1999a; Eastman, 2003)
(vgl. Tabelle 3.11): (i) Multiattribute Decision Making (MADM) und (ii) Multiobjective
Decision Making (MODM).
Multiattribute Decision Making (MADM)
Im Rahmen der hier betrachteten räumlichen Entscheidungsprozesse werden MADM-
Methoden vergleichsweise häuﬁg eingesetzt. Sie lassen sich je nach Methode (Entschei-
dungsregel) insbesondere in rasterbasierten GIS mit Hilfe von Standard-Funktionen,
Overlay-Funktionen und Kartenalgebra relativ leicht implementieren (Malczewski,
1999a; Eastman, 2003). Ihr Haupteinsatzfeld liegt in der Auswahl/Identiﬁkation opti-
maler Standorte bzw. Regionen unter Berücksichtigung verschiedener Kriterien. Joerin
&Musy (2000) beschreiben beispielsweise die Ausweisung einer optimalen Fläche für die
Anlage eines Wohngebietes unter Berücksichtigung von Umweltverträglichkeit, Luftqua-
lität, Lärmbelästigung, Erreichbarkeit und weiterer Kriterien. Robinson et al. (2002)
zeigen die Identiﬁkation von Regionen für die eﬃziente Bekämpfung der Schlafkrankheit
unter Berücksichtigung von u. a. Viehdichte, Bevölkerungsdichte und Landnutzungsin-
tensität.
Zum Verständnis der MADM-Methoden und zur anschaulichen Abgrenzung gegenüber
den MODM-Methoden wird das grundlegende Prinzip anhand eines ﬁktiven Beispiels
kurz vorgestellt (s. Abbildung 3.14). Eine ausführlichere Darstellung wichtiger MADM-
Methoden zur Lösung räumlicher Entscheidungsprobleme, einschließlich der Diskussion
ihrer Vor- und Nachteile und den Schwierigkeiten bei ihrer Anwendung, lieferen Jan-
kowski (1995) und Malczewski (1999a).
Abbildung 3.14 zeigt die wesentlichen Arbeitsschritte bei der Anwendung der sog.
gewichteten linearen Kombination (weighted linear combination, WLC) bzw. einfachen
additiven Gewichtung (simple additive weighting, SAW) in Anlehnung anMalczewski
(1999a, S. 203). Sie wird aufgrund ihrer einfachen Umsetzbarkeit häuﬁg im Rahmen GIS-
gestützter Entscheidungsprozesse verwendet. Eine detaillierte Diskussion in Bezug auf
ihre allgemeine Anwendung und der Best Practice führt Malczewski (2000). Das Ziel
der vorgestellten Beispielanalyse besteht in der Auswahl des günstigsten Standorts für die
Wohnbebauung innerhalb eines größeren Untersuchungsraumes. Dazu werden die durch
die einzelnen Rasterzellen repräsentierten räumlichen Alternativen Fi (i = 1, 2, . . . ,m)
unter Berücksichtigung der in Form einzelner Raster-Layer gegebenen Kriterien Kj (j =
1, 2, . . . , n) (hier: Baukosten und Wohnqualität) und den ihnen zugeordneten Gewichten
λj, λj ≥ 0 und
∑





Dabei wird xij als Entscheidungsvariable bezeichnet und kennzeichnet die ggf. standar-
disierte und gewichtete (s. b) u. c)) Bewertung der Alternative Fi in Bezug auf das















1 = am besten geeignet
0 = am schlechtesten







* 0,4 * 0,6
Addition
Abbildung 3.14: Die gewichtete lineare Kombination (weighted linear combination,
WLC) bzw. einfache additive Gewichtung (simple additive weighting, SAW) als ein Bei-
spiel für Multiattribute Decision Making (MADM) (vgl. Malczewski, 1999a, S. 203).
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Kriterium Kj. Je größer der Wert (Score) von Si, desto günstiger ist der Standort unter
den gegebenen Kriterien für die Bebauung geeignet.
a) Ausgangsbasis der Analyse ist die getrennte Bewertung der räumlichen Alternati-
ven Fi in Bezug auf die gegebenen Kriterien Kj (Baukosten: in 10000¤; Wohn-
qualität: konstruierte Skala, je höher der Wert, desto größer die Wohnqualität).
Aufgrund der Bewertung und/oder zusätzlicher Nebenbedingungen (z. B. Bauauf-
lagen), wird eine Vorauswahl der überhaupt in Frage kommenden Alternativen
getroﬀen. Die grauen Rasterzellen kennzeichnen die Regionen, in denen eine Be-
bauung ausgeschlossen ist.
b) Die Kriterienbewertungen (-Layer) werden im nächsten Arbeitsschritt standardi-
siert, um eine unbeabsichtigte Gewichtung aufgrund der unterschiedlichen Bewer-
tungsskalen durch die abschließende Addition (s. d)) zu vermeiden. Dabei ist darauf
zu achten, dass die Standardisierung nur auf der Grundlage der zulässigen Alter-
nativen durchgeführt wird, da ja auch nur unter ihnen nach günstigen Standorten
gesucht wird. Eine Standardisierung auf der Grundlage aller Rasterzellen kann
letztlich die Gesamtbewertung der zulässigen Lösungen beeinﬂussen und evtl. zu
falschen Ergebnissen führen (Malczewski, 2000). In dem vorgestellten Beispiel
werden je nach Art des Kriteriums (Kosten- bzw. Nutzenkriterium, s. Gl. 3.57
bzw. 3.56) unterschiedliche Standardisierungsverfahren angewendet (vgl. Carver,









Als Resultat erhält man jeweils einen Kriterien-Layer, dessen individuelle Bewer-
tungen xij auf eine Skala von 0 bis 1 (x′ij) transformiert sind. Eine ausführliche
Beschreibung von Standardisierungsmethoden im Zusammenhang mit MCDM ﬁn-
det sich bei Voogd (1983).
c) Über die Gewichtung wird die unterschiedliche Relevanz der einzelnen Kriterien
untereinander zum Ausdruck gebracht. Bestehen hier Unsicherheiten oder unter-
schiedliche Vorstellungen der beteiligten Akteure (Bauherr, Umweltschutz), kön-
nen verschiedene Szenarien mit unterschiedlicher Gewichtung berechnet werden.
Der Einﬂuss dieser Unsicherheiten bzw. Unstimmigkeiten auf die Gesamtbewer-
tung kann anschließend durch eine Sensitivitätsanalyse abgeschätzt und diskutiert
werden. Die Ergbenisse können anschließend zur Erstellung einer robusteren Be-
wertung herangezogen werden.
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d) Der abschließende Arbeitsschritt besteht in der Addition der standardisierten und
gewichteten Kriterien-Layer, wobei der gesuchte günstigste Standort durch den
höchsten Wert der Entscheidungsvariable xij gekennzeichnet ist. Die Gesamtbe-
wertung der einzelnen Alternativen kann zusätzlich durch die Zuweisung von Or-
dinalzahlen in eine Rangfolge der Gunstﬂächen für die Wohnbebauung überführt
werden.
Gegenüber klassischen Overlay-Analysen zeichnen sich die exemplarisch vorgestell-
ten MADM-Methoden vor allem durch folgende Aspekte aus (Janssen & Rietveld,
1990, S. 133):
• Sie sind auch bei einer Vielzahl von Kriterien leicht zu handhaben.
• Die unterschiedliche Bedeutung (Präferenz) einzelner Kriterien innerhalb der Ana-
lyse kann berücksichtigt werden.
• Die Notwendigkeit zur Festlegung von Schwellenwerten bei der Durchführung von
Overlay-Prozessen entfällt, wodurch ebenfalls
• der einhergehende Informationsverlust aufgrund der Transformation der Variablen
von der Rational- in die Nominalskala entfällt.
Multiobjective Decision Making (MODM)
Die Methoden des MODM werden im Vergleich zu den MADM-Methoden relativ wenig
in Kombination mit GIS eingesetzt. Das liegt zum einen an den Schwierigkeiten beim
Einsatz der Methoden an sich (Janssen, 1996) und zum anderen am Mangel der benö-
tigten GIS-Funktionalität zu deren Implementierung (vgl. Malczewski, 1999a; East-
man, 2003). Obwohl sie in der Lage sind unter gleichzeitiger Berücksichtigung mehrerer
Ziele wesentlich komplexere räumliche Fragestellungen zu lösen. Ihr Einsatzgebiet ist
sehr breit und reicht von der Ressourcenallokation (Janssen & Rietveld, 1990; Gra-
baum et al., 1999) über die Routenoptimierung (Lee, 2004) bis zur automatischen Ge-
nerierung räumlicher Einheiten unter Berücksichtigung von Nachbarschaftsbeziehungen
(Aerts & Heuvelink, 2002; Tourino et al., 2003). Aufgrund dieser Vielseitigkeit
bezieht sich die folgende Darstellung der wichtigsten Grundlagen auf die in dieser Arbeit
behandelte Optimierung räumlicher Allokationen.
Ein wesentlicher Unterschied zwischen MADM und MODM besteht in der Anzahl
der Dimensionen des zu lösenden Entscheidungsproblems. Zur Verdeutlichung stellt Ab-
bildung 3.15 das oben beschriebene typische MADM-Problem dem hier behandelten
MODM-Problem gegenüber. Letzteres besteht in der optimalen Zuordnung der Nut-
zungsoptionen Or (r = 1, 2, . . . , p) zu den räumlichen Alternativen Fi (i = 1, 2, . . . ,m)
unter Berücksichtigung der Kriterien Kj (j = 1, 2, . . . , n). Diese repräsentieren hier land-
schaftshaushaltliche Kenngrößen bzw. Prozesse (z. B. Bodenerosion, Bodenverdichtung
und Grundwasserneubildung), die in Bezug auf die gegebenen Landnutzungsoptionen
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MODM MADM
Kriterien werden deﬁniert durch Ziele Attribute
Deﬁnition der Ziele explizit implizit
Deﬁnition der Attribute implizit explizit
Deﬁnition der Nebenbedingungen explizit implizit
Deﬁnition der Alternativen implizit explizit




Relevant für Design/Suche Bewertung/Auswahl
Relevanz geographischer Datenstrukturen vektorbasierte GIS rasterbasierte GIS
Tabelle 3.11: Vergleich von Multiattribute und Multiobjective Decision Making (Mal-
czewski, 1999a, S. 86 nach Hwang & Yoon, 1981 u. Starr & Zeleny, 1977b).
(z. B. Acker, Wald und Grünland) mit Hilfe der in Kapitel 3.4 vorgestellten Methoden
bewertet werden. Das zu lösende räumliche Entscheidungsproblem lässt sich dann fol-
gendermaßen formulieren: Wie lassen sich unter Berücksichtigung vorgegebener Flächen-
anteile die Nutzungsalternativen auf die Schläge des Untersuchungsgebietes verteilen, so
dass insgesamt sowohl Bodenerosion und -verdichtung minimiert werden als auch Grund-
wasserneubildung maximiert wird? Die Dimension der Fragestellung wird hier also durch
die zusätzliche Berücksichtigung alternativer Landnutzungen gegenüber der des MADM-
Beispiels erhöht. Gleichzeitig wird durch die Vorgabe der Flächenanteile eine zusätzliche
Nebenbedingung formuliert, die die Verteilung der Nutzungsoptionen beeinﬂusst.
Grundsätzlich lassen sich auch MADM-Methoden mit Hilfe hierarchischer Erweiterun-
gen auf Fragestellungen mit mehreren komplementären, sich also nicht gegenseitig aus-
schließenden Zielen unter Berücksichtigung mehrerer Kriterien anwenden. Das Ergebnis
ist eine Karte, die den Grad der gleichzeitigen Erfüllung aller Ziele ausdrückt (East-
man, 2003 mit Verweis auf Voogd, 1983). Für die Suche nach Kompromisslösungen, wie
z. B. eine anteilige Zuordnung der Nutzungsoptionen zu den jeweiligen Schlägen, unter
Berücksichtigung evtl. konkurrierender Zielvorstellungen, sind sie aber nicht geeignet.
Hierfür werden Verfahren der mathematischen Programmierung bzw. Optimierung ein-
gesetzt (z. B. Janssen & Rietveld, 1990; Carver, 1991; Grabaum, 1996; Tkach
& Simonovic, 1997; Aerts & Heuvelink, 2002; Tourino et al., 2003), die zu den
Verfahren des MODM gehören (vgl. Janssen, 1996; Malczewski, 1999a).
Die gegenüber dem MADM unterschiedliche Problemstellung des MODM bedingt
letztlich auch eine davon abweichende Strukturierung bzw. Formulierung des Entschei-
dungsproblems (s. Tabelle 3.11). Ein wesentlicher Aspekt ist dabei die unterschiedliche







































































































Abbildung 3.15: Multiattribute Decision Making (MADM) versus Multiobjective De-
cision Making (MODM).
Bedeutung der Entscheidungsvariablen xij bzw. xri (vgl. Gleichung 3.55 bzw. 3.65). Wäh-
rend sie im MADM-Beispiel direkt die Attribute oder Rasterzellenwerte der Kriterien-
Layer (Baukosten bzw. Wohnqualität) kennzeichnen, bestimmen sie im MODM-Beispiel
dagegen die Quantität der gegebenen Alternativen (Nutzungsoptionen) in Bezug auf die
räumlichen Alternativen Fi (Malczewski, 1999a; vgl. Abbildung 3.15). Das Ziel bzw.
der angestrebte Kompromiss besteht also darin, die Entscheidungsvariablen derart zu
bestimmen, dass die gegebenen Ziele optimal erfüllt werden. Mathematisch formuliert
ergibt sich daraus die allgemeine Aufgabe der linearen multikriteriellen Optimierung
(Multiobjective Linear Program, MOLP) (Steuer, 1986, S. 213):
max c1x = z1 (3.58)
max c2x = z2 (3.59)
...
max cnx = zn (3.60)
x ∈ B = {x ∈ Ru |Ax ≤ b,x ≥ 0,b ∈ Rq} (3.61)
Darin stellen die Gleichungen 3.58 bis 3.60 die Zielfunktionen max fj(x) = zj des MOLP
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dar, die den Zielfunktionenvektor f(x) = z bilden. Gesucht ist ein Punkt x ∈ B, so dass
zj ∈ R für alle j maximal ist. Die Aufgabe wird deshalb auch als Vektoroptimierung
bzw. -maximierung bezeichnet (Benker, 2003).
Die einzelnen Zielfunktionen verknüpfen die Vektoren der Kriterienbewertungen cj
mit dem Vektor der Entscheidungsvariablen x. Da die gegebenen p Nutzungsoptionen
den jeweiligen Flächen Fi zugeordnet werden, ergibt die Gleichung u = p ∗ m die Di-
mension der Vektoren cj und x. Sie enthalten demnach die in Gleichung 3.62 und 3.63
aufgeführten Elemente, woraus sich die Zielfunktion nach Gleichung 3.65 ergibt.
cj = (cj11 , c
j2
1 , · · · , cjp1 , cj12 , cj22 , · · · , cjpm) (3.62)
x = (x11, x
2
1 , · · · , xp1, x12, x22 , · · · , xpm) (3.63)

















Die allgemeine Formulierung des MOLP als Vektormaximierungsaufgabe steht dabei
nicht im Widerspruch zu den im MODM-Beispiel verfolgten Teilzielen der Minimierung
von Bodenerosion und -verdichtung, da die entsprechenden Zielfunktionen durch Multi-
plikation mit −1 in eine Maximierungsaufgabe transformiert werden können (Benker,
2003).
Die ebenfalls im Beispiel genannte Forderung nach Einhaltung vorgegebener Flächen-
anteile für die gegebenen Nutzungsoptionen, wird im MOLP über die Nebenbedingung
Ax ≤ b berücksichtigt (s. Gleichung 3.61). A beschreibt darin eine q×u Matrix mit den
Koeﬃzienten der Ungleichungsnebenbedingungen und b einen Vektor der Dimension q



























1+ · · · +apq1 xp1 + a1q2 x12 + a2q2 x22+ · · · +apqm xpm ≤ bq
(3.66)
Bei der Formulierung der Nebenbedingungen lassen sich neben Ungleichungen der Re-
lation ≤ auch Ungleichungen der Relation ≥ oder Gleichungen berücksichtigen. Die ≥-
Ungleichungen können dabei durch Multiplikation mit −1 in Ungleichungen der Relation
≤ transformiert werden, während die Gleichungsnebenbedingungen durch zwei Unglei-
chungen ersetzt werden können (Benker, 2003). Zusätzlich gilt bei der beschriebenen
Optimierungsaufgabe die Nichtnegativitätsbedingung x ≥ 0, da die räumliche Allokati-
on negativer Quantitäten in Bezug auf Nutzungsoptionen keinen Sinn ergibt. Insgesamt
bestimmen die Nebenbedingungen den zulässigen Bereich B (vgl. Gleichung 3.61).
Wenn ein Punkt x ∈ B für alle fj(x) individueller Maximalpunkt ist, besitzt die Vek-
tormaximierungsaufgabe eine perfekte Lösung. Da dies aufgrund i. d. R. konkurrierender
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Zielvorstellungen nur selten der Fall ist, besteht die Aufgabe der Vektormaximierung
in der Suche nach eﬃzienten Punkten (Steuer, 1986; Benker, 2003). Dabei heißt
xˆ ∈ B eﬃzient oder Pareto-optimal, wenn es keinen weiteren Punkt x ∈ B gibt, für
den gilt fj(x) ≥ fj(xˆ) für alle j und fj(x) > fj(xˆ) für mindestens ein j (Steuer, 1986;
Ehrgott, 2005).
Die Suche nach Kompromisslösungen (eﬃzienten Punkten) für räumliche MOLP ge-
hört bis heute nicht zum Funktionsumfang gängiger GIS (vgl. Kapitel 2.1). Zur Lö-
sung derartiger Probleme muss deshalb meistens auf externe Programme (sog. Solver)
zurückgegriﬀen werden, was bei der Anwendung stellenweise zu umständlichen manu-
ellen Konvertierungsarbeiten führt. LUMASS integriert deshalb die Funktionalität der
Solver-Bibiliothek lp_solve (Berkelaar et al., 2004) zum Aufbau eines vollwertigen
räumlichen Entscheidungsunterstützungssystems (vgl. Kapitel 2.2 u. 2.3). Das folgende
Kapitel behandelt die Implementierung von lp_solve und die Abbildung des MOLP
durch die LUMASS-Benutzeroberﬂäche Multiobjective Optimization.
3.5.2 Implementierung eines mathematischen
Optimierungssystems zur Unterstützung räumlicher
Entscheidungsprozesse
Für die Lösung ﬂächenbezogener multikriterieller Allokationsprobleme verwendet
LUMASS die Software-Bibliothek lp_solve (Berkelaar et al., 2004) in der Version
5.1 (vgl. Kapitel 3.2). Da das System nicht speziell für die Bearbeitung raumbezogener
Fragestellungen ausgelegt ist, bedarf es einer speziellen Schnittstelle zur Übersetzung
der räumlichen Struktur des MOLP (vgl. Kapitel 3.5.1, MODM-Beispiel) in die nicht
räumlichen Datenstrukturen und -elemente des Solvers sowie die anschließende Rück-
übersetzung der Ergebnisse in eine kartographische Darstellung. LUMASS stellt dafür
das Modul Multibobjective Optimization bereit. Es ist in verschiedene Register unterteilt,
die sich an der mathematischen Struktur des MOLP orientieren (vgl. Abbildung 3.16):
Problem Herstellung des Raumbezugs, Auswahl des Typs der Entscheidungsvariablen,
Verwaltung benutzerdeﬁnierter Einstellungen
Criteria Deﬁnition der Kriterien und Handlungsoptionen, Zuordnung der Attribute
Objectives Deﬁnition der Zielfunktionen, Auswahl der Lösungsmethode
Constraints Deﬁnition der ﬂächenbezogenen Nebenbedingungen und der Zielnebenbedin-
gungen (interaktiver Modus)
Solution Aufruf der lp_solve-Bibliothek zur Lösung des Problems, kartographische
Darstellung der Ergebnisse, Export des MOLP in das LP-Format
Die folgenden Abschnitte enthalten eine detaillierte Beschreibung der einzelnen Ober-
ﬂächenfunktionen in Bezug auf ihre Bedeutung für die mathematische Formulierung des
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Abbildung 3.16: Das Re-
gister Problem der Benut-
zeroberﬂäche Multiobjective
Optimization.
räumlichen MOLP und die kartographische Darstellung der Ergebnisse. Dabei werden
zur leichteren Nachvollziehbarkeit die im vorigen Kapitel eingeführten Symbole und In-
dizes übernommen (s. auch Kapitel Abkürzungen und Symbole, S. xvii).
Problem
Die Oberﬂäche Problem dient der Deﬁnition der grundlegenden Informationen bezüglich
des räumlichen MOLP. Die Einstellungen können zusammen mit allen übrigen benut-
zerdeﬁnierten Konﬁgurationen des Moduls Multiobjective Optimiziation in Form einfacher
Textdateien über die Schaltﬂächen Save Settings . . . und Load Settings . . . gespeichert re-
spektive geladen werden.
Der Raumbezug des MOLP wird über die Auswahl des Kriterien-Layers (Criterion
layer . . . ) hergestellt. Er enthält die mit Hilfe der in Kapitel 3.4 räumlich diﬀerenziert
bewerteten Kriterien (z. B. Grundwasserneubildung) in Bezug auf die bei der Optimie-
rung zu berücksichtigenden Optionen (z. B. Grünland). Zur Identiﬁkation der räumli-
chen Alternativen Fi muss zusätzlich ein eindeutiger Bezeichner (Identiﬁer, ID) angege-
ben werden, anhand dessen auf die Attribute (z. B. Größe u. Kriterienbewertungen) der
jeweiligen Flächen zugegriﬀen werden kann. Die Auswahl eines entsprechenden numeri-
schen Datenfeldes erfolgt über die Auswahlbox Attribute deﬁning spatial alternatives . . .
Von entscheidender Bedeutung ist die Wahl des Deﬁnitionsbereichs der Entscheidungs-
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variablen xri (vgl. Gleichung 3.61) (Type of decision variables . . . ):
x ∈

Ru continuous (Menge der reellen Zahlen)
Nu integer (Menge der natürlichen Zahlen)
{0, 1}u binary (0 oder 1)
(3.67)
Sie hat wichtige Konsequenzen in Bezug auf die räumliche Allokation. Dabei entspricht
die Option continuous der allgemeinen Form des MOLP, wie sie im vorigen Kapitel
vorgestellt worden ist (vgl. Kapitel 3.5.1, MODM-Beispiel). Sie ergibt eine anteilige Zu-
ordnung der gegebenen Optionen Or zu den räumlichen Alternativen Fi. Beispiele für die
Allokation von Landnutzungsoptionen mit Hilfe kontinuierlicher Entscheidungsvariablen
liefern z. B. Janssen & Rietveld (1990), Grabaum et al. (1999) und Fischer &
Makowski (2000). Die Wahl des Typs integer führt im Gegensatz dazu zu einer Zu-
ordnung ausschließlich ganzzahliger Anteile der gegebenen Optionen zu den räumlichen
Alternativen. Beide Varianten haben in Bezug auf die Allokation von Nutzungsoptionen
den Nachteil, dass die konkrete räumliche Aufteilung bzw. Verortung der zugewiesenen
Nutzungsanteile innerhalb der betroﬀenen Flächen nicht möglich ist. Abbildung 3.22
zeigt dazu ein Beispiel. Der grau dargestellten Fläche sind dabei anteilig die Nutzungs-
optionen Acker und Grünland zugeordnet (vgl. auch Abbildung 3.23). Wie die Nut-
zungen innerhalb dieser Fläche aufgeteilt werden, bleibt jedoch unklar. Der Planer muss
in solchen Fällen zusätzliche Untersuchungen durchführen bzw. Entscheidungen treﬀen,
um zu einer räumlichen Zuordnung zu gelangen. Umgangen wird dieses Problem durch
die Festlegung binärer (binary) Entscheidungsvariablen. Sie können entweder den Wert
0, d. h. die Nutzungsoption wird nicht zugeordnet, oder den Wert 1, die Nutzungsoption
wird der entsprechenden Fläche zugeordnet, annehmen. Auf diese Weise entsteht eine
optimale, räumlich eindeutige Verteilung der gegebenen Nutzungsoptionen.
Lineare Optimierungsaufgaben mit diskreten (integer bzw. binary) Entscheidungsva-
riablen werden allgemein auch als Integer Linear Program (ILP) bzw. bei mehreren
Zielfunktionen auch als Multiobjective Integer Linear Program (MOILP) bezeichnet.
Wird der zulässige Bereich eines ILP/MOILP durch Nebenbedingungen beschränkt (vgl.
Gl. 3.61), d. h. es existiert eine endliche Anzahl zulässiger Lösungen, spricht man auch
von kombinatorischer Optimierung (vgl. Walser, 1999; Ehrgott, 2005). Derartige
Aufgaben haben den Nachteil, dass der Zeitbedarf für ihre Lösung oft exponentiell mit
der Größe des Problems wächst und zu langen Rechenzeiten führen kann (vgl. Kapi-
tel 4.3.3). Der Einﬂuss des Deﬁnitionsbereiches der Entscheidungsvariablen auf die For-
mulierung des räumlichen MOLP wird in den Abschnitten Objectives und Constraints
behandelt.
Criteria
Mit Hilfe der interaktiven Matrix des Registers Criteria (s. Abbildung 3.17) können auf
einfache Art und Weise die Datenfelder der Kriterienbewertungen den jeweiligen Nut-
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Abbildung 3.17: Das Re-
gister Criteria der Benut-
zeroberﬂäche Multiobjective
Optimization.
zungsoptionen zugeordnet werden. Dazu werden dem Anwender alle numerischen Attri-
bute des gewählten Layers, mit Ausnahme des eingestellten Flächenbezeichners (ID), in
einer Auswahlbox angezeigt. Bei jeder Auswahl überprüft LUMASS, ob das gewünschte
Attribut bereits vergeben ist und macht die Auswahl ggf. automatisch rückgängig nach-
dem eine entsprechende Fehlermeldung angezeigt wurde. Die Größe der Auswahlmatrix
kann über die randlich angeordneten Schaltﬂächen an die Anzahl der Kriterien und
Nutzungsalternativen beliebig angepasst werden. Zusätzlich lassen sich die Standardbe-
schriftungen der Kriterien (Zeilen) und Optionen (Spalten) ebenfalls per Doppelklick
editieren. Sie werden in den folgenden Registern automatisch verwendet, um den An-
wender bei der individuellen Konﬁguration des MOLP/MOILP so gut wie möglich zu
unterstützen.
Objectives
Für die Lösung von Optimierungsaufgaben mit mehreren Zielfunktionen werden eine
Reihe unterschiedlicher Methoden beschrieben (vgl. Steuer, 1986;Benker, 2003;Col-
lette & Siarry, 2003; Ehrgott, 2005). Sie basieren i. d. R. darauf, die Vektoropti-
mierungsaufgabe in eine Optimierungsaufgabe mit nur einer Zielfunktion zu überführen.
Diese lässt sich anschließend mit Hilfe bekannter eﬃzienter Algorithmen z. B. durch einen
Solver lösen. Für die Aggregierung (Skalarisierung) der Optimierungsaufgabe stellt
LUMASS zwei unterschiedliche Methoden zur Verfügung (s. Abbildung 3.18, Objective
Aggregation . . . ):
• Weighted Sum (gewichtete Summe der Zielfunktionen)
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Abbildung 3.18: Das Re-




Sie liefern für lineare Aufgaben (MOLP/MOLIP) eﬃziente Punkte der Vektoroptimie-
rungsaufgabe (Ehrgott, 2005) und können deshalb für die hier angestrebte optimale
räumliche Allokation (s. Kapitel 3.5.1, MODM-Beispiel) eingesetzt werden. Zusätzlich
zeichnen sie sich dadurch aus, dass sie relativ leicht verständlich und nachvollziehbar
und damit für den direkten Einsatz in der Planungspraxis durchaus geeignet sind.
DerWeighted-Sum-Ansatz stellt die einfachste Möglichkeit zur Skalarisierung des Ziel-
funktionenvektors dar (Collette & Siarry, 2003). Dazu werden die gegebenen n Ziel-
funktionen gewichtet (λj) und zu einer einzigen Zielfunktion addiert (vgl. Steuer, 1986;




λj fj(x) mit x ∈ B, λ ∈ Rn, λj > 0,
n∑
j=1
λj = 1 (3.68)
Durch die Gewichtungsfaktoren λj können Präferenzen bezüglich der Zielfunktionen in
die Optimierungsaufgabe integriert werden. Die Vorstellungen unterschiedlicher Akteure
im Planungsprozess können so durch wiederholte Lösung des Problems mit unterschied-
lichen Gewichten berücksichtigt und die Menge der möglichen optimalen Lösungen ap-
proximiert werden. Damit sich die über die Gewichte ausgedrückten Präferenzen auch in
der Lösung widerspiegeln, muss bei der Anwendung der Weighted-Sum-Methode darauf
geachtet werden, dass eine Korrelation der Zielfunktionen so weit wie möglich vermieden
wird. Mathematisch bedeutet das, dass der Winkel zwischen ihren Gradienten möglichst
groß sein sollte (Steuer, 1986). Weiterhin sollten Bewertungskriterien (Koeﬃzienten
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der Zielfunktionen), die auf unterschiedlichen Skalen gemessen werden, zuvor normali-
siert werden (Steuer, 1986).
Neben der Weighted-Sum-Methode ist die -Constraint-Methode eines der bekanntes-
ten Verfahren zur Lösung multikriterieller Optimierungsprobleme. Sie überführt n − 1
Zielfunktionen in Nebenbedingungen (fv(x) ≤ v) und löst die Aufgabe durch die Opti-
mierung einer einzigen Zielfunktion (vgl. Steuer, 1986; Ehrgott, 2005):
min fj(x) (3.69)
x ∈ B ∩ {x ∈ Ru | fv(x) ≤ v; v = 1, 2, . . . , n; v 6= j;  ∈ Rn} (3.70)
Praktisch wird dabei so vorgegangen, dass zunächst die Zielfunktion mit der höchsten
Priorität (z. B. f1(x) = z1) ohne zusätzliche Zielfunktionsnebenbedingungen optimiert
wird. Sie wird dann mit  = z1 als Nebenbedingung formuliert und die Zielfunktion mit
der nächsthöheren Priorität optimiert usw. (vgl. Collette & Siarry, 2003). Da, wie
bereits erwähnt, selten perfekte Lösungen für MOLP/MOILP zu erwarten sind, müssen
die -Werte der einzelnen Zielfunktionsnebenbedingungen in einem iterativen Prozess
sukzessive angepasst werden, um eﬃziente Lösungen für das Problem zu erhalten. Als
Orientierung bei der Anpassung der -Werte ist es hilfreich, zuvor die einzelnen Zielfunk-
tionen ohne Berücksichtigung der Zielfunktionsnebenbedingungen separat zu optimieren.
Die auf diese Weise erhaltenen Zielfunktionswerte (z∗) stellen den sog. Utopia-Punkt des
Optimierungsproblems dar. Er kann ebenfalls als Anhaltspunkt zur Beurteilung der Gü-
te der eﬃzienten Lösungen herangezogen werden. Die beschriebene Vorgehensweise ist
im Vergleich zur Weighted-Sum-Methode zwar arbeitsaufwendiger, hat aber den Vorteil,
dass der Anwender eine bessere Kontrolle über den Optimierungsprozess erhält und da-
durch einen guten Überblick über die möglichen Lösungen gewinnt. Durch die iterative
Vorgehensweise mit der abwechselnden Generierung und Beurteilung von Lösungen so-
wie den daraus resultierenden Veränderungen der Nebenbedingungen, kann eine sehr
robuste Lösung der Optimierungsaufgabe gefunden werden. Zusätzlich lassen sich die
verschiedenen Präferenzen der am Planungsprozess beteiligten Akteuere, in Bezug auf
die Einhaltung der formulierten Ziele, durch die Anpassung der Prioritäten der Zielfunk-
tionen bzw. Zielfunktionsnebenbedingungen berücksichtigen.
Die konkrete Formulierung der Zielfunktionen erfolgt mit Hilfe einer interaktiven Ma-
trix, die analog zu der im Abschnitt Criteria beschriebenen bedient wird. In Abhängig-
keit von der Aggregationsmethode können entweder n oder nur eine Zielfunktion deﬁ-
niert werden. Dabei kann der Anwender die Operatoren maximize und minimize beliebig
miteinander kombinieren, da die Übersetzung in das allgemeine MOLP- bzw. MOLIP-
Format ggf. von LUMASS automatisch vorgenommen wird. Über einen Doppelklick auf
die Zellen der Spalte Criterion lässt sich das jeweils zu optimierende Kriterium aus den im
Register Criteria deﬁnierten Kriterien auswählen. Die Gewichtungsfaktoren derWeighted-
Sum-Methode werden in die entsprechenden Zellen der Spalte Weight eingetragen. Ist
die Interactive-Methode ausgewählt, bleibt die Spalte unberücksichtigt.
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Abbildung 3.19: Das Re-





Die Benutzeroberﬂäche Constraints gliedert sich in das Register Area zur Deﬁnition der
ﬂächenbezogenen Nebenbedingungen und in das Register Objectives zur Formulierung
der Zielfunktionsnebenbedingungen. Aus mathematischer Sicht dienen sie der Deﬁniton
der Ungleichungsnebenbedingung Ax ≤ b des MOLP bzw. MOILP (s. Gleichungen 3.61
u. 3.66). Die Anzahl der Zeilen w (w = 1, 2, . . . , q) der MatrixA und damit die Dimension
des Vektors der rechten Seite b, ergibt sich folglich aus der Gesamtzahl der für das
Problem deﬁnierten Nebenbedingungen.
Mit Hilfe des Registers Objectives (s. Abbildung 3.19) werden die bereits im gleichna-
migen Abschnitt behandelten Zielfunktionsnebenbedingungen über die interaktive Be-
nutzerschnittstelle bestimmt. Die Auswahlbox der Spalte Criterion bietet dabei lediglich
die n−1 verbleibenden Kriterien zur Auswahl an. Die mehrfache Berücksichtigung einer
Zielfunktion wird durch LUMASS ausgeschlossen. Durch Editieren der Spalten Operator
und Value wird die gewünschte Relation (≥,=,≤) bzw. der angestrebte Zielfunktions-
wert () eingestellt.
In Bezug auf die ﬂächenbezogenen Nebenbedingungen unterscheidet LUMASS implizi-
te und explizite Nebenbedingungen. Letztere werden über das in Abbildung 3.20 gezeigte
Register vom Anwender bestimmt. Sie legen die einzuhaltenden Flächenanteile (Value)
der gewählten Nutzungsoptionen (Option) in Bezug auf die Gesamtﬂäche der räumlichen
Alternativen Fi fest. Als Bezugseinheit kann dafür in der Spalte Unit entweder (i) map
units (Karteneinheiten), (ii) percent of selected (Prozent der selektierten Fläche) oder
(iii) percent of total (Prozent der Gesamtﬂäche) gewählt werden. Die Auswahl der Ver-
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Abbildung 3.20: Das
Register Area - Constraints
der Benutzeroberﬂäche
Multiobjective Optimization.
gleichsoperatoren ist durch lp_solve vorgegeben und wird von LUMASS nicht weiter
berücksichtigt. Unabhängig von der gewählten Relation werden allerdings die angegebe-
nen Flächenanteile vor der Übergabe der Daten an lp_solve auf Konsistenz überprüft
(vgl. Abschnitt Solution). Übersteigt die Summe der angegebenen Flächenanteile die
Gesamtﬂäche der räumlichen Alternativen, gibt LUMASS eine Fehlermeldung aus und
bricht den Optimierungsvorgang ab. Die räumlichen Alternativen werden dabei durch
die aktuelle Flächenauswahl des angegebenen Layers bestimmt. Liegt keine Auswahl vor,
werden alle Flächen des Layers als räumliche Alternativen interpretiert. Die räumliche
Verteilung der Nutzungsoptionen lässt sich dadurch sehr einfach auf bestimmte Bereiche
des Untersuchungsgebietes eingrenzen. Die maximale Anzahl der expliziten Nebenbedin-
gungen entspricht der Anzahl p der deﬁnierten Nutzungsoptionen. Die mathematische
Formulierung richtet sich nach der Wahl des Deﬁntionsbereiches der Entscheidungsva-
riablen xri und ergibt sich für die Nutzungsoption Or wie folgt:
m∑
i=1





i ≤ bw binary (3.72)
Darin beschreibt bw den angegebenen Flächenanteil, der ggf. von LUMASS in Karten-
einheiten umgerechnet wird. Da die Entscheidungsvariablen der Gleichung 3.72 binär
sind, werden sie mit der jeweiligen Flächengröße Gi der räumlichen Alternative Fi mul-
tipliziert. Sind die Entscheidungsvariablen vom Typ integer, wird der benutzerdeﬁnierte

















Flächenanteil bw sowie die von LUMASS ermittelte Gesamtﬂäche bzw. selektierte Fläche
auf ganze Zahlen gerundet, um eine leere Lösungsmenge B zu vermeiden.
Im Gegensatz zu den expliziten Nebenbedingungen, werden die impliziten Nebenbedin-
gungen ausschließlich von LUMASS verwaltet. Sie stellen sicher, dass die Summe der
einer räumlichen Alternative Fi zugeordneten Flächenanteile der jeweligen Nutzungs-
optionen Or, die verfügbare Flächengröße Gi nicht überschreiten. Im Fall binärer Ent-
scheidungsvariablen bedeutet das, dass jeweils nur eine Nutzungsoption einer räumlichen









i = Gi = bw binary (3.74)
Solution
Nachdem die Konﬁguration des MOLP/MOILP erfolgt ist, wird über die Schaltﬂä-
che Solve Problem der Lösungsprozess angestoßen. LUMASS überprüft dabei zunächst
die vorgenommenen Einstellungen auf Vollständigkeit und Plausibilität (vgl. Abschnitt
Constraints). Eventuelle Beanstandungen werden dem Anwender in Form einer Fehler-
meldung angezeigt. Ist das MOLP/MOILP korrekt konﬁguriert, wertet LUMASS die
vorgenommenen Einstellungen aus und bildet das Optimierungsproblem mit den von
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Abbildung 3.22: Beispiel für
die automatische kartographi-
sche Darstellung der Optimie-
rungsergebnisse. Dabei kenn-
zeichnen die Flächen ohne Si-
gnatur benutzerdeﬁnierte, un-
zulässige räumliche Alterna-
tiven (z. B. bebaute Gebie-
te, Naturschutzﬂächen, etc.),
die während des Optimierungs-
prozesses unberücksichtigt blei-
ben. Die Kategorie Acker
Grünland weist auf reelle bzw.
ganzzahlige Entscheidungsva-
riablen hin (Erläuterung im
Text, vgl. Abbildung 3.23).
Abbildung 3.23: Beispiel
für die Speicherung der Op-
timierungsergebnisse in der
Attributtabelle des Kriterien-
Layers. Die selektierten Da-
tensätze kennzeichnen die
zulässigen räumlichen Alterna-
tiven (vgl. Abbildung 3.22) des
MOLP/MOILP. Das Datenfeld
OPT_STR enthält die Bezeich-
nungen der Nutzungsoptionen
Or (vgl. Abbildung 3.17) für
die gilt xri > 0. Die entspre-
chenden Werte sind in den
Datenfeldern OPT1_VAL bzw.
OPT2_VAL) gespeichert.
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lp_solve bereitgestellten Datenelementen und -strukturen ab. Gleichzeitig werden die
wichtigsten Einstellungen protokolliert (vgl. Abbildung 3.21). Sie lassen sich anschlie-
ßend über die Schaltﬂäche Save Log . . . in Form einer einfachen Textdatei abspeichern.
LUMASS ruft schließlich die Lösungsroutine von lp_solve auf. Wird eine eﬃziente Lö-
sung gefunden, fügt LUMASS den Zielfunktionswert sowie die Ergebnisse der Nebenbe-
dingungen (bw) dem Lösungsprotokoll hinzu, andernfalls wird eine entsprechende Feh-
lermeldung angezeigt. Die eﬃziente Lösung kann schließlich über die Schaltﬂäche Map
Results kartographisch dargestellt werden (s. Abbildung 3.22). Dafür fügt LUMASS p+1
Datenfelder der Attributtabelle des Layers hinzu (s. Abbildung 3.23), gleichnamige At-
tribute werden dabei überschrieben. Die Datenfelder OPTr_VAL enthalten die Werte
der jeweiligen Entscheidungsvariablen xri für die Nutzungsoption Or. In das zusätzlich
angelegte Datenfeld OPT_STR werden die Bezeichner derjenigen Optionen Or einge-
tragen, für die gilt xri > 0. Es dient gleichzeitig als Wertefeld für die kartographische
Darstellung des Optimierungsergebnisses (vgl. Abbildung 3.22 u. 3.23).

4 Anwendung und Ergebnisse
Die im Folgenden vorgestellte beispielhafte Anwendung des Landnutzungsmanagement-
systems LUMASS konzentriert sich im Wesentlichen auf die im Rahmen der Arbeit
entwickelten bzw. weiterentwickelten Verfahren zur Lokalisierung potenzieller Stoﬀaus-
tragsstellen (vgl. Kapitel 3.4.1 u. 3.4.4) sowie zur multikriteriellen Optimierung des Land-
nutzungsmusters (vgl. Kapitel 3.5.2).
4.1 Untersuchungsgebiet
Das Untersuchungsgebiet liegt auf dem Kartenblatt 1826 der Topographischen Kar-
te 1 : 25000 und gehört naturräumlich zum Jungmoränengebiet des Ostholsteinischen
Hügel- und Seenlandes (Meynen & Schmithüsen, 1962) (s. Abbildung 4.1). Es be-
ﬁndet sich in ca. 25 km Entfernung zur nördlich gelegenen Landeshauptstadt Kiel. Das
Untersuchungsgebiet erstreckt sich über eine Fläche von ca. 1200 ha und weist eine Nord-
Süd-Ausdehnung von 4 km und eine West-Ost-Ausdehnung von 3 km auf.
Eine ausführliche Erläuterung der Geomorphogenese des Gebietes ﬁndet sich bei
Fränzle (1981) und wird im Folgenden in den wesentlichen Prozessen überblicksartig
zusammengefasst. Vorrangig geprägt ist das Gebiet durch den 1. und 2. Weichselvor-
stoß, die dem Brandenburger und Frankfurter Stadium entsprechen. Dabei führte der
1. Hauptvorstoß des Weichselglazials, der dem Brandenburger Stadium zuzurechnen ist
und bis zum Einfelder See reichte, zur Ablagerung der für das Gebiet morphographisch
bedeutsamen Moränen. Die anschließende ausgeprägte Stagnations- und Abschmelzpha-
se führte durch die vom nördlich gelegenen Eisrand herrührenden Schmelzwässer zu einer
Fossilierung des vom ersten Vorstoß hinterlassenen Toteises. Der sich anschließende 2.
Hauptvorstoß überfuhr dann die abgelagerten Schmelzwassersande und Moränen des 1.
Vorstoßes, hinterließ aber keine Randmoräne. Seine Grundmoräne ist lückenhaft und
zerspült. Auch dieser Vorstoß hinterließ umfangreiche Teile des Eislobus als Toteis. Im
Präboreal und Boreal führte Tieftauen zum Aufschmelzen des tief verschütteten Toteises
des 1. Hauptvorstoßes, wodurch es zur Entstehung bisweilen tiefer Senken kam. Gleich-
zeitig bildete sich die durch das Gebiet verlaufende ausgeprägte Tiefenzone der Drögen
Eider.
Anhand der vom Landesamt für Natur und Umwelt Schleswig-Holstein freundlicher-
weise zur Verfügung gestellten Bodendaten ergibt sich folgendes bodengeographisches
Bild für das Untersuchungsgebiet. Es wird im Wesentlichen gekennzeichnet durch Pseu-
dogleye und Braunerde-Parabraunerde-Bodengesellschaften aus Geschiebelehm bzw. Ge-
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Abbildung 4.1: Lage des Untersuchungsgebietes (Grundlage: TK 1:25000, Blatt 1826
Bordesholm, c©LVermA-SH).
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Abbildung 4.2: Die aktuelle Landnutzung des Untersuchungsgebietes (Grundlage:
ATKIS R© Basis-DLM u. DOP5, c©LVermA-SH).
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Wald Grünland Acker Siedlung Rest
16% 9% 68% 2% 5%
Tabelle 4.1: Die Landnutzungsvertei-
lung des Untersuchungsgebietes.
schiebemergel. Dabei nehmen Pseudogleye den weitaus größten Teil des Untersuchungs-
gebietes ein. Sie werden durchsetzt mit inselartigen Einschaltungen von im Wesentli-
chen Parabraunerde, Pseudogley-Parabraunerde, Braunerde, Braunerde-Parabraunerde,
Kolluvium und Niedermoor. Im Nordwesten ﬁndet sich ein größerer zusammenhängen-
der Bereich Braunerde, der mit Parabraunerde vergesellschaftet ist. Vorherrschend sind
sandig-lehmige bis tonig-lehmige Bodenarten.
Klimatisch liegt das Gebiet in den ozeanisch geprägten gemäßigten Mittelbreiten. Es
wird durch die zyklonale Tätigkeit der Westwinddrift und den Einﬂuss von Nord- und
Ostsee geprägt (Fränzle, 1981). Die mittlere Jahresniederschlagsmenge liegt bei etwa
770mm (Meyer, 2000), wobei die häuﬁgeren Winterniederschläge durch die intensiveren
Sommerniederschläge überkompensiert werden. Die mittlere Sommertemperatur liegt
zwischen 16◦C und 17◦C (Fränzle, 1981).
Die aktuelle Landnutzung des Gebietes ist in Abbildung 4.2 dargestellt. Sie umfasst
zu ca. 70% ackerwirtschaftliche Nutzung. Der Waldanteil ist mit etwa 16% relativ hoch.
Neben dem ca. 9% umfassenden Grünlandanteil wird der Rest des Untersuchungsge-
bietes hauptsächlich von Siedlungs- und Verkehrsﬂächen sowie durch Gewässer (Seen)
geprägt. Einzelbäume, Knicks und Ruderralﬂuren vervollständigen das Bild.
4.2 Modellierung oberirdischer Stoﬀtransporte mit
LUMASS
4.2.1 Anwendung
Die Modellierung oberirdischer Stoﬀtransporte wurde exemplarisch für einen Teilbereich
des Untersuchungsgebietes (vgl. Abbildung 4.3) durchgeführt. Da keine Informationen zu
beobachteten bzw. kartierten Stoﬀausträgen und -übertritten vorlagen, wurden poten-
zielle Lieferﬂächen auf der Grundlage von Orthofotos und des digitalen Geländehöhen-
modells unter Berücksichtigung der nachfolgend aufgeführten Kriterien ausgewählt und
untersucht: (i) Ackerwirtschaftliche Nutzung, (ii) direkter Anschluss an ein Gewässer
(Dröge Eider), (iii) relativ hohe Hangneigung (>4%) und (iv) oberirdische Abﬂuss-
bahnen (nach Tarboton, 1997), die sich mit dem angrenzenden Gewässer schneiden.
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Ziel der Modellierung
Im Mittelpunkt der Untersuchung stand dabei die Abschätzung des Einﬂusses der Hö-
henungenauigkeit des DGM auf die modellierten Stoﬀaustragsstellen und -austragsmengen
sowie auf die Abgrenzung der zugehörigen Einzugsgebiete. Nach Auskunft des Lan-
desvermessungsamtes Schleswig-Holstein (frdl. mdl. Mittlg. durch Herrn Weber) weist
das verwendete DGM5 (12,5m Auﬂösung) einen mittleren Höhenfehler (Standardab-
weichung) von ± 0, 5m auf. Dieser beinhaltet sowohl systematische (z. B. bedingt durch
die photogrammmetrischen Verfahren) als auch zufällige Komponenten (z. B. bedingt
durch Bodenrauigkeiten), die sich aber im Rahmen der Prozessierung nicht unabhängig
voneinander quantiﬁzieren lassen.
Modellierung des DGM-Fehlers
Die durch die Ungenauigkeit der Höhendaten bedingte Unsicherheit der Austragsprogno-
se wurde durch eine Sensitivitätsanalyse auf der Grundlage einerMonte-Carlo-Simulation
(vgl. Saltelli, 2000; Saltelli et al., 2004) abgeschätzt. Dabei werden prinzipiell ei-
ne Vielzahl von Modellläufen mit zufällig veränderten Eingangsparametern durchgeführt
und die Auswirkungen auf das Modellergebnis analysiert. In der vorliegenden Untersu-
chung wurden dazu mit Hilfe einer sequentiellen Gaußschen Simulation (SGS) (s. u.) 25
DGM-Fehler-Raster mit einer Standardabweichung von 0,5 und einem Mittelwert von 0
generiert. Die anschließende Addition mit dem Original-DGM lieferte 25 unterschiedliche
Geländehöhenmodelle gleicher Wahrscheinlichkeit. Sie dienten als Ausgangspunkt für die
Austragsprognosen, die anschließend miteinander verglichen und ausgewertet wurden (s.
Kapitel 4.2.2).
Eine ausführliche Behandlung der SGS ﬁndet sich u. a. bei Goovaerts (1997). Die
grundlegenden Prinzipien des Verfahrens werden in Anlehnung anDeutsch& Journel
(1998, S. 144) kurz vorgestellt:
Der Ausgangspunkt für die Simulation ist eine normalverteilte kontinuierliche Varia-
ble z(u), die mit Hilfe einer stationären Zufallsfunktion Z(u) beschrieben werden kann.
Dabei repräsentiert der Vektor u die räumlichen Koordinaten der Variablen. Auf der
Grundlage der kumulativen Verteilungsfunktion Fz(z) werden die gegebenen z-Werte in
standardnormalverteilte y-Werte transformiert und anschließend auf bivariate Normal-
verteilung geprüft. Ist der Test positiv, wird angenommen, dass die y-Werte ebenfalls
multivariat normalverteilt sind und im Rahmen der SGS verwendet werden können.
Zur Simulation nicht bivariat normalverteilter y-Werte müssen alternative stochastische
Simulationsmethoden in Betracht gezogen werden. Auf der Basis der standardnormal-
verteilten y-Werte wird dann ein Variogrammmodell zur Abbildung ihrer räumlichen
Variabilität erstellt. Es dient zusammen mit den y-Werten als Eingangsdatum für den
Simulationsalgorithmus. Dieser ermittelt in zufälliger Reihenfolge für jeden Punkt des
Rasters den Mittelwert und die Varianz der lokalen kumulativen Verteilungsfunktion mit
Hilfe eines einfachen Krige-Schätzers. Dabei werden sowohl die gegebenen y-Werte als
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Abbildung 4.4: Semivariogramme des gegebenen Geländehöhenmodells (s. Abbil-
dung 4.3) für unterschiedliche Richtungen: a) Ausgangsdaten (z-Werte); b) standard-
normalverteilte Daten (y-Werte).
auch bereits simulierte Werte innerhalb einer deﬁnierten Distanz berücksichtigt, wodurch
eine bedingte kumulative Verteilungsfunktion (conditional cumulative distribution func-
tion) charakterisiert wird. Auf deren Basis wird schließlich ein zufälliger (simulierter)
Wert für den jeweils aktuellen Punkt des Rasters ermittelt. Nachdem alle Rasterpunkte
simuliert worden sind, werden die resultierenden Werte in die ursprüngliche durch Fz(z)
beschriebene Verteilung zurücktransformiert.
Da für die vorliegende Analyse keine gemessenen Höhenwerte zur Erstellung eines
räumlichen Fehlermodells vorlagen, wurde als Ausgangspunkt für die Simulation das
zur Verfügung stehende Geländehöhenmodell des Landesvermessungsamtes Schleswig-
Holsteins gewählt. Das setzt voraus, dass der DGM-Fehler und die DGM-Werte räumlich
korreliert sind. Dies konnte für das verwendete DGM5 durch das Landesvermessungs-
amt (frdl. mdl. Mittlg. durch Herrn Weber) bestätigt werden und wird ebenfalls von
verschiedenen Autoren für andere Gebiete beschrieben (vgl. Hunter & Goodchild,
1995; Fisher, 1998; Goodchild, 2000 in Aerts et al., 2003). Die gegebenen Hö-
henwerte z wurden dann mit Hilfe des Geostatistikprogramms GSLIB (Deutsch &
Journel, 1998) in standardnormalverteilte y-Werte transformiert, deren multivariate
Normalverteilung für die weitere Analyse angenommen wurde. Für die Erstellung des
Semivariogrammmodells als Eingangsdatum für die Simulation wurde das empirische
Semivariogramm der Höhenwerte mit GSLIB berechnet. Abbildung 4.4 a) u. b) stellt das
Ergebnis für die z- und y-Werte des in dieser Analyse verwendeten DGM-Ausschnitts
dar. Die Variogramme zeigen die für Geländehöhenmodelle typische Zunahme der Se-
mivarianz mit zunehmender Entfernung. Die Annäherung an einen Schwellenwert (Sill)
(s. u.) ist dabei auch in größerer Entfernung nicht zu erwarten. Die für die Bildung
der Oberﬂächenform verantwortlichen geologischen Ausgangsbedingungen und geomor-
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phologischen Prozesse weichen i. d. R. mit zunehmender Entfernung immer stärker von
den lokalen Bedingungen ab und führen so zu einer entsprechenden Varianz der Hö-
henwerte (vgl. Holmes et al., 2000). Zur Beschreibung der für die Simulation be-
nötigten Eigenschaften der räumlichen Korrelation der Variablen y, wurde anhand von
Abbildung 4.4 b) ein isotropisches, sphärisches Variogrammmodell zugrunde gelegt (vgl.
Goovaerts, 1997, S. 88):
γ(h) = c ∗
1, 5 ∗ ha − 0, 5 ∗ (ha )3 wenn h ≤ a1 sonst (4.1)
Darin beschreibt γ(h) die Semivarianz der standardnormalverteilten Höhenwerte in
Abhängigkeit des Distanzvektors h (lag distance). Die Reichweite a (Range) und der
Schwellenwert der maximalen Semivarianz c (Sill) wurden auf 300m bzw. 0,8 festge-
legt. Ein Nuggeteﬀekt wird nicht beobachtet, was auf die Gleichmäßigkeit der durch
das DGM gegebenen Geländeoberﬂäche zurückgeführt wird (vgl. auch Aerts et al.,
2003). Auf der Grundlage des Semivariogrammmodells und der standardnormalverteilten
y-Werte wurde schließlich die Simulation unter Anwendung der Stanford Geostatistical
Modeling Software (S-GeMS) (Remy, 2004) durchgeführt. Die simulierten standardnor-
malverteilten Raster wurden anschließend mit der vom Vermessungsamt angegebenen
Standardabweichung des DGM-Fehlers von 0,5 multipliziert. Es entstanden 25 gleich-
wahrscheinliche simulierte Raster mit einem Mittelwert von 0 und einer Standardab-
weichung von 0,5. Dadurch konnte zwar der tatsächliche DGM-Fehler nicht modelliert
werden, aber ein künstliches Fehlermodell, das sowohl die räumliche Autokorrelation der
Höhenwerte als auch den angegebenen mittleren DGM-Fehler berücksichtigt. Sie wurden
abschließend zu dem Original-DGM addiert, wodurch 25 unterschiedliche Geländehöhen-
modelle gleicher Wahrscheinlichkeit entstanden, die zur Abschätzung des Einﬂusses der
DGM-Unsicherheit auf die Austragsprognose verwendet wurden.
Modellierung der Stoﬀausträge
Zur Abschätzung der oberirdischen Stoﬀausträge wurde zunächst mit dem in Kapi-
tel 3.4.3 beschriebenen Modul Allg. Bodenabtragsgleichung (ABAG) der wasserbedingte
Bodenabtrag modelliert. Für die Berechnung des LS-Faktors wurde dabei der Fließal-
gorithmus von Tarboton (1997) gewählt, da dieser ebenfalls die Grundlage für die
Abschätzung der Stoﬀausträge mit LUMASS bildet (vgl. Kapitel 3.4.4). Als Neigungs-
algorithmus wurde der insbesondere für moderates Relief geeignete Ansatz von Zeven-
bergen & Thorne (1987) verwendet (vgl. Kapitel 3.4.1). Das Verhältnis von linien-
hafter zu ﬂächenhafter Erosion wurde als gering angenommen und das Vorhandensein
instabiler, tauender Böden ausgeschlossen. Der K-Faktor wurde mit Hilfe der in Ka-
pitel 3.4.3 beschriebenen vereinfachten Berechnung auf der Grundlage der vorhandenen
Bodendaten abgeschätzt. Für die im Gebiet vorkommenden Moorböden konnte aller-
dings mit Hilfe der implementierten Methode kein K-Faktor-Wert berechnet werden. Er
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wurde stattdessen mit einem Wert von 0,02 der Arbeit von Meyer (2000) entnommen,
die in einem benachbarten Untersuchungsgebiet durchgeführt worden ist. Der ebendort
verwendete R-Faktor-Wert von 50 N/h, stammt aus einer Arbeit von Sauerborn (1994)
und konnte von Meyer anhand von Niederschlagsdaten bestätigt werden. Er wird auch
im Folgenden in dieser Arbeit verwendet. Als Fruchtfolge wurde eine gebietstypische
Winterweizen-Wintergerste-Winterraps-Rotation (frdl. mdl. Mttlg. durch Herrn Schme-
he) für alle untersuchten Parzellen angenommen. Der zugehörige C-Faktor-Wert von
0,072 konnte ebenfalls der Arbeit von Meyer (2000) entnommen werden. Der Erosi-
onsschutzfaktor P wurde unter Voraussetzung konturlinienparalleler Bearbeitung nach
VKR5.13 der MDB-2 (AG-Boden, 2000, S. 204) schlagspeziﬁsch ermittelt.
Zur Lokalisierung und Abschätzung potenzieller oberirdischer Sedimentausträge wur-
de das LUMASS-Modul Oberirdische Stoﬀausträge (s. Kapitel 3.4.4) eingesetzt. Zur Fest-
legung der minimalen Einzugsgebietsgröße potenzieller Übertritte, wurde auf der Ba-
sis des originalen Geländehöhenmodells eine Voruntersuchung mit Hilfe der LUMASS-
Funktion Fließwege (ﬂow accumulation) unter Verwendung des D∞-Algorithmus durch-
geführt. Die minimale Einzugsgebietsgröße von 8000m2 wurde dabei so festgelegt, dass
die Schnittpunkte der sich visuell deutlich abzeichnenden oberirdischen Abﬂusspfade mit
der Drögen Eider durch die Modellierung erfasst wurden. Dabei musste berücksichtigt
werden, dass sich das ermittelte Einzugsgebiet eines potenziellen Übertritts teilweise
auch auf Rasterzellen des dem Übertritt gegenüberliegenden Hanges erstreckte. Dies ist
darauf zurückzuführen, dass die Entfernung der im Abﬂusshindernis-Layer als Polyline-
Features dargestellten Uferlinien der Drögen Eider geringer ist als die Rasterzellenwei-
te des DGMs. Um diese unrealistische Situation bei der Modellierung auszuschließen,
wurden zusätzliche Abﬂusshindernisse in einer entsprechenden Entfernung östlich der
Drögen Eider digitalisiert. Dadurch wurde die Modellierung der Stoﬀausträge auf die
westlich der Drögen Eider gelegenen Schläge begrenzt (vgl. Abbildung 4.5). Unter die-
sen Voraussetzungen wurde schließlich die Prognose des Sedimentaustrages auf der Basis
der simulierten Geländehöhenmodelle durchgeführt. Zusätzlich wurde für jede Simula-
tion und jeden ermittelten potenziellen Übertrittspunkt die Grenze des Einzugsgebietes
mit Hilfe der LUMASS-Funktion Einzugsgebiet (upslope area) (vgl. Kapitel 3.4.1) be-
stimmt. Sie diente als Grundlage für die Berechnung der arithmetischen Mittelwerte der
Einzugsgebietsgröße, der Hangneigung und des mittleren Bodenabtrages auf der Basis
der durchgeführten Simulationen (s. Tabelle 4.2).
4.2.2 Ergebnisse
Für die vorgegebene minimale Einzugsgebietsgröße von 8000m2 (s. Kapitel 4.2.1) wurden
insgesamt fünf potenzielle Stoﬀaustragsstellen (Übertritte Ü1 bis Ü5) für den Gebiets-
ausschnitt ermittelt (vgl. Abbildung 4.5). Tabelle 4.2 fasst die Ergebnisse der Model-
lierungen für die simulierten Geländehöhenmodelle zusammen. Dabei wurden zusätzlich
die mittlere Flächengröße und Hangneigung sowie der durchschnittliche Bodenabtrag für
die Einzugsgebiete der Übertritte ermittelt.
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Lokalisierung der Übertritte und Abgrenzung der Einzugsgebiete
Mit Ausnahme von Übertritt Ü4 wurden alle potenziellen oberirdischen Stoﬀaustrags-
stellen sowohl im Original-DGM als auch in den 25 simulierten Geländehöhenmodellen
lagetreu ausgewiesen (s. Abbildung 4.5). Übertritt Ü4 wurde in 6 von 26 Modellläufen
nicht ermittelt (s. Abbildung 4.6). Er weist damit gegenüber der 100%igen Auftretens-
wahrscheinlichkeit der Übertritte Ü1, Ü2, Ü3 und Ü5 lediglich eine Auftretenswahr-
scheinlichkeit von etwa 77% auf. Ein ähnliches Bild zeigt sich bei der Analyse der in
Abbildung 4.5 dargestellten Zugehörigkeitswahrscheinlichkeit einzelner Pixel des DGM
zu den Einzugsgebieten der Übertritte. Das EZG von Ü4 zeigt die größte Anzahl von
Pixeln relativ geringer Zugehörigkeitswahrscheinlichkeiten. Danach folgen die EZG der
Übertritte Ü1 und Ü5. Die Übertritte Ü2 und Ü3 weisen dagegen nur eine sehr geringe
Anzahl von Pixeln mit geringen Zugehörigkeitswahrscheinlichkeiten auf. Die Unsicher-
heit der DGM-Werte wirkt sich also insbesondere auf die EZG und damit auf die mo-
dellierten Stoﬀausträge der Übertritte Ü1 und Ü4 aus. Die Übertritte Ü2 und Ü3 zeigen
dagegen nur einen sehr geringen Einﬂuss unsicherer Höhendaten auf die Austragspro-
gnose. Übertritt Ü5 nimmt eine Mittelstellung ein. Vergleicht man die Übertritte relativ
hoher Unsicherheit (Ü4, Ü1) mit denen relativ niedriger Unsicherheit (Ü2, Ü3 und Ü5)
unter Berücksichtigung der mittleren Hangneigung und Flächengröße ihrer EZG (s. Ta-
belle 4.2), zeichnet sich folgende Tendenz ab:
• Je größer die Fläche des EZG, desto größer ist der Einﬂuss unsicherer Höhendaten;
und
• je größer die mittlere Hangneigung des EZG, desto geringer ist der Einﬂuss unsi-
cherer Höhendaten.
Aufgrund der geringen Anzahl erfasster Übertritte kann dieser Zusammenhang allerdings
nur vage vermutet werden. Für eine belastbare Aussage müsste neben einer höheren
Anzahl modellierter Übertritte außerdem eine repräsentative Auswahl charakteristischer
Reliefsituationen des entsprechenden Landschaftstyps untersucht werden.
Abschätzung der Sedimentausträge
Die prognostizierten Sedimentausträge weisen insgesamt relativ geringe Werte auf (vgl.
Abbildung 4.6). Sie schwanken zwischen 0,3 t/a für Übertritt Ü4 und 1,1 t/a für Übertritt
Ü2. Auﬀällig ist der Sprung zwischen den modellierten Werten für das Original-DGM
(Nr. 26) und den Werten für die simulierten Geländehöhenmodelle (Nr. 1  Nr. 25). Da
sich dieser Unterschied bei allen Übertritten zeigt, wird von einem systematischen Fehler
ausgegangen, der auf die Erstellung der simulierten Geländehöhenmodelle zurückgeführt
wird.
Da für die Simulation der Fehler-Raster auf das Original-DGM als Eingangsdatum zu-
rückgegriﬀen werden musste, wurden die bei der SGS erzeugten Raster auf der Grundla-
ge der Verteilungsfunktion des Original-DGMs erstellt (vgl. Kapitel 4.2.2). Durch die
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Übertritt ∅1) EZG [ha] ∅Neigung2) [◦] ∅Abtrag [t/(ha*a)] ∅Austrag3) [t/a]
Ü1 2,29 4,71 0,77 0,80 - 0,84
Ü2 1,90 4,42 0,88 1,09 - 1,10
Ü3 1,73 3,74 0,58 0,79 - 0,79
Ü44) 3,50 3,14 0,46 0,63 - 0,69
Ü5 1,56 3,63 0,53 0,67 - 0,69
1) Arithmetischer Mittelwert
2) Nach Zevenbergen & Thorne (1987)
3) Konﬁdenzintervall bei einer Irrtumswahrscheinlichkeit von 5%
4) Die Angaben beziehen sich ausschließlich auf Simulationen, für die ein Übertritt ermittelt wurde.
Tabelle 4.2: Statistische Auswertung der Stoﬀaustragsmodellierung auf der Grundlage
der simulierten Geländehöhenmodelle. Die Angaben beziehen sich auf das mit Hilfe
der LUMASS-Funktion Einzugsgebiet (upslope area) ermittelte Einzugsgebiet (EZG) des
jeweiligen Übertritts.
anschließende Multiplikation mit der Standardabweichung des DGM-Fehlers wurden
Fehler-Raster erzeugt, die negative Fehler für Bereiche geringer Geländehöhe und posi-
tive Fehler für Bereiche hoher Geländehöhe aufweisen. Die anschließende Addition mit
dem Original-DGM führt schließlich zu einem simulierten Geländehöhenmodell mit einer
relativ höheren Reliefenergie, was sich letztlich in höheren Austragswerten niederschlägt.
Um den durch die Simulation entstandenen systematischen Fehler bei der Auswertung
auszuschalten, beziehen sich die in Abbildung 4.5 und Tabelle 4.2 dargestellten Ergeb-
nisse der Modellläufe sowie die hiernach gemachten Ausführungen ausschließlich auf die
simulierten Geländehöhenmodelle.
Der Vergleich der prognostizierten Austragswerte für die ermittelten Übertritte ergibt
für Ü2 die insgesamt höchsten Werte. Sie liegen bei einer Irrtumswahrscheinlichkeit von
5% zwischen 1,09 t/a und 1,10 t/a. Die Austragswerte der übrigen Übertritte nehmen in
Abhängigkeit der mittleren Hangneigung ihrer EZG von Ü1 bis Ü4 ab (s. Tabelle 4.2). Die
trotz geringerer Hangneigung gegenüber Ü1 höheren Sedimentausträge für Ü2 ergeben
sich aus dem Unterschied der in Tabelle 4.2 angegebenen Einzugsgebietsgröße gegenüber
der eﬀektiven Einzugsgebietsgröße des Übertritts. Wie bereits in Kapitel 3.4.1 ausgeführt
wurde, dient die LUMASS-Funktion Einzugsgebiet (upslope area) zur Abgrenzung der
zum EZG gehörenden Rasterzellen, woraus die maximale Einzugsgebietsgröße errech-
net werden kann. Die für die Lokalisierung der Übertritte intern verwendete Funktion
Fließwege (ﬂow accumulation), auf der Basis des D∞-Algorithmus, ergibt demgegenüber
die eﬀektive Einzugsgebietsgröße des Übertritts. Sie repräsentiert die akkumulierte Ein-
zugsgebietsgröße einer Rasterzelle, die aufgrund der i. d. R. auftretenden Dispersion des
Abﬂusses meist unterhalb der maximalen EZG liegt. Die durch den D∞-Algorithmus
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Abbildung 4.6: Modellierte Sedimentausträge potenzieller oberirdischer Stoﬀaustrags-
stellen (Ü1Ü5) auf der Basis der simulierten Geländehöhenmodelle (Nr. 1-25) und des
originalen DGMs (Nr. 26).
modellierte Dispersion des oberirdischen Abﬂusses kann weiterhin dazu führen, dass sich
zwei EZG eines Übertrittes überlappen. Dies ist für Ü1 und Ü2 der Fall. Eine Analy-
se der in Abbildung 4.5 dargestellten Höhenlinien macht deutlich, dass insbesondere
aus dem südlichen Teil des EZG von Ü1 oﬀensichtlich die größeren Abﬂussproportionen
eﬀektiv Ü2 zuzurechnen sind. Der Quotient aus eﬀektivem EZG und maximalem EZG
wird folglich für Ü2 näher an 1 liegen als für Ü1, womit sich der relativ höhere Sediment-
austrag von Ü2 trotz eines geringeren maximalen EZG und einer geringeren mittleren
Hangneigung erklären lässt.
Für den Einﬂuss der Unsicherheit der Höhenwerte auf die Austragsprognose ergibt sich
ein analoges Bild zur Wahrscheinlichkeit der EZG-Grenzen (vgl. Tabelle 4.2). Dies kann
anhand der Spannweite des Konﬁdenzintervalls des prognostizierten Sedimentaustrages
nachvollzogen werden. Übertritte mit relativ großen mittleren Hangneigungen und klei-
nen EZG (Ü3, Ü2, Ü5) weisen die kleinste Austragsvariabilität auf, während Übertritte
mit relativ großen EZG und kleinen Hangneigungen (Ü4, Ü1) die höchste Variabilität
zeigen. Der Einﬂuss der Hangneigung ergibt sich dabei aus ihrer großen Bedeutung für
die Berechnung des Bodenabtrages (LS-Faktor) und für die oben angesprochene Berech-
nung des eﬀektiven EZG. In Bezug auf den Einﬂuss der Größe des maximalen EZG ist
anzunehmen, dass der Quotient aus eﬀektivem EZG und maximalem EZG mit zuneh-
mender Größe des maximalen EZG kleiner wird.
Insgesamt hat die vorliegende Untersuchung gezeigt, dass der Einﬂuss der Höhenun-
genauigkeit des DGM5 auf die Modellierung oberirdischer Stoﬀausträge für das unter-
suchte Gebiet zu vernachlässigen ist. Zwar steigt mit abnehmender Hangneigung die
beobachtete Variabilität der Vorhersage von Übertritten, jedoch nimmt gleichzeitig die
Wahrscheinlichkeit ab, dass überhaupt ein Übertritt beobachtet wird. Die Variabilität
der prognostizierten Sedimentausträge bewegt sich insgesamt im Bereich von hundertstel
Tonnen (vgl. Tabelle 4.2). Aufgrund der Langfristaussage des eingesetzten Modells und
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seiner empirischen Natur (vgl. Kapitel 3.4.3 u. 3.4.4), liegt die beobachtete Variabilität
der Austräge unterhalb der Vorhersagegenauigkeit des Modells.
4.2.3 Diskussion
Bei der Modellierung von Bodenabträgen und oberirdischen Stoﬀausträgen stellt sich
prinzipiell die Frage, ob physikalisch basierte oder empirische Modelle eingesetzt werden
sollen. Grundsätzlich sind physikalisch basierte Modelle in der Lage, den Erosionspro-
zess an sich wesentlich genauer abzubilden. Ein wesentliches Problem dabei liegt aber
darin, dass viele als wichtig erachtete Teilprozesse bis heute nur ungenügend mathema-
tisch beschrieben werden können oder zum Teil nur unzureichend verstanden werden
(Quinton, 2004). Darüber hinaus ist die Erhebung oft verwendeter Parameter nach
wie vor mit erheblichen Unsicherheiten verbunden, wie z. B. die räumlich diﬀerenzierte
Bestimmung der gesättigten Wasserleitfähigkeit (Quinton, 2004). Verschiedene Ver-
gleiche relativ einfacher Modelle (z. B. ABAG/USLE) mit komplexeren Ansätzen (z. B.
WEPP) zeigen auf der Grundlage gemessener Daten, dass keine deutlichen Unterschiede
in der Vorhersagegenauigkeit zu beobachten sind (vgl. Favis-Mortlock, 1997; Mor-
gan, 2001; Morgan & Nearing, 2002 in Quinton, 2004). Insbesondere für den hier
angestrebten Einsatz in der Planungspraxis wurde für die Implementierung in LUMASS
ein grundsätzlich leicht parametrisierbarer und einfacher empirischer Ansatz gewählt.
Die zu erwartende Genauigkeit der Stoﬀaustragsmodellierung mit LUMASS wird prin-
zipiell durch die Genauigkeit der implementierten Verfahren bestimmt. Bei der prakti-
schen Anwendung ergibt sich allerdings die Schwierigkeit, die Überﬂießanteile der Ab-
ﬂusshindernisse sowie die minimale Einzugsgebietsgröße potenzieller Übertritte festzu-
legen. Hierzu liegen bislang nach Kenntnisstand des Autors keine Untersuchungen vor.
Für eine realitätsnahe Modellierung schlagübergreifender Erosionsprozesse (vgl. auch
Hebel, 2003) sowie für die Vorhersage potenzieller Stoﬀaustragsstellen, werden aber
entsprechende Informationen benötigt.
Ungeachtet dieser Parameter wurde für vier Bodendauerbeobachtungsﬂächen Nieder-
sachsens (mit frdl. Genehmigung und Unterstützung durch Herrn Dr. W. Schäfer, BTI
Bremen) ein Vergleich mit kartierten Stoﬀausträgen vorgenommen. Dabei wurden al-
le Abﬂusshindernisse mit einem Überﬂießanteil von 1 versehen, während die minimale
Einzugsgebietsgröße auf die Flächengröße einer Rasterzelle festgelegt wurde. Dadurch
wurden diejenigen Übertritte ermittelt, die sich aus den Schnittpunkten der Schlag-
grenzen mit den durch den D∞-Algorithmus abgebildeten oberirdischen Abﬂussbahnen
ergaben. Von insgesamt ca. 76 kartierten Übertritten konnten auf diese Weise etwa 45
Stoﬀaustragsstellen (ca. 60%) abgebildet werden. Das bedeutet im Umkehrschluss, dass
ungefähr 40% der Übertritte nicht auf den modellierten Abﬂussbahnen lagen. Hierfür
kommen grundsätzlich mehrere Ursachen in Betracht:
a) Die Übertritte werden durch Oberﬂächenstrukturen hervorgerufen, die unterhalb der
räumlichen Auﬂösung des verwendeten Höhenmodells liegen.
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b) Die Übertritte werden durch Oberﬂächenstrukturen hervorgerufen, die nicht oder nur
mit großer Unsicherheit erhoben werden können (z. B. Abﬂusshindernisse und Über-
ﬂießanteile).
c) Die Übertritte werden durch eine nach Aufnahme des DGMs erzeugte Oberﬂächen-
struktur hervorgerufen (zeitliche Auﬂösung, z. B. die Veränderung der Oberﬂäche
durch die landwirtschaftliche Bearbeitung).
d) Der eingesetzte Fließalgorithmus gibt die Oberﬂächenstrukturen nur ungenügend wie-
der.
Anhand der kartierten Übertritte und On-Site-Eﬀekte der Dauerbeobachtungsﬂächen
konnte ein Teil der nicht erfassten Übertritte auf in Fahrspuren auftretende Rillene-
rosion zurückgeführt werden (a) und c)). Punkt b) konnte aufgrund mangelnder In-
formationen zum Überﬂießanteil der Schlaggrenzen nicht überprüft werden. Die Quali-
tät des Fließalgorithmus (d)) in Bezug auf die untersuchten Flächen konnten aufgrund
fehlender Referenzinformation nicht beurteilt werden. Eine Untersuchung verschiedener
Fließalgorithmen auf der Grundlage mathematisch exakt beschriebener, synthetischer
Oberﬂächenmodelle wird von Zhou & Liu (2002) beschrieben. Dabei zeigte der D∞-
Algorithmus insgesamt gute Ergebnisse.
4.3 Landnutzungsoptimierung mit LUMASS
Das abschließende Kapitel der Arbeit demonstriert an einem einfachen Beispiel die An-
wendung des Moduls Multiobjective Optimization (s. Kapitel 3.5.2). Dazu werden unter
dem Aspekt des Erosionsschutzes zwei ﬁktive Landnutzungsszenarien hinsichtlich ihrer
räumlichen Verteilung optimiert und verglichen.
4.3.1 Anwendung
Die notwendigen Arbeitsschritte zur Optimierung von Landnutzungsverteilungen sind
beispielhaft in Abbildung 4.7 dargestellt. Der Ausgangspunkt ist dabei die konkrete
Deﬁnition des Optimierungs- bzw. Entscheidungsproblems (vgl. auch Kapitel 2.2).
In dem vorliegenden Beispiel sollen die in Tabelle 4.3 aufgeführten Landnutzungs-
optionen so im Untersuchungsgebiet (s. Abbildung 4.2) angeordnet werden, dass der
wasserbedingte Bodenabtrag auf ein Minimum reduziert wird. Dabei sollen die in der
Tabelle angegebenen expliziten ﬂächenbezogenen Nebenbedingungen eingehalten wer-
den. Das einzige Optimierungskriterium des vorliegenden Beispiels ist der langjährige
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Szenario1) WW-WG-WR WW-WW-WW Mais-Mais-Mais Grünland
S1 ≥ 40 ≥ 20 ≥ 6 ≥ 9
S2 ≥ 35 ≥ 15 ≥ 6 ≥ 20
1) Angegeben sind die expliziten ﬂächenbezogenen Nebenbedingungen in Prozent der Gesamtﬂäche
WW: Winterweizen; WG: Wintergerste; WR: Winterraps
Tabelle 4.3: Explizite ﬂächenbezogene Nebenbedingungen der Nutzungsszenarien in
Prozent der Gesamtﬂäche.
mittlere wasserbedingte Bodenabtrag. Er wurde mit Hilfe des Moduls Allg. Bodenab-
tragsgleichung (ABAG) für jede Landnutzungsoption und jede räumliche Alternative ab-
geschätzt. Dabei konnte allerdings nur ein Teil der Subfaktoren auf der Basis der zur
Verfügung stehenden Daten mit LUMASS ermittelt werden.
Die Berechnung des LS-Faktors wurde auf der Grundlage des digitalen Geländehö-
henmodells (DGM5) des Landesvermessungsamtes Schleswig-Holsteins vorgenommen.
Als Fließalgorithmus wurde die Methode nach Quinn et al. (1991) eingesetzt. Für
die Neigungsberechnung wurde der Algorithmus von Zevenbergen & Thorne (1987)
gewählt. Weiterhin wurde ein geringes Verhältnis von Rillen- zu Zwischenrillenerosion
angenommen. Das Vorhandensein instabiler und tauender Böden konnte ausgeschlossen
werden. Der Überﬂießanteil, der durch Schlaggrenzen, Straßen, Gräben etc. vorgegebe-
nen linearen Abﬂusshindernisse wurde auf 0% gesetzt, da hierüber keine detaillierten
Informationen zur Verfügung standen. Der K-Faktor konnte überwiegend auf der Basis
der vom Landesamt für Natur und Umwelt Schleswig-Holstein bereitgestellten Boden-
daten berechnet werden, wobei die vereinfachte Berechnungsvariante nach AG-Boden
(2000) verwendet wurde. Für Moorböden wurde der K-Faktor (0,02) der Arbeit von
Meyer (2000) entnommen. Gleiches gilt für die regionsspeziﬁschen C-Faktoren der in
den Szenarien verwendeten Fruchtfolgen:
Winterweizen - Wintergerste - Winterraps 0,072
Winterweizen - Winterweizen - Winterweizen 0,115
Mais - Mais - Mais 0,505
Grünland 0,004
Der R-Faktor stammt aus der Arbeit von Sauerborn (1994) und konnte von Meyer
(2000) für den Raum Bornhöved bestätigt werden. Unter Annahme einer konturlinien-
parallelen Bewirtschaftungsweise wurde der P-Faktor nach AG-Boden (2000) schlag-
speziﬁsch ermittelt. Die Grundlage dafür bildete die nach Zevenbergen & Thorne
(1987) mit LUMASS berechnete Hangneigung. Das Ergebnis der Abtragsmodellierung
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ist beispielhaft für eine Winterweizen - Wintergerste - Winterraps - Fruchtfolge in Abbil-
dung 4.8 dargestellt. Dabei wurden nur die in Frage kommenden räumlichen Alternati-
ven berücksichtigt. Die übrigen Flächen bestehen überwiegend aus Wäldern, Siedlungen,
Verkehrs- und Wasserﬂächen und wurden deshalb von der Optimierung ausgeschlossen.
Als Grundlage für die Erstellung der Kriterienkarte (vgl. Abbildung 4.7) wurde für
jede Landnutzungsoption ein eigenes Abtrags-Raster erstellt. Aufgrund der dabei jeweils
als einheitlich angenommenen Landnutzung, zeichnen sie den relativen Einﬂuss des Re-
liefs und der Bodenerodibilität räumlich diﬀerenziert nach (vgl. Abbildung 4.8). Da die
Optimierung der Landnutzung auf Schlagebene erfolgen soll, wurde für jede Parzelle je
Landnutzungsoption der mittlere Bodenabtrag in t/(ha*a) bestimmt und in der Attri-
buttabelle des Landnutzungs-Layers gespeichert. Dieser wird dann als Kriterien-Layer
im Rahmen des Optimierungsprozesses verwendet. Eine Normalisierung oder Klassiﬁ-
zierung der Abtragswerte war für das vorgestellte Beispiel nicht notwendig, da lediglich
eine Zielfunktion optimiert wurde.
Zur Realisierung der in Tabelle 4.3 genannten Szenarien wurden zwei Optimierungs-
aufgaben nacheinander formuliert und gelöst. Die jeweiligen Zielfunktionen sind dabei
identisch und wurden als Minimierungsaufgabe formuliert. Die expliziten ﬂächenbezo-
genen Nebenbedingungen wurden dagegen szenariospeziﬁsch gemäß Tabelle 4.3 konﬁ-
guriert. Der Typ der Entscheidungsvariablen wurde für beide Szenarien als continuous
(Menge der reellen Zahlen) festgelegt. Eine in jedem Fall eindeutige Flächenzuordnung,
durch die Wahl binärer (binary) Entscheidungsvariablen, konnte für die vorliegende Op-
timierungsaufgabe nicht realisiert werden (s. hierzu Kapitel 4.3.3). Die entsprechenden
Optimierungsvorgänge wurden jeweils nach einer kurzen Wartezeit (wenige Minuten)
erfolglos abgebrochen.
4.3.2 Ergebnisse
Die durch den Optimierungsprozess erfolgte Zuteilung der jeweiligen Landnutzungsop-
tionen zu den räumlichen Alternativen ist für die betrachteten Szenarien in den Ab-
bildungen 4.9 bzw. 4.11 dargestellt. Anhand eines optischen Vergleichs mit den aus
Abbildung 4.10 ersichtlichen relativen Unterschieden der Bodenabträge, wurden die Op-
timierungsergebnisse auf Plausibilität überprüft. Es zeigt sich, dass Landnutzungsop-
tionen, die einen relativ hohen Erosionsschutz bieten (niedriger C-Faktor-Wert, s. Ka-
pitel 4.3.1), den Flächen mit hoher potenzieller Erosionsgefahr (vgl. Abbildung 4.10)
zugeordnet werden und umgekehrt. Dabei wird die diesem Muster folgende Zuteilung
durch die expliziten ﬂächenhaften Nebenbedingungen (s. Tabelle4.3) beschränkt, was
sich in den Optimierungsergebnissen für die beiden Szenarien deutlich widerspiegelt (vgl.
Abbildung 4.9 u. 4.11).
Eine quantitative Zusammenfassung der Ergebnisse in Bezug auf die Bodenabträge der
jeweiligen Nutzungsoptionen zeigt Tabelle 4.4. Dabei verringert sich erwartungsgemäß
der Bodenabtrag in Bezug auf die aufsummierten Abträge der räumlichen Alternativen
durch die Erhöhung des Grünlandanteils. Eine quantitative Überprüfung der Optimie-
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Abbildung 4.8: Der langjährige mittlere Bodenabtrag [t/(ha*a)] nach ABAG für eine
Winterweizen - Wintergerste - Winterraps - Fruchtfolge (Grundlage: ATKIS R© Basis-
DLM, DGM5 u. DOP5, c©LVermA-SH).
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Abbildung 4.9: Optimale Landnutzungsverteilung für Szenario 1 (Grünlandanteil≥ 9%;
WW: Winterweizen; WG: Wintergerste; WR: Winterraps; Grundlage: ATKIS R© Basis-
DLM u. DOP5, c©LVermA-SH).
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Abbildung 4.10: Der schlagbezogene langjährige mittlere Bodenabtrag [t/(ha*a)] nach
ABAG für eine Winterweizen-Monokultur. (Grundlage: ATKIS R© Basis-DLM u. DOP5,
c©LVermA-SH).
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Abbildung 4.11: Optimale Landnutzungsverteilung für Szenario 2 (Grünlandanteil
≥ 20%; WW: Winterweizen; WG: Wintergerste; WR: Winterraps; Grundlage: ATKIS R©
Basis-DLM u. DOP5, c©LVermA-SH).
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Landnutzungsoption Fläche1) [%] Fläche [ha] Abtrag [t/a]
WW-WG-WR 40 482 167
WW-WW-WW 20 242 83
Mais-Mais-Mais 6 70 60






Summe 77 925 316
WW-WG-WR 35 424 129
WW-WW-WW 15 180 59
Mais-Mais-Mais 6 70 60






Summe 77 925 257
1) In Prozent der Gesamtﬂäche (ca. 1200 ha)
WW: Winterweizen; WG: Wintergerste; WR: Winterraps
Tabelle 4.4: Die szenariospeziﬁschen Ergebnisse der Landnutzungsoptimierung für die
Zielfunktion Minimierung der Bodenerosion.
rungsergebnisse ist auf dieser Grundlage jedoch nicht möglich. Hierzu könnte analog zu
Kapitel 4.2.1 eine Monte-Carlo-Simulation durchgeführt werden, bei der anschließend
die Abträge der zufälligen Landnutzungsverteilungen mit denen der optimierten Land-
nutzungsverteilungen verglichen werden.
4.3.3 Diskussion
Das vorgestellte Optimierungsbeispiel zeigt auf der Grundlage des optischen Plausibi-
litätstest (s. Kapitel 4.3.2), dass das auf der Optimierungsbibliothek (lp_solve) aufge-
baute LUMASS-Modul Multiobjective Optimization oﬀensichtlich zur Optimierung der
Landnutzungsverteilung geeignet ist. Die Optimierungsaufgabe des vorgestellten Bei-
spiels konnte allerdings nur unter Verwendung kontinuierlicher Entscheidungsvariablen
innerhalb einer sehr kurzen Wartezeit von einigen Sekunden gelöst werden. Bei der Wahl
binärer Entscheidungsvariablen wurde der Optimierungsprozess jeweils nach einigen Mi-
nuten abgebrochen, innerhalb derer lp_solve keine optimale Lösung ermitteln konnte.
Binäre oder ganzzahlige Entscheidungsvariablen führen bei gleichzeitiger Formulierung
expliziter Nebenbedingungen zu einer Aufgabe der kombinatorischen Optimierung (vgl.
Walser, 1999; Ehrgott, 2005 u. Kapitel 3.5.2). Der Zeitbedarf für die Lösung der-
artiger Probleme steigt oft exponentiell mit der Größe des Problems (Ehrgott, 2005)
(hier: Anzahl der Entscheidungsvariablen = Anzahl der Nutzungsoptionen * Anzahl der
räumlichen Alternativen). Dies ist insbesondere bei der Verwendung der -Constraint-
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Methode (vgl. Kapitel 3.5.2) zur Lösung von MOLP im praktischen Einsatz von Nachteil.
Zusätzlich wird durch ganzzahlige und binäre Entscheidungsvariablen, bei gleichzeitiger
Formulierung restriktiver Nebenbedingungen, die Menge möglicher Lösungen sehr stark
eingeschränkt oder gar leer. In solchen Fällen kann durch die Lockerung der expliziten
ﬂächenhaften Nebenbedingungen unter Umständen eine Lösung erzielt werden. Bei der
Verwendung kontinuierlicher Entscheidungsvariablen zeigt sich in dem vorliegenden Bei-
spiel, dass sich die Anzahl doppelt belegter räumlicher Alternativen (vgl. Kapitel 3.5.2)
in Grenzen hält. Aufgrund der unendlichen Lösungsmenge und des relativ geringen Zeit-
bedarfs für die Lösung des Optimierungsproblems, scheint die Wahl kontinuierlicher
Entscheidungsvariablen für den praktischen Einsatz am geeignetsten zu sein.
Ein prinzipieller Nachteil der implementierten Methode besteht darin, dass Nachbar-
schaftsbeziehungen zwischen den gegebenen Nutzungsoptionen während des Optimie-
rungsprozesses nicht direkt berücksichtigt werden können. Die in der Literatur beschrie-
benen Ansätze (vgl. Aerts & Heuvelink, 2002; Tourino et al., 2003) setzen dafür
einen speziellen Algorithmus zur Lösung der Optimierungsaufgabe ein. Er gehört zur
Klasse der heuristischen Optimierungsverfahren (Walser, 1999; Collette & Siarry,
2003), die von der hier verwendeten Softwarebibliothek lp_solve nicht unterstützt wer-
den. Sie eignen sich insbesondere zur Lösung komplexer Optimierungsaufgaben, liefern
dafür aber nicht immer eﬃziente Lösungen des Problems. Der von Aerts & Heuve-
link (2002) und Tourino et al. (2003) verwendete Simulated annealing-Algorithmus
arbeitet nach einem iterativen Verfahren. Bei jeder Iteration wird eine mögliche Lösung
erzeugt, die anhand bestimmter Bedingungen geprüft wird. Kann die Lösung die Bedin-
gung erfüllen, wird sie akzeptiert und zunächst beibehalten. Sie wird dann im nächsten
Schritt mit der nächsten möglichen Lösung verglichen usw. Auf diese Weise erzeugen
Tourino et al. (2003), unter Anwendung graphentheoretischer Überlegungen, opti-
male Landnutzungsparzellen. Aerts & Heuvelink (2002) setzen Simulated annealing
für die Erzeugung kompakter Pixelmuster ein. Das Verfahren wird z. B. in Aerts et al.
(2003) zur Planung eines optimalen Ski-Pistenverlaufs eingesetzt.
Indirekt können aber auch mit LUMASS unter Einsatz von lp_solve Nachbarschaftsbe-
ziehungen berücksichtigt werden. Das setzt voraus, dass sie sich auf eine Fläche beziehen,
die nicht zu den räumlichen Alternativen gehört (z. B. ein Naturschutzgebiet). Den be-
nachbarten Parzellen könnte dann für die zu berücksichtigenden Nutzungsoptionen (z. B.
eine Chemiefabrik) eine entsprechende Bewertung für ein Nachbarschaftskriterium zuge-
wiesen werden. Dieses könnte dann als Zielfunktion bei der Optimierung berücksichtigt
werden.
5 Fazit
Die vorliegende Arbeit hat gezeigt, dass die enge Kopplung von Komponenten zur räumli-
chen Datenverarbeitung, zur landschaftshaushaltlichen Modellierung sowie zur Entschei-
dungsunterstützung, gemäß den in Kapitel 2.2 und 2.3 genannten Kriterien, umgesetzt
werden konnte. Dabei ist ein leistungsfähiges räumliches Entscheidungsunterstützungs-
system für den Bereich des Boden- und Gewässerschutzes entstanden. Es kann durch
zusätzliche, lose gekoppelte Methoden und Modelle zur Bewertung weiterer Kriterien
(z. B. ökonomische oder soziale) erweitert werden. Diese lassen sich ebenfalls durch die
problemneutrale Implementierung des Moduls Multiobjective Optimization während des
Optimierungsprozesses berücksichtigen.
Die Integration bzw. enge Kopplung vorhandener Methoden und Modelle mit GIS ist
auf der Basis entsprechender Schnittstellen (z. B. ArcObjectsTM) aus technischer Sicht
unproblematisch. Inhaltlich ergeben sich jedoch bei der Implementierung von Metho-
den, die nicht für den EDV-Einsatz konzipiert worden sind, stellenweise Schwierigkeiten.
Das ist insbesondere bei unscharfen Formulierungen von Wertebereichen der Fall. Zum
Beispiel werden die Ober- und Untergrenzen bestimmter Klasseneinteilungen nicht ein-
deutig vorgegeben, wie z. B. bei der Lagerungsdichte (z. B. AG Boden, 1994, S. 126),
so dass Annahmen getroﬀen werden müssen. Das kann im schlimmsten Fall bei einem
Ergebnisvergleich unterschiedlicher Programme, auf der Basis identischer Daten, zu ver-
schiedenen Resultaten führen.
Aus der Sicht des Anwenders ist die Kopplung landschaftshaushaltlicher Methoden
und Modelle mit GIS eine wertvolle Hilfe. Durch die Anpassung entsprechender Aus-
gangsparameter können verschiedene Szenarien zur räumlichen Analyse von Belastungs-
zuständen durchgeführt werden. Diese dienen dann als Basis für das Flächenmanage-
ment.
Probleme ergeben sich bei der Anwendung der Modelle, wenn die Gültigkeitsgren-
zen bestimmter Verfahren (z. B. Grundwasserneubildung nur für Hangneigung < 3,5%)
überschritten werden. Die Beurteilung der Flächeneignung für die entsprechende Nut-
zungsoption, muss dann anhand sinnvoller Annahmen vorgenommen werden. Weiterhin
besteht für Anwender das Problem, dass die jeweils verfügbaren Daten nicht immer alle
benötigten Parameter zur Berechnung bestimmter landschaftshaushaltlicher Belastun-
gen beinhalten (z. B. fehlende Gefügeansprache zur Abschätzung der Bodenverdichtung).
Damit dennoch Auswertekarten erstellt werden können, müssen auch hier meist entspre-
chende Annahmen getroﬀen werden.
Die Anwendungsbeispiele in Kapitel 4.2 und 4.3 konnten demonstrieren, dass LUMASS
sowohl für praktische als auch für wissenschaftliche Anwendungen einsetzbar ist. Vor
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allem die Methoden zur Modellierung von Bodenerosion, oberirdischen Abﬂüssen und
Stoﬀtransporten eignen sich als Werkzeug für die Untersuchung schlagübergreifender
Erosionsprozesse und die Identiﬁzierung stoiefernder Flächen für potenzielle Austrags-
stellen.
6 Ausblick
Für die zukünftige Entwicklung bzw. Erweiterung von räumlichen Entscheidungsunter-
stützungssystemen ist es wünschenswert, neue Modellentwicklungen, stärker als bisher,
an den Bedürfnissen der EDV auszurichten. Selbst wenn gewisse bodenkundliche oder
andere Parameter auch auf absehbare Zeit per Hand im Feld ermittelt werden müs-
sen, werden sie doch in der Regel im Anschluß in ein GIS eingepﬂegt und elektronisch
weiterverarbeitet. Es wäre also sinnvoll, die Regeln für die Weiterverarbeitung bzw. GIS-
gestützte Auswertung vergleichbarer Daten zu standardisieren. Damit könnte auch die
Vergleichbarkeit von Ergebnissen, die mit unterschiedlichen Systemen berechnet worden
sind, zu einem gewissen Grade gewährleistet werden.
Die enge Kopplung oder Integration von Modellen und GIS ist technisch zwar un-
problematisch, sie setzt aber nach wie vor ein hohes Maß technischer Kenntnisse des
Entwicklers voraus. Da räumliche Entscheidungsunterstützungssysteme problemspeziﬁ-
sche Programme darstellen (vgl.Kapitel 2.3), wird der Bedarf an unterschiedlich spe-
zialisierten Systemen vermutlich weiter wachsen. Dabei könnten einfach zu bedienende,
visuelle, objekt-orientierte Entwicklungswerkzeuge, nach dem Vorbild von GeoVISTA
Studio (vgl. Takatsuka & Gahegan, 2001), ein Ausgangspunkt für die Entwicklung
zukünftiger SDSS darstellen.
Wie in Kapitel 5 bereits angedeutet wurde, ist bei der Modellierung und Bewertung
landschaftshaushaltlicher Prozesse ein Großteil der Daten mit Unsicherheiten behaftet.
Ihre Repräsentation in der Datenbank des GIS suggeriert allerdings eine Genauigkeit, die
nicht gegeben ist. Zukünftige Entwicklungen und Analysen sollten diesen Aspekt stär-
ker berücksichtigen. Morris (2003) stellt dazu beispielsweise ein Fuzzy Logic-basiertes,
objekt-orientiertes GIS zur Verarbeitung unscharfer Daten vor.

7 Zusammenfassung
Die wachsende Komplexität räumlicher Planungprozesse verlangt nach immer leistungs-
fähigeren und intelligenteren Planungswerkzeugen. Zu diesem Zwecke werden heutzutage
Geographische Informationssysteme (GIS) eingesetzt. Sie zeichnen sich durch einen um-
fangreichen Satz an leistungsfähigen Werkzeugen zur Verarbeitung, Analyse und Prä-
sentation raumbezogener Daten aus. Ihre Fähigkeiten zur intelligenten Unterstützung
von Planungsprozessen sind aber begrenzt und haben sich in den letzten 15 Jahren nicht
nennenswert weiterentwickelt. Deswegen werden zunehmend ergänzende Werkzeuge im
Zusammhang mit GIS genutzt, die den Bereichen Mathematik/Statistik, Modellierung
und Entscheidungsunterstützung (Decision Support, DS) zuzuordnen sind. Die Kopplung
dieser Systeme führt zur Entwicklung sog. Spatial Decision Support Systems (SDSS), die
vielfach in der Literatur beschrieben sind. Es zeigt sich, dass der Begriﬀ oft unscharf ge-
braucht wird und die entsprechenden Systeme nicht den strikten Anforderungen an SDSS
gerecht werden. Die Arbeit stellt deshalb aus der Literatur abgeleitete Kriterien für die
Umsetzung derartiger Systeme zusammen und schlägt eine Deﬁnition für räumliche Ent-
scheidungsunterstützungssysteme vor.
Anschließend wird anhand dieser Kriterien die Konzeption und Entwicklung des Land-
nutzungsmanagementsystems LUMASS vorgestellt. Es integriert Modelle und Verfahren
zur Abschätzung von Boden- und Gewässerbelastungen in die Methodenumgebung eines
GIS. Darüber hinaus werden Erweiterungen bestehender Verfahren zur Lokalisierung und
Abschätzung oberirdischer Stoﬀausträge bereitgestellt. Zusätzlich wird ein interaktives
Modul vorgestellt, das auf der Basis der Open Source Software lp_solve (Berkelaar
et al., 2004) die Abbildung räumlicher Allokationsprobleme ermöglicht. Unter Berück-
sichtigung mehrerer Kriterien dient es der Optimierung des Landnutzungsmusters und
der anschließenden kartographischen Darstellung im GIS.
Der Schlußteil der Arbeit zeigt beispielhaft die Modellierung oberirdischer Stoﬀaus-
träge mit LUMASS. Dabei steht die Abschätzung des Einﬂusses unsicherer Gelände-
höhendaten auf die Austragsprognose im Vordergrund. Es wird gezeigt, dass für das
bearbeitete Gebiet kein signiﬁkanter Einﬂuss der Höhenungenauigkeit auf die Austrags-
prognose besteht. Schließlich wird anhand eines einfachen Beispiels die Anwendung von
LUMASS zur räumlichen Optimierung des Landnutzungsmusters vorgestellt.

8 Summary
The increasing complexity of actual planning processes induces the need of more po-
werful and more intelligent planning tools. Therefore Geographical Information Systems
(GIS) are used as assistance in these areas. They consist of a powerful toolbox to manage,
analyse and present spatial data. However, there have been no signiﬁcant developments
of the GIS toolbox in the last 15 years. Due to these shortcomings, more and more users
combine the GIS toolbox with further software packages for mathematics/statistics or
decision support. This leads to the development of spatial decision support systems
(SDSS). A review of the actual literature indicates the inconsistent use of this term.
Therefore, a deﬁnition of SDSS will be derived from the topical scientiﬁc literature in
this thesis. Based on this deﬁnition the development of the land use management sup-
port system LUMASS is presented in the following chapters. In addition to well known
models to assess landscape impacts new aspects and further developments are imple-
mented. They extend existing procedures to determine sediment yields and particulate
phosphorus. Further on, an interactive interface is developed to represent spatial decision
support problems with the means of the open source mixed integer linear programming
system lp_solve (Berkelaar et al., 2004) and to automatically display the results
on a map.
The last chapter demonstrates the application of the implemented tool to localize and
assess sediment yields. Furthermore it is shown that there is no signiﬁcant impact on
the sediment yield due to the uncertainty of the elevation data. Finally, the application
of LUMASS to solve spatial decision support problems is presented.
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A Böden mit großem Versickerungsvermögen, auch nach starker Vorbe-
feuchtung, z. B. tiefe Sand- und Kiesböden.
B
Böden mit mittlerem Versickerungsvermögen, tiefe bis mäßig tiefe Böden
mit feiner bis mäßig grober Textur, z. B. mitteltiefe Sandböden, Löß,
(schwach) lehmiger Sand.
C
Böden mit geringem Versickerungsvermögen, Böden mit feiner bis mäßig
feiner Textur oder mit wasserstauender Schicht, z. B. ﬂache Sandböden,
sandiger Lehm.
D
Böden mit sehr geringem Versickerungsvermögen, Tonböden, sehr ﬂache
Böden über nahezu undurchlässigem Material, Böden mit dauernd sehr
hohem Grundwasserspiegel.
Tabelle A.1: Die hydrologischen Bodentypen und ihre Eigenschaften gemäß SCS-CN-










3000 Kleingehölze sowie Einzelbäume und Sträucher
3100 Feldgehölze (Baumbestände < 1ha)
3200 Gebüsche (Strauchbestände)









3400 Allee- und Obstbaumreihen
4350 Röhrichte und Grosseggenrieder
5100 Trocken- und Halbtrockenrasen
5200 Heide































8134 Zuckerrüben mit Strohmulch




































8500 nicht bewirtschaftete Ackerﬂächen








9117 Sportanlagen, Liege- und Spielplätze
9118 Erholungseinrichtungen, Freizeiteinrichtungen
























9422 Weg (befestigt, nicht asphaltiert)
9423 Weg (Feldweg, unbefestigt)
9430 Bahnkörper
9900 Fläche mit zur Zeit unbestimmbarer Nutzung
9990 Nicht erfasste Fläche




A B C D
Ödland (ohne nennens-
werten Bewuchs)
8320, 8500 77 86 91 94
Hackfrüchte, Wein 8130-8133, 8261 70 80 87 90
Getreide, Futterpﬂanzen 8110-8122, 8134-8140 64 76 84 88
Weide (normal) 7150 49 69 79 84
Dauerwiese 7110, 7115 30 58 71 78
stark aufgelockert 1150 45 66 77 83
mittel 1200, 2100, 2200 36 60 73 79Wald
dicht 1300, 2300 25 55 70 77
Versiegelte Flächen 9410-9421 100 100 100 100
Tabelle A.2: Zuordnung der SCS-CN-Werte in Abhängigkeit von Landnutzung und
hydrologischem Bodentyp nach DVWK (1984, S. 7). Zur Erläuterung des Nutzungs-
schlüssels und der Bodentypen s. Tabelle A.4 u. A.1
Nutzungscode Nutzung nach Renger & Wessolek, 1990
8000 - 8235; 8300; 8320; 8400 - 8440 Acker
7000 - 7200; 9110; 9113; 9114; 9117 Grünland
1300; 2300 Nadelwald
1100; 2100 Laubwald
Tabelle A.3: Zuordnung der LUMASS-Nutzungscodes zu den Nutzungstypen nach
(Renger & Strebel, 1980; Renger & Wessolek, 1990).
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Abbildung A.1: Kultur- und Entwicklungsperioden unterschiedlicher Feldfrüchte für
Südniedersachsen (nach Renius et al., 1992; Mosimann et al., 1996; Kauke, 1999;
Schäfer, 1999, ergänzt).
Abbildung A.2: Relative Bodenabträge der einzelnen Kulturen in Abhängigkeit von der
Bearbeitungstechnik nach Schwertmann et al. (1990, S. 42) undMosimann et al.
(1996, S. 16).
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Abbildung A.3: Kumulative R-Faktoranteile für Südniedersachsen zur Berechnung des
C-Faktors der ABAG (Weddy, 1995 in Mosimann et al., 1996, S. 43).
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Abbildung A.4: Report zur Bestimmung der Kenngröße PVVAL.
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Abbildung A.5: Report zur Bestimmung der Kenngröße PVCLASS.
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Abbildung A.6: Report zur Bestimmung der Kenngröße PVSIG.
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Abbildung A.7: Report zur Bestimmung der Kenngröße WE.
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Abbildung A.8: Report zur Bestimmung der Kenngröße NFKWE.
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Abbildung A.9: Report zur Bestimmung der Kenngröße KR.
