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A general method for estimating E(exp(iN@)) for N-t +co is given using a 
stationary phase method in Wiener space and stochastic variational calculus. 
0. INTRODUCTION 
En analyse de dimension tinie, l’un des moyens les plus puissants pour 
obtenir des comportements asymptotiques d’integrales de Fourier: 
Z, = (n” exp(N@(x)) a(x) dx consiste a appliquer la methode du co1 ou de la 
phase stationnaire (voir [2]). En particulier lorsque @ est rtelle et saris 
points critiques on demontre que l’integrale IN est O(Nwk) pour tout k en 
utilisant des integrations par parties repetees. 
On se propose d’appliquer ce meme raisonnement a des integrales de 
Fourier sur I’espace de Wiener du type: 
IN = E{A exp(iN@)} 
ou @ est une fonctionnelle de Kac ([3], [9]) ou une integrale stochastique ou 
encore une fonctionnelle non markovienne. 
L’analogue de d’/dx* sera l’operateur de Malliavin L [ 111 qui est auto- 
adjoint par rapport a la mesure de Wiener et celui de d/dx sera l’operateur 
de derivee stochastique D. La notion d’absence de points critiques sera 
remplacle par I’intlgrabilite des puissances inverses de ((D@((*. Des estimees 
voisines avaient ite obtenues par voie directe dans le cas de symetries 
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partielles [4], [5 1, [6]. Enfin recemment des estimtes asymptotiques pour 
t--f co de E(exp i@(t)) ont ete obtenues lorsque O(t) est une integrale 
stochastique prise jusqu’a t, en utilisant le calcul des variations stochastiques 
(Malliavin [ 131). Le paragraphe 1 rappelle les notions de base du calcul de 
Malliavin, le principe de la methode de la phase stationnaire est explique aux 
paragraphes 2 et 3 et applique a trois types de fonctionnelles Q dans les 
paragraphes 4, 5, 6. 
Nous remercions M.J.-M. Bismut pour la demonstration du lemme 5. 
1. RAPPELS SUR LES VARIATIONS STOCHASTIQUES 
DANS L'ESPACE DE W!ENER 
(a) B designe l’espace de Wiener des chemins browniens 
w: [O:fco[~rn 
issus de 0 a s = 0, muni de la mesure de Wiener p usuelle, b,(w) est 
l’evaluation a l’instant s du chemin o. On peut construire sur 52 un operateur 
differentiel du second ordre, appele ope’rateur d’Omstein-Uhlenbeck, que 
nous noterons L, qui est auto-adjoint par rapport d ,u. Cet operateur 
engendre un processus de Markov sur Q appele processus d’ornstein- 
Uhlenbeck dont le temps sera note desormais par une lettre grecque, les 
lettres latines &ant les temps des w  E Q. 
(b) Rappelons tres brievement les principales proprietes de L et du 
processus associe (voir P. Malliavin [ 111, Bismut ] 11, Stroock [ 15 ] et 
Shigekawa [ 141 pour une approche d’analyse fonctionnelle). I1 suffit 
evidemment d’envisager les variations intinittsimales, pour t + 0’ du point 
o E Q. En dimension finie, dans IR” muni de la mesure gaussienne 
(2Tca)-“‘2 exp(-x2/2a) dx, le processus d’ornstein-Uhlenbeck est defini par 
sa variation inlinitbimale pendant le temps 6t 
x(&, 0’) - x(0) = fi go’) fi - ix(O) 6T 
J&’ <(a’) etant un bruit blanc d’espace de probabilitt R’; alors L est 
Si f est fonction convenable, le calcul de Ito [lo] donne 
.mm 4) -fW)) = da-‘(w)). <(o’) fi + w-W(O)) & (1) 
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et on en dtduit que 
E’ notant l’esperance mathtmatique sur R’. 
(c) En dimension infinie le raisonnement se generalise aussitot ([ 111) 
en considerant chaque w  E LI comme form&e de sommes de variables 
gaussiennes indipendantes de variance ds 
et en faisant varier chaque db,(w) par un processus d’ornstein-Uhlenbeck 
independant de db,(w) (done construit sur un espace de probabilites a’ 
independant de Q), tous ces processus &ant par ailleurs independants entre 
eux; ainsi nous construisons pour chaque ds une variable gaussienne 
((v’&, w’) de variance ds, qui est done un bruit blanc en s, indtpendant de 
b,(w) et nous avons a la place de (1) 
d,b,(br, cc), w’) -d@,(w) = fi&,h, w’) - fd,b,(w) 67 
et en integrant en s, on a 
b,(67, w, w’) - b,(w) = am, - g,(w) 67 (3) 
oi &(w’) = J; rcq s, w  ‘> t es un brownien independant de 0. 
(d) Si f est une fonctionnelle sur J2, on detinit comme dans (2) 
oi E’ est toujours l’esperance de Q’ et o + &%o’ est une notation 
symbolique de la trajectoire s -+ b,(67, w, o’) definie par (3). Si les limites (4) 
existent et sont integrables nous dirons quefest de classe C’(Q). On difinit 
la classe Ck(0) et la classe P(L?)[ 1 l] en disant quefest de classe C?(0) si 
Lf et ]]V’]]” sont de classe C”-‘(a). 
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(e) Le calcul de It6 permet d’obtenir la formule suivante: soit f, . . . f,, , 
n fonctionnelles C’ sur J2, F: Rn --) R une fonction C2; on a alors 
fi(O + 63 W’) -fi(w) = Mi(&, u’, u, + (Lf)(w) a7 (5) 
ou M,(d/67, cc), w’) est, a o lixt, une martingale en 6t sur R’ dont le 
processus croissant est inlinitesimalement jj V’1j2(o) 67. Notons (VfilVfi)(o) 
la forme bilineaire polaire de la forme quadratique jlV’~12(w) (done la 
derivee du processus a variations bornies du produit des martingales 
Mi(JGr, o, 0’). Mj(d67, u, u’). Alors 
+ o(67) (6) 
et done nous obtenons: 
L(F(f,(w),...,f,,(o)) esf le coefficient de 6~ duns (6). (7) 
(f) Tout ceci se generalise evidemment au cas du mouvement 
brownien n-dimensionnel KS(o) = (bf(w,)... b:(w,)) od w = (0, . . . 0,) E a”, 
il suffit de faire varier independamment chaque composante par les 
variations stochastiques 
w + Jstd = (0, + fi 02; )...) w, + flu;> 
L est somme d’opthteurs Lj formellement identiques, chaque Lj agissant sur 
la variable wj; [lVfIl’( w es somme de n carrb de gradients relatifs aux ) t
variations partielles pour chaque oj, notes /IVj am”. 
2. ESTIMATION DE E(eiN"A) ET APPLICATIONS DIVERSES. 
(a) Supposons maintenant que @: D -+ R soit une fonctionnelle C’(J2) 
et calculons F(N@) oti F(x) = eiX, alors les formules du l.(8) montrent que 
L(eiN’) = eiNNo(-$N* 1) V@)12 + iN.L@). (8) 
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Par consequent en utilisant le fait que L est auto-adjoint pour la mesure de 
Wiener, nous obtenons 
E(eiN@A) =EIL(eiNO)A(-fN* (IV@IJ* + iNL@)-‘1 
= E(eiN”L(A(-+N* IJV@IJ* + iNL@)-‘)I 
(9) 
pourvu ividemment que A soit une fonctionnelle de carri integrable, ainsi 
que L(A(-iNZ JJV@/(* + iNL@)-‘). Continuons le calcul precedent en appli- 
quant af, = A, f2 = -$N* I(V@1)* + iNL@, F= x1/x2; la formule (10) donne 
L(A(-jN* J(V@(l* + iNL@)-I)= (-+N* IIV@11* f iNL@)-‘L(A) 
-A(-fNZ JIV@IJ* + iNL@)-* L(-tN* IJVQb/l* + iNL@) 
+A(--fN* (IV@l(* + iNL(DP3 IlV(-~N’/JV@J/2 + iNL@)r//* 
- (-+N* IIV@Il* + iNL@)-*(V(-+N* IJV@J/’ + iNL@)IVA). (10) 
(b) Nous voyons alors que sous les hypotht%es suivantes 
(Hl) A, I/ V@Jl*, L@ sont des fonctionnelles de classe C’ dont les 
L et carre’ de gradient stochastiques sont de classe L4. 
(H2) IJV@/I-* est de c!asse Lb 
alors 
IE(e’“‘A)I = O(N-*) si N-+ +co. (11) 
En effet on utilise la formule (12) de sorte que 
IE(eiN@A)I <E(IL(A(-iN* IIV@lj* + iNL@)-‘)I), 
puis on utilise le calcul (13); on voit qu’on peut mettre N- 2 en facteur; les 
hypotheses (Hl) et (H2) permettent de conclure en appliquant I’inegalite de 
Holder reiteree. 
(c) Par ailleurs dans (12) nous aurions pu ecrire 
E(e”“‘A)=E(e“““A,)N-* 
oti on a pose 
A, = L(A(-; I(V@J(* + i(L@) N-l)-‘). 
A partir de celi, on peut utiliser (11) et obtenir 
E(eiN@A) = E(eiN@A,) Nm4 
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oti on a pose 
A,=L(A,(-i ](V@/]‘+ i(L@)NP’))‘) etc... (12) 
et de proche en proche pour tout n 
E(eiN”A) = E(ei’“‘A,J NW*” (13) 
oti l’on passe de A,_, a A,, par la transformation (12) (a condition bien 
entendu que l’on puisse l’appliquer a A,- ,). 
Nous en concluons aussitbt: 
LEMME 1. Supposons que A, (]V@](2 et L@ soient des fonctionnelles de 
classe C“‘(0) dont les L et les carrt% de gradients success@ soient Lp(Q) 
pour tout p < +co. Supposons aussi que ]IV@](-2 soit Lp(f2) pour tout 
p < + oo. Alors on a l’estimation 
jE(eiN”A)I = O(N-“) pour tout n > 0. (14) 
(d) Les estimees de E(eiN@) serviront d’abord a demontrer des 
resultats de regularite sur les lois de @: en effet, on a facilement le thtoreme 
suivant: 
TH~OR~~ME 1. Soit @ fonctionnelle rt!elle ou complexe sur 0. Pour que 
la loi de @ ait une densite’ C” par rapport d la mesure de Lebesgue, ilfaut et 
il sufjt que 
IE(eiN’)l = O(Nek) pour tout k > 0. 
Preuve. Soit k(dp) la loi de Qi; alors sa transformee de Fourier est 
I(<) = E(e”@) et p ar suite on obtient le resultat annonce par la formule d’in- 
version. 
(e) Dans le cas ou @ est une integrale stochastique d’un champ de 
vecteurs (voir partie 6), les estimees de E(eiN’A) conduisent a des estimees 
globales de semigroupe de la chaleur associees a l’hamiltonien d’une 
particule quantique dans un champ tlectromagnetique (voir [6]). Les 
estimees du type du lemme 1 donnent alors des estimies de ce semi-groupe 
pour les temps grands et done des estimees de valeur propre de ces 
hamiltoniens (voir [6] et [ 131). 
3. UNE MBTHODE VARIATIONNELLE POUR MINORER jJ V@plj2 
(a) Notons 0, l’espace de Wiener des chemins continus dtfinis sur 
]O, t] a valeurs R issus de 0 i s = 0, Hi le sous-espace des chemins ayant 
INTkGRALES OSCILLANTES STOCHASTIQUES 167 
une derivee de carre integrable muni de sa norme hilbertienne naturelle /]Iz]]~; 
dont le produit scalaire est 
L’injection naturelle i?Z: -+ Q, transforme la mesure gausienne cylindrique 
naturelle de H: en la mesure de Wiener pul sur 0,. De plus, il est bien connu 
que la translation par un element h de II: dans .R,, disons r,,, transforme p, 
en une mesure absolument continue par rapport a iul. Ainsi, si @: Q, -+ R est 
une fonctionnelle detinie pu,-presque partout sur J?,, @(. i-h) est encore 
definie pr presque partout. 
(b) Detinissons maintenant D@ comme dans Shigekawa [ 141. Pour 
presque tout o E Q,, (D@)( o sera un Clement de H,! (si il existe) tel que ) 
pour tout h E Hi 
I~(W+~)-~(~)-(D~(w)l~)l=O(ll~ll~~). (16) 
On peut done alors difinir naturellement (1 D@(w)]/;; pour pu,-presque tout w. 
Admettons que cette variable aleatoire soit pu,-integrable; on a alors 
LEMME 2. I(D@(&; coiizcide ,u,-presque partout avec (I V@ I(’ d&Me direc- 
tement par le calcul de variations stochastiques. 
Dbmonstration. La demonstration suit de tres pres le resultat de [ 141 ou 
aussi celui de [7] (page 233 a 235). Dans ce dernier cas, nous avions defini 
un calcul des variations stochastiques sur l’espace de probabilite du bruit 
blanc d’un espace de Hilbert abstrait F, lorsque nous prenons X = H,!, le 
bruit blanc de X n’est autre que le mouvement brownien usuel sur [0, t] et 
I’espace R du bruit blanc n’est autre que R,. Dans les notations de [ 71, p. 
232, e,(s) devient alors t/2nn sin(2nns/t) et nous avons dtmontrt dans le 
contexte abstrait plus general que la dbivee stochastique de Skorohod ou de 
Shigekawa coincide avec celle definie par Malliavin grace au processus 
d’ornstein-Uhlenbeck et nous avons egalement demontre implicitement le 
lemme 2 (precislment pour effectuer ces identifications). 
(c) Nous deduisons alors immediatement du lemme 2 le lemme 3 
suivant : 
LEMME 3. Supposons que @ soit une fonctionnelle C’ (0). Alors pour ,uI- 
presque partout w E R,, on a 
IIv@Wl/2 = w@@Wl4i,: 
II%; & 1 
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En particulier, soit E(o) me partie quelconque de la boule unite’ de H: 
(dkpendant de 0). Alors on a, ,ut-presque partout, 
C’est ce lemme 3 qui permettra d’obtenir des minorations convenables de 
11 V@ I/* en choisissant convenablement pour chaque o E Q,, l’ensemble E(o) 
dans H:. 
(d) Lorsque nous considerons le mouvement brownien a valeurs R”, 
nous devons prendre l’espace de Wiener Q: muni de la mesure produit et 
l’espace (H;)” = H: @ . . . @ Hi n fois muni du produit scalaire nature1 
(h lg) w;,n = 2 1’ h;(s) g;(s) ds 
i:, -0 
ou h = (hi)i,,,,,,, g= (gi)i,,,.,, les hi et gi designant les composantes de h 
et g. 
Le lemme 3 a encore lieu en changeant les produits scalaires et normes 
comme ci-dessus. 
4. EXEMPLE 1. FONCTIONNELLES DE KAC 
(a) Ici nous etudions le cas 
Q(w) = if W(&(o)) ds (18) 
-0 
oti t < +co, gS(w) est le mouvement brownien n dimensionnel usuel issu de 0 
a s = 0. Alors par linearite de L 
L@(w) = [‘L(W(&(w))) ds. 
-n 
(‘9) 
Mais alors (8) (adapte au cas n-dimensionnel, compte tenu des remarques de 
la fin du paragraphe 1) donne 
(20) 
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Mais (3) donne aussitbt 
De plus 
puisque E’(<j(w’)~~(w’)) = (s A u) Jjk. 
(b) Pour pouvoir appliquer les resultats du paragraphe 2, il faut faire 
deux types d’hypotheses: celles sur la rkgularite’ de @ et ses dkrivtfes 
fonctionnelles successives, celle sur Pintkgrabilite’ des puissances inverses de 
(IV@IJ*. Les hypotheses sur la regularite de @ sont aisement satisfaites par: 
(A) W est fonction C” et ses dkrivkes sent d croissance au plus exponen- 
tielle. De (Xi) il suit que @ est C” au sens de Malliavin et que ses L et 
car& de gradients it&es sont Lp pour tout p < +co. Cela resulte de (21), 
(22), (23) et (24) et du fait que la loi de Gauss domine les exponentielles 
lineaires. 
(c) Pour obtenir que I/ V@(/ -2p est integrable pour tout p < +a~ nous 
ferons l’hypothese suivante: 
(<&) W(Y) = V(To + .F) et .Fo n’est pas un point critique de V. 
LEMME 4. L’hypothke (3;) entraine 
E(IIWJ(-*“) < +a pour tout p < +c0. 
Dbmonstration. 11 existe une boule B(x’,, r) de centre f. et rayon r oti, 
disons, av/ax,(.F) > E > 0. 
Soit T,(w) le temps de sortie de cette boule, T(w) = T,(w) A t. Dttinissons 
k,(s) E (WI” par 
h;(s) z 0 
h;(O) = 0 
si j = 2, 3,..., n 
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si T(o) 2<s< T(o) 
(22) 
h;(s) = 0 si s> T(w). 
Presque siirement h nest pas la fonction 0 car T(w) > 0. Utilisons alors le 
lemme 3 en choisissant pour ensemble E(o) l’ensemble reduit a un element 
L/II kllH:; ah 
D’aprds (25), l/hJ~, = T(w). De plus la definition (21) de @ et la definition 
(19) de D@(w) donnent 
d’ou 
/(WI,‘>; T3 
E((IV@1(-2P)< CE((T, A t)-3”) < +oo 
puisque les puissances inverses des temps de sortie de boule sont toujours 
intbgrables (voir [lo] par exemple). 
(d) Nous deduisons alors des lemmes 1 et 4. 
TH~OR~ME 4. Sous les hypothbes (Xi) et (Xi), si A est une foncrion- 
nelle Cm SW R, dont les de’rivt!es successives sent Lp pour tout p < +a, on 
a pour tout p, si N-+ fco, 
E (exp [iNi: V(& + g&w) ds) A(w)) = O(Nep) (23) 
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5. EXEMPLE 2. FONCTIONNELLES NON MARKOVIENNES 
(a) Nous prendrons ici le cas 
@(co) = 1’ j-’ W(iYs -&) ds ds’. 
0 0 (24) 
Ces fonctionnelles se rencontrent dans certains problimes de mecanique 
statistique et il semble assez delicat d’estimer leurs lois par les mithodes 
usuelles car elles ne ditinissent pas un semi-groupe done on ne peut pas 
reduire leur etude a un probleme d’equations differentielles. 
(b) Ici encore nous calculons 
L(W(&&.)=f(s-s’).dW(K+-.) 
Le calcul de )/ V@ 11’ donne 
x mes([s, s’] n [u, u’]) ds ds’ du du’ (26) 
(olj. mes([s, s’] f-7 [u, u’]) est la longueur de I’intervalle intersection 
[s, St] n [u, U/I). 
(c) Sur W, nous ferons encore l’hypothese (X,) du paragraphe 4 et 
(XJ sera remplace par 
(37;) 0 n’est pas un point critique de W. 
Dans ces conditions, on a I’analogue du thiorime 1: 
THBOR~ME 2. Sous les hypothbes (X;) et (X;) et si A est C”, on a 
iNl’f W(&-G,)dsds’ 
0 0 
pour tout p < +a~, si N-1 +co. 
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6. EXEMPLE 3. FONCTIONNELLES DE L'I~LECTROMAGN~TISME 
(a) Nous allons ici nous placer dans R3 et considerer 
@(co) = it ‘q6-&J)).d~s(w) 
-0 
ou A’ est un champ de vecteurs dont les composantes satisferont (X,). Cette 
fonctionnelle intervient dans l’etude de l’hamiltonien d’une particule sans 
spin dans un champ Clectromagnetique, A’ &ant alors le potentiel vecteur 
(voir [3], 161). I1 est alors a noter que c’est effectivement la quantite 
KdO, 514 2,) = E [exp (iN/IA(<(w))) d<(w)) [co(w) 
= TO) gt(o) = 2, (28) 
qui intervient dans-l’etude de I’equation de la chaleur associee au champ 
ilectromagnetique A sous la condition que 
div A’= 0 (gauge de Lorentz) (29) 
ce que nous supposerons par la suite, N est une constante de couplage; 
K,(O, x0 ( t, 2,) est le propagateur “euclidien” (c’est-i-dire en temps 
imaginaire) d’une particule quantique dans le champ A’. Dans ] 13 1, 
P. Malliavin a obtenu une decroissance exponentielle de la norme L” de ce 
noyau si t + +co sous l’hypothese que la norme de i= rol A’ est unifor- 
mement minoree par une constante c > 0. Ici nous nous interessons plutot au 
comportemen_t si N + + co. Nous supposerons de plus (X;l) le champ 
magne’tique B(x,) est non nul en x0. 
(b) Calculons maintenant le gradient de @ detini par (30) en utilisant 
ici le lemme 2: nous avons 
“ ~ (b,) h,(s) dbi(S) + ~~ A,(~(s)) hi(s) ds. 
Or tcrivons la formule de Ito pour A,(b(s)) h,(s) 
Aj(b(t)) hi(t) = JI 2 h,i(s) dbi(s) + J’ Aj(b(~)) h;(s) ds 
I 0 
+ I,: dAj(b(~)) h,(s) ds. 
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(D#, h) = 1 Ai(b(t)) hi(t) 
+ T  j,’ 1% - $f 1 tbCs)) h&s) dbi(s> 
i 
+ 7 j: dAi(b(S)) hi(S) dS. 
On a fait apparaitre g= rot A. Or hi(s) = J”h lru< S) h;(u) du 
(Do, h) = s l’ds h:(s) 1 i’ (~(b(u)) A~(u))i 
i 0 s 
+ If AA /(b(u)) G’U + A i(b(t)) 1 
s 
done 
(c) 11 faut maintenant minorer cette expression. Comme dans [ 121, 
nommons variance du processus continu x(s) SW Pintervalle de temps [0, t] 
et notons ufo,Jx), la quantitt: 
~;o,&> = j; x2(s) ds - f (5 x(s) ds) 2. 
La variance satisfait les proprittls suivantes: 
LEMME 5. (1) ago,,, est fonction croissante de t. 
(2) Si b est le mouvement brownien issu de 0 d t = 0, alors 
P(c&(b) < c2) < C exp (32) 
ozi C est constante indkpendante de E. 
(3) Si T est le temps de sortie du brownien b d’une boule B(0, R), alors 
P(a&,,(b) < E’) < C exp (33) 
oli C et C’ sont des constantes indkpendantes de E. 
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Dkmonstration du Lemme 5. (1) Est evident en calculant la derivee en t. 
(2) Est demontre dans ] 111. 
(3) Sa demonstration nous a ete communiquee par J.-M. Bismut. On a 
wJ;o,,,(~) < &*I < P(r < A> + P(r > 4 &,,(q < E2) 
< P(r < A> + eJ;,,,,(b) -c E2) 
On choisit A = &‘I2 pour conclure. 
(d) Nous disposons maintenant des elements permettant de completer 
la demonstration. Posons 
xi(s) = j-‘ (i((u)) A d&.(u)), + IS dAi(g(u)) du (34) 
0 '0 
Alors par (33) 
lID@lI* >, \' Uto,rI(Xi). (35) 
i=l 
Comme g(x,) # 0 par (3 “) une composante de B’, disons B, reste 
superieure a E dans une boule de centre 0 et de rayon r. Si r est le temps de 
sortie de cette boule, la formule (38) et la premiere proprieti du lemme 5 
impliquent 
IID@ II2 > 40&2). (36) 
Regardons alors (37) pour i = 2; comme A” est C” et que l’on reste dans une 
boule finie, dA 2 est bornee dans l’intervalle d’integration et B , est superieur a 
E; par une transformation de Girsanov comme dans [l] on se ram&e a 
AA, = 0. Enfin, on remarque par [lo] que l’integrale stochastique restante de 
(37) est un brownien change de temps. Comme il est clair que ces deux 
transformations respectent des inegalites du type (36), on deduit de (39) que 
E(I(D@P(I-2P) < + 03. 
Les hypotheses du lemme 1 &ant realisees, on en deduit: 
THBOR~ME 3. Sous les hypothtses (&), (T’;l) sur A’, si Y est une 
fonctionnelle P(G), alors 
E exp 
( ( 
iN/‘i(&) db;) Y/llTJO) = ice = o(N-“) 
0 
pour tout n > 0 si N-t +co. 
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Remarque. On a parfois besoin d’avoir une estimee de 
Et:, {exp(iN#)} = O(j@) quand N+ co V k entier 
ou E$, designe l’esperance conditionnelle sachant que 
b(O) = b, et b(1) = b, 
Dans ce cas on se ram&e a une esperance sur la boucle brownienne en 
posant /3(s) = b(s) - b, - s(b, - b,) 
PP>=P(l>=O 
la boucle brownienne /I est en fait un element d’un espace de Wiener abstrait 
construit autour de I’espace hilbertien 
! ii 
I 




Le calcul des variations Ctant fait dans un espace de Wiener abstrait le 
lemme 2 est toujours valable si on remplace D$ par D,# derivee de 4 le long 
de To, D,Q est la projection de 04 sur To. Dans la partie 4 la fonction 
test h, utilisee appartient a To on a done aussi une minoration de (Do@, 
D,#). Dans la partie 6 on remarque que: 
A = Xi, @ {h, E XJhf(s) = constante s E [0, 1 ] 
Reprenons les notations de la partie 6 
(Do& D,#) = \’ u* iy vJ,ldXi) 
on retrouve un resultat demontre par Malliavin [ 131; le reste de la 
demonstration est ensuite sans changement. 
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