Let Ω ⊂ R n be a smooth bounded domain having zero in its interior 0 ∈ Ω. We fix 0 < α ≤ 2 and 0 ≤ s < α. We investigate a sufficient condition for the existence of a positive solution for the following perturbed problem associated with the Hardy-Schrödinger operator Lγ,α := (−∆) α 2
Introduction
Let h(x) be a non-negative function in C 0 (Ω). Given 0 < α ≤ 2 and 0 ≤ s < α, we consider the following perturbed problem associated with the operator L γ,α := (−∆) α 2 − γ |x| α on bounded domains Ω ⊂ R n (n > α) with 0 ∈ Ω: , the latter being the best constant in the Hardy inequality on R n defined in (3) . The structure of the operator (−∆) It is well-known that the classical Laplacian −∆ is a local operator. Therefore, problem (1) involves a local equation when α = 2. While, for 0 < α < 2, the operator (−∆) α 2 has more complicated structure. Indeed, for these values of α, the operator is non-local and it is defined as (−∆) α 2 u := F −1 (|2πξ| α (F u)) ∀ξ ∈ R n , for u ∈ S, where S is the Schwartz class (space of rapidly decaying C ∞ functions in R n ) and F u denotes the Fourier transform of u. Hence, the operator (−∆) α 2 and problem (1) are non-local when 0 < α < 2.
When (h ≡ 0), problem (1) has been studied in the both local and non-local cases. See [9] and [10] , and the references therein. In [13] , Jaber considered the local problem (i.e., α = 2) in the Riemannian context but in the absence of the Hardy term (i.e., γ = 0). A similar problem, with the second order operator replaced by the fourth order Paneitz operator, was studied by EspositoRobert [7] (see also Djadli-Hebey-Ledoux [6] ). The author in [15] addressed questions regarding the existence and multiplicity of solutions of problem (1) in the case when λ = 0 and 1 < q < 2 (i.e., the Concave-Convex non-linearity). In this paper, we consider the remaining cases. By using ideas from [10] and [13] , we investigate the role of the linear perturbation (i.e., λu), the non-linear perturbation (i.e., hu q−1 ), and the geometry of the domain on the existence of a positive solution of (1) . As in Jaber [13] , our main tool here to investigate the existence of solutions is the following Mountain Pass Lemma of Ambrosetti-Rabinowitz [1] : 
Inspired by the work of Jannelli [14] , it was shown in [10] that the behaviour of problem (1) is deeply influenced by the value of the parameter γ. More precisely, there exists a threshold γ crit (α) ∈ (−∞, γ H (α)) such that the operator L γ,α becomes critical in the following sense:
We say that the Hardy-Schrödinger operator L γ,α is critical,
Otherwise, the operator L γ,α is called non-critical.
Our analysis shows that the existence of a solution for problem (1) depends only on the non-linear perturbation when the operator L γ,α is non-critical, while the critical case is more complicated and depends on other conditions involving both the perturbation and the global geometry of the domain. More precisely, in the non-critical case, the competition is between the linear and non-linear perturbations, and since q > 2, the non-linear term dominates. In the critical case, this competition is more challenging as it is between the geometry of the domain (i.e., the mass) and the non-linear perturbation. In this situation, there exists a threshold q crit (α) ∈ (2, 2 * α ), where the dominant factor switches from the non-linear perturbation to the mass. The transition at 2 * α is most interesting. We shall establish the following result. Theorem 1.3. Let Ω be a smooth bounded domain in R n (n > α) such that 0 ∈ Ω, and let 2 * α (s) := 2(n−s) n−α , 0 ≤ s < α, 0 < α ≤ 2, −∞ < λ < λ 1 (L γ,α ), and γ < γ H (α). We also assume that 2 < q < 2 * α , h ∈ C 0 (Ω) and h ≥ 0. Then, there exists a non-negative solution u ∈ H α 2 0 (Ω) to (1) under one of the following conditions:
Here c 1 , c 2 are two positive constants that can be computed explicitly (see Subsection 2.2.3 ) , while
One can then complete the picture as follows.
Non-linearly perturbed problem (1): with 0 ∈ Ω : 2 < q < 2 * [10] for 0 < α < 2, and in Proposition 3 in [9] for α = 2. Remark 1.5. When α = 2, problem (1) becomes local, and it can be written as follows
where u belongs to the space H 
Remark 1.6. Note that the best Hardy constant (γ H (α)) and the critical threshold γ crit (α) can be computed explicitly when α = 2; see [9] . Indeed, we have
Remark 1.7. We point out that the value q crit (α) corresponds to the value q = 4 obtained in [13, Proposition 3] . Indeed, when α = 2, γ = 0 and n = 3, our problem turns to the perturbed Hardy-Sobolev equation considered by Jaber [13] in the Riemannian setting. We then have that β + (2, 0) = n − α = 1, β − (2, 0) = 0, and therefore
The non-local case
Throughout this section, we shall assume that 0 < α < 2, which means (−∆) α 2 is not a local operator. We start by recalling and introducing suitable function spaces for the variational principles that will be needed in the sequel. We shall study problems on bounded domains, but will start by recalling the properties of (−∆) α 2 on the whole of R n , where it can be defined on the Schwartz class S (the space of rapidly decaying C ∞ functions on R n ) via the Fourier transform,
Here, F (u) is the Fourier transform of u,
[5] and references therein for the basics on the fractional Laplacian. For α ∈ (0, 2), the fractional Sobolev space H
By Proposition 3.6 in Di Nezza-Palatucci-Valdinoci [5] (see also Frank-Lieb-Seiringer [8] ), the following relation holds:
The fractional Hardy inequality in R n then states that
which means that the fractional Hardy-Schrödinger operator L γ,α is positive whenever n > α and γ < γ H (α). The best constant in Hardy-Sobolev type inequalities on R n defined as
We shall use the extremal of µ γ,s,α (R n ) and its profile at zero and infinity to build appropriate testfunctions for the functional under study. Note that any minimizer for (4) leads -up to a constantto a variational solution of the following borderline problem on R n ,
Let now Ω be a smooth bounded domain in R n with 0 in its interior. We then consider the fractional Sobolev sapce H α 2 0 (Ω) as the closure of C ∞ 0 (Ω) with respect to the norm
Note first that inequality (3) asserts that H α 2 0 (Ω) is embedded in the weighted space L 2 (Ω, |x| −α ) and that this embeding is continuous. If γ < γ H (α), it follows from (3) that
, the following inequalities then hold for any
Thus, | . | is equivalent to the norm . .
We shall consider the following functional Φ : H α 2 0 (Ω) → R whose critical points are solutions for
where u + = max(0, u) is the non-negative part of u. Note that any critical point of the functional Φ(u) is essentially a variational solution of (1). Indeed, we have for any
General condition of existence
In this section, we investigate a general condition of existence of solution for (1).
Theorem 2.1. Let Ω be a smooth bounded domain in R n (n > α) such that 0 ∈ Ω, and let 2 *
and h ≥ 0. . We also assume that there exists w ∈ H α 2 0 (Ω), w ≡ 0 and w ≥ 0 such that
Then, problem (1) has a non-negative solution in H
We split the proof in three parts:
The Palais-Smale condition below a critical threshold
In this subsection, we prove the following
(Ω) be a PalaisSmale sequence for Φ at level c, that is Φ(u k ) → c and
where (H
On the other hand, from the definition of Φ, we deduce that
It follows from the last two identities that as k → ∞,
This coupled with the Palais-Smale condition Φ(u k ) → c, and the fact that h ≥ 0 yield
We finally obtain
Using that λ < λ 1 (L γ,α ) and γ < γ H (α), we get that
We then deduce that (u k ) k∈N is bounded in H α 2 0 (Ω), which implies that there exists u ∈ H α 2 0 (Ω) such that, up to a subsequence,
We now claim that, up to a subsequence, we have
Indeed, straightforward computations yield
We first write
It now follows from integral theory that
So, we get that
In order to deal with the right hand side of the last identity, we use the following basic inequality:
for some constant c > 0. We multiply both sides of the above inequality by |x| −s and take integral over Ω, and then use (12) to get that
We therefore have
In addition, the embeddings (12) yield that
and
Plugging back the last three estimates into (15) gives (13) . On the other hand, since u is a weak solution of (1), then Φ(u) ≥ 0, and since Φ(u k ) → c as k → ∞, it follows that
. This proves the claim. We now show that lim
Indeed, test the inequality (19) on u k − u, and use (12) and (20) to obtain that
Combining this with (13), we get
It then follows from the last inequality and (14) that
Note that the assumption c < α−s
, and therefore
Thus, |u k − u | → 0 as k → ∞, and this proves (16). Finally, we have that Φ(u) = c, since the functional is continuous on H α 2 0 (Ω).
Mountain pass geometry and existence of a Palais-Smale sequence
In this subsection, we prove the following 
and a Palais-Smale sequence (u k ) k for Φ at level c, that is
Proof. We show that the functional Φ satisfies the hypotheses of the mountain pass lemma 1.1. It is standard to show that Φ ∈ C 1 (H α 2 0 (Ω)) and clearly Φ(0) = 0, so that (a) of Lemma 1.1 is satisfied.
For (b), we show that 0 is a strict local minimum. For that, we first need to recall the definition of λ 1 (L γ,α ), which is the first eigenvalue of the operator L γ,α with Dirichlet boundary condition, and the best constant in the fractional Hardy-Sobolev inequality on domain Ω, that is
As in the local case, one can show by translating, scaling and cutting off the extremals of
See Proposition 6.1 in [10] for more detail. Therefore, we have that
In addition, it follows from (12) 2 that there exists a positive constant S > 0 such that
Hence, Regarding (c), we have 
where F is the class of all path γ ∈ C([0, 1]; H α 2 0 (Ω)) with γ(0) = 0 and γ(1) = t w w. The rest follows from the Ambrosetti-Rabinowitz lemma 1.1.
End of Proof of Theorem 2.1
We assume that there exists there exists w ∈ H α 2 0 (Ω), w ≡ 0, w ≥ 0 such that = 0, which implies that u − ≡ 0, and therefore u ≥ 0 on Ω.
Test functions estimates for the non-local case
This section is devoted to prove an important result (Proposition 2.6) which plays a crucial role in the proof of Theorem 1.3. Since Φ satisfies the Palais-Smale condition only up to level
n−s α−s , we need to check which conditions on γ, q, h and the mass of the domain Ω guarantee that there exists a w ∈ H
We shall use the test functions constructed in [10] to obtain the general condition of existence (21). More precisely, we use the extremal of µ γ,s,α (R n ) and its profile at zero and infinity to introduce appropriate test functions. We need such test functions to estimate the general existence condition (21). Unlike the case of the Laplacian (α = 2), no explicit formula is known for the best constant µ γ,s,α (R n ) nor for the extremals where it is achieved. The existence of such extremals was proved in [11] under certain condition on γ and s. We therefore need to describe their asymptotic profile whenever they exist. This was recently considered in Ghoussoub-Robert-Shakerian-Zhao [10] , where the following is proved: Theorem 2.4. Assume 0 ≤ s < α < 2, n > α and 0 ≤ γ < γ H (α). Then, any positive extremal
where λ 0 , λ ∞ > 0 and β − (γ, α) (resp., β + (γ, α)) is the unique solution in 0,
Remark 2.5. We point out that the functions u 1 (x) = |x| −β−(γ,α) and u 2 (x) = |x| −β+(γ,α) are the fundamental solutions for the fractional Hardy-Schrödinger operator L γ,α := (−∆)
Indeed, a straightforward computation yields (see Section 2 in [10])
which implies that β + (γ, α) and β − (γ, α) satisfy Ψ n,α (β) = γ.
We then stablish the following.
Proposition 2.6. There exists τ l > 0 for l = 1, .., 5 such that
where
Remark 2.7. Throughout this section, we may use the following notations:
Test function for non-critical case:
We fix cut-off function η ∈ C ∞ c (Ω) such that
0 (R n ) be an extremal for µ γ,s,α (R n ). It follows from Theorem 2.4 that, up to multipliying by a nonzero constant, U α satisfies for some κ > 0,
Consider
It follows from Proposition 3.1 in [10] that U ǫ,α := ηu ǫ,α ∈ H α 2 0 (Ω).
Test function for the critical case:
The test function in the critical case is more delicate and has more complicated constructure compare to the non-critical case. In order to build a suitable test function, we use the fractional Hardy singular interior mass of a domain associted to the operator L γ,α which was introduced by Ghoussoub-RobertShakerian-Zhao [10] .
We first summarize the results which will be needed in this section: Assume that γ > γ crit (α). It follows from Theorem 1.2 in [10] that there exists H : Ω \ {0} → R such that
in ∂Ω and lim x→0 |x| β+(α) H(x) = 1.
Note that the second identity means that for any ϕ ∈ C ∞ c (Ω \ {0}), we have that
Let now η be as in (25). Following the construction of the singular function H in the proof of Theorem 1.2 in [10] , we get that there exists g ∈ H α 2 0 (Ω) such that
where g satisfies
Here m α γ,a (Ω) is the fractional Hardy singular interior mass of a domain associted to the operator L γ,α . We refer the readers to Section 5 of [10] for the definition and properties of the Mass in detail. Define the test function as
) and satisfies (26) above for some κ > 0 and also (27). It is easy to see that T ǫ,α ∈ H α 2 0 (Ω) for all ǫ > 0.
Remark 2.8. One can summarize the properties of β + (γ, α) and β − (γ, α) which will be used freely in this section:
• β + (α) − β − (α) < α when γ > γ crit (α)
Proof of Proposition 2.6
We shall use the test functions U ǫ (resp., T ǫ ) constructed in Subsection 2.2.1(resp., Subsection 2.2.2) for the case when the operator L γ,α is non-critical (resp., critical) to obtain the general condition of existence. We define the test-functions then as follows:
We expand Φ(tv ǫ ) in the following way:
We start by recalling the important estimates obtained in [10] . Indeed, It was proved there that there exist positive constant c 1 , c 2 , c 3 such that
as ǫ → 0, and
as ǫ → 0. Here, θ ǫ := R n u 2 * α (s)−1 ǫ ηg |x| s dx and we have lim ǫ→0 θ ǫ = 0; see (57) in [10] . We are then left with estimating K ǫ .
Estimate for K ǫ : We will consider two following cases.
Case 1: 0 ≤ γ ≤ γ crit (α). We split K ǫ into two integrals as follows
We start by estimating the first term:
Note that we used the change of variable x = ǫX . From the asymptotic (27) and the fact that q > 2, it then follows that
Following the same argument that we treat the second integral in the last term yields that
Therefore,
It now follows from Remark 2.8 that
On the other hand, the condition 2 < q < 2 * α implies that
Combining the last two inequalities, we then get that
and therefore
when 0 ≤ γ ≤ γ crit (α).
Case 2: γ crit (α) < γ < γ H (α). In order to estimate K ǫ in the critical case, we need the following inequality: For q > 2, there exists C = C(q) > 0 such that
We write
where the last term came from the fact that
Let now X = U ǫ and Y = ǫ
g(x) in the above inequality. Taking integral from both sides then leads us to
Regarding the second term, we have
Combining (34), (36) and (37), we get that there exist a constant C > 0 such that
We point out that the situation in the critical case is more delicate, and unlike the non-critical case, we have that both
Therefore, there is a competition between the terms ǫ β+(α)−β−(α) and ǫ n−q n−α 2 . In order to find the threshold, namely q crit , we equate the exponents of the ǫ terms, and solve the equation for q to get that
One should note that q crit ∈ (2, 2 * α ), since α > β + (α) − β − (α) > 0 in the critical case. This implies that
for some c 4 , c 5 > 0, and as long as γ crit (α) < γ < γ H (α).
We now define
|x| s dx and J 0 := lim
and it is easy to check that lim ǫ→0 K ǫ = 0 for all cases.
In the next step, we claim that, up to a subsequence of (u ǫ ) ǫ>0 , there exists T 0 := T 0 (n, s, α) > 0 such that
The proof of this claim goes exactly as
Step II in [13, Proposition 3] . We omit it here. Let us now compute Ψ(v ǫ ). It follows from (32) and (33) that there exist positive constants c 6 , c 7 , c 8 such that
We are now going to estimate sup t≥0 Φ(v ǫ ). This will be done again by considering two cases:
. In this case, plugging (35) and (40) into (39) implies that there exist constants c 9 , c 10 , c 11 , c 12 > 0 such that
when 0 ≤ γ < γ crit (α), and
2 ). Thus, there exist a positive constant τ 1 such that, for every 0 ≤ γ ≤ γ crit (α), we have
Case 2: γ crit (α) < γ < γ H (α). The critical case needs a careful analysis as a new phenomena happens in this situation. We shall show that there is a competition between the geometry of the domain, the mass (i.e., ǫ β+(α)−β−(α) m α γ,λ ), and the non-linear perturbation (i.e., ǫ n−q n−α 2 h(0)). Indeed, it follows from plugging (38) and (40) into (39) that there exist constants c 12 , c 13 , c 14 
Following our analysis in the critical case of estimating K ǫ , one can then summarize the competition results as follows.
Competitive Terms
Equally Dominate Dominate Therefore, we finally deduce that there exists τ l > 0 for l = 2, .., 5 such that
This complete the proof of Proposition 2.6.
Proof of Theorem 1.3: The non-local case
Assume that 0 < α < 2. Theorem 1.3 is now a direct consequence of Theorem 2.1 and Proposition 2.6.
The local case
In this section, our aim is to prove the existence of positive solutions for (2) , and show that Theorem 1.3 still holds true when α = 2. To this end, we use the results by Ghoussoub-Robert [9] in the local setting (i.e., α = 2), and follow the proofs of Theorem 2.1 and Proposition 2.6 to obtain the general existence condition (i.e., condition (21) when α = 2) and the desired estimates corresponding to (43) and (44). We consider the case when α = 2, that is when the operator (−∆) We point out that the results proved in Sections 2, 3 and 4 in [9] provide us the desired tools to show that Theorem 2.1 and Proposition 2.6 still hold in the local case (i.e., when α = 2). One can indeed use these results, and follow the proofs of Theorem 2.1 and Proposition 2.6 to establish the following.
Theorem 3.1. Let Ω be a smooth bounded domain in R n (n > 2) such that 0 ∈ Ω, and let 2 * 2 (s) := 2(n−s) n−2 , 0 ≤ s < 2, −∞ < λ < λ 1 (L γ,2 ), and γ < γ H (2) = (n−2) 2
4
. We consider 2 < q < 2 * 2 , h ∈ C 0 (Ω) and h ≥ 0. . We also assume that there exists w ∈ H 
Proof of Theorem 1.3: The local case
Assume that α = 2. Theorem 1.3 is a direct consequence of Theorem 3.1 and Proposition 3.3.
