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ABSTRACT OF DISSERTATION 
 
 
 
 
SPECTROSCOPIC DETECTION AND CHARACTERIZATION OF 
JET-COOLED TRANSIENT MOLECULES 
 
Transient molecules are of great importance due to their critical role as 
intermediates in the semiconductor industry, in upper atmosphere reactions, and in 
astrochemistry. In the present work, reactive intermediates were produced in the 
laboratory by applying an electric discharge through a suitable precursor gas mixture and 
studied by means of their laser-induced fluorescence and emission spectra.  
The ?̃? Π2 𝑢 − 𝑋� Π2 𝑔 band systems of C
12 O2
+ and C13 O2
+ have been studied in detail. 
The energy levels of both isotopologues were fitted with a Renner-Teller model, and the 
isotope relations have been used to test the validity of the derived parameters. 
 The A2Πu − X 2Πg electronic transition of jet-cooled Cl2
+ has been detected and 
shown to originate from the Ω=3/2 spin-orbit component of  v=0 of the ground state.  For 
the first time, the 0-0 band has been identified and vibrational assignments have been 
made. Our ab-initio studies show that the extensive observed perturbations are due to 
spin-orbit interaction between A2Πu(3/2) and B2Δu(3/2) states. The experimental data were 
fitted to an effective Hamiltonian and yielded the spin-orbit coupling term 𝐻𝑆𝑂𝐴𝐵=240    
cm-1.   
LIF and emission spectra of the ?̃? Σ+2 − 𝑋� Π2 𝑖 transition of N2O+ have been 
recorded. Both spin-orbit components of the 00
0 band were studied at high resolution and 
rotationally analyzed, providing precise molecular constants.  Emission spectra provided 
extensive data on the ground state vibrational levels which were fitted to a Renner-Teller 
model including spin-orbit and Fermi resonance terms. 
The previously unknown electronic spectrum of the H2PO radical has been 
identified.  Ab-initio predictions were used to aid in the analysis of the data.  The band 
system is assigned as the 𝐵� 𝐴2 ′ − 𝑋� 𝐴2 ′ electronic transition. The excited state molecular 
structure was determined by rotational analysis of high resolution LIF spectra. 
 
 
The ?̃? 𝐴2 ′′Π − 𝑋� 𝐴2 ′ band systems of the HBCl and DBCl free radicals have been 
studied in detail. This electron promotion involves a linear-bent transition between the 
two Renner-Teller components of what would be a 2Π electronic state at linearity.  Ab-
initio potential energy surface calculations were used to help in assigning the LIF spectra 
which involve transitions from the ground state zero-point level to high vibrational levels 
of the excited state.   
 
 
KEYWORDS: Laser-induced fluorescence, Single vibronic level emission, Jet cooling, 
Transient molecules, Renner-Teller effect. 
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CHAPTER 1. INTRODUCTION AND THEORY 
1.1. Introduction 
Molecular spectroscopy is the study of the absorption or emission of 
electromagnetic radiation by molecules. According to the quantum theory, molecular 
energy levels are quantized. Therefore, a molecule will absorb or emit radiation in 
narrow lines representing the differences between energy levels which are characteristic 
of that molecule. In the microwave region of the electromagnetic spectrum, these lines 
are due to transitions between rotational levels, while lines that appear in the infrared 
region are due to vibrational and rotational transitions. Transitions due to electronic 
excitations take place mostly in the visible to ultra-violet region. In general, molecular 
spectroscopy is a powerful tool to probe molecules and to determine their physical 
characteristics, which is very valuable information for applications associated with these 
molecules. 
Chemical reactions generally consist of a complicated series of steps in which 
reactive intermediates play an important role. These intermediates are typically very 
reactive, transient, and present in very small concentrations. Thus, the determination of 
which intermediates exist in a certain chemical process will give insight into the 
mechanism for that reaction. As a result, there has been a great progress in the 
development of techniques for monitoring chemical reaction intermediates utilizing 
molecular spectroscopy which is especially well suited for this task. 
In this dissertation, five transient molecules has been identified and characterized 
using a variety of spectroscopic methods including the very sensitive laser-induced 
fluorescence (LIF), single vibronic level (SVL) emission and synchronous-scan laser-
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induced fluorescence (sync-scan LIF) techniques. These studies were motivated by the 
importance of such intermediates in the semiconductor industry, in upper atmosphere 
reactions, and in astrochemistry. In this work, detailed and precise spectroscopic 
information about CO2
+, Cl2
+,  N2O+, H2PO, and HBCl is presented, information which 
has greatly improved our understanding of the structure and energetics of these species.  
1.1.1. Energy levels 
According to quantum mechanical theory, the energy levels of any system at the 
microscopic level can only take on certain distinct values and the total energy of the 
system can be obtained by solving the time-independent Schrodinger equation: 
𝐻�𝜓 = 𝐸𝜓                                                           (1.1) 
where 𝐻� is the Hamiltonian operator, 𝜓 is the wavefunction that describes the quantum 
state of that system and E is the total energy of the system. This equation can only be 
solved exactly for hydrogen-like atoms. For other systems (e.g. larger atoms and all 
molecules), approximate methods must be used to obtain (hopefully) reliable energies 
and wavefunctions. The Born-Oppenheimer approximation suggests that the complex 
wavefunction of a molecule can be separated into electronic and nuclear components. 
This assumption is based on the fact that the electrons move much faster than the nuclei, 
as a consequence, the nuclear motion, on the typical time scale, can be ignored (assuming 
stationary nuclei) while solving the electronic Schrödinger equation. Then the total wave 
function and the Hamiltonian can be written as: 
𝜓𝑡𝑜𝑡𝑎𝑙 = 𝜓𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐 𝜓𝑛𝑢𝑐𝑙𝑒𝑎𝑟                                                 (1.2) 
𝐻�𝑡𝑜𝑡𝑎𝑙 = 𝐻�𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐 + 𝐻�𝑛𝑢𝑐𝑙𝑒𝑎𝑟                                         (1.3) 
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Furthermore, the nuclear part can be divided into vibrational and rotational components. 
Solving the Schrodinger equation, using the Born-Oppenheimer approximation, results in 
a total energy that is the sum of electronic, vibrational and rotational energies.         
Figure (1.1) shows the relative energy gaps between various types of energy levels, 
where the electronic energy levels are widely spaced when compared to the vibrational 
and rotational energy intervals. 
1.2. Electronic energy levels 
Molecular orbital theory indicates that each molecule has a set of molecular orbitals 
(MO’s) that can be represented as a product of a linear combination of approximate 
atomic orbitals, and the electronic configuration describes how the electrons are 
distributed in these orbitals. In most molecules with an even number of electrons, the 
electrons are paired up in the ground electronic state leading to a zero total spin angular 
momentum (quantum number S = 0), and the multiplicity (2S+1) is singlet. Molecules 
with one unpaired electron have S = 1/2 leading to a doublet ground state. 
Each molecular orbital will have the symmetry of an irreducible representation of 
the point group of the molecule. The overall electronic symmetry is the direct product of 
the symmetries of the one-electron molecular orbitals. In a closed shell system the spatial 
electronic wavefunction of the ground state will always contain the totally symmetric 
representation. On the other hand, in systems with one unpaired electron, the spatial 
symmetry of the electronic wavefunction will be the same as the spatial symmetry of the 
singly occupied molecular orbital.  
In standard spectroscopic notation, the ground electronic state of a polyatomic 
molecule is denoted as X� (X for diatomic molecules),  and excited electronic states  of the  
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Figure (1.1): Schematic diagram of the vibrational and rotational energy levels of two 
electronic states (A and B). The energy difference is largest between electronic states and 
smallest between rotational levels. 
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same  multiplicity  as   the  ground  state  are  labeled  A�,  B�,  C�  etc.   in ascending order. 
Similarly, excited states with multiplicities different than that of the ground state are 
labeled 𝑎�, 𝑏�, ?̃? etc. The electronic configuration of a specific electronic state is 
represented by the letter (X etc.), the multiplicity (2S+1), and the total symmetry Γ, and 
the electronic term symbol takes the form 2S+1Γ. As an example, the term symbol for a 
doublet A' ground state is X� 2A'. 
1.2.1. Spin-orbit coupling 
The coupling between the total electronic orbital angular momentum (L) and the 
total electron spin (S) occurs when their components about the internuclear axis (INA) of 
a linear molecule (Λ and Σ respectively) are nonzero. This interaction breaks the 
degeneracy and splits the electronic state into its spin-orbit components. The component 
of the total electronic angular momentum along the INA (Ω) is obtained by the vector 
addition of Σ to Λ, and a new quantum number (Ω) is associated with the resultant vector 
and take the values: 
Ω = Λ + Σ,Λ + Σ − 1,Λ + Σ − 2, … , |Λ − Σ|                        (1.4) 
 The term symbol for a spin-orbit component takes the form 2S+1ΛΩ.  As an 
example, a 2Π state, which is a common state in the linear molecules studied in this 
dissertation, has Σ= ±1/2 and Λ= 1, and the resulting total angular momentum quantum 
number (Ω) takes the values 3/2, and 1/2. 
The splitting of a degenerate electronic states due to the spin-orbit interaction is 
give by: 1  
𝑇e = 𝑇0 + 𝐴ΛΣ                                                 (1.5) 
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where T0 is the energy of the electronic level if the electron spin is neglected, and A is the 
spin-orbit coupling constant. The spin-orbit coupling constant can be positive or 
negative, depending on whether the electronic state is regular or inverted. For instance, a 
2Π state can arise from two different electronic configurations: (…)(π)1 or (…)(π)3. For 
the first configuration, the 2Π state is found to be regular, corresponding to a positive 
spin-orbit constant, and it is inverted for the second configuration with negative spin-
orbit constant. The wavefunctions of the 2Π1/2 and 2Π3/2 components arising from the 
(…)(π)1 configuration are:2 
�  Π1/22 〉  = � Λ = 1, Σ =
−1
2
,Ω =
1
2
〉  = |  π+β〉                            (1.6) 
�  Π3/22 〉  = � Λ = 1, Σ =
1
2
,Ω =
3
2
〉  = |  π+α〉                               (1.7) 
where α and β denote the electron spin and the superscript + represents the sign of the 
projection of the one-electron orbital angular momentum on the INA. The spin-orbit 
constant is defined as:2 
 〈Λ, Σ,Ω |𝐻�𝑆𝑂|  Λ,Σ,Ω〉  = 𝐴ΛΣ                                         (1.8) 
Substituting the wavefunction in equation (1.6) into the integral in equation (1.8) results: 
 〈 Π1/22  �𝐻�𝑆𝑂�  Π1/22 〉  =  〈π+β |𝐻�𝑆𝑂| π+β〉                                    (1.9) 
where the left side of the equation equals −1
2
𝐴 (Λ= 1 and Σ= − 1
2
) and the right side 
equals −1
2
𝑎𝜋 as:  
 〈 Π1
2
2  � 𝐻�𝑆𝑂 �  Π1
2
2 〉  = −
1
2
𝐴                                             (1.10) 
 〈π+β |𝐻�𝑆𝑂|  π+β〉  = −
1
2
𝑎𝜋                                           (1.11) 
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which implies that A equals the molecular spin-orbit parameter (aπ), which is always 
positive, indicating that the 2Π state arising from the …(π)1 configuration is regular. The 
same result can be achieved using the wavefunction of the 2Π3/2 component. 
The wavefunction of the 2Π1/2 component obtained from the …(π)3 configuration is: 
� Λ = 1, Σ =
1
2
,Ω =
1
2
〉  = |  π+απ+βπ−β〉                              (1.12) 
Substituting this wavefunction into the integral in the equation (1.8) and considering only 
the unpaired electron gives: 
 〈π−β |𝐻�𝑆𝑂| π−β〉  =
1
2
𝑎𝜋                                          (1.13) 
By comparing equations (1.10) and (1.13) it is implied that A= − aπ, (A is negative) 
meaning that the 2Π state from the (…)(π)3 configuration is inverted. 
1.2.2. Electronic states of the molecules studied in this work 
1.2.2.1. CO2+ 
The carbon dioxide cation is linear in the ground and lower excited states with D∞h 
point group symmetry. The 15 valence electron cation has a ground state electronic 
configuration: 
…(4σg)2 (3σu)2 (1πu)4 (1πg)3                                       (1.14) 
which yields a X� 2Πg inverted electronic state. The first excited state of CO2+ is the result 
of promoting an electron from the bonding 1πu orbital to the nonbonding 1πg orbital and 
the term symbol of this state is A� 2Πu. From an ab initio calculation, using density 
functional theory incorporating the Becke three parameter hybrid density functional with 
the Lee, Yang and Parr correlation functional (B3LYP)3,4 along with Dunning’s 
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correlation consistent triple zeta basis set augmented by diffused functions (aug-cc-
pVTZ),5-7 the second highest molecular orbital (SHOMO) is a bonding π orbital 
delocalized over the molecule, and the highest occupied molecular orbital (HOMO) is a π 
orbital with nonbonding characteristics. Figure (1.2) shows the molecular orbital diagram 
and the forms of the HOMO and SHOMO of the carbon dioxide cation. 
1.2.2.2. Cl2+ 
The chlorine cation is a diatomic molecule of D∞h symmetry that has three electrons 
occupying the anti-bonding πg* HOMO. The electronic configurations and term symbols 
for the ground and first excited states are: 
… (σg)2 (πu)4 (πg*)3(σu*)0………. X 2Πg                              (1.15) 
… (σg)2 (πu)3 (πg*)4(σu*)0………. A2Πu                              (1.16) 
Ab initio calculations8 show that the A2Πu electronic state is very close to the Σ2 u−, 
Σ2 u+, Σ4 u−and Δu2  electronic states derived from the … (σg)2 (πu)4 (πg*)2 (σu*)1 excited 
electron configuration. The small energy separation between the electronic states causes 
severe perturbations in the vibronic energy levels of the A 2Πu state. Figure (1.3) 
illustrates the molecular orbital diagram with the form of the HOMO and the SHOMO 
obtained from ab initio calculations using B3LYP theory with the aug-cc-pVTZ basis set. 
1.2.2.3. N2O+ 
The nitrous oxide cation is a linear molecule of C∞v symmetry in the ground and first 
excited state. The ground state electronic configuration is: 
… (1π)4 (7σ)2 (2π)3 (3π)0                                          (1.17) 
with a  partially  filled  doubly  degenerate   molecular  orbital  (2π).  With  one  unpaired 
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Figure (1.2): Ab initio calculated MO diagram for the ground state of CO2
+
 . The unpaired 
electron occupies the πg HOMO and the first excited state occurs by promoting an 
electron from the πu SHOMO to the HOMO. 
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Figure (1.3): Ab initio calculated MO diagram for Cl2
+
 . The unpaired electron is in the πg 
HOMO and the first excited state occurs by promoting an electron from the πu SHOMO 
to the HOMO. 
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electron, the  spin  multiplicity  of  2 leads  to  an  X� 2Π  ground  electronic  state. The 
first excited state is A� 2Σ, resulting from promotion of an electron from the SHOMO (7σ) 
to the HOMO (2π), with electronic configuration: 
… (1π)4 (7σ)1 (2π)4 (3π)0.                                           (1.18) 
Figure (1.4) shows the form of the SHOMO and HOMO of N2O+ from a B3LYP/ aug-cc-
pVTZ calculation. The SHOMO is primarily a σ antibonding molecular orbital, while the 
HOMO is a N-N π bonding orbital along with O (2py) atomic orbital. Furthermore, since 
both the NN and NO bonds are longer than in the neutral molecule, it supports the  
assumption that the HOMO is a bonding MO.9 Comparing the bond lengths in the ground 
and excited states of the cation indicates that the SHOMO has antibonding 
characteristics. Finally, the first excited state of the cation (A�2Σ) state is crossed by the 
dissociative a�4Σ electronic state that arises from the (…) (1π)4 (7σ)2 (2π)2 (3π)0 (8σ)1 
electronic configuration, which makes the first excited state predissociative.10-14  
1.2.2.4. H2PO 
The geometry of the dihydrophosphoryl radical in the electronic ground and first 
two excited states is pyramidal of Cs symmetry. The ground state electronic configuration 
is: 
…(9a′ )2 (3a″)2 (10a′)1                                             (1.19) 
or a X� 2A′ electronic state. The 9a′ molecular orbital is a bonding π molecular orbital 
delocalized between the phosphorus and oxygen atoms (see Figure (1.5)), 3a″ is a non-
bonding (n) molecular orbital and the 10a′ is anti-bonding π* molecular orbital. High 
level ab initio CCSD calculations with an aug-cc-pV(T+d)Z basis  set  show that the first 
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Figure (1.4): Ab initio calculated MO diagram for N2O
+
 . The first excited state occurs by 
promoting an electron from the σ SHOMO to the π HOMO. 
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Figure (1.5): Ab initio calculated MO diagram for H2PO. The second excited state occurs 
by promoting an electron from the bonding π MO (a′) to the antibonding π* MO (a′). 
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excited state corresponds to the …(9a′ )2 (3a″)1 (10a′)2 electronic configuration lying 
close  in  energy  to  the  ground  state,  while  the  second  excited  state  with  electronic 
configuration (9a′ )1 (3a″)2 (10a′)2 has significantly higher energy so the B� 2A′- X� 2A′  
electronic excitation occurs in the ultra-violet region of the spectrum.  
1.2.2.5. HBCl 
The electronic configuration of the chloroborane radical (HBCl) is  
… (5a' )2 (6a' )4 (7a' )2 (2a" )2 (8a' )2(9a' )1(3a" )0                             (1.20) 
From the Walsh diagram of a molecule with the general formula of HAB15 shown in 
Figure (1.6), the HBCl radical is predicted to have a nonlinear geometry in its ground 
state since the 9a' molecular orbital is largely stabilized by the bent geometry.  Promoting 
the unpaired electron from the 9a' to the 3a" molecular orbital, which is insensitive to the 
bond angle, leads to a linear excited state resulting from the effect of the lower MO’s that 
favor the linear geometry since then the only MO that is stabilized by bending is 
unoccupied. 
The HOMO and LUMO (9a' and 3a" ) are the two components of the degenerate π 
state  at  the  linear  geometry  (see Figure (1.7)). Therefore the electronic transition takes  
place between the two Renner-Teller vibronic components of this state and is denoted as  
?̃? 𝐴2 ′′ Π − 𝑋� 𝐴2 ′. 
1.3. Vibrational energy levels 
The simplest system that describes the vibrational motion of a diatomic molecule is 
the harmonic oscillator model, where the vibration can be described mathematically as a 
single particle oscillation with mass μ (reduced mass). The Schrodinger equation for this  
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Figure (1.6): Walsh diagram for HAB type molecules. The 11 valence electrons of the 
HBCl radical are distributed in the MO’s leaving one electron in the a' MO that is 
strongly stabilized by bending, while all other MO’s are either insensitive to the bond 
angle or stabilized at the linear geometry.  
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Figure (1.7): Ab initio calculated MO diagram for HBCl radical in the linear and bent 
conformation. In the ground state, the molecule has the bent geometry but is linear in the 
first excited state which results from an electron promotion from the 5a' to the 2a" MO. 
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system can be solved exactly,  resulting in a set of equally  spaced  vibrational  energy  
levels  with  the values:16 
𝐸v = ℏ�
𝑘
𝜇
�
1
2
�v +
1
2
�                                                      (1.21) 
where Ev is the vibrational energy, ħ is Planck’s constant, k is the force constant, μ is the 
reduced mass and v is the vibrational quantum number that can take the values of 0,1, 2, 
3,…. 
1.3.1. Vibrational normal modes 
A nonlinear molecule with N atoms has 3N-6 normal modes of vibration. Each 
vibrational mode consists of a set of motions of each atom, making the vibrational modes 
in large molecules quite complicated. However, it is found that many modes can be 
approximated as motion of a limited number of atoms within the molecule. The number 
of vibrational modes for linear molecules is 3N-5. Linear molecules of C∞v symmetry 
have N-1 totally symmetric stretching modes and N−2 bending modes. On the other 
hand, linear molecules of D∞h symmetry have a variety of vibrational modes depending 
on the number of atoms: Homonuclear diatomic molecules have a single Σu+ totally 
symmetric mode, while triatomic molecules have Σu+, Σg+ and Πu normal modes. Finally, 
polyatomic linear molecules with 4 or more atoms have normal modes of  Σu+, Σg+, Πu and 
Πg  symmetry. 
Each vibrational mode has the symmetry of an irreducible representation of the 
point group of the molecule. By convention, the modes are numbered by sorting the 
vibrations by their symmetries, then in descending frequency order. Thus the first mode 
is labeled ν1, and the second ν2 and so on. The totally symmetric vibrational mode with 
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the highest frequency is always ν1. An exception is made for linear triatomic molecules 
(XY2 and XYZ) where the bending mode is traditionally labeled ν2. The standard 
spectroscopic notation for any vibrational energy level is the number of the vibrational 
mode with the number of quanta as a subscript/superscript for the ground/excited 
electronic states. As an example, if a ground state vibrational energy level is made of 3 
quanta of ν2 (3ν2) then it is labeled as 23, otherwise it is 23 for an excited electronic state. 
Vibrational modes also may combine and the label will describe the number of quanta for 
each mode e.g. 1321 indicates a combination vibrational level in the ground electronic 
state that has 3 quanta of ν1 and 1 quantum of ν2. 
1.3.1.1. The vibrational modes of H2PO 
As an example of a nonlinear molecule, consider H2PO which has only one 
symmetry operation (plane of reflection σh) making it of Cs symmetry. H2PO has 6 
normal modes (3×4−6), with four of them having a′ symmetry and two having a′′ 
symmetry. The totally symmetric ν1 is the PH symmetric stretch, ν2 is the PO stretch, ν3 is 
the HPH bend (scissoring) and ν4 is the HPO symmetric bend (wagging). The a′′ modes 
are ν5 which is the PH asymmetric stretch and ν6 which is the HPO asymmetric bend. 
1.3.2. Energy levels 
The general energy expression for the vibrational levels of a molecule is:17 
𝐺(v1, v2, v3, … ) = 
��𝜔𝑖 �v𝑖 +
1
2
�� + ��  𝑥𝑖𝑗 �v𝑖 +
𝑑𝑖
2
�
𝑗≥𝑖𝑖𝑖
�v𝑗 +
𝑑𝑗
2
� + ��𝑔𝑖𝑗
𝑗≥𝑖𝑖
ℓ𝑖ℓ𝑗 + ⋯        (1.22) 
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where 𝜔𝑖 is the fundamental harmonic frequency for the ith normal mode, 𝑥𝑖𝑗 and 𝑔𝑖𝑗 are 
the anharmonicity constants between the ith & jth modes (xij = xji), v is the vibrational 
quantum number, d is the degeneracy and ℓ is the vibrational angular momentum 
quantum number which will be discussed later in section (1.3.2.2). 
1.3.2.1. Nonlinear molecules 
If the molecule has no degenerate vibrational modes (e.g. H2PO), then the 𝑔𝑖𝑗 factor 
is zero which makes the last term in equation (1.22) to vanish and the equation can be 
rewritten as:18 
𝐺(v1, v2, v3, … ) =  ��𝜔𝑖 �v𝑖 +
1
2
�� + ��  𝑥𝑖𝑗 �v𝑖 +
1
2
�
𝑗≥𝑖𝑖𝑖
�v𝑗 +
1
2
� + ⋯           (1.23) 
where i and j can take values up to 3N-6 where N is the number of atoms in that 
polyatomic non-linear molecule. 
The energies, calculated using equation (1.23), are relative to the minimum of the 
electronic potential surface. Often, the vibrational energy levels are calculated relative to 
the lowest vibrational energy level, and then the energies are given by: 
𝐺0(v1, v2, v3, … ) =  �(𝜔𝑖0v𝑖) + ���𝑥𝑖𝑗0 v𝑖v𝑗�
𝑗≥𝑖𝑖𝑖
+ ⋯                 (1.24) 
where 𝜔𝑖0 is the vibrational frequency and the 𝑥𝑖𝑗0  are the anharmonicity constants which 
are the same as those in equation (1.23) (𝑥𝑖𝑗0 = 𝑥𝑖𝑗) as long as no exponents larger than 2 
in the vibrational quantum numbers occur.19 The anharmonic frequencies 𝜔𝑖0 are a linear 
combination of the variables in equation (1.23) such as: 
𝜔𝑖0 = 𝜔𝑖 + 𝑥𝑖𝑖 +
1
2
�𝑥𝑖𝑗
𝑗≠𝑖
                                          (1.25) 
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A vibrational fundamental, which can be observed in the IR spectrum, is the transition 
between v′′ = 0 to v′ = 1 for any given vibrational mode and it can be calculated as:  
𝜈𝑖 = 𝜔𝑖0 + 𝑥𝑖𝑖0                                                     (1.26) 
Since the anharmonicity constants are usually small and negative, then the fundamental 
frequency is smaller the harmonic frequency (𝜈𝑖 < 𝜔𝑖) for any given vibration mode.  
1.3.2.2. Linear molecules 
The doubly degenerate bending vibration in a linear molecule will generate a 
circular motion of the nuclei creating a vibrational angular momentum which splits the 
degenerate vibrational energy levels, and the number of the sublevels depends on the 
vibrational quantum number of that level. This angular momentum is associated with a 
quantum number (ℓ) that takes the values vi, vi − 2, …, 1 or 0 where vi is the quantum 
number of the ith bending mode. Figure (1.8) illustrates the vibrational circular motion 
and the splitting of the bending energy levels. 
  Considering a triatomic linear molecule with only three vibrational modes, the 
vibrational energy expression derived from equation (1.22) is: 
𝐺(v1, v2, v3) =  𝜔1 �v1 +
1
2
� + 𝜔2 �v2 +
2
2
� + 𝜔3 �v3 +
1
2
� + 𝑔ℓ2                                          
                             +𝑥11 �v1 +
1
2
�
2
+ 𝑥22 �v2 +
2
2
�
2
+ 𝑥33 �v3 +
1
2
�
2
 
                             +𝑥12 �v1 +
1
2
� �v2 +
2
2
� + 𝑥13 �v1 +
1
2
� �v3 +
1
2
� 
                       +𝑥23 �v2 +
2
2
� �v3 +
1
2
�                                                                             (1.27) 
where 𝑔  is  the  anharmonicity  in  the degenerate levels. Similar to nonlinear molecules, 
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Figure (1.8): Splittings of the bending vibrational levels of a linear molecule, due to the 
vibrational angular momentum. The upper portion illustrates the circular motion that is 
generated from the two perpendicular bending vibrations. 
v2 = 0                                                      ℓ = 0    Σ 
v2 = 1                                                      ℓ = 1    Π 
v2 = 2 
v2 = 3 
v2 = 4 
ℓ = 0    Σ 
ℓ = 2    Δ 
ℓ = 1    Π 
ℓ = 3    Φ 
ℓ = 0    Σ 
ℓ = 2    Δ 
ℓ = 4    Γ 
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the vibrational energy levels are often represented relative to the lowest energy level, and 
then equation (1.27) takes the form: 
𝐺(v1, v2, v3) =  𝜔10v1 + 𝜔20v2 + 𝜔20v3 + 𝑔ℓ2 
                             +𝑥110 v12 + 𝑥220 v22 + 𝑥330 v32 
                             +𝑥120 v1v2 + 𝑥130 v1v3 + 𝑥230 v2v3                                                        (1.28) 
where 𝑥𝑖𝑗0 = 𝑥𝑖𝑗 and 𝜔𝑖0 is a linear combination of the variables in equation (1.27) as:  
𝜔𝑖0 = 𝜔𝑖 + 𝑥𝑖𝑖𝑑𝑖 +
1
2
�𝑥𝑖𝑗
𝑗≠𝑖
𝑑𝑗                                       (1.29) 
For a given bending vibration, the energy levels corresponding to the same vibrational 
quantum number but different values of ℓ are degenerate in the case of a harmonic 
oscillator. Since all molecules are anharmonic, these energy levels will split by few 
wavenumbers20,21 leading to a small 𝑔 constant.22 
Finally, in the same manner, the energy expression for a linear tetra-atomic 
molecule will be similar to equation (1.28) with the addition of terms for the extra 
stretching and bending vibrations.  
1.3.2.2.1. The Renner-Teller effect 
The Renner-Teller effect is an example of the breakdown of the Born-Oppenheimer 
approximation. In this case, the nuclear and the electronic wavefunctions are not 
separable due to coupling of the angular momenta. The Renner-Teller effect was first 
recognized by E. Teller in 1933,23 described in  detail by R. Renner in 193424 and the 
first experimental observation of this phenomena was in 1959.25 This effect arises from 
the interaction of the vibrational angular momentum with the electronic orbital angular 
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momentum. Therefore, this phenomenon occurs in linear molecules with degenerate 
electronic states (e.g. Π, Δ, …) that have nonzero electronic orbital angular momentum.  
When a linear molecule bends, the degeneracy is lifted since there are no 
degenerate electronic states in the bent configuration. Thus, two distinct potential 
surfaces which are in contact at the linear configuration can be associated with the 
degenerate electronic state as shown in Figure (1.9). One surface corresponds to the 
component that is symmetric with respect to the plane of the bent molecule (V+), and the 
other corresponds to the antisymmetric component (V−). As an example, a Π electronic 
state in a D∞h molecule will split into A2 and  B2 (C2v) components, whereas in a  C∞v 
molecule, lifting the degeneracy yields A′ and A′′ (Cs) potentials.  
The vibrational angular momentum has two possible orientations with magnitude 
±ℓℏ, and similarly, the orbital angular momentum has two ±𝛬ℏ orientations. The 
vibronic angular momentum, which results from the coupling between the vibrational 
and the orbital angular momenta, has a projection along the internuclear axis (INA) with 
quantum number (K) as: 
𝐾 = |±Λ ± ℓ|                                                   (1.30) 
and  magnitude ±𝐾ℏ. Figure (1.10) shows how the vibronic energy levels split in 1Π and 
2Π electronic states.  
The extent of splitting, due to the Renner-Teller effect, is a function of the Renner-
Teller parameter (𝜖)  defined as :26  
𝜖 =
𝑘+ − 𝑘−
𝑘+ + 𝑘−
                                                           (1.31) 
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Figure (1.9): Potential functions for the bending vibration in a Π electronic state of a 
linear molecule. The dashed red curve represents the bending potential function in the 
absence of the orbital angular momentum. 
 
 
 
 
 
V+ 
V– 
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Figure (1.10): Vibronic energy level diagram for 1Π (middle) and 2Π (right) states. A is 
the spin-orbit constant and 𝜖 is the Renner-Teller parameter and in this diagram they 
indicate the occurrence or absence of spin-orbit coupling and the Renner-Teller effect.  
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where 𝑘+ and 𝑘− are the quadratic force constants for the V+ and V− potential surfaces 
respectively as shown in Figure (1.9). From equation (1.31), the sign of 𝜖 is positive 
when 𝑘+ > 𝑘−, that is the V+ surface is the inner/upper surface, otherwise the sign of 𝜖 is 
negative. Second order perturbation theory can be used to provide approximate energy 
level terms for a linear molecule in Π electronic state as:27 
𝐸v2,𝐾=0 = 𝜔2(v2 + 1)�1 ± 𝜖                                                (1.32) 
𝐸v2,𝐾=v2+1 = 𝜔2 �(v2 + 1) −
1
8
𝜖2𝐾(𝐾 + 1)�                                 (1.33) 
𝐸v2,𝐾≠0,𝐾≠v2+1 = 𝜔2 �1 −
1
8
𝜖2� (v2 + 1) ±
1
2
𝜔2𝜖�(v2 + 1)2 − 𝐾2          (1.34) 
where the energy level obtained from equation (1.33) is called unique since it is the only 
level with K = v2+1, while all other levels appear in pairs with  K values different from 
that of the unique level. Equations (1.32−1.34) are in terms of the harmonic frequency 
(𝜔2), anharmonic terms for these energy levels have been derived by Hougen and 
Jesson.28 
The exact energy levels can be obtained by diagonalizing a Hamiltonian matrix 
constructed using an appropriate 𝜓𝑒𝜓𝑣 basis set. Considering only the bending vibration, 
the basis set is represented as  |Λ, v2,𝐾〉 and the Hamiltonian matrix elements take the 
form:  
 〈Λ, v2,𝐾 |𝐻�|Λ, v2,𝐾〉                                                 (1.35) 
where 𝐻� is the energy operator. For a Π system (Λ= ±1) with two harmonic potential 
surfaces the energy operator can be written as: 
𝐻� = 𝐻�𝐻𝑂 + 𝐻�𝑅𝑇                                                  (1.36) 
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where 𝐻�𝐻𝑂 is the Hamiltonian for a harmonic oscillator and 𝐻�𝑅𝑇 is the added term that 
represents the Renner-Teller perturbation which couples the vibronic states of the same K 
value (Δv2=0,±2 and Λ= ±1). The matrix  elements in a matrix block with single valued 
K, are:29 
 〈±1, v2,𝐾 |𝐻�𝐻𝑂| ± 1, v2,𝐾〉 = 𝜔2(v2 + 1)            Diagonal elements                        (1.37) 
 〈∓1, v2,𝐾 �𝐻�𝑅𝑇� ± 1, v2,𝐾〉 =
𝜖𝜔2
4
[(v2 + 1)2 − 𝐾2]1 2⁄                                                  (1.38) 
 〈+1, v2 ± 2,𝐾 �𝐻�𝑅𝑇� − 1, v2,𝐾〉 = 
𝜖𝜔2
4
[(±(v2 + 1) + 2 + 𝐾)(±(v2 + 1) + 𝐾)]1 2⁄   (1.39) 
 〈−1, v2 ± 2,𝐾 �𝐻�𝑅𝑇� + 1, v2,𝐾〉 =  〈+1, v2 ± 2,𝐾 |𝐻𝑅𝑇| − 1, v2,𝐾〉                           (1.40) 
The diagonal elements correspond to the harmonic oscillator, while the off-diagonal 
elements are a result of the Renner-Teller operator. Non-degenerate vibrational modes 
can be added to the diagonal matrix elements, and equation (1.37) for a triatomic linear 
molecule becomes: 
 〈±1, v2,𝐾 |𝐻�𝐻𝑂| ± 1, v2,𝐾〉 = 𝜔1 �v1 +
1
2
� + 𝜔2(v2 + 1) + 𝜔3 �v3 +
1
2
�    (1.41) 
The overall matrix is made of diagonal blocks of different K values. Since the number of 
harmonic oscillator basis functions is infinite, then the Renner-Teller Hamiltonian matrix 
is infinite in size also. Practically, one can truncate the matrix size such that adding more 
basis functions will negligibly change the calculated energies .  
In the case where the molecule has unpaired electron(s) (e.g. 2Π system) then the 
spin-orbit coupling has to be included, and the Hamiltonian in equation (1.36) will be.29 
𝐻� = 𝐻�𝐻𝑂 + 𝐻�𝑅𝑇 + 𝐻�𝑆𝑂                                            (1.42) 
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where 𝐻�𝑆𝑂 is the operator that couples the electron spin angular momentum with the 
orbital angular momentum, and a new quantum number (P) is defined as: 
𝑃 = |±Λ ± Σ ± ℓ| = |±Ω ± ℓ| = |±𝐾 ± Σ|                                 (1.43) 
The spin-orbit operator affects only the diagonal elements simply by adding a 𝐴ΛΣ term. 
However, there will be two matrices corresponding to Σ= ±1/2 and as a result each 
degenerate vibronic level splits into two degenerate sublevels, and the term symbol takes 
the form 2S+1KP. 
1.3.2.2.2. Fermi resonance 
Fermi resonance is the interaction of vibrational energy levels with the same 
symmetry when they possess approximately the same energy. This phenomenon was first 
recognized by Enrico Fermi in the Raman spectrum of CO2 in 1931.30,31 
For linear triatomic molecules it is common to find that the 2ν2 vibrational level lies 
close in energy to the 1ν1 level. Thus, the two levels undergo quantum mechanical 
mixing and the outcome is two new levels of mixed character pushed away from their 
original unperturbed positions. The Fermi resonance effect can be modeled using 
perturbation theory and the shifts of the two new energy levels is given by:32   
Δ𝐸 =
𝑉2
𝐸10 − 𝐸20
                                                        (1.44) 
where 𝐸10and 𝐸20 are the energies of the unperturbed levels and V is the interaction matrix 
element which takes the form �𝜓10�𝑉��𝜓20�. In this integral 𝑉�  transforms as totally 
symmetric, and therefore, for a non-zero integral the unperturbed levels (𝜓10 and 𝜓20) 
must have the same symmetry, otherwise no mixing will occur. Furthermore, the 
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wavefunctions of the new levels are described as linear combinations of the unperturbed 
wavefunctions as:33 
𝜓1 = 𝜓10 −
𝑉
Δ𝐸
𝜓20       and       𝜓2 = 𝜓20 +
𝑉
Δ𝐸
𝜓10       (not normalized)    (1.45) 
From equation (1.44) it is clear that the magnitude of the Fermi resonance is 
sensitive to both the energy difference between the unperturbed levels and to the 
interaction matrix element (V). In addition, it is expected that transitions to the new levels 
will have different intensities than expected because of the mixing, where the weaker 
transition borrows intensity (or becomes more allowed) and the stronger one becomes 
less intense. Finally, Fermi resonance does not add new bands to the spectrum but it 
alters the existing ones. 
1.3.3. Isotope shifts 
Isotope shifts are displacements in the vibrational energy levels which occur when 
one or more atomic isotopes in a molecule is replaced by another. Isotopologues are 
molecules that differ only in their atomic isotopes but still share the same geometry and 
potential surface(s). The harmonic vibrational frequency is given by: 
𝜈 =
1
2𝜋
�
𝑘
𝜇
                                                         (1.46) 
where k is the vibrational force constant, which is independent of the atomic masses of 
that molecule, and μ is the reduced mass which varies with different atomic masses. 
From equation (1.46) it is clear that isotopologues have different vibrational frequencies 
because of the difference in the μ values.  Replacing an atom with a heavier isotope leads 
to a decrease in the vibrational frequency since the frequency is inversely proportional to 
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the masses. The relation between the frequencies of two isotopologues is derived from 
equation (1.46) as: 
𝜈𝑖
𝜈
= �
𝜇
𝜇𝑖
= 𝜌                                                 (1.47) 
where the superscript “i” indicates the isotopologue with the less abundant isotope. The 
vibrational energy terms for a diatomic molecule are given as:34 
𝐺(v) = 𝜔𝑒 �v +
1
2
� − 𝜔𝑒𝑥𝑒 �v +
1
2
�
2
+ ⋯                                (1.48) 
𝐺𝑖(v) = 𝜌𝜔𝑒 �v +
1
2
� − 𝜌2𝜔𝑒𝑥𝑒 �v +
1
2
�
2
+ ⋯                         (1.49) 
where 𝜔𝑒 is the harmonic frequency term and 𝜔𝑒𝑥𝑒 is the first anharmonic term. The 
resulting isotope shifts are:  
Δ𝜈 = 𝐺(v) − 𝐺𝑖(v) = (1 − 𝜌)𝜔𝑒 �v +
1
2
� − (1 − 𝜌2)𝜔𝑒𝑥𝑒 �v +
1
2
�
2
+ ⋯   (150) 
From equation (1.50) the isotope shift increases with increasing vibrational 
quantum number, and the relation appears linear only at low quantum numbers, where 
the anharmonicity effect is small. At higher quantum numbers the anharmonicity term 
gets bigger and the isotope shift become nonlinear with respect to the vibrational 
quantum number. At some point the effect reverses and the isotope shift starts to decrease 
with increasing vibrational quantum number. 
Equation (1.50) can be used to approximate the isotope shifts in polyatomic 
molecules, when the individual vibrations are assumed to behave like the vibration of a 
diatomic molecule. Finally, an isotope shift appears only in vibrations that involve the 
motion of the replaced atom(s). For instance, the symmetric stretching vibrations of  
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C12 O2
+ and C13 O2
+ have the same frequency, because the isotopically replaced central 
carbon atom remains stationary when the molecule vibrates. 
1.3.3.1. The Teller-Redlich product rule 
The Teller-Redlich product rule provides a rigorous test for the assigned 
fundamental frequencies. For two isotopologues, the product of the fundamental 
frequency ratio of all vibrational modes of a molecule depends on the geometry and the 
atomic masses of that molecule. The general Teller-Redlich product rule formula is:35 
�
𝜔𝑘𝑖
𝜔𝑘
= �
𝐼𝑎𝑖 𝐼𝑏𝑖 𝐼𝑐𝑖
𝐼𝑎𝐼𝑏𝐼𝑐
�
1 2⁄
�
𝑀𝑖
𝑀
�
3 2⁄
𝑘=1
��
𝑚𝑗
𝑚𝑗𝑖
�
1 2⁄𝑁
𝑗=1
                            (1.51) 
where 𝜔𝑘 is harmonic frequency, 𝐼𝑎, 𝐼𝑏 , 𝐼𝑐 are the rotational moments of inertia about the 
a,b and c molecular axes (these axes are defined in section 1.4), M is the total mass of the 
molecule and mj is the mass of an individual atom. Parameters with the superscript “i” 
refer to the less abundant isotopologue.  Equation (1.51) is useful when all the harmonic 
frequencies of the studied isotopologues are known, but in most cases they are not. An 
alternative method groups all harmonic frequencies that belong to the same irreducible 
representation together. The formula is then:36 
�
𝜔𝑘𝑖
𝜔𝑘𝑘=1
= ��
𝐼𝑥𝑖
𝐼𝑥
�
𝛿𝑥
�
𝐼𝑦𝑖
𝐼𝑦
�
𝛿𝑦
�
𝐼𝑧𝑖
𝐼𝑧
�
𝛿𝑧
�
𝑀𝑖
𝑀
�
𝑇
�
𝑚1
𝑚1𝑖
�
𝛼
�
𝑚2
𝑚2𝑖
�
𝛽
… �
1 2⁄
            (1.52) 
where 𝐼𝑥, 𝐼𝑦, 𝐼𝑧 are the rotational moments of inertia about the x,y,z molecular axes, 
𝛿𝑥, 𝛿𝑦, 𝛿𝑧 can take the values 1 or 0 depending on whether the rotation about that axis 
has the same irreducible representation as the vibration(s), T is the number of translations 
that belong to the same irreducible representation as the vibration(s), mj is the mass of 
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one atom of a group of equivalent atoms that are exchangeable by symmetry operations, 
and α, β,… represent the number of vibrations for each group of atoms that contributes to 
the symmetry type considered. Constructing the formula (1.41) for the a′ vibrational 
modes in H2PO and D2PO is demonstrated here as an example. From the character table 
of the Cs point group only rotation about the z-axis has A′ symmetry, consequently 𝛿𝑧 =1 
and 𝛿𝑥 = 𝛿𝑦 = 0. Again, from the same character table, there are 2 translations that have 
A′ symmetry (translation in the x and y directions), and therefore T = 2. H2PO has 1 
group of equivalent atoms which consists the two hydrogen atoms. To find the exponent 
α, symmetry operations are applied on the three displacement vectors of one hydrogen 
atom. The identity operator will not affect the vectors and so the 𝜒𝑟𝑒𝑑(𝐸) = 3, while the 
plane of symmetry changes the sign of one axis and leaves the other two unchanged and 
𝜒𝑟𝑒𝑑(𝜎ℎ) = 1. Using the reduction formula:37 
𝑎𝑖 =
1
ℎ
�𝜒(𝑅)𝜒𝑖(𝑅)
𝑅
                                                      (1.53) 
the number of irreducible representations is 3 which is the value of the exponent α. 
Finally, the moments of inertia in equation (1.52) can be replaced by the corresponding 
rotational constants and the overall product rule for the a' vibrations of H2PO and D2PO 
will be:  
𝜔1𝑖𝜔2𝑖 𝜔3𝑖 𝜔4𝑖
𝜔1𝜔2𝜔3𝜔4
= ��
𝐵𝐻
𝐵𝐷
��
𝑀𝐷
𝑀𝐻
�
2
�
𝑚𝐻
𝑚𝐷
�
3
                                 (1.54) 
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1.4. Rotational energy levels 
Rotational spectroscopy studies the interaction between low frequency 
electromagnetic radiation and molecules which results in a change in the rotational 
quantum number. For any rotating object, the motion can be described as the sum of 
rotations around three orthogonal axes (a,b and c) where the common origin point is the 
center of the mass. These axes are labeled based on the magnitudes of the moments of 
inertia around these axes such that: 
𝐼𝑎 ≤ 𝐼𝑏 ≤ 𝐼𝑐                                                            (1.55) 
where Ia, Ib and Ic denote the moments of inertia around the a, b and c axes respectively. 
Molecules are classified into four categories according to the magnitude of the moments 
of inertia as:  
-  Linear molecules: which have zero moment of inertia around the INA, and equal 
moments of inertia around the other two perpendicular axes (𝐼𝑎 = 0, 𝐼𝑏 = 𝐼𝑐). 
- Symmetric tops: these molecules have a C3 or higher order principal axis of 
symmetry, and they have two equal moments of inertia. Molecules in this category 
are divided into two classes: oblate symmetric tops with 𝐼𝑎 = 𝐼𝑏 < 𝐼𝑐 and prolate 
symmetric tops with 𝐼𝑎 < 𝐼𝑏 = 𝐼𝑐 . 
- Asymmetric tops: the three moments of inertia are not equal (𝐼𝑎 ≠ 𝐼𝑏 ≠ 𝐼𝑐) 
- Spherical tops: the three moments of inertia are equal (𝐼𝑎 = 𝐼𝑏 = 𝐼𝑐). 
Group theory also can be used to make the above classifications depending on the 
symmetry of the molecules. Molecules that belong to the Oh, Td and Ih point groups are 
spherical tops, linear molecules are either D∞h or C∞v, symmetric tops have a Cn-axis  
with n ≥ 3, and the remaining molecules are asymmetric tops.   
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The general rotational Hamiltonian is given as:38,39 
H�R=A J�𝑎
 2+B J�𝑏
 2+C J�𝑐
 2                                            (1.56) 
where J�𝑎 , J�𝑏 and J�𝑐 are the angular momentum operators for the a, b and c molecular 
fixed rotational axes, and the coefficients A, B and C are the rotational constants which 
are defined as:40 
𝐴[𝐻𝑧] =
ℎ
8𝜋2𝐼𝑎
        𝐵[𝐻𝑧] =
ℎ
8𝜋2𝐼𝑏
       𝐶[𝐻𝑧] =
ℎ
8𝜋2𝐼𝑐
                    (1.57) 
The molecules studied in this dissertation are either linear molecules or asymmetric 
tops, and therefore, the rotational energy levels of these two types are discussed in more 
detail in the following sections. 
1.4.1. Diatomic and linear molecules 
The moment of inertia about the internuclear axis of a linear molecule (Ia) is zero, 
and the moments inertia about the other two perpendicular axes are equal (Ib= Ic). Thus 
the rotational Hamiltonian for a rigid molecule derived from equation (1.56) is:  
𝐻�𝑅=B J�
 2                                                                  (1.58) 
The eigenvalues obtained from the solution of the Schrodinger equation for the rigid 
rotor problem, when there is no net spin or orbital angular momenta, are: 
EJ = BJ (J+1)        J=0,1,2,…                                           (1.59) 
The total Hamiltonian for a rotating molecule when spin and orbital angular 
momenta, along with the centrifugal distortion effect, are considered (neglecting nuclear 
hyperfine interactions) can be written as: 
𝐻� = 𝐻�𝑅 + 𝐻�𝑆𝑂 + 𝐻�𝑆𝑅 + 𝐻�𝑆𝑆 + 𝐻�𝐶𝐷 + 𝐻�𝐿𝐷                                   (1.60) 
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where 𝐻�𝑅 is the operator for molecular end-over-end rotation, 𝐻�𝑆𝑂 is the spin-orbit 
coupling, 𝐻�𝑆𝑅 is the spin-rotation coupling, 𝐻�𝑆𝑆 is the spin-spin coupling, 𝐻�𝐶𝐷 is the 
centrifugal distortion, and 𝐻�𝐿𝐷 is the Λ-doubling. Using the angular momentum operators 
defined in Table (1.1), the first four terms in equation (1.60) can be rewritten as:  
𝐻� = 𝐵(J� − 𝐿� − ?̂?)2 + 𝐴𝐿� • ?̂? + 𝛾�J� − ?̂?�?̂? +
2
3
 𝜆�3?̂?z2 − ?̂?z�              (1.61) 
where 𝐻�𝑅 = 𝐵𝑅�2. Using the algebraic vector operator relation:41 
?̂? • 𝐵� = ?̂?z𝐵�z +
1
2
�?̂?+𝐵�− + ?̂?−𝐵�+�                             (1.62) 
equation (1.61) can be expanded to get rid of the dot products and rewritten in terms of 
vector operators with known eigenvalues, listed in Table (1.2), as: 
𝐻� = 𝐵[J�2 + 𝐿�2 + ?̂?2                                                                                              
−2J�𝑧𝐿�𝑧 − (J�+𝐿�− + J�−𝐿�+)                                                                           
−2J�𝑧?̂?𝑧 − (J�+?̂?− + J�−?̂?+)                                                                            
−2𝐿�𝑧?̂?𝑧 − (𝐿�+?̂?− + 𝐿�−?̂?+)]                                                                         
+𝐴[𝐿�𝑧?̂?𝑧 +
1
2
(𝐿�+?̂?− + 𝐿�−?̂?+)]                                                                    
+𝛾[J�𝑧?̂?𝑧 +
1
2
�J�+?̂?− + J�−?̂?+� − ?̂?2]                                                           
+
2
3
𝜆�3?̂?𝑧2 − ?̂?2�                                                                               (1.63) 
where B is the rotational constant, A is the spin-orbit constant, λ is the spin-spin coupling 
constant and D is the centrifugal distortion constant. Selection of the terms that will be 
involved in the total Hamiltonian depends on the system. As an example, when the 
multiplicity is singlet (Σ = 0) then  𝐻�𝑆𝑂 and 𝐻�𝑆𝑅 are eliminated from the total 
Hamiltonian, while for Σ electronic states (Λ= 0) 𝐻�𝑆𝑂 and 𝐻�𝐿𝐷 are not included.   In order  
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Table (1.1): Angular momentum vectors and their quantum numbers for a linear 
molecule. 
Angular momentum Angular momentum Component of the angular 
momentum vector on the 
INA 
Vector/ 
Operator 
Quantum 
number vector 
Quantum 
number 
Electronic orbital L 𝐿� L Λ Λ 
Electron spin S ?̂? S Σ Σ 
Nuclear rotation R 𝑅� R zero  
Nuclear spin I 𝐼 I   
Sum of L and R  N=L+R 𝑁� N   
Total  
(excluding the nuclear spin) 
J=L+S+R 
J=N+S 
J� 
J Ω=Λ+Σ Ω 
Total + nuclear spin F=J+I 𝐹� F   
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Table (1.2): Matrix elements of the angular momentum operators and their values. 
Matrix element Eigenvalue a 
�J,Ω�J� 2�J,Ω� J(J+1) 
�J,Ω�J�z�J,Ω� Ω 
�J,Ω -1�J�+�J,Ω� �J(J+1)-Ω(Ω-1) 
�J,Ω +1�J�-�J,Ω� �J(J+1)-Ω(Ω+1) 
�J,Ω�J�+�J,Ω -1� 0 
�J,Ω�J�-�J,Ω +1� 0 
  
�L,Λ�𝐿�2�L,Λ� L(L+1) 
�L,Λ�𝐿�z�L,Λ� Λ 
�L,Λ -1�𝐿�-�L,Λ� �L(L+1)-Λ(Λ-1) 
�L,Λ +1�𝐿�+�L,Λ� �L(L+1)-Λ(Λ+1) 
�L,Λ�𝐿�+�L,Λ +1� 0 
�L,Λ�𝐿�-�L,Λ -1� 0 
  
�S,Σ�?̂?2�S,Σ� S(S+1) 
�S,Σ�?̂?z�S,Σ� Σ 
�S,Σ -1�?̂?-�S,Σ� �S(S+1)-Σ(Σ-1) 
�S,Σ +1�?̂?+�S,Σ� �S(S+1)-Σ(Σ+1) 
�S,Σ �?̂?+�S,Σ +1� 0 
�S,Σ �?̂?-�S,Σ -1� 0 
 
a Represented in multiples of ℏ. 
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to determine the rotational energy levels, first the Hamiltonian is formulated from 
equation (1.60) in terms of the various angular momenta and then a suitable basis set that 
describes the system is selected. Finally, the matrix representation of the Hamiltonian is 
constructed and diagonalized to obtain the energy eigenvalues and wavefunctions. 
1.4.1.1. Choice of the basis set (Hund’s coupling cases) 
The angular momenta in linear molecules may couple together in a variety of ways, 
or cases, giving the total angular momentum (J). These cases were first discussed by 
Friedrich Hund42-44 who proposed five ideal angular momentum coupling cases. 
Molecules do not necessarily fit exactly into these ideal cases, but they still represent 
good approximations to the true states and help to understand the pattern of rotational 
energy levels and eventually the resulting spectra. Hund’s cases are classified depending 
on the strength of the various couplings between the angular momentum vectors. 
Couplings with large and substantial magnitude may occur between any two of the L, S, 
R and N vectors.  Here we shall discuss only the two relevant coupling cases. 
1.4.1.1.1. Hund’s case (a) 
Hund’s case (a) is illustrated in the vector diagram in Figure (1.11). The orbital angular 
momentum L is strongly coupled to the internuclear axis (INA), and the  electron spin 
(S) is strongly coupled to L by spin-orbit coupling. Both the L and S vectors precess 
rapidly about the axis of symmetry (the INA) so that their projections on the INA (Λ and 
Σ respectively) are constant. The sum of the L and S components along the INA is well-
defined and denoted as Ω. The vector Ω adds to the end-over-end molecular rotation 
angular momentum (R) yielding the total angular momentum J (excluding the nuclear 
spin).  The  angular   momenta   Ω   and   R   hence   precess   about   the   total  angular  
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Figure (1.11): Vector diagram of Hund’s case (a) (upper) and case (b) (lower). In case (a) 
L and S precess rapidly around the INA, while in case (b) precession of R around N is 
faster than the precession of L and S about J. 
L 
S 
Σ Λ 
R 
J 
Λ 
R 
N 
S 
J 
Ω 
40 
 
momentum vector (J) which is fixed in space.45-47 Hund’s case (a) is the best choice to 
represent real systems with AΛ≫BJ. 
For a given multiplet term and as a result of the strong L and  S coupling, the 
energy level pattern is associated with a set of 2S+1 substates48 characterized by their Ω 
values which range between |Λ| + S and |Λ| − S. The rotational energy levels are given 
by:49 
𝐸(J,Ω) = 𝐵�J(J + 1) − Ω2� + 𝐴Ω2                                      (1.64) 
Since A is relatively large and the AΩ2 quantity represents the electronic energy, this term 
can be omitted and the rotational energy levels for each Ω-substate written as: 
𝐸(J,Ω) = 𝐵�J(J + 1) − Ω2�                                            (1.65) 
The total angular momentum J naturally cannot be less than its component on the INA 
(Ω) and so levels with J < Ω do not exist and J can take only the values Ω, Ω+1, Ω+2,… . 
Figure (1.12) illustrates the Ω-substates and the possible values that J can take. Hund’s 
case (a) can be defined in terms of its good quantum numbers, the wavefunction can be 
written in ket notation as  |Λ  , 𝑆, Σ,J〉,48 and the rotational operator describing Hund’s case 
(a) is: 
𝐻�𝑟𝑜𝑡 = 𝐵𝑅�2 = 𝐵[J� − 𝐿� − ?̂?]2                                             (1.66) 
1.4.1.1.2. Hund’s case (b) 
When Λ = 0 and S ≠ 0, then the electron spin (S) is no longer coupled to the INA, 
and therefore Σ is not defined, as a result of the vanishing  spin-orbit  coupling.  In some 
cases when Λ≠ 0, S is still not coupled to the INA due to very weak spin-orbit  coupling. 
For these cases Hund’s case (b) is considered to be the best approximation. In this case Λ   
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Figure (1.12): Schematic diagram of rotational energy levels of 2Π and 3Δ states. The 
dashed energy levels represent energy levels that do not exist where J < Ω. 
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(when Λ≠ 0) is coupled to the end-over-end molecular rotation angular momentum (R) 
by a weak magnetic field generated by the end-over-end rotation forming a resultant 
angular momentum (denoted N) with quantum numbers: 
N = Λ,Λ + 1,Λ + 2, …                                                 (1.67) 
N in turn is coupled to S forming the total angular momentum vector J which takes the 
quantum numbers: 
J = 𝑁 + 𝑆,𝑁 + 𝑆 − 1, … , |𝑁 − 𝑆|                                        (1.68) 
The couplings in Hund’s case (b) are illustrated in the vector diagram in Figure (1.11), 
and the basis functions in this coupling case are written in terms of new quantum 
numbers as  |Λ ,𝑆,𝑁,J〉 where Ω and Σ are no longer defined. The rotational operator 
describing Hund’s case (b) is: 
𝐻�𝑟𝑜𝑡 = 𝐵[J� − ?̂?]2 = 𝐵𝑁�2                                            (1.69) 
1.4.1.2. The Hamiltonian of a  1Σ state  
The Hamiltonian and the energy level pattern for a 1Σ electronic state are the 
simplest since there is no contribution from either the electron spin or the orbital angular 
momentum (Λ= 0 and S= 0). The total angular momentum is exclusively the rotational 
angular momentum for the end-over-end tumbling of the rotating molecule and all terms 
in the total Hamiltonian (equation (1.60)) that include L and S are zero. The Hamiltonian 
is reduced to: 
𝐻� = 𝐻�𝑅 + 𝐻�𝐶𝐷 = 𝐵J�
 2 − 𝐷J� 4                                           (1.70) 
 
and the rotational energy terms are written as:  
𝐸J = 𝐵J(J+1) − DJ 2(J + 1)2                                          (1.71) 
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1.4.1.3. The Hamiltonian of a  2Σ state  
The first excited state of N2O+ (A�2Σ) is an example of the Hund’s case (b) coupling 
scheme shown in Figure (1.11). The absence of orbital angular momentum (Λ= 0) 
excludes all terms that include the orbital angular momentum L. Since there is only one 
unpaired electron, the spin-spin coupling term is also neglected. The rotational 
Hamiltonian for this state derived from equation (1.60) for a rigid linear molecule is: 
𝐻� = 𝐻�𝑅 + 𝐻�𝑆𝑅                                                          (1.72) 
Equation (1.72) can be expanded in terms of the angular momentum operators with 
known matrix elements and equation (1.61) is reduced to:50 
𝐻� = 𝐵�J� − S��
2
+ 𝛾�J� − S��S�                                                 (1.73)  
Further expansion yields:  
H�=B �J� 2+ S� 2 − 2J�zS�z� − �B −
γ
2
� �J�+S�-+J�-S�+� + γ [J�zS�z − S�
2]                 (1.74) 
where B is the rotational constant and γ is the spin-rotation coupling parameter. The first 
and last terms in equation (1.74) contribute to the diagonal matrix elements while the 
second term give rise to off-diagonal elements since it contains ladder operators. Using 
Hund’s case (b) basis functions |J, Ω = ±1/2〉|S=1/2, Σ=±1/2〉, the diagonal matrix elements 
are: 
𝐵(J +
1
2
)2 −
𝛾
2
                                                    (1.75) 
 
 
and the off-diagonal elements are: 
−�𝐵 −
𝛾
2
� �J +
1
2
�                                                (1.76) 
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Adding the centrifugal distortion term, which is simply the square of the rotational 
Hamiltonian and replacing B by −D, and diagonalizing the Hamiltonian matrix using a 
Wang transformation51 results in two solutions expressed in terms of N as:     
𝐸(𝐹1) = 𝐵𝑁(𝑁 + 1) +
𝛾
2
𝑁 − 𝐷𝑁2(𝑁 + 1)2                  (for 𝑁 = J −
1
2
)              (1.77) 
𝐸(𝐹2) = 𝐵𝑁(𝑁 + 1) −
𝛾
2
(𝑁 + 1) − 𝐷𝑁2(𝑁 + 1)2       (for 𝑁 = J +
1
2
)             (1.78) 
where N = J − 1/2 for the F1 energy levels and N = J + 1/2 for the F2 energy levels. From 
these results, the rotational energy levels in a 2Σ state consist of doublets, except for the 
level with N = 0 (J cannot be negative) as presented in Figure (1.13). 
1.4.1.4. The Hamiltonian of a  1Π state 
The first excited state for AlCCH is a good example of this case where all the 
electrons are paired up and the total electron spin is zero, while the quantum number of 
the component of the orbital angular momentum on the internuclear axis (Λ) takes the 
values of  ±1. Therefore, all terms in the total Hamiltonian that include the electron spin 
are omitted and equation (1.61) can be written as: 
 𝐻� = 𝐵(J� − 𝐿�)2                                                          (1.79) 
Expanding equation (1.79) using the vector operators listed in Tables (1.1) and (1.2) 
results in: 
    𝐻� = 𝐵(J� 2 + 𝐿�z 2 − 2J�z𝐿�z)                                                 (1.80) 
Operating with this Hamiltonian on the basis functions  |J,Λ = ±1 〉 results in the 
diagonal matrix element:  
�JΛ�𝐻��JΛ� = 𝐵[J(J + 1) − 1]                                             (1.81) 
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Figure (1.13): Schematic diagram for the lower energy levels of a 2Σ+ and 2Π electronic 
levels of N2O+. The spin-rotation splittings in the upper state and the Λ−doubling 
splitting in the lower state has been greatly exaggerated. The Λ−doubling splittings in the 
2Π3/2 component are actually much smaller than those in the 2Π1/2 component. 
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Including the centrifugal distortion term yields: 
𝐸J = 𝐵[J(J + 1) − 1] − 𝐷[J(J + 1) − 1]2                                  (1.82) 
Each energy level obtained from equation (1.82) is doubly degenerate due to the fact that 
Λ can take the values ±1. 
The ideal Hund’s cases (a) and (b) ignore the interaction between the molecular 
rotation (R) and the orbital angular momentum (L) in electronic states where Λ≠ 0. At 
high rotational speeds, this interaction becomes significant and lifts the degeneracy from 
the two energy levels associated with the same J quantum number.52 This effect is called 
Λ−doubling and the splitting of the degenerate levels increases with increasing rotational 
speed which occurs with increasing J quantum number. 
Considering Hund’s case (a), the Λ−doubling effect in a 2S+1Π state (Λ= ±1) can be 
treated by an effective operator proposed by Brown and Merer that takes the form:53 
𝐻�𝐿𝐷 =
1
2
 (𝑜 + 𝑝 + 𝑞)�?̂?+2 + ?̂?−2� 
−
1
2
(𝑝 + 2𝑞)�J�+?̂?+ + J�−?̂?−�                                               
+
𝑞
2
(J�+
 2 + J�−
 2)                                                            (1.83) 
where o, p and q are  Λ−doubling parameters. The first term in equation (1.83) applies 
for triplet or higher states (2S+1 ≥ 3) while the second applies for doublet states or 
higher. Using the Hund’s case (a) basis set |Λ,𝑆, Σ,J, Ω〉 this operator only gives rise to 
off-diagonal matrix elements, since only ladder operators are present (equation 1.83) and 
the matrix elements are:53 
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�∓1, Σ ± 2,J,Ω�𝐻�𝐿𝐷�±1, Σ,J,Ω� = 
1
2
 (𝑜 + 𝑝 + 𝑞)�[𝑆(𝑆 + 1) − Σ(Σ ± 1)][𝑆(𝑆 + 1) − (Σ ± 1)(Σ ± 2)]       (1.84) 
�∓1, Σ ± 1,J,Ω∓ 1�𝐻�𝐿𝐷�±1, Σ,J,Ω� = 
−
1
2
 (𝑝 + 2𝑞)�[𝑆(𝑆 + 1) − Σ(Σ ± 1)][J(J + 1) − Ω(Ω∓ 1)]       (1.85) 
�∓1, Σ,J,Ω∓ 2�𝐻�𝐿𝐷�±1, Σ,J,Ω� = 
𝑞
2
 �[J(J + 1) − Ω(Ω∓ 1)][J(J + 1) − (Ω∓ 1)(Ω∓ 2)]       (1.86) 
Considering a 1Π state where Σ= 0 in both basis functions, only the last matrix element 
survives and the resulting matrix element is:   
�Λ = 1, J�𝐻�𝐿𝐷�Λ = −1, J� =  
𝑞
2
J(J + 1)                                   (1.87) 
Constructing the 2 × 2 Hamiltonian matrix using the results from equation (1.82) 
for the diagonal matrix elements and from equation (1.87) for the off-diagonal matrix 
elements and then diagonalizing this matrix results in two energy terms describing the 
corresponding Λ-doubling effect. The energy terms are: 
𝐸1 = 𝐵[J(J + 1) − 1] − 𝐷[J(J + 1) − 1]2 +
𝑞
2
 J(J + 1)                      (1.88) 
𝐸2 = 𝐵[J(J + 1) − 1] − 𝐷[J(J + 1) − 1]2 −
𝑞
2
 J(J + 1)                      (1.89) 
and the Λ-doubling splitting is 𝑞 J(J + 1) which increases with increasing J. 
1.4.1.5. The Hamiltonian for a  2Π state 
The 2Π state, as in the case of the ground state of N2O+, is a good example of 
Hund’s case (a) that exhibits a large spin-orbit coupling. In such states, all terms in 
equation (1.60) must be considered except the spin-spin coupling since there is only one 
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unpaired electron. Furthermore, terms that include the 𝐿�+ and 𝐿�− ladder operators vanish 
because they cannot couple basis functions with Λ= ±1. Thus, equation (1.63) is reduced 
to: 
𝐻� = 𝐵[J� 2 + 𝐿�2 + ?̂?2 − 2J�𝑧𝐿�𝑧 − 2J�𝑧?̂?𝑧 − 2𝐿�𝑧?̂?𝑧]                                               
−(𝐵 −
𝛾
2
)�J�+S�−+J�−S�+�                                                                                    
+𝐴�𝐿�𝑧?̂?𝑧�                                                                                                              
+𝛾�J�𝑧?̂?𝑧 − ?̂?2�                                                                                       (1.90) 
In a 2Π state Λ= ±1 and Σ= ±1/2, hence the Ω quantum number can take on the 
values ±3/2 and ±1/2 meaning that four rotational energy levels are associated with each J 
quantum number  (except when J = 1/2, then Ω is only associated with the values ±1/2). In 
order to solve for the rotational energies, a 4 × 4 Hamiltonian matrix is constructed by 
applying the operator in equation (1.90) on the Hund’s case (a) basis functions. The first, 
third and last terms in equation (1.90) contribute to the diagonal elements and couple the 
basis functions with the same Ω value, with diagonal matrix elements:  
�Λ = ±1,J,Ω = ±
3
2
, 𝑆, Σ = ±
1
2
�𝐻��Λ = ±1,J,Ω = ±
3
2
, 𝑆, Σ = ±
1
2
� = 
1
2
 𝐴 + 𝐵 ��J +
1
2
�
2
− 2�              (1.91) 
 
�Λ = ±1,J,Ω = ±
1
2
, 𝑆, Σ = ∓
1
2
�𝐻��Λ = ±1,J,Ω = ±
1
2
, 𝑆, Σ = ∓
1
2
� = 
−
1
2
 𝐴 − 𝛾 + 𝐵 �J +
1
2
�
2
             (1.92) 
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The second term that contains the raising and lowering operators yields only off-diagonal 
matrix elements. The J�± and S�± operators couple basis functions with Ω= ±3/2 to those 
with Ω= ±1/2 and the matrix element is: 
�Λ = ±1,J,Ω = ±
3
2
, 𝑆, Σ = ±
1
2
�𝐻��Λ = ±1,J,Ω = ±
1
2
, 𝑆, Σ = ∓
1
2
� = 
−�𝐵 −
1
2
𝛾���J +
1
2
�
2
− 1               (1.93) 
Table (1.3) shows the resulting Hamiltonian matrix. The two solutions, obtained by 
diagonalizing the matrix, are: 
             𝐸 = 𝐵 ��J +
1
2
�
2
− 1� −
1
2
𝛾 
±
1
2
�(𝐴 − 2𝐵 + 𝛾)2 + 4 �𝐵 −
1
2
𝛾�
2
��J +
1
2
�
2
− 1�                                 (1.94) 
These solutions can be simplified using the good approximation 𝐴 ≫ 𝛾, and the resulting 
equation is called the Hill and Van Vleck equation:54 
𝐸 = 𝐵 ��J +
1
2
�
2
− 1� ±
1
2
�𝐴(𝐴 − 4𝐵) + 4𝐵2 �J +
1
2
�
2
                          (1.95) 
The effect of the centrifugal distortion can be obtained by constructing a 4×4 matrix 
using the centrifugal distortion Hamiltonian 𝐻�𝐶𝐷 which is simply 𝑅�4 multiplied by −D 
as:  
𝐻�𝐶𝐷 = −𝐷(𝑅�2)2 = −𝐷(J� − 𝐿� − ?̂?)4                                   (1.96) 
The resulting matrix is equivalent to the 𝐻�𝑅 multiplied by itself with B replaced by −D. 
and the centrifugal distortion matrix is presented in Table (1.4). 
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The doubly degenerate rotational levels in a 2Π state will also split as a result of the 
Λ-doubling effect as shown in Figure (1.13). The spacing between the split levels will 
increase with J in the same way as in 1Π states. The Λ-doubling Hamiltonian for a 2Π 
state derived from equation (1.83) is: 
𝐻�𝐿𝐷 = −
1
2
(𝑝 + 2𝑞)�J�+?̂?+ + J�−?̂?−� +
𝑞
2
(J�+
 2 + J�−
 2)                        (1.97) 
The Λ-doubling operator couples the basis functions giving rise to two types of off-
diagonal matrix elements obtained from equations (1.85) and (1.86) as: 
�∓1, Σ ± 1,J,Ω∓ 1�𝐻�𝐿𝐷�±1, Σ,J,Ω� = −
1
2
 (𝑝 + 2𝑞) �J +
1
2
�                     (1.98) 
�∓1, Σ,J,Ω∓ 2�𝐻�𝐿𝐷�±1, Σ,J,Ω� =
𝑞
2
�J +
1
2
����J +
1
2
�
2
− 1�                   (1.99) 
The overall matrix representation of the 2Π state including molecular rotation, spin-
orbit, centrifugal distortion and the Λ-doubling terms is the sum of the three matrices and 
the resulting matrix is presented in Table (1.5). This matrix is symmetric about the 
diagonals and therefore can be partially diagonalized using the Wang similarity 
transformation51 
𝑊−1𝐻�𝑊 = 𝐸′                                                        (1.100) 
where 𝑊 is the Wang matrix, 𝐻� is the Hamiltonian matrix and 𝐸′ is the resulting partially 
diagonalized matrix (block diagonal matrix) as presented in Table (1.6).  The final 
conclusion can be made that the four energy levels associated with the same J quantum 
number in a 2Π state are split twice, the first is due to the spin-orbit coupling which splits 
levels of different Ω values, and the second is by the Λ-doubling effect as shown in 
Figure (1.13). 
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Table (1.5): Matrix representation of the 2Π state total Hamiltonian including the spin-
orbit coupling, Λ-doubling interaction and the centrifugal distortion. 
 |Ω  =  3 2⁄ 〉 |Ω  =  1 2⁄ 〉 |Ω  = − 1 2⁄ 〉 |Ω  =  −3 2⁄ 〉 
〈Ω  =  3 2⁄ | A B D 0 
〈Ω  =  1 2⁄ | B C E D 
〈Ω  =  −1 2⁄ | D E C B 
〈Ω  =  −3 2⁄ | 0 D B A 
 
A =
1
2
𝐴 + 𝐵 ��J +
1
2
�
2
− 2� − 𝐷 ���𝐽 +
1
2
�
2
− 2�
2
+ �J +
1
2
�
2
− 1� 
B = −𝐵 ��J +
1
2
�
2
− 1� + 2𝐷 ��J +
1
2
�
2
− 1�
3 2⁄
 
C = −
1
2
𝐴 + 𝐵 �J +
1
2
�
2
− 𝐷 ���J +
1
2
�
2
− 1�
2
+ �J +
1
2
�
4
� 
D =
𝑞
2
�J +
1
2
���J +
1
2
�
2
− 1 
E = −
1
2
 (𝑝 + 2𝑞) �J +
1
2
� 
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Table (1.6): Partially diagonalized Hamiltonian Matrix using the Wang transformation. 
 |Ω  =  3 2⁄ 〉 |Ω  =  1 2⁄ 〉 |Ω  = − 1 2⁄ 〉 |Ω  =  −3 2⁄ 〉 
〈Ω  =  3 2⁄ | A B+D 0 0 
〈Ω  =  1 2⁄ | B+D C+E 0 0 
〈Ω  =  −1 2⁄ | 0 0 C+E B+D 
〈Ω  =  −3 2⁄ | 0 0 B+D A 
 
A =
1
2
𝐴 + 𝐵 ��J +
1
2
�
2
− 2� − 𝐷 ���𝐽 +
1
2
�
2
− 2�
2
+ �J +
1
2
�
2
− 1� 
B = −𝐵 ��J +
1
2
�
2
− 1� + 2𝐷 ��J +
1
2
�
2
− 1�
3 2⁄
 
C = −
1
2
𝐴 + 𝐵 �J +
1
2
�
2
− 𝐷 ���J +
1
2
�
2
− 1�
2
+ �J +
1
2
�
4
� 
D =
𝑞
2
�J +
1
2
���J +
1
2
�
2
− 1 
E = −
1
2
 (𝑝 + 2𝑞) �J +
1
2
� 
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1.4.2. Asymmetric tops 
An asymmetric top is a rotor that has three unequal principal moments of inertia. 
The rotational Hamiltonian operator for a rigid asymmetric top is:  
𝐻�𝑅 =
J�𝑎
 2
2𝐼𝑎
+
J�𝑏
 2
2𝐼𝑏
+
J�𝑐
 2
2𝐼𝑐
                                                  (1.101) 
where J�𝑎, J�𝑏 and J�𝑐 are the angular momentum operators for rotation about the a, b and c 
molecular fixed axes. The Schrodinger equation for the asymmetric top cannot be solved 
analytically but numerical solutions can be obtained by constructing a Hamiltonian 
matrix using the symmetric top basis functions |J ,  𝐾〉 where J represents the total angular 
momentum quantum number and K is the quantum number associated with the total 
angular momentum component along the molecular fixed z-axis and takes the values 
J, J −1, …,− J. Changing the form of the terms in equation (1.101) as: 
𝐴 =
1
2𝐼𝑎
            𝐵 =
1
2𝐼𝑏
             𝐶 =
1
2𝐼𝑐
                                  (1.102) 
and rewriting the Hamiltonian to include the total angular momentum operator (J�) using 
the relation J�𝑥
 2 + J�𝑦
 2 + J�𝑧
 2 = J� 2 as:55 
𝐻�𝑅 = �
𝐴 + 𝐵
2
� J� 2 + �𝐶 −
𝐴 + 𝐵
2
� J�𝑐
 2  + �
𝐴 − 𝐵
2
� �J�+
 2 + J�−
 2�                   (1.103) 
where the A, B and C are the rotational constants and J�+ and J�− are rising and lowering 
operators and the eigenvalues for the operators in equation (1.103) are listed in          
Table (1.7). The first two terms in equation (1.103) couple basis functions with ΔJ = 0 
and     ΔK = 0,   while   the   last  term  couples  the  basis   functions   with   ΔJ = 0   and 
ΔK = ±2. Therefore, the non-vanishing matrix elements of the Hamiltonian matrix are on 
the  diagonal  (ΔK =  0)  and  those  with  ΔK = ±2.  Conservation of  angular momentum 
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 Table (1.7): Rotational angular momentum matrix elements for symmetric top basis 
functions and their eigenvalues. 
Matrix element Eigenvalue 
�J,K�J�2�J,K� ħJ(J+1) 
�J,K�J�𝑐
2�J,K� ħK2 
�J,K+2�J�−
2 �J,K� ℏ�(J− 𝐾)(J + 𝐾 + 1)(J− 𝐾 − 1)(J + 𝐾 + 2) 
�J,K− 2�J�+
 2�J,K� ℏ�(J + 𝐾)(J− 𝐾 + 1)(J + 𝐾 − 1)(J− 𝐾 + 2) 
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block diagonalizes the Hamiltonian matrix, grouping elements of the same J value  as 
illustrated in Table (1.8).  
The energy levels associated with each J quantum number can be obtained by 
diagonalizing the corresponding block in the Hamiltonian matrix resulting in 2J + 1 
solutions. For example when J = 1, the corresponding 3×3 matrix is: 
𝐻�𝑅(J = 1) =
⎣
⎢
⎢
⎢
⎡𝐴 +
1
2
(𝐵 + 𝐶) 0
1
2
(𝐵 − 𝐶)
0 𝐴 + 𝐵 0
1
2
(𝐵 − 𝐶) 0 𝐴 +
1
2
(𝐵 + 𝐶)⎦
⎥
⎥
⎥
⎤
                      (1.104) 
and diagonal form of this matrix is: 
𝐻�𝑅(J = 1) = �
𝐴 + 𝐶 0 0
0 𝐵 + 𝐶 0
0 0 𝐴 + 𝐵
�                                    (1.105) 
The energy levels corresponding to the three solutions are specified using the good 
quantum number J and the labels Ka (the value for the limiting prolate top)56 and Kc (the 
value for the limiting oblate symmetric top)57 in the form J𝐾𝑎,𝐾𝑐 .  The allowed values of 
Ka and Kc are: 
𝐾𝑎 = 0, 1, … , J                                                                                                  (1.106) 
𝐾𝑐 = J − 𝐾𝑎 or 𝐾𝑐 = J − 𝐾𝑎 + 1 for any given J and Ka values          (1.107) 
𝐾𝑐 = J            when    Ka = 0                                                                  (1.108) 
As a result, there are two energy levels associated with each given J and Ka value 
corresponding to the two possible Kc values, with  the exception when Ka = 0, Kc takes 
only one value. The splitting between the asymmetric top energy levels of the same J and 
Ka but different Kc is due to the deviation from a symmetric top and is therefore termed 
the   asymmetry   splitting.  The   asymmetry  splitting   increases  with  increasing  J  and 
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Table (1.8): A portion of the Hamiltonian matrix of a rotating asymmetric top in a  〈J,𝐾 | 
basis. 
J  0  1    2   
... 
 K 0 -1 0 1 -2 -1 0 1 2 
0 0 X          
 -1  X  Y       
1 0   X        
 1  Y  X       
 -2     X  Y    
 -1      X  Y   
2 0     Y  X  Y  
 1      Y  X   
 2       Y  X  
...          … 
 
𝑋 = �J,K�𝐻�𝑅�J,K� = �𝐴 −
1
2
(𝐵 + 𝐶)�𝐾2 +
1
2
(𝐵 + 𝐶)[J(J + 1)] 
𝑌 = �J,K�𝐻�𝑅�J,K±2�
=
(𝐵 − 𝐶)
4
�[J(J + 1) − 𝐾(𝐾 ± 1)][J(J + 1) − 𝐾(𝐾 ± 1)(𝐾 ± 2)] 
All other matrix elements have the value of zero. 
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decreases with increasing K value (Ka or Kc) until it vanishes at high K values and the 
system behaves like a symmetric top. 
In asymmetric top molecules with one unpaired electron, as in the case of H2PO 
radical, there is an interaction between the electron spin and the magnetic field produced 
by the charged particles in the rotating molecule. This interaction splits each asymmetric 
top energy level into two, similar to the spin splittings in a 2Σ state of a linear molecule. 
In the present case, the electron spin (S) is coupled to the total rotational angular 
momentum excluding the electron spin (N) and the result is two energy levels 
corresponding to the two possible J values ( J = N ± 1/2 ) with a  relatively small 
splitting.58 Figure (1.14) shows the splitting patterns in an asymmetric top including the 
effect of a single unpaired electron. 
The spin-rotation term is included in the total rotational Hamiltonian for an 
asymmetric top as: 
𝐻� = 𝐻�𝑅 + 𝐻�𝑆𝑅                                                       (1.109) 
where 𝐻�𝑅 is the rotational Hamiltonian as in equation (1.103) and 𝐻�𝑆𝑅 is the effective 
spin-rotation operator. 𝐻�𝑆𝑅 has been derived by Van Vleck as:59,60  
𝐻�𝑆𝑅 =
1
2
�𝜖𝛼𝛽�𝑁𝛼𝑆𝛽 + 𝑆𝛽𝑁𝛼�                                        (1.110)
𝛼,𝛽
 
where the 𝜖𝛼𝛽 are the spin-rotation parameters for asymmetric tops and α and β run 
separately   over   the   molecule-fixed   rotational   axes  a,  b  and  c.  The  spin-rotation 
interaction depends primarily on the 𝜖𝑎𝑎, 𝜖𝑏𝑏 and 𝜖𝑐𝑐 and to a lesser extent on the 
quantity (1/2|𝜖𝑎𝑏 + 𝜖𝑏𝑎|).  Practically, 𝜖𝑎𝑎  is  the largest  parameter  and 𝜖𝑏𝑏 and 𝜖𝑐𝑐  are 
necessary only if the spin-rotation splitting is resolvable at low Ka values. The magnitude  
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Figure (1.14): Schematic diagram of the energy levels of an asymmetric top having one 
unpaired electron. 
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of the spin-rotation splitting, neglecting the effect of 𝜖𝑏𝑏 and 𝜖𝑐𝑐, can be calculated using 
the formula:61 
𝐹2(𝑁,𝐾) − 𝐹1(𝑁,𝐾) =
−𝜖𝑎𝑎𝐾2
𝑁(𝑁 + 1)
�𝑁 +
1
2
�                                 (1.111) 
where F1 refers to the component with J = N +1/2 and F2 to that with J = N − 1/2 and K is 
either Ka or Kc, depending whether the molecule is a near prolate or near oblate 
symmetric top. From equation (1.111) the splitting increases quadratically with K and 
decreases with N as illustrated in Figure (1.14).  
1.5. Transitions and selection rules 
In general, a transition between two energy levels is allowed when the transition 
moment integral (Rlu) is greater than zero, otherwise the transition is termed forbidden. 
The transition moment integral which represents the strength of the transition takes the 
form: 
𝑅𝑙𝑢 = ∫𝜓𝑙∗?̂?𝜓𝑢𝑑𝜏                                             (1.112) 
where 𝜓𝑙 is the total wavefunction of the lower energy level, 𝜓𝑢 is the total wavefunction 
of the upper energy level and ?̂? is the transition moment operator. For simplicity, 
selection rules have been developed to show whether the integral is zero or not without 
going through the hardship of solving the integral.  
1.5.1. Electronic transition selection rules 
Electronic transitions occur when electron(s) are promoted from one molecular 
orbital to another. The electronic transition is allowed when the electronic transient 
moment integral is different from zero, as: 
𝑅𝑒 = ∫𝜓𝑒′′∗𝑀�𝜓𝑒′𝑑𝜏𝑒 ≠ 0                                         (1.113) 
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where 𝜓𝑒′  and 𝜓𝑒′′ are the upper and lower electronic state wavefunctions and 𝑀�  is the 
electronic transition dipole moment operator.  
The symmetry of the transition moment function (𝜓𝑒′′∗𝑀�𝜓𝑒′ ) is sufficient to 
determine whether the integral is zero or not. If the symmetry of this function transforms 
as the totally symmetric representation in the spatial point group of the molecule, then the 
integral is not necessarily zero and the transition is termed allowed. The transition 
moment operator (𝑀�) has components that transform as the translations in the x,y and z 
directions. Thus, if the direct product of the symmetries of the upper and lower states 
transform as the translations in the x,y or z directions, then the transition moment 
function is totally symmetric and the transition is allowed. As an example: considering 
the A�2A′-X�2A′ transition in H2PO, A′⊗A″ transforms as A″ which is the same as the 
irreducible representation of the translation in the z direction making the A�2A′-X� 2A′ 
electronic transition allowed with z-polarization. 
If the spin-orbit interaction is ignored (i.e. very weak), then the electronic 
wavefunction can be divided into electron-spin and electron-orbital components, and the 
total electronic wavefunction can be presented as: 
𝜓𝑒 = 𝜓𝑒
𝑠𝑝𝑖𝑛𝜓𝑒𝑜𝑟𝑏𝑖𝑡                                                          (1.114) 
and the transition moment integral can be written as  
𝑅𝑒 = �𝜓𝑒𝑜𝑟𝑏𝑖𝑡
′′∗𝑀�𝜓𝑒𝑜𝑟𝑏𝑖𝑡
′ 𝑑𝜏𝑜𝑟𝑏𝑖𝑡 �𝜓𝑒
𝑠𝑝𝑖𝑛′′∗𝜓𝑒
𝑠𝑝𝑖𝑛′ 𝑑𝜏𝑠𝑝𝑖𝑛                     (1.115) 
Consequently, if the transition involves a change in the spin then the second integral will 
be zero and the electronic transition will be forbidden. But, as spin-orbit coupling 
increases, transitions with ΔS ≠ 0 become more strongly allowed.  
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1.5.2. Vibrational transition selection rules 
Considering the Born-Oppenheimer approximation where the total wavefunction 
can be written as a product of the vibrational and electronic wavefunction, then 
vibrational transition(s) within the same electronic state have the transition moment 
integral as: 
𝑅𝑣 = �𝜓𝑣′′∗𝑅�𝑁𝜓𝑣′𝑑𝜏𝑁                                                 (1.116) 
where 𝑅�𝑁 is the vibrational transition moment operator and the integral is over the 
nuclear coordinates (𝜏𝑁). The vibrational transition is allowed when the integral is not 
zero. Since the transition moment operator has the same symmetry properties as the 
translations in the x, y and z directions, the transition is allowed if 𝜓𝑣′⊗ 𝜓′′ transforms as 
a translation.  
1.5.3. Vibronic transition selection rules 
Electronic transitions are accompanied by simultaneous vibrational transitions and 
such vibrational-electronic changes are termed vibronic transitions. Using the Born-
Oppenheimer approximation, in which the electronic wavefunction dependence on the 
nuclear coordinates is neglected, the vibronic wavefunction (𝜓𝑒𝑣) can be separated into 
electronic and vibrational components (𝜓𝑒𝑣 = 𝜓𝑒 𝜓𝑣 ). Similarly, the transition moment 
operator can be written as the sum of electronic and nuclear parts (?̂? = 𝑀� + 𝑅�𝑁), so that 
the transition moment integral in equation (1.112) can be written as: 
𝑅𝑒𝑣 = �𝜓𝑒′′∗𝜓𝑣′′∗�𝑀� + 𝑅�𝑁�𝜓𝑒′𝜓𝑣′𝑑𝜏                                                                                   
𝑅𝑒𝑣 = �𝜓𝑒′′∗𝑀�𝜓𝑒′∗𝑑𝜏𝑒 �𝜓𝑣′′∗𝜓𝑣′𝑑𝜏𝑁 + �𝜓𝑒′′∗𝜓𝑒′𝑑𝜏𝑒 �𝜓𝑣′′∗𝑅�𝑁𝜓𝑣′𝑑𝜏𝑁      (1.117) 
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Because electronic wavefunctions of different states are orthogonal, the third integral in 
equation (1.117) is zero and the transition moment integral remains as: 
𝑅𝑒𝑣 = �𝜓𝑒′′∗𝑀�𝜓𝑒′∗𝑑𝜏𝑒 �𝜓𝑣′′∗𝜓𝑣′𝑑𝜏𝑁 ≠ 0                                (1.118) 
The first integral is the electronic transition moment integral discussed in section (1.5.1) 
and the second integral is the vibrational overlap integral whose square is known as the 
Franck-Condon factor. Hence, the Franck-Condon factors determine the vibronic 
intensity profile of an electronic transition.  
Vibronic transitions from the totally symmetric lowest vibrational level in the 
ground state (v'' = 0) to the totally symmetric levels in the excited state are not limited       
(Δv = 0, ±1, ±2,…). However, transitions to non-totally symmetric levels only occur 
when there are even quantum number changes for the vibration (Δv = 0, ±2, ±4, …).62 
If the electronic and nuclear wavefunctions are not separable, then the vibronic 
transition moment integral must be written in terms of the vibronic wavefunctions as: 
𝑅𝑒𝑣 = �𝜓𝑒𝑣′′∗ ?̂? 𝜓𝑒𝑣′ 𝑑𝜏                                                     (1.119) 
Therefore, for a non-zero integral (allowed vibronic transition), the product of the 
vibronic species of the two states involved must contain the symmetry species of at least 
one component of the electric dipole moment. Although 𝜓𝑒𝑣 cannot be separated, the 
symmetry of the vibronic wavefunction can be obtained from the product 𝜓𝑒⊗ 𝜓𝑣.63,64 
These transitions are called vibronically induced transitions and give rise to the 
occurrence of normally forbidden transitions in spectra. An example of a vibronically 
induced transition is our observation of a cold band in the electronic spectrum of N2O+ 
terminating on one quantum of the bending vibration in the first excited state ((0,1,0)2Π– 
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(0,0,0)2Σ transition). This transition is forbidden by the general selection rules but 
appears strongly in the laser induced fluorescence spectrum of the nitrous oxide cation 
(see Figure (5.1)). 
1.5.3.1. Linear – bent vibronic transitions 
The vibronic transitions observed in the spectra of HBCl radial are quite 
complicated since these transitions take place between two electronic states of different 
geometries. Due to a large Renner-Teller effect, the bending potential curves in the 
doubly degenerate 2Π electronic state of the linear HBCl molecule are split into two 
components, as illustrated in Figure (1.15), the first A″ (denoted as V–) component has a 
minimum at the linear geometry (θ=180º), while the second A′ (denoted as V+) 
component has two minima at a bent geometry and a local maximum at θ =180º where 
the A″ and A′ curves are degenerate. The quadratic force constant for the V+ curve is 
negative while it is positive for V–, and therefore the Renner-Teller parameter calculated 
using equation (1.31) is larger than one (𝜖 > 1). 
Since the ground and excited states of HBCl are degenerate at linearity, the 
vibrational levels can be correlated to the vibrational levels of a 2Π state of the linear 
molecule. In other words, the vibrational levels of the 2Π state of the linear molecule will 
split into two groups, the first will form the vibrational levels of the ground A′ state and 
the second will form the vibrational levels of the excited A″ state for the HBCl molecule. 
An example of such a correlation diagram was presented in previous work on the HBF 
radical.65 
For the linear upper A� A2 '' Π state, K (=|±Λ±𝑙|) is a good quantum number to 
describe the vibrational energy  levels  and they are correlated to  the 2Π state  levels with  
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Figure (1.15): The bending potential curves of the A′ and the A″ components originating 
from a degenerate Π state at the linear geometry, split by a large Renner-Teller effect. 
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the same K value. For the bent lower X� A2 ' state, in order to satisfy the number of the 
normal modes (3N – 6), one of the degenerate bending vibrations of the linear molecule 
is transformed into a molecular rotation in the bent geometry. Thus, the vibrational 𝑙 
quantum number in the linear molecule is transformed into the rotational Ka quantum 
number of the bent molecule. As a result, the strong transitions between the X� A2 '  and 
A� A2 '' Π states have the selection rule:  
ΔK = ±1                                                    (1.120) 
where the K value in the ground state is the Ka quantum number. 
 Finally, due to the large change in the geometry, the LIF spectrum of HBCl is 
expected to exhibit a long bending progression where the most intense bands will occur 
for high upper state bending vibration quantum numbers. In this case, the Franck-Condon 
factor is very small for the transition between the lowest vibrational levels of the two 
states and gets increasingly larger for transitions to higher bending vibration quantum 
number upper levels.   
1.5.4. Rovibronic transition selection rules 
The term “rovibronic transition” indicates a simultaneous change in the rotational, 
vibrational and electronic states. Each vibronic transition consists of a band of rovibronic 
transitions (or lines) and the rotational structure of the vibronic transition is determined 
based on the orientation of the transition moment vector with respect to the molecular 
fixed axes, the total electronic symmetries of the ground and excited states, and the 
change in geometry upon excitation. 
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1.5.4.1. Linear - linear transitions 
For linear molecules of Hund’s cases (a) or (b), the vibronic transition selection 
rules derived to satisfy equation (1.118) are: 
ΔS= 0                                                                            (1.121) 
ΔΛ= 0, ±1      but not      Σ+→Σ-                                    (1.122) 
ΔΩ= ΔΛ   ,   ΔΣ= 0        for Hund's case(a) only          (1.123) 
ΔK= ΔΛ   ,   ΔP= ΔΩ                                                    (1.124) 
where the last selection rule is considered only when vibronic levels resulting from the 
Renner-Teller effect are involved.  Transitions with ΔΛ= 0 are allowed if the transition 
moment vector is along the INA, these transitions are called parallel transitions and are 
characterized by a weak Q branch. On the other hand, if the transition moment vector is 
perpendicular to the INA then transitions with ΔΛ= ±1 are allowed, called perpendicular 
transitions, and are characterized by a strong Q branch.66 
The rotational selection rules for allowed rovibronic transitions are: 
∆J = 0, ±1     but not    J'' = 0 →  J' = 0                                 (1.125) 
In addition, the parities of the lower and upper rotational levels have the following 
selection rules:67 
+ ↔ −,− ↔ +        but not        + ↔ +,− ↔ −                        (1.126) 
The parity is a label given to each rotational level based on whether the sign of the 
wavefunction of that level changes or remains unchanged when the symmetry operator 
(𝐸�∗) is applied.  This operator inverts all of the coordinates of the particles (electrons and 
nuclei) in the space fixed coordinates as:68 
𝐸�∗𝜓(𝑋𝑖,𝑌𝑖,𝑍𝑖) = 𝜓(−𝑋𝑖,−𝑌𝑖,−𝑍𝑖) = ±𝜓(𝑋𝑖,𝑌𝑖,𝑍𝑖)                      (1.127) 
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1.5.4.1.1. The rotational structure of 1Π−1Σ transitions 
The rotational profile of a 1Π − 1Σ transition can be very well understood when a  
schematic diagram of the lower rotational levels for both ground and excited electronic 
states is constructed, as that in Figure (1.16). The 1Π − 1Σ transition has a strong Q 
branch since the transition is perpendicular with ΔΛ= +1. The selection rules (1.125) and 
(1.126) hold and lead to vibronic transitions with three branches (P, Q and R branches) 
corresponding to the ΔJ = 0, ±1 selection rule. It is noteworthy that the 1Π state starts 
with J = 1, and so the P(1) and Q(0) transitions do not exist. Because of the parity 
selection rule, transitions of the R and P branches go to the lower Λ−doubling component 
of the 1Π state, while the Q branch transitions go to the upper Λ−doubling component 
(see Figure (1.16)). Therefore, line doublets are not expected in the spectrum, but instead 
the Q branch will appear slightly skewed when compared to the rotational structure of a 
1Σ − 1Σ electronic transition.  
1.5.4.1.2. The rotational structure of 2Π−2Π transitions 
The 1-0 and 2-0 bands of Cl2
+ are examples of 2Π − 2Π vibronic transitions. Both the 
ground and first excited states of Cl2
+ belong to Hund’s case (a) with a large spin-orbit 
interaction. The selection rule ΔΩ=ΔΛ=0 holds, and as a result, the 2Π−2Π band splits 
into two subbands (2Π1/2 − 2Π1/2 and 2Π3/2 − 2Π3/2) and each has rotational structure 
similar to that of a 1Π − 1Π transition.69 Considering the Λ−doubling, each level splits 
into two components as shown in Figure (1.17). Unlike spin-rotation effects, the 
splittings resulting from Λ−doubling increase quadratically with J (equation (1.87)). 
The ΔJ = 0, ±1 and + ↔ − selection rules apply, leading to six branches in each     
2Π − 2Π subband, which appear as three pairs (two P, two Q and two R branches), of  
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Figure (1.16): Schematic energy level diagram for the low energy rotational levels in a 
1Π − 1Σ+ transition. The parity pattern in the 1Π state is due to a negative Λ−doubling 
constant found for AlCCH, while the pattern for the ground state is unique for Σ+ states.  
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Figure (1.17): Schematic energy level diagram for the first lines of a 2Π3/2 − 2Π3/2  
subband. The 2Π1/2 − 2Π1/2 subband looks similar except the first rotational levels of both 
the ground and excited states have J = 1/2.  
 
2Π3/2 3.5 
2.5 
1.5 
J'' 
4.5 
3.5 
4.5 
2.5 
1.5 
J' 
– 
– 
– 
+ 
+ 
+ 
– 
+ 
+ 
+ 
+ 
– 
– 
– 
– 
+ 
 R
(1
.5
) 
    
Q
(1
.5
) 
    
P(
2.
5)
 
 
2Π3/2 
72 
 
which the Q branches are weak as a consequence of the parallel transition (ΔΛ = 0). The 
parity selection rule is the reason why there are only two lines for any given J ′ − J ′′ 
combination. Figure (1.17) illustrates the first lines of the six branches denoted by the 
vertical lines.  
If both ground and excited states have the same sign of the Λ−doubling constants, 
then the energy levels of both ground and excited states have a similar parity pattern. 
Therefore, the Λ−doubling will be more resolved in the Q branches than the R and P 
branches, since the line separation is due to the sum of the Λ−doubling splittings in the 
J ′ and J ′′  levels.  As a result of the nuclear statistical weights in a homonuclear 
molecule like Cl2
+, an alternation in the line intensities in a given branch is expected, with 
opposite effects in the two Λ−doublet components. If the Λ−doubling is unresolved, then 
the resultant branch appears with no intensity alternation. 
1.5.4.1.3. The rotational structure of 2Σ −2Π transitions 
The 00
0 band of N2O+ is an example of the 2Σ − 2Π transition. The 2Π ground state of 
N2O+ belongs to Hund’s case (a) with large spin-orbit interaction which splits the 
degenerate electronic state into two spin-orbit components. The Λ−doubling splits each 
rotational level into two components for each J value. The 2Σ+ excited state belongs to 
Hund’s case (b) where interactions between the electron spin and the molecular rotation 
(spin-rotation coupling) leads to a small splitting in the rotational levels. Figure (1.18) 
shows the three types of splitting (spin-orbit, spin-rotation and Λ-doubling) where the 
spin-orbit splitting is the largest and the other two are relatively small.   
The upper spin-rotation component in the excited state is given the F1 label and the 
lower component is given the F2 label. The F1 label is given to all rotational levels in the  
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Figure (1.18): Schematic energy level diagram for the first lines in a 2Σ − 2Π transition. 
The spin-rotation splitting in the upper state and the Λ−doubling splitting in the ground 
state have been exaggerated. 
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lower spin-orbit component (2Π3/2) of the ground state, while F2 is given to the upper 
spin-orbit component rotational levels (2Π1/2). Transitions are denoted as ΔNΔJF'F''. As 
illustrated in Figure (1.18), a total of six branches, of  comparable intensities, arise from 
each spin-orbit component,  satisfying the ΔJ = 0, ±1 and + ↔ − selection rules.70 The 
branches labeled pP11, qP21, qQ11, rQ21, rR11 and sR21 originate from the 2Π3/2 component 
of the ground state and the oP12, pP22, pQ12, qQ22, qR12 and rR22 branches stem from the 
2Π1/2 spin-orbit component. The first transition for each branch is represented by the 
dashed vertical lines in Figure (1.18). 
In order to determine the spin-rotation constant (𝛾) in the excited state, the method 
of combination differences can be used. The splittings due to the spin-rotation interaction 
are given by  𝛾(𝑁′ + 1
2
) 71 so that is the splitting increases linearly with N. Therefore, any 
of the following combination differences can be used to obtain the spin-rotation constant. 
𝑅12
𝑞 (𝑁′′) − 𝑄22
𝑞 (𝑁′′) = 𝛾 �𝑁′′ +
1
2
�                                (1.128) 
𝑄12
𝑝 (𝑁′′)− 𝑃22
𝑝 (𝑁′′) = 𝛾 �𝑁′′ −
1
2
�                                (1.129) 
𝑄11
𝑞 (𝑁′′)− 𝑃21
𝑞 (𝑁′′) = 𝛾 �𝑁′′ +
1
2
�                               (1.130) 
𝑅11𝑟 (𝑁′′) − 𝑄21𝑟 (𝑁′′) = 𝛾 �𝑁′′ +
3
2
�                               (1.131) 
Since there are no two transitions that share the same N'' quantum number and end 
in the same rotational level in the excited state, the Λ−doubling constant cannot be 
obtained using combination differences. Instead, the combination defect method72,73  
which examines the effect of Λ−doubling in two adjacent J'' levels of the same spin-orbit 
component is used. For 2Σ − 2Π transitions, the combination defects can be calculated by  
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� 𝑄11
𝑞 (J′′) − 𝑃11
𝑝 (J′′ + 1)� − � 𝑅11𝑟 (J′′) − 𝑄11
𝑞 (J′′ + 1)�                  (1.132) 
� 𝑄12
𝑝 (J′′) − 𝑃12𝑜 (J′′ + 1)� − � 𝑄22
𝑞 (J′′) − 𝑃22
𝑝 (J′′ + 1)�                  (1.133) 
The combination defects calculated using equations (1.132) and (1.133) measure the sum 
of the splitting (or the energy gaps) resulting from the Λ−doubling for two adjacent J 
levels. As shown in Figure (1.18), the combination defect calculated using equation 
(1.132) equals B – A. Non-zero combination defect indicates the presence of Λ−doubling 
and a larger defect signifies a large interaction between the molecular rotation and the 
orbital angular momentum. 
1.5.4.2. The rotational structure of an asymmetric top 
Unlike linear molecules, the transition dipole moment vector in asymmetric tops 
can have components along any of the three molecular fixed axes (a, b and c) and three 
types of transitions are allowed, depending on which components are not zero. If the 
transition dipole moment is entirely along the a-axis then the molecule is said to follow 
a-type transition selection rules, and so on. Often, the transition dipole moment is not in 
the direction of one principal axis leading to more than one transition type, and the 
magnitudes of the dipole moment components on the molecular fixed axes determine the 
intensity of each type. 
The general ΔJ = 0,±1 selection rule holds for asymmetric tops. In addition, 
selection rules for the Ka and Kc quantum labels must also be satisfied. The rotational 
selection rules for the three transition types are summarized in Table (1.9) and the 
resulting rotational branches are labeled as Δ𝑁𝐾𝑎′′
Δ𝐾𝑎 . Although transitions with ΔJ = 
0,±1 are  allowed,  it is  found that F1−F1 and F2−F2  transitions  are  predominant  while  
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Table(1.9): Transition selection rules for an asymmetric top. 
Band type ΔN ΔJ b ΔKa ΔKc 
a-typea 0, ±1 0, ±1 0,±2,±4,… ±1,±3,±5,… 
b-type 0, ±1 0, ±1 ±1,±3,±5,… ±1,±3,±5,… 
c-type 0, ±1 0, ±1 ±1,±3,±5,… 0, ±2,±4,… 
a Selection rules are from ref. 57. 
b Transition when J''= J' = 0 is forbidden. 
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F1−F2 and F2−F1 are much weaker. Figure (1.19) shows an example of a and c-type 
transitions for an asymmetric top when the spin-rotation is neglected (see Figure (1.14)).  
The 𝐵�2A′− 𝑋�2A′ electronic transition of the H2PO radical is allowed in the a and c 
directions corresponding to the x and y molecular fixed axes. Therefore, a- and c-type 
rovibronic transitions are allowed. The transition dipole moment lies in the ac-plane with 
a small component on the c-axis, making the c-type transitions weaker than the a-type 
transitions. Although weak, the c-type transitions have very useful information for the 
rotational analysis of the radical since the rotational lines are better resolved and there is 
little line overlap, unlike the a-type band where all transitions with ΔKa= 0 are 
overlapped at the experimental spectral resolution.  
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Figure (1.19): Schematic energy level diagram of near-prolate top neglecting the spin-
rotation. The labels represented the quantum numbers for each level as JKaKc and J
KaKc 
for the lower and upper asymmetry components. The vertical (dashed) lines represented 
the three a-type transitions and the tilted (dotted) lines represented 4 out of 6 possible    
c-type transitions. 
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CHAPTER 2. EXPERIMENTAL DETAILS 
2.1. Introduction 
All of the reaction intermediates studied in this dissertation were produced with a 
pulsed electric discharge technique1-3 and studied by laser-induced fluorescence 
spectroscopy. A schematic diagram of the experimental setup is shown in Figure (2.1). In 
general, the precursor gas mixture was injected into the vacuum chamber through the 
orifice of a pulsed molecular beam valve. A pulsed electric discharge was initiated at the 
appropriate time between two stainless steel ring electrodes mounted along the path of 
the expanding gases and the transient molecules produced in the discharge were cooled 
by the subsequent supersonic expansion. The molecules of interest were then interrogated 
with a collimated tunable laser beam and the resulting laser induced fluorescence (LIF) 
was detected using a photomultiplier tube (PMT). The signal from the photomultiplier 
was sampled using gated integrators and digitized and displayed on the data acquisition 
computer. 
Three spectroscopic techniques were used to study the reactive intermediates. 
Primarily, the laser-induced fluorescence technique was used to study the excited 
electronic states of these molecules, where the LIF spectrum is analogues to the Uv-Vis 
electronic absorption spectrum. The single vibronic level (SVL) emission technique was 
used to disperse the fluorescence from a singly populated upper energy level into its 
component wavelengths, providing information about the ground state vibrational energy 
levels. Finally the synchronous-scan (sync-scan) LIF technique provided another way to 
obtain an LIF spectrum by filtering the fluorescence of the molecules of interest from the 
emission of interfering impurity species. 
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Figure (2.1): Schematic diagram of typical experimental apparatus. 
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2.2. Pulsed discharge jet 
The pulsed discharge technique is a good method for producing reaction 
intermediates including transient molecules, radials and ions. This technique was 
implemented by the Clouthier group and has been widely used in their research.  In this 
method, one or more gaseous precursors are mixed and stored in a stainless steel cylinder 
and diluted with argon to approximately 5-10% concentration. This mixture is delivered 
to the pulsed molecular beam valve at constant pressure ranging from 20-100 psi 
depending on the degree of the jet-cooling that is required. Alternately, liquid precursors 
are stored in a glass U-tube and the vapors are seeded into argon or a gas mixture that is 
delivered to the pulsed valve. Pulses of the precursor gases are injected into the vacuum 
chamber through the 0.8 mm orifice of the pulsed valve (General Valve, Series 9). After 
an appropriate time delay, an electric discharge is struck between two ring electrodes 
mounted in a cylindrical Delrin flow channel attached to the face plate of the pulsed 
valve and along the path of the expanding gases. The reaction intermediates are produced 
either as a result of the reaction of the precursor molecule with the excited or ionized 
argon atoms produced in the discharge directly, or by fragmenting the precursor molecule 
into smaller pieces that undergo secondary reactions. Subsequently, the supersonic 
expansion cools the transient molecules to very low rotational and vibrational 
temperatures. 
Reheat tubes4 ranging in length from 1/4 to 3/4 inches are used during this work. 
These tubes are attached to the end of the discharge head assembly and are used to allow 
extra time prior to the expansion for secondary reactions to take place. A reheat tube also 
82 
 
suppresses the background glow from excited argon atoms produced in the discharge 
leading to a better signal-to-noise ratio. 
2.2.1. Pulsed valve 
In order to maintain the stability of the gas pulses in the experiment, which is 
essential for a stable discharge, cleaning the pulsed valve was required, especially when a 
reactive precursor was used. The pulsed valve was disassembled into its components as 
shown in Figure (2.2). The orifice of the pulsed valve body was checked and cleaned of 
any accumulated deposits and all the components were cleaned with methanol in an 
ultrasonic bath. Removal of the O-ring from its groove is not recommended, as it may be 
damaged and the tight seal between the pulsed valve body and the solenoid will be 
broken.  It usually suffices to clean the O-ring with a cotton-tipped applicator and then 
grease it very lightly. The O-ring and the poppet should be replaced if they are worn or 
deformed. The pulsed valve was assembled in the order shown in Figure (2.2) where the 
poppet was inserted into the armature, followed by the main spring and then the armature 
was inserted into the solenoid. At this point, the pulsed valve driver was turned ON and 
set on "CONTINUOUS" mode to retract the armature before the pulsed valve body was 
attached, preventing damage to the poppet. Finally, the buffer spring was placed on the 
armature, and the pulsed valve body was tightened into place. 
The second step was the adjustment of the pulsed valve. The controller was 
triggered by connecting the “TTL” BNC connection to channel T0 on the digital delay 
generator (DG535, Stanford systems), the “V MONITOR” was connected to the 
oscilloscope  and the  “OUTPUT” was connected  to the pulsed  valve using  the  adaptor  
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Figure (2.2): Schematic diagram of the pulsed valve assembly. 
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cable. The pulsed valve controller was turned ON and a waveform similar to that in 
Figure (2.3) was observed on the oscilloscope. The pulsed valve is rapidly opened by the 
high voltage pulse and held open by the low voltage pulse. The damping pulse reverses 
the polarity applied to the electromagnet, forcing the valve to close. Satisfactory 
performance of the pulsed valve was obtained by setting the high voltage interval to 180-
200 μs by adjusting the “HV WIDTH” potentiometer and setting the damping to the 
minimum (restoring peak at highest possible voltage). 
The last step was to adjust the pulsed valve to obtain proper performance. The 
pulsed valve body was tightened leaving about a 2 mm gap between the body and the 
solenoid. Then, the pulsed valve was pressurized with 40 psi of argon, the valve 
controller was turned to "PULSE" mode and the pulse duration was set to 400 μs by 
turning the ”DURATION” potentiometer and monitoring the duration time on the 
oscilloscope. Then, fine adjustments of the pulsed valve body were required depending 
on the symptoms observed. If the gas pulses were weak, the head was tightened. If a 
clicking sound was heard with strong gas pulses, the head was loosened. The optimum 
point was obtained when the gas pulses are felt by hand at a distance of 0.25” from the 
orifice of the pulsed valve body and barely felt at 2”, accompanied by a faint clicking 
sound of the valve. It is recommended that one start with a loose pulsed valve body and 
tighten it slowly to reach the optimum point. A leak test should then be performed by 
turning the pulsed valve controller OFF and laying a small piece of paper moistened with 
ethanol on the pulsed valve body covering the orifice. The test is successful if no bubble 
forms between the paper and the metal surface. Finally, the valve was left pulsing for 3-5 
minutes and then the gas pulses were felt by hand and very  small adjustments were made  
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Figure (2.3): Schematic diagram of the voltage waveform of the pulsed valve driver. 
 
 
 
 
 
 
 
 
 
0              200            400            600            800           1000   
Time (μs) 
V
ol
ta
ge
 
H
ig
h 
vo
lta
ge
 p
ul
se
 
Lo
w
 v
ol
ta
ge
 p
ul
se
 
Damping  
0 
86 
 
if necessary. 
2.2.2. Discharge head assembly 
The discharge head is simply a flow channel equipped with two ring electrodes 
designed to be attached to the face plate of the pulsed valve along the path of the injected 
gases. The components of the discharge head (illustrated in Figure (2.4)) were made from 
black Delrin that is chemically stable and has low light reflectivity. The discharge head 
was assembled by placing the ground ring electrode, chosen to have an internal diameter 
which matches that of the flow channel, in its position on the base plate.  A  spacer was 
then inserted to keep a constant 1/16” distance between the ground and the high voltage 
electrode. The high voltage electrode, selected to have an internal diameter larger than 
that of the ground electrode, was then inserted into its holder on the front plate. Finally, if 
desired, a reheat tube was attached to the front plate.  Eight Allen screws were used to 
attach the discharge head to the pulsed valve and to hold the components together. 
The discharge was powered by a simple transistor switching circuit. Low voltage 
pulses, produced by discharging a bank of capacitors through a switching transistor, were 
stepped up to 1000-2000 volts using a transformer and the high voltage output struck a 
discharge between the electrodes. The capacitors (with variable capacitance of 2.75, 5.0, 
7.4 or 9.7 μf ) were continuously charged from the variable output of a low voltage power 
supply (15-100 V). Two types of transformers were used; the first was a Hammond 616E 
(50:1) trigger transformer and the second was an automobile ignition coil (Accel super 
coil, 70:1). Experimentally, it was found that the Hammond transformer was more 
convenient because the discharge duration using this coil is short and terminates before 
the laser is fired. 
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Figure (2.4): Schematic diagram of the discharge head assembly. 
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It is important to prevent the electric discharge from passing through the ground 
electrode and terminating on the pulsed valve body which can cause pulsed valve 
instability and poppet damage. This erratic behavior can be prevented by insuring that the 
electric discharge occurs when the gas pulse is between the electrodes, avoiding using 
high power supply voltages, and having a good electrical connection between the ground 
electrode and the vacuum flange. 
2.2.3. Digital delay generator 
Timing the events in the pulsed discharge technique (the pulsed valve, discharge, 
laser and the gated integrators) was easily controlled by a four channel digital delay 
generator (DG535, Stanford systems). At a repetition rate of 10 Hz, the pulsed valve was 
triggered by channel T0, the discharge was triggered by channel A, the pump lasers were 
triggered using channels B and C, and the gated integrators and the oscilloscope were 
triggered by channel D. A typical time delay scheme is: 
A = T0 + ~500 μs                  Discharge 
B = A + (40 to 150) μs         Excimer pumping for Lumonics dye laser  
C = B + 0 μs                         Excimer pumping for ScanMate dye laser  
D = B + 0 μs                         Electronics 
When using the Nd-YAG laser to pump the dye laser, the time delay scheme is slightly 
different as: 
A = T0 + ~500 μs                 Discharge 
B = A − (160 to 50) μs         Nd-YAG laser flashlamps 
C = B + 195 μs                     Q-switch trigger or Excimer laser 
D = C + 0 μs                         Electronics 
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With the first time delay scheme it is possible to use the two excimer pumped dye lasers, 
which is especially useful during the high resolutions scans; the low resolution laser is 
used to make sure that the signal is strong and stable and the high resolution laser is used 
to obtain the spectra. The second time delay scheme is used when the Nd-YAG laser is 
used in the dual trigger mode (to trigger the flash lamp and the Q-switch), or if both the 
excimer and Nd-YAG pumped lasers are employed in the experiment. 
The differences between the two time delay schemes are due to the fact that the 
Lumonics excimer laser, when set on the SYNC mode,5 fires the laser at the rising edge 
of the trigger pulse, while the Nd-YAG laser fires at about 195 μs after receiving the 
trigger.6 This delay is due to the required time between firing the flashlamp of the Nd-
YAG laser and triggering the Q-switch to obtain the maximum output power. 
The time delay of the laser is dependent on the time required by the molecules of 
interest to form and travel from the discharge zone to the laser beam path. This time is 
proportional to the distance between the discharge head and the laser beam and to the 
speed of the molecules. At the typical shortest distance between the discharge electrodes 
and the laser beam (~1.25'') it was observed that the time delay between the discharge and 
the laser was shorter for cations than that for radicals. This is because the ions are 
repelled by the electric field generated around the high voltage positive electrode, 
shortening the time required to travel from the discharge zone to the laser beam.  It was 
found by experiment that cations were optimally detected 40-80 μs after the discharge 
while neutral species were best detected with a time delay of 70-150 μs. 
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2.3. Spectroscopic techniques 
The electronic spectra of the radicals and ions presented in this dissertation were 
studied using the three laser techniques described in more detail in the following sections. 
2.3.1. Laser-induced fluorescence (LIF) 
In the LIF technique, an electronic transition is induced when the frequency of the 
tunable laser is in resonance with the separation between two rovibronic energy levels of 
the target molecule. The molecule absorbs a photon, promoting it to the electronic excited 
state, and subsequently loses its energy by emitting a photon which is detected using a 
photomultiplier.  
The experiment was carried out by intercepting the jet-cooled molecular expansion 
with the laser beam from a scanning dye laser. The emitted photons were detected by a 
high gain photomultiplier (EMI9816QB) positioned perpendicular to the axis of the laser 
beam and the expanding gases. The signal from the photomultiplier was processed using 
gated integrators with an input impedance of 500 Ω. The LIF spectrum consists of a plot 
of fluorescence intensity versus laser wavelength or wavenumber. 
2.3.2. Synchronous-scan (sync-scan) LIF  
The sync-scan LIF technique was employed when emission from impurity 
molecules interfered with the emission from the molecule of interest, or if it was 
necessary to resolve the overlapping spectra of more than one isotopologue of the target 
molecule. In this technique, a monochromator served as a tunable band-pass filter that 
filtered out all unwanted emission wavelengths. This was achieved by setting the 
monochromator at a constant wavenumber offset from the laser frequency, and then 
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synchronously scanning the dye laser and the monochromator. In this way, only one 
narrow frequency band of emission wavelengths down to a selected lower state energy 
level was detected. 
The sync-scan LIF technique is the most recent spectroscopic technique to be 
implemented in the Clouthier lab and since the dye laser and the monochromator are both 
controlled by the same data acquisition system, it was only necessary to modify the data 
acquisition software. Now, when a dye laser is selected in the LabView software window, 
a new tab appears, labeled as "synchronize", in which the operating monochromator can 
be selected and the value of the offset can be set. 
The value of the offset is the energy (in wavenumbers) of a vibrational energy 
interval in the ground state that can be determined from the emission spectrum of the 
molecule of interest. Spectra obtained by setting different values of the offset do not 
necessary look similar or even have the same bands. This variation is due to how strongly 
an upper state will fluoresce down to the ground state, which has been selected by the 
value of the offset, depending on the Franck-Condon factors. The best usual choice of the 
value of the offset is that which corresponds to a strong and resolved vibrational band in 
the emission spectrum. Emission bands that are close to the laser frequency are not 
preferred due to strong scattered laser radiation that might interfere with the signal. The 
offset can also be given a positive value (for emission bands that have higher frequency 
than the laser) when searching for hot bands. 
Experimentally this technique can be performed by turning the reflecting mirror 
(M1 in Figure (2.5)) toward the monochromator and selecting a suitable monochromator 
slit width, typically about 0.5 mm. From the LabView control window the “synchronize”  
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Figure (2.5): Schematic diagram of wavelength resolved emission experiment. 
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tab is selected and the  working  monochromator  and  offset  value  are  specified,  Then  
from  the  “Setup Parameters” tab, the scanning range and all other parameters can be set 
to start collecting a spectrum. 
2.3.3. Single vibronic level (SVL) emission  
The LIF spectrum may contain some information about the ground electronic state 
if hot bands are observed. More detailed information about the ground state can be 
obtained by the analysis of single vibronic level (SVL) emission spectra. 
In the single vibronic level emission technique, the laser frequency was fixed at a 
selected vibronic transition in the LIF spectrum.  The excited molecules lose their energy 
by emitting photons and relax to a variety of ground state energy levels. These emitted 
photons are wavelength dispersed using a scanning monochromator and detected using a 
cooled photomultiplier. Typically, the emission spectra are presented as a plot of the 
intensity of the dispersed fluorescence versus the displacement from the laser frequency. 
A schematic diagram of a single vibronic level emission experiment is shown in 
Figure (2.5).  The emitted radiation from the excited molecules was collected and imaged 
onto the entrance slit of a SPEX 500M scanning monochromator. The light introduced 
into the monochromator was dispersed by the diffraction grating, and the frequency- 
resolved radiation was detected by the photomultiplier mounted on the exit slit. The 
signal from the photomultiplier was amplified 1000 times and sampled by gated 
integrators prior to digitization and computerized data acquisition. 
The spectral resolution of the emission spectra depends on the grating used and the 
slit width as shown in the equation: 
𝑏𝑎𝑛𝑑 𝑝𝑎𝑠𝑠 (𝑛𝑚) = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑤𝑎𝑣𝑒𝑙𝑒𝑛𝑔𝑡ℎ 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛(𝑛𝑚/𝑚𝑚) × 𝑠𝑙𝑖𝑡 𝑤𝑖𝑑𝑡ℎ (𝑚𝑚) 
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Therefore, a narrower slit width would result in a better resolved emission spectrum, but 
this comes at the expense of the signal intensity since less photons pass through a 
narrower slit. During this work the slit width was typically varied from 0.2 to 0.6 mm 
depending on the LIF signal intensity. 
2.4. Lasers  
The current work utilized a variety of lasers.  Generally a powerful monochromatic 
laser was used to pump a dye laser to excite a series of highly fluorescent laser dyes 
covering the range from 900 to 337 nm.  
2.4.1. Pump lasers 
Two excimer lasers (Lumonics PulseMaster-884 and Lambda Physik EMG201MSC 
(which was later replaced by a second Lumonics PulseMaster-884) and a Nd-YAG laser 
(Continuum Surelite II-10) were used as pump lasers during this work. The 308 nm 
output from the excimer lasers were used to pump Lumonics HD 500, Lumonics HD 300 
and Lambda Physik ScanMate tunable dye lasers to obtain a laser beam within the 700-
337 nm range. Both excimer lasers typically operated at 10Hz with 2-3 Watts output 
power and 20 ns pulse duration. The 532 nm Nd-YAG laser output (1-2 Watts) was used 
to pump a Lumonics HD 500 dye laser to obtain a laser beam within the 550-900 nm 
region. 
The excimer lasing medium is a gas mixture, typically containing a noble gas and a 
halogen along with a buffer gas (in our lasers the gases are xenon and HCl mixed in 
neon). The gas mixture is pumped with short high-voltage electric discharge pulses 
creating XeCl excimers (excited dimers) in a bound electronically excited state. When the 
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excited XeCl molecule releases its excess energy, either by undergoing spontaneous or 
stimulated emission, the resulting strongly dissociative ground state molecule dissociates 
very quickly into the two atomic fragments. This process guaranties the population 
inversion that is essential for the laser action. 
Maintenance of the excimer lasers was relativity easy. When the output power 
began to drop, small amounts of HCl gas were injected, which increased the power 
marginally.  Eventually a new gas fill was required when the power decreased drastically. 
The procedure for the halogen injection and gas change has been described in detail in 
Dr. Hostutler’s thesis3 and in the pump laser manual.7,8 Cleaning the reflecting mirror and 
the output coupler was performed less frequently. These maintenance procedures are 
described in more detail in the laser manual.9 
Maintaining the Nd-YAG laser is much simpler and less frequent. First the laser 
must be started and left to warm up for 20 minutes.  If the output power is lower than 
usual, the frequency doubling crystal is tuned to ensure the maximum power. After 
extended operation, the laser power degrades and the flash lamp must be replaced. In 
very rare cases, the rear reflector must be adjusted to obtain maximum power of the 
fundamental beam and to obtain a round symmetric burn mark on special burn paper used 
for this purpose. 
At one point during this work the newer Lumonics excimer laser suddenly stopped 
working with interlock error “head over-temperature”. This interlock can be triggered if 
the temperature of the gas vessel container exceeds 50˚C or if the flow of the cooling 
water, detected by a flow meter, is stopped for at least 10 seconds. In the current 
situation, the prime suspect was the water flow. The flow meter was disconnected, taken 
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apart and cleaned, and the whole cooling system was flushed with CLR solution 
(commercial cleaning product) until a satisfactory flow was obtained. The cooling water 
tubing was reconnected and the laser was started. Unfortunately, the problem persisted, 
and since the temperature of the vessel did not get high, the flow meter was assumed to 
have malfunctioned. The solution was to disconnect the flow meter and a wire jumper 
was used to override the error trigger. 
2.4.2. Dye lasers 
Dye lasers use an organic dye, in a liquid solution, as the lasing medium. A laser 
dye solution exhibits a wide gain bandwidth when compared with gas or solid state lasing 
media which makes it suitable for tunable lasers. Moreover, a wide range of emission 
wavelengths, ranging from the infrared to the ultraviolet region, can be obtained with 
different laser dyes. Three dye lasers were employed during this work:  Lumonics HD-
500 and HD-300 models for low-resolution scans (with bandwidth of 0.1-0.2 cm-1), and a 
Lambda Physik ScanMate 2E model for high resolution scans (with bandwidth of       
0.03 cm-1). 
The two Lumonics dye lasers share the same optical design, which is basically a 
simple oscillator/amplifier design.  The alignment of the oscillator is primarily done by 
tuning the rear reflector and the output coupler. Because the optical path is slightly 
different for different dye solutions, a very slight adjustment to the rear mirror is often 
necessary when changing dyes, to have the optimum laser output. The detailed alignment 
procedure is described in the dye laser manual.10 
The Lambda Physik ScanMate 2E dye laser has a different optical design.11 The 
oscillator is equipped with an intracavity angle-tuned etalon making the laser bandwidth 
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very narrow (0.03cm-1). This dye laser was used mostly for high-resolution scans. When 
it is appropriately aligned and the grating and the etalon are properly synchronized it can 
be used to scan intervals of up to 30 cm-1. To examine the performance of the laser during 
a scan, etalon fringes of the output laser were monitored. A proper scan must have 
equally spaced fringes with similar intensities as shown in Figure (2.6).  
In order to maintain good dye laser performance, simple but necessary steps must 
be performed frequently. Dust is the biggest enemy for lasers; therefore it must be 
avoided from the beginning by keeping the dye laser covers closed. If any dust 
accumulates on the optics it must be removed promptly. The most frequent maintenance 
required for the dye lasers was cleaning the dye cells of any deposits. The usual 
procedure was flushing with methanol several times to clean the circulating system as 
well as the dye cells. After extensive use of the dye laser, black photochemical 
degradation products of the laser dye deposited on the inner surface of the dye cell pump 
window and had to be cleaned mechanically. Accumulation of these deposits can degrade 
the dye laser performance and eventually result in permanent damage to the dye cell 
window. 
When necessary, the pump optics (reflecting mirrors and cylindrical lenses) were 
cleaned by first blowing the dust off, and then wiped by applying a drop of isopropanol 
on a sheet of lint-free lens paper placed on the top of the mirror/lens and then dragging it 
in one direction on the surface, and repeating this procedure in a perpendicular direction. 
Finally, when dust was observed on the grating, it was cleaned by gently spraying it with 
compressed argon gas. 
98 
 
28090 28091 28092 28093 28094 28095 28096 28097 28098 28099
 
  
WAVENUMBER (cm-1)
  
Figure (2.6): Typical etalon fringes collected during high resolution experiments.  
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Early during this work, the dye solution in the dye circulation system looked darker 
than it should be after a short time of use due to accumulation of a very fine black powder 
in the circulator. This powder reduced the efficiency of the dye solution, and caused 
damage  to the dye cell when precipitated  on  the pump  windows.  Investigation showed 
that the dye pump gear shafts were worn, and the powdery substance was finely divided 
metal. The problem was solved by using new pump bushings (Micropump® service 
instructions, pump model 122, part number 11)12 which are made from pure Teflon 
(without any filler materials). Apparently, this solved the problem since the circulating 
pump has subsequently been used for 18 months without further issues.  
2.4.3. Frequency doubling unit 
The frequency doubling technique was used when ultraviolet laser wavelengths 
below 337 nm were required. The Lumonics HT-1000 frequency-doubling unit, 
originally made to be controlled only from the Lumonics dye laser controller, was 
modified so it can be controlled directly from our data acquisition software. This 
modification allowed coupling of this unit to any of the dye lasers. The stepping motor in 
the frequency doubling unit was controlled with a new motion controller (from The 
Motion Group Inc. model SID 2.0 QDHL)13 that was connected directly to the computer 
via the serial communication port. A calibration curve (intensity versus angle of the 
crystal) was collected and stored in the computer and used several times without the need 
to redo the calibration. 
To use the frequency-doubling unit, it must be mounted in front of the dye laser and 
positioned so that the output laser beam goes through the center of the crystal using the 
two alignment tools, and then fastened to the optical table. The unit is connected to any 
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available computer serial communication port (e.g. Com1). From the LabView controller 
program, the dye laser that is to be used is selected and the frequency doubling switch is 
activated creating a new tab “Frequency doubling“. Next, a calibration file that specifies 
the crystal angle versus the laser frequency is created; this can be achieved by clicking on 
“Add” which initiates the unit and brings up a new window where the initial and final 
scanning range (in nm) and step size are entered. With the dye laser working, the crystal 
angle is jogged until the frequency doubled output is observed, then the angle is 
optimized for maximum power, determined by the signal from a photodiode, and then the 
dye laser is moved to the next wavelength by clicking on the “Next” button. The user 
jogs the crystal to the next angle and repeats the procedure to the end. A calibration file is 
stored which can be used as long as the frequency doubling unit has not been moved. 
2.5. Monochromator 
A Spex 500M monochromator was used for both sync-scan LIF and SVL emission 
experiments. This monochromator has a 0.5 meter focal length with a high light-
gathering ability (f /4) and wavelength accuracy of ±0.05 nm. Two different gratings can 
be installed in this monochromator; the first has 1800 lines per mm and is blazed at 400 
nm with 1.07 nm/mm dispersion, which makes it suitable for the blue and UV ranges. 
The second grating has 1200 lines per mm and blazed at 750 nm with 1.60 nm/mm 
dispersion, suitable for the red regions. The entrance and exit slit widths can be adjusted 
in the range of 0.0-3.0 mm using the attached micrometers. The operational slit width 
depends primarily on the intensity of the LIF signal that is under investigation. The 
detector in this monochromator is a cooled photomultiplier (RCA C31034A) mounted on 
the exit slit. 
101 
 
2.6. Frequency calibration methods 
All the spectra where calibrated using calibration information recorded either 
simultaneously or prior to taking the spectrum. Three calibration methods were used 
depending on the type of the spectrum: low resolution LIF/sync-scan LIF, high resolution 
LIF/sync-scan LIF, and emission spectra. Calibration of each type is described in the next 
sub-sections 
2.6.1. Calibration of low resolution LIF and sync-scan LIF spectra 
Calibration data for the low resolution spectra were obtained from rare gas 
optogalvanic lines which were recorded simultaneously with the LIF spectrum. This was 
accomplished by directing the laser beam, after passing through the vacuum chamber, 
into a neon- or argon-filled hollow cathode lamp. Usually the LIF spectrum was recorded 
on channel 0 of the data acquisition system, while channels 1 and 2 were dedicated to 
recording the calibration spectra. Often, one or more neutral density filters were used to 
reduce the laser power before entering the hollow cathode lamp to prevent signal 
saturation and power broadening. The resulting un-calibrated spectrum file has the 
extension *.DAT. 
The maxima of all calibration lines were easily marked using the Visual Basic 
program “LaserPlot”. Within the same program, a calibration window can be opened 
showing both marked and true line frequencies (given in the NIST atomic spectra 
database14), then each marked line was assigned with its true frequency and the calibrated 
file (with extension *.DAC) was generated by running a least squares fit of the marked 
peaks to the true frequencies. The average calibration accuracy was typically 0.1 cm-1. 
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When frequency doubling was used, the same procedure was followed except that a 
portion of the fundamental laser beam was used for calibration, while the spectrum was 
recorded in terms of the doubled frequency. Within the calibration window, the harmonic 
value was set to 2 to multiply all the true frequencies by 2 to be in agreement with the 
collected spectrum. 
2.6.2. Calibration of a high resolution spectrum 
High resolution spectra were calibrated using simultaneously collected LIF spectra 
of iodine vapor. In the same manner described above, high resolution calibration was 
obtained by directing a small portion of the laser beam into a cell filled with iodine vapor. 
The laser beam excited the I2 molecules and the resulting LIF was imaged onto a 
photomultiplier. Reducing the laser power density by expanding the beam using a 
telescope or a negative lens was found to be helpful in obtaining stronger and better 
resolved I2 LIF lines. The expanded beam excites more molecules and reduces power 
broadening. The recorded I2 lines are marked and fitted to the accurately measured lines 
obtained from the I2 atlas15 with typical calibration accuracy of 0.003 cm-1. 
2.6.2.1. Raman shifting method 
The I2 molecule dissociates at frequencies higher than 20000 cm-1, so a Raman 
shifting technique16 was used in order to calibrate spectra at wavelengths shorter than 500 
nm. Figure (2.7) shows a schematic diagram of the Raman shifting technique. Raman 
shifted radiation (Stokes and anti-Stokes) is generated by focusing the fundamental laser 
beam into a Raman cell filled with hydrogen at ~250 psi. The coherent Raman beams 
were separated from the fundamental beam by a dispersing prism. The fundamental beam  
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Figure (2.7): Schematic diagram of the Raman-shifting calibration apparatus. 
Focusing lens 
Focusing lens 
Dispersing 
prism #1 
Laser beam 
Dispersing 
prism #2 
Turning 
prism 
Neutral 
Density filter 
To the vacuum 
chamber 
Mirror 
PMT 
I2 Cell 
Raman cell 
Filled with 
250 psi H2 
104 
 
is directed into the vacuum chamber and the Stokes beam (first or second Stokes) is 
directed into the I2 cell for calibration purposes. It is very important to protect the dye 
laser  from  the  reflected  laser  beam from  the first optic  or  from  the  scattered Raman 
shifted radiation as either may cause burn marks on the grating. A dispersing prism is 
used as the first optic to reflect the laser beam away and disperse the back scattered 
Raman shifted radiation. Finally, the Raman shift, which can be calculated precisely, is 
added in the calibration procedure to give the exact laser frequency.   
2.6.3. Monochromator alignment and calibration 
Each time the monochromator grating was replaced it had to be aligned and the 
monochromator recalibrated.  It is also recommended that a recalibration be performed 
every 3 months even if the grating has not been removed.  The alignment can  be  
performed by directing a He-Ne laser from the center of the entrance slit, through the 
second hole in the Hartmann diaphragm, to the central hole of the alignment plate placed 
in front of the first mirror, (mirror M2 in Figure (2.5)), so that the laser spot can be seen 
on the grating. Then the grating is brought to the zeroth order by driving the 
monochromator to read 0.0 nm and the alignment plate is placed in front of the second 
mirror where the laser spot reflected from the grating is observed. If the laser spot is not 
at the center of the alignment plate then the vertical and horizontal alignment screws on 
the grating holder are adjusted until the laser spot is centered (see Figure (2.8)). After 
that, the monochromator is driven to the He-Ne laser frequency (632.816 nm)17 and if the 
dispersed laser spot is not centered on the alignment plate, then the tilt screw must be  
turned for vertical adjustment and the  horizontal  screw  adjusted to have the laser spot  
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Figure (2.8): Schematic diagram of the monochromator grating holder and the main 
alignment screws. 
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centered. The operator must be extra careful during the alignment of the grating not to 
touch or scratch the optics inside the monochromator. 
The calibration of the monochromator was performed once, and the resulting 
calibration   file  was  used   to  calibrate  all  emission  spectra  collected  until  a  second 
calibration was necessary. The calibration can be achieved by collecting emission lines 
from an argon-filled hollow cathode lamp placed inside the chamber facing the collecting 
lens. The slit width was adjusted to 0.1 mm and the spectrum was collected in the range 
11600-35000 cm-1 (for the 1800 l/mm grating) with 0.5 cm-1 step size. Since the emission 
of the hollow cathode lamp is continuous, the gated integrators were no longer necessary. 
The PMT signal output cable was directly connected to channel 0 of the data acquisition 
system through a 1 megaohm load resistor. The resulting spectrum was calibrated in the 
same way as before (section 2.6.1.) and the resulting calibration file was saved and used 
to calibrate subsequent emission spectra with an estimated accuracy of ±1 cm-1. 
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CHAPTER 3. LASER INDUCED FLUORESCENCE SPECTROSCOPY OF THE 
JET-COOLED CARBON DIOXIDE CATION ( C12 O2+ AND C
13 O2+) 
3.1. Introduction 
The carbon dioxide cation was first observed by emission spectroscopy1 in 1927 
and has since been extensively studied by optical, infrared and photoelectron 
spectroscopic techniques. Carbon dioxide is an important species in astronomy and the 
emission bands of CO2
+ have been found in the Martian dayglow,2 and aurora3  and in the 
tails of comets.4,5  Terrestrially, the cations play a role in the operation of high power 
carbon dioxide lasers.6  
The early literature on CO2
+ is extensive and has been reviewed by previous 
authors,7,8 so we will only provide a brief synopsis. The linear 15 valence electron cation 
has a ground state configuration of …(4σg)2 (3σu)2 (1πu)4 (1πg)3 which yields an inverted 
𝑋� Π2 g electronic state. Promotion of an electron from the πu to the πg orbital yields the 
?̃? Π2 u electronic state with 0-0 band9 at 28,500.350 cm-1. The 𝐵� Σ2 u+ state10 at 34598 cm-1 
is obtained by 3σu - 1πg electron promotion. The ground and first excited states are 
complicated by coupling of the orbital and vibrational angular momenta (the Renner-
Teller effect), Fermi resonances due to the near-degeneracy of ν1 and 2ν2, local 
perturbations between low-lying levels of the 𝐵�  state and high vibrational levels of the ?̃? 
state, and inconsistent values of the antisymmetric stretching frequency, ν3, in all three 
electronic states. The latter anomaly is due to Herzberg-Teller vibronic coupling between 
the 𝑋� and ?̃? states so that ν3 = 1423.08 cm-1 in the ground state,11 2685.3 cm-1 in the ?̃? 
state8 and 1847 cm-1 in the 𝐵�  state.8 
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In the present work we are mainly concerned with Renner-Teller analysis of the 𝑋� 
and ?̃? state vibronic energy levels. The ground state vibronic energy levels of C12 O2+ have 
been studied in detail and fitted to a complete Renner-Teller model by two different 
groups of investigators.12,13 The resulting energy levels are in accord with pulsed field 
ionization photoelectron (PFI-PE) measurements14 and theoretical predictions from ab 
initio potential energy surfaces.7  The excited state energy levels have been obtained from 
both optical,15 HeI photoelectron16 and PFI-PE data17 although they have not previously 
been fitted using a Renner-Teller model that incorporates spin-orbit, Fermi resonance and 
vibrational anharmonicity terms.  
 3.2. Experimental 
The pulsed discharge jet technique was employed to obtain the laser-induced 
fluorescence (LIF) and single vibronic level (SVL) emission spectra of the jet-cooled 
carbon dioxide cation.18,19  A mixture of 5% CO2 (industrial grade, Scott Gross Co.) or 
13CO2 (Cambridge Isotope Laboratories, 99%) in high pressure argon was prepared and 
stored in a stainless steel cylinder equipped with a regulator to deliver a constant 50 psi 
backing pressure of the precursor mixture. Short bursts of the gas mixture were injected 
into a vacuum chamber through the 0.8 mm orifice of a pulsed molecular beam valve 
(General Valve Series 9). The gas pulses travel through a Delrin flow channel equipped 
with two stainless steel ring electrodes mounted along the flow axis. After an appropriate 
time delay, an electrical discharge was struck between the two electrodes producing a 
variety of products including readily detectable quantities of carbon dioxide cations. A 
short (1.0 cm long) reheat tube20 was found to increase the LIF signal-to-noise ratio, 
suppressing the background glow from excited state argon atoms and increasing the 
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cation signal. The expanding cold discharge products were intercepted by the beam of a 
pulsed tunable dye laser (Lumonics HD 500) and the fluorescence was imaged onto the 
photocathode of a high-gain photomultiplier tube (EMI 9816QB). Appropriate cutoff 
filters were used to eliminate scattered laser radiation. 
Low resolution LIF spectra were collected in the 28000-40000 cm-1 region by 
frequency doubling the dye laser output using potassium dihydrogen phosphate and beta-
barium borate crystals. The LIF scans were calibrated to an accuracy of ±0.1    cm-1 by 
simultaneously recording Ne and Ar optogalvanic lines from rare gas filled hollow 
cathode lamps using the dye laser fundamental. Single vibronic emission spectra were 
obtained using the same apparatus with the frequency doubled dye laser tuned to the most 
intense feature (typically the R-branch head) of a vibronic band. The resulting 
fluorescence was focused onto the entrance slit of the 0.5 m scanning monochromator 
(Spex 500M) equipped with an 1800 line/mm grating blazed at 400 nm, with the slits 
adjusted for a bandpass of 0.1-0.3 nm according to the signal intensity. The dispersed 
emission was detected by a photomultiplier (RCA C31034A) and amplified by a factor of 
1000. The monochromator scan was calibrated using the emission lines of an argon 
hollow cathode lamp to an accuracy of ±1.0 cm-1. The pulsed signals from the detectors 
were processed with gated integrators and recorded in digital format using a LabView 
data acquisition system. 
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3.3. Results and analysis 
3.3.1. LIF spectra 
The LIF spectra obtained using the supersonic expansion discharge source are of 
very high signal-to-noise ratio, as shown by the example in Figure (3.1). The spectra of 
both isotopologues extend from 28450 to 38100 cm-1 and each contains approximately 50 
individual bands. As shown by the inset in Figure (3.1), the bands are partially 
rotationally resolved at our laser resolution of  ~ 0.1 cm-1 and transitions from both  spin-
orbit  components of  the lowest  vibrational level of the ground state have been observed  
due to inefficient cooling of the higher spin-orbit component (00 2Π1/2  is ∼160 cm-1 
above 00 2Π3/2). The majority of the transitions can be assigned as those with ∆P = 0, 
including the very strong bands from the 00 2Π3/2 ground state level to levels with P = 3/2 
in the excited state and weaker bands from the 00 upper spin-orbit component (2Π1/2 ), 
which is depopulated by expansion cooling, to P = 1/2 excited state levels. In addition, 
very weak but readily identifiable bands with ∆P = ±1 are observed, such as the 202 
(µ2Π3/2) − 000 (
2Π1/2) transition near the center of Figure (3.1) and the 101 (
2Π1/2) − 000 
(2Π3/2) transition near the right hand edge. The 𝐵�  00 0 Σ2 u+ − 𝐵�  000  
2Πg  transitions were 
also observed in the LIF spectra with bands at 34517 cm-1 (from 00 2Π3/2 ) and 34678    
cm-1 (from 00 2Π1/2 ) for C12 O2
+ and at 34503 and 34664 cm-1 for C13 O2
+  .  No hot bands 
involving higher ground state vibrational levels were identified. 
The observed ?̃? − 𝑋� LIF bands of C12 O2+ and C
13 O2
+ are summarized in Table (3.1). 
In each case we have given the position of the band maximum, which is essentially the R-
branch head as shown in the inset of Figure (3.1). The assignments were made based on  
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Figure (3.1): The low-energy portion of the LIF spectrum of 12CO2
+
  with upper state 
vibronic assignments. The inset is an expanded scale trace of the two components of the 
000 band showing the resolved rotational structure. The lower state for all bands is 00 
(2Π3/2) except those with an asterisk for which the lower state is 00 (2Π1/2). 
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Table (3.1): Observed ?̃?2Πu - 𝑋�  2Πg LIF band maxima (in cm-1) of 12CO2
+
  and 13CO  2
+ . 
Assignment 12CO2
+
  13CO2
+
  Assignment 12CO2
+
  13CO2
+
  
00
0
  (2Π1/2)a 28 473.04 28 455.13 10
1
 2  0
2  (µ2Π1/2)b 30 559.97 30 516.21 
00
0
  (2Π3/2)b 28 536.85 28 520.17 10
1
 2  0
2  (κ2Π1/2)b 30 708.62 30 662.04 
00
0
  (2Π1/2)b … 28 617.41 10
1
 2  0
2  (κ2Π3/2)b 30 717.19 30 670.39 
20
2
  (µ2Π3/2)a 29 252.27 29 214.14 10
2
  (2Π1/2)a 30 719.21 30 698.06 
20
2
  (µ2Π1/2)a 29 261.80 29 223.43 10
2
  (2Π3/2)b 30 786.03 30 763.38 
20
2
  (µ2Π3/2)b 29 412.68 29 373.59 10
2
  (2Π1/2)b 30 879.88 30 859.01 
20
2
  (µ2Π1/2)b 29 423.02 29383.51 10
2
 2  0
2  (µ2Π3/2)a 31 525.39 … 
20
2
  (κ2Π1/2)b 29 568.44 29526.95 10
2
 2  0
2  (µ2Π1/2)a 31 532.34 … 
20
2
  (κ2Π3/2)b 29 577.81 29 536.14 10
2
 2  0
2  (µ2Π3/2)b 31 685.35 31 635.81 
10
1
  (2Π1/2)a 29 598.68 29 580.57 10
2
 2  0
2  (µ2Π1/2)b 31 693.04 31 643.83 
10
1
  (2Π3/2)b 29 663.39 29 644.53 10
3
  (2Π1/2)a 31 835.15 31 810.67 
10
1
  (2Π1/2)b 29 759.36 29 740.55 10
2
 2  0
2  (κ2Π1/2)b 31 843.25 31 792.14 
20
4
  (µ2Π1/2)b 30 254.10 … 10
2
 2  0
2  (κ2Π3/2)b 31 850.00 31 799.39 
10
1
 2  0
2  (µ2Π3/2)a 30 390.03 … 10
3
  (2Π3/2)b 31 905.97 31 877.13 
10
1
 2  0
2  (µ2Π1/2)a 30 399.25 … 10
3
  (2Π1/2)b 31 995.59 31 971.37 
10
1
 2  0
2  (µ2Π3/2)b 30 550.62 30 506.96 10
2
 2  0
4  (µ2Π1/2)b 32 526.59 … 
 
a Lower state is  00(2Π1/2) 
b Lower state is  00(2Π3/2) 
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Table (3.1): Continued. 
Assignment 12CO2
+
  13CO2
+
  Assignment 12CO2
+
  13CO2
+
  
10
3
 2  0
2  (µ2Π1/2)a 32 654.03 … 10
5
  (2Π3/2)b 34 080.92 34 033.11 
10
2
 2  0
4  (κ2Π1/2)b 32 774.78 … 10
4
 2  0
2  (κ2Π1/2)b 34 101.92 34 039.15 
10
3
 2  0
2  (µ2Π3/2)b 32 822.30 32 758.89 10
4
 2  0
2  (κ2Π3/2)b 34 147.95 34 094.69 
10
3
 2  0
2
 (µ2Π1/2)b 32816.01 32 765.55 10
1
 3  0
2  (2Π3/2)a 34 780.60 … 
10
4
  (2Π1/2)a 32 946.71 … 10
1
 3  0
2  (2Π1/2)a 34 870.19 34 708.64 
10
3
 2  0
2  (κ2Π3/2)b 32 967.86 32 922.90 10
1
 3  0
2  (2Π3/2)b 34 932.98 34 771.35 
10
3
 2  0
2  (κ2Π1/2)b 32 977.64 32 916.43 10
5
 2  0
2  (µ2Π3/2)b 35 017.50 34 950.23 
10
4
  (2Π3/2)b 33 025.79 32 987.55 10
5
 2  0
2  (κ2Π3/2)a 35 113.69 … 
10
4
  (2Π1/2)b … 33 079.24 10
6
  (2Π1/2)a … 35 118.37 
10
3
 2  0
4  (µ2Π3/2)b 33 656.48 … 10
6
  (2Π3/2)b 35 184.78 35 200.38 
30
2
  (2Π1/2)a … 33 616.80 10
5
 2  0
2  (κ2Π3/2)b 35 270.64 35 140.16 
30
2
  (2Π3/2)b 33 840.09 33 679.22 20
2
 3  0
2
 (2Π1/2)a 35956.29 35794.58 
10
4
 2  0
2  (µ2Π3/2)b 33 900.78 … 20
2
 3  0
2
 (2Π3/2)b 36020.03 35856.87 
10
4
 2  0
2  (µ2Π1/2)b … 33 832.76 10
7
  (2Π3/2)b 36282.62 36237.41 
10
3
 2  0
4  (κ2Π3/2)b 33952.7 33 883.52 20
3
 3  0
2
 (2Π3/2)b 37134.01 36924.88 
10
5
  (2Π1/2)a 34 055.12 34 020.65 20
4
 3  0
2
 (2Π3/2)b … 38011.35 
 
a Lower state is  00(2Π1/2) 
b Lower state is  00(2Π3/2) 
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the observed 160 cm-1 separation between transitions from the two ground state spin-orbit 
components to the same upper level, previous experimental and theoretical analyses of 
the upper state energy levels, and the results of our Renner-Teller analysis (vide infra).  
In order to further refine the positions of the upper state energy levels, we have 
partially rotationally analyzed selected bands in the LIF spectra to pinpoint the position 
of the J = 3/2 level of 2Π3/2 states and the J = 1/2 level of the 2Π1/2 states. This involved 
fitting the partially resolved rotational structure to a 2Π − 2Π model using the very 
convenient graphical program PGOPHER.21  In these analyses, the ground state constants 
were fixed at the values given in Refs. 9 and 22 and the excited state T0, B and A were 
varied until the overall band contour was reproduced with reasonable fidelity. In cases 
where rotational analysis was not possible due to band overlap or incompletely resolved 
lines, we have identified the approximate location of the Q(3/2) [?̃?2Π3/2 - 𝑋�2Π3/2 
transitions] and P(3/2) [?̃?2Π1/2 - 𝑋�2Π3/2 transitions] lines in the band. The positions of the 
appropriate J levels were then determined from the ground and excited state energy levels 
and their location relative to the J = 3/2 level of 00 (2Π3/2) was calculated. Due to the 
relatively l ow resolution of the LIF spectra, which are calibrated by a series of fairly 
sparse optogalvanic lines, these levels are thought to be accurate to about ± 0.2 cm-1. The 
data are summarized in Table (3.2). 
We have used the data in Table (3.2) for a detailed Renner-Teller analysis of the 
upper state energy levels of both isotopologues of CO2
+. As in previous work,18,19 the 
Renner-Teller treatment involved setting up the full matrix for all three normal modes for 
each value of K and P, diagonalizing the matrix to obtain the energy levels, using the 
Hellmann-Feynman theorem to calculate the derivatives of the energy levels with respect  
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Table (3.2): Energy levels (in cm-1 relative to the 00 2Π3/2 state) and Renner-Teller 
analysis residuals for the ?̃?2Π states of 12CO2
+
  and 13CO  2
+ . 
 
Upper State 
12CO2
+
  
Upper State 
12CO2
+
  
Obs. Obs.-calc. Obs. Obs.-calc. 
00 (2Π1/2) 95.3 0.83 1322 (κ2Π3/2) 4 432.35 -0.26 
22 (µ2Π3/2) 877.5 0.27 1322 (κ2Π1/2) 4 438.69 0.49 
22 (µ2Π1/2) 882.81 0.21 14 (2Π3/2) 4 489.63 0.62 
22 (κ2Π1/2) 1 032.45 -0.58 14 (2Π1/2) 4 569.88 0.03 
22 (κ2Π3/2) 1 037.74 -0.24 1324 (µ2Π3/2) 5 117.67 -0.03 
11 (2Π3/2) 1 126.80 -0.97 32 (2Π3/2) 5 304.02 -0.03 
11 (2Π1/2) 1 221.68 0.13 1422 (µ2Π3/2) 5 362.76 -0.12 
24 (µ2Π1/2) 1 717.38 -0.14 32 (2Π1/2) … … 
1122 (µ2Π3/2) 2 015.84 -0.17 1422 (µ2Π1/2) … … 
1122 (µ2Π1/2) 2 020.52 -0.26 15 (2Π3/2) 5 544.95 0.30 
1122 (κ2Π1/2) 2 173.14 -0.20 1422 (κ2Π1/2) 5 563.51 0.85 
1122 (κ2Π3/2) 2 177.16 -0.20 1422 (κ2Π3/2) 5 611.47 0.73 
12 (2Π3/2) 2 249.57 -0.94 15 (2Π1/2) 5 678.32 0.27 
12 (2Π1/2) 2 342.15 -0.60 1132 (2Π3/2) 6 397.20 0.03 
1222 (µ2Π3/2) 3 150.45 0.12 1522 (µ2Π3/2) 6 481.59 -0.88 
1222 (µ2Π1/2) 3 153.45 0.05 1132 (2Π1/2) 6 493.62 0.03 
1222 (κ2Π1/2) 3 307.29 -1.17 16 (2Π3/2) 6 648.86 1.28 
1222 (κ2Π3/2) 3 309.90 0.25 1522 (κ2Π3/2) 6 734.36 -0.72 
13 (2Π3/2) 3 369.64 -0.25 16 (2Π1/2) … … 
13 (2Π1/2) 3 458.27 -0.30 1232 (2Π1/2) 7 579.82 -0.03 
1224 (µ2Π1/2) 3 990.24 0.03 17 (2Π3/2) 7 746.93 -0.78 
1224 (κ2Π1/2) 4 238.93 0.63 17 (2Π1/2) 7 795.73 -0.33 
1322 (µ2Π3/2) 4 282.40 0.89 1232 (2Π3/2) … … 
1322 (µ2Π1/2) … … 1432 (2Π3/2) … … 
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Table (3.2): Continued. 
 
Upper State 
13CO2
+
  
Upper State 
13CO2
+
  
Obs. Obs.-calc. Obs. Obs.-calc. 
00 (2Π1/2) 95.26 0.23 1322 (κ2Π3/2) 4 399.96 0.52 
22 (µ2Π3/2) 854.34 0.00 1322 (κ2Π1/2) 4 396.23 -1.11 
22 (µ2Π1/2) … … 14 (2Π3/2) 4 468.04 0.87 
22 (κ2Π1/2) … … 14 (2Π1/2) 4 558.39 0.47 
22 (κ2Π3/2) 1 012.47 0.02 1324 (µ2Π3/2) 5 361.53 0.76 
11 (2Π3/2) 1 124.54 -0.19 32 (2Π3/2) 5 159.78 0.31 
11 (2Π1/2) 1 220.07 0.62 1422 (µ2Π3/2) … … 
24 (µ2Π1/2) … … 32 (2Π1/2) 5 256.72 -0.25 
1122 (µ2Π3/2) 1 987.93 -0.14 1422 (µ2Π1/2) 5 313.57 0.68 
1122 (µ2Π1/2) 1 993.83 1.10 15 (2Π3/2) 5 514.41 -0.81 
1122 (κ2Π1/2) 2 141.80 -0.88 1422 (κ2Π1/2) 5 517.44 0.34 
1122 (κ2Π3/2) 2 147.47 0.18 1422 (κ2Π3/2) 5 575.26 1.17 
12 (2Π3/2) 2 243.51 -0.28 15 (2Π1/2) 5 660.58 0.38 
12 (2Π1/2) 2 337.52 -0.40 1132 (2Π3/2) 6 252.01 0.49 
1222 (µ2Π3/2) 3 116.81 0.17 1522 (µ2Π3/2) 6 430.92 -0.18 
1222 (µ2Π1/2) 3 121.04 0.40 1132 (2Π1/2) 6 348.65 0.37 
1222 (κ2Π1/2) 3 272.35 -0.18 16 (2Π3/2) 6 680.92 -0.07 
1222 (κ2Π3/2) 3 276.81 0.38 1522 (κ2Π3/2) 6 621.06 -1.08 
13 (2Π3/2) 3 357.45 -0.19 16 (2Π1/2) 6 758.11 -0.15 
13 (2Π1/2) 3 450.39 -0.26 1232 (2Π1/2) 7 433.97 -0.16 
1224 (µ2Π1/2) … … 17 (2Π3/2) … … 
1224 (κ2Π1/2) … … 17 (2Π1/2) … … 
1322 (µ2Π3/2) 4 240.34 -0.24 1232 (2Π3/2) 7 337.74 -1.27 
1322 (µ2Π1/2) 4 241.56 -1.60 1432 (2Π3/2) 9 491.92 0.51 
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to the parameters, and then fitting the data by least squares, varying the parameters to 
minimize the sum of the squares of the deviations between the observed and calculated 
energy levels. The model includes the electronic-vibrational angular momentum coupling 
with Renner-Teller parameter 𝜖, the spin-orbit interaction (spin-orbit coupling constant 
A), vibrational anharmonicity terms for the bending (𝑔4 and 𝑔�4 parameters) and 
stretching modes (xij constants), and the symmetric stretch-bend Fermi resonance 
interaction (parameters W1 and W2). In addition, the 𝑔𝐾 constant, which accounts for the 
K dependence of the mixing of Π state with those of other Σ and ∆ electronic states,  and 
a mode specific variation of the spin-orbit coupling of the form   𝐴𝑖 = 𝐴 − 𝛼𝑖𝐴 v𝑖  where  
i = 1, 2  or 3,  were  included.  Our  recently  published Windows program23 RT3, written 
specifically for the Renner-Teller analysis of the 2Π states of linear triatomic molecules, 
was employed in this work. 
The results of the Renner-Teller analysis are summarized by the Obs.−Calc. 
residuals given in Table (3.2). Some of the data in Table (3.1) were excluded from the 
analysis because the bands were too overlapped for a reliable determination of the band 
origin. We have fitted 42 levels of 12CO2 and 40 levels of 13CO2 with overall standard 
deviations of 0.62 and 0.71 cm-1, respectively, using the same set of 10 parameters in 
each case. The constants are collected in Table (3.3). 
3.3.2. SVL emission spectra of C13 O2+ 
We have recorded single vibronic level emission spectra from the 00 (2Π3/2), 
00 (2Π1/2), 22 (µ2Π3/2, µ2Π1/2, and κ2Π3/2) and 11 (2Π3/2) upper states of 13CO2 in order to 
obtain a thorough map of the previously unreported ground state vibronic levels. 
Example spectra are shown in Figure (3.2). Since the signal-to-noise ratio in the emission  
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Table (3.3): Vibronic parameters (in cm-1) for the ?̃?2Π and 𝑋�2Π states of C12 O2+ and 
C13 O2
+. 
Parameter ?̃?2Π 12CO2
+
  ?̃?2Π 13CO2
+
  𝑋� 2Π 13CO2
+
  𝑋�2Π 12CO2
+
  a 
ω1 1122.41(19)b 1121.61(25) 1265.6(12) 1264.98(7) 
ω2 466.75(14) 452.32(18) 499.70(75) 513.262(56) 
ω3 2653.07(36) 2580.38(22) … … 
𝜖ω2 -43.11(11) -41.82(16) -93.86(38) -100.269(65) 
𝜖 -0.0924(2) -0.0925(4) -0.1878(8) -0.19536(12) 
𝑔𝐾 1.89(25) 1.23(29) … 3.174(7) 
A -94.69(29) -95.25(34) -161.28(35) -161.040(14) 
𝛼1𝐴 … … … -1.574(39) 
𝛼3𝐴 2.02(50) 1.23(34) … … 
𝑔4 … … 2.58(11) 0.806(12) 
x11 -3.594(30) -3.329(44) -9.59(36) -8.463(23) 
x12 … … … … 
x13 -19.04(36) -17.15(13) … … 
W1 21.294(53) 19.64(15) 26.69(34) 30.45(4) 
W2 … … 1.12(17) 3.09(2) 
RMS 0.62 0.71 1.9 0.16 
 
a From Ref. 13 which includes variation of the Renner-Teller parameter with v1: 
[𝛼v1𝜖𝜔2= 4.70(10)].  
b The numbers in parenthesis are 1σ standard errors. 
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Figure (3.2): Single vibronic level emission spectra of 13CO2
+
 . The ?̃? - 𝑋� vibronic 
transition pumped by the laser is given in boldface text at the left of each trace and some 
of the lower state vibrational assignments are indicated. The wavenumber scale is 
displacement from the excitation laser wavenumber, giving a direct measure of the 
ground state vibrational energy. All of the observed transitions obey ∆P = 0 selection 
rules.  
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spectra is only moderate, we find that all the observed bands can be satisfactorily 
assigned as following the ∆P = 0 selection rule. The emission spectrum from the 
22 (µ2Π3/2) level (Figure (3.2)) consists primarily of transitions down to the µ component 
of the bending and bend-stretch combination levels in the ground state. In contrast, due to 
Fermi resonance effects in both states, the emission spectrum from the 11 (2Π3/2) level 
accentuates the pure stretching levels and the κ bending levels, providing complimentary 
information. The measured emission band maxima and their assignments are summarized 
in Table (3.4). Unfortunately, the wavenumber accuracy of the emission data (±2    cm-1) 
is about a factor of 10 poorer than the LIF measurements.  Nevertheless, we were able to 
fit 27 ground state levels using the same Renner-Teller model as in the excited state with 
an overall standard deviation of 1.9 cm-1 using the constants given in Table (3.3). 
3.4. Discussion 
3.4.1. The 𝑨�2Πu excited state 
The excited state constants of 12CO2 and 13CO2 (see Table (3.3)) compare very well, 
due in part to the relatively high precision of measurement and the substantial number of 
observed energy levels. The Renner-Teller parameters, 𝜖, are essentially identical, as they 
must be since they are determined by the ratio of the isotopically invariant force constants 
of the two nondegenerate harmonic potentials generated on bending. Similarly, the spin-
orbit coupling constants, which are purely electronic factors independent of isotopic 
substitution, are the same within their respective error bars.  
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Table (3.4): Vibrational energies (cm-1) and Renner-Teller analysis residuals for the        
𝑋�  2Π state of C13 O2+. 
Assignment Obs.a Obs.−  Calc. 
00 (2Π1/2) 159.7 -0.1 
22 (µ2Π3/2) 919.7 1.4 
22 (µ2Π1/2) 929.4 1.1 
22 (κ2Π3/2) 1232.0 0.4 
11 (2Π3/2) 1276.8 3.7 
11 (2Π1/2) 1426.6 0.3 
24(µ2Π3/2) 1811.8 -1.2 
24 (µ2Π1/2) 1821.9 -0.9 
1122 (µ2Π3/2) 2195.4 -0.4 
1122 (µ2Π1/2) 2207.7 -1.0 
24 (κ 2Π3/2) 2308.4 0.8 
12(2Π3/2) 2492.5 -0.9 
1122 (κ 2Π3/2) 2549.3 2.8 
12 (2Π1/2) 2678.2 1.5 
1124 (µ2Π3/2) 3102.2 -0.2 
1124 (µ2Π1/2) 3114.6 1.4 
1222 (µ2Π3/2) 3456.7 -1.3 
1222 (µ2Π1/2) 3470.6 -3.1 
1124 (κ 2Π3/2) 3604.7 0.2 
13 (2Π3/2) 3728.2 -0.3 
1222 (κ 2Π3/2) 3817.8 -2.3 
13 (2Π1/2) 3914.6 0.9 
1224 (µ2Π3/2) 4378.3 2.4 
1322 (µ2Π3/2) 4706.0 -1.4 
1322 (κ 2Π3/2) 4878.1 -2.1 
14 (2Π3/2) 4947.5 -0.5 
1422 (µ2Π3/2) 5639.3 2.6 
32 (2Π3/2) 2858.5b  
2232 (κ2Π3/2) 4033.5  
1132 (2Π3/2) 4078.6  
112232 (µ2Π3/2) 4982.0  
112232 (κ2Π3/2) 5249.0  
1232 (2Π3/2) 5312.1  
122232 (µ2Π3/2) 6207.6  
122232 (κ2Π3/2) 6455.4  
1332 (2Π3/2) 6555.4  
 
a Energy relative to the lowest vibronic level (00 2Π3/2) of the ground state. 
b This and subsequent levels were not included in the Renner-Teller analysis. 
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In the excited state, the (1,0,0) 2Π3/2 level is above but quite close to (0,2,0) κ2Π3/2 
for both isotopologues and there is a substantial Fermi resonance interaction. The 
symmetric stretching frequency should not change with isotopic substitution of the 
central carbon atom and the two deperturbed values differ by only 0.8 cm-1.  For the other 
two frequencies, the Teller-Redlich product rule24 proscribes that  
𝜔2𝑖
𝜔2
= 𝜔3
𝑖
𝜔2
= �𝑀
𝑖𝑚12
𝑀𝑚13
                                             (3.1) 
where i denotes the 13CO2 isotopologue, M is the total mass and m12 and m13 are the 12C 
and 13C masses. The mass ratio gives a value of 0.9715, whereas the frequency ratios give 
0.9691 for ω2 and 0.9726 for ω3. Clearly, the agreement is very good. 
The fitted anharmonicity parameters x11 and x13 are both negative and of very 
similar magnitude for the two isotopologues, as expected, as are the 𝛼3𝐴 and W1 constants. 
The 𝑔𝐾 parameters should scale as the squares of the bending frequencies25 
𝑔𝐾
𝑔𝐾
𝑖 = �
𝜔2
𝜔2𝑖
�
2
                                                    (3.2) 
and the values in Table (3.3) give the 𝑔𝐾 ratio as 1.54 ± 0.42 compared to a frequency 
ratio of 1.065 ± 0.001. Although the 𝑔𝐾 values are unfortunately poorly determined, the 
isotope relationship is approximately satisfied. 
In our Renner-Teller analysis of the ?̃? state energy levels we found that two 12CO2 
levels [tentatively assigned as (2,0,2) 2Π3/2 at 36016.50 (band head at 36020.03) cm-1 and 
(3,0,2) 2Π3/2 at 37128.42 (band head at 37134.01) cm-1], and two for 13CO2 [(7,0,0) 2Π3/2 
at 36233.88 (band head at 36237.41) cm-1 and (3,0,2) 2Π3/2 at 36921.16 (band head at 
36924.87) cm-1] could not be satisfactorily fitted. Since these levels lie are above the zero 
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point level of the 𝐵� Σ2 u+ state, we suspect that interactions between the ?̃? and 𝐵�  state 
levels are responsible for the perturbations.  
Our assignments of the energy levels in the ?̃? state of C12 O2+ can be compared to 
those from the previous high resolution pulsed field ionization photoelectron (PFI-PE) 
study.17  In general, there is good agreement between the two analyses but there are some 
conspicuous differences. In particular, we assign levels at 2015.84 and 2020.52 cm-1 as 
1122 µ2Π3/2 and µ2Π1/2, respectively, whereas PFI-PE locates them at 1970 cm-1. The 24 
κ2Π1/2 and κ2Π3/2 levels are calculated to lie at 1949 and 1952 cm-1 and could plausibly 
be associated with the 1970 cm-1 feature although the energy difference is outside the 
estimated PFI-PE error of ± 4 cm-1. There are more substantial disagreements higher up 
in the ?̃? state manifold, but the density of states is so high that it proved impossible to 
suggest unique alternative assignments for the PFI-PE levels. Suffice it to say that the 
assignments of energy levels above 4000 cm-1 in all studies, including the present, may 
be subject to revision in light of further improvements in experimental and theoretical 
methods. 
3.4.2. The 𝑿�  2Πg ground state 
In analyzing the ground state energy levels of C13 O2
+, we found that we could not 
include all those levels which involved two quanta of the antisymmetric stretching mode 
(see Table (3.4)) in the fit. We attribute this problem to the fact that the selection rules 
prevent the observation of the 31 state and the experimental difficulty that only the 2Π3/2 
components were observed for these levels (the 2Π1/2 LIF components were too weak for 
SVL emission work). The C13 O2
+ 32 (2Π3/2) interval is 2858.5 cm-1 compared to the value 
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of 2938.25 cm-1 for C12 O2
+ from ref. 13. Assuming little anharmonicity and using the 
isotope relation of equation (1), we obtain a ratio of 0.9729 compared to a theoretical 
value of 0.9715 for the harmonic frequencies, suggesting that our 32 assignment is quite 
reasonable.  
Turning to the other ground state parameters in Table (3.3), we see that the spin-
orbit coupling constants are almost identical, differing by only 0.24 cm-1, and the Renner-
Teller ε values are quite similar, as expected. The ω2 isotope ratio is 0.9736, to be 
compared to the theoretical value of 0.9715.  
The Fermi resonance parameters are comparable for the two isotopologues, 
although the interactions are somewhat different. In the absence of Fermi resonance 
complications, the  (100) 2Π3/2 levels should occur at the same energy but are found at 
1241.69 cm-1 for C12 O2
+ and 1276.8 cm-1 for C13 O2
+. The former is displaced downwards 
by the (020) κ2Π3/2 level at 1287.24 cm-1, whereas the latter is pushed up by the (020) 
κ2∏3/2 at 1232.0 cm-1. The deperturbed ω1 values, which should be identical, differ by 
only 0.6 cm-1 which is reasonable considering that the standard error of the C13 O2
+ value 
is 1.2 cm-1. Although a previous C12 O2
+study,13 at substantially higher resolution than the 
present work, found that elimination of the Fermi resonance matrix elements coupling the 
various polyads improved the least squares fitting, no such improvement was found in the 
present work.  
3.5. Conclusion 
In this work we have obtained medium resolution partially rotationally resolved LIF 
spectra of the jet-cooled C12 O2
+ and C13 O2
+ cations. The data have been analyzed to obtain 
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band origins of the excited state energy levels and these have been fitted to a Renner-
Teller model including spin-orbit, Fermi resonance and anharmonic terms. Excited state 
energy levels including up to seven quanta of the symmetric stretching mode, four quanta 
of the bend and two quanta of the antisymmetric stretch are very satisfactorily described 
by the standard model. Only two observed levels in each isotopologue could not be 
satisfactorily fitted, presumably due to interactions with levels of the 𝐵�  state. The isotope 
relations confirm the validity of the fitted parameters. 
We have also obtained single vibronic level emission spectra from various ?̃? state 
levels of C13 O2
+, providing the first extensive survey of the ground state levels of this 
isotopologue. We also fitted these low resolution data with the Renner-Teller model, 
yielding constants which compare favorably with literature values for C12 O2
+.  
The present analyses of the vibronic levels of the 𝑋� and ?̃? states of the carbon 
dioxide cation, along with the results of the previous study by Varfalvy et al.13, give a 
thorough description of the Renner-Teller, spin-orbit and Fermi resonance effects in both 
C12 O2
+ and C13 O2
+. These data provide a solid foundation for future theoretical studies of 
the potential energy surfaces and the resulting energy levels. Such calculations would be 
of particular interest if they were to investigate the region where the ?̃? and 𝐵�  states 
overlap, since our Renner-Teller model was unable to accommodate a small number of 
levels in this energy regime. 
 
 
 
 
 
Copyright © Mohammed A. Gharaibeh 2012 
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CHAPTER 4. A NEW, DEFINITIVE ANALYSIS OF A VERY OLD SPECTRUM: 
THE HIGHLY PERTURBED A2Πu – X 2Πg BAND SYSTEM OF THE CHLORINE 
CATION (Cl2+) 
4.1. Introduction 
The diatomic chlorine cation (Cl2
+) is known to be produced in discharges through 
molecular chlorine and exhibits an emission spectrum with a large number of red 
degraded, rotationally discrete bands extending from 640 to 340 nm. These bands were 
first studied by Uchida and Ota1 in 1928 and subsequently by several authors2–6 
culminating in a very detailed investigation by Huberman7 published in 1966. These early 
investigations showed that the transition is 2Πi – 2Πi , that the rotational structure of most 
of the bands is quite regular, and that the pattern of vibrational levels in the ground state 
is also very regular. However, the upper state vibrational levels are chaotic, with irregular 
vibrational intervals and non–systematic chlorine isotope effects that made it impossible 
to assign vibrational quantum numbers to the observed bands. Since the electronic 
transition follows ∆Ω= 0 selection rules, the values of the spin–orbit splittings in the 
combining states could not be determined from the optical data. Huberman7 identified 
two band systems, system I (terminating on X 2Π3/2g levels) and system II (terminating on 
X 2Π1/2g levels) and speculated that the perturbations were due to a homogeneous         
(∆Ω = 0) interaction between A2Π3/2u and 2Δ3/2u and A2Π1/2u and 2Σ+1/2u states. 
After an almost 20 year hiatus, advances in supersonic expansion techniques and in 
computational methods motivated Tuckett and Peyerimhoff to re–examine the 
Cl2
+emission spectrum both experimentally and theoretically.8 It was somewhat easier to 
differentiate between the Ω= 3/2 and the Ω= 1/2 bands in the molecular beam source and 
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the authors concluded that Huberman’s original assignments are probably correct. One 
hundred vibronic bands were fitted into two Deslandres tables, one for A2Π3/2u – X 2Π3/2g 
transitions and one for A2Π1/2u – X 2Π1/2g transitions, accounting for over 80% of the 
observed bands. Unfortunately, vibrational quantum numbers were still not assignable 
despite a great deal of effort.  
Ab initio theory8 indicated that the A2Πu state, formed by a πu → πg* electron 
promotion from the … σg2 πu4 πg*
3 X 2Πg ground state is energetically very close to the 
2Σu–, 
2Σu+, 
4Σu– and 
2Δu states derived from the … σg
2 πu4 πg*
2 σu*
1 excited electron 
configuration. The authors concluded that homogeneous (∆Ω= 0) perturbations between 
B2∆3/2u and A2Π3/2u and between 2Σ+1/2u and A2Π1/2u levels with very similar bond lengths 
were the likely cause of the vibrational irregularities in the A state. 
Five years later in 1989 Choi and Hardwick9 obtained high resolution emission 
spectra of Cl2
+ from a corona–excited supersonic expansion and identified four bands that 
exhibited Λ–doubling and could be unambiguously assigned as A 2Π1/2u – X 2Π1/2g. They 
agreed that Huberman’s original ground state vibrational assignments were correct but 
could not provide any further information on the upper state vibrational numbering. In a 
subsequent paper10 they rotationally analyzed 15 bands with Ω= 3/2 in both states, 10 of 
which were assigned to the A2Π3/2u – X 2Π3/2g band system analyzed by Huberman and 5 
with somewhat smaller rotational constants which were assigned to perturbation–induced 
transitions whose most plausible assignment is B2∆3/2u – X 2Π3/2g.  
In 1990 Bramble and Hamilton11 reported the first laser–induced fluorescence 
spectra of chlorine cation and measured single vibronic level (SVL) fluorescence 
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lifetimes. The ions were produced in a pulsed supersonic discharge jet and all of the 
observed bands were assigned as originating from the X 2Π3/2g component of v″= 0. Two 
of their observations are very significant: six new bands not previously seen in any 
emission spectra were identified and found to have smaller B′ values than previously 
observed transitions, and the fluorescence lifetimes were found to be vibronic level 
dependent, with longer values for the new bands. The authors argued that the direct 
absorption transition from the ground state to the perturbing B2∆3/2u or 4Σ–3/2u electronic 
states is at least partially forbidden, accounting for the longer lifetimes of the mixed 
states. 
The results of these last two studies, published contemporaneously, suggest that the 
matrix elements for the vibrational perturbations are of the order of magnitude of the 
excited state vibrational frequency (∼350 – 400 cm–1) and most likely involve interactions 
with levels of the B 2∆u excited state. Such perturbations would be expected to cause 
substantial vibrational irregularities in the A–X band system and generate interloper 
transitions through the mixing of the A2Πu and B2∆u levels.  
In addition to emission and LIF studies, photoelectron spectroscopy has contributed 
to our understanding of the chlorine cation.12–18 In their high resolution UV photoelectron 
study, Van Lonkhuyzen and De Lange15 obtained a value of T0 = 20648 ± 400 cm–1 and 
ASO= –550 ± 100 cm–1 for the A state. Yencha and coworkers17 used threshold 
photoelectron spectroscopy to obtain the excited A state parameters T0 = 20382 ± 35 cm–1 
and ASO= –790 cm–1. In recent ZEKE work, Li and coworkers18 determined the spin–orbit 
splitting of the ground state to be –717.7 ±1.5 cm–1, and vibrational constants of          
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ωe= 646.9 cm–1 and ωexe= 3.15 cm–1 for the lowest six levels of the X 2Π3/2g spin–orbit 
component, confirming Huberman’s ground state vibrational numbering.7  
In the present work we have generated very cold chlorine cations in a pulsed 
discharge jet and studied their LIF and emission spectra. The LIF spectra extend to much 
lower energy than previous studies and allow us to assign upper state vibrational quantum 
numbers with confidence for the first time. Our ab initio studies have clarified the nature 
and magnitude of the perturbations, culminating in an effective Hamiltonian least squares 
analysis of the observed transitions, yielding excited state molecular constants, 
perturbation matrix elements and definitive vibrational assignments. 
4.2. Experiment 
The jet cooled chlorine cation (Cl2
+) was produced using the pulsed electric 
discharge technique.19,20 A precursor gas mixture of 5% chlorine gas (High purity, 
Matheson Tri–Gas) in argon (High purity, Scott Gross) was prepared in a stainless steel 
cylinder equipped with a pressure regulator to deliver a constant 40 psi pressure. Pulses 
of the precursor mixture were injected into a vacuum chamber through the 0.8 mm orifice 
of a pulsed solenoid valve (General Valve Series 9). After an appropriate time delay, an 
electric discharge was struck between two ring electrodes mounted in a Delrin cylinder 
attached to the face plate of the pulsed valve and along the path of the expanding gases. 
Low resolution laser induced fluorescence (LIF) spectra (0.1 cm–1) of Cl2
+ were 
collected in the 500–312 nm region by intercepting the expanding discharge products 
with the collimated beam of a pulsed, tunable excimer pumped dye laser (Lumonics HD 
500). The resulting LIF was imaged through appropriate cutoff filters onto the 
photocathode of a high–gain photomultiplier tube (EMI 9816QB). Since the ions tend to 
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have higher velocities than neutral molecules due to the space–charge effect (electrostatic 
repulsion), the optimum signal was obtained by using a relatively short time delay 
between the laser pulse and the electric discharge. The spectra were calibrated to an 
estimated accuracy of 0.1 cm–1 with optogalvanic lines of neon– and argon–filled hollow 
cathode lamps.  
Single vibronic emission spectra were obtained by fixing the laser on an intense 
feature of a particular vibronic band and focusing the resulting fluorescence onto the 
entrance slit of a 0.5 m scanning monochromator (Spex 500M) equipped with an 1800 
line/mm grating blazed at 400 nm. The dispersed emission was detected by a cooled 
photomultiplier (RCA C31034A). The monochromator was calibrated using the emission 
lines of an argon hollow cathode lamp to an accuracy of ±1.0 cm–1. Pulsed LIF or 
emission signals from the detectors and the optogalvanic apparatus were sampled with 
gated integrators and recorded digitally using a LabView based data acquisition system. 
High resolution (0.03 cm–1) LIF spectra of selected bands of the 35Cl2
+ and 35Cl37Cl+ 
isotopologues were obtained using a Lambda–Physik dye laser (Scanmate 2E) equipped 
with an intracavity angle–tuned etalon. In order to separate overlapping bands of the two 
isotopologues, the synchronous scan (sync scan) LIF technique described in more detail 
elsewhere21 was used. In this method, a monochromator, synchronously scanned with the 
LIF excitation laser, is used as a narrow bandpass filter to selectively detect one emission 
band from a single isotopologue. These spectra were calibrated using the I2 LIF Raman 
shifting technique22 to an estimated accuracy of ±0.003 cm–1. 
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4.3. Results and analysis 
4.3.1. Description of the spectra 
We began our experiments in the 400 nm region, which produced very strong LIF 
signals of chlorine cation. The spectra exhibit red–degraded bands with simple P, Q and 
R branch structure and readily distinguished chlorine isotope structure as shown by the 
example in Figure (4.1). This spectrum, which includes some of the lowest energy cold 
bands identified in previous studies, shows many of the complications evident in the Cl2
+
 
band system. The vibrational intervals are highly irregular and there are weaker interloper 
bands. Although the chlorine isotope splittings do not follow the expected patterns, they 
generally increase with excitation energy and the rotational structure of the bands appears 
largely unperturbed. 
The spectra are exceptionally clean with very high signal–to–noise ratios and no 
evidence of extraneous signals from other molecules (35Cl2 is predissociated23 above 
19943.4 cm–1). Since the isotope splittings are substantial (45 – 55 cm–1) in this region of 
the spectrum, the 0–0 band is clearly to lower energy, so we extended our scan region 
progressively to the red where the bands get weaker and weaker, culminating in a very 
weak feature at 20286.0 cm–1. This band is some 3700 cm–1 to lower energy than any 
previous absorption, LIF or emission cold band reported in the literature. Despite 
considerable effort, we were unable to detect any cold bands to lower frequencies. A 
summary of the data is presented in Table (4.1). 
The segment of the LIF spectrum in the lowest frequency region is shown in the top 
panel of Figure (4.2) with the bands labeled 1–12 as in Table (4.1). It is readily apparent 
that bands 1–4 appear largely unperturbed, with regular vibrational intervals and isotope  
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Table (4.1): Observed LIF band heads (cm–1) of the Cl2
+ isotopologues (relative intensities 
and rotational constants are for the 35Cl2
+ species). 
Band 
# 
Band Heads 
Intensityd 
(35Cl2
+
 ) 
Isotope shifts Rotational 
constant B' 
35Cl2
+
  
Upper state 
assignment 
35Cl2
+
  35Cl37Cl
+
  37Cl2
+
  
35Cl2
+
 –
35Cl37Cl
+
  
35Cl2
+
 – 
37Cl2
+
  
1 20286.0 20287.7 … vw –1.7 … … A; v=0 
2 20662.8 20659.5 … vw 3.3 … 0.19123 A; v=1 
3 21031.1 21023.1 … vw 8.0 … 0.18929 A; v=2 
4 21382.9 21371.2 … vw 11.7 … 0.186 A; v=3 
5 21681.3 21670.4 … vw 10.9 … 0.179 A; v=4 
6 21872.5 21865.4 … vw 7.1 … 0.179 B; v=0 
7 21973.5 21966.7 … vw 6.8 … 0.170 B; v=1 
8 22200.0 22180.6 22160.7 w 19.4 39.3 0.1788a A; v=5 
9 22495.5 22474.0 22451.4 w 21.5 44.1 0.1729
a 
0.1733b A; v=6 
10 22620.8 22607.0 … vw 13.8 … 0.171 B; v=3 
11 22787.6 22768.7 22748.4 vw 18.9 39.2 0.1669b B; v=4 
12 22942.3 22916.3 22890.5 ms 26.0 51.8 0.1749a A; v=7 
13 23083.8 23067.3 … vw 16.5 … 0.161 B; v=5 
14 23249.2 23215.6 23181.5 s 33.6 67.7 0.1742
a 
0.1744b A; v=8 
15 23382.1 23362.6 … vw 19.5 … 0.160 B; v=6 
16 23550.8 23516.5 23481.2 mw 34.3 69.6 0.1691a A; v=9 
17 23675.6 23647.1 23618.3 mw 28.5 57.3 0.1653b B; v=7 
18 23848.4 23818.2 23786.7 mw 30.2 61.7 0.161 B; v=8 
19 23967.1 23928.0 23888.6 vs 39.1 78.5 0.1690
b 
0.1694a A; v=10 
20 24263.1 24217.6 24170.5 ms 45.5 92.6 
0.1702a 
0.1705b 
0.1689c 
A; v=11 
21 24410.1 24377.3 24343.7 vw 32.8 66.4 0.156 B; v=10 
22 24564.4 24519.1 24472.3 s 45.3 92.1 0.1664
a 
0.1659 A; v=12 
23 24676.7 24635.6 24594.5 ms 41.1 82.2 0.1588
b 
0.1596c B; v=11 
24 24857.5 24817.6 24775.7 vw 39.9 81.8 0.157 B; v=12 
25 24947.1 24894.9 24845.6 mw 52.2 101.5 
0.1641a 
0.1638b 
0.1640c 
A; v=13 
26 25236.2 25179.6 25122.0 s 56.6 114.2 0.1665
a 
0.1669b A; v=14 
27 25378.9 25334.4 25289.3 vw 44.5 89.6 0.156 B; v=14 
a From Ref. 7.  
b From Ref. 9. 
c From Ref. 11. 
dvw: very weak, w:weak, mw: medium to weak, ms: medium to strong, s:strong, vs: very strong. 
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Table (4.1): Continued 
Band 
# 
Band Heads 
Intensityd 
(35Cl2
+
 ) 
Isotope shifts Rotational 
constant B' 
35Cl2
+
  
Upper state 
assignment 35Cl2
+
  35Cl37Cl
+
  37Cl2
+
  
35Cl2
+
 –
35Cl37Cl
+
  
35Cl2
+
 – 
37Cl2
+
  
28 25532.5 25477.8 25422.0 s 54.7 110.5 0.1614c A; v=15 
29 25625.0 25573.5 25522.1 ms 51.5 102.9 0.1541c B; v=15 
30 25812.1 25764.0 25713.8 w 48.1 98.3 … B; v=16 
31 25882.6 25820.3 25757.9 vs 62.3 124.7 0.1607 A; v=16 
32 26058.3 26008.4 25957.7 vw 49.9 100.6 0.146 B; v=17 
33 26165.8 26101.1 26034.8 vs 64.7 131.0 0.1622 A: v=17 
34 26289.0 26234.2 26179.2 vw 54.8 109.8 0.1451c B; v=18 
35 26451.3 26389.4 26325.9 ms 61.9 125.4 0.157 0.1538 A: v=18 
36 26519.3 26456.8 26395.0 mw 62.5 124.3 0.1491c B; v=19 
37 26773.0 26701.2 26628.1 vs 71.8 144.9 0.1588
a 
0.1573c A; v=19 
38 26928.3 26869.6 26809.0 vw 58.7 119.3 0.138 B: v=21 
39 27051.7 26980.1 26906.2 s 71.6 145.5 0.1568a A; v=20 
40 27141.9 27078.5 27014.5 w 63.4 127.4 0.138 B; v=22 
41 27317.5 27289.1 27217.9 vw 28.4 99.6 0.145 B; v=23 
42 27362.6 27253.1 27184.3 s 109.5 178.3 0.148 A; v=21 
43 27535.0 27472.9 27408.7 vw 62.1 126.3 … B; v=24 
44 27622.8 27544.6 27464.9 s 78.2 157.9 0.155 A; v=22 
45 27736.7 27670.5 27602.0 w 66.2 134.7 0.133 B: v=25 
46 27887.3 27812.6 27732.5 w 74.7 154.8 0.150 A; v=23 
47 27935.5 27864.1 27792.5 w 71.4 143.0 0.134 B; v=26 
48 28168.5 28086.8 28002.1 mw 81.7 166.4 … A; v=24 
49 28297.9 28228.7 … vw 69.2 … 0.129 B; v=28 
50 28425.1 28343.9 28260.5 w 81.2 164.6 0.149 A; v=25 
51 28482.5 28410.3 … vw 72.2 … 0.129 B; v=29 
52 28691.8 28606.6 28518.4 w 85.2 173.4 0.149 A; v=26 
53 28823.5 … … vw … … … B; v=31 
54 28936.1 28852.3 28764.0 w 83.8 172.1 0.145 A; v=27 
55 28996.4 28922.5 … mw 73.9 … 0.123 B; v=32 
56 29189.9 29101.5 29014.0 mw 88.4 175.9 0.143 A; v=28 
57 29420.9 29335.6 29246.1 mw 85.3 174.8 … A; v=29 
58 29474.6 29400.4 29315.7 w 74.2 158.9 … … 
a From Ref. 7.  
b From Ref. 9. 
c From Ref. 11. 
dvw: very weak, w:weak, mw: medium to weak, ms: medium to strong, s:strong, vs: very strong. 
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Table (4.1): Continued 
Band 
# 
Band Heads 
Intensityd 
(35Cl2
+
 ) 
Isotope shifts Rotational 
constant B' 
35Cl2
+
  
Upper state 
assignment 35Cl2
+
  35Cl37Cl
+
  37Cl2
+
  
35Cl2
+
 –
35Cl37Cl
+
  
35Cl2
+
 – 
37Cl2
+
  
59 29660.7 29571.1 29480.3 mw 89.6 180.4 0.140 A; v=30 
60 29880.8 29794.3 29703.4 w 86.5 177.4 0.140 A; v=31 
61 29915.6 29841.2 29769.5 vw 74.4 146.1 0.114 … 
62 30104.3 30015.3 29923.3 w 89.0 181.0 0.135 A: v=32 
63 30245.2 30184.1 … vw 61.1 … 0.110 … 
64 30322.9 30224.5 30134.7 w 98.4 188.2 0.124 A; v=33f 
65 30517.0 30421.0 30337.7 w 96.0 179.3 0.121 A; v=34 
66 30724.9 30644.3 … w 80.6 … 0.124 A; v=35 
67 30921.8 30835.4 30736.6 w 86.4 185.2 0.120 A; v=36 
68 31106.8 … … w … … … A; v=37 
69 31280.0 31190.3 … w 89.7 … … A; v=38 
70e 31439.4 31354.9 … w 84.5 … … A; v=39 
a From Ref. 7.  
b From Ref. 9. 
c From Ref. 11. 
dvw: very weak, w:weak, mw: medium to weak, ms: medium to strong, s:strong, vs: very strong. 
eFurther weak bands that could not be assigned to a particular chlorine isotopologue or 
vibrational level were measured at 30455.8, 30471.8, 30490.3, 30561.2, 30576.2, 
30789.1, 30885.0, 30989.2, 31014.2, 31026.1, 31175.1, 31206.4, 31288.4, 31367.8, 
31489.5, 31513.0, 31561.2, 31585.4, 31621.9, 31647.0, 31691.7, 31710.4, 31734.0, 
31756.2, 31794.7, 31806.3, 31837.6, 31868.7, 31898.4 and 31929.4 cm–1.  
fThis and subsequent assignments are tentative as these bands have not been fitted  with 
the effective Hamiltonian model; see text. 
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Figure (4.2):  The low energy end of the LIF spectrum of chlorine cation.  The top “cold” 
spectrum was taken under expansion conditions that maximize the ground state 
vibrational and spin–orbit cooling.  All the observed transitions in this spectrum originate 
in the v" =0 level of the lowest Ω =3/2 spin–orbit component of the X 2Π state.  The inset 
shows the very weak 0–0 band.  The bottom “hot” spectrum was recorded under much 
less vigorous cooling conditions and exhibits hot bands arising from v" =1 and v" =2.  
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shifts and no extraneous features. The interval between bands 4 and 5 is smaller than 
expected and two weaker interloper bands appear just above band 5, indicating the onset 
of the vibrational perturbations. Before discussing the assignments it is necessary to 
establish the degree of vibrational and spin–orbit cooling in our spectra. 
Using the v″=1 – v″=0 interval of 640 cm–1 obtained from our own emission 
spectrum measurements (vide infra), we searched our LIF spectra for any evidence of hot 
bands, with no success, suggesting that all observed bands are vibrationally cold. As a 
test of this hypothesis, we altered the expansion conditions by adding a short reheat 
tube24 and manipulating the time delay between the discharge and the laser for less 
efficient cooling and obtained the spectrum shown in the bottom panel of Figure (4.2). A 
series of weak bands are observed which can be readily assigned as hot bands originating 
from v″ = 1 and 2, confirming that spectra obtained under rigorous expansion conditions 
have insignificant populations in v" > 0. 
The other obvious question concerns the extent of the spin–orbit cooling in our 
experiments. The ground state spin–orbit interval18 is 717.7 ± 1.5 cm–1, some 77 cm–1 
higher than the vibrational fundamental, so it might be anticipated that the v″=0 X 2Π1/2g 
level should be depopulated in the expansion. However, it is known that spin–orbit 
components sometimes cool rather inefficiently, so this is not a priori a necessarily good 
assumption. Initially, we attempted to find bands in our spectra that were known from 
previous work (vibrational and rotational analyses) to be Ω=1/2 – Ω=1/2 transitions, but 
were unable to identify any such features. We then attempted to differentiate the bands on 
the basis of low–resolution band contours, as shown in Figure (4.3). The bottom trace is 
the experimental 0.15 cm–1 resolution spectrum of a 35Cl2
+ band at 23249.2 cm–1 which we  
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Figure (4.3): A comparison of the rotational contour of an observed Cl2
+ band and 
calculated contours for Ω = 1/2 (top) and 3/2 (middle) transitions. 
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have analyzed as a transition between 2Π3/2 spin–orbit components. The simulated 
spectrum is given in the central trace and the upper trace shows the corresponding 2Π1/2 
component calculated using the same B values but with the 8 – 1 band Λ–doubling 
constants determined by Choi and Hardwick.9 We conclude that any 2Π1/2 bands 
exhibiting Λ–doubling should be readily apparent at low–resolution. No such bands have 
been found in our spectra. 
We have obtained approximate upper state B values for most of the low–resolution 
bands in the spectrum by band contour analysis using the very convenient graphical 
program PGOPHER.25 In each case we fixed B"= 0.2686 cm–1 (from ref. 7) and varied T0 
and B′ until a good visual match was obtained between the observed and calculated 
partially resolved rotational structure. Comparisons between the B values determined in 
this fashion and the more accurate constants obtained for the same upper state levels by 
previous workers showed agreement out to the third decimal place, sufficient for the 
purposes of this work. The B values are summarized in Table (4.1).  
We have studied bands 2 and 3 (Figure (4.2)) at high resolution in order to 
unambiguously confirm that they involve the 2Π3/2 spin–orbit components. Although 
these bands are weak, the use of the LIF sync–scan method provides spectra with 
excellent signal–to–noise ratio and no isotopic contamination, as shown in Figure (4.4). 
Analysis clearly indicates that the lowest J″ values of both bands are 1.5, with no 
evidence of Λ–doubling, precisely as expected for 2Π3/2 transitions. We have used 
PGOPHER25 to fit the individual rovibronic transitions using least squares methods. In 
each case, we were able to fit the rotational structure, which is free of detectable 
perturbations, to experimental accuracy (0.003 cm–1) by varying only T0, B″ and B′, with  
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the results shown in Table (4.2). The ground state B values are the same within their 
respective uncertainties (average = 0.2686 cm–1) and identical to that obtained for v″= 0 
by Huberman7, indicating that both bands originate from the same ground state v″= 0 X 
2Π3/2g level. The excited state B values are larger than any of those determined in the 
early literature and almost identical to those obtained recently from analyses of the 2Π1/2 
bands at 16913 and 17282 cm–1, tentatively assigned as 2 – 7 and 3 – 7.26 We are led to 
the definite conclusion that all the bands in our cold spectra originate in the ground state 
v = 0 X 2Π3/2g level. 
In addition to LIF spectra, we also obtained wavelength resolved emission spectra 
for many upper state levels. By laser excitation of higher energy LIF bands where the 
chlorine isotopologues are completely resolved, we have recorded emission spectra of 
35Cl2
+, 35Cl37Cl+ and 37Cl2
+. Combining the data from several such spectra, we have 
mapped out the ground state energy levels and determined the vibrational constants of the 
three isotopologues, as presented in Table (4.3). 
4.3.2. Determination of the vibrational numbering of the lowest LIF bands 
The crucial question for a band system with such a long Franck–Condon profile is 
what is the upper state vibrational assignment of our lowest cold band with band head at 
20286.0 cm–1? Is it the 0–0 band or are there more bands, too weak to be detected, to 
lower energies? Unfortunately, this band has very low intensity and we were unable to 
subject it to a detailed rotational analysis or obtain emission spectra from it. However, 
chlorine isotope effects strongly indicate that it is in fact the 0–0 band. From the high 
resolution analyses, we obtain the precise 35Cl2
+ – 35Cl37Cl+ isotope shifts of bands 2 and 3 
as +3.26 and +7.98 cm–1 and band  1  has an  isotope effect estimated from band heads as  
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Table (4.2): The rotational constants (in cm–1) of 35Cl2
+ and 35Cl37Cl+. 
Constant a 
1–0 band  2–0 band 
35Cl2
+
  35Cl37Cl+  35Cl2
+
  35Cl37Cl+ 
B″ 0.26864(10)b 0.26139(10)  0.26863(15) 0.26145(14) 
B′ 0.19123(9) 0.18611(9)  0.18929(13) 0.18430(12) 
T0 20625.844(3) 20622.580(3)  20994.118(3) 20986.134(3) 
 
aThe spin–orbit coupling constants were fixed at A′ = –790 cm–1 (ref. 17) and A″ = –717.5 
cm–1 (ref. 18).  
bThe numbers in parentheses are standard errors of 3σ.   
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Table (4.3): Measured ground state 2Π3/2 energy levels, the fitted vibrational constants, 
and the least squares residuals (all in cm–1), from the emission spectra of 35Cl2
+,  35Cl37Cl+ 
and 37Cl2
+. 
v" 
 35Cl2
+  35Cl37Cl+  37Cl2
+ 
 Energya Residual  Energy Residual  Energy Residual 
1  640 0.3  632 –0.1  623 0.2 
2  1273 –0.1  1258 0.1  1240 –0.5 
3  1901 0.3  1877 –0.8  1852 –0.3 
4  2522 –0.4  2493 1.2  2459 0.8 
5  3138 –0.2  3100 0.0  3059 0.6 
6  3748 –0.1  3702 –0.3  … … 
7  4352 –0.2  4298 –0.7  4239 –2.1 
8  4951 0.6  4889 –0.2  4826 2.3 
9  5542 –0.7  5475 1.2  5399 –1.5 
10  6129 –0.2  6052 –0.6  5972 0.6 
11  6710 0.2  … …  … … 
12  7285 0.5  … …  … … 
13  7854 0.7  … …  … … 
14  8416 –0.3  8309 0.0  … … 
15  8973 –0.4  … …  … … 
          
ωe  645.15(12)b  637.54(23)  629.31(70) 
ωexe  2.9345(69)  2.938(14)  2.919(57) 
aEnergy above the lowest vibrational level of the X 2Π3/2 state. 
bThe numbers in parentheses are standard errors of 1σ.   
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–1.7 cm–1. Using our ground state vibrational constants from SVL emission spectra of   
ωe= 645.0 cm–1 and ωexe= 2.93 cm–1 and an estimated range of upper state constants of 
ωe= 350 – 400 cm–1, ωexe= 2.0 cm–1, the 0–0 band isotope shift is readily calculated to be 
from –2.0 to –1.7 cm–1. The calculated isotope shifts for the 1–0 and 2–0 bands are 
positive with values of 2.7 – 3.7 cm–1 and 7.2 – 8.9 cm–1, very similar to the observed 
values of bands 2 and 3 in our LIF spectra. A consistent picture emerges with bands 1, 2 
and 3 assigned as 0–0, 1–0 and 2–0, respectively. The only caveat is that the higher bands 
in the spectrum are known to be perturbed with irregular isotope splittings which cannot 
be relied on to determine the vibrational numbering. 
The final piece of evidence concerning the vibrational numbering comes from SVL 
emission spectra. The emission spectra from bands 2–5 (see Figure (4.2)) are shown in 
Figure (4.5). It is well known that the number of nodes in such dispersed fluorescence 
spectra should be the same as the upper state vibrational quantum number and it is 
apparent that the lowest frequency LIF band 2 has an emission spectrum with at least one 
node. Unfortunately, we have no method to tell whether there is a second node as the 
spectrum extends beyond the range of our monochromator/detector limit of 850 nm. It is 
also evident that going to higher upper state quantum numbers (bands 3–5) shifts the 
Franck–Condon pattern in a systematic way suggesting that the upper state 
wavefunctions are not heavily perturbed and the number of nodes is still a useful, 
although in this case experimentally limited, diagnostic. We conclude that the existence 
of one node argues strongly that the upper state of cold band 2 is v′ = 1, in accord with 
the isotope data. 
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Figure (4.5):  Single vibronic level emission spectra obtained by laser excitation of bands 
2–5 (see Figure (4.2)) in the LIF spectrum of chlorine cation.  In each case the horizontal 
scale is displacement from the laser excitation wavenumber, which gives a direct measure 
of the ground state energy relative to that of v" = 0.  The feature at 0.0 cm–1 is scattered 
laser light. 
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 With the LIF bands 1–3 established as transitions to v′ = 0, 1 and 2, respectively, 
we can now examine the higher energy bands listed in Table (4.1) and attempt to make 
vibrational assignments. The first four bands (0 – 0, 1 – 0, 2 – 0 and 3 – 0) appear fairly 
regular with vibrational intervals of 377, 369 and 352 cm–1 and isotope shifts of –1.7, 3.3, 
8.0 and 11.8 cm–1 although the 3 – 0 isotope splitting is slightly smaller than calculated 
(11.6 – 14.0 cm–1) and the anharmonicity is quite a bit larger than that of the ground state. 
Curiously, the Bv values of bands 2–4 fit very well with the usual relationship yielding 
Be= 0.1953(9) cm–1 and αe = 0.0026(4) cm–1. In attempts to assign the 4 – 0 band we 
confront an immediate problem, as there are three weak bands (labeled 5, 6 and 7 in 
Figure (4.2)) in the vicinity, all with isotope effects smaller than expected. Undoubtedly, 
some of these bands are transitions to the interloper states that perturb the A 2Π3/2u levels. 
Using the data in Table (4.1) and the previously noted criterion that the B values of the 
interloper states are significantly smaller than those of A state levels, it appears that band 
7 terminates on an interloper state with B′ = 0.170 cm–1. Bands 5 and 6 have anomalously 
small isotope effects (10.9 and 7.1 cm–1), B′ values (0.179 and 0.179 cm–1), and 
vibrational intervals (298 and 191 cm–1) and it proved difficult to assign them with any 
certainty. These difficulties only increase as one moves to higher bands in the spectrum. 
At this point we appealed to theory to attempt to understand the nature of the 
perturbations in more detail, which would hopefully allow us to make definitive 
assignments for the observed bands. 
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4.4. Computational details  
4.4.1. Ab initio electronic structure calculations 
For the description of the Cl atom, the correlation consistent polarized valence 
quadruple zeta basis set augmented by a large exponent d function (cc–pV(Q+d)Z) 
(16s11p4d2f1g)27 was employed, generally contracted to [6s5p4d2f1g], giving a total of 
64 spherical Gaussian functions. 
Our zeroth–order wavefunctions are of a complete active space self consistent field 
(CASSCF) type constructed by distributing all 13 valence electrons into 8 molecular 
orbitals correlating to the atomic 3s+3p valence shell. A state average (SA) treatment for 
states of the same spin and spatial (±Λ) symmetry was used under D2h symmetry and 
equivalence restrictions. This way all molecular |ΛS〉 states dissociate smoothly to their 
respective adiabatic fragments at the Hartree–Fock limit. Additional correlation was 
extracted by single and double replacements out of all configuration functions (CF) of the 
reference CASSCF space (CASSCF+1+2=MRCI). The resulting configuration 
interaction (CI) spaces (~1.5×106 CFs) were subsequently internally contracted (icMRCI) 
to approximately 1/4 of their initial size. We have thus constructed complete potential 
energy curves (PEC) for all the Cl2
+ states of 2,4(Σ+, Σ– [2], Π [2], ∆)g,u symmetry, 
dissociating adiabatically to the ground state atomic fragments Cl(3s23p5; 2P) + 
Cl+(3s23p4; 3P) (see Figure (4.6)). Size non–extensivity errors are mitigated through the 
multireference analog of the Davidson correction, denoted as +Q in what follows.28 The 
molecular constants and other relevant features of the bound state PEC’s are summarized 
in the accompanying EPAPS document.29  
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Spin–orbit (SO) coupling has been accounted for by diagonalizing the Hel + HSO in 
a basis comprising the eigenfunctions of the electronic Hamiltonian Hel. The full Breit–
Pauli operator is used for the calculation of the matrix elements between the CFs of the 
"internal" zeroth order CASSCF wavefunction while the effect of the "external" space is 
considered through a mean field one–electron Fock operator.30 
Since we are only interested in deciphering the A2Π3/2u – X 2Π3/2g Cl2
+ spectrum, we 
had to adjust our SO computational strategy accordingly. We have obtained the lower 
state PEC by diagonalizing the SO operator within a space comprising only the 4 Λ+Σ   
(= Ω) components of the X 2Πg state. The upper Ω= 3/2u states were obtained from a       
16 × 16 matrix generated by all Ω components of the Σu−4 , 
2Πu, 2Δu, Σu+
2  and Σu−2 states. 
The presence of the latter two Λ= 0 states in the SO matrix is important since their          
Ω = 1/2u components interact heavily with A 2Π1/2u (see Figure (4.7)). Our basis set is well 
suited for such a computational endeavor. For example, the ionization energy (IE) of the 
Cl atom is found to be IE= 12.73 (12.84) eV at the CISD(+Q) level of theory and 
compares nicely with the experimental value of 12.9676 eV.31 The atomic SO splittings 
of both the neutral Cl(2P) and ionic Cl+(3P) atoms [∆ECl(1/2 – 3/2) = 794.45 cm–1,        
ΔECl+ (1 – 2)= 605.80 cm
–1, and ΔECl+ (0–2)= 908.71cm
–1] also compare well with the 
experimental values of 882.35, 696.00, and 996.47 cm–1, respectively.32 
For all electronic structure calculations, the MOLPRO 2010.1 suite of programs 
was employed.33 
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4.4.2. Coupled equations 
Figure (4.6) shows the PECs of all |ΛS〉 states dissociating to Cl(3s23p5; 2P)+ 
Cl+(3s23p4; 3P) calculated at the MRCI level of theory. The A2Πu and B2Δu PECs cross at 
~ 2.22 Å When the spin–orbit interaction is considered, the crossing becomes avoided 
and the A and B states exchange their electronic character (see Figure (4.7)). It is this 
spin–orbit ∆Ω= 0 interaction that leads to the observed perturbations in the A – X band 
system of Cl2
+. The main CASSCF equilibrium configurations of the B state are: 
|𝐵   Δu2 〉; 0.60�… σg2  πu4σu1πg2〉 − 0.37�… σg2  πg4σu1πu2〉 
It is important to note that the spin–orbit interaction is not due to the main 
configurations of the A(… σg
2πu3πg4) and B(… σg
2πu4σu1πg
2) states, which differ by two spin 
orbitals, but due to the 0.37 component (… σg
2πu4σu1πg
2) of the B2Δu state, as originally 
suggested by Bramble and Hamilton.11  
The state mixing results in the breakdown of the Born–Oppenheimer (BO) 
approximation, so that the vibronic levels should be found by solving the coupled 
equations.34 It is well known (see p. 264 of ref. 35) that their form depends on the choice 
of either diabatic or adiabatic electronic wavefunctions. In the present case, we can define 
in a natural way a diabatic basis comprised of the adiabatic MRCI PECs after the 
inclusion of the diagonal SO energy contribution. Since the Σ3/2u−4  state is practically a 
pure quartet spin state (circa 99.5% of Σu−4  character at all R distances) the upper Ω = 
3/2u 
vibronic levels can be adequately approximated by a two BO term wavefunction: 
𝜓(𝑞,𝑅) =
1
𝑅
�𝛷𝐴𝑑(𝑞;𝑅)𝜒𝐴,𝑖𝑐 (𝑅) + 𝛷𝐵𝑑(𝑞;𝑅)𝜒𝐵,𝑖𝑐 (𝑅)�                        (4.1) 
where q stands for the set of electronic coordinates, R for the internuclear distance, d for 
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diabatic, and c for coupled. 
The vibrational functions 𝜒𝑛,𝑖𝑐 (𝑅) are the solutions of the following nonadiabatic 
coupled equations: 
�−�
ℏ2
2𝜇
�
𝑑2
𝑑𝑅2
+ 𝑉𝐴𝑑(𝑅)� 𝜒𝐴,𝑖𝑐 (𝑅) + 𝐻𝑆𝑂𝐴𝐵(𝑅𝑐)𝜒𝐵,𝑖𝑐 (𝑅) = 𝐸𝑖𝜒𝐴,𝑖𝑐 (𝑅)                   (4.2) 
�−�
ℏ2
2𝜇
�
𝑑2
𝑑𝑅2
+ 𝑉𝐵𝑑(𝑅)� 𝜒𝐵,𝑖𝑐 (𝑅) + 𝐻𝑆𝑂𝐴𝐵(𝑅𝑐)𝜒𝐴,𝑖𝑐 (𝑅) = 𝐸𝑖𝜒𝐵,𝑖𝑐 (𝑅)                   (4.3) 
To solve them, we have used the Fox–Goodwin propagation scheme36 with matching of 
propagated outward and inward solution matrices.37 The number of integration points has 
been taken equal to 2001, with a grid extending from Rmin = 1.48 Å to Rmax = 5.29 Å. The 
only empirical adjustment is that the B state diabatic curve has been shifted upwards by 
140 cm–1 in order to match experiment as closely as possible. We have obtained the 
vibronic levels and corresponding wavefunctions for the three isotopologues, 35Cl2
+         
(µ = 17.48442634 amu), 35Cl37Cl+  (µ = 17.96982831 amu), and 37Cl2
+ ( µ = 18.4829513 
amu). We have also calculated 𝐵𝑖′  as an expectation value based on the following simple 
expression: 
𝐵𝑖′ = � �
ℏ2
2𝜇𝑅2
�
𝑅𝑚𝑎𝑥
𝑅𝑚𝑖𝑛
�𝜒𝐴,𝑖𝑐 (𝑅)2 + 𝜒𝐵,𝑖𝑐 (𝑅)2�𝑑𝑅                                 (4.4) 
Once the i th solution of Equations (2) – (3) was obtained, the nuclear factors χn
c
 ,i (R) 
were normalized according to 
� �𝜒𝐴,𝑖𝑐 (𝑅)2 + 𝜒𝐵,𝑖𝑐 (𝑅)2�𝑑𝑅 = 1                                         (4.5)
𝑅𝑚𝑎𝑥
𝑅𝑚𝑖𝑛
 
The percentage Pn,i of each nuclear factor is given by 
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𝑃𝑛,𝑖 = 100 � 𝜒𝑛,𝑖𝑐 (𝑅)2𝑑𝑅 (𝑛 = 𝐴,𝐵)                                    (4.6)
𝑅𝑚𝑎𝑥
𝑅𝑚𝑖𝑛
 
We label the vibronic levels based on the largest percentage of a given diabatic state..  
The vibrational quantum numbers were determined by comparing plots of the 
associated nuclear wavefunctions 𝜒𝑛,𝑖𝑐  to the shapes of the corresponding diabatic 
vibrational wavefunctions and identifying which functions were most similar.  
4.4.3. Computational results 
Figure (4.6) indicates four low–lying electronic states (A 2Πu, B 2Δu, 1 Σu+
2  and 
1 Σu−2 ) accessible by electronically allowed electric dipole transitions from the X 
2Πg 
state. However, our transition moment calculations show that the vertical transition to the 
A state is very strong (Re = 1.8 D) whereas transitions to the other states are much weaker 
(B 2Δu = 0.07 D, 1 Σu+
2 = 0.01 D and 1 Σu−2 = 0.16 D), consistent with our observation that 
all the bands in our spectra have simple ∆Λ= 0 rotational structure. Franck–Condon 
factors calculated for the A – X transition from the curves in Figure (4.6) indicate a very 
weak 0–0 band, a long Franck–Condon profile, peaking at about v′ = 23 and tailing off to 
dissociation at about v′= 42. Since our spectra contain about 100 bands (see Table (4.1)), 
many of the observed features must be perturbation–induced interloper bands. 
The results of the solution of the coupled equations for the lower levels of the A – X 
transition are presented in Table (4.4). The agreement with experiment is very gratifying 
and clearly leads to definitive assignments. The first four levels are primarily v = 0–3 of 
the A state, perturbed slightly from above by interaction with energetically distant levels 
of the B state. The A state v = 4 level interacts strongly with the nearby v = 0 level of  the  
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Table (4.4): The results of the coupled equations calculations for chlorine cation (in     
cm–1). In each case Diff. denotes the experimentally observed value (see Table (4.1)) 
minus the calculated value.  
Band origin  Bv′    Assignment  35Cl2
+
  – 35Cl37Cl+  35Cl2
+
  – 37Cl2
+
  
Calc. Diff.  Calc. Diff.  % A % B  Calc. Diff.  Calc. Diff. 
20285.9 0.1  0.1887 …  99 v=0 1 v=0  –1.7 0.0  –3.5 … 
20658.4 4.4  0.1871 0.0041  98 v=1 2 v=0  3.2 0.1  6.5 … 
21022.9 8.2  0.1853 0.0040  96 v=2 4 v=0  7.9 0.1  16 … 
21373.5 9.4  0.1826 0.0034  91v=3 9 v=0  11.9 –0.2  24 … 
21682.3 –1.0  0.1754 0.0036  66 v=4 34 v=0  12.1 –1.2  24.8 … 
21881.1 –8.6  0.1711 0.0079  45 v=4 55 v=0  6.7 0.4  13.9 … 
21990.1 –16.6  0.1668 0.0032  31 v=5 69 v=1  6.9 –0.1  13.5 … 
22192.7 7.3  0.1746 0.0042  70 v=5 30 v=1  18.6 0.8  37.2 2.1 
22314.0 …  0.1625 …  13 v=6 87 v=2  4.9 …  9.9 … 
22491.2 4.3  0.1725 0.0008  68 v=6 32 v=2  23.3 –1.8  47.3 –3.2 
22634.8 –14.0  0.1640 0.0070  26 v=6 74 v=3  12 1.8  24.2 … 
22794.8 –7.2  0.1674 –0.005  49 v=7 51 v=4  21.8 –2.9  44.4 –5.2 
22938.2 4.1  0.1672 0.0077  50 v=7 50 v=4  22.9 3.1  45.7 6.1 
23105.2 –21.4  0.1612 –0.0002  24 v=8 76 v=5  17.9 –1.4  36.3 … 
23233.4 15.8  0.1699 0.0043  70 v=8 30 v=5  32.5 1.1  65.9 1.8 
23406.2 –24.1  0.1574 0.0026  13 v=9 87 v=6  19 0.5  38.5 … 
23536.0 14.8  0.1699 –0.0008  75 v=9 25 v=6  36.5 –2.2  73.8 –4.2 
23688.7 –13.1  0.1573 0.0080  21 v=10 79 v=7  26.2 2.3  52.9 4.4 
23849.8 –1.4  0.1655 –0.0045  58 v=10 42 v=8  34.3 –4.1  69.9 –8.2 
23960.7 6.4  0.1597 0.0093  40 v=10 60 v=8  34.8 4.3  69.2 9.3 
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B state, yielding bands 5 (66% A v=4) and 6 (55% B v=0) in the spectrum. Due to the 
lower vibrational frequency in the B state (286 cm–1 vs. 382 cm–1 in the A state), the 
levels interleave, producing interloper band 7 (69% B v=1) and perturbed band 8 (70% A 
v=5). Then  the  calculation predicts  a band  at 22314 cm–1 with upper state 87% B v = 2 
that is not observed in the spectrum. This is reasonable because the mixing with the A 
state, which carries all the oscillator strength, is very small, so the interloper band is 
undetectably weak. Turning to the calculated B values, it is evident that they are generally 
slightly smaller than the experimental values but follow the observed trend, with smaller 
values for the B state vibrational levels, consistent with the ab initio predictions: A state 
Re = 2.25 Å and B state Re = 2.44 Å. Finally, the data in Table (4.4) also show that the 
calculations satisfactorily reproduce the chlorine isotope shifts for bands 1–8. 
The calculations continue to match experiment very well until the last two entries in 
Table (4.4), which predict a perturbed band (58% A v=10; 42% B, v=8) at 23849.8 cm–1 
with the larger B value and an interloper band (40% A v=10; 60% B v=8) above it at 
23960.7 cm–1 with a smaller B value. However, the spectrum begs to differ, with the 
weaker interloper (with smaller B value) occurring at 23848.4 cm–1, below the very 
strong perturbed band with larger B value at 23967.1 cm–1. Clearly, the actual mixing of 
the A and B state wavefunctions is not quite as predicted by the calculations. At higher 
energies, the agreement between the observed and calculated properties of the spectrum 
slowly degrades, reflecting the limitations of a purely two–state ab initio model.  
4.4.4. Fitting the experimental data 
The coupled equations clearly show that the perturbations are due to a spin–orbit 
interaction between the Ω= 3/2 components of the A 2Πu and B 2Δu electronic states. In 
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order to treat the data more quantitatively, we have used an effective Hamiltonian with 
vibrational and spin–orbit interaction constants that could be refined by least squares 
methods. The matrix element coupling a level of the A state with vibrational quantum 
number vA to a level of the B state with vibrational quantum number vB can be written as 
HSOAB〈χ
d
vA|χdvB〉, where the first term is the electronic spin–orbit interaction matrix element 
and the second term is a vibrational overlap.35 Our ab initio SO calculations showed that 
HSOAB has a value of about 240 cm
–1 and that this value is almost constant (within 20%) 
from R = 2.0 to 3.6 Å. We obtained the preliminary vibrational overlaps (A state up to 
v=42, B state up to v=60, limited by dissociation) and vibrational constants from the 
MRCI PECs (Figure (4.6)). 
A large matrix of the form shown in Figure (4.8) was set up and diagonalized and 
the eigenvalues, eigenvectors, and derivatives were stored. The vibrational constants of 
each electronic state and the spin–orbit coupling term HSOAB were varied to minimize the 
sum of the squares of the deviations of the observed and calculated transition frequencies. 
The initial fitting was guided by the coupled equations calculation. Starting with the first 
20 transitions of 35Cl2
+ (see Table (4.1), up to A v=11, B v=8), we found that we could 
obtain a good fit with a minimal set of constants, as long as the basis extended up to        
v= 30 for both electronic states. Examination of the ab initio vibrational overlaps of the A 
state v=10 level, for example, showed that they range from 0.41 with B v=4 to 0.11 with 
B v=34, slowly dying off at higher levels, which accounts for the necessity of a large 
vibrational basis. Although the maximum interaction occurs between energetically 
similar levels, the large matrix elements [240 cm–1 × 0.41 = 98.4 cm–1 at B v=4 down to 
26.4 cm–1 at B v=34] mandate significant level shifts due to more remote levels as well.  
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In each case, we have fitted the band head data of Table (4.1), rather than 
vibrational band origins which cannot be determined precisely without full rotational 
analysis. However, this introduces little error as tests show that the band origins are only 
0.3 to 0.5 cm–1 to lower energy, well within the overall standard error for the least 
squares analysis. 
Bootstrapping up from our initial set of 35Cl2
+ assignments, we found that all of the 
A state levels up to v=32 could be readily identified, along with most of the B state levels 
up to v=32 (for some B state levels the mixing is too small to generate any appreciable 
intensity as found in the coupled equations calculations). In our initial analysis, we varied 
Te, ωe, ωexe and ωeye in both states and the single interaction constant HSOAB, using the ab 
initio vibrational overlaps. New PEC’s and vibrational overlaps were then calculated 
from the fitted vibrational constants using LeRoy’s RKR1 2.0 and Level 8.0 programs38,39 
and the process was repeated until no further improvements in the least squares fitting 
could be achieved. In this fashion, all the observed transitions of 35Cl2
+ up to v' = 32 (85% 
of those in Table (4.1) were fitted to an overall standard error of 0.7 cm–1, about 1 order 
of magnitude larger than the measurement error, typical of low order Dunham expansion 
fits of vibrationally resolved data. The vibrational constants up to ωeze were varied but, 
due to correlations, the ωeae constants had to be fixed in the final least squares analysis. 
Beyond v' = 32, the constants did not predict subsequent transitions, particularly those to 
the B state, very well and the least squares standard error increased rapidly. 
Significant effort was made to try to include levels beyond v' = 32 in the effective 
Hamiltonian analysis, without success. Although the ab initio vibrational levels of the A 
and B state diabatic potentials were readily fitted with a limited Dunham expansion, high 
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order Dunham constants were not least squares determinable in fitting the experimental 
data. We also attempted to include a vibrational level dependent spin–orbit interaction 
expression of the form HSO = HSOAB + α [Rc – R(vA, vB)] where Rc is the bond length at the 
curve crossing, with interaction matrix element HSOAB. R(vA, vB) is the R–centroid of any 
two vibrational levels, calculated from the PEC’s using LeRoy’s Level 8.0 program.39 
This did not improve the overall standard error significantly and the standard deviation of 
α was comparable to its error. Attempts to include bound–free vibrational overlaps also 
did not lead to any improvement.  
In the final analysis, transitions up to v=32 were fitted for each of the chlorine 
isotopologues, and the results are summarized in Table (4.5). The 35Cl2
+ and 35Cl37Cl+  
data sets were comparable and in each case ~60 transitions were fitted with an overall 
standard error of ~0.7 cm–1. The 37Cl2
+ data set was more sparse, particularly at low v, and 
we found that fewer constants could be varied, so some were fixed at their 35Cl2
+
 values, 
resulting in a higher overall standard error (0.99 cm–1) for the 46 fitted transitions. 
However, in all three cases, the fitting process went very smoothly, readily predicting 
higher transitions and weak or overlapped bands, up to the limit of v' = 32. The full 
details of the least squares results are presented in the EPAPS submission.29 
4.5. Discussion 
The effective Hamiltonian calculations show that the perturbations of the A state    
Ω =3/2u levels with v ≤ 32 can be successfully fitted using a ∆Ω = 0 spin–orbit interaction 
with a constant HSOAB electronic interaction term. However, it is important to recognize that 
the matrix elements are large and thus the A  state  vibrational  level  shifts are substantial  
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Table (4.5): The fitteda vibrational and spin–orbit interaction constants (in cm–1) of Cl2
+
   
Constant 35Cl2
+
  35Cl37Cl+ 37Cl2
+
  
 A 2Πu 3/2 state 
Te 20440.81(72) 20441.53(70) 20440.81b 
ωe 386.46(36) 381.29(35) 376.24(17) 
ωexe 2.027(47) 1.976(45) 1.944(16) 
ωeye –0.0299(21) –0.0294(20) –0.02834(35) 
ωeze 0.001010(32) 0.001014(30) 0.00101b 
ωeae –1.5 × 10–5 –1.5 × 10–5 –1.5 × 10–5 
B 2∆u 3/2 state 
Te 21913.42(104) 21913.11(104) 21913.42b 
ωe 284.49(36) 281.03(36) 276.67(22) 
ωexe 1.533(41) 1.543(42) 1.425(21) 
ωeye –0.0094(18) –0.00666(188) –0.00990(52) 
ωeze 0.000157(27) 0.000117(28) 0.000157b 
ωeae –2.0 × 10–6 –2.0 × 10–6 –2.0 × 10–6 
𝐻𝑆𝑂𝐴𝐵 240.58(67) 241.44(73) 240.58
b 
Std. Error 0.70 0.69 0.99 
# fitted transitions 60 59 46 
 
aStandard deviations in parenthesis are 1σ.  Constants without parentheses were fixed at 
preliminary values in the final analysis 
bFixed at 35Cl2
+
  value. 
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and involve significant interactions with several B state vibrational levels. For example, 
in the absence of the spin–orbit interaction, the B state v=0 level occurs between the v=3 
and 4 levels of the A state and the Cl2
+ coupling matrix elements 〈A vA |HSO| B vB=0〉 are 
53 cm–1 for vA=0, 98 cm–1 for  vA=1, 122 cm–1 for  vA=2,  120 cm–1 for vA=3 and 97 cm–1  
for vA=4. As a result of these interactions, as well as those with energetically more 
distant vibrational levels of the B state, the A state v=0 – 4 levels are pushed down from 
above and the low–lying B state levels are pushed upwards, such that vA=4 is displaced 
by –133 cm–1 and vB=0 by +139 cm–1. The level displacements get progressively smaller 
at higher energy so that they seldom exceed 20 cm–1 above vA=10.  
In our least squares analysis, each observed level has one basis function with a 
coefficient greater than 0.5 so that assignments can still be made, and generally the 
second largest coefficient is for the other electronic state, in agreement with the coupled 
equations results. For example, bands 11 and 12 (Table (4.1)) are calculated to have the 
coefficients (Av;Bv) A7=0.54; B4 = 0.81 and A7=0.79; B4=0.53, respectively. As in this 
example, the bands generally occur in matched pairs because of near–degeneracies, 
although there is also mixing with a plethora of energetically remote basis states.  
Our results also explain why the rotational structure of the bands in the spectrum 
appears largely unperturbed. The interactions are primarily between energetically distant 
vibronic states, affecting each excited state rotational level of a given vibrational level in 
a similar manner. Simple 2 × 2 matrix calculations show that the rotational structure will 
be slightly modified but will still fit the usual F(J) = Bv J(J + 1) – Dv [J(J+1)]2 expression 
although the Dv values often exhibit anomalous negative signs, precisely as found by 
previous workers.9,10 The B values are also modified slightly reflecting the fact that 
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intrinsically the rotational constant in the A state (Re = 2.25 Å) is larger than that of the B 
state (Re = 2.44 Å). 
It is noteworthy that the least squares determined value of HSOAB = 240 cm
–1 is 
identical to the ab initio result obtained from both the avoided crossing (see Figure (4.7)) 
and from the matrix elements of the SO matrix, attesting to the high quality of the 
theoretical calculations. The determined vibrational constants of the A and B states   
(Table (4.5)) are also very similar to those obtained from the ab initio curves (see 
complementary information29) and are therefore entirely reasonable. The least squares 
determined electronic term values of the A and B states are 366 and 413 cm–1 higher than 
the ab initio values and the measured A state T0 of 20286±1 cm–1 is comparable to the 
less accurate threshold photoelectron result16 of 20382 ± 35 cm–1.  
The fundamental question remains: why are we unable to accurately fit transitions 
to vibrational levels above v'= 32 in our spectrum with the two–state effective 
Hamiltonian model? The answer is that the high vibrational levels of the A and B states 
are affected by interactions with the levels of other nearby electronic states. For example, 
the inset in Figure (4.6) shows that there is an avoided crossing between the A 2Πu state 
and the 2 2Πu electronic state at 3.6 Å. This kink in the A state potential occurs at a 
vibrational energy of ~10,000 cm–1 which is equivalent to v = 30–35, near the onset of 
our fitting problems. Nevertheless, despite such complications, the mechanism of the 
perturbations for the great majority of the bands in the spectrum is now quantitatively 
understood in substantial detail. 
It is of interest to compare the present results with the ground–breaking analysis of 
the emission spectrum of chlorine cation published by Huberman7 in 1966. The first 
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column of his system I Deslandres table (Table (VI), ref. 7) corresponds precisely to the 
cold bands observed in our spectra and can now be assigned upper state vibrational 
quantum numbers. The ground state harmonic vibrational frequency, anharmonicity, 
isotope effects and B0 value are also all in good agreement with our results. His 
speculation about the nature of the electronic transition (A2Πu – X 2Πg ) and the cause of 
the perturbations (homogeneous ∆Ω=0 interactions with nearby 2Δu and Σu+
2  electronic 
states) has also borne the test of time, proving to be largely correct. 
 Finally, it is important to note that our data only address half of the problem in that 
the jet–cooling only allows us to observe transitions to the A state Ω= 3/2 levels. However, 
it is now clear that the A2Π1/2u levels must be perturbed by levels of the C 2Σ+1/2u state, 
which have an avoided crossing at 2.54 Å. The C 2Σ+1/2u zero point level occurs at 
approximately the same energy as v = 4 of the A2Π1/2u state. The spin–orbit matrix 
element, measured from the data in Figure (4.7), is ~175 cm–1, slightly smaller than     
HSOAB = 240 cm
–1. From this information, one can expect that the first few Ω= 1/2 
transitions will appear to be relatively unperturbed but interloper C state levels will 
appear above ~v= 4, mirroring the vibrational structure and perturbations observed in the 
Ω= 3/2 spectrum. If the transitions to the lower levels could be observed, the vibrational 
numbering would be clear and they could be extrapolated to the Ω= 1/2 transitions 
reported in the literature, the data could be fitted as in the present work, and Huberman’s7 
band system II would also be quantitatively understood. 
4.6. Conclusions 
The LIF spectrum of jet–cooled chlorine cation has been recorded and the observed 
transitions identified as A2Π3/2u – X 2Π3/2g. The 0–0 band has been positively assigned and 
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the onset of strong homogeneous spin–orbit perturbations accompanied by the sudden 
appearance of interloper bands has been observed. High level ab initio calculations 
including spin–orbit coupling show an avoided crossing between the A2Π3/2u and B2Δ3/2u 
potential curves which is the cause of the observed perturbations. Solution of the 
nonadiabatic coupled equations in the SO–diabatic basis provided a detailed description 
of the low–lying transitions, allowing definitive vibronic assignments to be made for the 
first time. Starting from these calculations, we were able to fit all of the observed bands 
in the spectrum up to v' = 32 to an effective Hamiltonian SO–diabatic model 
incorporating a single electronic spin–orbit coupling term and vibrational overlaps 
between the bound vibrational levels of the two states. This work provides a quantitative 
treatment and thorough understanding of this highly perturbed spectrum.  
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CHAPTER 5. A LASER-INDUCED FLUORESCENCE STUDY OF THE JET-
COOLED NITROUS OXIDE CATION (N2O+) 
5.1. Introduction 
The nitrous oxide cation (N2O+) is an intermediate in the very important upper 
atmospheric ion-molecule reaction between oxygen cations and nitrogen molecules to 
produce NO+ and nitrogen atoms.1 For this reason, N2O+ has been extensively studied 
both experimentally and theoretically over the past five decades. In early work, the 
emission spectrum (330 – 410 nm) of the ion was detected almost simultaneously by     
X-ray irradiation2 of N2O, by electron bombardment3 of nitrous oxide, and from a dc 
hollow cathode discharge4 through N2O gas. Detailed analyses of the emission spectra5-10 
showed that the bands were due the ?̃? Σ2 + − 𝑋� Π2 𝑖 electronic transition and that only a 
few of the lowest levels in the upper state fluoresce and that higher levels are 
predissociated. The bond lengths are actually shorter in the excited state than in the 
ground state, and the lower state exhibits a pronounced Renner-Teller effect. In a series 
of papers11-14 beginning in 1983 Larzilliere and co-workers reported the first detailed 
studies of the absorption spectrum using the fast-ion-beam laser spectroscopy (FIBLAS) 
method with detection of the NO+ cations produced by upper state predissociation. The 
authors studied the finer details of the N2O+ ?̃? − 𝑋� spectrum including measurement of 
the NO+ photofragment kinetic energy distribution,11 unraveling of the nitrogen hyperfine 
structure,12 fitting of several ground state spin-vibronic levels to a Renner-Teller 
hamiltonian,13 and quantification of the ν3 - 2ν2 Fermi resonance in the 𝑋� Π2 𝑖 state.14 A 
more recent photofragment excitation (PHOFEX) study has revealed many more ?̃? state 
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levels and the upper state level Fermi resonances have been treated using a polyad 
model.15  
The electronic and vibrational energy levels of the nitrous oxide cation have also 
been studied extensively by photoelectron spectroscopy.16-29 The ground state has been 
probed by high resolution HeI and threshold photoelectron spectroscopy.25,27 The most 
recent vacuum ultraviolet pulsed field ionization-photoelectron study29 mapped out the 
energy levels of the ?̃? Σ2 +, 𝐵� Π2  and ?̃? Σ2 + states with resolution as high as 7 cm-1.  
The ?̃? state photophysics of N2O+ has been the subject of considerable attention30-41 
in concert with the various spectroscopic studies. The data show that the fluorescence 
quantum yield from the ?̃? state zero-point level is unity but this value drops precipitously 
with increasing vibrational energy in the excited state signaling the onset of the 
photodissociation channel yielding NO+ and N atoms.38 The zero-point level fluorescence 
lifetime is approximately 240 ns which also decreases with increasing vibrational 
excitation. Theory42 and experimental data38 agree that the predissociation is 
preferentially promoted by ν3, the NO stretching mode.  
Photochemical studies using a variety of methods have measured the product 
branching ratios, cross sections and photodissociation quantum yields of various N2O+ 
excited states.15,43-51 The most recent study51 shows that the ?̃? state has three distinct 
pathways for the formation of NO+ fragments with different internal state distributions. 
Finally, various aspects of N2O+ spectroscopy and dynamics have been studied by 
theoretical methods.1,42,52-58 Of particular relevance to the present work is the 1993 study 
by Gritli et al.56 in which the ground state vibrational energy levels have been calculated 
up to an energy of 4500 cm-1.  
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Despite more than 50 years of study, there are still deficiencies in our knowledge of 
the ground and first excited state spectroscopy of the nitrous oxide cation. The laser-
induced fluorescence spectrum has not been reported, the ground state energy levels have 
not been fitted with a modern Renner-Teller Hamiltonian, and there have been only a few 
investigations of the jet-cooled ion. In the present work we demonstrate that it is possible 
to produce substantial quantities of N2O+ in a pulsed discharge jet expansion and have 
studied the LIF spectrum of both spin-orbit components of the 000 band at high resolution. 
We have also recorded single vibronic level emission spectra from several upper state 
levels, providing a detailed map of the ground state vibrational levels which we have 
subjected to Renner-Teller analysis. In addition, the facile observation of LIF signals 
provides a very sensitive method for monitoring N2O+ concentrations in future kinetic 
studies and the spectroscopic data reported in this work will be useful in furthering our 
understanding of this important reactive intermediate. 
5.2. Experimental 
The nitrous oxide cation (N2O+) was produced using the pulsed discharge jet 
technique.59-61 A precursor mixture of 10% of N2O (industrial grade, Scott Gross) in high 
pressure argon (high purity, Scott Gross) was stored in a stainless steel cylinder equipped 
with a pressure regulator to deliver a constant 40 psi backing pressure of the precursor 
mixture. Gas pulses were injected into a vacuum chamber through the 0.8 mm orifice of a 
pulsed molecular beam valve (General Valve, series 9) through a Delrin flow channel 
equipped with two stainless steel ring electrodes mounted along the flow axis. At the 
appropriate delay during the gas pulse, a transient electric discharge was struck between 
the two electrodes producing various products including N2O+ cations which were cooled 
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by subsequent supersonic expansion downstream. A short reheat tube62 (1 cm) was found 
to promote the signal to noise ratio by suppressing the discharge glow, and a longer 
reheat tube (2 cm) was effective in populating the upper spin-orbit component of the 00 
level in the ground state. 
Low resolution laser induced fluorescence (LIF) spectra were collected in the 
28000-32000 cm-1 region using the fundamental or frequency doubled output of a dye 
laser. The expanding discharge products were interrogated with the collimated beam of a 
pulsed, tunable excimer pumped dye laser (Lumonics HD 300). The resulting LIF was 
imaged through appropriate long-pass filters onto the photocathode of a high gain 
photomultiplier (EMI 9816 QB). The LIF spectra were calibrated to an accuracy of ±0.1 
cm-1 using simultaneously recorded optogalvanic lines of neon and argon-filled hollow 
cathode lamps. The pulsed signals were processed with gated integrators and recorded 
with a LABVIEW based data acquisition system.  
Low resolution single vibronic level emission spectra were obtained by fixing the 
excitation leaser frequency on the most intense feature of a vibronic band (typically the 
Q-branch band head) and focusing the resulting fluorescence onto the entrance slit of a 
0.5 meter scanning monochromator (Spex 500M) equipped with an 1800 line/mm grating 
blazed at 400 nm. The slit width was adjusted, depending on the signal intensity, for a 
bandpass of 0.1-0.3nm. The dispersed fluorescence was detected using a cooled red 
sensitive photomultiplier (RCA C31034A), the output signal was amplified by a factor of 
1000, and sampled with a gated integrator. The monochromator was calibrated to an 
accuracy of ±1 cm-1 using emission lines from an argon hollow cathode lamp. 
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High resolution LIF spectra of the two spin-orbit components of the 000 band were 
obtained using an excimer pumped Lambda-Physik dye laser (Scanmate 2E) equipped 
with an intracavity angle-tuned etalon providing an output with 0.03 cm-1 FWHM band 
width. The spectra were calibrated using the I2 LIF Raman shifting technique63 to an 
estimated accuracy of ±0.003 cm-1. In order to obtain spectra of the highest possible 
signal-to-noise ratio, we used the synchronous-scan LIF technique described in detail 
elsewhere.64 The basic idea is that we use a monochromator as a narrow band filter to 
eliminate scattered laser light, the glow from the discharge, and emission from interfering 
species. In synchronous-scan, the monochromator is offset from the excitation laser by a 
ground state interval of the molecule of interest. Then the laser and monochromator are 
scanned simultaneously under computer control to maintain the fixed wavenumber offset. 
In the present case, the 2Π3/2 component was recorded with the monochromator set 132 
cm-1 lower than the laser wavenumber so that the 000 band emission down to the F2 (
2Π1/2) 
level was monitored. In a similar fashion, the rovibronic absorption transitions from 2Π1/2 
component were detected by selective detection of emission down to the F1 (2Π3/2) level 
by setting the monochromator 132 cm-1 higher than the excitation laser wavenumber. 
5.3. Results and analysis 
5.3.1. The laser-induced fluorescence spectrum 
As is well known from previous studies, N2O+ is a linear free radical with the 
electron configuration (1σ)2 (2σ)2 (3σ)2 (4σ)2 (5σ)2 (6σ)2 (1π)4 (7σ)2 (2π)3 [𝑋� Π2 𝑖]. 
Promotion of an electron from the 7σ to the 2π orbital yields the first excited state of the 
ion [?̃? Σ2 +] which is ~28163 cm-1 higher in energy. We label the vibrational frequencies 
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using the Herzberg convention as ν1 = the higher frequency (N − N) σ+ stretch, ν2 = π 
bend, ν3 = the lower frequency (N − O) σ+ stretch. It is unfortunate that many previous 
authors have reversed the numbering of the stretching vibrations which has led to some 
confusion in the literature. 
A portion of the low resolution LIF spectrum of jet-cooled N2O+ is shown in    
Figure (5.1). Both spin-orbit components of the 00
0 band are observed although the 
transition from the 2Π1/2 level is weak due to the very small lower state population under 
typical jet expansion conditions with a short (1 cm long) reheat tube. The inset shows the 
efficacy of a longer (2 cm) reheat tube in populating the upper spin-orbit level. As shown 
in Table (5.1), only nine transitions were observed in the LIF spectrum due to the rapid 
predissociation of the higher vibrational levels. 
High resolution spectra were obtained for both spin-orbit components of the 00
0 
band and these have been rotationally analyzed as a single band for the first time. The 
2Π3/2 component is shown in Figure (5.2), illustrating the excellent resolution and signal-
to-noise ratio. The differences rR11(J") – rQ21(J") = γ' (N' + 0.5) usually show up in such 
bands as the so-called γ splitting which define the spin splittings in the 2Σ state. It is 
readily apparent from the spectrum that the rR11(J") and rQ21(J") branch lines overlap 
with no detectable splitting. Previous workers13 obtained γ' = 0.0007 cm-1 from an 
analysis of the 30
1 band in the FIBLAS spectrum, which at our highest N" = 24 gives a 
calculated splitting of 0.017 cm-1, much smaller than our 0.03 cm-1 laser resolution. By 
examining the combination differences qQ11(J") – pP11(J"+1) and rR11(J") – qQ11(J"+1) we 
determined that there is no measureable combination defect in the 2Π3/2 component, 
implying that the effect of Λ-doubling is quite small. 
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Figure (5.1): The low-energy portion of the LIF spectrum of jet-cooled N2O+. The inset shows the 
two spin-orbit components of the 000 band recorded using a longer reheat tube to enhance the 
2Π1/2 
component. The leaders identify transitions from the two ground state spin-orbit components to a 
single upper state vibrational level. 
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Table (5.1): Observed LIF bands of N2O+ with their assignments. 
Assignment Frequency (cm-1) 
00
0
 (2Σ)a 28093.2c 
00
0
 (2Σ)b 28228.2 
20
1
 (2Π)b 28840.7 
30
1
  (2Σ)a 29438.6 
20
2
 (2Δ)b 29453.0 
30
1
 (2Σ)b 29573.4 
20
1
 3  0
1 (2Π)b 30182.9 
10
1
 (2Σ)b 30679.7 
30
2
 (2Σ)b 30908.6 
a The lower state of the transition is 00(2Π1/2). 
b The lower state of the transition is 00(2Π3/2). 
c Frequencies represent the Q-branch heads. 
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Figure (5.2): The high-resolution LIF spectrum of the 2Π3/2 component of the 000 band of N2O
+ 
with some of the rotational assignments. The bottom trace is the calculated spectrum using the 
constants in Table (5.2) and a rotational temperature of 130 K. 
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The 2Π1/2 component spectrum of the 00
0 band is given in Figure (5.3). This 
spectrum was obtained by using a longer than usual reheat tube (2 cm) which gave a 
substantially higher population in the upper spin-orbit level of the ground state v = 0 and 
a somewhat higher rotational temperature. The assignments were made in the usual 
fashion and the Λ-doubling, which should be more prominent in this subband, was 
examined by forming the combination differences pQ12(J") – oP12(J"+1) and            
qQ22(J") – pP22(J"+1) which lead to a small but significant combination defect of         
0.04 cm-1 at J" = 17.5. The nonzero combination defect indicates the necessity to include 
the Λ-doubling constants p and perhaps q in the least squares fitting process. 
The spectra were analyzed by least squares methods using the 2Σ+ and 2Π matrix 
elements given, for example, in our previous work on the SiCH free radical.65 For the 
upper Σ state, only the band origin, rotational and centrifugal distortion constants were 
determinable and the spin-rotation constant γ was fixed at the literature value of 0.0007 
cm-1.13 For the ground state, the rotational constant, spin-orbit coupling constant and Λ-
doubling constants were varied with the centrifugal distortion constant fixed at the 
FIBLAS value13 of 3 × 10-7 cm-1. The very convenient graphical program PGOPHER66 
was used in fitting the data. In the final analysis 195 transitions were fitted with an 
overall standard deviation of 0.0087 cm-1. The statistical error is somewhat larger than 
the estimated measurement error (±0.003 cm-1) due to poorly resolved lines in the Q 
branches and overlap of some of the branches. The resulting constants are given in   
Table (5.2) and the line frequencies, assignments and residuals are given in Table (5.3). 
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Figure (5.3): The high-resolution LIF spectrum of the 2Π1/2 component of the 000 band of N2O
+ 
and some of the rotational assignments. The bottom trace is the calculated spectrum using the 
constants in Table (5.2) and a rotational temperature of 130 K. 
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Table (5.2): The molecular constants (in cm-1) of N2O+. 
Vibronic state Constant This work Ref. 6 
𝑋�2Π (0,00,0) 
B 0.41182(8) a 0.41158(15) 
D 2.985×10-7 b  
A -132.392(4) -132.359(39) 
p 0.0038(8)  
q -0.0005(2)  
?̃?2Σ (0,00,0) 
T0 28163.419(4)  
B 0.43324(9) 0.43300(12) 
D 3.4(3)×10-7  
γ 0.0007 b ≤1.5 × 10-3 
aThe numbers in parentheses are standard errors of 3σ. 
bFixed at the FIBLAS value from Ref. 13 reported for the analysis of the (100) ?̃?2Σ+ - 
(000) 𝑋�2Π3/2 transition. 
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Table (5.3): Transition frequencies (in cm-1) and their assignments of the two spin-orbit 
components of the 000 transition of N2O
+. 
 ?̃? 2Σ+ − 𝑋�2Π1/2 
J'' oP12 pQ12 & pP22 qR12 & qQ22 rR22 
0.5  96.402(4) 97.269(1) *99.029(33) 
1.5  96.029(5) 97.763(0) 100.358(3) 
2.5 93.972(6) a 95.696(5) 98.300(1) 101.757(4) 
3.5 92.816(7) *95.421(24) 98.876(1) 103.195(3) 
4.5 91.711(19)  99.488(-3) 104.678(6) 
5.5 90.639(23)  100.142(-5) 106.196(5) 
6.5 89.591(11)  100.840(-4) 107.756(5) 
7.5 88.594(10)  101.575(-6) 109.355(4) 
8.5 87.636(7)  102.354(-4)  
9.5 86.713(-1)  103.195(20)  
10.5 85.845(6)  104.027(-5)  
11.5 84.995(-9)  104.925(-5)  
12.5 84.202(-8)  105.862(-5)  
13.5 83.445(-11)  106.836(-9)  
14.5 82.730(-12)  107.857(-6)  
15.5 82.063(-6)  108.917(-3)  
16.5 81.437(1) 95.276(-5) 109.999(-19)  
17.5 80.840(-3) 95.533(-1) *111.120(-36)  
18.5 80.294(4) 95.841(-6)   
19.5 79.787(10) 96.194(-7)   
20.5 79.309(4) 96.587(-7)   
21.5 78.868(-5) 97.019(-10)   
22.5 78.475(-6) 97.491(-12)   
23.5 78.125(-5) 98.005(-13)   
24.5 77.813(-5) 98.558(-16)   
25.5 77.534(-13) 99.160(-10)   
26.5 77.304(-12) 99.789(-17)   
27.5  *100.462(-21)   
28.5  101.184(-16)   
29.5  101.940(-18)   
30.5  102.748(-8)   
31.5  103.581(-14)   
32.5  104.467(-6)   
33.5  105.385(-8)   
aAdd 28000 cm-1 to each frequency. Residuals (obs. – calc.) in units of 10-3 cm-1 are in 
parenthesis. An asterisk denotes a blended or otherwise poor line not used in the least 
squares analysis. For overlapping branches, the quoted residual is for the first branch 
listed 
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Table (5.3): Continued. 
 ?̃? 2Σ+ − 𝑋�2Π3/2 
J'' pP11 qP21 & qQ11 rQ21 & rR11 sR21 
0.5     
1.5   *230.954(-28) 233.582(1) 
2.5 227.192(-6)  *231.504(-24) *234.933(-61) 
3.5 226.052(-5)  *232.098(-22) 236.452(0) 
4.5 224.961(-1)  232.739(-18) 237.950(-5) 
5.5 223.909(-4)  233.427(-13) 239.486(-18) 
6.5 222.902(-7)  234.156(-12) 241.097(-1) 
7.5 221.942(-9)  234.933(-8) *242.767(30) 
8.5 221.032(-6)  235.760(0) 244.418(-3) 
9.5 220.160(-10)  236.624(0) 246.151(1) 
10.5 219.344(-4)  237.532(-2) 247.923(-2) 
11.5 218.574(2)  238.486(-3) 249.746(2) 
12.5 217.846(5) 228.229(8) 239.486(-3) 251.614(5) 
13.5 217.166(10) 228.404(5) 240.537(2) 253.514(-4) 
14.5 216.529(13) 228.635(12) 241.625(-1) 255.485(12) 
15.5 215.931(9) 228.905(14) 242.767(5)  
16.5 215.384(11) 229.220(15) 243.945(2)  
17.5 214.877(7) 229.580(17) 245.172(2)  
18.5 214.418(5) 229.986(19) 246.449(7)  
19.5 214.010(9) 230.438(22) 247.762(2)  
20.5 213.637(3) *230.954(44) 249.128(6)  
21.5 213.317(3) *231.504(55) 250.536(6)  
22.5 213.042(4)  251.998(15)  
23.5 212.800(-8)  *253.514(33)  
24.5   255.043(19)  
25.5   256.631(18)  
aAdd 28000 cm-1 to each frequency. Residuals (obs. – calc.) in units of 10-3 cm-1 are in 
parenthesis. An asterisk denotes a blended or otherwise poor line not used in the least 
squares analysis. For overlapping branches, the quoted residual is for the first branch 
listed 
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5.3.2. Single vibronic level emission spectra 
SVL emission spectra were recorded by laser excitation of the 00
0, 20
1, 30
1 and 20
2 
bands (see Table (5.1)), populating upper state Σ, Π, and Δ levels, which, given favorable 
Franck-Condon factors, provides the opportunity to observe emission down to K = 0, 1, 
2, and 3 levels of the ground state, as illustrated by the typical emission spectra shown in 
Figure (5.4). The bottom trace shows the emission spectrum from the 31 (2Σ) level which 
terminates on the two 2Π spin-orbit components of the 00, 31, 11 and 32 vibrational levels 
of the lower state. In contrast, the middle trace shows emission from the 21 (2Π) level 
down to the four components of 21 (µΣ, Δ7/2, Δ5/2 and κΣ) and 2131. Finally, the top trace 
shows the emission spectrum from the 22 (2Δ) level, which populates the 22 and 2231 Π 
and Φ components. Unfortunately, all of the spectra were somewhat weak and so 
relatively large monochromator slit widths had to be employed which degraded the 
resolution. 
We assigned our spectra using the selection rules (∆K = ∆Λ = ± 1, ∆ℓ = 0) and the 
stretching frequencies available from the literature. As illustrated in Figure (5.4), the 
assignments of the low energy levels were fairly obvious due to the state selectivity 
imposed by the selection rules. Once we had an initial set of assignments we used our 
Renner-Teller program67 RT3 to fit the data and bootstrap to higher energies. The only 
complication was that transitions to closely spaced levels such as 22 µΠ1/2 and µΠ3/2 
could not be resolved. These were treated by assigning both lower state levels to a single 
measured energy and giving them lower weight (0.25 vs 1.0 for single levels) in the least 
squares analysis. From the present emission data we were able to fit 50 energy levels to 
an   overall   standard   deviation   of  1.64  cm-1   and   determine   the   three   vibrational  
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Figure (5.4): Emission spectra of N2O+. In each case, the laser pumped transition is given in 
boldface text at the left hand side of the trace and the various lower state vibrational energy levels 
are identified. The wavenumber scale is displacement from the excitation laser, giving a direct 
measure of the ground state vibrational energy. The leaders in the bottom trace identify 
transitions to the two spin-orbit components of a given vibrational level.  
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frequencies, the spin-orbit coupling constant, the Renner-Teller parameter, the  
𝑔𝐾 parameter, four of the vibrational anharmonicity constants xij, and the Fermi resonance 
parameter W1, as summarized in Tables (5.4) and (5.5).  
5.4. Discussion 
This work is the first laser-induced fluorescence study of the jet-cooled nitrous 
oxide cation. The data have resulted in improved understanding of the vibrational energy 
levels of the ground state and of the v = 0 rotational levels of both states. The present 
rotational analysis of the 00
0 band of the ?̃? Σ2 + − 𝑋� Π2 𝑖 electronic transition is the first to 
include both spin-orbit components. In their original study of the emission spectrum, 
Callomon and Creutzberg6 fitted the two components separately and we are unaware of 
any subsequent rotational analysis of the 00
0 band, although various other bands have been 
studied at high resolution in the FIBLAS11-14 work. In Table (5.2) we compare the 
constants obtained in previous work with the more precise values derived from our 
spectra. In general, the agreement is good, validating the data used in the original 
derivation of the molecular structures.6  
A comparison of the vibrational energy levels derived from our emission data and 
the theoretical values of Gritli et al.56 lends confidence to the experimental results. The 
theorists calculated 3-dimensional potential energy functions for the two components of 
the N2O+ electronic ground state using the complete active space self-consistent field 
(CASSCF) method. The potentials were combined with existing experimental 
information to generate empirical potential energy functions which were used in a 
variational calculation of the ro-vibronic energy levels. At energies up to 2000 cm-1 the 
agreement with our experimental data (Table (5.4)) is excellent, with an average  
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Table (5.4): Vibrational energy levels (in cm-1) and Renner-Teller analysis residuals for the 𝑋�2Π 
state of N2O+. 
Assignment Obs.a Obs-Cal  Assignment Obs. Obs-Cal 
00(2Π1/2) 132 0.8  2132(κ2Σ1/2) 2831 -2.7 
21(μ2Σ1/2) 410 -2.3  1131(2Π3/2) 2875 -0.1 
21(2Δ5/2) 447 -1.2  1131(2Π1/2) 3006 0.4 
21(2Δ3/2) 576 -1.3  2232(μ2Π1/2,3/2) 3044 -0.5,3.4 
21(κ2Σ1/2) 615 0.1  2232(2Φ7/2) 3091 -1.2 
22(μ2Π1/2,3/2) 834 -1.8,1.0b  2232(2Φ5/2) 3232 0.3 
22(2Φ7/2) 890 -2.7  33(2Π3/2) 3284 0.6 
22(2Φ5/2) 1021 2.3  2232(κ2Π1/2) 3297 -1.9 
22(κ2Π1/2,3/2) 1089 4.1,1.1  2232(κ2Π3/2) 3316 2.7 
31(2Π3/2) 1127 0.3  33(2Π1/2) 3424 -0.8 
31(2Π1/2) 1257 0.1  12(2Π1/2) 3559 0.6 
2131(μ2Σ1/2) 1532 -1.8  1132(2Π3/2) 3989 0.5 
2131(2Δ3/2) 1700 0.1  1132(2Π1/2) 4118 1.0 
11(2Π3/2) 1735 -0.2  34(2Π3/2) 4328 0.4 
2131(κ2Σ1/2) 1738 0.1  34(2Π1/2) 4469 1.3 
11(2Π1/2) 1864 -2.4  1231(2Π3/2) 4581 0.4 
2231(μ2Π1/2,3/2) 1953 -0.9,2.4  1231(2Π1/2) 4711 -0.3 
2231(2Φ7/2) 2003 0.4  1133(2Π3/2) 5057 3.0 
2231(2Φ5/2) 2142 3.6  1133(2Π1/2) 5200 -0.5 
32(2Π1/2) 2355 0.3  1232(2Π3/2) 5707 0.4 
2132(μ2Σ1/2) 2630 2.5  1232(2Π1/2) 5835 -1.1 
2132(2Δ5/2) 2651 -2.3  1134(2Π3/2) 6114 -1.1 
2132(2Δ3/2) 2792 -3.2  1134(2Π1/2) 6256 -0.6 
aEnergies relative to the lowest vibronic level (00 2Π3/2) of the ground state. 
bThe two entries are the Obs.-Calc. values for the two components of the 2Π bending level in the 
order listed. 
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Table (5.5): Vibronic parameters (in cm-1) for the 𝑋� 2Π state of N2O+. 
Parameter Experiment Theoryb 
ω1 1756.8(14)a 1778.7 
ω2 452.28(52) 456.6 
ω3 1138.29(74) 1141.0 
𝜖 -0.1694(13) -0.183 
𝑔𝐾 3.05(34) … 
A -132.18(62) -132.37 
x11 -21.58(69) -26.306 
x13 13.69(37) 30.694 
x23 -4.81(41) -3.146, -1.506c 
x33 -14.16(18) -12.973 
W1 9.74(51) … 
aThe numbers in parentheses are standard errors of 1σ. 
bFrom the ab initio potential energy surface, ref. 56. 
cThe two numbers represent the anharmonicities for the lower and upper 
Renner-Teller components. 
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deviation of only -1.9 cm-1. At higher energies, the average error increases substantially, 
primarily due to the error in the calculated ω1 stretching frequency which is ~22 cm-1 too 
high.  
Larzilliere and co-workers13 reported seven ground state bending levels:          
(0,0,0) 2Π1/2 = 132.43 cm-1, (010) µ2Σ1/2 = 412.36 cm-1, (010) 2Δ5/2 = 449.46 cm-1,      
(010) 2Δ3/2 = 579.27 cm-1, (010) κ2Σ1/2 = 620.21 cm-1, (020) 2Φ7/2 = 900.56 cm-1, and 
(020) 2Φ5/2 = 1026.43 cm-1. We find that our less precise measurements are in good 
agreement with their data (typically ± 1 – 3 cm-1; see Table (5.4)) except for the (020) 2Φ 
levels which are higher than our values by 5 – 10 cm-1. In contrast, the theoretical energy 
levels obtained from the ab intio potential56 (in square brackets) are in better accord with 
our emission data: (020) 2Φ7/2 = 890 [890.05] cm-1, and (020) 2Φ5/2 = 1021 [1017.18] cm-
1. Attempts to include the FIBLAS data in our Renner-Teller analysis gave mixed results. 
The lowest five levels (with greater weight) were readily blended with our data and gave 
constants similar to those reported in Table (5.5). However, inclusion of the last two 2Φ 
levels substantially increased the overall standard deviation of the least squares fit and 
gave unrealistically large residuals for some of the levels derived from emission spectra. 
Our conclusion is that the FIBLAS (020) 2Φ levels are in error although we have been 
unable to track down the exact cause of the discrepancy from the published work.13 
Turning to the vibronic parameters obtained from the Renner-Teller analysis    
(Table (5.5)) we see general agreement between experiment and the results derived from 
ab initio theory.56 The most substantial differences are in the theoretical values of ω1 
which is ~ 22 cm-1 too large and x13 which is also overestimated by ~17 cm-1. However, 
ω2, ω3, 𝜖, and A are all very close to the experimental values as are the signs and 
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magnitudes of  the other anharmonicity constants. The experimentally derived value of   
𝜖 = −0.169 is very similar to the Renner-Teller parameters of the 2Πi ground electronic 
states of other 15 valence electron free radicals such as C13 O2
+ (𝜖 =−0.188),59               
CS2
+ (𝜖 =−0.172),60 BO2 (𝜖 =−0.193), 68 BS2 (𝜖 =−0.212),69 NCO (𝜖 =−0.144)70 and NCS 
(𝜖 =−0.160).71  
The primary Fermi resonance interaction is between the lower (2Π3/2) component of 
the 001 level at 1127 cm-1 and the κ2Π3/2 002 level at ~1090 cm-1. Unfortunately, we were 
unable to resolve emission transitions to the 002 κ2Π3/2 and κ2Π1/2 levels, which would 
have given a clearer picture of the level displacement. As a result, we were only able to 
determine the W1 Fermi resonance parameter. Our value (9.74 ± 0.5 cm-1) is rather 
smaller than the 26 ± 2 cm-1 Fermi interaction constant reported in previous work,14 
which was derived from a very limited set of data. 
5.5. Conclusions 
In this work we have obtained laser-induced fluorescence and emission spectra of 
the ?̃? Σ2 + − 𝑋� Π2 𝑖 electronic transition of the jet-cooled N2O+ molecular ion. High 
resolution rotationally resolved spectra have been recorded for both spin-orbit 
components of the 00
0 band. Analysis of this spectrum has yielded a precise set of 
constants for the vibrational zero-point levels of the ground and excited electronic states. 
In addition, wavelength resolved emission spectra from four upper state levels have been 
obtained, which provided extensive data on the ground state bending, stretching and 
combination levels. These data has been fitted to a Renner-Teller model including spin-
orbit, Fermi resonance, and vibrational anharmonicity terms. Eleven vibronic parameters 
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were used to fit 50 observed ground state vibrational levels to an overall standard error of 
1.6 cm-1. The observed energy levels and fitted parameters are in generally good 
agreement with previous theoretical predictions56 derived from an ab initio potential 
energy surface. The 2Πi ground electronic state Renner-Teller parameters of the known 
15 valence electron free radicals are found to be very similar. 
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CHAPTER 6. HEAVY ATOM NITROXYL RADICALS. V: THE ELECTRONIC 
SPECTRUM OF JET-COOLED H2PO, THE PROTOTYPICAL PHOSPHORYL 
FREE RADICAL 
6.1. Introduction 
In previous work we have reported laser-induced fluorescence and wavelength 
resolved emission electronic spectra of the H2AsO,1 Cl2PS2 and F2PS (Ref. 3) free 
radicals.  Although the stable nitroxyl radicals (X2NO) are well-known chemical species, 
the so-called heavy atom nitroxyl radicals, in which the central atom is substituted by a 
heavier group V atom, have received much less attention.  We were able to show through 
a combination of experimental and theoretical approaches that the heavy atom radicals 
are nonplanar in the ground state, have a highly nonplanar low-lying ?̃? (n−π*) excited 
state, and a 𝐵� − 𝑋� (π−π*) transition in the visible with a nonplanar structure intermediate 
between that of the 𝑋� and ?̃? states.  The variations in molecular structure as a function of 
electron configuration have been rationalized on the basis of molecular orbital theory.4 
In the present investigation we have turned our attention to the previously 
unobserved electronic spectra of the dihydrophosphoryl (H2PO) free radical.  Phosphoryl 
radicals (XYPO, also referred to in the literature as phosphonyl, phosphinyl, phosphinoyl 
and phosphono radicals) have a variety of important uses in organic synthesis and 
industrial polymerization processes.  The simplest H2PO radical is thought to be one of 
the many products of the oxidation of phosphine and has previously been studied in the 
gas phase by microwave spectroscopy.5 The ground state molecular structure is nonplanar 
with an out-of-plane angle, defined as the angle between the HPH plane and the PO bond, 
of 46.5°. The PO bond length is slightly smaller than the typical values for PO double 
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bonds.  H2PO has also been detected in matrix infrared studies as the major product of the 
reaction of phosphine with oxygen atoms.6  
In addition to the small amount of previous experimental work, there have been a 
few theoretical studies of H2PO.  Some early work suffered from the unusual problem 
that spin-restricted open-shell Hartree-Fock (ROHF) theory gave two different artifactual 
isomers, a singly bonded oxygen-centered radical and a doubly bonded phosphorus-
centered species.7 In addition, spin-unrestricted (UHF) methods8 gave a PO stretching 
frequency approximately half the value assigned from the matrix spectrum.  However, 
these difficulties have been resolved in more recent studies9 with large basis sets and high 
levels of electron correlation which predict a pyramidal structure with a highly 
delocalized unpaired electron and a PO stretching frequency in accord with experiment.  
Nguyen and Ha10 used theory to explore the excited states of H2PO and found a low-lying 
n →π* transition around 9275 cm-1 and predicted the π →π* transition to occur in the 
near ultraviolet.  Most recently, Krenske and Coote11 used ab initio theory to study the 
effect of substituents on the stabilities of the XYP=O and XHP=O radicals and their 
hydroxyphosphinyl (X(OH)P•) tautomers. 
With the aid of ab initio predictions of the energies, geometries, and vibrational 
frequencies of the relevant electronic states, we have succeeded in observing the UV-
visible spectra of the jet-cooled H2PO, D2PO and HDPO free radicals in the gas phase.   
Low resolution laser-induced fluorescence (LIF) and single vibronic level (SVL) 
emission spectra have been assigned to obtain the available ground and 𝐵�  excited state 
vibrational frequencies.  High resolution LIF spectra of the 000 bands of H2PO and D2PO 
have been rotationally analyzed and the excited state molecular structure determined.   
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6.2. Experiment 
The dihydrophosphoryl radicals were produced in a pulsed electric discharge 
supersonic jet expansion12 using a precursor mixture of 5% phosphine and 5% carbon 
dioxide in high pressure argon. Phosphine (PH3) and perdeuterophosphine (PD3) were 
prepared by the reaction of H2O or D2O with calcium phosphide using standard literature 
methods,13 purified by trap-to-trap distillation in vacuum, and analyzed by gas phase 
infrared spectroscopy.  The precursor gas mixtures were contained in a stainless steel 
cylinder equipped with a regulator and injected at a pressure of 40 – 100 psi with a pulsed 
molecular beam valve (General Valve, series 9) into a cylindrical Delrin flow channel 
prior to expansion into a vacuum chamber.  A pulsed electric discharge was initiated at 
the appropriate time during the gas pulse between two stainless steel ring electrodes 
mounted in the flow channel, fragmenting the precursor molecules and forming H2PO 
which cooled by subsequent supersonic expansion downstream.  A small reheat tube14 
attached to the exit of the flow channel was found to enhance the production of the H2PO 
radical and suppress the background glow from excited state argon produced in the 
discharge. 
The radicals were interrogated 1-5 cm downstream of the reheat tube with the 
collimated beam of a pulsed, tunable excimer pumped dye laser (Lumonics HD-300, 
linewidth of 0.1 cm-1) and the resulting laser-induced fluorescence (LIF) was imaged 
through appropriate long-pass filters onto the photocathode of a high gain photomultiplier 
(EMI 9816 QB).  The pulsed fluorescence signals were processed with a gated integrator 
and recorded with a LABVIEW based data acquisition system.  The LIF spectra were 
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calibrated to an estimated accuracy of 0.1 cm-1 with optogalvanic lines from an argon-
filled hollow cathode lamp. 
High resolution (0.04 cm-1) LIF spectra were recorded using a Lambda-Physik dye 
laser (Scanmate 2E) equipped with an angle-tuned etalon.  The spectra were calibrated to 
an estimated accuracy of ±0.003 cm-1 using the Raman-shifting iodine LIF technique 
reported elsewhere.15 
Low-resolution single vibronic level emission spectra were obtained from the same 
discharge jet apparatus. The laser excitation wavelength was fixed on the most intense 
feature of an LIF band, and the fluorescence was focused with f /1.5 optics onto the 
entrance slit of a 0.5 m scanning monochromator (Spex 500 M).  The dispersed 
fluorescence was detected with a cooled red-sensitive photomultiplier (RCA C31034A), 
amplified by a factor of 1000, sampled with a gated integrator, and recorded digitally.  
An 1800 line/mm grating blazed at 400 nm was employed in this work, with a bandpass 
of 0.1 – 0.3 nm, depending on the strength of the dispersed emission signal.  The 
emission spectra were calibrated to an accuracy of ±1 cm-1 using emission lines from 
argon emission lamps. 
6.3. Ab initio calculations 
Building on the early theoretical studies, we have used ab initio theory to predict 
the properties of the ground and first two doublet excited states of the H2PO, HDPO and 
D2PO free radicals.  In previous work,1-4 we found that CCSD calculations with large 
basis sets gave good predictions for the ground (𝑋�2A′) and first excited states (?̃?2A″) of 
other heavy atom nitroxyl radicals and we have used the same strategy here.  The second 
excited state (𝐵�2A′) is of the most interest since it is the one that is observed 
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experimentally, but it has the same orbital symmetry as the ground state, so is not 
amenable to the usual methods of calculation.  We employed the equations of motion 
coupled cluster singles and doubles (EOM-CCSD) method, which gave very good results 
for the comparable states of H2AsO,1 Cl2PS,2 and F2PS,3 to predict the properties of the 
H2PO  𝐵�  state. 
All the calculations were done with the Mainz-Austin-Budapest version of the 
ACES II program package (ACES II MAB).16 Dunning’s correlation-consistent triple-
zeta basis sets for second row atoms,17,18 reoptimized with the addition of one tight d 
function and augmented by diffuse functions [aug-cc-pV(T+d)Z] were used for all the 
calculations, with the standard aug-cc-pVTZ basis sets for the hydrogen and oxygen 
atoms.  The results are summarized in Tables (6.1) and (6.2). 
In agreement with experiment,5 all of our calculations predict a nonplanar, 
pyramidal ground state structure for H2PO.  The electron configuration is 
….( 9a′ )2 (3a″)2 (10a′)1    𝑋�2A′. 
The 10a′ highest occupied molecular orbital (HOMO) is a π* orbital delocalized over the 
phosphorus and oxygen atoms, 3a″ is nonbonding with a large electron density on the 
oxygen atom and 9a′ is a π bonding orbital with substantial electron density between the 
P and O centers.  The predicted ground state geometry (see Table (6.1)) is in good 
agreement with microwave results,5 although the PH bond length is underestimated by 
0.022 Å, and very comparable to the CCSD(T)/cc-pVQZ results obtained by Wesolowski 
et al.9  The calculated ground state vibrational frequencies of H2PO, HDPO and D2PO are 
summarized  in Table (6.2), along with the available experimental  values  obtained  from 
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Table (6.1): Calculated geometries (Å and degrees) and electronic terms (Te in cm-1) for 
the ground and two lowest excited doublet states of H2PO. 
Method r (P−O)  r (P−H) θ (HPO) θ (HPH) θ (oop) Te 
𝑋�2A′ 
CCSDa 1.487 [1.488]b 
1.407 
[1.429] 
114.6 
[115.5] 
102.4 
[102.6] 
48.3 
[46.5] 
0 
?̃?2A″ 
EOM-CCSD 1.666 1.422 93.9 88.2 84.5 11436 
𝐵�2A′ 
EOM-CCSD 1.654 1.417 105.8 92.4 66.9 26815 
 
aBasis set is aug-cc-pV(T+d)Z for all methods. 
bMicrowave r0 structure in square brackets from ref. 5. 
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Table (6.2):  Unscaled harmonic frequencies (in cm-1) of the vibrational fundamentals of  
H2PO, D2PO and HDPO.   
 
ω1 
(a′ PH 
stretch) 
 
ω2  
(a′ PO 
stretch) 
ω3  
(a′ HPH 
sym. 
bend) 
ω4 
(a′ HPH 
wag) 
ω5 
(a″ PH 
asym. 
str.) 
ω6  
(a″ HPH 
rock) 
𝑋�2A′ 
H2POa 
2403 
[2276]b 
1190 
[1152] 
1135 
[1147] 
788 
[792] 2441 
843 
[833] 
D2PO 1720 1173 821 600 1762 636 
HDPO 2422 1178 1018 777 1740 631 
?̃?2A″ 
H2PO 2338 736 1070 941 2335 940 
D2PO 1679 823 704 683 1677 686 
HDPO 2336 735 950 933 1678 686 
𝐵�2A′ 
H2PO 2361 843 1152 1076 2370 843 
D2PO 1693 983 825 692 1705 621 
HDPO 2365 836 1010 1032 1699 653 
 
aMethods and basis set are the same as in Table (6.1).  The ground state H2PO numbering 
and approx. descriptions of the vibrations was used for the other isotopologues and the 
excited states.  In some cases, particularly HDPO, the descriptions are of limited value. 
bMatrix IR measurements from ref. 6. 
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IR matrix studies.6  The agreement between theory and experiment is very good, 
suggesting that our theoretical methods give a balanced and reliable description of the 
ground state. 
The first excited doublet state is derived from promotion of an electron from the n 
orbital to the π* orbital, giving the electron configuration 
 ….( 9a′ )2 (3a″)1 (10a′)2    ?̃?2A″. 
As explained and rationalized on the basis of simple molecular orbital theory elsewhere,4 
this low-lying excited state (Te = 11436 cm-1) is much more pyramidal than the ground 
state with a predicted out-of-plane angle of 84.5 ° and a PO bond length elongation of ca. 
0.18 Å. 
Promotion of an electron from the π orbital to the π* orbital produces the second 
excited doublet state (𝐵�2A′) and it is the 𝐵�  – 𝑋� transition which we observe 
experimentally. The geometric distortion is not quite as severe in this case, with an 
increase in the out-of-plane angle from 48.3° to 66.9° and a concomitant increase in the 
PO bond length of 0.17 Å.  Theory predicts the second excited state to lie approx. 26800 
cm-1 above the ground state and Franck-Condon considerations suggest that the spectrum 
should have substantial activity in the PO stretching (ν3) and out-of-plane wagging (ν4) 
vibrations.   In the absence of perturbations or very large changes in the frequencies of 
the a″ modes on electronic excitation, the vibronic selection rules indicate that only the 
modes of a′ symmetry (ν1 − ν4) are expected to have any appreciable intensity in the 
electronic spectrum.  
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6.4. Results and analysis 
6.4.1. Low-resolution LIF spectra 
Using a precursor mixture of PH3 and CO2 as suggested by previous microwave 
work,5 we searched for the LIF spectrum of H2PO in the near ultraviolet.  After some 
experimentation, an extensive series of bands were found in the 407 - 337 nm region. In 
the discussion that follows all quantities denoted as “calc” are derived from the ab initio 
values in Tables (6.1) and (6.2).  A prominent feature at 26586.2 cm-1 was assigned as the  
000 band, comparable to the ab initio T0 = 26737 cm
-1 for the  𝐵�2A′ − 𝑋�2A′ electronic 
transition, and substitution of PD3 for PH3 gave a new spectrum with 000 band at 26574.8 
cm-1, and isotope shift of 11.4 cm-1 (calc = 17 cm-1). Finally, a precursor mixture 
containing equal amounts of PH3 and PD3 gave a complex set of features including a new 
000 band at 26581.6 cm
-1 with an isotope shift of 4.6 cm-1 (calc = 7.5 cm-1).  The 
assignment of these spectra as originating from the H2PO, D2PO and HDPO free radicals, 
respectively, was confirmed by recording SVL emission spectra and comparing the 
observed ground state intervals to our ab initio vibrational frequency predictions (see 
Table (6.2)).   
Figure (6.1) shows portions of the low resolution LIF spectra of H2PO and D2PO.   
In H2PO there are a series of bands within a few hundred cm-1 of the 000 band which were 
assigned as hot bands and confirmed by the presence of one or more vibronic bands to the 
blue of the laser in the corresponding SVL emission spectra.  The first cold band occurs 
at 27372.7 cm-1 and is assigned as 201 giving an excited state P−O stretching frequency of 
𝜈2′  = 786.5 cm
-1 (calc = 843 cm-1).  The 401 and 301  bands  are  evident   at  slightly  higher  
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energies giving HPH wagging and HPH symmetric bending frequencies of 1014.6 and 
1073.9 cm-1, respectively (calc = 1076 and 1152 cm-1).   Most of the remaining cold 
bands in the spectrum were then assignable as combinations of these three vibrations with 
moderate anharmonicities.  A cold band at 28908.1 cm-1 did not fit into the previous 
pattern and was assigned based on the ab initio frequency prediction and the 
characteristic emission spectrum as 101, giving v1 ′ = 2321.9 cm-1 (calc = 2361 cm-1). 
As is evident from Figure (6.1), the H2PO spectrum is complicated by a substantial 
number of hot bands even in our jet-cooled source.  This phenomenon was observed in 
our previous studies of the spectra of H2AsO,1 F2PS2 and Cl2PS (Ref. 3) and is due in the 
present case to the large Franck-Condon factors for transitions involving vibrationally 
excited ground state wagging levels, a direct consequence of the large change in the out-
of-plane angle on excitation and the relatively low wagging frequency (v4′′ = 775.4 cm-1).  
Once the ground state wagging intervals were determined from SVL emission spectra 
(vide infra) assignments were readily made for most of the hot bands in the LIF spectrum.   
A few bands were also assigned as originating from the 21 and 31  levels in the ground 
state.  The complete set of H2PO LIF assignments are summarized in Table (6.3). 
The LIF spectrum of D2PO shown in Figure (6.1) has many more bands than that of 
H2PO and most of them are hot bands.  The first cold band appears  776.5 cm-1 above the 
000 band and is assigned as 301, substantially lower in energy than its H2PO counterpart as 
expected for the HPH symmetric bending vibration which should show a considerable 
isotope shift on deuteration (obs. shift = 297.4 cm-1, calc. = 327 cm-1).  The next higher 
energy  cold  band  is  assigned  as  201 which  exhibits  a  PO stretching frequency shift to  
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Table (6.3): Observed bands and their assignments from the 𝐵�   – 𝑋� LIF spectra of H2PO. 
Assignment Obs (cm-1) Interval Assignment Obs (cm-1) Interval 
00
0
  26586.2  41
0
  25810.3 ν4″  = 775.9 
20
1
  27372.7 ν2′   = 786.5 20
1
 4   2
0 25836.2 2ν4″  = 1536.5 
40
1
  27600.8 ν4′   = 1014.6 42
1
  26063.9 2ν4″  = 1536.9 
30
1
  27660.1 ν3′   = 1073.9 20
1
 4   1
0 26597.7 ν4″ =775.0 
20
2
  28151.5 21 + 778.8 20
2
 4   2
0 26614.6 2ν4″ =1536.9 
20
1
 4   0
1 28381.8 21 + 1009.1 41
1
  26825.5 ν4″  = 775.3 
20
1
 3   0
1 28445.2 21 + 785.1 20
1
 4   2
1 26844.7 2ν4″  =1537.1 
40
2
  28592.6 41 + 991.8 30
1
 4   1
0 26884.4 ν4″  =775.7 
30
1
 4   0
1 28670.7 41 + 1069.9 20
1
 3  0
1 42
0
  26908.5 2ν4″  =1536.7 
10
1
  28908.1 ν1′   = 2321.9 20
2
 4   1
0 27376.0 ν4″  =775.5 
20
3
  28922.1 22 + 770.6 20
3
 4   2
0 27385.0 2ν4″  =1537.1 
20
2
 4   0
1 29154.7 22 + 1003.2 20
4
 4   3
0 27401.6  
20
2
 3   0
1 29223.3 22 + 1071.8 21
0
 4   0
2 27439.5 ν2″ =1135.1 
20
1
 4   0
2 29367.4 42 + 774.8 20
1
 4   1
1 27606.3 ν4″ =775.5 
20
1
 3  0
1 40
1
  29451.3 2131 + 1006.1 20
2
 4   2
1 27616.6 2ν4″  =1538.1 
40
3
  29560.0 42 + 967.4 20
1
 3  0
1 41
0
  27669.9 ν4″ =775.3 
21
0
 4   1
0 24670.2 2141 = 1916.0 20
2
 3  0
1 42
0
  27686.3 2ν4″  =1537.0 
42
0
  25049.4 2ν4″  = 1536.8 41
2
  27817.9 ν4″  = 774.7 
20
1
 4   3
0 25090.3 3ν4″  = 2282.4 20
1
 4   2
2 27830.5 2ν4″  =1536.9 
21
0
  25433.1 ν2″  = 1153.1 30
1
 4   1
1 27895.8 ν4″  =774.9 
21
1
 4   1
0 25458.0 2141 = 1914.7 20
2
 3  0
1 41
0
  28448.0 ν4″ =775.3 
31
0
  25499.5 ν3″  = 1086.7 41
3
  28783.9 ν4″  = 776.1 
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higher energy as predicted by theory (obs. shift = −111 cm-1, calc. = −140 cm-1).  This is 
in part due to mixing of the internal coordinates in H2PO whose nominally P−O 
stretching mode (v2 ′) is calculated to be heavily mixed with the wagging motion lowering 
the frequency, whereas this effect does not occur in D2PO.  We were unable to locate the 
401 band in the LIF spectrum of D2PO although the frequency was readily attainable from 
the 411 hot band.  A weak band at 28176.6 cm
-1 could not be accommodated in the pattern 
of bands involving modes 2 – 4 and was assigned as 101, giving v1 ′ = 1601.8 cm-1 (calc = 
1693 cm-1).  Most of the remaining features were then assignable as hot or cold bands 
involving the four a′ vibrations.  The complete set of D2PO assignments is given in  
Table (6.4). 
6.4.2. Single vibronic level emission spectra 
SVL emission spectra were recorded by exciting several bands in the LIF spectra of 
H2PO and D2PO with typical examples shown in Figure (6.2).  The first band in the H2PO 
emission spectrum occurs at a displacement of 775.4 cm-1, which decreases to 593.1 cm-1 
on deuteration, precisely as expected for the ν4 HPH wagging mode  (calc = 788 and 600 
cm-1, respectively).  Similarly, ν3 occurs at 1086.7 cm-1 for H2PO and 792 cm-1 for D2PO, 
with calculated HPH/DPD symmetric bending frequencies of 1135 and 821 cm-1.  
Finally, the PO stretch (ν2) is expected to have little isotope shift (calc = 17 cm-1) as 
observed for the features at 1153.1 and 1141.0 cm-1 in the emission spectra.  The PH/PD 
symmetric stretching mode (ν1) shows up at 2221/1577 cm-1 with an isotope shift of 644 
cm-1 compared to the calculated shift of 683 cm-1.  The remaining bands in the emission 
spectra were then readily assigned as combinations of these four a′ symmetry modes with  
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Table (6.4): Observed bands and their assignments from the 𝐵�  – 𝑋� LIF spectra of D2PO. 
Assignment Obs (cm-1) Interval Assignment Obs (cm-1) Interval 
00
0
  26574.8  21
0
 3  0
1 41
0
  25631.8 2141=1719.5 
30
1
  27351.3 ν3′   = 776.5 21
1
 4   1
0 25752.3 2141=1720.0 
20
1
  27472.3 ν2′   = 897.5 41
0
  25982.3 ν4″  =592.5 
30
2
  28120.3 31+769.0 10
1
 2  1
0 30
1
 4   3
0 26090.7  
20
1
 4   0
1 28145.0 21+672.7 21
0
 3   0
1 26210.6 ν2″ =1140.7 
10
1
  28176.6 ν1′   = 1601.8 20
1
 4   2
0 26290.9 2ν4″ =1181.4 
20
1
 3   0
1 28248.6 21+776.3 21
1
  26330.9 ν2″ =1141.4 
20
2
  28356.0 21 + 883.7 10
1
 4   3
0 26411.6 3ν4″ =1765.0 
30
3
  28881.6 32+761.3 10
1
 2  1
0 41
0
  26456.4 2141=1720.2 
10
1
 2   0
1 29074.2 11+897.6 20
1
 3  0
1 43
0
  26484.9 3ν4″ =1763.7 
20
2
 3   0
1 29131.7 22+775.7 21
1
 3  0
1 41
0
  26528.2 2141=1720.4 
20
3
  29226.4 22+ 870.4 21
2
 4   1
0 26636.1 2141=1719.9 
21
0
 4   1
0 24854.1 2141=1720.7 41
1
  26654.3 ν4′  =672.0 
22
2
 4   2
0 24949.3 2242=3406.7 30
1
 4   1
0 26758.5 ν4″ =592.8 
42
0
  25393.4 2ν4″ =1181.4 22
2
 3   0
1 26849.2 2ν2″ =2282.2 
22
1
 3  1
0 41
0
  25401.5 223141=2070.8 20
1
 4   1
0 26878.9 ν4″ =593.4 
21
0
  25434.1 ν2″ =1140.7 23
2
 4   0
3 26950.9  
21
0
 4   1
1 25527.6 ν4′  =673.5 21
0
 3   0
2 26979.3 ν2″ =1141.0 
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Table (6.4): Continued. 
Assignment Obs (cm-1) Interval Assignment Obs (cm-1) Interval 
10
1
 4   2
0 26995.3 2ν4″ =1181.3 20
3
 4   2
0 28045.5 2ν4″ =1180.9 
10
1
 2   1
0 27035.5 ν2″ =1141.1 21
3
  28085.4 ν2″ =1141.0 
20
1
 3  0
1 42
0
  27067.7 2ν4″ =1180.9 10
1
 2  2
3 30
1
 4   3
1 28313.2  
21
1
 3   0
1 27107.7 ν2″ =1140.9 10
1
 2  0
1 41
0
  28481.1 ν4″ =593.1 
20
2
 4   2
0 27175.2 2ν4″ =1180.8 20
2
 3  0
1 41
0
  28538.3  
21
2
  27214.8 ν2″ =1141.2 20
3
 4   1
0 28633.5 ν4″ =592.9 
10
1
 2  0
1 43
0
  27310.1 3ν4″ =1764.1 21
2
 3   0
2 28758.1 ν2″ =1140.8 
21
3
 4   1
0 27506.2 2141=1720.2 10
1
 2  0
2 42
0
  28775.9 2ν4″ =1180.8 
10
1
 2  2
2 30
2
 4   3
0 27538.4  10
1
 2   1
2 28816.0 ν2″ =1141.3 
21
0
 4   1
4 27544.3 4ν4′   =2690.2 21
3
 3   0
1 28860.2 ν2″ =1140.7 
10
1
 4   1
0 27583.6 ν4″ =593.0 20
4
 4   2
0 28901.9 2ν4″ =1181.4 
20
1
 3  0
1 41
0
  27655.5 ν4″ =593.1 21
4
  28942.5 ν2″ =1140.8 
21
0
 3   0
3 27740.7 ν2″ =1140.9 22
3
 3  0
2 40
1
  29157.7  
20
2
 4   1
0 27763.1 ν4″ =592.9 10
1
 3  0
1 43
3
  29206.4  
10
1
 3  0
1 43
1
  27861.6  20
2
 3  0
2 41
0
  29306.0 ν4″ =592.9 
10
1
 2  0
1 42
0
  27893.1 2ν4″ =1181.1 10
1
 2  0
2 41
0
  29363.8 ν4″ =592.9 
10
1
 2   1
1 27932.7 ν2″ =1141.5 20
3
 3  0
1 41
0
  29407.7 ν4″ =593.2 
21
2
 3   0
1 27990.7 ν2″ =1141.0 20
4
 4   1
0 29490.1 ν4″ =593.1 
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overtones and combinations of the PO stretching and HPH wagging modes accounting 
for the majority of the intensity.  The assignments of the observed emission bands are 
summarized in Table (6.5) and the vibrational constants are presented in Table (6.6). 
6.4.3. High-resolution LIF spectra and rotational analysis 
Consideration of the molecular structure and symmetries of the combining states 
shows that the 𝐵�  − 𝑋� bands should be type ac hybrids, and experience with H2AsO 
suggests that the parallel component should be much stronger than the perpendicular 
component.  Figure (6.3) shows a composite spectrum of the 000  band of H2PO which 
illustrates precisely this type of rotational structure.  The strong central features are due to 
the ∆Ka = 0 transitions and the weaker rotational structure to the blue can be attributed to 
the ∆Ka = +1 subbands. Unfortunately, in H2PO, the 201410 hot band partially overlaps the 
perpendicular component of the 000 band (see Figure (6.1)), a disservice of Mother Nature 
that complicated the rotational analysis. 
Using the very convenient graphical program PGOPHER,19 we analyzed the 
rotational structure of this band in the following manner.  The ground state rotational 
constants were fixed at the values from the microwave spectrum5 and the excited state ab 
initio rotational constants and a visual estimate of the band origin from the spectrum were 
input to the program and a trial band contour was generated.  Iterative adjustments of the 
upper state constants were made until the observed and calculate contours were in 
reasonable agreement.  At this point, assignments were made for a number of individual 
a- and c-type lines and the upper state parameters were refined by least-squares fitting.  
In this fashion, the majority  of  the observed  lines were satisfactorily fitted and a reliable  
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Table (6.5): Measured ground state energy levels (cm-1) and assignments from the 
emission spectra of H2PO and D2PO. 
H2PO  D2PO 
Assignment Energya Residual  Assignment Energy Residual 
41 775.4 -1.1  41 593.1 0.1 
31 1086.7 1.5  31 792 0.5 
21 1153.1 1.0  21 1141.0 -0.4 
42 1537.0 0.8  42 1181.2 0.1 
3141 1855 -0.9  32 1575 0.6 
2141 1914.8 1.9  11 1577 0.5 
11 2221 -0.4  2141 1720 0.0 
2131 2231 -2.2  43 1764.3 0.0 
43 2281 -0.9  2131 1929 -2.3 
22 2282 -1.4  1141 2169 -0.5 
3142 2608 -2.4  22 2282.5 0.3 
2142 2659 -0.8  33 2347 -1.9 
1141 2987 0.9  2132 2715 2.2 
213141 2988 -0.4  2241 2847 0.0 
3143 3350 0.3  34 3116 1.0 
2143 3390 -0.4  2133 3486 0.1 
23 3391 -1.6  2134 4250 -0.6 
45 3728 1.4     
213142 3731 2.7     
1142 3735 -0.4     
2144 4105 -0.7     
46 4426 0.0     
24 4481 1.0     
2145 4805 -0.7     
aEnergy above the lowest vibrational level of the 𝑋� 2A′ state. Energies 
with higher accuracy were obtained from hot bands in the LIF spectra. 
 
 
205 
 
Table (6.6): The vibrational constants (in cm-1) of H2PO and D2PO. 
State Constant H2PO D2PO 
𝑋�2A′ 
 
ω1
0
  2221.4(9)a 1576.5(7) 
ω2
0
  1163.4(5) 1141.2(2) 
ω3
0
  1085.9(5) 795.7(6) 
ω4
0
  783.6(3) 595.5(5) 
x140   -11.3(7) … 
x220   -10.9(2) … 
x23
0
  -5.3(8) -1.4(3) 
x24
0
  -14.7(2) -14.2(5) 
x33
0
  … -4.2(2) 
x340   -6.0(3) … 
x44
0
  -7.66(6) -2.5(2) 
𝐵�2A′ 
 
ω1
0
  2321.9(1) 1601.5(3) 
ω2
0
  790.9(2) 904.3(3) 
ω3
0
  1073.68(8) 780.9(5) 
ω4
0
  1026.95(9) 672.5(2) 
x220   -4.07(2) -6.80(9) 
x23
0
  -0.99(6) -0.8 (1) 
x24
0
  -6.14 (5) … 
x33
0
  … -4.0(2) 
x340   -3.6(1) … 
x44
0
  -11.89(3) … 
aThe numbers in parentheses are standard errors of 1σ. 
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Figure (6.3): A composite plot of the high resolution 00
0
  band of H2PO along with a 
simulation of the band structure based on the determined rotational constants.  The 
contour was calculated at a rotational temperature of 15 K and the ratio of the c/a 
transition moments was fixed at 0.3.  The experimental spectrum is made up of several 
laser scans with varying power so the relative intensities across the spectrum are not very 
meaningful. 
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set of excited state rotational constants were obtained.  Then we attempted to find 
recognizable spin splittings in the spectra, particularly for low J transitions in the rR0, rR1 
and rR2 branches.  We were unable to do so, in part because we could not definitively rule 
out weak lines as belonging to the overlapping hot band, and because the effect of the 
unpaired electron on the ground state energy levels is fairly small.  After considerable 
effort, we concluded that it was not possible to determine the excited state spin constants 
from our spectra.   The final simulation of the overall band contour using the constants 
reported in Table (6.7) is shown in Figure (6.3).  Figure (6.4) shows a small section of the 
band in the region of the overlap of the parallel and perpendicular components, exhibiting 
some of the assignments and illustrating the agreement between the observed and 
calculated spectra. 
The high resolution spectrum of the 000 band of D2PO was analyzed in much the 
same fashion as that of H2PO except that there was no microwave data available for the 
deuterated isotopologue.  We used the precise ground state structure of H2PO available 
from the microwave work to calculate the rotational constants of D2PO and these were 
used as a starting point in our analysis along with the ab initio constants for the excited 
state.  Then the upper state rotational constants and band origin were varied to match the 
rotational contours, individual transitions were assigned, the constants of both states were 
refined and the process was continued until a satisfactory match between the 
experimental spectrum and the simulation was obtained.  The perpendicular component 
was again contaminated by some spurious lines, presumably due to a weak unidentified 
hot band, that made it difficult to analyze.  The final constants are reported in Table (6.7).  
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Table (6.7): The molecular constants (in cm-1) of H2PO and D2PO. 
State Constant H2PO D2PO 
𝑋�2A′ 
 
A 5.2077(1)a 2.6862(28) 
B 0.6341107(3) 0.5721(11) 
C 0.5944851(3) 0.5087(9) 
𝐵�2A′ 
A 4.6186(13) 2.4115(21) 
B 0.5142(5) 0.4705(12) 
C 0.5036(5) 0.4495(12) 
T0 26583.862(5) 26572.154(5) 
 
aThe numbers in parentheses are standard errors of 3σ.  The ground state constants of 
H2PO are from the microwave analysis of ref. 5 where additional constants are also 
quoted. 
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Figure (6.4): A small segment of the high-resolution LIF spectrum of the 000 band of 
H2PO showing the agreement between the observed and simulated rotational structure 
and some of the assignments for both the a- and c-type components. 
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6.5.  Discussion 
6.5.1. Molecular structure 
The excited state molecular structure of H2PO was derived from the experimentally 
determined rotational constants of H2PO and D2PO by varying the structural parameters 
to minimize the sum of the squares of the differences between the observed and 
calculated rotational constants.  The resulting values are summarized in Table (6.8).  The 
agreement between the ab initio predictions and the derived structure is very good (see 
Tables (6.1) and (6.8)) with the PO and PH r0 bond lengths slightly larger than the 
calculated re values and the bond angles differing by less than one degree.  The data in 
Table (6.8) shows that the H2PO geometric changes on electronic excitation are very 
similar to those of H2AsO, with a large increase in the X−O bond length, little change in 
the X−H distance and an approximately 9° decrease in the HXH bond angle.  In H2PO the 
out-of-plane angle is moderate in the ground state (46.5°) and increases by 20° in the 
excited state whereas in the arsenyl radical the ground state out-of-plane angle is already 
substantial and so the increase (7.6°) is correspondingly less. 
The ground state P−O bond length of 1.488 Å is comparable to the length of the 
double bond in HPO (1.484 Å, Ref. 20) and much shorter than the calculated single bond 
length (1.658 Å, Ref. 21) of cis-H2POH, suggesting that H2PO has a slightly long PO 
double bond.  This conclusion is supported by the ground state PO stretching frequencies 
(1163.5 cm-1 for H2PO and 1141.2 cm-1 for D2PO) which are both fractionally smaller 
than the corresponding HPO = 1202.8 cm-1 and DPO = 1208.7 cm-1 values.22 In the 𝐵�  
excited state, the bond length is 1.671 Å, comparable  to  a  typical  PO  single bond  and  
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Table (6.8): Molecular structures (in Å and degrees) of H2PO and H2AsO. 
Molecule r (X−O) r (X−H) θ (HXO) θ (HXH) θ (oop) T0 
𝑋�2𝐴′ 
H2POa 1.4875(4) 1.4287(14) 115.52(10) 102.56(14) 46.50(18) 0 
H2AsOb 1.672(1) 1.513(4) 106.6(5) 101.8(4) 63.1(20) 0 
𝐵�2𝐴′ 
H2PO 1.6710(6)c 1.428(2) 105.7(2) 93.3(6) 66.8(7) 26583.862(5) 
H2AsO 1.806(3) 1.525(10) 103.1(15) 93.4(10) 70.7(49) 19613.539(1) 
 
aThe H2PO ground state geometry is from ref. 5.  
bThe H2AsO data is from ref. 1.  
cThe numbers in parentheses are standard errors of 3σ. 
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consistent with promotion of an electron from the π to the π* molecular orbital, which 
decreases the bond order.   
6.5.2. Molecular constants 
Although the selection rules preclude the measurement of the frequencies of the a″ 
modes, we have obtained a complete set of a′ frequencies and the validity of these values 
can be tested using the Teller-Redlich product rule23 relation for H2PO and D2PO. This is 
𝜔1𝑖 𝜔2𝑖 𝜔3𝑖 𝜔4𝑖
𝜔1𝜔2𝜔3𝜔4
= ��𝐵
𝐻
𝐵𝐷
� �𝑀
𝐷
𝑀𝐻
�
2
�𝑚
𝐻
𝑚𝐷
�
3
                                 (7.1) 
where M is the total mass, mH and mD are the masses of the hydrogen and deuterium 
atoms, B refers to the rotational constant, and the H and D superscripts indicate the 
hydrogenated and deuterated isotopologues, respectively.  For the ground state we 
calculate a ratio of 0.388 from the anharmonic frequencies in Table (6.6) in fortuitously 
good agreement with the value of 0.388 from the masses and B values. The excited state 
values are 0.376 from the frequencies and 0.385 from the masses, in reasonable accord 
although we would expect the frequency value obtained from anharmonic constants to be 
slightly higher than the theoretical value. The discrepancy may be due to lack of 
information on the anharmonicities between the a′ and a″ modes or could signal an 
erroneous assignment of ν1 which is of high frequency and difficult to identify among the 
many weak bands in the center of the LIF spectra.  Despite these caveats, we can be fairly 
confident that the vibrational analysis is substantially correct. 
The other issue is the lack of identifiable spin splittings in the H2PO spectrum.  In 
H2AsO the spin splittings are largely controlled by εaa which has values of -0.141 cm-1 in 
the ground state and -0.200 cm-1 in the excited state.1 In H2PO, microwave spectroscopy5 
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gives 𝜀𝑎𝑎′′  = -0.044 cm-1, about a factor of 3 smaller than in the arsenic radical.  In the 
pure precession approximation24 the spin-rotation constants εββ  can be approximated as 
𝜀𝛽𝛽 ≈
4𝐵𝛽𝜍
Δ𝐸
                    𝛽 = 𝑎, 𝑏 𝑜𝑟 𝑐                                    (7.2) 
where ∆E is the energy gap between the mutually perturbing states and ζ is the molecular 
spin-orbit coupling constant. Since the excited states of H2PO are higher in energy than 
those of H2AsO and the spin-orbit coupling parameter will be smaller, simple theory 
would suggest that 𝜀𝑎𝑎′  of the phosphoryl radical would be quite small.  It is thus perhaps 
not too surprising that the spin splittings were not resolved in the present spectra. 
6.5.3. Anomalous fluorescence 
The heavy atom nitroxyl radicals H2AsO, Cl2PS, F2PS and H2PO all fluoresce from 
the second excited electronic state, contravening Kasha’s empirical rule25 which states 
that emission of light or photochemical reaction in polyatomic molecules occurs from the 
lowest excited state of a given multiplicity.  The classic examples of molecules which 
violate Kasha’s rule are azulene and several thiocarbonyl compounds (XYC=S)26 
augmented by our more recent discovery27,28 that H2C=Si and H2C=Ge also exhibit this 
behavior.  The occurrence of anomalous fluorescence in all these molecules can be 
attributed to the very large energy gap between the first and second excited states which 
leads to poor vibrational overlap and inefficient internal conversion, making fluorescence 
competitive with nonradiative processes from the higher excited state.  The almost 15 000 
cm-1 interval between the first and second excited states of H2PO is approximately the 
same as that of H2AsO1 and accounts for the 𝐵�  − 𝑋� fluorescence observed in both 
radicals.  In contrast, the great majority of compounds (which follow Kasha’s rule) have 
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relatively small S2 - S1 energy gaps so excitation of S2 leads to rapid internal conversion 
or intersystem crossing to the lowest excited states from which emission or 
photochemistry may occur.   
6.6. Conclusions 
Using a combination of high level ab initio predictions and experimental pulsed 
discharge jet techniques, we have detected the 𝐵�2A′ −𝑋�2A′ electronic transition of the 
H2PO free radical for the first time.  The LIF spectra were identified in the 407 - 337 nm 
region and analyzed to obtain the v1 ′ − v4 ′ frequencies for both H2PO and D2PO.  SVL 
emission spectra gave the ground state frequencies of the same four vibrations.   High 
resolution rotationally resolved LIF spectra of the 000 bands of both isotopologues were 
analyzed to obtain the rotational constants from which the excited state molecular 
structure was determined.  The radical is nonplanar in the ground state and becomes more 
pyramidal with an elongated P−O bond in the excited state, as expected for a π → π* 
electron promotion.  
This is the sixth in a series of such heavy atom nitroxyl radicals, which also 
includes H2AsO, F2PS and Cl2PS and H2PS,29 that we have succeeded in detecting in the 
gas phase.  The combination of ab initio theory to pinpoint the locations of the electronic 
transitions and discharge methods for “synthesizing” these free radicals has proven to be 
a powerful tactic for obtaining their electronic spectra. Further studies of other such 
species are currently in progress. 
 
 
Copyright © Mohammed A. Gharaibeh 2012 
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CHAPTER 7. AN EXPERIMENTAL AND THEORETICAL STUDY OF THE 
ELECTRONIC SPECTRUM OF THE HBCl FREE RADICAL 
7.1. Introduction 
Boron carbide is a p-type semiconducting material whose hardness, very high 
melting point, inertness to chemical attack and excellent thermal and electrical 
characteristics make it attractive for semiconductor and coating applications. Deposition 
of thin layers of boron carbide is primarily accomplished by chemical vapor deposition 
(CVD) using BCl3 - CH4 - H2 precursor mixtures although a variety of other boron 
sources (BBr3, B2H6, B(CH3)3 etc.) have also been shown to be useful.1 Boron nitride, the 
hardest boron-containing compound known, is similarly produced by CVD with BCl3 - 
NH3 - H2 gas mixtures.2  
Despite intensive research into methods of producing boron carbide and boron 
nitride films and coatings, much remains to be learned about the precise mechanisms of 
such processes. In 2001 Setzer and Brand1 concluded that “It was evident from this 
review that extensive research still remains to be done on the modeling of CVD boron 
carbides.” For example, although in situ FTIR studies have identified BHCl2 as an 
intermediate in high temperature reactions of BCl3 and hydrogen both in the gas phase 
and at the surface of a tungsten filament, the elementary reactions are still unclear.3-5 Ab 
initio methods have been used to predict the thermochemistry6 and reaction paths7 of the 
various intermediates in the BHmCln system and similar calculations on the 
thermodynamics of molecules in the B-N-Cl-H system have been reported.8 Harris et al.9 
have used the ab initio data and transition state and RRKM theory to calculate rate 
constants for the thermal decomposition of BCl3/H2 gas mixtures which led to a 
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suggested reaction mechanism involving 31 elementary steps. The boron containing free 
radicals BCl, BCl2, BH, BH2 and HBCl were predicted to have substantial gas phase 
concentrations at various reaction temperatures. 
In 2005 we reported the first observation of the HBX (X = F, Cl, Br) free radicals,10 
reactive species which may play an important role in CVD and etching processes 
involving hydrogen and boron trihalide precursors. Using laser-induced fluorescence 
(LIF) methods, we detected these radicals in the products of an electric discharge through 
BX3/H2/Ar mixtures at the exit of a pulsed molecular beam valve. The supersonically 
cooled species were identified by the characteristic ground state vibrational frequencies 
and subband splittings in single vibronic level emission spectra. Since the band systems 
involve a linear-bent transition between the two Renner-Teller components of what 
would be a 2Π state at linearity, the analysis of the LIF spectra is challenging. We have 
recently11 used a combination of ab initio theory and variational methods to predict the 
ground and excited state vibrational levels and isotope effects for HBF which facilitated a 
detailed study12 of the A� - X� band systems of HBF and DBF. In the present work we have 
used a similar blend of theoretical and experimental methods to understand the 
A� A'' 2 Π - X� A2 ' band systems of the HBCl and DBCl free radicals. 
7.2. Experiment 
The HBCl and DBCl free radicals were produced in a discharge free jet expansion13 
using precursor mixtures of 1% BCl3 and 5% H2 (or D2) in high pressure argon. The gas 
mixture was injected at a pressure of 40 psi through the 0.8 mm orifice of a pulsed 
molecular beam valve (General Valve, Series 9) into the vacuum chamber. After a short 
time delay, a pulsed electric discharge was struck between a pair of ring electrodes 
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mounted in a cylindrical Delrin flow channel attached to the exit to the valve, 
fragmenting the precursors and producing HBCl by secondary reactions. The radicals 
were cooled to low rotational temperatures (~10 K) by collisions downstream of the 
discharge. A 1.0 cm reheat tube14 was attached to the exit of the discharge flow channel 
to increase the number of collisions which both enhanced the production of the radicals 
and suppressed the background glow from electronically excited argon atoms. 
Low-resolution LIF spectra were recorded by exciting the jet-cooled radicals with 
the collimated beam of a pulsed tunable dye laser (Lumonics HD-500, linewidth 0.1     
cm-1) and imaging the resulting fluorescence signals onto the photocathode of a high gain 
photomultiplier (EMI 9816QB). The signals were sampled with a gated integrator and 
recorded with LabVIEW–based data acquisition software. The spectra were calibrated 
with optogalvanic lines from neon- and argon-filled hollow cathode lamps to an accuracy 
of ~0.1 cm-1.  
The LIF spectra were complicated by overlapping bands of the various HBCl 
isotopologues and fluorescence from various impurity species produced in the electric 
discharge. To circumvent these problems, we used the LIF synchronous scanning (sync-
scan) technique described previously.15 In this method, the fluorescence is dispersed by a 
scanning monochromator which is fixed on a prominent emission band of the 
isotopologue(s) of interest. The excitation laser and the monochromator are scanning 
synchronously under computer control so that the resulting spectrum exhibits only those 
transitions that emit down to the chosen level, focusing on the spectrum of a subset of the 
molecular isotopologues and minimizing impurity emission. For example, we were able 
to obtain LIF spectra of H11BCl free of H10BCl bands using this technique.  
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Single vibronic level emission spectra were obtained by laser excitation of the 
intensity maxima of the stronger bands observed in the LIF sync-scan spectra. The 
resulting fluorescence was focused onto the entrance slit of a 0.5 m scanning 
monochrometer (Spex 500M) and the emission was detected with a cooled, red-sensitive 
photomultiplier (RCA C31034A), amplified by a factor of ~1000, processed with a gated 
integrator and then recorded digitally. The spectra were calibrated with emission lines 
from an argon discharge lamp to an estimated accuracy of ±1 cm-1. The monochromator 
was equipped with a 1200 line/mm grating blazed at 750 nm and spectra were recorded 
with a bandpass of 0.6-0.8 nm, depending on the strength of the fluorescence. 
7.3. Theoretical calculations 
7.3.1. Preliminary ab initio studies 
As a preliminary to the calculation of the HBCl potential energy surfaces, we have 
used density functional theory [B3LYP] and the coupled-cluster singles and doubles with 
triple excitations included perturbatively [CCSD(T)] method to predict the properties of 
the ground and excited states using the Gaussian 03 program package.16 Dunning’s 
correlation-consistent triple-zeta basis set augmented by diffuse functions (aug-cc-
pVTZ)17 was employed for both studies. Ground state HBCl has the electron 
configuration 
[core] (6a′)2(7a′)2(8a′)2(2a″)2(9a′)2(10a′)1(3a″)0     X� A2 ' 
where 2a″ is a BCl out-of-plane π bonding orbital, 9a′ is a combination of H(1s), B(2py) 
and Cl(3py) orbitals which is primarily BH bonding, and 10a′ and 3a″ are the in- and out-
of-plane BCl π antibonding orbitals. The 3a″ LUMO is primarily an out-of-plane 2pz 
orbital on the boron atom. Promotion of an electron from the 10a′ HOMO to the 3a″ 
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LUMO yields the first electronic excited state which has a linear geometry and is 
symbolized18 as A� A'' 2 Π. 
Both the B3LYP and CCSD(T) methods gave similar results, with a bent ground 
state (θ = 123°) and a linear excited state whose equilibrium bond lengths are 0.02 –    
0.03 Å shorter than in the ground state. The difference in the electronic energies of the 
two states is calculated to be very low (5500 – 5600 cm-1) as is typical for linear-bent 
transitions between the two Renner-Teller components of what would be a 2Π state at 
linearity.19-21 A summary of the theoretical results is given in Table (7.1) where the 
vibrational numbering is defined in standard notation as ν1 = BH stretch, ν2 = bend and   
ν3 = BCl stretch. 
7.3.2. Calculation of the potential energy surfaces 
All single point energy calculations were performed with the Cfour suite of 
quantum chemistry programs.22 Complementary computations of the spin-orbit operator 
matrix elements were undertaken performed with the Molpro 2010 code.23 Single point 
energies of the bent X� A2 ' ground state and the linear A� A'' 2 Π  first excited state were 
calculated at the CCSD(T) level of theory24 with the aug-cc-pVQZ basis set (aug-cc-
pV(Q+d)Z for chlorine),25 using UHF wavefunctions with the proper symmetry as 
references. Only the valence electrons were correlated. The geometries of the single point 
calculations were carefully chosen in order to properly map the potential energy surfaces 
(PES) of the ground and of the excited states for energies up to 20000 cm-1 above their 
respective minima. The geometries were in the ranges 2.7≤rBCl≤4.3 bohr and                
1.7≤rBH≤3.3 bohr for the stretching coordinates (both states) and 70≤θHBCl≤180 (X� A2 ' 
state, 1012 points) , 100≤θHBCl≤180 (A� A'' 2 state, 633 points). Potential energy curves as a  
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Table (7.1): Ab initio predictions of the spectroscopic parameters of the ground and first 
excited states of H11B35Cl and D11B35Cl. All quantities are in cm−1 except the geometric 
parameters. 
Rotational constant H11B35Cl D11B35Cl 
X� A2 ' 
ω1 2641 (2639)a 1951 (1949) 
ω2 842 (833) 652 (645) 
ω3 909 (890) 872 (855) 
   
A 20.003 (20.267) 11.633 (11.633) 
B 0.5850 (0.5870) 0.5141 (0.5157) 
C 0.5683 (0.5705) 0.4923 (0.4941) 
rHB Å 1.1910 (1.1877) 
rBCl Å 1.7236 (1.7202) 
θHBCl ° 123.34 (123.64) 
 A� A'' 2 Π  
ω1 2861 (2870) 2133 (2138) 
ω2 682 (680) 532 (531) 
ω3 926 (917) 888 (880) 
Te 6208 (5522) 6208 (5522) 
T0 6247(5575) 6247(5572) 
   
B 0.5647 (0.5680) 0.4745 (0.4772) 
rHB Å 1.1674 (1.1639) 
rBCl Å 1.6901 (1.6853) 
θHBCl ° 180.0 
 
aThe first numbers are from CCSD[T] theory and those in parentheses are from B3LYP 
theory both using an aug-cc-pVTZ basis set.  
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function of bond angle for fixed bond lengths, illustrating the nature of the relevant 
electronic states, are shown in Figure (7.1). 
The energies of the two states were fitted, using the SURFIT program,17,26 using 
symmetry restricted polynomial functions with the general form 
𝑉𝜂(𝑞1,𝑞2, 𝑞3) = �𝑐𝑖𝑗𝑘
𝜂 (𝑞1 − 𝑞1
𝑟𝑒𝑓,𝜂)𝑖(𝑞2 − 𝑞2
𝑟𝑒𝑓,𝜂)𝑗(𝑞3 − 𝑞3
𝑟𝑒𝑓,𝜂)𝑘
𝑖𝑗𝑘
         (7.1) 
where η refers to the specific electronic state, 𝑞1 = rBCl stretching, 𝑞2 = rBH stretching and 
𝑞3 = θHBCl bending, and 𝑞1
𝑟𝑒𝑓,𝜂, 𝑞2
𝑟𝑒𝑓,𝜂 , 𝑞3
𝑟𝑒𝑓,𝜂 defines the reference geometry of the ηth 
state. Symmetry restrictions constrain k to be even for the A� A'' 2 state. The two PESs 
have been expanded at their computed equilibrium geometries and the fitting coefficients 
 
𝑐𝑖𝑗𝑘
𝜂  are presented as supplementary material.27 The root mean square deviation (RMSD) 
of the least squares fitting was 3.9 cm-1 and 2.5 cm-1 for the X� A2 ' and A� A''2  states, 
respectively. The degeneracy of the two surfaces at linearity was imposed by simply 
including 56 linear geometries in the fitting of the ground state coefficients. This 
procedure was much simpler than that adopted for HBF,11 nevertheless it was able to 
recover surfaces which are nearly degenerate for linear geometries, with differences of 
the same order of magnitude of the RMSD’s of the fittings. These tiny differences proved 
to be irrelevant in the subsequent variational calculation of the rovibronic energy levels. 
From the fitted surfaces, the barrier to linearity of the ground state was calculated to be 
6073 cm-1, quite a bit lower than the 10099 cm-1 value found for HBF.11 
Using the Molpro code, the geometry independent phenomenological spin-orbit 
splitting of the electronic Π (X� A2 ', A� A2 '')  state at its equilibrium geometry was 
calculated to be 87.3 cm-1,  at the CASSCF level of theory using the same basis set.  This  
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Figure (7.1): Potential energy curves along the bond angle coordinate for the X� A2 ' and 
A� A'' 2 Π states of HBCl. The bond lengths were fixed at their ground state equilibrium 
values of rBH = 1.7162 Å and rBCl = 1.1897 Å. 
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value is substantially larger than that calculated for HBF (42.3 cm-1)11 but comparable in 
magnitude to the –79.4 cm-1 spin-orbit coupling constant calculated for BCl+ by Bruna 
and Grein.28  
7.3.3. Calculation of the vibronic energy levels 
The analytically fitted surfaces were used for the variational calculation of the 
rovibronic energy levels. Preliminary analyses were performed using the RVIB3 code 
developed by Carter and co-workers.29 However, in the course of these tests, a paper by 
A. Mitrushchenkov was published,30 pointing out some numerical difficulties with the 
RVIB3 code and its underlying theory to handle cases with very large Renner-Teller 
coupling, such as often occurs in linear-bent systems. These difficulties occur only in the 
calculation of levels with K>0 (Π, ∆, etc states). We then resorted to using a previous 
version of the same program, based on a different definition of the basis set for the 
bending motion,31 which has proved to work correctly for linear-bent systems.32 
The variational basis set was built from 20 harmonic oscillators for the BH and BCl 
stretches and 104 Legendre polynomials for the bend of the two electronic states, 
contracted to 51 two-dimensional stretching functions and 74 two dimensional bending 
functions. Spin-rovibronic calculations for J=1/2,3/2,5/2,7/2, were performed either with or 
without the inclusion of the spin-orbit effect, thus enabling the prediction of the energies 
and spin orbit splittings for levels with K≤3 (Σ,Π,∆,Φ levels). The vibrational quantum 
numbers were assigned by inspection of the variational coefficients and, for higher levels, 
by counting the nodes in plots of the vibrational wavefunctions. All eight isotopologues 
(H11B35Cl, H10B35Cl, H11B37Cl, H10B37Cl, D11B35Cl, D10B35Cl, D11B37Cl, D10B37Cl) were 
studied, for energies up to 20000 cm-1 above the X� A2 ' (0,0,0) level.  
224 
 
The resulting calculated values for the low-lying ground state vibrational energy 
levels of the eight isotopologues of HBCl are given in Table (7.2). In the ground 
electronic state of HBCl,  there is an unusual mixing of the rBCl stretching and θHBCl 
bending modes, which contribute with almost equal weight to the lowest two vibrational 
energy levels. This is clearly seen in Figure (7.2) (panels a,c). Such mixing makes the 
labeling of these two levels and their higher energy combinations ambiguous using the 
traditional ν2 = bend and ν3 = BCl stretch quantum numbers. To continue using them 
anyway, we made a comparison with the wavefunctions of the lowest two levels of the 
deuterated isotopologues (see Figure (7.2), panels b, d), for which mode mixing is much 
less relevant. This comparison led us to assign the lowest energy level of HBCl as ν2 and 
the second as ν3. Overtone and combination levels have been then labeled accordingly. 
Table (7.3) shows the calculated excited state energy levels, relative to the lowest ground 
state rovibronic energy level. 
7.4. Experimental results and analysis 
 7.4.1. LIF spectra 
The top panel of Figure (7.3) shows a 2500 cm-1 portion of the total LIF spectrum 
of HBCl obtained by monitoring total fluorescence through a long pass filter. In addition 
to bands of HBCl, proven by recording single vibronic level emission spectra (vide infra), 
this spectrum contains many extraneous features due to other species produced in the 
discharge. The bottom trace show the sync-scan LIF spectrum obtained by monitoring 
emission down to a level 835 ± 5 cm-1 to the red of the laser wavelength, corresponding 
to the  nominal  B-Cl  stretching  fundamental of  H11BCl,  as shown in Table (7.2).  The  
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Table (7.2): Calculated low-lying X� A2 ' state vibrational energy levels of the various 
HBCl isotopologues (in cm−1).  
(υ1,υ2,υ3) H11B35Cl H11B37Cl H10B35Cl H10B37Cl D11B35Cl D11B37Cl D10B35Cl D10B37Cl 
(0,1,0) 835.2 831.3 845.9 843.0 646.6 645.4 651.7 650.5 
(0,0,1) 894.8 892.6 919.6 916.6 863.8 858.6 893.7 888.7 
(0,2,0) 1666.3 1658.2 1688.2 1682.5 1289.5 1287.3 1299.9 1297.6 
(0,1,1) 1720.7 1715.5 1753.7 1748.2 1502.6 1496.2 1536.8 1530.7 
(0,0,2) 1775.9 1770.9 1826.4 1820.0 1715.6 1705.4 1773.0 1763.4 
(0,3,0) 2492.9 2480.3 2526.4 2518.0 1928.3 1925.2 1944.2 1941.0 
(1,0,0) 2537.8 2533.8 2549.9 2549.8 1899.4 1899.2 1916.7 1916.5 
(0,2,1) 2543.8 2539.7 2583.3 2575.5 2137.9 2130.4 2176.6 2169.4 
(0,1,2) 2591.8 2584.5 2649.1 2640.4 2347.3 2335.9 2408.8 2397.9 
(0,0,3) 2644.5 2636.3 2721.1 2711.1 2556.5 2541.7 2640.6 2559.0 
(0,4,0) 3314.3 3296.8 3359.5 3349.1 2562.7 2558.9 2584.4 2580.5 
(0,3,1) 3356.0 3348.2 3408.2 3398.9 2766.6 2759.2 2811.4 2803.5 
(1,1,0) 3366.4 3360.1 3382.2 3378.6 2538.4 2536.8 2560.5 2559.0 
(0,2,2) 3401.4 3392.8 3461.6 3452.3 2975.7 2963.1 3041.3 3029.2 
(1,0,1) 3431.0 3425.1 3476.2 3470.7 2772.0 2765.5 2819.9 2814.1 
(0,1,3) 3454.2 3446.3 3533.8 3521.7 3181.8 3164.7 3269.5 3254.0 
(0,0,4) 3501.9 3490.0 3604.5 3590.7 3386.7 3367.1 3497.2 3478.4 
(0,5,0) 4129.8 4107.0 4183.8 4174.1 3193.4 3189.0 3221.1 3216.6 
(1,2,0) … … … … 3171.8 3169.9 3199.0 3196.3 
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Figure (7.2): Contour plots of the vibrational wave functions of H11B35Cl and D11B35Cl 
along the HBCl bending and BCl stretching coordinates (θ and R). The assignments for 
the two vibrational modes of DBCl are clearly (0,1,0) and (0,0,1) (panels a and c). The 
HBCl vibrational modes (panels b and d) were assigned based on their similarity to the 
vibrational wavefunctions of DBCl.  
θ (Degrees) θ (Degrees) 
θ (Degrees) θ (Degrees) 
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Table (7.3): Calculated A� A'' 2 Π state vibronic levels, relative to the lowest vibration-
rotation level of the electronic ground state, of the HBCl isotopologues (in cm-1). 
(υ1,υ2,υ3) H11B35Cl H11B37Cl H10B35Cl H10B37Cl D11B35Cl D11B37Cl D10B35Cl D10B37Cl 
(0,1,0)Σ 7114.7 7114.2 7126.4 7125.9 6898.5 6897.9 6912.8 6912.2 
(0,2,0)Π 7672.7 7667.6 7703.4 7692.8 7363.6 7349.8 7394.9 7388.4 
(0,3,0)Σ 8460.3 8459.3 8485.8 8484.9 7959.5 7958.1 7993.4 7992.0 
(0,4,0)Π 9103.3 9101.7 9139.5 9136.3 8462.8 8451.9 8527.9 8526.0 
(0,5,0)Σ 9801.0 9799.7 9840.7 9839.4 9023.4 9021.1 9078.3 9075.9 
(0,6,0)Π 10397.3 10394.1 10460.9 10459.7 9528.5 9534.7 9615.9 9614.8 
(0,7,0)Σ 11136.2 11134.4 11189.9 11188.1 10088.7 10085.3 10165.6 10162.0 
(0,8,0)Π 11795.5 11793.5 11855.1 11853.0 10621.6 10610.5 10705.9 10702.9 
(0,9,0)Σ 12464.7 12462.5 12531.0 12528.8 11154.1 11149.6 11253.7 11248.9 
(0,10,0)Π 13104.7 13102.9 13177.3 13172.8 11672.4 11666.0 11788.0 11780.5 
(0,11,0)Σ 13784.2 13781.6 13876.2 13873.7 12218.7 12213.0 12341.4 12335.3 
(0,12,0)Π 14441.2 14438.4 14530.5 14526.1 12744.0 12736.3 12887.4 12878.8 
(0,13,0)Σ 15110.7 15107.0 15204.1 15200.8 13281.6 13274.6 13427.8 13420.3 
(0,14,0)Π 15764.0 15762.6 15869.7 15863.9 13803.8 13793.9 13964.7 13954.3 
(0,15,0)Σ 16416.2 16412.2 16525.3 16521.5 14342.0 14333.7 14512.0 14503.1 
(0,16,0)Π 17067.4 17064.5 17187.1 17184.5 14870.8 14860.3 15042.9 15033.1 
(0,17,0)Σ 17715.3 17710.6 17838.5 17834.1 15399.4 15389.8 15593.2 15583.0 
(0,18,0)Π 18358.0 18356.5 18495.9 18488.9 15924.3 15913.0 16127.5 16117.8 
(0,19,0)Σ 19006.3 19001.9 19143.1 19138.1 16453.1 16442.2 16670.9 16659.3 
(0,20,0)Π 19647.3 19640.3 19790.7 19785.1 16989.4 16981.2 17209.2 17199.2 
(0,21,0)Σ 20288.6 20283.3 20438.5 20433.0 17502.8 17490.5 17744.4 17731.4 
(0,22,0)Π 20931.5 20925.5 21083.1 21077.2 18035.9 18027.3 18281.6 18266.0 
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Table (7.3): Continued. 
(υ1,υ2,υ3) H11B35Cl H11B37Cl H10B35Cl H10B37Cl D11B35Cl D11B37Cl D10B35Cl D10B37Cl 
(0,1,1)Σ 8031.7 8024.9 8072.0 8065.5 7772.9 7766.3 7808.5 7802.1 
(0,2,1)Π 8544.9 8543.4 8616.9 8605.3 8221.9 8216.6 8264.7 8249.5 
(0,3,1)Σ 9372.2 9365.1 9425.8 9418.9 8824.1 8816.9 8877.4 8870.5 
(0,4,1)Π 10006.0 9998.6 10070.5 10064.4 9324.1 9313.8 9387.2 9372.5 
(0,5,1)Σ 10707.8 10700.3 10775.0 10767.7 9878.3 9870.4 9950.6 9943.0 
(0,6,1)Π 11362.2 11355.2 11435.3 11427.8 10408.5 10394.1 10484.9 10459.4 
(0,7,1)Σ 12037.9 12029.9 12118.4 12110.7 10933.7 10925.0 11026.2 11017.7 
(0,8,1)Π 12691.5 12683.3 12778.9 12770.7 11492.6 11490.7 11582.7 11563.1 
(0,9,1)Σ 13361.4 13353.0 13454.9 13446.8 11989.2 11979.5 12102.5 12093.0 
(0,10,1)Π 14019.9 14012.6 14122.6 14118.5 12506.8 12493.1 12626.0 12609.8 
(0,11,1)Σ 14677.1 14668.5 14792.5 14784.6 13043.8 13033.2 13178.5 13168.0 
(0,12,1)Π 15330.6 15322.1 15449.6 15439.3 13569.4 13556.1 13712.4 13700.1 
(0,13,1)Σ 15992.3 15984.7 16114.8 16105.9 14096.7 14085.0 14253.2 14241.6 
(0,14,1)Π 16644.9 16635.4 16769.7 16759.9 14626.7 14616.1 14785.8 14771.3 
(0,15,1)Σ 17295.8 17288.0 17429.1 17419.6 15147.1 15134.4 15325.8 15313.1 
(0,16,1)Π 17955.1 17947.7 18087.8 18079.0 15667.6 15653.0 15858.2 15843.9 
(0,17,1)Σ 18588.7 18579.9 18735.6 18725.6 16194.5 16180.7 16395.7 16381.8 
(0,18,1)Π 19228.4 19213.6 19387.7 19375.2 16712.1 16696.0 16938.7 16917.8 
(0,19,1)Σ 19873.8 19864.1 20033.6 20023.1 17238.4 17223.4 17462.2 17447.1 
(0,20,1)Π 20507.2 20499.9 20675.5 20664.7 17754.0 17742.8 17988.4 17971.9 
(0,21,1)Σ 21150.0 21143.1 21322.4 21311.4 18278.3 18262.1 18524.7 18508.4 
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Table (7.3): Continued. 
(υ1,υ2,υ3) H11B35Cl H11B37Cl H10B35Cl H10B37Cl D11B35Cl D11B37Cl D10B35Cl D10B37Cl 
(0,1,2) Σ 8939.6 8926.7 9008.1 8995.7 8639.7 8627.1 8696.3 8684.2 
(0,2,2)Π 9613.1 9595.4 9691.3 9687.6 9124.7 9116.3 9208.9 9200.1 
(0,3,2)Σ 10275.3 10262.1 10356.5 10343.8 9682.0 9669.0 9754.6 9742.2 
(0,4,2)Π 10899.1 10885.6 10992.0 10978.6 10179.3 10161.7 10267.8 10251.7 
(0,5,2)Σ 11606.0 11592.4 11700.1 11687.0 10727.1 10713.7 10817.2 10804.3 
(0,6,2)Π 12255.9 12245.0 12351.5 12341.7 11221.7 11212.1 11326.9 11334.1 
(0,7,2)Σ 12930.9 12917.0 13038.0 13024.5 11773.4 11759.3 11882.0 11868.5 
(0,8,2)Π 13574.5 13563.2 13692.5 13679.1 12280.5 12268.3 12401.5 12383.4 
(0,9,2)Σ 14249.4 14235.1 14369.2 14355.3 12819.7 12804.9 12947.4 12933.2 
(0,10,2)Π 14893.4 14876.4 15022.4 15007.2 13339.9 13331.8 13453.1 13449.2 
(0,11,2)Σ 15560.6 15545.9 15691.9 15677.8 13864.9 13849.4 14012.4 13997.4 
(0,12,2)Π 16208.2 16191.9 16347.4 16333.6 14389.5 14371.6 14531.7 14518.6 
(0,13,2)Σ 16879.7 16864.6 17018.4 17003.7 14908.3 14892.0 15076.1 15060.3 
(0,14,2)Π 17530.3 17506.5 17676.9 17658.2 15425.7 15398.9 15591.8 15571.7 
(0,15,2)Σ 18172.8 18157.0 18324.7 18309.4 15949.3 15932.0 16137.7 16120.9 
(0,16,2)Π 18797.0 18783.6 18953.8 18942.8 16453.1 16434.6 16659.0 16647.6 
(0,17,2)Σ 19457.7 19440.8 19624.7 19609.0 16987.3 16969.7 17196.6 17178.8 
(0,18,2)Π 20099.9 20079.9 20268.5 20252.7 17498.7 17480.0 17721.4 17703.1 
(0,19,2)Σ 20736.6 20719.4 20916.2 20900.1 18021.6 18002.5 18252.2 18233.4 
(0,20,2)Π 21376.3 21366.1 21560.1 21542.0 18544.1 18520.8 18765.5 18744.4 
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corresponding level of H10BCl (~4 times less abundant) is ~10 cm-1 to higher energy 
(Table (7.2)) so the fluorescence of this isotopologue (and much of the impurity 
emission) is filtered out by the monochromator, greatly simplifying the spectrum. 
Figure (7.4) shows that a judicious choice of sync-scan offset, which depends on 
relative band intensities and Franck-Condon factors, can be used to completely separate 
the LIF spectra of H11BCl (offset = 𝜈3′′ fundamental) and H
10BCl (offset = 𝜈2′′ 
fundamental) over an extensive spectral region. In each case, an extended bending 
progression is observed, and assignments can be made by comparison with theory as will 
be discussed later. In addition, the inset to the top trace of Figure (7.4) illustrates that the 
chlorine isotope splittings are partially resolved in the spectra and considerations of 
relative intensities and calculated isotope shifts allows them to be assigned with 
confidence. The observed DBCl spectra were weaker and the ground state bending 
frequencies of the boron isotopologues are much closer in energy (Table (7.2)) so it was 
more difficult to resolve and assign the less abundant isotopologues, although an 
extensive spectrum of D11B35Cl was measured. 
7.4.2. Emission spectra 
SVL emission spectra of H11BCl, H10BCl and D11BCl were measured in order to 
establish the ground state vibrational energy levels and for use in determining the upper 
state level symmetry (Σ or Π), a consequence of the operative ∆K = ±1 selection rule. For 
example, Figure (7.5) shows two H11BCl emission spectra. In the top trace, each emission 
band consists of a single subband which must mean that the emission is from a K= 0 or Σ 
level which can only emit down to K= 1 in a lower state vibrational level. In contrast, the 
lower trace shows  an  emission spectrum in which each band has two features,  separated  
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by about 81 cm-1. This splitting corresponds to approximately 4(A – (B+C)/2) ≈ 78 cm-1 
from the data in Table (7.1), and must therefore be the interval between K= 2 and K= 0 of 
the ground state asymmetric top. This proves that the upper state is a K= 1 or Π level. In 
this fashion, all the upper state symmetries for the transitions in Figure (7.4) were 
assigned. It is noteworthy that the symmetries alternate between Σ and Π across the major 
progression, indicating that the former have odd quanta and the latter even quanta of 
upper state bending quantum number, 𝜈2′′, since K = |l ± 1| and the vibrational angular 
momentum quantum number l = v2, v2 – 2, v2 – 4, …, 1 or 0.  
Table (7.4) shows the observed ground state vibrational energy levels measured in 
this work. These transitions were fitted to a simple anharmonic expansion and the 
resulting constants are presented in Table (7.5).  
7.4.3. Assignment of the LIF spectra 
By correlating the calculated transition frequencies (Table (7.3)), upper state 
symmetries, and isotope shifts with the observed progressions (Figure (7.4)), it is possible 
to obtain a consistent and reliable set of assignments for all the data. The results for HBCl 
are presented in Table (7.6). It is evident that there is a systematic offset between the 
observed and calculated transitions of H11B35Cl of 100 to 145 cm-1 indicating that the 
excited state Te is very slightly too high, very similar to the situation for HBF.12 As 
shown in Table (7.6), the observed boron and chlorine isotope shifts for each band are in 
excellent agreement with the theoretical predictions. Other assignments, which would 
involve shifting the upper state by at least two quanta of the bending mode, due to the Σ, 
Π alteration,  give an unreasonably large  Te error,  and very poor isotope shift agreement.  
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Table (7.4): Observed ground state energy levels (cm-1), their assignments, and observed- 
calculated residuals from fitting to an anharmonic expansion, from the emission spectra 
of H11BCl, D11BCl and H10BCl isotopologues. 
  H11BCl  D11BCl  H10BCl 
Assignment  Energya Residual  Energy Residual  Energy Residual 
21  835 -0.4  646 -0.4  847 1.8 
31  895 -0.4  866 0.3  923 0.7 
22  1671 0.2  1291 1.1  1691 0.5 
2131  1722 1.4  1506 -0.3  1756 -0.3 
32  1776 -0.3  1722 -0.1  1830 -0.6 
23  … …  1930 -0.4  2535 -0.7 
11  2541 0.0  1908 0.8  … … 
2231  2545 -0.7  2144 0.0  2590 -0.4 
2132  … …  2357 0.1  2654 0.6 
33  2643 0.1  … …  … … 
24  … …  2568 -0.1  … … 
1121  … …  2549 -1.6  … … 
1122  … …  3192 0.8  … … 
aEnergy above the lowest vibrational level of the X
~
  2A′ state. 
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Table (7.5): Ground state (X� A2 ') vibrational constants (in cm-1) of H11BCl, D11BCl and 
H10BCl. 
Parameter H11BCl D11BCl H10BCl 
ω1
0
  2541.0(10) 1907.18(99) … 
ω2
0
  835.40(45) 647.84(79) 845.25(31) 
ω3
0
  902.6(11) 870.4(16) 929.3(16) 
x12
0
  … -2.93(85) … 
x22
0
  … -1.45(23) … 
x23
0
  -10.23(77) -5.81(63) -11.18(62) 
x33
0
  -7.21(42) -4.67(79) -6.99(84) 
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Table (7.6): Observed A� A'' 2 Π - X� A2 ' transitions (cm-1) of various HBCl isotopologues. 
 H11B35Cl  H11B37Cl  H10B35Cl  H10B37Cl 
(υ1,υ2,υ3) obs.a obs.-calc.b  obs. ∆c  obs. ∆  obs. ∆ 
(0,8,0) Π 11681.7 -113.8  11679.2 0.5  11745.4 -4.1  11742.6 -3.4 
(0,10,0) Π 13001.2 -103.5  12997.3 2.1  13075.4 -1.6  13073.6 -4.3 
(0,12,0) Π 14327.8 -113.4  14324.6 0.4  14412.2 4.9  14408.5 4.2 
(0,13,0) Σ 14981.8 -109.5  … …  15072.1 2.8  15069.0 2.6 
(0,14,0) Π 15632.3 -131.7  15628.4 2.5  15733.5 4.5  15730.7 1.5 
(0,15,0)Σ 16281.6 -115.2  16278.1 -0.5  16390.0 0.4  16386.2 0.4 
(0,16,0)Π 16937.6 -129.8  16932.9 1.8  17053.3 4.0  17048.8 5.9 
(0,17,0)Σ 17577.2 -118.7  17572.7 -0.2  17700.0 0.1  17695.5 0.2 
(0,18,0)Π 18231.5 -126.5  … …  18368.7 0.7  … … 
(0,19,0)Σ 18863.5 -123.4  18858.7 0.4  18999.8 0.2  18994.6 0.4 
(0,9,1)Σ 13236.8 -105.2  13228.0 0.4  13329.5 0.5  13323.0 -1.1 
(0,10,1)Π 13896.6 -123.3  13886.2 3.1  … …  … … 
(0,11,1)Σ 14550.2 -107.5  14541.4 0.2  … …  … … 
(0,12,1)Π 15203.4 -127.2  … …  … …  … … 
(0,13,1)Σ 15853.6 -119.3  15844.8 1.2  … …  … … 
(0,12,2)Π 16101.0 -107.2  … …  … …  … … 
(0,13,2)Σ 16739.0 -121.3  … …  … …  … … 
(0,14,2)Π 17402.3 -128.0  … …  … …  … … 
(0,15,2)Σ 18029.1 -124.3  … …  … …  … … 
 
aThe Q-branch maxima of each band. 
bThe calculated values are taken from our theoretical study listed in Table (7.3). The 
calculated Σ band origins were corrected by subtracting the Ka= 1 level of the (0,0,0) 
ground state. 
cThe values are obs.− calc. isotope shifts. 
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There is clearly only one set of assignments that bring theory and experiment into accord 
and all available tests indicate that they are correct. 
The DBCl sync-scan LIF data and assignments are summarized in Table (7.7). 
These data show the same magnitude of difference between the observed and calculated 
band origins as found in Table (7.6). Unfortunately, the isotope data is not nearly as 
extensive in this case, due to weakness of the signals and our inability to obtain good 
sync-scan data for the less abundant isotopologues. Nevertheless, theory is in excellent 
accord with the trends in the D11B35Cl data, which involves three bending progressions, 
including 0, 1 and 2 quanta of the B-Cl stretch. As a further example, the highest 
observed bending level (0,19,0) has an H-D isotope shift of 2525.1 cm-1 and a calculated 
value of 2553.2 cm-1, a discrepancy of only 1.1% at an energy of almost 19000 cm-1 
above the ground state. Such excellent agreement between theory and experiment 
strongly supports the validity of our analysis.  
7.5. Discussion 
7.5.1. Molecular structure 
Unfortunately, the weakness of the HBCl LIF signals and the overlapping bands of 
the two chlorine isotopologues precluded the acquisition of high resolution, rotationally 
resolved spectra from which molecular structures might be derived. We are then left with 
relying on the structures obtained from our ab initio calculations, at least until the 
microwave spectrum is observed (the B3LYP/aug-cc-pVTZ ground state dipole moment 
is 0.5 D). The best structures come from the potential surface calculations which yield 
rBH =1.190 Å, rBCl = 1.716 Å and θ = 123.4° for the bent ground state and rBH =1.166 Å, 
rBCl = 1.681 Å for the linear excited state, very comparable to the optimized geometries in  
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Table (7.7): Observed A� A'' 2 Π - X� A2 ' transitions (cm-1) of various DBCl isotopologues. 
 D11B35Cl  D11B37Cl  D10B35Cl 
(υ1,υ2,υ3) obs. obs.-calc.
a  obs. ∆c  obs. ∆ 
(0,13,0) Σ 13169.3 -101.2  13162.4 -0.1  … … 
(0,14,0) Π 13703.2 -100.6  … …  … … 
(0,15,0) Σ 14229.4 -101.5  14220.2 0.9  … … 
(0,16,0) Π 14766.8 -104.0  … …  … … 
(0,17,0) Σ 15285.2 -103.1  15275.9 -0.3  15477.4 1.3 
(0,18,0) Π 15819.1 -105.2  15808.0 -0.3  … … 
(0,19,0) Σ 16338.4 -103.6  16327.2 0.3  16556.9 -1.0 
(0,20,0) Π 16873.1 -114.7  … …  … … 
(0,11,1) Σ 12934.3 -98.4  … …  … … 
(0,12,1) Π 13461.2 -108.2  … …  … … 
(0,13,1) Σ 13984.6 -101.0  … …  … … 
(0,14,1) Π 14523.5 -103.2  … …  … … 
(0,15,1) Σ 15036.0 -100.0  … …  … … 
(0,16,1) Π 15569.5 -98.1  … …  … … 
(0,17,1) Σ 16082.4 -101.0  16068.2 0.4  16283.9 -0.6 
(0,18,1) Π 16607.1 -105.0  16594.8 -3.8  … … 
(0,19,1) Σ 17122.2 -105.1  … …  … … 
(0,9,2) Σ 12713.7 -94.9  … …  … … 
(0,10,2) Π 13237.1 -102.8  … …  … … 
(0,11,2) Σ 13756.9 -96.9  … …  … … 
(0,12,2) Π 14282.8 -106.7  … …  … … 
(0,13,2) Σ 14800.1 -97.1  … …  … … 
(0,14,2) Π 15323.9 -101.8  … …  … … 
(0,15,2) Σ 15838.2 -100.0  15821.3 -0.3  16027.9 -1.6 
 
aThe Q-branch maxima of each band. 
bThe calculated values are taken from our theoretical study listed in Table (7.3). The 
calculated Σ band origins were corrected by subtracting the Ka= 1 level of the (0,0,0) 
ground state.  
cThe values are obs.− calc. isotope shifts. 
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Table (7.1). The ground state BH bond length is 0.013 Å shorter than the ab initio BH 
equilibrium bond length11 of HBF but almost identical to the calculated value (1.188 Å)32 
for BH2. This similarity is reflected in the BH stretching fundamentals; 2541 cm-1 (expt, 
Table (7.4) for HBCl and 2507 cm-1 (calc. ref. 33) for BH2. The calculated BCl bond 
length is identical to the ground state re = 1.715 Å of the BCl free radical,34 and the BCl 
stretching ωe values are also similar (902.6 cm-1 for HBCl and 840.29 cm-1 for BCl). The 
HBCl ground state bond angle (123.4°) is intermediate between that of BH2 (129.04°)33 
and HBF (121.1°),11 suggesting that the angle is less a function of the size of the halogen 
than it is of the electronegativity.  
On electronic excitation, the molecule adopts a linear conformation, in accord with 
the predictions of Walsh diagrams for 11 valance electron HAB systems. Both bond 
lengths decrease (∆rBH = -0.024 Å, ∆rBCl = -0.035 Å) on going from the ground to the 
excited state, similar to the trends found for BH2 (∆rBH =-0.018 Å)32 and HBF            
(∆rBH = -0.036 Å, ∆rBF = -0.002 Å).11 The calculated barrier to linearity (A� - X� state 
energy difference) varies dramatically with the halogen substituent, from a very small 
2743 cm-1 for BH2, [ref. 32] and a moderate 6073 cm-1 for HBCl, to a very large 10099 
cm-1 value for HBF.11 
7.5.2. Comparison between theory and experiment 
The agreement between the observed (Table (7.4)) and calculated (Table (7.2)) 
ground state energy levels of HBCl and DBCl is excellent. The bending and BCl 
stretching fundamentals are calculated to within experimental error (±2 cm-1) and the 
calculated higher frequency BH stretches differ from experiment by 3.2 (H11BCl) and 8.6 
cm-1 (D11BCl). The agreement is of similar quality for the limited number of observed 
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overtone and combination levels. It is clear that the calculated ground state potential 
energy surface provides a good description of the low-lying vibrational energy levels.  
Theory predicts that the A� – X� electronic transition of HBCl involves a change from 
a bent ground state structure to a linear excited state geometry and this should give rise to 
an extensive band system with pronounced activity in the bending mode. The data and 
assignments in Tables (7.6) and (7.7) and Figure (7.4) show that this is precisely what is 
observed. The experimentally validated alternation between Σ and Π bands in the pure 
bending progression confirms the linear-bent nature of the transition. 
As previously noted, the theoretically predicted excited state energy levels are 
approximately 100 cm-1 higher than their experimentally measured counterparts. This 
implies that a very small (~1.6 %) downward correction in the barrier to linearity would 
bring theory and experiment into excellent agreement. It is very gratifying that theory 
does such a good job at predicting the excited state energy levels as it would be very 
difficult to reliably assign the spectrum without it. 
7.6. Conclusions 
Using the sync-scan LIF method, we have obtained extensive vibrationally resolved 
electronic spectra in the 860 – 525 nm region that can be definitively attributed to the 
A� A'' 2 Π - X� A2 '   band systems of the HBCl and DBCl free radicals. Single vibronic level 
emission spectra were analyzed to establish the ground state vibrational energy levels and 
the upper state Σ or Π vibronic symmetry. High level ab initio theory was used to 
calculate the ground and excited state potential energy surfaces and the energy levels 
were determined variationally. These theoretical results were found to correlate very well 
with the experimental observations, allowing us to make a complete set of assignments 
242 
 
for the observed bands. The spectrum arises from an electronic transition between the two 
components of an orbitally degenerate 2Π state which is split by a strong vibronic 
interaction producing a bent ground state and a linear excited state. 
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CHAPTER 8. FUTURE WORK 
8.1. Introduction 
The number of reactive intermediates that can be studied using the laser induced 
fluorescence (LIF) and the single vibronic level emission (SVL) techniques is unlimited. 
More than 30 such intermediates have already been studied by our group, some are 
currently under investigation, and there are many more to come. The introduction of the 
synchronous scan LIF (sync-scan) technique makes it possible to study molecules that 
coexist with other impurity molecules produced in the electric discharge, or to study 
molecules with emission spectra that do not extend long enough to be detected using the 
LIF technique. Finally, combining the optical techniques that we utilize with mass 
spectrometry opens the door for investigating many new molecules. In the following 
sections, new target molecules currently under investigation or proposed for study are 
briefly discussed. 
8.2. Aluminum acetylide (AlCCH) 
8.2.1. Introduction 
Organoaluminum compounds are industrially important as components of the 
Ziegler-Natta catalysts used for olefin polymerization and as precursors for chemical 
vapour deposition of aluminum-containing coatings and semiconductors. In addition, 
there is a great deal of interest in how metal atoms react with hydrocarbons.1 In this 
context, aluminum acetylide (AlCCH) is the simplest closed shell organoaluminum 
compound and is of considerable scientific interest. For example, it has the potential to be 
an interstellar molecule although it has yet to be identified by radioastronomy. The most 
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commonly appearing metallic element appearing in the circumstellar envelope of the 
carbon-rich star IRC + 10216 (CW Leonis) is aluminum,2 which has been detected as 
AlCl, AlF, and AlNC. It has been suggested3 that aluminum atoms could react with 
hydrocarbon radicals postulated to be present4 in the outershell to produce substantial 
quantities of aluminum acetylide.  
 AlCCH is also an intrinsically interesting spectroscopic entity since it should 
exhibit a tetra-atomic Renner-Teller effect in the first excited electronic 1Π state. The 
interaction of the electronic orbital angular momentum of the Π state with the vibrational 
angular momentum of the two bending modes would be expected to lead to a very 
complex set of vibrational energy levels. There are few known examples of such 
behaviour and only recently has the theory been explored in detail.5,6 Aluminum acetylide 
is a very good test case for the theory since it does not have any unpaired electrons and so 
the complicating effects of spin-orbit coupling are avoided. The existence of two easily 
generated isotopologues (AlCCH and AlCCD) is also expected to be beneficial in the 
Renner-Teller analysis and in validating the theoretical model.  
AlCCH was first detected spectroscopically as a product of the photolysis of the 
AlC2H2 complex and detected by infrared spectroscopy in matrix isolation experiments.7 
Subsequent matrix experiments in which energetic laser ablated aluminum atoms were 
reacted with acetylene were found to give even higher yields of AlCCH, and IR bands at 
1976.7, 683.5 and 512.8 cm-1 were assigned to the C≡C stretching, HCC bending and 
AlC stretching fundamentals, respectively.8 Recently, Apetrei et al.3 reported the first 
detection of AlCCH and AlCCD produced by laser ablation of aluminum and reaction of 
the ablation products with acetylene. The ?̃? Π1 − 𝑋� Σ1 + spectrum was studied in the    
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315 – 355 nm region using a mass selective resonant two-color two-photon ionization 
technique. The AlCCH 000 band was recorded at a resolution of 0.1 cm
-1 and rotationally 
analyzed yielding 𝐵0′′ = 0.16487(14) and 𝐵0′  = 0.17845(13) cm
-1. The complicated and 
largely unassigned vibronic structure in the spectrum was attributed to the upper state 
Renner-Teller effect which involves the AlCC and CCH bending modes. 
AlCCH has been the subject of a very limited number of theoretical studies. In the 
original matrix work8 the authors used the complete active space self-consistent field 
(CASSCF) method to predict the ground state molecular structure and vibrational 
frequencies of aluminum acetylide. In their pioneering work on the gas phase electronic 
spectroscopy Maier and coworkers3 used density functional theory (DFT) to show that 
the linear structure was more energetically stable than the cyclic isomer and that the 
various other isomers rearrange to the linear or cyclic forms. Time-dependent DFT 
methods were used to predict the vertical transition energies and oscillator strengths for 
nine electronic excited states. The lowest electronic transition was found to be 1Π − 1Σ+ 
with a calculated vertical excitation energy of 3.64 eV, close to the experimentally 
observed 0-0 band at 3.57 eV. More recently, Liu et al.9 used CASSCF and 
multiconfiguration second-order perturbation theory (CASPT2) to calculate the 
geometries, adiabatic and vertical transition energies and vibrational frequencies for the 
ground and several low-lying electronic states of AlCCH. The ionization energies were 
also calculated to aid in future photoelectron studies.  
In the present work, we have reexamined the ?̃? Π1 − 𝑋� Σ1 + spectra of jet-cooled 
AlCCH and AlCCD by laser-induced fluorescence (LIF) and single vibronic level (SVL) 
emission spectroscopy. The ground state vibrational frequencies have been determined 
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and the 000 bands have been rotationally analyzed. The excited state Renner-Teller effect 
is under detailed study although it is, as yet, not completely understood.  
8.2.2. Experimental 
The AlCCH radical was produced using the pulsed electric discharge technique. 
The vapors of liquid trimethylaluminum, stored in a glass U-tube and kept at room 
temperature, were seeded in a stream of argon gas at 40 psi and delivered to a pulsed 
solenoid valve (General Valve Series 9). Pulses of the precursor mixture were injected 
into a vacuum chamber and after an appropriate time delay, an electric discharge was 
struck between two ring electrodes mounted in a Delrin flow channel and attached to the 
face plate of the pulsed valve. A short reheat tube10 was found useful in enhancing the 
production of AlCCH and suppressing the glow from the discharge. 
Low-resolution LIF spectra (linewidth 0.1 cm-1) were recorded by exciting the 
AlCCH radicals that were produced as a result of the discharge with the collimated beam 
of a pulsed tunable dye laser (Lumonics HD-500) and focusing the resulting fluorescence 
signals onto the photocathode of a high gain photomultiplier (EMI 9816QB). The 
synchronous scan LIF technique11 was used to simplify the resulting congested LIF 
spectra of AlCCH. In this technique the monochromator is offset from the excitation laser 
by a fixed increment in wavenumber units. Then the laser and monochromator are 
scanned synchronously maintaining the fixed wavenumber offset. The offset value is 
chosen as a ground state vibrational interval of AlCCH, determined from the emission 
spectrum. The LIF spectra were calibrated with optogalvanic lines from neon- and argon- 
filled hollow cathode lamps to an accuracy of ∼0.2 cm-1.  
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High resolution (0.06 cm–1) LIF spectra of two selected bands of AlCCH were 
obtained using the frequency doubled output (KDP doubling crystal) of a Lambda–
Physik dye laser (Scanmate 2E) equipped with an intracavity angle–tuned. These spectra 
were calibrated using the I2 LIF lines to an estimated accuracy of ±0.003 cm–1. 
Single vibronic emission spectra were obtained by fixing the laser on the P-branch 
head of a particular LIF band and focusing the resulting fluorescence onto the entrance 
slit of a 0.5 m scanning monochromator (Spex 500M) equipped with an 1800 line/mm 
grating blazed at 400 nm. The dispersed emission was detected by a cooled 
photomultiplier (RCA C31034A).  The monochromator was calibrated using the emission 
lines of an argon hollow cathode lamp to an accuracy of ±1.0 cm–1.  
8.2.3. Results 
High resolution spectra were obtained for the 00
0 band at 27753.0 cm-1 and the 
unassigned band at 29143.1 cm-1. Although the excitation laser had a bandwidth twice the 
usual best resolution, due to frequency doubling, both bands exhibited  excellent 
resolution and signal to noise ratio as illustrated in Figure (8.1).  
As discussed in section (1.4.1.4), the interaction between the molecular rotation and 
the orbital angular momentum in the 1Π state of AlCCH gave rise to a Λ-doubling effect 
which was measurable using the combination defects calculated by the formula: 
[P(J''+1)- Q(J''+1)]-[R(J'')- Q(J'')] 
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Figure (8.1): The high-resolution LIF spectrum of the 000 band of AlCCH with the 
rotational assignments. The bottom trace is the simulated spectrum, at a temperature of 
50 K, using the constants obtained from the rotational analysis. 
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Rotational transitions were assigned and the spectra were analyzed by least squares 
methods using the 1Π-1Σ matrix elements. The band origin, rotational constant and the Λ-
doubling constant (q) for the upper Π state and the rotational constant for the lower Σ 
state were determinable using the convenient graphical program PGOPHER12 which was 
used in fitting the data.  
SVL emission spectra were recorded by laser excitation of many LIF bands of the 
AlCCH and AlCCD isotopologues. The ΔΛ=±1 selection rule allows emission from the 
upper Π to the lower Σ vibronic levels and from the upper Σ to the lower Π vibronic 
levels only. In other words, the bending vibrations in the emission spectrum from a Π 
upper level will have an even vibrational quantum number, and emission spectrum from a 
Σ upper level, corresponding to a hot LIF band, will have an odd vibrational quantum 
number. The difference between the emission spectra from the Π and Σ levels will be 
very minor at our spectral resolution, adding complexity to the analysis of the upper 
levels. Finally, 5 of the 7 vibrational modes were observed in the emission spectra and 
fitted to obtain the fundamental frequencies and the anharmonicity constants. 
8.2.4. Future work 
We attempted to analyze the LIF spectra of AlCCH considering the two Renner-
Teller effects which split the bending vibrations in the upper state as illustrated in    
Figure (8.2). Tentative upper vibronic level assignments were made for some of the LIF 
bands and they have been fitted to a simplified Renner-Teller. Although the analysis 
seemed acceptable, the calculated energy levels did not predict all of the observed 
transitions, indicating that the assignments we made are incorrect or the model that we 
are using is missing some important parameters.  
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Figure (8.2): Energy level diagram showing the splitting of the bending vibration energy 
levels in the excited state of AlCCH calculated using B3LYP/aug-cc-pVTZ theory. The 
vertical arrows show the allowed transitions from the lowest two vibrational levels in the 
ground state. 
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At this point, we are seeking to understand the problem in more detail with the help 
of high level ab initio potential energy surface calculations. Preliminary calculations 
show that the Renner-Teller parameter for the CCH bending mode has a relatively large 
value (~0.8 cm-1), indicating a large mixing between the energy levels which adds further 
complexity to the spectrum.  Higher level calculations are required to confirm our 
findings or provide a clue that may help us in the analysis of the 1Π state of AlCCH. 
8.3. Bromoborane (HBBr) 
8.3.1. Introduction 
Boron containing compounds and specifically boron halides are widely used as a 
feed gas in chemical vapor deposition (CVD), etching and ion implantation in the 
semiconductor manufacturing processes.13,14 A variety of gas mixtures such as BX3(X=F, 
Cl and Br) mixed with one or more of H2/CH4/Ar/N2 were reported as precursors for the 
plasmas used in the CVD13,15 or etching processes.16 Despite their industrial importance, 
the mechanism  for these chemical processes are not yet well understood and boron 
halide radicals has not been investigated thoroughly and very little is known about their 
spectroscopic properties. 
In 2005 our group reported the observation of previously unknown HBX (X = F, Cl, 
Br) free radicals and identified by their characteristic single level vibronic emission 
spectra.17 As predicted by Walsh diagram for HAB molecules, the HBX radicals are bent 
in the ground state and linear in the first excited state, where both ground and excited 
states are the two Renner-Teller components of the 2Π state at linear geometry. Studying 
band systems that involve bent-linear electronic transition is quite challenging because 
the large change in geometry which makes the transition between the lowest vibrational 
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levels weak and undetectable due to a very small Franck-Condon factor. LIF and 
emission spectra of HBF and HBCl were obtained using the pulsed discharge jet 
technique and vibrational assignments were made with the aid of  high level ab initio 
potential energy surface calculations presented by Sunahori etal in 200918 and in this 
dissertation in chapter 7. 
8.3.2. Experimental 
In our preliminary work, HBBr was produced with the pulsed electric discharge 
technique using a precursor mixture of boron tribromide (BBr3) vapor and hydrogen (H2) 
in high pressure argon. A mixture of 5% H2 in argon was flowed at a pressure of 40 psi 
over liquid BBr3 contained in a glass U-tube and the mixture was injected with a pulsed 
molecular beam valve (General Valve, series 9) into the vacuum chamber. The expanding 
gas passed through two ring electrodes mounted in Delrin flow channel attached to the 
pulsed valve front plate. An electric discharge between the two electrodes fragmented the 
precursor molecules forming HBBr (DBBr when using D2 rather than H2) which cooled 
by subsequent supersonic expansion downstream. A short (0.5 inches long) reheat tube10 
attached to the end of the flow channel was found to enhance the production of the 
radical and suppress the glow from excited state argon produced in the discharge. 
The radicals were intercepted at about 1 inch downstream of the reheat tube with 
the collimated beam of a pulsed, tunable dye laser (Lumonics HD-300) and the resulting 
laser-induced fluorescence (LIF) was imaged through appropriate cut-off filters onto the 
photocathode of a high gain photomultiplier (EMI 9816 QB). The LIF spectra were 
calibrated to an estimated accuracy of 0.1 cm-1 with optogalvanic lines from an argon-
filled hollow cathode lamp. 
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Single vibronic emission spectra were obtained by tuning the laser to the most 
intense feature of a vibronic band in the LIF spectrum and focusing the resulting 
fluorescence onto the entrance slit of a 0.5 m scanning monochromator (Spex 500M) 
equipped with an 1200 line/mm grating blazed at 750 nm. The dispersed emission was 
detected by a cooled photomultiplier (RCA C31034A). The monochromator was 
calibrated using the emission lines of an argon hollow cathode lamp to an accuracy of 
±1.0 cm–1. 
The broadband LIF spectra obtained were of low quality because of fluorescence of 
impurity species, formed in the discharge along with HBBr, which overlapped the 
emission of the target molecule. The synchronous scan LIF technique was employed to 
filter out all unwanted emissions and detect only those from HBBr. This technique 
utilizes the monochromator as a narrow band pass filter which is scanned synchronously 
with the laser keeping a constant offset from the laser frequency. The offset value is a 
vibrational interval of the ground state of the molecule of interest determined from the 
emission spectrum. By using sync-scan LIF we were able to get better and cleaner spectra 
of HBBr, and we were able to determine the upper state symmetry of each LIF band by 
selecting different offset values. 
8.3.3. Future work 
The LIF spectrum of HBBr is expected to extend from the near-IR to the visible in 
the same region where the LIF spectra of both HBF and HBCl were observed. 
Furthermore, the LIF spectrum is expected to have similar profile to that of HBF and 
HBCl with the strongest transitions terminating on high upper state vibrational quantum 
numbers. High level ab initio calculations also must be incorporated into this study, the 
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same way as in the HBF and HBCl work, so that a complete set of assignments for the 
observed bands can be made. 
8.4. Boron dihydride (BH2) 
8.4.1. Introduction 
Boron is widely used in semiconductor manufacturing processes as a p-type dopant, 
and boron hydrides such as diborane are important source gases used in the chemical 
vapor deposition19-21 ion implantation22 and gas source molecular beam epitaxy23,24 
techniques. It is evident that in these process smaller fragments of diborane (BH3, BH2 
and BH) are generated by either thermal,19,25 photochemical26 or by plasma27,28 
conditions, where these fragments act as a precursor radicals for the growth process. 
Although considerable experimental efforts have been devoted to understand the 
mechanism for these chemical processes, there is no clear understanding of the 
decomposition stages of B2H6.  
Boron dihydride was investigated spectroscopically by Herzberg and Johns in 
196629. This radical was produced as a result of the flash photolysis of H3BO and the 
authors concluded that BH2 is bent in its ground state and linear in the first excited state. 
They reported 8 vibronic transitions of BH2 and BD2 of the types Σ, Π, Δ, Φ and Γ, and 
tentative upper state assignments was made ranging from (0,7,0) to (0,11,0).  They also 
obtained the rotational constants of the radical and confirmed that it is bent in the ground 
state with a bond angle of ~131° and linear in the excited state. 
Kolbuszewski et al reported the rovibronic energies of the BH2 radical obtained 
from results of an ab initio calculation of the ground and excited state potential 
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surfaces.30 Transition frequencies were calculated and found comparable to those 
obtained experimentally although the vibronic assignments were modified.  
8.4.2. Experimental 
The pulsed electric discharge technique was used to produce the borohydride 
radical (BH2). A precursor gas mixture of 0.5% of diborane in high pressure argon was 
used. Diborane (B2H6) was synthesized by the reaction of NaBH4 with phosphoric acid 
using standard literature methods.31 The gas mixture was stored in a stainless steel 
cylinder equipped with a regulator to deliver the gases at a constant pressure of 40 psi to 
a pulsed molecular beam valve (General Valve, series 9). Pulses of the precursor gas 
were injected into the vacuum chamber, passing through two ring electrodes mounted in a 
Delrin flow channel attached to the front plate of the pulsed valve. At the appropriate 
time, a pulsed electric discharge was initiated between the two stainless steel ring 
electrodes, fragmenting the diborane molecule and forming the BH2 radical which was 
cooled by subsequent supersonic expansion downstream.  A small reheat tube10 attached 
to the exit of the flow channel was found to enhance the production of the BH2 radical 
and to suppress the background glow from the discharge. 
Laser induced fluorescence spectra of BH2 were collected by exciting the radical 
with the collimated beam of a pulsed tunable dye laser (Lumonics HD-300) and the 
fluorescence  was imaged onto the photocathode of a high gain photomultiplier (EMI 
9816 QB). Appropriate cut-off filters were used to filter out any radiation scattered from 
the laser beam. The LIF spectra were calibrated with optogalvanic lines from an argon-
filled hollow cathode lamp to an estimated accuracy of 0.2 cm-1. 
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Single vibronic emission spectra were obtained by laser excitation of selected 
rotational lines within chosen LIF bands. The resulting fluorescence was focused onto the 
entrance slit of a 0.5 m scanning monochrometer (Spex 500M), dispersed with a 1200 
line/mm grating blazed at 750 nm and detected by a cooled photomultiplier (RCA 
C31034A). The monochromator was previously calibrated using the emission lines of an 
argon hollow cathode lamp to an accuracy of ±1.0 cm–1. 
8.4.3. Future work 
In order to complete this project, several additional experiments need to be done. To 
have a complete understanding of this radical, the LIF and emission spectra of the 
deuterated isotopologue (BD2) have to be recorded in the same manner as for BH2.  The 
precursor molecule would be the fully deuterated diborane (B2D6). B2D6 can be 
synthesized by following the literature procedure31, substituting reactants with NaBD4 
and D3PO4 which are commercially available (from Sigma-Aldrich and Cambridge 
Isotopes respectively).  It may also be possible to detect bands of BHD using mixtures of 
diborane isotopologues. 
The rotational constants and eventually the molecular geometry for both the ground 
and excited states can be obtained by rotationally analyzing appropriate high resolution 
spectra of  11BH2 and 11BD2 and possibly 10BH2, which can be resolved from 11BH2 using 
the sync-scan LIF technique. 
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A.1.1.  Table of molecular constants for 35Cl2+  from ab initio MRCI calculated PEC’s 
 
State −E (hartree) re(Å) De(kcal/mol) ωe(cm−1) ωexe(cm−1) Te(eV) 
12Πg 919.005 307 1.9025 89.89 627.23 1.941 0.0 
24Σu− 918.930 907 2.3398 43.56 328.57 1.624 2.02 
12Πu 918.914 283 2.2540 32.70 379.89 2.170 2.48 
14∆g 918.912 137 2.5786 31.79 290.85 1.824 2.54 
14Σg+ 918.911 096 2.5870 31.26 288.16 1.822 2.56 
12∆u 918.909 845 2.4416 29.94 286.49 1.639 2.60 
12Σu+ 918.905 394 2.5019 27.15 272.79 1.717 2.72 
12Σg− 918.902 398 2.5948 25.44 277.94 1.926 2.80 
12Σu− 918.891 636 2.3913 18.75 304.43 2.129 3.09 
12∆g 918.873 501 2.6497 7.14 243.34 3.496 3.59 
12Σg+ 918.872 487 2.6581 6.50 238.55 3.616 3.61 
14Πu 918.868 139 3.2650 4.25 108.38 2.304 3.73 
22Πg 918.867 328 3.3530 3.31 117.84 0.746 3.75 
14Πg 918.863 028 4.1959 1.04 33.45 0.257 3.87 
22Πu 918.862 850 3.5476 0.92 179.28 14.99 3.88 
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A.2.1. Results of 35Cl2
+
  least squares fitting 
 
Vibrational parameters 
RMS Error = 0.70266 
Iteration Number  4 
# Constant Approx. Value New Value Std. Devn std./const. 
1 T0 A 2.04408112E+04 2.044081061E+04 7.157157534E-01 0.0 
2 ωe A 3.86461944E+02 3.864624496E+02 3.630938581E-01 0.0 
3 ωexe A 2.02647542E+00 2.026569597E+00 4.652033271E-02 0.0 
4 ωeye A -2.99168361E-02 -2.991102825E-02 2.137551327E-03 0.1 
5 ωeze A 1.00982100E-03 1.009708615E-03 3.241040523E-05 0.0 
6 T0 B 2.19134186E+04 2.191342163E+04 1.035353434E+00 0.0 
7 ωe B 2.84495409E+02 2.844934499E+02 3.561533219E-01 0.0 
8 ωexe B 1.53318985E+00 1.532896628E+00 4.098888313E-02 0.0 
9 ωeye B -9.39832674E-03 -9.413229010E-03 1.808236635E-03 0.2 
10 ωeze B 1.57049403E-04 1.572891856E-04 2.666705365E-05 0.2 
11 HSO 2.40578411E+02 2.405785011E+02 6.680224635E-01 0.0 
12 HSOVib 0.00000000E+00 0.000000000E+00 (Held Constant} … 
13 ZPE 3.21840000E+02 3.218400000E+02 (Held Constant} … 
14 ωeae A -1.50000000E-05 -1.500000000E-05 (Held Constant} … 
15 ωeae B -2.00000000E-06 -2.000000000E-06 (Held Constant} … 
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A.2.2. Eigenvalues and coefficients after cycle 4 
 
Eigenvalue Largest A State Coeff  Largest B State Coeff notes 
20285.99 v= 0 0.994 v= 1 0.015  v= 2 -0.053 v= 1 0.051  
20662.74 v= 1 0.989 v= 2 0.028  v= 0 -0.093 v= 1 0.078  
21031.12 v= 2 0.977 v= 3 0.048  v= 0 -0.173 v= 1 0.054  
21383.28 v= 3 -0.933 v= 2 0.101  v= 0 0.307 v= 2 -0.090  
21681.27 v= 4 0.685 v= 3 -0.284  v= 0 -0.591 v= 1 -0.245  
22199.53 v= 5 -0.826 v= 6 0.174  v= 1 -0.348 v= 2 -0.307  
22494.94 v= 6 -0.724 v= 8 0.100  v= 3 -0.623 v= 4 -0.132  
22941.94 v= 7 -0.794 v= 8 0.142  v= 4 0.526 v= 5 0.147  
23249.01 v= 8 -0.844 v= 9 0.131  v= 6 0.38 v= 5 0.290  
23550.8 v= 9 0.756 v=11 -0.070  v= 7 -0.615 v= 5 -0.105  
23966.5 v=10 0.791 v=11 -0.131  v= 8 0.529 v= 9 0.218  
24263.27 v=11 0.868 v=12 -0.103  v=10 0.38 v= 9 0.243  
24565.37 v=12 -0.788 v=10 -0.052  v=11 -0.58 v= 9 -0.108  
24947.16 v=13 0.796 v=14 -0.118  v=12 -0.52 v=13 -0.237  
25236.42 v=14 0.891 v=15 -0.079  v=14 -0.368 v=13 -0.175  
25533.03 v=15 0.799 v=14 0.085  v=15 -0.561 v=13 -0.105  
25882.26 v=16 -0.837 v=17 0.101  v=16 -0.449 v=17 -0.250  
26166.02 v=17 0.903 v=18 -0.055  v=18 0.368 v=16 0.091  
26451.85 v=18 0.763 v=17 0.113  v=19 0.604 v=17 0.097  
26773.51 v=19 -0.903 v=20 0.073  v=20 0.277 v=21 0.271  
27051.04 v=20 0.889 v=19 0.076  v=22 -0.404 v=23 0.102  
27363.43 v=21 0.770 v=22 -0.084  v=23 0.577 v=24 0.208  
27622.18 v=22 0.926 v=21 0.051  v=25 0.305 v=26 -0.098  
27885.58 v=23 -0.797 v=22 -0.112  v=26 -0.561 v=27 0.101  
28169.16 v=24 -0.930 v=25 0.050  v=28 0.256 v=27 0.184  
28423.66 v=25 0.874 v=24 0.091  v=29 -0.435 v=30 0.110  
28692.72 v=26 -0.918 v=27 0.052  v=30 -0.265 v=31 -0.232  
28935.37 v=27 -0.900 v=26 -0.080  v=32 -0.383 v=33 0.108  
29191.09 v=28 -0.903 v=29 0.052  v=33 0.328 v=34 0.217  
29421.41 v=29 -0.909 v=28 -0.077  v=35 0.36 v=36 -0.109  
29661.65 v=30 0.925 v=31 -0.042  v=36 0.253 v=37 0.217  
29879.72 v=31 0.881 v=30 0.084  v=38 0.423 v=39 -0.115  
30104.03 v=32 -0.942 v=31 -0.042  v=40 0.236 v=39 0.138  
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A.2.2. (Continued) 
   
Eigenvalue Largest A State Coeff  Largest B State Coeff notes 
21873.07 v= 4 0.657 v= 3 0.161  v= 0 0.684 v= 2 0.134 B state 
21973.31 v= 5 0.421 v= 4 -0.218  v= 1 -0.824 v= 0 0.166 B state 
22289.21 v= 5 0.236 v= 4 0.178  v= 2 -0.879 v= 1 0.277 B state 
22621.43 v= 6 -0.602 v= 5 -0.164  v= 3 0.732 v= 2 -0.175 B state 
22787.02 v= 7 -0.542 v=10 0.072  v= 4 -0.807 v= 2 -0.095 B state 
23084.07 v= 8 -0.308 v= 6 -0.132  v= 5 -0.906 v= 4 0.148 B state 
23382.18 v= 8 -0.357 v= 7 -0.132  v= 6 -0.89 v= 5 0.159 B state 
23675.4 v= 9 -0.600 v=10 0.079  v= 7 -0.761 v= 6 0.099 B state 
23848.93 v=10 0.535 v= 8 0.092  v= 8 -0.815 v= 6 -0.093 B state 
24136.22 v=11 -0.247 v=10 -0.201  v= 9 0.919 v= 8 -0.125 B state 
24409.71 v=11 -0.366 v=13 -0.102  v=10 0.905 v= 9 -0.109 B state 
24675.84 v=12 -0.564 v=13 0.091  v=11 0.792 v=12 0.132 B state 
24858.77 v=13 0.520 v=12 0.128  v=12 0.819 v=11 -0.090 B state 
25127.53 v=13 -0.232 v=14 -0.176  v=13 -0.935 v=12 0.102 B state 
25378.4 v=14 0.355 v=16 0.098  v=14 0.914 v=15 0.081 B state 
25624.23 v=15 -0.547 v=16 0.096  v=15 -0.803 v=16 -0.149 B state 
25812.63 v=16 0.447 v=15 0.163  v=16 -0.858 v=15 0.092 B state 
26058.39 v=16 0.244 v=18 0.096  v=17 -0.948 v=16 0.082 B state 
26289.38 v=17 -0.355 v=19 -0.091  v=18 0.914 v=19 0.099 B state 
26519.34 v=18 -0.591 v=19 0.096  v=19 0.768 v=20 0.168 B state 
26706.62 v=19 0.276 v=18 0.187  v=20 0.926 v=19 -0.082 B state 
26928.34 v=19 0.259 v=21 0.092  v=21 0.949 v=22 0.070 B state 
27142.01 v=20 0.393 v=22 0.080  v=22 0.895 v=23 0.119 B state 
27316.3 v=21 0.574 v=20 0.147  v=23 -0.785 v=21 -0.076 B state 
27535.26 v=21 0.208 v=22 0.095  v=24 -0.958 v=23 0.067 B state 
27736.36 v=22 0.294 v=24 0.083  v=25 -0.937 v=26 -0.094 B state 
27936.2 v=23 -0.549 v=24 0.079  v=26 0.802 v=27 0.157 B state 
28107.89 v=24 -0.186 v=23 -0.180  v=27 -0.952 v=26 0.068 B state 
28297.48 v=24 -0.243 v=26 -0.080  v=28 -0.953 v=29 -0.083 B state 
28482.5 v=25 0.424 v=24 -0.075  v=29 0.879 v=30 0.132 B state 
28645.39 v=26 0.266 v=25 0.164  v=30 -0.936 v=29 0.068 B state 
28824.38 v=26 0.217 v=28 0.074  v=31 -0.96 v=32 -0.079 B state 
28996.12 v=27 -0.373 v=26 0.078  v=32 0.904 v=33 0.119 B state 
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A.2.3. Summary of least squares analysis 
 
Observed 
Frequency State V Weight 
Calculated 
Frequency Obs.- calc. Comment 
20286.0 A 0 1 20285.9861 0.0139 v=0 
20662.8 A 1 1 20662.7386 0.0614 v=1 
21031.1 A 2 1 21031.1245 -0.0245 v=2 
21382.9 A 3 1 21383.2830 -0.3830 v=3 
21681.3 A 4 1 21681.2651 0.0349 v=4 
21872.5 B 0 1 21873.0703 -0.5703 B v=0 
21973.5 B 1 1 21973.3064 0.1936 B v=1 
22200.0 A 5 1 22199.5267 0.4733 v=5 
22495.5 A 6 1 22494.9419 0.5581 v=6 
22620.8 B 3 1 22621.4267 -0.6267 B v=3 
22787.6 B 4 1 22787.0191 0.5809 B v=4 
22942.3 A 7 1 22941.9378 0.3622 v=7 
23083.8 B 5 1 23084.0659 -0.2659 B v=5 
23249.2 A 8 1 23249.0101 0.1899 v=8 
23382.1 B 6 1 23382.1777 -0.0777 B v=6 
23550.8 A 9 1 23550.8024 -0.0024 v=9 
23675.6 B 7 1 23675.3972 0.2028 B v=7 
23848.4 B 8 1 23848.9315 -0.5315 B v=8 
23967.1 A 10 1 23966.4964 0.6036 v=10 
24263.1 A 11 1 24263.2707 -0.1707 v=11 
24410.1 B 10 1 24409.7106 0.3894 B v=10 
24564.4 A 12 1 24565.3682 -0.9682 v=12 
24676.7 B 11 1 24675.8431 0.8569 B v=11 
24857.5 B 12 1 24858.7676 -1.2676 B v=12 
24947.1 A 13 1 24947.1602 -0.0602 v=13 
25236.2 A 14 1 25236.4207 -0.2207 v=14 
25378.9 B 14 1 25378.4023 0.4977 B v=14 
25532.5 A 15 1 25533.0324 -0.5324 v=15 
25625.2 B 15 1 25624.2306 0.9694 B v=15 
25812.1 B 16 1 25812.6343 -0.5343 B v=16 
25882.6 A 16 1 25882.2568 0.3432 v=16 
26058.3 B 17 1 26058.3926 -0.0926 B v=17 
26165.8 A 17 1 26166.0243 -0.2243 v=17 
26289.0 B 18 1 26289.3815 -0.3815 B v=18 
26451.3 A 18 1 26451.8473 -0.5473 v=18 
26519.3 B 19 1 26519.3359 -0.0359 B v=19 
26773.0 A 19 1 26773.5137 -0.5137 v=19 
26928.3 B 21 1 26928.3403 -0.0403 B v=21 
27051.7 A 20 1 27051.0382 0.6618 v=20 
27141.9 B 22 1 27142.0102 -0.1102 B v=22 
27317.5 B 23 1 27316.3041 1.1959 B v=23 
27362.6 A 21 1 27363.4343 -0.8343 v=21 
27535.0 B 24 1 27535.2598 -0.2598 B v=24 
27622.8 A 22 1 27622.1795 0.6205 v=22 
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A.2.3. (Continued) 
     
Observed 
Frequency State V Weight 
Calculated 
Frequency Obs.- calc. Comment 
27736.7 B 25 1 27736.3575 0.3425 B v=25 
27887.3 A 23 1 27885.5802 1.7198 v=23 
27935.5 B 26 1 27936.1980 -0.6980 B v=26 
28168.5 A 24 1 28169.1605 -0.6605 v=24 
28297.9 B 28 1 28297.4763 0.4237 B v=28 
28425.1 A 25 1 28423.6639 1.4361 v=25 
28482.5 B 29 1 28482.5011 -0.0011 B v=29 
28691.8 A 26 1 28692.7240 -0.9240 v=26 
28823.5 B 31 1 28824.3795 -0.8795 B v=31 
28936.1 A 27 1 28935.3721 0.7279 v=27 
28996.4 B 32 1 28996.1243 0.2757 B v=32 
29189.9 A 28 1 29191.0925 -1.1925 v=28 
29420.9 A 29 1 29421.4098 -0.5098 v=29 
29660.7 A 30 1 29661.6475 -0.9475 v=30 
29880.8 A 31 1 29879.7203 1.0797 v=31 
30104.3 A 32 1 30104.0258 0.2742 v=32 
       
Number of fitted valid data points =  60 
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A.3.1.  Results of 35Cl37Cl+  least squares fitting 
 
RMS Error = 0.69242 
Iteration Number  4 
# Constant Approx. Value New Value Std. Devn std./const. 
1 T0 A 2.044152639E+04 2.044152604E+04 6.985309340E-01 0.0 
2 ωe A 3.812851730E+02 3.812853960E+02 3.526207875E-01 0.0 
3 ωexe A 1.976046451E+00 1.976091935E+00 4.467639915E-02 0.0 
4 ωeye A -2.949336315E-02 -2.949025485E-02 2.021967688E-03 0.1 
5 ωeze A 1.014146485E-03 1.014079965E-03 3.015625826E-05 0.0 
6 T0 B 2.191310140E+04 2.191310551E+04 1.035108243E+00 0.0 
7 ωe B 2.810324128E+02 2.810298665E+02 3.633396432E-01 0.0 
8 ωexe B 1.543808624E+00 1.543433629E+00 4.231592170E-02 0.0 
9 ωeye B -6.639795351E-03 -6.658847040E-03 1.878013618E-03 0.3 
10 ωeze B 1.169739830E-04 1.172831123E-04 2.783065200E-05 0.2 
11 HSO 2.414398461E+02 2.414399317E+02 7.283026003E-01 0.0 
12 DeltaHSO 0.000000000E+00 0.000000000E+00 (Held Constant} … 
13 ZPE 3.180300000E+02 3.180300000E+02 (Held Constant} … 
14 ωeae A -1.500000000E-05 -1.500000000E-05 (Held Constant} … 
15 ωeae B -2.000000000E-06 -2.000000000E-06 (Held Constant} … 
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A.3.2. Eigenvalues and coefficients after cycle 4 
 
Eigenvalue Largest A State Coeff  Largest B State Coeff notes 
20287.77 v= 0 -0.994 v= 1 -0.015  v= 2 0.053 v= 1 -0.051  
20659.52 v= 1 -0.989 v= 2 -0.028  v= 0 0.092 v= 1 -0.078  
21023.16 v= 2 -0.978 v= 3 -0.048  v= 0 0.170 v= 1 -0.056  
21371.40 v= 3 0.936 v= 2 -0.099  v= 0 -0.299 v= 2 0.090  
21670.19 v= 4 -0.710 v= 3 0.271  v= 0 0.569 v= 1 0.241  
22179.95 v= 5 -0.816 v= 6 0.184  v= 1 -0.367 v= 2 -0.307  
22473.37 v= 6 -0.753 v= 8 0.099  v= 3 -0.585 v= 2 -0.128  
22916.06 v= 7 -0.763 v= 8 0.159  v= 4 0.563 v= 5 0.165  
23215.40 v= 8 -0.844 v= 9 0.135  v= 6 0.362 v= 5 0.312  
23516.82 v= 9 0.790 v=11 -0.066  v= 7 -0.568 v= 5 -0.121  
23926.98 v=10 -0.753 v=11 0.144  v= 8 -0.579 v= 9 -0.218  
24217.28 v=11 -0.873 v=12 0.104  v=10 -0.354 v= 9 -0.255  
24520.31 v=12 -0.825 v=11 -0.060  v=11 -0.521 v= 9 -0.123  
24895.63 v=13 0.753 v=14 -0.129  v=12 -0.583 v=13 -0.226  
25179.84 v=14 0.903 v=15 -0.076  v=14 -0.335 v=13 -0.168  
25478.45 v=15 -0.842 v=14 -0.092  v=15 0.486 v=13 0.119  
25819.57 v=16 -0.801 v=17 0.110  v=16 -0.515 v=17 -0.231  
26100.94 v=17 0.919 v=16 0.059  v=18 0.321 v=16 0.109  
26390.10 v=18 -0.830 v=17 -0.112  v=19 -0.500 v=17 -0.111  
26701.34 v=19 -0.902 v=20 0.074  v=20 0.295 v=21 0.243  
26979.64 v=20 0.917 v=19 0.078  v=22 -0.330 v=20 -0.108  
27252.19 v=21 0.698 v=20 0.138  v=23 -0.671 v=22 0.092  
27544.31 v=22 -0.942 v=21 -0.055  v=25 -0.254 v=26 0.100  
27811.46 v=23 0.877 v=22 0.101  v=26 0.415 v=27 -0.114  
28086.60 v=24 0.940 v=25 -0.046  v=28 -0.215 v=27 -0.171  
28343.64 v=25 -0.921 v=24 -0.083  v=29 0.314 v=30 -0.113  
28606.99 v=26 0.916 v=27 -0.052  v=30 0.294 v=31 0.195  
28851.79 v=27 -0.937 v=26 -0.073  v=32 -0.270 v=33 0.110  
29102.82 v=28 -0.888 v=29 0.054  v=33 0.379 v=34 0.184  
29335.70 v=29 -0.945 v=28 -0.069  v=35 0.245 v=36 -0.109  
29572.43 v=30 0.924 v=31 -0.041  v=36 0.283 v=37 0.168  
29793.76 v=31 0.935 v=30 0.071  v=38 0.278 v=39 -0.113  
30014.63 v=32 -0.959 v=31 -0.044  v=40 0.178 v=41 -0.101  
30219.56 v=33 -0.710 v=32 -0.109  v=41 0.673 v=42 -0.078  
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A.3.2. (Continued) 
 
Eigenvalue Largest A State Coeff  Largest B State Coeff notes 
21866.01 v= 4 -0.644 v= 5 0.166  v= 0 -0.694 v= 2 -0.139 B state 
21966.27 v= 5 -0.432 v= 4 0.173  v= 1 0.819 v= 0 -0.209 B state 
22284.53 v= 5 0.233 v= 4 0.177  v= 2 -0.879 v= 1 0.280 B state 
22607.61 v= 6 0.563 v= 5 0.160  v= 3 -0.764 v= 2 0.165 B state 
22768.18 v= 7 -0.580 v= 5 -0.077  v= 4 -0.780 v= 2 -0.110 B state 
23068.01 v= 8 0.323 v= 6 0.132  v= 5 0.895 v= 4 -0.161 B state 
23362.84 v= 8 -0.339 v= 7 -0.124  v= 6 -0.899 v= 5 0.153 B state 
23646.79 v= 9 -0.551 v=10 0.097  v= 7 -0.795 v= 8 -0.106 B state 
23819.35 v=10 -0.582 v= 8 -0.090  v= 8 0.776 v= 6 0.104 B state 
24108.15 v=11 0.254 v=10 0.204  v= 9 -0.915 v= 8 0.131 B state 
24376.75 v=11 0.340 v=13 0.108  v=10 -0.915 v= 9 0.100 B state 
24634.69 v=12 0.505 v=13 -0.109  v=11 -0.828 v=12 -0.135 B state 
24818.83 v=13 0.579 v=12 0.137  v=12 0.772 v=11 -0.106 B state 
25087.96 v=13 0.225 v=14 0.166  v=13 0.938 v=12 -0.102 B state 
25333.57 v=14 0.321 v=16 0.104  v=14 0.925 v=15 0.087 B state 
25572.19 v=15 -0.473 v=16 0.114  v=15 -0.847 v=16 -0.142 B state 
25764.24 v=16 -0.509 v=15 -0.164  v=16 0.819 v=15 -0.105 B state 
26008.47 v=16 0.228 v=18 0.107  v=17 -0.953 v=16 0.075 B state 
26234.56 v=17 0.309 v=19 0.096  v=18 -0.929 v=19 -0.099 B state 
26457.29 v=18 0.490 v=19 -0.112  v=19 -0.837 v=20 -0.149 B state 
26651.39 v=19 -0.291 v=18 -0.181  v=20 -0.921 v=19 0.086 B state 
26869.65 v=19 -0.230 v=21 -0.101  v=21 -0.956 v=22 -0.074 B state 
27078.77 v=20 -0.322 v=21 0.088  v=22 -0.923 v=23 -0.109 B state 
27289.95 v=21 0.661 v=22 -0.099  v=23 0.705 v=24 0.178 B state 
27472.97 v=21 -0.188 v=23 -0.097  v=24 0.964 v=23 -0.060 B state 
27670.48 v=22 0.243 v=24 0.091  v=25 -0.950 v=26 -0.090 B state 
27864.33 v=23 0.408 v=24 -0.096  v=26 -0.884 v=27 -0.127 B state 
28042.39 v=24 -0.170 v=23 -0.165  v=27 -0.956 v=26 0.065 B state 
28228.90 v=24 0.202 v=26 0.089  v=28 0.962 v=29 0.080 B state 
28409.63 v=25 -0.308 v=26 0.084  v=29 -0.927 v=30 -0.108 B state 
28576.93 v=26 0.292 v=25 0.151  v=30 -0.929 v=29 0.071 B state 
28752.53 v=26 -0.180 v=28 -0.085  v=31 0.967 v=32 0.079 B state 
28922.33 v=27 -0.265 v=26 0.084  v=32 0.943 v=33 0.091 B state 
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A.3.3. Summary of least squares analysis 
 
Observed 
Frequency State V Weight 
Calculated 
Frequency Obs.- calc. Comment 
20287.7 A 0 1 20287.7674 -0.0674 v=0 
20659.5 A 1 1 20659.5185 -0.0185 v=1 
21023.1 A 2 1 21023.1569 -0.0569 v=2 
21371.2 A 3 1 21371.4013 -0.2013 v=3 
21670.4 A 4 1 21670.1915 0.2085 v=4 
21865.4 B 0 1 21866.0092 -0.6092 B v=0 
21966.7 B 1 1 21966.2722 0.4278 B v=1 
22180.6 A 5 1 22179.9545 0.6455 v=5 
22474.0 A 6 1 22473.3713 0.6287 v=6 
22607.0 B 3 1 22607.6117 -0.6117 B v=3 
22768.7 B 4 1 22768.1751 0.5249 B v=4 
22916.3 A 7 1 22916.0578 0.2422 v=7 
23067.3 B 5 1 23068.0059 -0.7059 B v=5 
23215.6 A 8 1 23215.4033 0.1967 v=8 
23362.6 B 6 1 23362.8423 -0.2423 B v=6 
23516.5 A 9 1 23516.8205 -0.3205 v=9 
23647.1 B 7 1 23646.7889 0.3111 B v=7 
23818.2 B 8 1 23819.3475 -1.1475 B v=8 
23928.0 A 10 1 23926.9768 1.0232 v=10 
24217.6 A 11 1 24217.2839 0.3161 v=11 
24377.3 B 10 1 24376.7484 0.5516 B v=10 
24519.1 A 12 1 24520.3093 -1.2093 v=12 
24635.6 B 11 1 24634.6935 0.9065 B v=11 
24817.6 B 12 1 24818.8336 -1.2336 B v=12 
24894.9 A 13 1 24895.6270 -0.7270 v=13 
25179.6 A 14 1 25179.8410 -0.2410 v=14 
25334.4 B 14 1 25333.5667 0.8333 B v=14 
25477.8 A 15 1 25478.4456 -0.6456 v=15 
25573.5 B 15 1 25572.1935 1.3065 B v=15 
25764.0 B 16 1 25764.2415 -0.2415 B v=16 
25820.3 A 16 1 25819.5672 0.7328 v=16 
26008.4 B 17 1 26008.4696 -0.0696 B v=17 
26101.1 A 17 1 26100.9375 0.1625 v=17 
26234.2 B 18 1 26234.5589 -0.3589 B v=18 
26389.4 A 18 1 26390.1036 -0.7036 v=18 
26456.8 B 19 1 26457.2883 -0.4883 B v=19 
26701.2 A 19 1 26701.3376 -0.1376 v=19 
26869.6 B 21 1 26869.6475 -0.0475 B v=21 
26980.1 A 20 1 26979.6428 0.4572 v=20 
27078.5 B 22 1 27078.7672 -0.2672 B v=22 
27253.1 A 21 1 27252.1905 0.9095 B v=23 
27289.1 B 23 1 27289.9473 -0.8473 v=21 
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A.3.3. (Continued) 
    
Observed 
Frequency State V Weight 
Calculated 
Frequency Obs.- calc. Comment 
27472.9 B 24 1 27472.9660 -0.0660 B v=24 
27544.6 A 22 1 27544.3091 0.2909 v=22 
27670.5 B 25 1 27670.4808 0.0192 B v=25 
27812.6 A 23 1 27811.4636 1.1364 v=23 
27864.1 B 26 1 27864.3293 -0.2293 B v=26 
28086.8 A 24 1 28086.5953 0.2047 v=24 
28228.7 B 28 1 28228.9017 -0.2017 B v=28 
28343.9 A 25 1 28343.6438 0.2562 v=25 
28410.3 B 29 1 28409.6326 0.6674 B v=29 
28606.6 A 26 1 28606.9885 -0.3885 v=26 
28852.3 A 27 1 28851.7946 0.5054 v=27 
28922.5 B 32 1 28922.3349 0.1651 B v=32 
29101.5 A 28 1 29102.8236 -1.3236 v=28 
29335.6 A 29 1 29335.6996 -0.0996 v=29 
29571.1 A 30 1 29572.4322 -1.3322 v=30 
29794.3 A 31 1 29793.7551 0.5449 v=31 
30015.3 A 32 1 30014.6343 0.6657 v=32 
       
Number of fitted valid data points =  59  
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A.4.1.  Results of 37Cl2
+
  least squares fitting 
 
RMS Error = 0.98752 
Iteration Number  4 
# Constant Approx. Value New Value Std. Devn std./const. 
1 T0 A 2.044081000E+04 2.044081000E+04 (Held Constant} … 
2 ωe A 3.762869894E+02 3.762398105E+02 1.7297219720E-01 0.0 
3 ωexe A 1.948719938E+00 1.943528354E+00 1.5683718480E-02 0.0 
4 ωeye A -2.819524473E-02 -2.833790796E-02 3.5200340430E-04 0.0 
5 ωeze A 1.010000000E-03 1.010000000E-03 (Held Constant} … 
6 T0 B 2.191342000E+04 2.191342000E+04 (Held Constant} … 
7 ωe B 2.765652856E+02 2.766798893E+02 2.153450809E-01 0.0 
8 ωexe B 1.411995417E+00 1.425208290E+00 2.133898077E-02 0.0 
9 ωeye B -1.025391461E-02 -9.900282292E-03 5.220474060E-04 0.1 
10 ωeze B 1.570000000E-04 1.570000000E-04 (Held Constant} … 
11 HSO 2.405800000E+02 2.405800000E+02 (Held Constant} … 
12 DeltaHSO 0.000000000E+00 0.000000000E+00 (Held Constant} … 
13 ZPE 3.139300000E+02 3.139300000E+02 (Held Constant} … 
14 ωeae A -1.500000000E-05 -1.500000000E-05 (Held Constant} … 
15 ωeae B -2.000000000E-06 -2.000000000E-06 (Held Constant} … 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
270 
 
A.4.2. Eigenvalues and coefficients after cycle 4 
 
Eigenvalue Largest A State Coeff  Largest B State Coeff notes 
20288.87 v= 0 -0.994 v= 1 -0.015  v= 2 0.052 v= 1 -0.050  
20655.78 v= 1 0.989 v= 2 0.028  v= 0 -0.090 v= 1 0.078  
21014.85 v= 2 0.979 v= 3 0.047  v= 0 -0.166 v= 1 0.058  
21359.42 v= 3 -0.940 v= 2 0.096  v= 0 0.290 v= 2 -0.088  
21658.91 v= 4 0.735 v= 3 -0.256  v= 0 -0.548 v= 1 -0.235  
22160.10 v= 5 -0.805 v= 6 0.195  v= 1 -0.390 v= 2 -0.304  
22450.94 v= 6 -0.778 v= 8 0.097  v= 3 -0.549 v= 1 -0.140  
22889.61 v= 7 -0.729 v= 8 0.174  v= 4 0.601 v= 5 0.178  
23181.19 v= 8 -0.841 v= 9 0.140  v= 6 0.343 v= 5 0.337  
23481.85 v= 9 0.820 v=11 -0.062  v= 7 -0.521 v= 5 -0.135  
23887.40 v=10 -0.706 v=11 0.157  v= 8 -0.636 v= 9 -0.212  
24170.55 v=11 0.878 v=12 -0.105  v=10 0.327 v= 9 0.269  
24474.16 v=12 -0.857 v=11 -0.071  v=11 -0.458 v= 9 -0.137  
24844.58 v=13 -0.686 v=14 0.143  v=12 0.664 v=13 0.208  
25122.38 v=14 -0.914 v=15 0.073  v=14 0.300 v=13 0.157  
25422.27 v=15 0.879 v=14 0.096  v=15 -0.405 v=13 -0.132  
25757.28 v=16 -0.725 v=17 0.125  v=16 -0.624 v=17 -0.204  
26034.54 v=17 0.933 v=16 0.067  v=18 0.274 v=16 0.127  
26325.37 v=18 -0.883 v=17 -0.108  v=19 -0.388 v=17 -0.123  
26627.70 v=19 -0.892 v=20 0.080  v=20 0.337 v=21 0.215  
26905.92 v=20 -0.933 v=19 -0.082  v=22 0.266 v=20 0.123  
27182.75 v=21 0.826 v=20 0.121  v=23 -0.497 v=22 0.114  
27464.74 v=22 -0.950 v=21 -0.060  v=25 -0.215 v=23 -0.114  
27732.77 v=23 0.916 v=22 0.091  v=26 0.310 v=27 -0.118  
28002.39 v=24 -0.944 v=25 0.044  v=28 0.190 v=27 0.164  
28259.39 v=25 0.938 v=24 0.079  v=29 -0.249 v=30 0.112  
28519.98 v=26 0.886 v=27 -0.060  v=30 0.381 v=31 0.179  
28764.20 v=27 -0.946 v=26 -0.071  v=32 -0.229 v=33 0.109  
29014.86 v=28 0.814 v=29 -0.067  v=33 -0.523 v=34 -0.173  
29245.41 v=29 -0.949 v=28 -0.067  v=35 0.224 v=36 -0.109  
29482.16 v=30 0.882 v=31 -0.052  v=36 0.397 v=37 0.166  
29701.85 v=31 0.936 v=30 0.072  v=38 0.271 v=39 -0.116  
29923.29 v=32 0.948 v=31 0.037  v=40 -0.192 v=39 -0.153  
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A.4.2. (Continued) 
 
Eigenvalue Largest A State Coeff  Largest B State Coeff notes 
21857.98 v= 4 0.627 v= 5 -0.203  v= 0 0.701 v= 2 0.140 B state 
21959.73 v= 5 -0.442 v= 6 -0.156  v= 1 0.810 v= 0 -0.251 B state 
22278.88 v= 5 0.229 v= 4 0.175  v= 2 -0.880 v= 1 0.280 B state 
22592.78 v= 6 0.526 v= 5 0.155  v= 3 -0.791 v= 2 0.154 B state 
22748.44 v= 7 0.617 v= 5 0.081  v= 4 0.748 v= 2 0.124 B state 
23051.00 v= 8 -0.341 v= 7 -0.134  v= 5 -0.884 v= 4 0.172 B state 
23342.22 v= 8 0.321 v= 7 0.116  v= 6 0.908 v= 5 -0.146 B state 
23617.46 v= 9 -0.503 v=10 0.116  v= 7 -0.825 v= 8 -0.117 B state 
23788.64 v=10 0.635 v= 9 0.096  v= 8 -0.727 v= 6 -0.115 B state 
24079.55 v=11 -0.264 v=10 -0.203  v= 9 0.912 v= 8 -0.134 B state 
24343.16 v=11 0.312 v=13 0.114  v=10 -0.925 v= 9 0.089 B state 
24593.77 v=12 -0.444 v=13 0.129  v=11 0.861 v=12 0.134 B state 
24777.74 v=13 0.656 v=12 0.140  v=12 0.701 v=11 -0.125 B state 
25048.41 v=13 0.214 v=14 0.153  v=13 0.942 v=12 -0.098 B state 
25288.73 v=14 -0.284 v=16 -0.109  v=14 -0.935 v=15 -0.091 B state 
25521.15 v=15 0.395 v=16 -0.133  v=15 0.885 v=16 0.131 B state 
25714.62 v=16 -0.614 v=15 -0.159  v=16 0.738 v=15 -0.124 B state 
25958.37 v=16 0.208 v=18 0.118  v=17 -0.959 v=16 0.065 B state 
26179.67 v=17 -0.263 v=18 0.101  v=18 0.940 v=19 0.096 B state 
26396.51 v=18 -0.382 v=19 0.130  v=19 0.892 v=20 0.127 B state 
26595.16 v=19 -0.331 v=18 -0.172  v=20 -0.907 v=19 0.093 B state 
26809.63 v=19 -0.201 v=21 -0.109  v=21 -0.960 v=22 -0.076 B state 
27014.72 v=20 0.260 v=21 -0.112  v=22 0.940 v=23 0.099 B state 
27218.04 v=21 0.490 v=22 -0.117  v=23 0.836 v=24 0.142 B state 
27407.68 v=21 -0.170 v=23 -0.108  v=24 0.968 v=25 0.057 B state 
27601.77 v=22 -0.207 v=24 -0.096  v=25 0.957 v=26 0.085 B state 
27791.67 v=23 -0.306 v=24 0.111  v=26 0.925 v=27 0.107 B state 
27971.74 v=24 -0.162 v=23 -0.154  v=27 -0.958 v=26 0.064 B state 
28155.28 v=24 -0.177 v=26 -0.096  v=28 -0.965 v=29 -0.078 B state 
28333.20 v=25 0.245 v=26 -0.099  v=29 0.946 v=30 0.096 B state 
28500.61 v=26 0.376 v=25 0.145  v=30 -0.897 v=29 0.079 B state 
28674.41 v=26 -0.163 v=28 -0.091  v=31 0.969 v=32 0.077 B state 
28842.78 v=27 0.226 v=28 -0.086  v=32 -0.953 v=33 -0.084 B state 
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A.4.3. Summary of least squares analysis  
 
Observed 
Frequency State V Weight 
Calculated 
Frequency Obs.- calc. Comment 
22160.70 A 5 1 22160.1018 0.5982 v=5 
22451.40 A 6 1 22450.9371 0.4629 v=6 
22748.40 B 4 1 22748.4398 -0.0398 B v=4 
22890.50 A 7 1 22889.6067 0.8933 v=7 
23181.50 A 8 1 23181.1907 0.3093 v=8 
23481.20 A 9 1 23481.8530 -0.6530 v=9 
23618.30 B 7 1 23617.4584 0.8416 B v=7 
23786.70 B 8 1 23788.6412 -1.9412 B v=8 
23888.60 A 10 1 23887.3966 1.2034 v=10 
24170.50 A 11 1 24170.5501 -0.0501 v=11 
24343.70 B 10 1 24343.1579 0.5421 B v=10 
24472.30 A 12 1 24474.1583 -1.8583 v=12 
24594.50 B 11 1 24593.7663 0.7337 B v=11 
24775.70 B 12 1 24777.7385 -2.0385 B v=12 
24845.60 A 13 1 24844.5763 1.0237 v=13 
25122.00 A 14 1 25122.3766 -0.3766 v=14 
25289.30 B 14 1 25288.7269 0.5731 B v=14 
25422.00 A 15 1 25422.2671 -0.2671 v=15 
25522.10 B 15 1 25521.1469 0.9531 B v=15 
25713.80 B 16 1 25714.6177 -0.8177 B v=16 
25757.90 A 16 1 25757.2799 0.6201 v=16 
25957.70 B 17 1 25958.3681 -0.6681 v=17 
26034.80 A 17 1 26034.5440 0.2560 v=17 
26179.20 B 18 1 26179.6723 -0.4723 B v=18 
26325.90 A 18 1 26325.3722 0.5278 v=18 
26395.00 B 19 1 26396.5139 -1.5139 B v=19 
26628.10 A 19 1 26627.7005 0.3995 v=19 
26809.00 B 21 1 26809.6253 -0.6253 B v=21 
26906.20 A 20 1 26905.9210 0.2790 v=20 
27014.50 B 22 1 27014.7162 -0.2162 B v=22 
27184.30 A 21 1 27182.7461 1.5539 v=21 
27217.90 B 23 1 27218.0382 -0.1382 B v=23 
27408.70 B 24 1 27407.6771 1.0229 B v=24 
27464.90 A 22 1 27464.7383 0.1617 v=22 
27602.00 B 25 1 27601.7699 0.2301 B v=25 
27732.50 A 23 1 27732.7676 -0.2676 v=23 
27792.50 B 26 1 27791.6736 0.8264 B v=26 
28002.10 A 24 1 28002.3850 -0.2850 v=24 
28260.50 A 25 1 28259.3902 1.1098 v=25 
28518.40 A 26 1 28519.9760 -1.5760 v=26 
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A.4.3. (Continued) 
    
Observed 
Frequency State V Weight 
Calculated 
Frequency Obs.- calc. Comment 
28764.00 A 27 1 28764.2027 -0.2027 v=27 
29014.00 A 28 1 29014.8598 -0.8598 v=28 
29246.10 A 29 1 29245.4082 0.6918 v=29 
29480.30 A 30 1 29482.1623 -1.8623 v=30 
29703.40 A 31 1 29701.8470 1.5530 v=31 
29923.30 A 32 1 29923.2884 0.0116 v=32 
       
Number of fitted valid data points =  46 
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APPENDIX B 
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B.1.1. Expansion coefficients of the potential energy surfaces for the X� 2A′ state of  
HBCl. The reference geometries are rBCl = 3.2430655168 bohr, rBH = 2.2481813269 
bohr, θ = 2.1529054924 radians. 
Coefficient Value (hartree)  Coefficient Value (hartree)  Coefficient Value (hartree) 
C0,0,0 0.0000000000  
C1,0,7 0.0068272094  
C2,4,0 -0.0061555359 
C0,0,0 -0.0000012837  
C1,0,8 -0.0034145620  
C2,4,1 -0.0050350282 
C0,0,1 0.0000000264  
C1,0,9 -0.0100753406  
C2,4,2 -0.0120145055 
C0,0,2 0.0640851815  
C1,1,0 0.0020833893  
C2,5,0 0.0061602091 
C0,0,3 -0.0235788911  
C1,1,1 -0.0140971532  
C2,5,1 0.0037809530 
C0,0,4 -0.0010181573  
C1,1,2 0.0089813887  
C3,0,0 -0.1145076656 
C0,0,5 -0.0097132889  
C1,1,3 -0.0026942647  
C3,0,1 0.0017668798 
C0,0,6 0.0046639160  
C1,1,4 -0.0166946988  
C3,0,2 -0.0014842104 
C0,0,7 0.0005834649  
C1,1,5 -0.0034093394  
C3,0,3 -0.0067584521 
C0,0,8 -0.0114041562  
C1,1,6 0.0457523650  
C3,0,4 0.0040644336 
C0,0,9 -0.0001890733  
C1,1,7 0.0096322116  
C3,0,5 0.0051306181 
C0,0,10 0.0050550421  
C1,1,8 -0.0324307471  
C3,1,0 0.0011006739 
C0,1,0 -0.0000000050  
C1,2,0 0.0028686971  
C3,1,1 -0.0024766803 
C0,1,1 0.0084261942  
C1,2,1 -0.0012559999  
C3,1,2 -0.0044009830 
C0,1,2 -0.0030791718  
C1,2,2 0.0004823737  
C3,1,3 0.0013693373 
C0,1,3 0.0097708842  
C1,2,3 -0.0110339773  
C3,1,4 0.0002301569 
C0,1,4 0.0001130927  
C1,2,4 0.0028415310  
C3,2,0 0.0006784519 
C0,1,5 -0.0045976659  
C1,2,5 0.0084647633  
C3,2,1 -0.0000062747 
C0,1,6 0.0059638912  
C1,3,0 -0.0010286127  
C3,2,2 0.0007888322 
C0,1,7 0.0101288879  
C1,3,1 0.0012329090  
C3,2,3 -0.0036936609 
C0,1,8 -0.0056358299  
C1,3,2 -0.0068090465  
C3,3,0 -0.0046714130 
C0,1,9 -0.0098925584  
C1,3,3 -0.0010459977  
C3,3,1 0.0026776375 
C0,2,0 0.1218829579  
C1,3,4 0.0012934617  
C3,3,2 0.0138299470 
C0,2,1 0.0005890664  
C1,4,0 0.0011107458  
C3,4,0 0.0013758274 
C0,2,2 -0.0063550868  
C1,4,1 -0.0031373115  
C3,4,1 -0.0003520664 
C0,2,3 0.0061640670  
C1,4,2 -0.0035976424  
C3,5,0 0.0031126400 
C0,2,4 0.0097521645  
C1,4,3 0.0026666892  
C4,0,0 0.0685704799 
C0,2,5 0.0027286891  
C1,5,0 -0.0020982375  
C4,0,1 -0.0018636521 
C0,2,6 -0.0090221509  
C1,5,1 0.0032973638  
C4,0,2 -0.0009687973 
C0,3,0 -0.1123065499  
C1,5,2 0.0093791761  
C4,0,3 0.0028794072 
C0,3,1 -0.0021658416  
C2,0,0 0.1274818063  
C4,0,4 -0.0030060721 
C0,3,2 -0.0019340499  
C2,0,1 -0.0126418095  
C4,1,0 0.0017388498 
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B.1.1. (continued). 
 
Coefficient Value (hartree)  Coefficient Value (hartree)  Coefficient Value (hartree) 
C0,3,3 -0.0029203230  
C2,0,2 0.0025249757  
C4,1,1 -0.0017921879 
C0,3,4 0.0016236049  
C2,0,3 -0.0024131467  
C4,1,2 -0.0015874222 
C0,3,5 0.0064475137  
C2,0,4 0.0138641565  
C4,1,3 -0.0004443268 
C0,4,0 0.0701565807  
C2,0,5 0.0048934217  
C4,2,0 -0.0031045577 
C0,4,1 0.0005988279  
C2,0,6 -0.0091688622  
C4,2,1 0.0017137947 
C0,4,2 0.0000731775  
C2,1,0 -0.0037388721  
C4,2,2 -0.0102927298 
C0,4,3 0.0016770338  
C2,1,1 0.0071476135  
C4,3,0 -0.0011143786 
C0,4,4 -0.0012893911  
C2,1,2 -0.0055130714  
C4,3,1 0.0020832357 
C0,5,0 -0.0367230046  
C2,1,3 -0.0065077822  
C4,4,0 -0.0007707195 
C0,5,1 -0.0004964372  
C2,1,4 0.0011378407  
C5,0,0 -0.0314411767 
C0,5,2 -0.0011034062  
C2,1,5 0.0076406316  
C5,0,1 0.0010865473 
C0,5,3 -0.0025746966  
C2,2,0 -0.0009319231  
C5,0,2 0.0002792157 
C0,6,0 0.0103388392  
C2,2,1 0.0015977744  
C5,0,3 -0.0015742870 
C1,0,0 -0.0000000040  
C2,2,2 0.0062429795  
C5,1,0 -0.0019001054 
C1,0,1 0.0245498117  
C2,2,3 0.0020932786  
C5,1,1 0.0023677442 
C1,0,2 -0.0210528632  
C2,2,4 -0.0073228876  
C5,1,2 0.0055615784 
C1,0,3 0.0253300662  
C2,3,0 0.0005332306  
C5,2,0 0.0028998801 
C1,0,4 -0.0102943715  
C2,3,1 -0.0010735360  
C5,2,1 -0.0032468179 
C1,0,5 -0.0006089399  
C2,3,2 -0.0000379522  
C5,3,0 0.0047601873 
C1,0,6 0.0064124887  
C2,3,3 -0.0023883257  
C6,0,0 0.0079130067 
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B.2.1. Expansion coefficients (in ) of the potential energy surfaces for the A� 2A′ state 
of HBCl. The reference geometries are  rBCl = 3.1764476494,  rBH = 2.2039476455 
bohr, θ = π radians. 
 
Coefficient Value (hartree) 
 
Coefficient Value (hartree) 
C0,0,0 0.0276704000 
 
C1,3,2 -0.0005043066 
C0,0,2 0.0339318983 
 
C1,4,0 0.0011934809 
C0,0,4 0.0017322810 
 
C1,5,0 -0.0000342311 
C0,0,6 0.0000685522 
 
C2,0,0 0.1485332801 
C0,1,0 0.0000000003 
 
C2,0,2 0.0011277223 
C0,1,2 -0.0072392757 
 
C2,0,4 0.0006325414 
C0,1,4 -0.0011655864 
 
C2,1,0 -0.0006958052 
C0,2,0 0.1416584802 
 
C2,1,2 -0.0017865292 
C0,2,2 -0.0024699049 
 
C2,2,0 -0.0024527916 
C0,2,4 -0.0000138963 
 
C2,2,2 0.0005732932 
C0,3,0 -0.1270157985 
 
C2,3,0 0.0032105637 
C0,3,2 0.0007523565 
 
C2,4,0 -0.0025089526 
C0,4,0 0.0785786538 
 
C3,0,0 -0.1320075846 
C0,4,2 -0.0000871890 
 
C3,0,2 -0.0006184993 
C0,5,0 -0.0378756493 
 
C3,1,0 -0.0008639749 
C0,6,0 0.0095180065 
 
C3,1,2 0.0003645971 
C1,0,0 0.0000000004 
 
C3,2,0 0.0019163136 
C1,0,2 -0.0093891715 
 
C3,3,0 -0.0009153366 
C1,0,4 -0.0020583855 
 
C4,0,0 0.0778775219 
C1,1,0 -0.0034202070 
 
C4,0,2 0.0003169472 
C1,1,2 0.0037122260 
 
C4,1,0 0.0010586367 
C1,1,4 0.0011604675 
 
C4,2,0 -0.0011971043 
C1,2,0 0.0015181831 
 
C5,0,0 -0.0351979387 
C1,2,2 0.0000372860 
 
C5,1,0 -0.0002537012 
C1,3,0 -0.0021362434 
 
C6,0,0 0.0088236608 
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