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Recientemente el análisis de sentimientos (AS) ha mostrado un alto interés debido a la 
producción a gran escala de opiniones por parte de usuarios en la Internet. Las empresas 
en general, necesitan saber la reputación que tienen ante sus usuarios en la Web. Hasta 
ahora, la gran mayoría de trabajos de investigación involucran sistemas de AS que 
detectan el sentimiento global de una opinión escrita sobre una frase o un documento 
completo; estos sistemas resultan a veces incompletos ante la realidad de las 
organizaciones que quieren saber en detalle el comportamiento de sus productos. 
 
Resultados de esa necesidad, existen enfoques de AS dedicados a realizar un análisis 
más completo de grano fino, en donde se identifican las características o aspectos más 
importantes de una opinión para poder determinar el sentimiento de cada uno de los 
aspectos. Sin embargo, la mayoría de enfoques, no tienen en cuenta el concepto o 
significado de las palabras en el proceso de identificar los aspectos, por otra parte, se 
necesita un gran número de documentos etiquetados manualmente para determinar el 
sentimiento.  
 
Con el fin de dar solución a estos problemas, este trabajo de tesis doctoral, propone la 
construcción de un modelo para analizar sentimientos a nivel de aspectos en español, que 
permita extraer automáticamente las características de una opinión y determinar el 
sentimiento (polaridad) asociado. El modelo está basado en dos técnicas, la primera se 
basa en ontologías para detección aspectos explícitos e implícitos y la segunda, utiliza el 
aprendizaje de máquina no supervisado para determinar la polaridad sobre una estructura 
gramatical simple. Este modelo tiene en cuenta el significado de los aspectos en el 
momento de extracción, y es completamente no supervisado, lo que permite implementar 




Un modelo integrado de técnicas de aprendizaje de máquinas no 
supervisadas y ontologías para la detección automática de sentimientos 
desde una estructura gramatical simple en español 
 
Para la implementación del modelo, se desarrolló el prototipo AspectSA (elaborado en 
JAVA), que contiene componentes de software que permiten realizar el análisis de 
sentimientos a nivel de aspectos en los dominios de restaurante y hoteles. Adicionalmente, 
este prototipo se validó utilizando un conjunto de experimentos basados en corpus, 
desarrollados por SemEval 2016 en español. Los resultados obtenidos superaron a todos 
los participantes de SemEval y a los sistemas existentes para el lenguaje español. 
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Recently the sentiment analysis has shown a high interest due to large-scale production of 
opinions by users on the Internet. The companies generally need to know the reputation 
they have of their users on the Web. So far, the vast majority of research involving this 
systems that detect the overall sentiment of a written opinion on a phrase or an entire 
document. These systems are sometimes incomplete before the reality of organizations 
that want to know in detail the behavior of their products. Due to the above, there are some 
approaches dedicated to a more complete analysis of fine grain, where the characteristics 
or most important aspects of an opinion are identified in order to determine the feeling of 
each one of the aspects. However, most approaches do not take into account the concept 
or meaning of words in the process of identifying aspects and also a large number of 
documents labeled manually is needed to determine the sentiment. 
 
In order to solve these problems, this doctoral thesis proposes the construction of a model 
to aspect-based sentiment analysis in Spanish that allows to automatically extract the 
characteristics of an opinion and determine the associated sentiment (polarity). The model 
is based on Ontologies for detection of characteristics (explicit and implicit aspects) and 
machine learning unsupervised to determine the polarity on a simple grammatical structure. 
This model takes into account the meaning of the aspects at the time of extraction and is 
completely unsupervised which allows to implement a system that is quickly scalable to 
any language or domain. 
 
For the implementation of the model was developed the prototype AspectSA (elaborated 
in JAVA), which contains software components that allow the aspect-based sentiment 
analysis in the domains of restaurants and hotels. In addition, this prototype was validated 
using a set of experiments based on the data set developed by SemEval 2016 in Spanish. 
The results obtained exceeded all SemEval participants and the existing systems for the 
Spanish language. 
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Hoy en día, la cantidad de datos producidos a nivel mundial es muy alta, un caso particular 
es Internet, donde se producen millones de datos debido a la utilización masiva de las 
redes sociales, servicios de mensajería, blogs, wikis, comercio electrónico, entre otros. 
Toda esta gama de datos es atractiva para diferentes estamentos comerciales, 
industriales, académicos y otros; pero, la extracción y su respectivo procesamiento de 
forma manual hace que esta tarea sea muy compleja y difícil de realizar. Aunado a esto, 
las personas participan activamente en Internet dejando sus propios comentarios, 
opiniones y hasta reseñas, usando su lenguaje nativo a partir de su contexto cultural.  
 
En razón de poder analizar y gestionar esos datos, existen grandes frentes de trabajo para 
encontrar modelos, técnicas y herramientas que permitan el análisis de los textos de forma 
automática. Investigaciones recientes han conllevado a una vertiente para el 
procesamiento del lenguaje natural, llamado análisis de sentimientos (AS). El AS busca 
analizar las opiniones, sentimientos, valoraciones, actitudes y emociones de las personas 
hacia entidades como productos, servicios, organizaciones, individuos, problemas, 
sucesos, temas y sus atributos (Liu, 2015). 
 
Para analizar los sentimientos dentro de un texto de opinión, Liu (2012) señala que existen 
tres niveles para el AS: a nivel de documento (document level), a nivel de frase (sentence 
level) y a nivel de aspecto (entity and aspect level). A nivel de documento tiene como meta 
clasificar el sentimiento de todo un documento en positivo o negativo (Pang & Lee, 2008), 
en el ámbito de frase, se tiene como objetivo clasificar el sentimiento expresado en cada 
oración y por último, a nivel de aspecto, se pretende clasificar el sentimiento con respecto 
a las características específicas en cada una de las entidades. 
 
El enfoque a nivel de documento, revisa todas las opiniones que se encuentran en un 
conjunto de sentencias u oraciones en busca de posibles sentimientos, determinando una 
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polaridad entre positivo, negativo o neutral. Por otra parte, el enfoque de frase hace lo 
mismo pero se limita a una sola oración o sentencia. Ambos enfoques emiten un resultado 
global sin saber realmente de lo que se está opinando, por ejemplo, en una opinión acerca 
de un hotel, no se sabe si se comentó acerca de las habitaciones, de los empleados o del 
restaurante. 
 
Actualmente, la gran mayoría de los enfoques para el AS detectan sentimientos a nivel 
general en una frase o un documento completo (Steinberger, Brychcín, & Konkol, 2014). 
Sin embargo, estos resultan incompletos ante la realidad de las empresas u organizaciones 
que quieren saber en detalle el comportamiento de su producto (Xianghua, Guo, Yanyan, 
& Zhiqiang, 2013). Este tipo de análisis, no permite a las organizaciones tener la seguridad 
de tomar algunas acciones correctivas o incluso la toma de decisiones estratégicas. De 
acuerdo con Liu, señala que “el nivel de documento y el nivel de frase no descubre lo que 
exactamente a la gente le gusta y no le gusta, al contrario del análisis de sentimiento a 
nivel de aspecto, que realiza el análisis con un detalle más profundo”. Es decir, en lugar 
de ver las construcciones del lenguaje (documentos, párrafos, oraciones, cláusulas o 
frases), el AS basado en aspectos se concentra en las características fundamentales de 
la opinión. 
 
El AS a nivel de aspectos o características, tiene como objetivo Identificar las propiedades 
de una entidad y los sentimientos asociados a ella dentro de una expresión. Un aspecto 
es un atributo o componente de una entidad que puede aparecer explícitamente en la 
opinión o a través de una expresión no explicita. Por ejemplo, en la frase, "La calidad del 
sonido de este teléfono es increíble ", el aspecto es "sonido” y la entidad es "teléfono”, el 
sentimiento asociado es “increíble” que en este caso es una calificación “positiva”.  
 
En el AS a nivel de aspectos son aplicados básicamente dos procesos fundamentales, el 
primer proceso identifica y extrae los aspectos de una opinión y el segundo determina su 
polaridad (positiva, negativa o neutral). 
 
Por otra parte, se distinguen dos tipos de aspectos, el primero se refiere a los aspectos 
explícitos que son palabras en el documento que denotan  directamente el objetivo de la 
opinión. El segundo, es el aspecto implícito, éste representa el objetivo de opinión de un 




En la revisión de la literatura, se han encontrado pocos referentes de AS a nivel de 
aspectos en español,  y mucho menos sobre aspectos implícitos, lo que indica que existen 
campos aun sin explorar. De los trabajos encontrados, la mayoría se limitan a aplicar las 
mismas técnicas y métodos empleados ya probados para el lenguaje inglés.  
 
Para la extracción de los aspectos existen diferentes enfoques tratados en la literatura. Los 
que utilizan una lista predeterminada de aspectos (H. Wang, Lu, & Zhai, 2010), el que se 
basa en conteo de nombres y frases para calcular su frecuencia dentro de un documento 
(W. Zhang, Xu, & Wan, 2012) y los que aprovechan las relaciones entre sentimiento y 
aspectos (Qiu, Liu, Bu, & Chen, 2011). Por otra parte, existen enfoques más avanzados 
como los basados en aprendizaje supervisado (Marcheggiani, Täckström, Esuli, & 
Sebastiani, 2014) y los que utilizan modelos basados en inferencia probabilística 
(Xianghua et al., 2013). 
 
De todos los enfoques anteriores, la gran mayoría no tiene en cuenta el concepto o 
significado de las palabras que representan a los aspectos. Éstos son considerados 
simples “etiquetas” que no son situadas en el contexto de la opinión ni en el dominio de la 
entidad a la cual se está refiriendo. Teniendo en cuenta esto, esta tesis propone un enfoque 
que tiene en cuenta el significado de los aspectos y utiliza para ello técnicas semánticas 
basadas en las ontologías, que se han utilizado con éxito en tareas de procesamiento del 
lenguaje natural (PLN) como extracción de información, desambiguación del sentido de las 
palabras, resumen automático de textos, entre otras. 
 
Con respecto a determinar la polaridad en un AS a nivel de aspectos se utilizan 
básicamente dos estrategias. La basada en aprendizaje automático (aprendizaje de 
máquina) y la basada en léxico. El enfoque de aprendizaje automático se basa en la 
aplicación de un algoritmo que aprende a partir de un conjunto de datos de ejemplo y la 
estrategia basada en léxico, necesita un lexicón de sentimientos o diccionarios de palabras 
con su polaridad para poder procesarlos. 
 
Dentro del enfoque de aprendizaje automático se encuentra el aprendizaje supervisado y 
el no supervisado; el primero depende de la existencia de documentos de entrenamiento 
previamente etiquetados, es decir, que ya tienen asignada la polaridad y el segundo no 
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necesita, o no tiene, un conocimiento previo de datos etiquetados con polaridad para el 
análisis de sentimientos. El aprendizaje supervisado predomina con respecto al no 
supervisado y tiende a lograr mejores resultados de clasificación, debido a un gran número 
de documentos de entrenamiento etiquetados. Sin embargo, a veces es difícil tener estos 
documentos etiquetados porque se debe utilizar normalmente un humano para esta tarea. 
Resulta más viable recolectar documentos no etiquetados automáticamente, que son los 
utilizados por el enfoque no supervisado (Medhat, Hassan, & Korashy, 2014). 
 
Sobre la estrategia basada en léxico,  aunque existen infinidad de diccionarios compuestos 
en su mayoría por adjetivos, estos son muy generales para un AS a nivel de aspectos, ya 
que no tienen en cuenta ni el entorno que rodea al aspecto, ni el dominio donde se expresa 
la opinión.  
 
Teniendo en cuenta las dificultades encontradas anteriormente, en los enfoques 
supervisados y léxico, en esta tesis el enfoque propuesto para determinar la polaridad en 
un AS a nivel de aspectos está basado en aprendizaje automático no supervisado que no 
depende de datos etiquetados, ni diccionarios de polaridad, tratando así de minimizar la 
participación humana en todo el proceso.  
 
Con respecto al lenguaje en el cual se realiza un AS a nivel de aspectos, es necesario el 
análisis de las características gramaticales de cada lenguaje ya que son totalmente 
diferentes entre sí. No es lo mismo realizar un análisis de una opinión en el idioma inglés 
que en español. Por esta razón, en el modelo propuesto es necesario definir una estructura 
gramatical que posea el texto de entrada para poder procesarlo de manera confiable. 
 
En esta tesis doctoral y de acuerdo con la revisión de literatura, se propone y valida un 
modelo para el procesamiento del lenguaje natural aportando el conocimiento de sentido 
común, el general del mundo y el del dominio. El modelo busca extraer automáticamente 
los aspectos de una entidad dentro de una opinión en español y luego identificar su posible 
sentimiento, esto por intermedio de la integración de ontologías y aprendizaje automático 




En síntesis, la detección automática de aspectos sobre entidades y su respectivo 
sentimiento en opiniones en español, es un tema que demanda continuar en esta línea de 
investigación, lo que conlleva a las siguientes preguntas de investigación: 
 
¿Cómo se puede implementar un modelo integrado de técnicas de aprendizaje de 
máquinas no supervisadas y ontologías para el análisis de sentimientos a nivel de 
características que permita la detección automática de aspectos explícitos e implícitos en 
una estructura gramatical simple en español? 
 
¿Cómo caracterizar las técnicas de aprendizaje de máquina no supervisadas y ontologías 
de manera que permita un correcto tratamiento a las dificultades planteadas?  
 
¿Cómo diseñar un modelo integrado basado en técnicas de aprendizaje de máquinas no 
supervisadas y ontologías para llevar a cabo un análisis de sentimientos a nivel de 
características (aspectos) explícitos e implícitos en una estructura gramatical simple? 
 
¿Cómo implementar un ambiente de prueba (prototipo) que, haciendo uso del modelo 
integrado propuesto permita su valoración? 
 
¿Cómo validar el modelo integrado propuesto mediante la utilización de casos de prueba 
con el fin de valorar sus fortalezas y debilidades? 
 
 Objetivos de la tesis 
 
General:  
-Construir un modelo integrado de técnicas de aprendizaje de máquinas no supervisadas 
y ontologías para el análisis de sentimientos a nivel de características que permita la 
detección automática de aspectos explícitos e implícitos en una estructura gramatical 
simple en español. 
 
Específicos: 
-Caracterizar las técnicas de aprendizaje de máquina no supervisadas y ontologías de 




-Diseñar el modelo integrado basado en técnicas de aprendizaje de máquinas no 
supervisadas y ontologías para llevar a cabo un análisis de sentimientos a nivel de 
características explícitas e implícitas en una estructura gramatical simple.  
 
-Implementar un prototipo basado en las técnicas seleccionadas donde se desarrollarán 
componentes de software que permitan realizar el análisis de sentimientos a nivel de 
características.  
 
-Evaluar el modelo integrado utilizando casos de prueba para la determinación de 
fortalezas y debilidades del mismo.  
 
 Metodología 
En este apartado, se presenta la metodología de trabajo que permitió el desarrollo de la 
propuesta de automatización de un modelo para la detección automática de sentimientos 
desde una estructura gramatical simple en español, de tal forma, que permita superar 
algunas de las limitaciones planteadas en la extracción de aspectos, identificación y 
clasificación de sentimientos. 
 
La metodología que se empleó siguió dos grandes fases: teórica y de implementación. La 
primera fase contempló la definición de una estructura gramatical a usar en el modelo, la 
definición de técnicas de pre-procesamiento, la definición de la extracción de aspectos 
utilizando ontologías y la selección de técnica de aprendizaje de máquina no supervisada 
para la clasificación de sentimientos. Esto permitió diseñar un modelo para extraer 
automáticamente aspectos de una opinión representada en la estructura gramatical 
definida y más tarde determinar la polaridad de ese aspecto a partir de expresiones 
sentimentales detectadas. La segunda fase avistó la implementación de un ambiente de 
prueba y la validación del modelo. Está consistió en la construcción de las herramientas 
computacionales que permitirían establecer un ambiente de prueba para el procesamiento 
de la estructura, detección de aspectos y clasificación del sentimiento. Luego de esto, se 
estableció un conjunto de pruebas basadas en métricas del área que permitió validar el 
modelo. 
 
En detalle la metodología seguida en este trabajo de tesis se dividió en cuatro etapas 
principales, agrupadas en dos fases asociadas con la parte de investigación teórica y la 
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parte de investigación aplicada. Así mismo, cada etapa se subdividió a su vez en diferentes 
actividades. A continuación se explica brevemente cada una de ellas. 
 
Fase Teórica 
Etapa 1.1 Caracterización de las técnicas a utilizar y la estructura gramatical 
Actividad 1.1.1 Definición de estructura gramatical a usar en el modelo. 
Actividad 1.1.2 Definición de técnicas de pre-procesamiento. 
Actividad 1.1.3 Definición de la extracción de aspectos utilizando ontologías. 
Actividad 1.1.4 Selección de técnica de aprendizaje de máquina no supervisada para la 
clasificación de sentimientos. 
 
El resultado de esta etapa se presenta más detalladamente en el capítulo 2. Definición de 
estructura gramatical a usar en el modelo sección 2.1, definición de técnicas de pre-
procesamiento sección 2.2, definición de la extracción de aspectos utilizando ontologías 
sección 2.3 y selección de técnica de aprendizaje de máquina no supervisada para la 
clasificación de sentimientos sección 2.4. Las actividades que se desarrollaron en esta 
etapa aportan directamente al cumplimiento del primer objetivo consistente en caracterizar 
las técnicas de aprendizaje de máquina no supervisadas y ontologías de manera que 
permita un correcto tratamiento a las dificultades planteadas. 
 
Etapa 1.2. Definición del modelo. 
Actividad 1.2.1 Determinar los componentes generales del modelo y sus relaciones 
Actividad 1.2.2 Definir un modelo de pre-procesamiento utilizando las técnicas 
determinadas. 
Actividad 1.2.3 Definir un modelo para detección de aspectos basado en el uso de 
Ontologías. 
Actividad 1.2.4 Definir un modelo de detección de sentimientos mediante una técnica de 
aprendizaje de máquina no supervisada. 
 
El resultado de esta etapa se presenta más detalladamente en el capítulo 3. Determinar 
los componentes generales del modelo y sus relaciones sección 3.1, definir un modelo de 
pre-procesamiento utilizando las técnicas determinadas sección 3.2, Definir un modelo 
para detección de aspectos basado en el uso de Ontologías sección 3.3 y Definir un 
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modelo de detección de sentimientos mediante una técnica de aprendizaje de máquina no 
supervisada sección 3.4 y 3.5. 
 
Las actividades que se desarrollaron en esta etapa aportan directamente al cumplimiento 
del segundo objetivo consistente en diseñar el modelo integrado basado en técnicas de 
aprendizaje de máquinas no supervisadas y ontologías para llevar a cabo un análisis de 
sentimientos a nivel de características explícitas e implícitas en una estructura gramatical 
simple. 
 
Fase de implementación 
Etapa 2.1. Implementación de un ambiente de prueba. 
Actividad 2.1.1 Construir una herramienta computacional que implemente el modelo de 
pre-procesamiento.  
Actividad 2.1.2 Construir una herramienta computacional que implemente el modelo para 
detección de aspectos basado en el uso de Ontologías. 
Actividad 2.1.3 Construir una herramienta computacional que implemente el modelo de 
detección de sentimientos mediante una técnica de aprendizaje de máquina no 
supervisada. 
Actividad 2.1.4 Desarrollar un sistema integrado para análisis de sentimientos a nivel de 
aspectos que integra la herramienta para el pre-proceso, detección de aspectos y 
detección de sentimientos. 
 
El resultado de esta etapa se presenta más detalladamente en el capítulo 4. Construir una 
herramienta computacional que implemente el modelo de pre-procesamiento sección 4.1, 
Construir una herramienta computacional que implemente el modelo para detección de 
aspectos basado en el uso de ontologías sección 4.2, construir una herramienta 
computacional que implemente el modelo de detección de sentimientos mediante una 
técnica de aprendizaje de máquina no supervisada sección 4.3. 
 
 Las actividades que se desarrollaron en esta etapa aportan directamente al cumplimiento 
del tercer objetivo consistente en implementar un prototipo basado en las técnicas 
seleccionadas donde se desarrollarán componentes de software que permitan realizar el 




Etapa 2.2. Validación del modelo 
Actividad 2.2.1 Diseñar un conjunto de pruebas para la validación experimental del modelo 
Actividad 2.1.2 Aplicar las pruebas diseñadas  
 
El resultado de esta etapa se presenta más detalladamente en el capítulo 5. Las 
actividades que se desarrollaron en esta etapa aportan directamente al cumplimiento del 
cuarto objetivo consistente en evaluar el modelo integrado utilizando casos de prueba para 
la determinación de fortalezas y debilidades del mismo. 
 




Caracterización de las técnicas de aprendizaje de máquina no supervisadas y ontologías 
de manera que permita un correcto tratamiento a las dificultades planteadas. Esta 
contribución incluyó i) definición de estructura gramatical a usar en el modelo, ii) definición 
de la extracción de aspectos utilizando ontologías, iii) selección de técnica de aprendizaje 




Diseño de un modelo integrado basado en aprendizaje no supervisado y ontologías para 
el análisis de sentimientos a nivel de aspectos, explícitos e implícitos de una entidad, 
independiente del dominio y del lenguaje. Esta contribución incluyó el diseño de: 
i) Un modelo de pre-procesamiento utilizando las técnicas determinadas, ii) un modelo 
semántico basado en ontologías y similitud semántica para extracción de aspectos, iii) un 
modelo de aprendizaje automático no supervisado para clasificación de sentimientos. En 





Implementación de un modelo integrado de técnicas de aprendizaje de máquinas no 
supervisadas y ontologías para el análisis de sentimientos a nivel de características que 
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permite la detección automática de aspectos explícitos e implícitos en una estructura 
gramatical simple en español, el cual incluye los siguientes aspectos: i) arquitectura de la 
implementación del modelo propuesto, (ii) Aplicación AspectSA (elaborada en JAVA) que 
es la implementación del modelo diseñado en el capítulo 3 de esta tesis. En el capítulo 4 




Evaluación del modelo integrado de técnicas de aprendizaje de máquinas no supervisadas 
y ontologías para el análisis de sentimientos a nivel de características que permite la 
detección automática de aspectos explícitos e implícitos. Para la realización de esta 
contribución, se utilizaron las medidas de evaluación exactitud (accuracy), precisión 
(precision), exhaustividad (recall) y la medida F1 (Fscore) bajo el método de ponderación 
micro promedio (micro-average). Adicionalmente en esta contribución se presentan las 
fortalezas y debilidades del modelo halladas luego de las evaluaciones .En el capítulo 5 de 
esta tesis se detalla el procedimiento utilizado para esta contribución. 
 
Organización del documento 
Este documento de tesis está organizado de la siguiente manera: 
 
El capítulo 1 muestra una visión general de la literatura relacionada con el procesamiento 
de lenguaje natural, análisis de sentimientos, aprendizaje de máquina y ontologías. 
Además de una comparación de diferentes enfoques, métodos y técnicas utilizadas para 
detección y clasificación de sentimientos. 
  
El capítulo 2 presenta la caracterización de la estructura gramatical en español, las 
técnicas de aprendizaje de máquina no supervisadas y ontologías para el análisis de 
sentimientos a nivel de aspecto. Aquí se muestra la estructura gramatical definida para el 
modelo, así como también el papel que juegan las ontologías y las técnicas de aprendizaje 
de máquina para el análisis de sentimientos. 
 
En el capítulo 3 se indica el modelo general de la propuesta que permite un análisis de 
sentimientos a nivel de aspectos explícitos e implícitos basados en la integración de 




En el capítulo 4, se presentan los componentes que conforman la arquitectura del software 
AspectSA, que implementa el modelo definido en el capítulo anterior. Este permite la 
validación experimental del modelo propuesto.  
 
El capítulo 5 muestra la evaluación del modelo propuesto mediante el uso del sistema 
(software) AspectSA y un ambiente de prueba diseñado e implementado. En esta 
validación se utilizaron las métricas como: exactitud (accuracy), precisión (precision), 
exhaustividad (recall) y la medida F (Fscore). Además se usó el método de ponderación 
micro promedio (micro-average).  Asimismo se presenta en este capítulo las fortalezas y 
debilidades del modelo halladas luego de las evaluaciones. 
 
El capítulo 6 presenta las conclusiones generales y el trabajo futuro que se deriva de esta 
tesis doctoral. 
 
 Difusión de resultados 
 
Los resultados de esta tesis se presentaron en diferentes revistas nacionales e 
internacionales, capítulos de libro y conferencias. Asimismo, de este trabajo de tesis 
doctoral, se desprendieron los siguientes trabajos relacionados: seis (6) trabajos de grado 
(TDG) y dos proyectos de investigación. En esta sección se resumen los diferentes 
resultados en publicaciones y proyectos asociados que soportan esta tesis. 
 
Revistas Indexadas Internacionales: 
 Análisis de sentimientos a nivel de aspecto usando ontologías y aprendizaje 
automático. Publicado en Procesamiento del lenguaje natural 59 Sepln 2017. 
ISSN: 1135-5948. 
 
 Opinion Mining based on the Spanish adaptation of ANEW on hotel customer 





 Extracción de información desde la web para identificar acciones de un modelo de 
dominio en planificación automática. Publicado en Ingeniare 2013. ISSN: 0718-
3291. 
 
 Modelo integrado de Ontologías y aprendizaje automático no supervisado para el 
análisis de sentimientos a nivel de aspectos. Sometido a Computación y Sistemas 
2017. ISSN 1405-5546. 
 
 
Revistas Indexadas nacionales: 
 A review of Sentiment Analysis in Spanish. Publicado en Tecciencia 2017. ISSN: 
1909-3667. 
 
 Las Ontologías para la detección automática de aspectos en el Análisis de 
Sentimientos. Publicado en Prospectiva 2016. ISSN: 1692-8261. 
 
 Extracción de información desde la web para identificar acciones de un modelo de 




 Análisis de sentimientos a nivel de aspecto usando ontologías y aprendizaje 
automático. Ponencia, XXXIII congreso internacional de la sociedad española para 
el procesamiento del lenguaje natural. Sepln. 2017. Murcia, España. 
 
 Modelo Ontológico para la Detección de Características de una Entidad Análisis de 
Sentimientos a nivel de Aspectos en Español''. Póster. Florida Estados Unidos. 
CICIC 2016 
 Aplicación de técnicas de aprendizaje de máquina no supervisada para sistemas 
de análisis automático de sentimientos en español. Tipo de producto: Producción 




 Identificar entidades para un modelo de acción en Planificación Automática. Lima 
Perú 2014. 
 
Trabajos de grado 
 Herramienta basada en aprendizaje de máquina para clasificación de sentimientos 
en español Universidad Autónoma Del Caribe. Estado terminado 2015. 
 
 Diseño de un modelo para detección de aspectos basado en ontologías para su 
aplicación en análisis de sentimientos. Estado terminado. 2015. 
 
 Técnicas de detección de aspectos para el análisis de sentimientos en español. 
Estado terminado. 2015 
 
 Sistema para el análisis de sentimientos basado en máquina de aprendizaje no 
supervisado. Terminado 2016 
 
 Sistema para análisis de sentimientos a nivel de aspectos para opiniones en 
español. Terminado 2016 
 
 Desarrollo de una Herramienta para la detección de aspectos en textos en español, 
basados en ontologías. Terminado en 2016. 
 
 
Proyectos de investigación. 
 Diseño de un modelo para detección de aspectos basado en ontologías para su 
aplicación en análisis de sentimientos. Financiado por la Universidad Nacional de 
Colombia Sede Medellín. Estado terminado en 2016 
 
 Detección automática de sentimientos en textos en español. Financiado por 





 Software de técnicas de detección de aspectos relevantes para el análisis de 
sentimientos en español. Registrado 2017. Número de registro 13-58-424. 
 
 Software construcción de una herramienta basada en aprendizaje de máquina para 
el Análisis de sentimientos a partir de la identificación de los aspectos de una 








1. Marco Teórico y Estado del Arte 
En este capítulo se suministra el marco teórico y se revisa el estado del arte de las áreas 
de investigación relacionadas con análisis de sentimientos, aprendizaje de máquina y 
ontologías. Al final del capítulo se aborda un análisis de las diferentes problemáticas a 
tratar en esta tesis. 
1.1 Análisis de sentimientos 
 
Según Chowdhury (2003) el procesamiento de lenguaje natural (PLN) es un área de 
investigación y aplicación que explora cómo se pueden utilizar las computadoras para 
entender y manipular texto o lenguaje natural para hacer cosas útiles (ver anexo E). 
 
Dentro del área de PLN existe una temática que ha llamado la atención recientemente: el 
análisis de sentimientos (AS). El AS ha mostrado una gran tendencia de investigación en 
los últimos años debido a la producción a gran escala  de  opiniones  y comentarios por 
parte de usuarios activos en Internet.  Las  empresas  y  organizaciones  en general están 
interesadas en conocer cuál es la reputación que tienen de sus usuarios en las redes 
sociales,  blogs,  wikis  y  otros  sitios web. En la Figura 1.1 se puede apreciar cómo ha 
sido la tendencia en investigación sobre análisis de sentimientos en los últimos años según 
la indagación realizada por  Piryani, Madhavi, & Singh (2017). 
 
Según  Liu (2012) el AS “es el campo de estudio que analiza las opiniones, sentimientos, 
valoraciones, tasaciones, actitudes, y emociones de las personas hacia entidades como 
productos, servicios, organizaciones, individuos, problemas, sucesos, temas y sus 
atributos”. En su forma más básica, el análisis de sentimientos implica detectar la 
polaridad (positiva, neutra, negativa) expresada en las opiniones que se presentan en 
diversos medios, tanto internos como externos de la empresa.  
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Figura 1.1: Artículos por año indexados en Web of Science (WoS)(Piryani, Madhavi, & 
Singh, 2017) 
 
Nombre de la fuente: (Piryani et al., 2017) 
 
El AS recibe en la literatura diferentes nominaciones o términos. Dentro de estos términos 
comunes se encuentran la minería de opiniones, el análisis de subjetividad, análisis de la 
emoción, la computación afectiva y la extracción de la evaluación, entre otros. Las más 
usadas en la literatura son el análisis de sentimientos (AS) y la minería de opiniones (MO). 
Según Pang y Lee (2008) son dos conceptos similares que denotan el mismo campo de 
estudio, que en sí mismo puede ser considerado como un sub-campo del análisis de la 
subjetividad.  
 
Para Tsytsarau y Palpanas (2012) tienen diferentes orígenes, la MO se desprende de la 
comunidad de recuperación de información (Information Retrieval) que tiene por objeto la 
extracción y la elaboración de las opiniones de los usuarios acerca de los productos, 
películas u otras entidades. El AS, por su parte,  es una tarea de procesamiento de lenguaje 
natural (PLN) de recuperación de los sentimientos expresados en los textos. En Medhat 
(2014) se afirma que el AS es un campo de la minería de texto y lo define como el 




En Liu (2012) se hace una descripción más completa en donde se trata de igual forma el 
AS y la MO como un gran campo de estudio que analiza las opiniones de las personas, los 
sentimientos, las evaluaciones, las actitudes y las emociones del lenguaje escrito. Además 
afirma que es una de las áreas de investigación más activas en el procesamiento del 
lenguaje natural y también es ampliamente estudiada en la minería de datos, minería de 
la Web, y la minería de texto. Adiciona que el enfoque dado al AS se ha extendido fuera 
de la informática a las ciencias de la gestión y las ciencias sociales, debido a su importancia 
para los negocios y la sociedad en su conjunto.  
 
Teniendo en cuenta lo anterior, se nota que la mayoría de términos utilizados son muy 
similares. Así que para esta tesis se abordará el AS en forma indistinta con MO como un 
área de trabajo para la recuperación de textos, la extracción de entidades, el análisis de 
las opiniones, identificación de la polaridad, la lingüística computacional y todas aquellas 
características adicionales que permiten identificar y extraer información subjetiva y 
opiniones desde recursos textuales. 
1.1.1 Objetivo de un sistema de Análisis de sentimientos 
 
El objetivo del AS es encontrar opiniones, identificar los sentimientos que expresan  y luego 
clasificar su polaridad (Medhat et al., 2014). Pero antes de identificar los sentimientos, no 
se puede olvidar del proceso de recuperación de los datos. Según Pang  y Lee (2008) la 
meta de un sistema de AS es la extracción y luego la clasificación del sentimiento.  
 
Los pasos más comunes dentro de la literatura para abordar un sistema de AS, ver Figura 
1.2, se describen a continuación: 
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Nombre de la fuente: propia. 
 
 Extracción de información 
Antes de intentar clasificar una opinión en su respectiva polaridad, deben de existir un 
conjunto de datos donde se pueda obtener la información. El AS tiene como tarea inicial la 
extracción de información a partir de contenidos generados por los usuarios, como puedan 
ser comentarios en blogs o revisiones de productos.  
 
Los principales recursos para AS provienen de la Web, específicamente en forma de blogs, 
sitios de comercio electrónico, turismo, viajes entre otros. Algunos sitios Web como 
Amazon, Tripdavisor, Muchocine, Opinions, Facebook entre otros, son los predilectos para 
realizar y probar sistemas de AS. Sin embargo, hoy día existe a nivel mundial una 
tendencia en trabajar con el microblog Twiter como base para las investigaciones en esta 
área.  
 
Cabe destacar que no solo los textos son fuentes de datos para el análisis, ya que existen 
también, trabajos como el AS multimodal sobre videos en español (Rosas, Mihalcea, & 
Morency, 2013), así como, sobre audios proveniente de conversaciones de una central de 
llamadas (Ezzat, Gayar, & Ghanem, 2012).  
 
Luego que se posee la fuente de datos, en la mayoría de los casos ,se realiza un proceso 
de extracción de información  con datos útiles que se puedan obtener de las opiniones 
(Henríquez Miranda & Guzmán, 2015). A veces resulta fácil porque los comentarios 
aparecen en la Web clasificados como tal y con diferentes calificaciones. En otras fuentes 
no es tan sencillo porque la información, opinión, está inmersa en un texto que puede o no 
contener algún sentimiento. 
 
En el área de AS existen dos eventos importantes, Semeval (Pontiki et al., 2016) y Sepln 
(Villena-Román, Lana-Serrano, Martínez-Cámara, & González-Cristóbal, 2013), que 
ofrecen a los investigadores diferentes conjuntos de datos o corpus etiquetados, para que 
puedan experimentar sus sistemas de AS. Estos corpus están formateados de tal forma 




La extracción de información resulta ser vital para todo el proceso posterior que se realiza. 
Millones de datos se producen cada día, así que deben de existir sistemas encargados de 
recoger toda esta información para ser procesada por sistemas de AS. A veces es 
necesario identificar otras fuentes de datos que se apartan de lo común. Por eso identificar 
fuente de datos también ha sido una tarea que han abordado los investigadores (Choi, 
Cardie, Riloff, & Patwardhan, 2005). 
 
 Aplicación de técnicas de preprocesamiento 
 
Las herramientas de procesamiento de lenguaje natural se pueden utilizar para facilitar el 
proceso de AS. Esto abre una nueva tendencia en la investigación sobre la utilización del 
PLN como una etapa de preprocesamiento antes del AS (Medhat et al., 2014). Diferentes 
trabajos se han dedicado específicamente a esta área, (Dey & Haque, 2008) y (Haddi, Liu, 
& Shi, 2013). 
  
Este pre-tratamiento de los datos consiste en un proceso de limpieza y preparación del 
texto antes de la clasificación. Los textos en línea por lo general contienen mucho ruido y 
partes con poca información tales como etiquetas HTML, scripts y anuncios. Además 
muchas palabras en el texto no tienen un impacto en la orientación general de la misma. 
Mantener esas palabras hace que la dimensión del problema sea alta y por lo tanto la 
clasificación se hace más difícil, ya que cada palabra en el texto se trata como una 
dimensión.  
 
El preprocesamiento de texto consiste en identificación de errores de ortografía, 
eliminación de secuencias arbitrarias de espacios, palabras basuras (stopwords), detectar 
límites de la frase, eliminar el uso arbitrario de puntuación y capitalización entre otras. 
Adicionalmente las siguientes técnicas, también son consideradas como pre-
procesamiento: 
 
 Normalización: Proceso por el que las palabras se convierten a una forma ajustada. 
Por ejemplo eliminar algunos signos, pasar a minúscula o mayúscula, eliminar las 
tildes, reemplazar acrónimos entre otras. 
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 Segmentación: Dividir o formar partes más pequeñas. Por ejemplo un documento en 
oraciones y las oraciones en palabras. 
  Lematización: Asignar a cada palabra su forma flexionada, es decir su lema. Por 
ejemplo es – ser, siente-sentir, grandes-grande. 
 Stemming: reducir una palabra a su raíz o (en inglés) a un stem. Por ejemplo torero-
tor, toreado-tor, torear-tor. 
 PosTagger: asignar a cada palabra una categoría gramatical basado tanto en su 
definición como en su contexto. Por ejemplo Hotel-N (sustantivo), Sentir-V (verbo), 
viejo- A (adjetivo). 
 
 Identificación de características o sentimientos 
 
Para Pang y Lee (2008) convertir un trozo de texto en un vector de características u otro 
tipo de representación, hace que sus rasgos más sobresalientes e importantes estén 
disponibles para los sistemas basados en datos para el procesamiento de texto. Es una 
tarea de gran importancia para AS, por esto, existen muchos trabajos que se ocupan solo 
de identificar sentimientos, es decir la selección de características o ubicación en el texto 
de palabras o frases que indiquen un posible sentimiento. Esta selección va después de la 
limpieza de los datos para ser usada por los modelos que realizan la clasificación. 
  
Para abordar esta tarea se han encontrado diferentes enfoques que se presentan a 
continuación: 
  
Utilización de términos de presencia y frecuencia (Mejova & Srinivasan, 2011), el cual 
consiste en el conteo de palabras individuales o de n-gramas (varias palabras) para asignar 
pesos de frecuencia que indican la importancia relativa de la característica.  
 
Usar las partes del discurso a partir de un Postagger encontrando básicamente adjetivos, 




También se utilizan reglas (Bagheri, Saraee, & Jong, 2013) que reúnen muchas otras 
expresiones o composiciones del lenguaje que pueden ser usados para expresar o implicar 
sentimientos y opiniones. 
 
Otra alternativa es el uso de la negación el cual se enfoca en la aparición de palabras 
negativas que pueden cambiar la orientación de la opinión, como por ejemplo: no es bueno 
(Wiegand, Balahur, Roth, Klakow, & Montoyo, 2010).  
 
El concepto de ventana deslizante (sliding window ) se utiliza para encontrar expresiones 
de sentimiento en un subconjunto menor de palabras que contiene el documento texto de 
revisión (Xianghua et al., 2013). 
 
Otros enfoques son la dependencia sintáctica (Qiu, Liu, Bu, & Chen, 2011) con algunos 
otros términos que pueden mostrar sentimiento, el manejo de reglas gramaticales 
(Cadilhac, Benamara, & Aussenac-Gilles, 2010), selección por cercanía (Peñalver-
Martinez et al., 2014) , árboles de dependencia (Jiménez-Zafra, S. M., Martín-Valdivia, M. 
T., Martínez-Cámara, E., & Ureña-López, 2015) y la utilización de algoritmos genéticos 
(Abbasi et al., 2008) entre otros. 
 
 Clasificación de sentimientos 
 
La clasificación de sentimiento (CS) consiste en dar un dictamen objetivo sobre un 
comentario, opinión, frase o documento. Este dictamen determina la orientación 
sentimental del texto en básicamente dos clases: positiva o negativa. También se le conoce 
como clasificación de polaridad o como clasificación del sentimiento de polaridad (Pang & 
Lee, 2008).  
 
Esta clasificación no solamente es binaria ya que algunos trabajos utilizan la clase neutra 
para asignarla a aquellos textos que no expresan sentimiento. Otras aplicaciones de AS 
asignan a una revisión valores numéricos como 4 o 5 estrellas considerada positiva y una 
revisión con 1 a 2 estrellas considera una opinión negativa. La mayoría de los trabajos de 
investigación no utilizan la clase neutra, lo que hace el problema de clasificación 
considerablemente más fácil, pero es posible utilizar esa clase neutra, por ejemplo, en la 
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asignación de las tres (3) estrellas (Liu, 2015). Algunos trabajos utilizan una escala más 
grande compuesta por 5 niveles de polaridad así: Positiva + (P +), positivo (P), neutro 
(NEU), negativo (N), negativa -(N +) y una adicional etiqueta de sentimiento (NINGUNO) 
(Hurtado & Pla, 2016). 
 
Tres enfoques para la clasificación de sentimientos se encuentran en gran parte de la 
literatura: los trabajos que utilizan técnicas basadas en aprendizaje de máquinas,  los que 
se basan en léxico y los híbridos (Ravi & Ravi, 2015). El primer enfoque se divide en 
aprendizaje supervisado y aprendizaje no supervisado. Por el lado del enfoque basado en 
léxico se subdivide basado en corpus y basado en diccionarios. Las diferencias 
fundamentales en los dos enfoques, el de aprendizaje y el léxico ,radican en que el primero 
utiliza algoritmos o estrategias para aprender a partir de textos o corpus determinados y el 
segundo modelo utiliza diccionarios, léxicos y corpus de palabras, frases o su combinación 
que ya tienen una polaridad asignada. El enfoque hibrido básicamente combina el poder 
de ambos enfoques para mejorar los sistemas de AS.  
1.1.2 Aprendizaje no supervisado para clasificación de 
sentimientos. 
Este tipo de aprendizaje no necesita de datos previamente etiquetados. Es decir, “En el 
aprendizaje no supervisado se tienen un conjunto de entradas (x1,x2,x3,…,xn) de un vector 
aleatorio X con densidad de unión Pr(x), cuyo objetivo es inferir directamente las 
propiedades de esta densidad de probabilidad sin la ayuda de un supervisor que 
proporcione las respuestas correctas o el grado de error para cada observación” (Trevor 
Hastie, Tibshirani Robert, & Friedman Jerome, 2009). 
 
Para Ghahramani (2004) la máquina simplemente recibe entradas pero no obtiene ni las 
salidas objetivo supervisadas, ni las recompensas de su entorno. Puede parecer algo 
misterioso imaginar lo que la máquina podría aprender dado que no recibe ninguna 
regeneración de su ambiente. Sin embargo, existen razones para utilizar este enfoque. 
Según Duda, Hart Peter E. y Stork David G. (2000) existe por lo menos cinco razones: i) 
La recolección de datos y su posterior etiquetamiento en un conjunto de datos muy extenso 
puede suponer un costo muy elevado, ii) aprender con una gran cantidad de datos sin 
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etiquetar, y solo usar supervisión para etiquetar los distintos grupos encontrados, iii) en 
muchas aplicaciones las características de los patrones cambian lentamente con el tiempo, 
si estos cambios pueden rastrearse en un proceso de ejecución sin supervisar, se podrá 
obtener un resultado mejor, iv) usar métodos no supervisados para encontrar 
características que serán útiles para la categorización y v) permiten tener una visión 
general de la naturaleza y la estructura de los datos. 
 
Dentro de las diferentes técnicas de aprendizaje de máquina no supervisadas que se usan 
en la literatura se encuentran: Reglas de asociación, agrupamiento (clustering) y redes 
neuronales no supervisadas. A continuación se describe brevemente cada una de ellas. 
 
 Reglas de asociación 
Estas técnicas se emplean para establecer posibles relaciones entre distintas acciones o 
sucesos aparentemente independientes. Pudiendo reconocer como la ocurrencia de n 
sucesos puede inducir a aparición de otros. 
 
Estas reglas inicialmente permitieron promocionar una manera novedosa de obtener 
información acerca de la compra de productos. El objetivo era facilitar soporte a la decisión 
en la determinación de la disposición de productos en los estantes de supermercado. La 
información dada por las reglas acerca de los productos que se adquirían en una misma 
compra se colocaba en sitios próximos. A esto se le denomino “análisis de la cesta de 
compra” (market basket analysis) (Lucas, 2010).  
 
 Agrupamiento (clustering) 
 
El análisis de clústeres, también llamado segmentación de datos, tiene una variedad de 
objetivos. Todas se relacionan con agrupar una colección de objetos en subconjuntos o 
"clusters", de modo que los que están dentro de cada grupo estén más estrechamente 
relacionados entre sí que los objetos asignados a diferentes clusters. Un objeto puede ser 
descrito por un conjunto de mediciones, o por su relación con otros objetos. Además, el 
objetivo es a veces organizar los clústeres en una jerarquía natural (Trevor Hastie et al., 
2009). 
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El agrupamiento se puede considerar como la técnica más reconocida y usada en 
aprendizaje no supervisado. Su objetivo es encontrar algún tipo de estructura en una 
colección de datos sin etiquetar o sin clasificar, ya que en la mayoría de los casos no se 
dispone de este tipo de información.  
 
Los algoritmos de agrupamiento buscan organizar objetos en distintos grupos cuyos 
miembros tienen características similares. El cluster es por tanto una colección de objetos 
que son similares entre ellos y diferentes respecto a los miembros de otros grupos.  
 
 Redes neuronales no supervisadas 
Las redes neuronales supervisadas son las más populares en la literatura. Sin embargo, 
existe la versión no supervisada donde el conjunto de datos de entrenamiento consiste 
solo en patrones de entrada. La red es entrenada sin el beneficio del maestro adaptándose 
basada en las experiencias recogidas de los patrones de entrenamiento anteriores. Existen 
varias posibilidades de interpretación que dependen del algoritmo de aprendizaje utilizado. 
Algunos algoritmos bajo este enfoqué son: La regla de aprendizaje de Hebb y la regla de 
aprendizaje Competitivo (Barlow, 1989). 
 
Dentro de la literatura se encuentran aportes en AS en donde ve reflejado la aplicación de 
las técnicas no supervisadas vistas anteriormente. Dentro de los cuales se encuentran: 
  
En (N. Li & Wu, 2010) se presenta un algoritmo para analizar automáticamente la polaridad 
emocional de un texto, a partir del cual se obtiene un valor para cada parte del texto. En 
segundo lugar, este algoritmo se combina con K-means clustering y máquina de soporte 
vectorial (SVM) para desarrollar el enfoque de minería de texto sin supervisión.  
 
En (G. Li & Liu, 2010) se presentó un sistema de AS  basado en el algoritmo de 
agrupamiento de k-means. La técnica de la ponderación TF-IDF (frecuencia de término - 
frecuencia inversa de documentos) fue aplicado sobre los datos brutos para mejorar los 
resultados iniciales. A continuación se utiliza un mecanismo de votación para extraer un 
resultado de agrupamiento más estable. El resultado se obtiene a partir de múltiples 




Además se han propuesto trabajos en red neuronal no supervisadas,  como en  (Nogueira, 
Santos, & Gatti, 2014) que utiliza dos capas para extraer características de palabras y 
frases de cualquier tamaño y es aplicado a revisiones de películas y comentarios de Twitter  
 
Existen otros enfoques considerados no supervisados a partir de la información que dan 
las propias palabras. Según Liu (2015) en el AS las palabras de sentimientos son a menudo 
el factor dominante para la clasificación de sentimiento y no es difícil imaginar que las 
palabras y frases se utilicen para esa clasificación . Un buen número de enfoques de 
aprendizaje no supervisados toman la iniciativa de crear primero el léxico de sentimiento 
de una manera no supervisada y luego determinar el grado de positividad (o subjetividad) 
de una unidad de texto a través de alguna función basada en los indicadores positivos y 
negativos (Pang & Lee, 2008).  
 
Dentro del anterior enfoque se encuentra el aporte de Turney (2002) que propuso un 
método que consistía en extraer de los documentos aquellos datos que cumplían con 
determinados patrones de opinión y luego calculaba su orientación semántica a partir de 
la distancia de cada término a las palabras del idioma inglés “excellent” y “poor”. Su idea 
era esencialmente comparar si una frase tiene una mayor tendencia a co-ocurrir con la 
palabra "poor”" o con la palabra "excellent”. Turney trabajo el bajo concepto de orientación 
semántica (semantic orentation - SO) utilizando PMI (Pointwise Mutual Information (PMI)). 
El PMI es una medida de asociación conocida como Punto de información Mutua (PMI) 
(Church & Hanks, 1990) que se obtiene entre dos palabras, x y y, mediante la probabilidad 
de que las dos palabras aparezcan juntas divididas por las probabilidades de cada palabra 
en forma individual (ver Fórmula 1).  
	,  = 	 log 2 	 	, 	  
Fórmula 1. PMI. 
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1.1.3 Niveles en el Análisis de sentimientos 
 
Según Liu (2012) existen tres niveles para el AS: a nivel de documento (document level), 
a nivel de frase (sentence level), y a nivel de aspecto (entity and aspect level). A nivel de 
documento tiene como meta clasificar el sentimiento de todo un documento en positivo o 
negativo (Pang & Lee, 2008). A nivel de frase tiene como objetivo clasificar sentimiento 
expresado en cada oración. El AS a nivel de aspecto pretende clasificar el sentimiento con 
respecto a las características específicas de una entidad. Una entidad es el producto, 
servicio, tema, problema, persona u organización del cual se emite una opinión. 
 
El enfoque a nivel de documento revisa todas las opiniones que se encuentran en un 
conjunto de sentencias u oraciones en busca de posibles sentimientos y por todo ese 
documento determina una polaridad entre positivo, negativo o neutral.  El enfoque de frase 
hace lo mismo pero se limita a una sola oración o sentencia. Estos enfoques emiten un 
resultado global sin saber realmente de lo que se está opinando. Por ejemplo en una 
opinión acerca de un hotel no se sabe si se comento acerca del hotel en general, las 
habitaciones, los empleados o la comida. 
 
Actualmente la gran mayoría de los enfoques para el AS detectan sentimientos a nivel 
general en una frase o un documento completo (Steinberger et al., 2014). Sin embargo, 
estos resultan a incompletos ante la realidad de las empresas u organizaciones que 
quieren saber en detalle el comportamiento de su producto (Xianghua et al., 2013) . Este 
tipo de análisis no permite a las organizaciones tener la seguridad de tomar algunas 
acciones correctivas o incluso la toma de decisiones estratégicas. El mismo Liu (2012) dice 
“el nivel de documento y el nivel de frase no descubre lo que exactamente a la gente le 
gusta y no le gusta, al contrario del análisis de sentimientos a nivel de aspecto, que realiza 
el análisis con un detalle más profundo”. Es decir, en lugar de ver las construcciones del 
lenguaje (documentos, párrafos, oraciones, cláusulas o frases), el AS a nivel de aspecto 




1.2 Análisis de sentimientos a nivel de aspecto 
1.2.1 Definición 
El AS a nivel de aspectos, también conocido como AS basado en aspectos (aspect-based 
sentiment analysis) o AS basado en características (feature-based sentiment analysis) en 
(Hu & Liu, 2004) y (Liu, Hu, & Cheng, 2005), tiene como objetivo identificar las propiedades 
o características de una entidad y determinar la polaridad expresada de cada aspecto de 
esa entidad. En el contexto de esta tesis la palabra “aspecto”  tiene el mismo significado 
de la palabra “característica” cuando se refiera a una propiedad o atributo de una entidad. 
 
Un aspecto es un atributo o componente de una entidad. Por ejemplo, en la frase, "La 
calidad del sonido de este teléfono es increíble ", el aspecto es "sonido” y la entidad es 
"teléfono” y el sentimiento asociado es “increíble” que tiene polaridad “positiva”. Se 
distinguen dos tipos de aspectos según Liu (2012): los explícitos y los implícitos. 
 
Los aspectos explícitos son palabras en el documento que denotan explícitamente el 
objetivo de la opinión. Por ejemplo, “la resolución de la pantalla es buena”, en este caso 
“resolución” se mencionan explícitamente en el texto. Por el contrario, un aspecto implícito 
es un concepto que representa el objetivo de opinión de un documento, pero que no se 
especifica explícitamente en el texto. Se puede inferir que la frase "Esta cámara es 
elegante y muy asequible" contiene implícitamente una opinión positiva de los aspectos 
apariencia y precio de la entidad cámara. Estos mismos aspectos estarían explícitos en 
una oración equivalente: "La apariencia de esta cámara es elegante y su precio es muy 
asequible". 
  
1.2.2 Enfoques para extracción de aspectos explícitos 
 
En la literatura comúnmente existen dos subtareas relacionadas con AS a nivel de 
aspectos. La primera tarea está relacionada en detectar y extraer los aspectos de una 
entidad en un texto dado y la segunda determinar el sentimiento asociado a ese aspecto o 
su polaridad.  
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En cuanto a detectar los aspectos existen dos formas: cuando existe una lista de aspectos 
ya predeterminada y cuando hay que extraer los aspectos automáticamente a partir del 
texto. 
 
Bajo el primer enfoque se encuentra  Wang (2010) que toma un conjunto de textos de 
revisión con calificaciones generales, una especificación de aspectos como entrada y se 
descubre la importancia relativa que un crítico ha colocado a los diferentes aspectos. Es 
decir, dados los comentarios, los aspectos y las calificaciones generales de los 
comentarios, se infieren los pesos relativos o calificaciones por cada aspecto. Cabe anotar 
que para este tipo de sistema deben de existir un conjunto de datos con los aspectos que 
se quieren analizar en el texto. Esta tarea previa requiere un trabajo manual con 
intervención humana.  
 
También en el mismo enfoque se encuentra Parkhe y Biswas (2016) que propone un AS a 
nivel de aspectos en inglés a partir de una lista de categorías que están relacionadas 
previamente con una lista de aspectos. Las categorías definidas son: Music, Acting, 
ScreenPlay, Plot, Movie y Direction. Entonces a partir de los comentarios, se separan los 
aspectos de los comentarios cuando se encuentren contenidos dentro de esas categorías. 
 
Por su parte Marcheggiani (2014) plantea un sistema automático que recibe de un texto 
aspectos predefinidos para predecir si una opinión está asociada a ese aspecto expresado 
en la frase para luego asignar la polaridad de la opinión.  
 
Cuando la lista de aspectos no existe se deben buscar mecanismos para extraer los 
aspectos de manera automática. Algunos trabajos de la literatura se representan en los 
distintos enfoques mostrados a continuación: 
 
 Extracción aspectos frecuentes 
 
Este método detecta aspectos explícitos en un gran número de evaluaciones en un dominio 
dado, a partir del número de veces que se repiten. Esto fue usado por Hu y Liu (2004) para 
extraer sustantivos y frases nominales en donde su frecuencia de ocurrencia es contada y 
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sólo los más frecuentes se mantienen. Un umbral de frecuencia se puede decidir 
experimentalmente. La razón de que este enfoque funcione es que cuando la gente 
comenta sobre diferentes aspectos de una entidad, el vocabulario que utilizan 
generalmente converge. Por lo tanto, aquellos que son sustantivos frecuentes son por lo 
general los aspectos genuinos e importantes. 
 
En (W. Zhang et al., 2012) se presenta un “buscador de debilidades” para ayudar a 
fabricantes a encontrar la deficiencia de sus productos mediante el uso de un AS basado 
en aspectos. Este se realiza en opiniones en chino de una empresa que fabrica 
cosméticos. Para la detección de aspectos se utiliza la frecuencia de las palabras dentro 
de un corpus, una lista de aspectos definidos por expertos de dominio (industria cosmética) 
y el cálculo de la similitud de las palabras basadas en Hownet chino(Z. Dong, Dong, & Hao, 
2006). Para determinar el sentimiento de cada aspecto se basan en una lista realizada 
manualmente de palabras que tienen asignadas polaridad positiva como (+1) y negativa (-
1). 
 
En (Çetin, Yldrm, Özbey, & Eryiğit, 2016) se aborda un sistema de AS a nivel de aspectos 
multilingüe (incluye español) que incorpora características léxicas y técnica de aspectos 
frecuentes para la detección de aspectos. Este trabajo utiliza los datos de entrenamiento 
para encontrar características léxicas en las opiniones y aplicarlas en el conjunto de datos 
a evaluar. Para determinar la polaridad del aspecto utiliza un enfoque de aprendizaje 
automático supervisado basado en SVM. 
 
 Extracción basada en uso de las opiniones y las relaciones con los aspectos 
 
Las relaciones de los aspectos pueden ser explotadas porque al no tener un aspecto 
frecuente se pueden tener expresiones que indican sentimientos relacionadas con esos 
aspectos.  
 
En (Qiu et al., 2011) para extraer aspectos utilizan un proceso de doble propagación similar 
al encontrado en el párrafo anterior. El proceso inicia con un léxico pequeño compuesto 
por algunas palabras de opinión etiquetadas y un corpus. Luego utilizan relaciones 
sintácticas que enlazan palabras de opinión y aspectos, para luego utilizar el resultado 
para ampliar el léxico inicial y extraer los aspectos. Después de extraer aspectos se 
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determina la polaridad de cada uno utilizando las palabras de opinión iniciales a través de 
un conjunto de reglas. 
 
En (García-Pablos, Cuadros, Gaines, & Rigau, 2014) se genera de manera automática una 
lista de aspectos del dominio partiendo de un conjunto de textos sin etiquetar, de manera 
completamente no supervisada como primer paso para el desarrollo de un sistema más 
completo. El enfoque de extracción de aspectos consiste en usar una lista inicial de 
semillas de aspectos y algunas palabras de opinión y propagarlas a través de un grupo de 
datos utilizando un conjunto de reglas de propagación. Estas reglas buscan una relación 
entre el aspecto y palabras de opinión en una oración. El objetivo es ampliar tanto el 
término de aspecto y conjuntos de palabras de opinión 
 
En (Poria, Cambria, Ku, Gui, & Gelbukh, 2014) utiliza un enfoque basado en reglas y 
árboles de dependencia para detectar aspectos implícitos y explícitos. Luego de que los 
aspectos son extraídos se utiliza un lexicón de sentimientos a nivel de concepto para 
determinar la polaridad.  
 
En (Kumar, Kohail, Kumar, Ekbal, & Biemann, 2016) se describe un sistema de AS a nivel 
de aspectos multilingüe (incluye español) que incorpora técnicas de aspectos frecuentes y 
relaciones de dependencia para extraer los aspectos de las opiniones. Adicionalmente 
construye un léxico de polaridad a partir de un corpus externo y un lexicón de sentimiento 
con un conjunto de semillas para determinar la polaridad del aspecto. El enfoque no 
supervisado para el análisis de sentimientos alcanza buenos resultados en español 
aunque depende de un lexicón de sentimientos etiquetado.  
 
 Extracción basada en modelos supervisados 
 
En  (Steinberger et al., 2014) se realizó un análisis de sentimientos a nivel de aspectos en 
checo. Este sistema se basó en técnicas de campo aleatorio condicionales (CRF) para la 
detección de aspectos y un clasificador de máxima entropía para determinar la polaridad. 
Los campos aleatorios condicionales (CRFs) son un método de modelado estadístico que 
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se aplica en el reconocimiento de patrones y aprendizaje automático. Mientras que un 
clasificador discreto predice una etiqueta para una sola muestra sin tener en cuenta las 
muestras de "vecinos", un CRF tiene en cuenta el contexto. Este tipo de modelo necesita 
ser entrenado con muchas muestras cada una con un conjunto de observaciones así como 
las etiquetas asociadas a esas observaciones.  
  
Recientemente se han aplicado  nuevos enfoques basados en redes neuronales. Por 
ejemplo en (Poria, Cambria, & Gelbukh, 2016) se presenta un clasificador no lineal 
supervisado de aprendizaje profundo a la tarea de extracción de aspectos que combinan 
también un conjunto de patrones lingüísticos. Esta red se compone de varias capas para 
etiquetar cada palabra en frases opuestas como una palabra de aspecto o no.  
 
 Extracción basada en modelos de tema (Topic Model) 
Otro grupo de métodos utilizan modelos estadísticos conocidos como modelos de tema 
“Topic Model” que descubren los "temas" abstractos que ocurren en una colección de 
documentos(Papadimitriou, Tamaki, Raghavan, & Vempala, 1998). 
 
Dentro de este enfoque existen dos principales técnicas la pLSA (Probabilistic latent 
semantic analysis), también conocido como PLSI, y LDA (Latent Dirichlet allocation). La 
primera es una técnica estadística para modelar la información de coocurrencia bajo un 
marco probabilístico y así descubrir la estructura semántica subyacente de los 
datos(Hofmann, 1999), mientras que la segunda, es una técnica probabilística generativa 
para colecciones de datos discretos en el que cada elemento de una colección se modela 
como una mezcla finita sobre un conjunto subyacente de temas (Blei, Ng, & Jordan, 2003). 
 
Dentro de estos enfoques encontramos los siguientes trabajos en la literatura: 
 
En (Titov & McDonald, 2008) se propone un modelo estadístico el cual es capaz de 
descubrir tópicos correspondientes en texto y extraer evidencia textual de los comentarios. 
El modelo utiliza clasificaciones de aspecto para descubrir los temas correspondientes y 
así poder extraer fragmentos de texto en discusiones sobre estos aspectos sin necesidad 
de que los datos sean anotados. El modelo consta de dos partes, la primera permite 
construir los temas que son representativos de aspectos evaluables y está basado en LDA. 
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La segunda parte es un conjunto de predictores de sentimiento por aspecto que están 
diseñados para forzar específicamente temas en el modelo que se correlacionan 
directamente con un aspecto en particular.  
 
En (Brody & Elhadad, 2010) se construye un sistema no supervisado que trabaja a nivel 
de sentencia y emplea un pequeño número de temas para inferir automáticamente los 
aspectos. Para la detección de sentimientos utilizan un conjunto de semillas sin supervisión 
de adjetivos positivos y negativos que sustituyen a las construidas manualmente. Los 
aspectos son determinados a través de una versión local de LDA (Blei et al., 2003), que 
operan frases, en lugar de los documentos, y emplea un pequeño número de temas de 
correspondencia directa. 
  
En (Xianghua et al., 2013) se propone un enfoque no supervisado para descubrir 
automáticamente los aspectos discutidos en opiniones sociales chinas y también los 
sentimientos expresados en diferentes aspectos. Primero se aplica un modelo basado en 
LDA para descubrir varios aspectos en temas globales de opiniones sociales y la polaridad 
del sentimiento asociada se clasifica utilizado el léxico HowNet. 
  
 Otros enfoques para extracción de aspectos 
 
En (Jiménez-Zafra, S. M., Martín-Valdivia, M. T., Martínez-Cámara, E., & Ureña-López, 
2015) se presenta un enfoque para la extracción de aspectos que se basa en una base de 
conocimientos FreeBase(Bollacker, Evans, Paritosh, Sturge, & Taylor, 2008). En este 
trabajo se presenta un enfoque no supervisado empleando un método basado en léxico 
que combina diferentes recursos lingüísticos sobre un conjunto de datos de entrenamiento 
de restaurantes y portátiles. Toma inicialmente el dominio del estudio (hoteles, cine, 
restaurantes entre otras) como semilla y extrae una lista de aspectos de Freebase. 
 
Otros nuevos enfoques basados en el uso de ontologías se han aplicado con éxito para la 
detección de aspectos aportando sus estructuras semánticas al hallazgo de características 
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precisas de las entidades de estudio (Cambria, 2013). A continuación se abordan las 
ontologías para la extracción de aspectos. 
1.3 Ontologías 
1.3.1 Definición. 
Según la W3C (McGuinness, Van Harmelen, & others, 2004) una ontología define los 
términos a utilizar para describir y representar un área de conocimiento. Para Gruber 
(1993) la ontología es: “una especificación formal y explícita de una conceptualización del 
conocimiento compartida”. 
 
Las ontologías son utilizadas por las personas, las bases de datos, y las aplicaciones que 
necesitan compartir un dominio de información. Los principales usos de ontologías en la 
Web, son portales Web, colecciones multimedia, agentes inteligentes entre otras. Las 
ontologías incluyen definiciones de conceptos básicos del dominio, y las relaciones entre 
ellos, que son útiles para los computadores. Codifican el conocimiento de un dominio y 
también el conocimiento que extiende los dominios. En este sentido, hacen el conocimiento 
reutilizable. 
 
En el contexto de este trabajo, las ontologías consisten en especificaciones formales y 
explícitas que representan los conceptos de un determinado dominio y sus relaciones, es 
decir, son un modelo abstracto de un dominio, donde los conceptos utilizados están 
claramente definidos (Studer, Benjamins, & Fensel, 1998). Estas ontologías son muy 
utilizadas en la llamada Web semántica para representar una base de conocimientos que 
involucra el trabajo de agentes inteligentes (Dean, 2004).  
1.3.2 Componentes 
Los componentes de una ontología según (Noy, McGuinness, & others, 2001) son: 
 
 Clase: conjunto de objetos (físicos, tareas, funciones, etc.). Cada objeto en una 
clase es una instancia de esa clase.  
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 Relaciones: Se establecen entre conceptos de una ontología para representar las 
interacciones.  
 Propiedades: Los objetos se describen por medio de un conjunto de características 
o atributos. Estos almacenan diferentes clases de valores. Las especificaciones, 
rangos y restricciones sobre estos valores se denominan facets.  
 Instancias: Son objetos, miembros de una clase, que no pueden ser divididos sin 
perder su estructura y características funcionales. Pueden ser agrupados en 
clases.  
 Axioma: Elementos que permiten la modelación de verdades que se cumplen 
siempre en la realidad. Existen tres tipos de axiomas: relacionales, no-relacionales 
y generales.  
 
1.3.3 Ontologías para la detección de aspectos. 
En la literatura se han aplicado de distintas formas las ontologías para la detección de 
aspectos. A continuación se muestra una breve descripción de los trabajos más pertinentes 
para esta tesis. 
 
En (Cadilhac et al., 2010) se presenta un sistema de AS a nivel de aspectos sobre 
opiniones en francés. Utiliza la estructura y relaciones de una ontología para extraer 
aspectos explícitos e implícitos según las coincidencias con los textos de las opiniones. La 
ontología utilizada es traducida y adaptada manualmente al dominio y al lenguaje francés.  
En (Kontopoulos, Berberidis, Dergiades, & Bassiliades, 2013) se propone un AS de grano 
fino en los comentarios de Twiter. La propuesta consiste en la creación de una ontología 
de dominio a partir de los tweets recuperados de un tema específico. Con la ontología ya 
creada recupera nuevos tweets automáticamente a partir de los conceptos y propiedades 
de la ontología para realizar finalmente un análisis de sentimientos utilizando un sistema 
externo conocido como OpenDover (2017) . 
 
En (De Freitas & Vieira, 2013) se presenta un enfoque de AS a nivel de aspectos en 
portugués que reutiliza una ontología de dominio previamente creada para identificar los 
aspectos en comentarios de películas de cine. Utiliza las clases de la ontología para 
Capítulo 1 35
 
identificar en la opinión alguna coincidencia. Luego toma una ventana de palabras a su 
alrededor y las busca todas en una lista de adjetivos que tienen ya su polaridad.  
 
En (Peñalver-Martinez et al., 2014) se propone un sistema para AS a nivel de documento 
encontrando las características(aspectos) de una opinión a partir del uso de una ontología 
en el dominio de películas de cine. Una vez que las características son identificadas, la 
asignación de la polaridad total depende de la ubicación de las características en la oración 
y de un recurso léxico (SentiWordnet) que asigna a cada sintaxis de Wordnet sentimientos 
de positividad, negatividad y neutralidad(Esuli & Sebastiani, 2007).  
1.4 Aspectos implícitos 
Uno de los aspectos más relevantes para un análisis de sentimientos a nivel de aspectos 
(ASBA) es la extracción automática de aspectos implícitos. Sin embargo, esto no ha sido 
abordado muy ampliamente en la literatura. Según Rana y Cheah (2016) existe una 
enorme cantidad de trabajos para la extracción de aspectos explícitos, pero los aspectos 
implícitos no han sido estudios con vigor. 
 
Existen actualmente trabajos dedicados exclusivamente a la detección de aspectos 
implícitos. La mayoría de enfoques basan su detección en los aspectos explícitos, es decir, 
si en alguna oración se encuentra una palabra de opinión que afecte a un aspecto explícito, 
esta palabra ante la ausencia de un aspecto explícito en otra oración es un candidato a ser 
un aspecto implícito. A continuación se aborda brevemente algunos de los enfoques 
tratados en la literatura. 
 
Uno de los enfoques más frecuentes se basa en reglas de asociación para identificar 
aspectos implícitos en las revisiones. Se generan reglas de asociación entre los aspectos 
explícitos y sus palabras de opinión que producen una matriz de coocurrencia. En la 
segunda fase agrupan los aspectos explícitos y generan reglas más robustas. Si en 
cualquier oración, se encuentra una palabra de opinión pero no aspectos explícitos, 
entonces usan estas reglas robustas para identificar la coincidencia más apropiada con la 
frecuencia más alta (Hai, Chang, & Kim, 2011) y (W. Zhang et al., 2012). 
. 
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En (Zeng & Li, 2013) abordan un enfoque basado en reglas y técnicas de clasificación para 
extraer aspectos explícitos e identificar aspectos implícitos. Por su parte (W. Wang, Xu, & 
Wan, 2013) también propuso un enfoque híbrido basado en reglas de asociación para 
extraer aspectos implícitos. En primer lugar, extrae indicadores de características de 
candidatos basados en segmentación de palabras, etiquetado POS y agrupación de 
entidades, luego se calcula el grado de coincidencia entre los indicadores de 
características candidatas y las palabras de entidad utilizando cinco algoritmos de 
extracción de colocación. Cada indicador y la palabra característica correspondiente 
constituyen una regla. Las mejores reglas en cinco conjuntos de reglas diferentes se eligen 
como las reglas básicas. A continuación, se proponen tres métodos para extraer algunas 
posibles reglas razonables (poda o borrado) de los indicadores de características de menor 
ocurrencia y las palabras no indicadoras. 
 
Otro enfoque encontrado en la literatura es el de (Schouten & Frasincar, 2014) que expone 
un método supervisado para identificar aspectos implícitos de las revisiones de productos 
y restaurantes. El algoritmo que proponen primero genera la lista de aspectos implícitos 
sobre las bases del conjunto de datos entrenados, lista de lemas únicos y sus frecuencias. 
A medida que estas listas fueron generadas, el algoritmo calcula una puntuación para cada 
aspecto implícito que es la relación entre coocurrencia de cada palabra y frecuencia de la 
palabra. Como el número de oraciones que contienen aspectos implícitos es muy bajo 
definieron un umbral para identificar aspectos implícitos. Sólo se identificarán aquellos 
aspectos que tienen el puntaje mayor que el umbral dado. 
1.5 Análisis del estado del arte 
 
A partir de esta revisión podemos analizar diferentes aspectos relacionados con las áreas 
de estudio. En primer lugar se ha encontrado que la cantidad de trabajos de AS a nivel de 
documento supera los de AS a nivel de aspectos (Ravi & Ravi, 2015). Sin embargo, el AS 
a nivel de documento resulta incompleto ante la realidad de las empresas que quieren 
saber en detalle el comportamiento de su producto (Xianghua et al., 2013) y (Liu, 2012). 
Según Peñalver-Martinez (2014) un enfoque para detectar una polaridad global tiene 
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algunos inconvenientes debido a que un documento completo o una sola frase podría 
contener diferentes opiniones sobre las diferentes características del mismo producto o 
servicio. 
 
En la Tabla 1.1 encontramos el resumen de los trabajos descritos en el presente capítulo 
acerca de AS a nivel de aspectos. En la tabla se distinguen las siguientes columnas: 
columna 1 el número del artículo, columna 2 los autores, columna 3 el año de publicación, 
columna 4 describe si el trabajo realizado detecta automáticamente los aspectos a partir 
de una opinión, columna 5 muestra el enfoque utilizado para detectar aspectos 
automáticamente, columna 6 describe si el sistema de AS a nivel de aspectos tienen en 
cuenta el significado o concepto de los aspectos para hacer la respectiva extracción, 
columna 7 muestra el lenguaje en donde se realizó el AS, columna 8 muestra si el sistema 
extrae automáticamente aspectos implícitos, columna 9 muestra si el trabajo también 
determina la polaridad, columna 10 muestra el enfoque utilizado para determinar la 
polaridad y la última columna refleja si el trabajo tienen en cuenta la negación para la 
polaridad.  
 
Un primer aspecto general a tener en cuenta en el análisis es la gran brecha existente 
entre aportes de AS a nivel de aspectos en inglés contra los demás lenguajes. En la Figura 
1.3 se muestra la relación de trabajos según el idioma, donde se encontró que el 63% de 
los trabajos está en inglés contra un 37% distribuido entre los demás. Si se analiza solo el 
lenguaje español se encuentran insuficientes aportes con solo un 11%. Según (Taboada 
et al, 2011) los trabajos en el campo del AS a nivel de aspectos para el español son pocos 
y escasos comparados con el Inglés.  
 
Adicional a lo anterior otro inconveniente encontrado a nivel general es la ausencia de 
relaciones semánticas entre conceptos en los procesos de detección de aspectos 
(Peñalver-Martínez, 2013). Por ejemplo Cambria (2003) considera que el futuro del análisis 
del sentimiento a nivel de aspecto debe dar un paso de los enfoques basados en palabras 
tradicionales hacia un análisis de sentimientos semánticamente ricos centrados en el 
concepto y en el aspecto. Aunque los enfoques semánticos centrados en los conceptos 
han comenzado a surgir recientemente deberían estar a la altura de este desafío, ya que 
pueden integrar naturalmente el conocimiento del sentido común y conocimiento del 
dominio (Schouten & Frasincar, 2016). De la Tabla 1-1 se encontró que el 63.15% no tienen  
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en cuenta el concepto o significado de los aspectos y un 36.8% que si lo tiene en cuenta 
con la utilización de distancia semántica y ontologías.  
 




En cuanto a los enfoques utilizados para detectar automáticamente los aspectos 
encontramos los trabajos distribuidos en: i) extracción de aspectos frecuentes que detecta 
las palabras, normalmente sustantivos, que más se repiten en un corpus de opinión. Este 
enfoque tiene la dificultad de no extraer aspectos importantes del dominio que son poco 
frecuentes, ii) el enfoque que aprovecha las relaciones entre las palabras de opinión y 
aspectos (doble propagación). Tiene la falencia de que necesita la presencia de un lexicón 
de sentimientos para hallar los aspectos, además este lexicón no está asociado al dominio,  
iii) el enfoque basado en modelos supervisados que necesitan ejemplos de aspectos 
etiquetados para extraer más aspectos en las revisiones y iv) el enfoque de modelos de 
tema “Topic model”  que se basa en modelos estadísticos (LDA) que necesitan un gran 
volumen de datos y una cantidad significativa de afinación con el fin de lograr resultados 
razonables. Este enfoque no es adecuado para la tarea de detección de aspectos en las 
revisiones, ya que tienden a capturar temas globales en los datos, en lugar de los aspectos 
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Adicionalmente y con relación a la extracción de aspectos, se evidencia que la extracción 
de aspectos implícitos no se tiene en cuenta en la mayoría de trabajos y que hay pocos o 
ningún aporte en la extracción de aspectos implícitos en el lenguaje español (ver tabla 1-
1). Por ejemplo, en esta revisión se encontró que un 78.94% de los trabajos no lo 
consideran contra un 21.05% que si lo hacen. En español no se encontró ningún aporte. 
Esto hace que los sistemas de AS a nivel de aspectos que se olvidan de aquellos aspectos 
que no están visibles en la opinión pierdan precisión y exhaustividad (recall) en el proceso 
de extracción. 
 
Con respecto la clasificación de sentimientos (determinar polaridad) según Schouten y 
Frasincar (2016) se utilizan básicamente tres estrategias basadas en aprendizaje 
supervisado, aprendizaje no supervisado y la basada en léxico. En la revisión encontramos 
un 60% basados en léxico, un 27% basado en aprendizaje supervisado y solo un 13% en 
no supervisado como se puede apreciar en la Figura 1.4.  
 
Figura 1.4: Relación de trabajos de AS a nivel de aspectos según el enfoque para 










 Las técnicas basadas en léxico aunque son muy utilizadas en AS a nivel de aspectos son 
menos exactas que las de aprendizaje automático. Esto debido a la dificultad de que 
dependen en gran medida de la calidad de recursos lingüísticos apropiados al dominio de 
estudio (Medhat, Hassan, & Korashy, 2014). Según Rushdi Saleh  (2011) se ha podido 
demostrar empíricamente que la exactitud de los métodos de AS dependen en gran medida 
del dominio de interés. Sin embargo gran parte de los recursos lingüísticos, lexicón de 
sentimientos, no tienen en cuenta el dominio. 
 
Por otra parte, los enfoques supervisados aunque logran resultados más exactos, la 
construcción de grandes volúmenes de datos etiquetados es a menudo costosa y necesita 
mucho trabajo humano (Brody, S., & Elhadad, 2013). En contraste los enfoques no 
supervisados no requieren datos de entrenamiento etiquetados y pueden ser aplicables a 
otros idiomas y/o dominios (Bagheri et al 2013). 
 
Teniendo en cuenta estas dificultades planteadas anteriormente, en esta tesis se propone 
un modelo AS a nivel de aspectos en español bajo un enfoque semántico y centrado en el 
concepto (significado) para la identificación de aspectos explícitos e implícitos basado en 
ontologías que permita lograr una cobertura o precisión más alta en la extracción de 
aspectos. Además un enfoque no supervisado con un alto grado de automatización que 
no dependa de la participación humana, ni de grandes volúmenes de datos entrenamiento 
o la existencia de lexicón de sentimientos previamente etiquetados para determinar la 
polaridad. Adicionalmente que tenga en cuenta las características gramaticales propias del 
lenguaje español para la clasificación de sentimientos. 
 
A continuación se hace un análisis más detallado de los trabajos de la literatura aquí 
expuestos y su comparación con lo  propuesto de esta tesis. 
 
Teniendo en cuenta el lenguaje, se encuentran pocos aportes en español. Dentro de estos 
se encuentra a: 
 
(Kumar et al., 2016) que tiene las siguientes falencias i) no tener en cuenta características 
gramaticales del lenguaje español, ii) no tener en cuenta las características gramaticales 
de negación, iii) no tener en cuenta extracción de aspectos implícitos y iv) no tener en 
cuenta el concepto o significado de los aspectos al momento de extraer.  
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Otro enfoque en español es (Fatih Samet Çetin et al, 2016) que tiene las siguientes 
falencias: i) no tener en cuenta características gramaticales del lenguaje español, ii) no 
tener en cuenta las características gramaticales de negación, iii) no tener en cuenta 
extracción de aspectos implícitos  iv) no tener en cuenta el concepto o significado de los 
aspectos al momento de extraer y v) depende de datos de entrenamiento etiquetados para 
la polaridad lo que necesita intervención humana.  
 
En la Tabla 1.2 se puede observar que el modelo propuesto en esta tesis ofrece mayor 
cobertura para la extracción de aspectos porque no depende de la frecuencia de los 
aspectos y permite la extracción de aspectos implícitos lo que implica una mejora en la 
precisión y exhaustividad. 
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Con respecto a determinar la polaridad, el modelo propuesto es no supervisado lo que 
supone una mejora contra los modelos supervisados que necesitan datos de 
entrenamiento. Además tiene en cuenta características de negación para hallar la 
polaridad que los otros enfoques no ofrecen, implicando una mejora en la exactitud de la 




En síntesis, el modelo propuesto supera las dificultades encontradas en los trabajos en 
español porque puede extraer aspectos no frecuentes, no necesitar grandes volúmenes 
de datos de entrenamiento y lexicón de sentimientos etiquetado porque se basa en una 
ontología de dominio que aporta sus estructuras semánticas al hallazgo de características 
precisas de las entidades de estudio. 
 
Con respecto a los aportes que tienen en cuenta el significado utilizando ontologías u otra 
estrategia semántica para detección de aspectos encontramos las siguientes 
consideraciones: 
 
El enfoque de Cadilhac  (2010) tiene las siguientes limitantes : i) deben crear la ontología 
desde cero para iniciar el proceso de extracción, ii) depende de un lexicón de sentimientos 
etiquetado independiente del dominio para determinar la polaridad y iii) no tener en cuenta 
las características gramaticales de negación, iv ) solo maneja la ontología para extraer 
aspectos lo que ocasiona una disminución en la precisión cuando el aspecto no está en la 
ontología. 
 
En (W. Zhang et al., 2012) se encuentran las siguientes falencias: i) depende de aspectos 
frecuentes en el texto y ii) depende de un lexicón de sentimientos etiquetado independiente 
del dominio para determinar la polaridad. 
 
En (Kontopoulos et al., 2013) se encuentran las siguientes falencias: i) construir desde cero 
la ontología, ii) utilizar una herramienta externa para la clasificación de sentimientos que 
no es controlada desde su sistema, iii) no tener en cuenta extracción de aspectos implícitos 
, iv) no tener en cuenta las características gramaticales de negación y v) solo maneja la 
ontología para extraer aspectos lo que ocasiona una disminución de precisión cuando el 
aspecto no está en la ontología. 
 
 
En (De Freitas & Vieira, 2013) se encuentran las siguientes falencias: i) En esta propuesta 
no es claro cómo se obtiene la polaridad final del aspecto y tiene como inconveniente que 
solo utiliza las clases de la ontología (desconoce los individuos y relaciones) para la 
extracción de aspectos , ii) usa solo los adjetivos como indicadores de polaridad, iii) no 
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tener en cuenta extracción de aspectos implícitos , iv) no tener en cuenta las características 
gramaticales de negación y v) solo maneja la ontología para extraer aspectos lo que 
ocasiona una disminución en la precisión cuando el aspecto no está en la ontología. 
 
 
En (Peñalver-Martinez et al., 2014) se encuentra las siguientes falencias: i) no determina 
la polaridad de cada aspecto, ii) depende de un lexicón de sentimientos etiquetado 
independiente del dominio para determinar la polaridad, iii) no tener en cuenta extracción 
de aspectos implícitos , iv) no tener en cuenta las características gramaticales de negación 
y v) solo maneja la ontología para extraer aspectos lo que ocasiona una disminución en la 
precisión cuando el aspecto no está en la ontología. 
 
 
En la Tabla 1-3 se muestra la comparación con los enfoques anteriormente tratados y la 
propuesta de esta tesis con respecto al enfoque de extracción de aspectos que tiene en 
cuenta el significado. En ésta se puede observar que el modelo propuesto es el único que 
trabaja en español, supera las limitantes de extracción de aspectos implícitos en los 
trabajos de Kontopoulos, De Freitas y Peñalver, tiene en cuenta las características 
gramaticales de negación para determinar la polaridad que no tiene en cuenta Cadilhac, 
Kontopoulos, De Freitas y Peñalver-Martínez. Adicionalmente es un enfoque no 
supervisado comparado con Zhang que implica no necesitar de datos de etiquetado para 
el análisis de sentimientos. 
 
Tabla 1-3 Comparación del enfoque propuesto con trabajos de AS a nivel de 
aspectos que tienen en cuenta el significado. 
Autor Año 
Enfoque - 
Aspectos Lenguaje Implícitos 
Enfoque -
Polaridad Negación 
(Cadilhac et al., 
2010) 2010 Ontologías Francés SI Léxico NO 
(W. Zhang et 
al., 2012) 2012 
Frecuencia distancia 











De Freitas & 
Vieira, 2013 2013 Ontologías Portugués NO Léxico NO 
Peñalver-
Martinez et al., 
2014 2014 Ontologías Inglés NO Léxico NO 




Finalmente con respecto al uso de un enfoque no supervisado para determinar la polaridad 
del aspecto, con el fin de no requerir datos de entrenamiento etiquetados y que pueda ser 
escalable a otros idiomas y dominios, encontramos pocos aportes en la literatura. El trabajo 
encontrado bajo este enfoque es (Brody & Elhadad, 2010) que tiene las siguientes 
deficiencias: i) no tiene en cuenta características semánticas, ii) no tiene en cuenta 
extracción de aspectos implícitos y iii) se basa en modelos estadísticos (LDA) que 
necesitan un gran volumen de datos y una cantidad significativa de afinación con el fin de 
lograr resultados razonables. 
 
En síntesis, se propone en esta tesis: (i) definir una estructura gramatical que permita el 
análisis de texto automático en español, (ii) diseñar un modelo semántico basado en 
ontologías que tenga en cuenta el significado y el contexto de una opinión para la 
extracción de aspectos de forma automática, (iii) determinar el proceso para la extracción 
de aspectos implícitos a partir del texto de opinión, (iv) diseñar un modelo no supervisado 
para clasificación de los sentimientos asociados a cada aspecto que tenga en cuenta la 
negación y como expresiones de opinión adjetivos y adverbios y (v) diseñar un modelo 
integrado de aprendizaje de máquina no supervisado y ontologías para determinar el 
sentimiento de los aspectos extraídos automáticamente. 
 
1.6 Conclusiones del capítulo 
 
En este capítulo se realizó el marco teórico y la revisión del estado del arte de las áreas 
de investigación relacionadas con procesamiento de lenguaje natural, análisis de 
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sentimientos, aprendizaje de máquina y ontologías. Al final del capítulo se realizó un 
análisis del estado del arte donde se describieron algunos inconvenientes encontrados y 












2. Caracterización de la estructura gramatical, la 
extracción de aspectos con ontologías y la 
clasificación de sentimientos con aprendizaje 
de máquina no supervisado. 
 
En este capítulo se identifican, describen y establecen cada una de las características 
fundamentales de los elementos que conforman el  modelo integrado de técnicas de 
aprendizaje automático no supervisado y ontologías para un análisis de sentimientos a 
nivel de aspectos en español (ASBA). El desarrollo de este capítulo permite el 
cumplimiento del primer objetivo propuesto en esta tesis, es decir, caracterizar la estructura 
gramatical simple, las técnicas de aprendizaje de máquina no supervisadas y ontologías 
de manera que permita un correcto tratamiento a las dificultades planteadas. 
2.1 Estructura gramatical simple en español. 
 
En esta tesis es necesario definir la forma en que el modelo recibirá los datos de entrada. 
Esta forma es la estructura gramatical que va a llevar el texto de opinión para que pueda 
ser manejada adecuadamente por el modelo.  
 
En la literatura la gran mayoría de aportes no tienen en cuenta la estructura del texto para 
realizar el AS. Según Liu (2012) la mayoría de trabajos tanto a nivel de documento como 
en el nivel de oración no tienen en cuenta la información del discurso. Entiéndase como 
discurso según Morales (2013) a la expresión formal de un acto comunicativo, que se 
presenta bajo manifestaciones diversas (oral o escrita). Desde el punto de vista formal el 
discurso suele constar de una serie de oraciones, pero desde el punto de vista del 
significado tiene una naturaleza dinámica. 
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Revisando los aportes analizados en el capítulo uno (1) en AS a nivel de aspectos en 
español,  (Kumar et al., 2016) y (Fatih Samet Çetin et al, 2016), ambos se adecuan a la 
estructura propuesta en la competición Semeval 2016 (Pontiki et al., 2016) que consiste 
en una opinión sin ninguna restricción. Un ejemplo del tipo de opinión extraída del corpus 
de Semeval 2016 es:” Es una pena que invirtiendo exitosamente en lo complicado (local, 
materia prima, imagen, sitio web) se pase por alto lo básico: un par de camareros díscolos 
que hagan rebajar la nota de un cliente de un excelente a un notable alto.”. Aquí en la 
competición se analizan múltiples opiniones dadas en diferentes oraciones todas 
independientes de las otras. A partir de cada oración se extraen los aspectos y se 
determina su polaridad.  
 
En (Cadilhac et al., 2010) se utilizó la idea descrita en (Asher, Benamara, & Mathieu, 2008) 
en donde una revisión se compone de un conjunto de unidades de discurso elementales 
(EDU). Una EDU es una oración que contiene al menos una unidad de opinión elemental 
(EOU) o una secuencia de oraciones que en conjunto tienen una relación retórica con un 
segmento que expresa una opinión. Una EOU es una expresión de opinión explícita 
compuesta por un sustantivo, un adjetivo o un verbo.  
 
Un ejemplo de unidades de discurso elemental (EDU) se presenta en el siguiente texto 
encontrado en (Cadilhac et al., 2010) : [I bought the product yesterday]. [Even if the product 
is {excellent}], [the design and the size are {very basic}], [which is {disappointing} in this 
brand]. En donde existen cuatro (4) EDU encerrados entre corchetes y las unidades de 
opinión elemental EOU están encerradas entre llaves. 
 
En el enfoque presentado por Cadilhac (2010) solo se permite que un EDU contenga un 
solo EOU, algo muy restrictivo para aplicaciones reales ya que en una opinión encontrada 
en una oración puede haber diferentes opiniones y aspectos. 
 
Teniendo en cuenta todo lo anterior, en esta propuesta definimos una estructura gramatical 
simple (EGS) similar a un EDU pero sin restricciones, tal cual como se aborda en (Kumar 
et al., 2016) y (Fatih Samet Çetin et al, 2016). Es decir una EGS se define como  una 
oración sin restricciones que contiene una revisión acerca de una entidad, sea persona, 
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producto o servicio, compuesta de una o varias expresiones de opinión acerca de uno o 
varios aspectos de esa entidad. El modelo podrá recibir desde una EGS hasta un conjunto 
de EGS independientes.  
 
En la Tabla 2-1 se puede apreciar un ejemplo de textos que cumplen con la EGS tomados 
de una fuente de datos accesible para pruebas de sistemas de AS a nivel de aspectos en 
español SEMEVAL 2016 (Pontiki et al., 2016).  
 
Tabla 2-1: Ejemplos de frases que cumplen con la EGS. 
 
Párrafo Números de 
EGS 
En Zaragoza hay Restaurantes correctos, buenos, muy buenos, 
Restaurantes a los que no vuelves, los que pasan desapercibidos, 
mediocres y pésimos como por ejemplo La Scala. 
1 
Afirmar que en ese local se pueden degustar verdaderas delicias 
es una auténtica temeridad. 
1 
Hacía mucho tiempo que un restaurante en Zaragoza no me 
sorprendía de esta manera: Gran calidad del producto, numerosos 
detalles, puntos de cocción perfectos en casi todos los platos, 
raciones abundantes y un precio elevado pero ajustado a la 
calidad. El servicio fue atento y educado aunque tuvo algún 
pequeño fallo (como servir la segunda botella de vino en las copas 
en que aún quedaba algo de la anterior). De comienzo una buena 
variedad de panes (pizza, oliva verde, oliva negra, …) con un 
chuequito de aceite de oliva con tomate mozzarella y albahaca. 
3 
La comida estuvo muy sabrosa. Quien sea amante de la carne 
tiene una carta bastante amplia para elegir., aunque ayer no 
tenían chuletón. 
2 
Se lo recomiendo a todos los que estén buscando un lugar donde 
celebrar una comida entre amigos o de trabajo y también a 
parejas. Se trata de un lugar tranquilo y agradable con unos platos 
sencillos y con mucha calidad. 
2 
 
50 Un modelo integrado de técnicas de aprendizaje de máquinas no supervisadas y 
ontologías para la detección automática de sentimientos desde una estructura 
gramatical simple en español. 
 
Con la anterior definición el modelo propuesto recibirá los textos de opinión en la estructura 
(EGS) para darle una mayor cobertura a las distintas aplicaciones que surten las distintas 
opiniones actualmente. Cobertura se refiere a tener la posibilidad de procesar más 
opiniones. 
2.2 Extracción de aspectos  
 
En esta sección se abordará el proceso de extracción propuesto en esta tesis que incluye 
extracción basada en ontología y extracción basada en similitud semántica. 
 
2.2.1 Ontologías para la extracción de aspectos en el análisis de 
sentimientos. 
 
A continuación se analizan algunos trabajos presentados en el capítulo anterior que utilizan 
ontologías para la extracción de aspectos (ver Tabla 1-3) para obtener las características 
de cada uno y que sirvan como base fundamental del modelo propuesto en la parte de 
extracción de aspectos con ontologías. 
 
El primer aspecto a tratar está relacionado con el lenguaje. Lo ideal es que se utilice para 
el AS una ontología creada en el mismo lenguaje. Con respecto a esto Cadilhac (2010) y 
De Freitas (2013) requieren realizar una adaptación del inglés. Esto ocasiona a veces que 
ciertas características del dominio del propio lenguaje no se vean reflejas con la adaptación 
lo que ocasiona una carga adicional de trabajo.  
 
Relacionado con lo anterior, está la disposición que hay de la ontología. Actualmente 
existen muchas ontologías que se pueden reutilizar para distintos trabajos de 
procesamiento automático porque están a disposición del público. Sin embargo, en 
Cadilhac y Kontopoulo esto no se aplica, y se prefiere por diversas razones crear la 
ontología desde cero. Esto también ocasiona una carga de tiempo adicional y no permite 
escalar rápidamente el AS a otros idiomas y dominios, además que al reutilizar una 
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ontología estamos reutilizando el conocimiento de expertos de dominio en un área de 
conocimiento. 
 
Otro aspecto importante está en que la ontología tenga individuos (instancias de las clases) 
suficientes para proveer una buena cobertura del dominio. Con cobertura se refiere a tener 
más posibilidad que la ontología encuentre aspectos. En los trabajos analizados se 
conforman con la estructura de clases, relaciones e individuos que tiene la ontología 
original y se olvidan de realizar instanciación automática de individuos aprovechando las 
opiniones de un dominio particular. 
 
Otro aspecto relacionado con la cobertura es que ninguno de los trabajos estudiados tiene 
en cuenta otra estrategia para extraer aspectos lo que ocasiona una disminución en la 
cantidad de aspectos a extraer cuando éste no se encuentre en la ontología. 
 
A partir del análisis realizado y teniendo en cuenta que la finalidad es el uso de la ontología 
para extraer aspectos, para luego integrarlos a un modelo de análisis de sentimientos a 
nivel de aspectos en español, se tiene en cuenta para el desarrollo del modelo las 
siguientes consideraciones:  
 
 Reutilización de una ontología de dominio ya existente. 
 Uso de ontología de dominio en el lenguaje analizado. 
 Instanciación automática de individuos con datos a priori o datos de entrenamiento. 
 Buscar en la ontología concordancia entre sustantivos de texto con clases, etiqueta 
(label) de clases y etiquetas de instancias. 
 
En la Tabla 2-2 se puede apreciar una comparación entre los trabajos anteriormente 
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Tabla 2-2: Lista de trabajos que usan ontologías para Análisis de sentimientos a nivel 
de aspectos. 
 


















Inglés Crean de cero NO NO 
De Freitas & Vieira, 
2013 
Portugués Reutilizan NO NO 
Peñalver-Martinez et 
al., 2014 
Inglés Reutilizan SI NO 
Propuesta Español Reutilizan SI SI 
 
 
La diferencia más significativa (Tabla 2-2) está en proveer una instanciación automática de 
individuos a partir de datos de entrenamiento que la mayoría de trabajos no tienen en 
cuenta. Solo en Peñalver se describe un pequeño proceso de enriquecer la ontología con 
sinónimos extraídos de WordNet pero no es claro si en clases o individuos. 
 
Otro punto a tener en cuenta en el proceso de extracción es que los enfoques aquí 
estudiados no consideran otra estrategia para extraer aspectos cuando la ontología no 
cubre algunos aspectos que si aparecen en el texto de opinión. Esto ocasiona que los 
sistemas pierdan precisión al no extraer la mayoría de aspectos relevantes. En esta tesis 
se utiliza una técnica adicional a la ontología denomina similitud semántica. 
 
2.2.2 Similitud semántica 
 
La similitud semántica es un enfoque diseñado para comparar entidades semánticas como 
unidades de lenguaje, palabras, oraciones o conceptos e instancias, definidos en bases 
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de conocimiento (Harispe, Ranwez, Janaqi, & Montmain, 2015). El objetivo de esta medida 
es evaluar la relación de tales entidades teniendo en cuenta su semántica, es decir, su 
significado.  
 
Harispe et al  (2013) considera las medidas de similitud semántica como herramientas 
matemáticas utilizadas para calificar cualitativamente la robustez de las relaciones 
semánticas entre unidades de lenguaje, conceptos o instancias de conceptos a través de 
una descripción numérica o simbólica obtenida de un soporte semántico, como un texto o 
una representación del conocimiento que apoya su significado o que describe su 
naturaleza. La robustez indica que tan relacionado pueden estar dos conceptos. 
 
Muchas medidas de similitud semánticas han sido propuestas. En conjunto, todas las 
medidas pueden agruparse en cuatro clases: medidas basadas en la longitud de la 
trayectoria, medidas basadas en el contenido de la información, medidas basadas en 
características y medidas híbridas (Meng, Huang, & Gu, 2013). 
 
En esta tesis se ha tomado como referencia para similitud la medida basada en longitud 
de trayectoria (the shortest path based measure). Esta fue seleccionada porque puede ser 
aplicada en una base de datos léxica. Una base de datos léxica es un recurso léxico que 
incluye las categorías léxica y los sinónimos de palabras, así como las relaciones 
semánticas y fonológicas entre diferentes palabras o conjuntos de palabras (Miller, 1995). 
Contiene una taxonomía de conceptos relacionados entre sí según su significado en un 
dominio particular. La taxonomía es muy similar a la ontología y permite seguir la idea de 
extraer aspectos basados en su significado. 
 
La medida escogida calcula la similitud entre dos conceptos en función de la longitud de la 
trayectoria que relaciona los conceptos (es_un) y la posición de los conceptos en una 
taxonomía (ver Figura 2.1). La idea básica de estas medidas que entre menor número de 
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Figura 2.1: Fragmento de taxonomía con relación es_un tomada de Wordnet 
 
Fuente : (Meng et al., 2013) 
 
A continuación se describen brevemente algunas medidas basadas en longitud de 
trayectoria: 
 
 Basada en el camino más corto: La medida toma la longitud entre dos conceptos len(c1, 
c2) y supone que la similitud de (c1, c2) depende de la proximidad de los dos conceptos 
en la taxonomía (Rada, Mili, Bicknell, & Blettner, 1989). Ver Fórmula 2 donde len es la 
longitud de la ruta más corta entre c1 y c2 (la longitud del mismo concepto será 0) y 
deep_max es la profundidad máxima de la taxonomía. 
 
 
Fórmula 2. Similitud basada en el camino 
 
 Medida de Wu & palmer: Esta medida de similitud toma en consideración la posición 
de los conceptos c1 y c2 en la taxonomía con respecto a la posición del concepto 
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común más específico lso (c1, c2). Supone que la similitud entre dos conceptos es la 
función de la longitud (len) y la profundidad de la trayectoria (Wu & Palmer, 1994). Ver 
Fórmula 3 donde len es la longitud de la ruta más corta entre c1 y c2 (la longitud del 
mismo concepto será 0) y depth es la profundidad desde el concepto ci hasta la raíz 
de la taxonomía. 
 
 
Fórmula 3. Similitud de Wu & Palmer 
 
 Medida de Leakcock& Chodorow: Similar a Fórmula 2 pero se tiene en cuenta la 
máxima profundidad de la taxonomía (Leacock & Chodorow, 1998). Ver Fórmula 4 
donde len es la longitud de la ruta más corta entre c1 y c2 y deep_max es la profundidad 
máxima de la taxonomía. 
 
 
Fórmula 4. Similitud de Leakcock& Chodorow 
Medida de Li : La medida de Li está basada en la suposición de que las fuentes de 
información son infinitas en cierta medida mientras que los seres humanos comparan la 
similitud de palabras con un intervalo finito entre completamente similar y nada similar. La 
medida combina el camino más corto y la profundidad de los conceptos en una función no 
lineal (Y. Li, Bandar, & McLean, 2003). Ver Fórmula 5 donde depth es la profundidad desde 
el concepto ci hasta la raíz de la taxonomía, específico lso (c1, c2) concepto común entre 
c1 y c2. 
 
Fórmula 5. Similitud de Li 
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Las medidas anteriormente mencionadas se basan en las posiciones de los conceptos en 
una taxonomía, suponiendo que los vínculos entre conceptos representan distancias. 
Todos los caminos tienen el mismo peso. En esta tesis se utiliza una taxonomía que 
contiene relaciones es_un como las que contiene la Figura 2.1. Esta taxonomía hace parte 
del modelo semántico (ver capítulo 3) y permite con la ayuda de la ontología extraer 
aspectos de la opinión de manera automática teniendo en cuenta su significado. 
 
2.3 Clasificación de sentimientos 
En esta tesis y de acuerdo a lo desarrollado en el capítulo 1, se propone un modelo no 
supervisado que sea capaz de alcanzar resultados comparables con los modelos 
supervisados y basados en léxico. Además que minimice la participación humana en todo 
el proceso, es decir, que no tenga ni datos de entrenamiento, ni léxicos de sentimiento 
previamente etiquetados. 
 
El enfoque no supervisado para clasificación presentado en esta tesis se basa en la idea  
que las palabras de sentimientos son a menudo el factor dominante para la clasificación 
de sentimientos (Liu, 2015). Así que al ubicar esas palabras, expresiones de opinión , y 
aprovechando la estrecha relación con los aspectos, se puede calcular que orientación 
semántica tienen para así definir la polaridad de cada aspecto (Turney, 2002). La 
aproximación para determinar la orientación semántica de las expresiones de opinión y los 
aspectos en esta tesis es por intermedio de medidas de asociación.  
 
Según Richards y Schmidt (2013) la asociación de palabras expresa la forma en como las 
palabras se relacionan entre sí y como estas influyen en el aprendizaje y el recuerdo de 
las palabras.  
 
En lingüística la relación entre palabras no sólo se ha estudiado sobre la base de sus 
significados, sino también sobre la base de su coocurrencia con otras palabras. Esto ha 
sido utilizado desde hace tiempo, por ejemplo, en la lexicografía que se remonta al menos 
a los "patrones verbales" descritos en (Hornby, Gatenby, & Wakefield, 1970). Actualmente 
Capítulo 2 57
 
con los avances en almacenamiento y procesamiento de grandes volúmenes de datos en 
lenguaje natural se ha permitido el desarrollo significativo de aplicaciones basadas en esta 
asociación.  
2.3.1 Medida de asociación  
 
Para Church y Hanks (1990) el término asociación de palabras se usa en un sentido muy 
particular en la literatura psicolingüística y extiende este término para proporcionar la base 
para una descripción estadística de una variedad de fenómenos lingüísticos interesantes, 
que van desde relaciones semánticas hasta relaciones que implican coexistencia léxico-
sintáctica entre palabras. 
 
Esta descripción estadística se ha utilizado en los últimos años en diferentes tipos de 
aplicaciones como OCR (reconocimiento óptico de caracteres), reconocimiento de voz, 
desambiguación sintáctica, recuperación de información, resumen de texto y análisis de 
sentimientos entre otras. 
 
Para establecer el grado de relación, sobre la base de su coocurrencia, entre estas 
palabras se utilizan las medidas de asociación entre palabras. Una medida habitual es 
contar las coocurrencias de palabras dentro de un corpus (frecuencia). Sin embargo, esta 
es una medida un poco sesgada y discriminatoria, porque no distingue a partir de palabras 
como EL, EL o ELLOS, que ocurren frecuentemente con todo tipo de palabras y no son 
informativos sobre ninguna palabra en particular. 
 
En la literatura existen varias medidas de asociación utilizadas en diferentes campos del 
saber. Una de las más utilizadas es la medida de asociación conocida como información 
mutua (Mutual information-MI) (ver Fórmula 6).  
 
	,  = 	 log 2 	 	, 	  
Fórmula 6. Información mutua de Fano 
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La MI fue propuesta por Fano (1961) compara la probabilidad de observar X e Y juntos (la 
probabilidad conjunta) con las probabilidades de observar X e Y independientemente 
(probabilidad). Si existe una asociación genuina entre X e Y, entonces la probabilidad 
conjunta P (X, Y) será mucho mayor que la probabilidad P (X) P (Y), y por consiguiente Ml 
(X, Y) >0. Si no existe una relación interesante entre X e Y, entonces P (X, Y) ~ P (X) P 
(Y), y, por tanto, MI (X, Y) = 0. Si X y Y están en distribución complementaria, (X, Y) será 
mucho menor que P (X) P (Y), forzando Ml (X, Y) <0. 
 
La medida de Fano da la frecuencia con la que dos eventos puntuales de información 
mutua X e Y ocurren, en comparación con lo que cabría esperar si fueran independientes. 
Esto actualmente se conoce como punto de información mutua (PMI pointwise mutual 
information). 
 
2.3.2 Punto de Información Mutua 
A partir de la medida de información mutua de Fano, (Church & Hanks, 1990) proponen 
una medida llamada relación de asociación entre palabras (Word association ratio) que se 
puede escalar para proporcionar estimaciones de la asociación entre palabras a una gran 
parte del lenguaje. Ver Fórmula 7. 
 
En su propuesta, las probabilidades de palabras, P (X) y P (Y), se calculan contando el 
número de observaciones de X y Y en un corpus, f(X) y f (Y), y normalizando por N, el 
tamaño del corpus. En los experimentos realizados por Fano utiliza varios corpus con 
diferentes tamaños entre 15 y 36 de millones palabras. Las probabilidades conjuntas, P (X, 
Y), se calcula contando el número de veces que X es seguido por Y en una ventana de w 
palabras, fw(X, Y), y normalizando por N.  
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El numerador da la frecuencia con que aparecen las dos palabras juntas fw(X, Y) y el 
denominador da la frecuencia que se esperaría que las dos palabras co-ocurran 
asumiendo que cada uno ocurrió independientemente f(X) y f(Y).  
 
Los valores de PMI van del negativo al infinito positivo. Pero los valores PMI negativos 
(que implican que las cosas ocurren con menos frecuencia de lo que cabría esperar por 
casualidad) tienden a ser poco fiables a menos que los corpus sean enormes. Además, no 
está claro si es posible evaluar esas puntuaciones de "falta de relación" con los juicios 
humanos. Por esta razón es más común utilizar PMI positivo (llamado PPMI) que 
reemplaza todos los valores PMI negativos (Levy, Goldberg, & Dagan, 2015). 
 
Cabe destacar que en la actualidad "word association ratio" se usa indistintamente como 
PMI (pointwise mutual information) en tareas que tienen que ver con recuperación de 
sentimientos, manejo de imágenes, minería de datos y análisis de sentimientos entre otros. 
 
2.3.3 PMI en análisis de sentimientos 
 
En la literatura muchos enfoques han utilizado PMI para analizar sentimientos. Turney 
(2002) fue el primero en aplicar la medida de Church y Hanks presentando un algoritmo 
de aprendizaje no supervisado para clasificar las revisiones. Este consistía en hallar la 
clasificación de una revisión a partir de la orientación semántica (SO) promedio de las 
frases en la revisión que contenía adjetivos o adverbios. Una frase tiene una orientación 
semántica positiva cuando tiene buenas asociaciones y una orientación semántica 
negativa cuando tiene asociaciones negativas. En la propuesta de Turney la orientación 
semántica de una frase se calcula como la información mutua entre la frase dada y la 
palabra excelente ("excellent") menos la información mutua entre la frase dada y la palabra 
pobre ("poor"). Ver Fórmula 8. 
 ℎ = ℎ, ′excelent' − ℎ, ′poor' 
Fórmula 8. Orientación semántica de Turney 
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Aquí el autor utilizaba para la probabilidad los “hits” o el número de veces en que la frase 
aparecía junta a las semillas luego de una búsqueda Web (buscador AltaVista) sobre el 
total de palabras (N) en la Web. Si la orientación semántica es mayor que cero entonces 
se inclina hacia positivo sino se inclina hacia negativo. 
 
Teniendo en cuenta lo anterior y combinando las Fórmula 7 y la 8 se obtiene la fórmula 
final de Turney (ver Fórmula 9). 
 
 
ℎ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Fórmula 9. Orientación semántica de Turney según los hits resultantes 
Este enfoque planteado por Turney ha sido base para la construcción de otros sistemas 
para análisis de sentimientos como (Turney & Littman, 2003) que presenta un método para 
inferir la orientación semántica de una palabra de su asociación estadística con un conjunto 
de palabras de paradigma positivo (good, nice, excellent, positive, fortunate, correct, 
superior) y negativos (bad, nasty,poor, negative, unfortunate, wrong, inferior).  
 
En esa misma línea (Guangwei & Kenji Araki., 2008) propone un algoritmo SO-PMI 
mejorado aplicado a blogs en Japonés basado en un enfoque no supervisado y 
proponiendo tres cambios al original: ampliar las palabras de referencia a conjuntos de 
palabras, introducir un factor de equilibrio y detectar expresiones neutras. 
 
Por su parte (Lyu & Kim, 2016) también toma como base PMI pero definiendo un conjunto 
mayor de palabras de semilla que representan las valencias de sentimiento (palabras 
afectivas que expresan emociones). Con el fin de determinar el sentimiento de una palabra 
X, se debe comparar los grupos positivos negativos, los grupos positivo-ansiosos y los 
grupos neutros positivos. Por lo tanto utilizan una lista de 277 palabras afectivas 
balanceadas (BAWL) .Cada palabra de BAWL fue asignada a una de las siguientes 
valencias sentimentales: positiva, negativa, ansiosa o neutra; Así, se obtuvieron 37 




De lo anterior se puede percibir que la utilización del PMI en un sistema de AS tiene que 
tener en cuenta aspectos como: valores negativos, valores infrecuentes, tamaño del 
conjunto de semillas, semillas en diferentes lenguajes, semillas de sentimiento adecuadas 
y una gran fuente equilibrada de información en línea o un corpus grande de opiniones.  
 
En el contexto de esta tesis se utiliza la medida de asociación punto de información mutua 
(PMI), adaptada al aspecto, porque nos permite adoptar un modelo no supervisado (sin 
lexicón de sentimiento) que dependa solo de la expresión de opinión y los aspectos 
extraídos del texto junto con la participación de un conjunto pequeño de semillas de 
sentimientos y un corpus enmarcado en el dominio del análisis. 
  
2.4 Conclusiones del capítulo 
 
En este capítulo se realizó la caracterización conceptual de los elementos que conforman 
el  modelo integrado de técnicas de aprendizaje automático no supervisado y ontologías 
para un análisis de sentimientos a nivel de aspectos en español (ASBA).  
 
Dicha caracterización permitió identificar y definir aspectos importantes en el marco de esta 
tesis como: 
i) Una estructura gramatical simple que se compone de una oración sin restricciones 
que contiene una revisión acerca de una entidad compuesta de una o varias 
expresiones de opinión. 
ii) El diseño de un modelo semántico cuya base sean las ontologías y que tenga en 
cuenta: a) reutilización de una ontología de dominio ya existente, b) uso de 
ontología de dominio en el lenguaje analizado, d) Instanciación automática de 
individuos y e) búsqueda en la ontología teniendo en cuenta la correspondencia 
entre sustantivos de texto con clases, etiqueta (label) de clases y etiquetas de 
instancias. 
iii) La selección de la medida de similitud semántica para identificación de aspectos 
basada en longitud de trayectoria (the shortest path based measure). 
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iv) Utilización de la medida de asociación punto de información mutua (PMI), 
adaptada al aspecto, como base para la construcción de un modelo no supervisado 











3. Modelo para un análisis de sentimientos a 
nivel de aspectos explícitos e implícitos. 
Con base en la definición presentada en la sección 1.3.1 de (Hu & Liu, 2004) y (Liu et al., 
2005) y la caracterización realizada en la sección anterior, se presenta en este capítulo 
una propuesta para diseñar un modelo que integre aprendizaje no supervisado y ontologías 
para la detección automática de sentimientos a nivel de aspectos explícitos e implícitos 
desde una estructura gramatical en español. 
 
En esta tesis se propone un modelo AS a nivel de aspectos en español bajo un enfoque 
semántico y centrado en el concepto (significado) para la identificación de aspectos 
explícitos basado en ontologías, extracción de aspectos basados en similitud semántica y 
extracción de aspectos implícitos. Adicionalmente, se propone un enfoque no supervisado, 
con un alto grado de automatización, que no dependa de grandes volúmenes de datos 
entrenamiento o la existencia de un lexicón de sentimientos previamente etiquetados para 
clasificación de sentimientos. Además que tenga en cuenta las características 
gramaticales propias del lenguaje español para la clasificación de sentimientos. 
 
Este modelo consta de cuatro (4) capas para abordar un problema de análisis de 
sentimientos a nivel de aspecto (ASBA) caracterizado en el capítulo 2. Con este capítulo 
se pretende satisfacer el objetivo número dos de esta tesis: Diseñar el modelo integrado 
basado en técnicas de aprendizaje de máquinas no supervisadas y ontologías para llevar 
a cabo un análisis de sentimientos a nivel de características explícitas e implícitas en una 
estructura gramatical simple. 
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3.1 Vista general del modelo 
 
Con el propósito de atacar los problemas identificados en esta tesis, se procede a definir 
un modelo para análisis de sentimientos a nivel de aspectos en español basado en 
aprendizaje automático no supervisado y ontologías. En la Figura 3.1 se presenta una 
visión a nivel general del modelo propuesto.   
 
 
Figura 3.1: Modelo general propuesto 
 







Este modelo consiste en cuatro capas: procesamiento de lenguaje, extracción de aspectos, 
identificación de sentimientos y clasificación de sentimientos.  
 
Durante este proceso, la entrada consiste en un conjunto de opiniones que satisface la 
definición de estructura gramatical simple (EGS) de la sección 2.1. En esta tesis se asume 
que se recibe un texto ortográficamente bien escrito y que exprese opiniones regulares 
directas hacia una entidad explícita o implícita. Según Liu (2012) “una expresión regular 
directa se refiere a una opinión expresada directamente sobre una entidad o un aspecto 
de entidad, por ejemplo “la calidad de la imagen es excelente””. 
 
La salida del modelo es un conjunto de aspectos, explícitos e implícitos, asociados a un 
grupo de expresiones de opinión con su respectiva polaridad (sentimiento). 
 
3.2 Conceptos importantes del modelo  
A continuación se definen explícitamente cada uno de los conceptos claves para la 
extracción de aspectos teniendo en cuenta la estructura definida en la sección 2.1. 
 
 
Definición 3.1. Expresión nominal 
Una expresión nominal EN es una palabra que puede ser etiquetada con una categoría 
gramatical asignada por un etiquetador (PosTagger). 
 
Definición 3.2. Dominio 
Un dominio D representa un área de conocimiento donde se encuentra conceptos y 
características comunes. Ejemplos de dominio son: hoteles, autos, restaurantes, cines, 
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Definición 3.3. Entidad 
Una entidad E es un producto, servicio o persona, compuesta por un conjunto de N  
atributos o aspectos A contenida en una EGS. Esta entidad E está asociada a un dominio 
especifico D. Es decir una entidad es: 
 E= (A1, A2, A3,..., AN) 
La entidad puede aparecer directamente en la EGS lo que se considera una entidad 
explicita. En caso contrario será considerada una entidad implícita. 
 
Ejemplo 1: En un dominio D= {“restaurante”}, EGS= {“El restaurante tiene buenos platos”} 
la entidad es “restaurante”. Entidad explicita. 
Ejemplo 2: En un dominio D= {“restaurante”}, EGS= {“Tiene buenos platos”} la entidad es 
“restaurante”. Entidad implícita. 
 
Definición 3.4. Aspecto 
Un aspecto A es una característica, atributo o propiedad de una entidad E contenida en 
una EGS sobre un dominio específico D. Es decir: 
 
Un aspecto Ai pertenece a una entidad Ej sobre un dominio D en donde i<na 
(número de aspectos) y j <ne(número de entidades)  
 
Ejemplo 1: En un dominio D= {“hoteles”}, EGS= {“Las habitaciones estaban sucias”} la 
entidad es “hotel” (implícita), el aspecto es “habitación”.  
Ejemplo 2: En un dominio D= {“hoteles”}, EGS= {“El hotel estaba sucio”} la entidad es 
“hotel” (explicita), el aspecto es “hotel”.  
Nota: En el marco de esta tesis, cuando se tenga una entidad explicita en el texto, esta 
será considerada como un aspecto más. Sera un aspecto con características generales. 
 
Definición 3.5. Modelo semántico 
Un modelo semántico MS es el que se utiliza para reconocer (extraer) los aspectos de una 






léxica BDL que agrupa palabras en un conjunto de sinónimos (synsets) y sus relaciones y 
un corpus de dominio COR. Este modelo se explica en detalle más adelante en este 
capítulo. 
   MS= {ONT, BDL, COR} 
 
Dentro de los aspectos se distinguen los aspectos explícitos y los aspectos implícitos: 
 
Definición 3.6. Aspecto explícito  
Un aspecto explicito Ae en una EGS es una expresión nominal con categoría gramatical 
nombre que es reconocido por el modelo semántico (MS). 
 
Ejemplo 1: En un dominio D= {“hoteles”}, EGS= {“En este hotel las habitaciones estaban 
sucias y el precio era muy alto”} la entidad es “hotel” (explicita), los aspectos explícitos 
son “habitación” y “precio”. 
 
Definición 3.7. Aspecto Implícito 
Un aspecto implícito Ai en una EGS es una expresión nominal con categoría gramatical 
adjetivo, adverbio o verbo que es reconocido por el modelo semántico (MS). 
 
Ejemplo 1: En un dominio D= {“restaurantes”}, EGS= {“Volveremos seguro”} la entidad es 
“restaurante” (implícita), el aspecto implícito podría ser “volveremos” relacionado con un 
aspecto explícito “restaurante”. 
 
Definición 3.8. Expresión de opinión 
 Una expresión de opinión EO dentro de una EGS es una expresión nominal con categoría 
gramatical adjetivo o adverbio de modo. 
 
Ejemplo 1: En un dominio D= {“restaurantes”}, EGS= {“buenas ensaladas y excelentes 
precios”} la entidad es “restaurante”, los aspectos son “ensalada” y “precio” y las 
expresiones de opinión son “buenas” y “excelentes”. 
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Definición 3.9. Polaridad 
 Una polaridad P es un valor o tendencia sentimental asignado a un aspecto A que puede 
tomar uno de los siguientes valores: positiva, negativa o neutra. 
 
Ejemplo 1: En un dominio D=”hoteles”, EGS={”Las habitaciones estaban sucias” } la 
entidad es “hotel”, el aspecto es “habitación”, la expresión de opinión es “sucia” y la 
polaridad es “negativa”. 
 
Definición 3.10. Opinión 
Una opinión OP es un cuádruple (Ei, Aij, EOij,Pij) donde Ei es la entidad, Aij es un aspecto 
de Ei, EOij es una expresión de opinión sobre Aij y Pij es la polaridad sobre Aij de la entidad 
Ei. 
 OP=(Ei, Aij, EOij,Pij) 
 
A continuación se describen cada una de las capas del modelo. 
 
3.3 Capa 1: Procesamiento del lenguaje 
 
Permite el ingreso de las opiniones por el usuario a través de un documento escrito en 
lenguaje natural en idioma español. El documento debe seguir las especificaciones dadas 
por una EGS.  
 
En esta capa se aplica un proceso común para la gran mayoría de modelos de análisis de 
sentimientos. Se aplican las mejores técnicas probadas en la literatura para esta tarea (Dey 







Con la entrada de las opiniones (EGS) estas pasan por una serie de procesos, ver Figura 
3.2, que terminan con una salida expresada en un conjunto de palabras etiquetadas y 
lematizadas C (W, E, L). A continuación se aborda cada tarea. 
 
Figura 3.2: Tareas de la capa de Procesamiento del lenguaje 
 
 Nombre de la fuente: propia. 
3.3.1 Segmentación 
 
Del texto se identifican cada una de las opiniones representadas en una EGS. Cada 
opinión es una EGS. Para el modelo cada oración es una opinión (OP) acerca de una 
entidad.  
 
A partir de cada opinión OP, esta se divide en palabras W (encontrada por la separación 
con otra por un espacio), obteniendo ahora un conjunto de palabras C(W) pertenecientes 
a una opinión OP. En la Tabla 3-1 se puede observar un ejemplo del proceso compuesto 
por: “La comida estuvo muy sabrosa!!!. Quien sea amante de la carne tiene una carta 
bastante amplia para elegir, aunque ayer no tenían chuletón &&. Carnes excelentes! y las 
pastas buenísimas (especialmente los sorrentinos!).” 
 
Tabla 3-1: Ejemplo de la segmentación de opiniones. 
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Opiniones Conjunto de palabras 
OP1={La comida estuvo muy 
sabrosa!!!.} 
 
C1(W)= (“la”, “comida”, “estuvo”, 
“muy”, “sabrosa!!!”) 
 
OP2={ Quien sea amante de la 
carne tiene una carta bastante 
amplia para elegir, aunque ayer no 
tenían chuletón &&.} 
 
C2(W)= (“Quien”, “sea”, “amante”, 
“de”, “la”, “carne”, “tiene”, “una”, 
“carta”, “bastante”, “amplia”, “para”, 
“elegir”, “,” ,” aunque”, “ayer”, “ no”, 
“tenían”, “chuletón”, “&&.”} 
 
OP3={ Carnes excelentes! y las 
pastas buenísimas (especialmente 
los sorrentinos!).} 
 
C3(W)= (“Carnes”, “excelentes!”, “y”, 






Por cada conjunto de palabras C(W) de una opinión OP se toma el conjunto C(W) y se 
normaliza teniendo en cuenta el siguiente proceso: 
1. Se pasa todas las palabras W a minúscula 
2. Se borran todos los símbolos en W en C(W) 
3. A cada opinión OP se le coloca el símbolo punto (“.”) al final. 
 
En la Tabla 3-2 se muestra un ejemplo de la normalización. 
 
Tabla 3-2: Ejemplo de la normalización de palabras 
Conjunto de palabras 
 
Conjunto normalizado de palabras 
C1(W)= (“la”, “comida”, “estuvo”, 
“muy”, “sabrosa!!!”) 
 
C1(W)norm=(“la”, “comida”, “estuvo”, 
“muy”, “sabrosa”,”.”) 
 
C2(W)= (“Quien”, “sea”, “amante”, 
“de”, “la”, “carne”, “tiene”, “una”, 
“carta”, “bastante”, “amplia”, “para”, 
“elegir”, “,” ,” aunque”, “ayer”, “ no”, 
“tenían”, “chuletón”, “&&.”} 
 
C2(W)norm= (“quien”, “sea”, “amante”, 
“de”, “la”, “carne”, “tiene”, “una”, 
“carta”, “bastante”, “amplia”, “para”, 
“elegir”, “aunque”, “ayer”, “ no”, 
“tenían”, “chuletón”, “.”} 
 
C3(W) = (“Carnes”, “excelentes!”, “y”, 
“las”, “pastas”, “buenísimas”, 
C3(W)norm= (“carnes”, “excelentes!”, 













3.3.3 Etiquetado POS 
 
El siguiente paso es asignar a cada palabra del conjunto normalizado de palabras C(W)norm 
una categoría gramatical basado tanto en su definición como en su contexto. Es decir se 
realiza un etiquetado POS que establece una categoría gramatical a cada palabra (verbo, 
sustantivo, adjetivo, determinante, entre otras). 
 
En la Tabla 3-3 se muestra un ejemplo del etiquetado de una oración, donde: 
 
N – nombre, V-verbo, D-determinante, S-proposición, A-adjetivo, P-pronombre, 
R-adverbio, F-símbolo puntuación y C-conjunción. 
 
Tabla 3-3: Ejemplo del etiquetado de palabras. 
Conjunto normalizado de palabras Conjunto normalizado y etiquetado de 
palabras 
C2(W)norm= (“quien”, “sea”, “amante”, 
“de”, “la”, “carne”, “tiene”, “una”, 
“carta”, “bastante”, “amplia”, “para”, 
“elegir”, “aunque”, “ayer”, “ no”, 
“tenían”, “chuletón”, “.”) 
 
C2(W)normpos= 
 (“quien, P”, 
 “sea, V”, 
 “amante, N”, 
 “de, S”, 
 “la D”, 
 “carne, N”, 
 “tiene, V”,  
“una, D”, 
 “carta, N”, 
 “bastante, R”, 
 “amplia, A”,  
“para, S”, 
 “elegir, V”, 
 “aunque, C”, 
 “ayer, R”, 
 “ no, R”, 
 “tenían, V”, 
 “chuletón, N”, 
72 Un modelo integrado de técnicas de aprendizaje de máquinas no supervisadas y ontologías 
para la detección automática de sentimientos desde una estructura gramatical simple en 
español. 
 





El siguiente paso es asignar a cada palabra del conjunto normalizado y etiquetado de 
palabras C(W)normpos su forma flexionada o su lema. Es decir, se agrupan las formas 
flexionadas de una palabra para que puedan ser analizadas como un solo elemento, 
identificado por el lema de la palabra, o forma de diccionario. 
 
En la Tabla 3-4 se muestra un ejemplo del proceso de lematización. 
 
Tabla 3-4: Ejemplo del proceso de lematización de palabras. 
Conjunto normalizado y etiquetado de 
palabras 
Conjunto normalizado , etiquetado y 
lematizado de palabras 
C2(W)normpos= 
 (“quien, P”, 
 “sea, V”, 
 “amante, N”, 
 “de, S”, 
 “la D”, 
 “carne, N”, 
 “tiene, V”,  
“una, D”, 
 “carta, N”, 
 “bastante, R”, 
 “amplia, A”,  
“para, S”, 
 “elegir, V”, 
 “aunque, C”, 
 “ayer, R”, 
 “ no, R”, 
 “tenían, V”, 
 “chuletón, N”, 
 “.”, F) 
 
C2(W)normposlem= 
 (“quien, P, quien”, 
 “sea, V,ser”, 
 “amante, N, amante”, 
 “de, S, de”, 
 “la, D, el”, 
 “carne, N, carne”, 
 “tiene, V, tener”,  
“una, D, uno”, 
 “carta, N, carta”, 
 “bastante, R, bastante”, 
 “amplia, A, amplio”,  
“para, S, para”, 
 “elegir, V, elegir”, 
 “aunque, C, aunque”, 
 “ayer, R, ayer”, 
 “ no, R, no”, 
 “tenían, V, tener”, 
 “chuletón, N, chuletón”, 
 “.”, F) 
 
La salida final de la capa de procesamiento de lenguaje natural es un conjunto C(W,E,L) 
formada por palabras etiquetadas y lematizadas que será el insumo para la siguiente capa 






3.4 Capa 2: Extracción de aspectos 
Para identificar y extraer los posibles aspectos de una entidad a partir de las opiniones 
ingresadas se utiliza un modelo semántico MS (Ver Figura 3.3). El modelo permite verificar 
si un conjunto de aspectos candidatos se encuentran en la terminología de un dominio 
específico con la ayuda de una ontología de dominio (sección 1.5) y una base de datos 
léxica (sección 2.2.1).  
 
Figura 3.3: Componentes del modelo semántico 
 
Nombre de la fuente: propia. 
Los aspectos que se extraen en esta capa son catalogados como aspectos explícitos 
(definición 3.6) e implícitos (definición 3.7). La entrada en esta capa es un conjunto de 
palabras etiquetadas y lematizadas C(W, E, L) el cual es analizada por el modelo 
semántico (ver Figura 3.3) que determina un conjunto de aspectos C(A) identificados como 
explícitos e implícitos.  
3.4.1 Identificación de aspectos candidatos. 
 
Teniendo en cuenta la definición de aspectos explícitos, bajo el contexto de esta propuesta, 
un aspecto candidato es una expresión nominal (definición 3.1) con categoría gramatical 
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Entonces a partir del conjunto de palabras (W), etiquetadas (E) y lematizadas (L) C(W,E,L) 
se seleccionan el conjunto de palabras (W) que tengan categoría gramatical nombre o 
sustantivo.  
3.4.2 Extraer aspectos con ontología. 
 
Según Peñalver-Martinez (2014) las ontologías proporcionan una representación 
estructurada y formal del conocimiento, con la ventaja de ser reutilizable y compartible. 
También proporcionan un vocabulario común dentro de un dominio y definen, con 
diferentes niveles de formalidad, el significado de los conceptos y las relaciones entre ellos.  
 
La idea anterior es utilizada en este trabajo para extraer aspectos de una opinión 
aprovechando los conceptos, individuos y relaciones de la ontología. Inicialmente se 
identifica y selecciona la ontología dependiendo del idioma y dominio que se esté 
analizando. Los aspectos candidatos se buscan en la ontología comparando cada una de 
las clases e individuos. Los candidatos que coincidan con la ontología se marcan como 
aspectos explícitos.  
 
Por ejemplo, si se tiene una ontología que modela el dominio de los hoteles (ver Figura 
3.4), esta ontología contiene conceptos e individuos relacionadas con el dominio. Si se 
tiene una opinión como “Mi estancia en el hotel Dann fue gratificante. Las habitaciones 
estuvieron estupendas”,  el modelo semántico podrá identificar inicialmente que “Hotel” es 
un aspecto ya que coincidió con una clase de la ontología. Luego podrá identificar 
habitación ya que está relacionada con Hotel en la Ontología.  
 
Por otra parte, si tuviéramos en el dominio del cine una opinión como “El transportador me 
gustó mucho, tenía muy buen sonido y grandes efectos” en este caso se podría revisar si 
“transportador” es un individuo de una ontología en el dominio de cine. Si es así entonces 
la clase Película será catalogada como un aspecto explícito. También lo serian sonido y 
efectos si aparecieran en la opinión, ya que estos conceptos estarán relacionados 







Figura 3.4: Un extracto de la ontología Hontology 
 
 
Nombre de la fuente: (Chaves, Larissa Freitas, & Renata Vieira., 2012) 
 
Formalmente dado una ontología O compuesta por conceptos 
CONCEPTOS=(c1,c2,c3,…,cn) e instancias INSTANCIAS=(i1,i2,i3,…,im) 
CI={CONCEPTOS,INSTANCIAS} y dado un conjunto lematizado y etiquetado de palabras 
C(W,E.L) donde E={sustantivo} entonces W es un aspecto explícito si existe un concepto 
ck o instancia ij lematizadas en O, donde k < n número de clases, j<m número de instancias, 
que coincida con W.  
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Figura 3.5: Proceso obtener clases e instancias de la ontología 
 
Nombre de la fuente: propia 
Figura 3.6: Extracción de aspectos por ontología. 
 







3.4.3 Extraer aspectos por similitud semántica 
Luego del proceso anterior, los sustantivos de las opiniones que no son encontrados en la 
ontología se someten a un proceso de similitud semántica con las clases de la ontología. 
En esta propuesta el cálculo de la similitud semántica se basa en el algoritmo de Wu & 
palmer que considera la posición de los conceptos c1 y c2 en una taxonomía con respecto 
a la posición del concepto común más específico entre los dos (c1, c2). Supone que la 
similitud entre dos conceptos es la función de la longitud y la profundidad de la trayectoria 
(Wu & Palmer, 1994) ver sección 2.2.2.  
 
Un ejemplo de taxonomía se muestra en la Figura 3.7 en donde están representados 
conceptos extraídos de la base de datos léxica WordNet en su versión en español del 
dominio de gastronomía. 
 
Figura 3.7: Un extracto de la base de datos léxica WordNet versión español 
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Para hallar la similitud se tiene en cuenta que la longitud (len) de un mismo concepto es 0, 
lso(c1,c2) es el ancestro común, depth(x) es la profundidad a partir de la raíz teniendo en 
cuenta que depth(raíz)=1. Por ejemplo si se quiere calcular la similitud semántica entre dos 
conceptos como “Almuerzo” y “Cena” y teniendo en cuenta la distancia de Wu & palmer 
Fórmula 3 sección 2.2.3 la profundidad desde la raíz hacia el ancestro más común(comida) 
es igual a dos (2) es decir depth(lso(“almuerzo”, “cena”)=2, la longitud es 2 es decir 
len(“almuerzo”, “cena”)=2 entonces simwp(“almuerzo”,”cena”)=0.667. 
 
En la Tabla 3.5 se puede observar la similitud semántica calculada entre el concepto 
“almuerzo” (c1) y los demás conceptos mostrados en la taxonomía de la Figura 3.7. 
  
Tabla 3-5: Ejemplo de cálculo similitud semántica entre dos conceptos 
Concepto Len(c1,c2) Depth(lso(c1,c2)) Simwp (c1,c2) 
Almuerzo 0 2 1 
Comida 1 2 0.8 
Cena 2 2 0.667 
Alimento 2 2 0.667 
Gastronomía 3 1 0.4 
Verdura 4 2 0.5 
Fruta 5 3 0.545 
Manzana 6 4 0.571 
Manzana Postre 7 5 0.588 
 
 
Para determinar si un candidato a aspecto se convierte a un aspecto explicito reconocido 
por el modelo semántico se calcula el puntaje de similitud semántica entre los candidatos 
y los conceptos de la ontología y se valida que el resultado sea mayor o igual a un umbral 
definido experimentalmente. 
 
Formalmente dado una Ontología O con conceptos CONCEPTOS=(c1,c2,c3,…,cn), una  






lematizado y etiquetado de palabras C(W,E,L) donde E={sustantivo} entonces W es un 
aspecto explícito si existe un concepto ck en O y una W en C(W,E,L) donde su similitud 
semántica sobre B es sim(ck,W)>umbral. En la Figura 3.8 se muestra el algoritmo utilizado 
para este proceso. 
 
El cálculo de similitud semántica se ha utilizado por (Poria, Chaturvedi, et al., 2016)  en AS 
a nivel de aspectos en inglés. Los autores proponen un método basado en LDA para 
agrupar aspectos según su categoría y utilizan la similitud semántica entre dos palabras 
para supervisar el proceso de agrupación.  
 
En (W. Zhang et al., 2012) se utiliza una medida básica de similitud para hallar aspectos 
explícitos a partir de una lista de aspectos etiquetados manualmente utilizando la base de 
conocimiento Hownet en chino. Según Zhang las palabras con una alta puntuación de 
similitud indican que podrían ser sinónimas. 
 
En esta tesis el cálculo de la similitud semántica es similar al empleado por Zhang con 
algunas diferencias fundamentales como ser aplicado sobre el lenguaje español, utilizar 
una medida basada en longitud y profundidad de una taxonomía lo que permite no solo 
buscar sinónimos sino conceptos más relacionados por su significado y adicionalmente 
relacionar los conceptos con una ontología de dominio previamente establecida. Cabe 
destacar que el enfoque de similitud semántica del modelo propuesto es el primero en ser 
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Figura 3.8: Extracción de aspectos por similitud semántica. 
 
 
Nombre de la fuente: propia. 
 
3.4.4 Extraer aspectos implícitos. 
 
En el marco de esta tesis para la extracción de aspectos implícitos en español se toman 
las mejores características obtenidas de la literatura en combinación con el uso de la 
ontología de dominio. Se utilizan técnicas de doble propagación junto con matriz de 
coocurrencias entre aspectos explícitos y palabras de opinión para determinar posibles 
aspectos implícitos(W. Zhang et al., 2012),(Y. Zhang & Zhu, 2013) y (L. Sun, Li, Li, & Lv, 
2014) 
 
En esta tesis se buscan aspectos implícitos para identificar un número mayor de aspectos 
que pueden aparecer en una opinión. Este proceso no se realiza en ningún enfoque en 







Los implícitos son buscados en aquellas opiniones u oraciones donde no exista un aspecto 
explícito. Para armar la matriz de coocurrencias se utiliza la técnica de doble propagación 
iniciando por los candidatos a aspectos basados en los conceptos de primer nivel de la 
ontología de dominio. 
 
El proceso propuesto para la identificación de los aspectos implícitos se resume así: 
 
 Selección de un corpus del dominio definido 
 
 Definición de una lista de semillas de expresiones de opinión  
 
 Definición de una lista de semilla de posibles aspectos explícitos a partir de los 
conceptos base de la ontología (primer nivel) 
 
 Proceso de doble propagación con semillas (palabras de opinión y posibles aspectos) 
para hallar más palabras de opinión y aspectos que se vean afectados por ellos. Este 
proceso se hace antes de realizar el análisis de sentimientos. 
 
 Proceso para cálculo matriz de coocurrencia entre aspectos y expresiones de opinión. 
Este proceso se hace antes de realizar el análisis de sentimientos. 
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Figura 3.9: Proceso de doble propagación para hallar aspectos implícitos 
 










Figura 3.10: Proceso para armar matriz de coocurrencia para hallar aspectos 
implícitos 
 
Nombre de la fuente: propia. 
 
Figura 3.11: Extracción de aspectos implícitos 
 
Nombre de la fuente: propia. 
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Cabe destacar que la salida de este componente de aspectos implícitos son los aspectos 
explícitos relacionados con los aspectos implícitos encontrados en la opinión. Por ejemplo 
si la opinión es “no recomendable”, el componente puede arrojar para esta opinión un 
aspecto explicito relacionado AE=”comida”. La relación de los aspectos implícitos se lleva 
en una lista aparte. 
3.5 Capa 3: Identificación sentimiento. 
 
En esta capa se selecciona cuáles son las expresiones que están relacionadas con los 
aspectos hallados en la capa anterior para posteriormente hallar su polaridad. Para lograrlo 
se propone utilizar dos técnicas: ventana deslizante y reglas gramaticales.  
 
El proceso de ventana deslizante se realiza con todas las opiniones contenidas en el texto 
y consiste en tomar la oración donde se encuentre el aspecto y establecer una ventana de 
longitud L de palabras a la derecha e izquierda del aspecto seleccionado. Con esta longitud 
de ventana se buscan las expresiones de opinión que puedan afectar al aspecto. En la 
literatura se han utilizado básicamente adjetivos (Taboada, Brooke, Tofiloski, Voll, & Stede, 
2011) como expresiones de opinión. Para este modelo se ha definido, a partir de 
experimentos realizados, que las expresiones de opinión cercanas al aspecto son adjetivos 
y adverbios (ver capítulo 5).  
 
La longitud de ventana por defecto determinada para este modelo es de dos (2) palabras. 
Este valor fue definido experimentalmente (ver capítulo 5) para el dominio de restaurantes. 
En la Figura 3.12 se puede observar las posibles expresiones de opinión (azul) a partir del 
aspecto (w3) con longitud de ventana igual a 5. 
Figura 3.12: Una longitud de ventana cinco (5) para detectar expresiones de opinión. 
 






Adicionalmente se utilizan reglas gramaticales para determinar si el sentimiento hallado 
está afectado ya sea por negación o atenuación. El manejo de la negación de esta 
propuesta es negación simple (Antònia Martí, Taulé, Teresa, Salud, & Jiménez-Zafra, 
2016).  
 
Formalmente: se tiene una opinión OP donde existe una palabra con categoría gramatical 
verbo (V) o una palabra con categoría gramatical adjetivo(A) y existe una palabra con 
categoría gramatical adverbio de negación RN, donde la palabra es "no" entonces a regla 
para hallar la afectación de la opinión por la negación es: 
 
Regla 1: Si existe una RN ubicado antes de un V o un A entonces NEGACION=TRUE 
Ejemplo 1: Por regla 1 dado la opinión OP= "no recomendable" y localizado el adjetivo  
A=”recomendable”, el adverbio RN="no" y como RN esta antes de V entonces  
NEGACION=TRUE 
Ejemplo 2: Por regla 1 dado la opinión OP="El servicio no se enteraba de nada" y 




La atenuación consiste en hallar la afectación del sentimiento por adverbios generales 
como “muy, bastante, demasiado” entre otros.  
 
Formalmente: se tiene una opinión OP donde existe una palabra con categoría gramatical 
adjetivo(A) y existe una palabra con categoría gramatical adverbio general RG, donde la 
palabra es "muy" o "bastante" o "demasiado" entonces la regla para hallar la afectación de 
la opinión por atenuación es: 
 
Regla 2: Si existe un RG ubicado antes de un A entonces ATENUACION=TRUE 
Ejemplo 1: por regla 2 dado la opinión OP=”El servicio siempre es correctísimo y la 
comida muy buena” y el adjetivo A=”buena”, adverbio RG=”muy” y como RG esta antes 
de V entonces: 
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Detectar cualquiera de estas dos situaciones (negación y atenuación) altera la clasificación 
del sentimiento en la capa posterior. La salida de esta capa será un conjunto de pares 
aspecto y expresión de opinión C(A,S). 
 
En la Tabla 3-6 se muestra la posible salida  de la opinión: “Las habitaciones grandes pero 
su mobiliario muy viejo. Se siente lúgubre. Las personas de la recepción muy amables. 
Piscina chévere.”. 
 
Tabla 3-6: Ejemplo de expresión de opinión 
 




Habitación Grandes, viejo  
Mobiliario Grandes, viejo Atenuación (muy) 
* Lúgubre  
Recepción Amable Atenuación (muy) 
Piscina chévere  
 
En esta capa cabe anotar que se puede encontrar una expresión sentimental sin la 
compañía de un aspecto. En el ejemplo se muestra el caso de “Lúgubre”. Este caso se 
aborda como aspecto implícito. 
 
La salida final de la capa de identificación de sentimiento es un conjunto de aspectos con 
sus expresiones de opinión C(A, S) que será el insumo para la siguiente capa como se 
muestra en la Figura 3.1. En este conjunto de aspectos están los hallados por ontología, y 
similitud semántica. Los implícitos se llevan en una lista aparte. 
 









Figura 3.13: Extracción de expresiones de opinión 
 
 
Nombre de la fuente: propia.  
3.6 Capa 4: Clasificación de sentimientos 
 
A partir de la revisión de la literatura y la caracterización realizada en la sección 2.3, en 
esta tesis se utiliza una técnica no supervisada para clasificación de sentimientos. Esta 
técnica se basa en la medida de asociación, conocida como Punto de información Mutua 
(PMI), que permite determinar la orientación semántica de las expresiones de opinión y los 
aspectos a través de la selección adecuada de semillas de sentimientos y un corpus de 
dominio.  
 
El PMI de dos palabras, w1 y w2, se obtiene mediante la probabilidad de que las dos 
palabras aparezcan juntas divididas por las probabilidades de cada palabra en forma 
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individual. Esto fue inicialmente usado por Turney (2002) en el análisis de sentimientos 
para calcular la orientación semántica de una frase utilizando las semillas “Excellent” y 
“Poor”. Aquí Turney utilizaba para la probabilidad los “hits” o el número de veces en que la 
frase aparecía junta a las semillas luego de una búsqueda Web (buscador AltaVista) sobre 
el total de palabras (N) en la Web (ver sección 2.3).  
 
En el modelo propuesto en esta tesis se realiza el cálculo del PMI para un análisis de 
sentimientos a nivel de aspectos teniendo en cuenta el aspecto, la expresión de opinión y 
un conjunto de semillas. Para calcular el número de “hits” se reemplaza el buscador por el 
conteo de ocurrencias y coocurrencias en un corpus de dominio formado por opiniones sin 
etiquetado. El PMI utilizado tiene en cuenta solo los valores positivos (Levy et al., 2015) y 
los valores irregulares que se presentan se manejan con un factor de equilibrio. 
 
Para el cálculo del PMI, se toma cada expresión de opinión 	7 y se calcula su frecuencia 	78 solamente en el conjunto de opiniones en donde aparece el aspecto A. Lo mismo 
se hace para cada semilla  3958 y las coocurrencias entre las dos 3	7, 958. Con estos 
valores se obtiene un PMI mayor que cero.  
 
En el contexto del modelo propuesto el 8 será el valor más alto de PMI entre expresión 
de opinión y semilla. Formalmente se tiene un conjunto n de expresiones de opinión :; = , un conjunto de m semillas <; = 0 y el aspecto A, entonces el punto de información 
mutua 8  positivo en un subconjunto de opiniones del corpus donde se encuentre A 
entre :;		<;	será el valor más alto entre la concurrencia de cada semilla yj y la expresión 
sentimental xi. Ver  Fórmula 10.  	
13X>, Y>5=max BC
CDlog2E	  F	-, GH1	-1 FGH1	I JK
KL 	






En el cálculo anterior, se dan casos en que el conteo de la expresión de opinión y la semilla 
es poco frecuente junto al aspecto A. Para abordar este caso se calcula ahora el PMI entre 
la expresión de opinión y cada semilla en todo el corpus, y se ajusta con la frecuencia de 
la expresión de opinión como factor de equilibrio para prevenir valores irregulares. Esto se 
puede observar en la Fórmula 11.  
 
13X>, Y>5=max BC
CDlog2E	  F	-, GH	-  FGH 	I ∗ 	- 	JK
KL  
Fórmula 11. Punto de información mutua positivo cuando existen valores poco 
frecuentes. 
El conjunto de semillas definidas para este trabajo fueron cinco (5) palabras que 
representan una disposición emocional hacia positivo, negativo y neutro. Las palabras 
(semillas) seleccionadas para positivo son “excelente” y “bueno”, para negativo “malo” y 
“pésimo” y para neutro “indiferente”.  
 
Entonces para el cálculo de la polaridad de cada aspecto se calcula el PMI entre cada 
expresión de opinión con las cinco semillas. De allí se obtiene el valor de PMI más alto. Si 
el PMI más alto corresponde a las semillas “excelente” y “bueno” la polaridad es positiva. 
Si el PMI más alto es de la semilla “malo” y “pésimo” la polaridad es negativa. En caso 
contrario la polaridad seria neutra. 
 
En el anterior proceso si es encontrada una atenuación o una negación se cambia la 
polaridad dada inicialmente. Si es atenuación se aumenta en una categoría (bueno por 
excelente) y si es negación se cambia la polaridad (excelente por pésimo). Para el caso 
de un aspecto implícito se toma la expresión nominal hallada con el aspecto explicito 
relacionado para el cálculo de PMI.  
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A medida que el modelo reciba más opiniones estas se guardan en el corpus de opiniones 
ajustando los valores del PMI. Adicionalmente el aspecto, la expresión de opinión y la 
polaridad serán almacenadas en una base de datos asociada con la opinión. 
 
La salida final de la capa de clasificación de sentimiento es un conjunto de aspectos con 
su expresión de opinión y su polaridad asociada C(A, S, P) que será la salida final del 
modelo.  
 
Las Figuras 3.14, 3.15, 3.16 y 3.17 muestran los algoritmos utilizados para este proceso. 
 
Figura 3.14: Cálculo del  de un aspecto explícito y expresión de opinión. 
 












Figura 3.15: Cálculo del  de un aspecto implícito 
 
Nombre de la fuente: propia.  
Figura 3.16: Cálculo del  de un aspecto explícito poco frecuente y expresión 
de opinión. 
 
Nombre de la fuente: propia.  
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3.7 Conclusiones del capítulo 
 
En este capítulo se presentó el modelo general de la solución propuesta. El modelo 
propuesto integra  técnicas de aprendizaje de máquina no supervisada y ontologías para 
realizar un análisis de sentimientos a nivel de aspectos en español. 
 
El modelo consta de cuatro capas: 
i) Capa de procesamiento de lenguaje natural  donde se recibe una o varias EGS 
y cuya salida es un conjunto de palabras etiquetadas y lematizadas. 
ii) Capa de extracción de aspectos que tiene como finalidad identificar las 
características (aspectos)  más importantes del texto a partir del uso de 
ontologías y similitud semántica. 
iii) Capa de identificación de sentimientos que selecciona cuáles son las 
expresiones que están relacionadas con los aspectos.  
iv) Capa de clasificación de sentimientos  que determina la polaridad o sentimiento 














4. Arquitectura y diseño del prototipo propuesto 
Este capítulo presenta los componentes que conforman la arquitectura del software 
AspectSA desarrollado en el marco de esta tesis, que implementa el modelo definido en el 
capítulo anterior. Este permite la validación experimental del modelo propuesto. 
Adicionalmente, se especifican los elementos de diseño que se contemplaron en la 
programación de dicho sistema (software), donde se destacan los diagramas de paquetes 
y clases. Este capítulo satisface el tercer objetivo de esta tesis, el cual indica: Implementar 
un prototipo basado en las técnicas seleccionadas donde se desarrollarán componentes 




La arquitectura general del sistema AspectSA desarrollado para la validación del modelo 
propuesto en el capítulo 3, se presenta en la Figura 4.1. En esta figura se puede observar 
la relación que tiene la arquitectura con cada de las capas del módulo propuesto en el 
capítulo 3.  
 
La arquitectura muestra cuatro (4) componentes: El procesador del lenguaje, extractor de 
aspectos, el identificador de sentimientos y clasificador de sentimientos. 
 
En términos generales el sistema inicia su funcionamiento cuando el usuario ingresa un 
conjunto de opiniones de acuerdo a las condiciones establecidas en la sección 2.1. Con el 
conjunto de opiniones ingresadas el componente procesador del lenguaje realiza 
inicialmente una segmentación que consiste en identificar el número de oraciones 
entrantes. Luego cada oración se separa en palabras (ver sección 3.3.1).  
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Figura 4.1: Arquitectura general del modelo propuesto 
 
 
Nombre de la fuente: propia.  
 
El resultado es enviado a la siguiente etapa que se encarga de normalizar el texto. Lo que 
se hace aquí es pasar a minúscula todas las palabras, borrar todos los símbolos y por 
último verificar que cada oración dentro del conjunto de sentencias termine en un punto.  
 
El siguiente paso es enviar cada una de las oraciones al componente externo Freeling que 
se encarga de hacer el proceso de etiquetado gramatical (PosTagger) y lematización. 
Estos datos procesados son enviados al componente extractor de aspectos. 
 
 
El componente extractor de aspectos es el encargado de la extracción de los aspectos 
explícitos e implícitos de las opiniones. Lo anterior se realiza en tres etapas. La primera 
etapa busca aspectos explícitos en cada oración por intermedio de una ontología de 
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dominio tomando aquellas palabras con categoría “sustantivo” y buscando su respectiva 
coincidencia léxica entre las clases e individuos de la ontología. La siguiente etapa busca 
más aspectos explícitos a partir de aquellas palabras “sustantivos” que no se encontraron 
en la ontología, para esto se realiza un proceso de similitud semántica (sección 3.4.3) a 
partir de consultas a una base de datos léxica basada en Wordnet MCR (Gonzalez-Agirre 
& Rigau, 2013).En la última etapa se buscan aspectos implícitos en las oraciones donde 
no existe un aspecto explícito. Para esto se construye una matriz de coocurrencia entre 
posibles aspectos explícitos y expresiones nominales a partir de un proceso de doble 
propagación y el acceso a un corpus de dominio (ver sección 3.4.4). 
 
Con la salida del componente anterior, el componente identificador de sentimientos toma 
la lista de aspectos explícitos y busca las expresiones de opinión cercanas a él con una 
ventana deslizante (ver sección 3.5) de longitud dos (definida experimentalmente para el 
dominio de restaurantes ver capítulo 5). Las expresiones de opinión serán las palabras con 
categoría gramatical adverbio y adjetivo cercanas al aspecto. Aquí es posible que el 
aspecto no tenga una expresión asociada, ya sea porque está por fuera de la ventana o 
no aparezca dentro de la opinión. En este caso se marcan sin expresión de opinión y nos 
son procesados por el siguiente componente. 
 
Finalmente el componente clasificador de sentimientos obtiene una lista de aspectos 
explícitos con sus respectivas expresiones de opinión y una lista de aspectos implícitos. 
En este componente se define una lista de semillas de sentimientos (“excelente”, “bueno”, 
“malo”, “pésimo”, “indiferente”) para que junto con el aspecto y las expresiones de opinión 
se calcule la polaridad del aspecto utilizando la medida de asociación adaptada al aspecto 1 (ver sección 3.6). Para la polaridad de los implícitos solo se toman las semillas y 
cada aspecto implícito para el cálculo del PMI. 
 
El resultado final de los aspectos con su respectiva polaridad es mostrado al usuario para 
su respectiva interpretación.  
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4.2 Esquema funcional de AspectSA 
En esta sección se analizará la herramienta prototipo AspectSA, vista bajo el esquema 
funcional de la interfaz de usuario. En la Figura 4.2 se muestra la interfaz general del 
sistema. 
 
La primera función que ofrece AspectSA, está representada en la adopción de cualquiera 
de los dos dominios diferentes (restaurantes y hoteles) que han sido desarrollados como 
dominios de prueba. Para cada dominio es necesario una ontología y un corpus de 
opiniones. El usuario para definir el dominio a trabajar debe presionar el botón configurar 
y allí podrá cambiar el dominio y la longitud de ventana deslizante. 
 
Figura 4.2: Interfaz general del sistema AspectSA 
 
Nombre de la fuente: propia.  
Una vez definido el dominio en el cual va a trabajar AspectSA, el usuario debe proporcionar 
las opiniones que serán procesadas. Se deben escribir en el campo opinión un texto en 
español que contenga desde una a varias opiniones separadas por punto.  
 
Después de digitar el texto el usuario debe presionar el botón procesar para que AspectSA 
inicie el análisis de sentimientos. 
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Cuando el sistema termina el proceso, los resultados se muestran en cada uno de los 
campos de textos situados por debajo de los botones. En el texto de Preproceso se 
mostrará el resultado del componente Procesador de lenguaje, en el campo Aspectos se 
mostrará el resultado del componente Extractor de aspectos y en el campo Aspectos 
Polaridad se mostrará el resultado de los componentes Identificador y Clasificador de 
sentimientos. 
 
En las secciones siguientes se dará una descripción de los principales componentes que 
conforman cada módulo de AspectSA y se describirá además, cómo la arquitectura de los 
módulos interactúa con los sistemas externos para llevar a cabo el proceso final. 
4.2.1 Diseño e implementación del módulo Procesador lenguaje 
 
Este módulo se encarga de analizar el texto de entrada y producir una lista de palabras 
etiquetas y lematizadas. En la Figura 4.3 se muestra el diagrama de paquetes que incluye 
las relaciones entre las clases de este componente. 
 
Figura 4.3: Diagrama de paquetes del módulo Procesador de lenguaje 
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En la Figura 4.3 se puede observar que en este módulo participan cuatro paquetes: 
Control, Preprocessing, ProcPLN y Freeling. 
 
En el paquete Control se manejan las clases AdminSA, Main, FormConf y Outcome. 
AdminSA es la clase controladora principal que recibe los datos de entrada que se han 
capturado por la clase Main a partir de una interface gráfica independiente. Esta clase 
(AdminSA) estará presente durante todo el proceso y guardará la salida final por intermedio 
de objetos de la clase Outcome. Estos datos iniciales cumplen todos los requisitos 
presentados en el modelo del capítulo 3. 
 
La clase Main recibe el texto y valida si existe por lo menos una opinión escrita. Para el 
sistema cada opinión termina en un punto. Luego de verificar si hay una opinión, la clase 
Main envía el texto escrito a un objeto de la clase AdminSA. Cabe resaltar que el sistema 
recibe los textos aún si están mal escritos, lo que puede ocasionar errores en la adquisición 
de los aspectos y polaridad más adelante. 
 
En AdminSA se utiliza un objeto de la clase AJustText para realizar la segmentación (dividir 
todo el texto en oraciones y las oraciones en palabras) y la normalización (que consiste en 
básicamente pasar a minúscula, borrar todos los símbolos y colocar por cada oración el 
símbolo punto). 
 
Luego se utiliza un objeto de la clase AnalizeText que se encarga de todo el proceso 
restante de este componente. Este objeto invoca al método posTagger() en donde se 
realiza la conexión con el paquete Freeling. En el método posTagger() se utiliza un objeto 
de la clase HmmTager del paquete Freeling para realizar el proceso de etiquetado y 
lematizado. Freeling es una librería de código abierto, externa al sistema, para el 
procesamiento multilingüe automático, proporciona una gama de servicios de análisis 
lingüístico para diversos idiomas (Padró & Stanilovsky, 2012). En esta tesis, se seleccionó 
las librerías de Freeling en su versión 4.0 por su gran robustez en este tipo de procesos 




El objeto HmmTagger abstrae un etiquetador basado en un modelo oculto de Markov que 
asigna la etiqueta más probable para la palabra, basada en asignar etiquetas para una 
oración como un todo, en lugar de buscar una etiqueta para cada palabra por separado.  
Para la asignación de la etiqueta, Freeling se basa en un archivo que contiene los datos 
estadísticos para el modelo de Markov, más algunos datos adicionales para suavizar los 
valores faltantes, probabilidades iniciales, probabilidades de transición, probabilidades 
léxicas, entre otras.  
 
Dentro del método posTagger, Freeling hace sus propios procesos de segmentación y 
división por intermedio de las clases Tokenizer y Splitter. Luego prepara el etiquetado 
configurando algunos valores esenciales por intermedio de la clase MacoOptions. En el 
proceso final la clase HmmTager (tg) se invoca al método analize() enviando como 
parámetro una lista de palabras (ListWord). Después el resultado de cada oración es 
almacenado en una lista de objetos de la clase OutPLN. En la Figura 4.4 se puede apreciar 
las líneas de código que implementan el método posTAgger() de este componente en Java. 
 
Figura 4.4: Partes del método posTagger de la clase AnalizeText 
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Con respecto a la clase FormConf esta permite cambiar la configuración inicial del sistema 
que esta con valores por defecto para el dominio de restaurante y longitud de ventana igual 
a dos (2). 
4.2.2 Diseño e implementación del módulo Extractor de aspectos 
En este módulo se identifican y extraen los aspectos a partir de la entrada de una lista de 
opiniones que están guardadas en objetos de la clase OutPLN (palabras, lemas y sus 
etiquetas). En la Figura 4.5 se muestra el diagrama de paquetes que incluye las relaciones 
entre las clases de este componente. 
 
Figura 4.5: Diagrama de paquetes del módulo Extractor de aspectos 
 
Nombre de la fuente: propia.    Otros paquetes 
 
Desde la clase AdminSA se usa un objeto de la clase FindAspect que invoca el método 
obtenerDatosOntologia (ver algoritmo 1 sección 3.4.2). Este método obtiene una lista de 
conceptos (clases de la ontología) cada una relacionada con una lista de individuos de la 
ontología. El conjunto de clases y sus respectivos individuos se almacenan en una lista de 
objetos de la clase OntologyClass. 
 
Posteriormente con el objeto de tipo FindAspect se invoca al método extraerAspectos (ver 





OntologyClass y la lista de OutPLN. El resultado de este proceso es un conjunto de 
aspectos explícitos según la definición del modelo del capítulo tres (3) que se almacena 
en una lista de objetos de la clase OutCome. Un objeto de la clase OutCome almacenará 
cada aspecto junto con las expresiones de opinión y su polaridad. 
  
Luego del anterior proceso el sistema busca ahora más aspectos aplicando el proceso de 
similitud semántica. Para este proceso se utilizó la base de conocimiento léxico multilingüe 
(MCR) de amplia cobertura basada en Wordnet. MCR integra seis versiones diferentes de 
la Wordnet inglés (de 1.6 a 3.0) y también Wordnets en castellano, catalán, e italiano, junto 
a más de un millón de relaciones semánticas entre conceptos así como propiedades 
semánticas de diferentes ontologías. Cabe resaltar que para el sistema propuesto se 
descarga la base de datos con toda la información necesaria para acceder a MCR. En la 
Figura 4.6 se puede ver la estructura de la base de datos para el MCR. 
 
Figura 4.6 Estructura de la Base de Datos para el MCR y el WEI. 
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Para este proceso se toma la colección de objetos de la clase OutPLN y se obtienen 
aquellas expresiones con etiqueta sustantivo de cada opinión que no fueron catalogados 
como aspectos en el proceso anterior. Es decir, que no se encontraron en la ontología. 
Luego se utiliza un objeto de la clase Similarity para invocar al método similitudSemantica 
(ver algoritmo 3 sección 3.4.3) que retorna una lista de palabras consideradas aspectos 
cuando el cálculo de la similitud sea más alto que un umbral. Para el cálculo de la similitud 
semántica basada en MCR se utilizó la Medida de Wu & palmer que es adecuada para el 
trabajo con la taxonomía seleccionada y depende de la longitud y profundidad de los 
conceptos (ver sección 2.2.2).  
 
El acceso a MCR se realiza por intermedio de un objeto de la clase SimlitudWordnet que 
invoca al método buscarSynset para hallar el conjunto de sinónimos (Synset) de una 
palabra y al método obtenerHiperonimos que obtiene todos los conceptos más generales 
de un Synset (los conceptos superiores en una relación taxonómica es_un). Los Synset 
hallados de un concepto vienen en un dominio particular (gastronomía, comida, 
construcción, entre otras) según la estructura de Wordnet. Con los Synset e Hiperónimos 
hallados se calcula la distancia entre cada concepto y se halla el concepto hiperónimo 
común que permite calcular la similitud semántica. En la Figura 4.7 se muestra la consulta 
a la base de datos en el método buscarSynset y en la Figura 4.8 se muestra la consulta 
realizada por el método obtenerHiperonimos. 
 
El último proceso realizado en este módulo es buscar si existen aspectos implícitos. De 
acuerdo a la sección 3.4.4 los aspectos implícitos se obtendrán de aquellas opiniones 
donde no se halla identificado algún aspecto explícito en los procesos anteriores.  
 
Para hallar los aspectos implícitos es necesaria la invocación de dos procesos por fuera 
del sistema AspectSA. El primero tiene como insumo una lista de objetos de clases de la 
ontología y utiliza la técnica de doble propagación para hallar las expresiones nominales 
cuya etiqueta sea adjetivo, adverbio y verbo que estén relacionados con el aspecto. Para 
saber si están relacionados se toman las expresiones nominales que aparezcan en una 




Figura 4.7: Consulta para obtener los Synset en MCR desde el método buscarSynset 
 
Nombre de la fuente: propia.  
Figura 4.8: Consulta para obtener los Hiperónimos en MCR desde el método 
obtenerHiperonimos 
 
Nombre de la fuente: propia.  
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Esta técnica de doble propagación (algoritmo 4 de doblepropagacion sección 3.4.4) se 
aplica en un corpus de opinión de más 50000 opiniones donde se inicia primero con los 
aspectos para hallar las expresiones nominales. Cuando el proceso termina se empieza 
por las expresiones nominales halladas y se busca una relación con palabras que sean 
sustantivos en la opinión. El proceso termina cuando no existe un aspecto nuevo o una 
expresión nueva.  
 
 Con la lista de aspectos y las expresiones se construye una matriz de coocurrencia 
(algoritmo 5 matrizCoocurrencia sección 3.4.4), donde aparece el aspecto junto con la 
expresión nominal en cada opinión del corpus. Al final se tiene una matriz de aspectos y 
expresiones nominales donde se tienen la cantidad de veces en que aparecen juntas en 
el corpus. En la Figura 4.9 se puede apreciar un ejemplo del resultado del proceso donde 
aparece el aspecto “comida” en el dominio de restaurantes separado con las expresiones 
nominales por el símbolo “#” y la cantidad coocurrencias entre el aspecto y la expresión 
nominal. Por ejemplo el aspecto “comida” aparece con la expresión “inmejorable” 150 
veces en el corpus. 
Figura 4.9: Ejemplo de la matriz de coocurrencias para el aspecto “comida” 
 
Nombre de la fuente: propia.  
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Con el resultado de los dos procesos se hallan ahora los aspectos implícitos de una opinión 
utilizando la clase ImplicitAspect e invocando al método obtenerImplicito (algoritmo 6 
sección 3.4.4). 
4.2.3 Diseño e implementación del módulo Identificador de 
sentimientos 
 
En este módulo se hallan las expresiones de opinión que están relacionadas con los 
aspectos hallados en el módulo anterior. En la Figura 4.10 se muestra el diagrama de 
paquetes que incluye las relaciones entre las clases de este componente. 
 
Figura 4.10: Diagrama de paquetes del módulo Identificador de sentimientos 
 
 
Nombre de la fuente: propia   Otros paquetes 
 
Un objeto de la clase AdminSA tiene acceso a las opiniones que se encuentran 
almacenadas en una lista de objetos OutPLN. Cada objeto OutPLN representa una opinión 
desglosada con cada palabra, lemma y etiqueta. Adicionalmente el objeto de AdminSa 
tiene acceso a la lista de aspectos del proceso anterior almacenados en una lista de 
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Para identificar las expresiones de opinión, en la clase PolarityClass se crea un objeto de 
la clase SearchSentiment. La clase SearchSentiment es la encargada de hallar las 
expresiones de opinión relacionadas con cada aspecto explicito identificado en el módulo 
anterior. Para esto el objeto creado de la clase SearchSentiment invoca al método 
obtenerExprOpinion ( algoritmo 7 de la sección 3.5) el cual tiene como entrada la lista de 
objetos Outcome (aspectos) y una lista de objetos OutPLN (opiniones). 
  
Lo que primero que se realiza es buscar la posición que tiene el aspecto en la opinión que 
lo contiene. Luego con cada opinión (cada objeto de OutPLN) se buscan las expresiones 
nominales con etiquetas adverbio y adjetivo (definidos experimentalmente) que estén 
sobre una ventana deslizante de una longitud variable (ver sección 3.5). Para este sistema 
se seleccionó una longitud de ventana igual a dos (2) según los resultados experimentales 
realizados en el capítulo 5 en el dominio de restaurante.  
 
Adicionalmente en el proceso de búsqueda de las expresiones de cada aspecto se detecta 
si la opinión está afectada por negación o atenuación por intermedio de las reglas 
gramaticales propuestas en la sección 3.5.  
 
En este punto se tienen una lista de aspectos explícitos junto con su conjunto de 
expresiones de opinión. Una lista de aspectos implícitos relacionada con su aspecto 
explícito. Todos estos aspectos quedan almacenados en la colección de objetos de la clase 
Outcome. 
4.2.4 Diseño e implementación del módulo Clasificador de 
sentimientos 
 
En este módulo se determina la polaridad (positiva, negativa o neutral) de cada uno de los 
aspectos explícitos e implícitos teniendo en cuenta las expresiones de opinión halladas en 
el módulo anterior. En la Figura 4.11 se muestra el diagrama de paquetes que incluye las 





Figura 4.11: Diagrama de paquetes del módulo Clasificador de sentimientos 
 
 
Nombre de la fuente: propia   Otros paquetes 
 
La clase AdminSA crea un objeto de la clase PolarityClass para invocar al método 
calPolaridad() el cual tiene como entrada el conjunto completo de aspectos en OutCome y 
un objeto de la clase ConnectionBD el cual da acceso al corpus de dominio.  
 
Inicialmente se identifican de cada objeto OutCome a los aspectos explícitos. De cada 
aspecto explicito se obtienen las expresiones de opinión y junto con las palabras semillas 
de sentimiento (5 palabras ver sección 3.6), se invoca  al método pmiAspExpOp (algoritmo 
8 sección 3.6) el cual arrojará un resultado de PMI para cada aspecto ASP, expresión de 
opinión EOP y semilla.  
 
Si los valores de PMI retornados son irregulares (PMI<=0) entonces se invoca al método 
pmiAspPocoFrec (algoritmo 10 sección 3.6) solo con las expresiones de opinión y semillas. 
Finalmente el valor más alto de PMI de cada semilla se impone y es el que determinara la 
polaridad. Si el PMI más alto corresponde a las semillas “excelente” y “bueno” la polaridad 
es positiva. Si el PMI más alto es de la semilla “malo” y “pésimo” la polaridad es negativa. 
En caso contrario la polaridad seria neutra. 
  
Para los aspectos implícitos es similar. Se identifican de cada objeto OutCome a los 
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un ciclo controlado por el conjunto de semillas al método   pmiAspImpli (algoritmo 9 sección 
3.6). 
 
Los resultados de la polaridad de cada aspecto se guardan en Outcome quedando 
completa la salida del sistema como una lista de objetos que contiene aspectos, 
expresiones de opinión y polaridad. Finalmente se invocan a los métodos manejoNegacion 
y manejoatenuacion para cambiar la polaridad del aspecto si se han activado las variables 
NEGACION y ATENUACION según las reglas definidas en la sección 3.5. 
 
En la Figura 4.12 se puede apreciar el diagrama de paquetes completo del sistema, donde 
se observa las relaciones entre cada una de las clases. 
 




Nombre de la fuente: propia 
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4.3 Conclusiones del capítulo 
 
En este capítulo se presentaron los diagramas de clases, diagrama de paquetes y los 
componentes que conforman la arquitectura para satisfacer el modelo propuesto en el 
capítulo 3.  
 
La arquitectura muestra cuatro (4) componentes:  
i) Procesador del lenguaje encargado de analizar el texto de entrada y producir 
una lista de palabras etiquetas y lematizadas. Este componente está 
relacionado con la capa 1 del modelo. 
ii) Extractor de aspectos que identifica y extrae los aspectos a partir de la entrada 
de una lista de opiniones. Este componente está relacionado con la capa 2 del 
modelo. 
iii) Identificador de sentimientos que halla las expresiones de opinión que están 
relacionadas con los aspectos. Este componente está relacionado con la capa 
3 del modelo. 
iv) Clasificador de sentimientos que determina la polaridad (positiva, negativa o 
neutral) de cada uno de los aspectos explícitos e implícitos teniendo en cuenta 

















5. Validación del modelo. 
 
En este capítulo se presenta la evaluación del modelo propuesto en el capítulo 3, para ello, 
se hace uso del prototipo desarrollado en esta tesis. Asimismo, se identifican las fortalezas 
y debilidades de dicho modelo. Particularmente, se registran los resultados de 
experimentación realizados que se enfocan en valorar la extracción de aspectos y la 
clasificación de sentimientos. Las medidas a utilizar son precisión, exhaustividad, F1 y 
exactitud. Con este capítulo se pretende satisfacer el cuarto objetivo que indica: Evaluar el 
modelo integrado utilizando casos de prueba para la determinación de fortalezas y 
debilidades del mismo.  
5.1 Introducción 
 
Las medidas de evaluación que se utilizan en gran parte de los sistemas de análisis de 
sentimientos son: precisión, exhaustividad, medida F1 y exactitud. La medida precisión es 
la fracción de observaciones clasificadas correctamente sobre todas las predicciones 
clasificadas como positivas. La medida exhaustividad es la fracción de observaciones 
clasificadas correctamente como positivas, sobre todas las observaciones positivas. La 
precisión y el exhaustividad pueden combinarse para producir una sola métrica conocida 
como medida F1, que es la media armónica ponderada de precisión y exhaustividad. La 
exactitud es el numero de predicciones correctas divididas por el numero de predicciones 
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Tabla 5-1: Medidas de evaluación utilizadas para análisis de sentimientos. 
Medida Fórmula 
Precisión N N + P⁄  
Exhaustividad N N + P/⁄  
F1 1 + ST2 ∗ U--*V ∗ 	ℎW.-X-YY. ST ∗ U--*V + 	ℎW.-X-YY. ⁄  
Exactitud N + N/ N + P + N/ + P/⁄  
 
Las medidas dependen de los valores de TP (verdadero positivo), FP (falso positivo), TN 
(verdadero negativo) y FN (falso negativo). TP son las instancias clasificadas 
correctamente como positivas, FP, son las instancias clasificadas erróneamente como 
positivas y de la misma manera para las instancias negativas, FN, son las instancias 
clasificadas erróneamente como negativas y TN son las clasificadas correctamente como 
negativas. El valor de S es tradicionalmente igual a uno porque se le da la misma 
ponderación (o importancia) a precisión y exhaustividad. 
 
Adicionalmente a las métricas se debe elegir el método que permite ponderarlas. Dentro 
de los métodos estan: “Micro-average” y “Macro-average”. En el método Micro-average se 
resumen los positivos individuales, los falsos positivos y los falsos negativos del sistema 
para los diferentes conjuntos y se aplican para obtener las estadísticas. En el método 
Macro-average se toma el promedio de la precisión y el exhaustividad del sistema en 
diferentes conjuntos. En la Tabla 5-2 se muestra el cálculo de la precisión en los dos 
métodos para solo tres opiniones. 
 
Tabla 5-2: Métodos de ponderación utilizados para análisis de sentimientos 
Método Formula 
Micro-average N1 + N2 + N3 N1 + P1 + N2 + P2 + N3 + P3⁄  
Macro-average U--*V*-V1 + U--*V*-V2 + U--*V*-V3 3⁄  
 
Por ejemplo si desea calcular la precisión en la extracción de aspectos de las opiniones 
op1=“El ambiente es excelente y la carta es variada”, op2=”El servicio es deficiente pero 
la comida es buena” y op3=”La carne exquisita”. De la op1 existen 2 aspectos (ambiente y 
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carta), de la op2 existen 2 aspectos (servicio, comida) y de la op3 existe un solo aspecto 
(carne). Si el sistema identifica para la op1 un aspecto correcto y 1 aspecto incorrecto, 
entonces se tiene un TP1=1 y un FP1=1. Si el sistema identifica para la op2 los dos 
aspectos correctos, entonces TP2=2 y FP2=0. Si el sistema identifica para la op3 1 aspecto 
correcto entonces TP3=1 y FP3=0. En la Tabla 5.3 se muestran los resultados de la 
precisión en los dos métodos. 
 
Tabla 5-3: Cálculo de precisión en la extracción de aspectos usando los métodos de 
ponderación  
Método Formula 
Micro-average 1 + 2 + 1/1 + 1 + 0 + 2 + 1=80% 
Macro-average 50 + 100 + 100 3⁄ =83.3% 
 
 
En el contexto de esta tesis se utiliza para valorar la extracción de aspectos la medida F1. 
Para la clasificación de sentimientos se utiliza la exactitud. Las medidas de evaluación, 
precisión y exhaustividad se utilizan en los dos procesos para ver el comportamiento más 
detallado de cada experimento. Para promediar los valores se utiliza el método “Micro-
average”. 
 
Las medidas de evaluación y método de ponderación escogidos en esta tesis para valorar 
el sistema fueron seleccionados básicamente porque son utilizados en gran parte de la 
literatura, lo que permite comparar los resultados obtenidos con sistemas similares en el 
mismo conjunto de datos (corpus), los mismos procesos y el mismo lenguaje.  
 
A partir de lo anterior, para validar el sistema propuesto se realizaron una serie de 
experimentos tomando como referencia el corpus de la tarea 5 referente a AS basado en 
aspectos (Aspect-Based Sentiment Analysis) de la edición 2016 de SemeEval 
(International Workshop on Semantic Evaluation) una organización que realiza, a modo de 
competencia, continuas evaluaciones de sistemas computacionales de análisis semántico. 
Específicamente, se abordó la subtarea 1 (SB1) en el dominio de restaurantes en español 
(Pontiki et al., 2016). 
.  
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La subtarea SB1, a su vez, está dividida en 3 subtareas, denominadas slots. El slot1 
consiste en detectar la categoría-aspecto de una opinión. Cada categoría está compuesta 
por un par entidad (E), atributo(A) representado por E#A. Se proporciona una lista de un 
total de 12 categorías (ver Tabla 5.4). El slot2 consiste en detectar la expresión destino de 
la opinión (Opinion Target Expression, OTE) de un par E#A, esto es, la expresión 
lingüística usada en la opinión para referenciar a la entidad (E) y el atributo (A). Pueden 
haber opiniones para los que el OTE sea nulo.  
 
Existe una tarea que agrupa el slot1 y el slot2 que consiste en detectar las categorías 
existentes en la opinión y asignarles su correspondiente OTE. Esta tarea se denomina 
slot1,2. En el slot3 se debe determinar la polaridad (positiva, negativa, neutra) de cada 
OTE. 
 















Por ejemplo para la opinión op1=”Para niños croquetas buenísimas y hamburguesas de 
buena calidad”, el resultado para slot1 es “FOOD#QUALITY”, para el slot2 es “croquetas, 
hamburguesas” y para el slot3 “positiva, positiva”. 
 
Para los experimentos del sistema propuesto se han abordado las siguientes subtareas: la 
subtarea que trata los slot1 y slot2 de manera conjunta (slot1,2); la subtarea 
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correspondiente al slot2(extracción de aspectos); y finalmente, la subtarea correspondiente 
al slot3(clasificación de sentimientos). Para esto, se ha usado el corpus de la tarea que 
consta de 2070 frases de entrenamiento y de 881 frases de evaluación. Como medida de 
evaluación para los slot2 y slot1,2 fue utilizada la medida F1 y para el slot3, la polaridad, 
la medida que se utilizo fue exactitud (accuracy). 
 
 En la Figura 5.1 se muestra un ejemplo de anotación de una opinión tomada del conjunto 
de datos de entrenamiento. 
 
 
Figura 5.1 Anotación de una frase corpus de entrenamiento de Semeval 
 





Para los experimentos se tomó el dominio de restaurantes en español. Se evaluaron de la 
SB1 todos los slots. Se procesaron por el sistema los datos de entrenamiento con 2070 
sentencias y 627 textos y los datos de evaluación con 881 sentencias y 268 textos.  
 
En el Semeval 2016 la evaluación se realizó en dos fases. En la primera fase (Fase A), se 
pidió a los participantes que regresaran separadamente las categorías de aspecto (slot1), 
las opiniones objetivo (OTE) (slot2) y los slots {slo1, slot2} para SB1.  
 
Cabe resaltar que en esta sección se realizaron dos experimentos claves, considerados 
los más importantes, que tienen que ver con la validación de la extracción de aspectos 
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(slot2) y clasificación de sentimientos (slot3) en el dominio de restaurantes. De igual forma 
se hicieron experimentos adicionales para analizar el comportamiento del prototipo. 
5.2.1 Extracción de aspectos (slot2) 
 
Para abordar las subtarea del slot2 se utilizó la ontología multilingüe "Hontology" (Chaves, 
Freitas y Vieira, 2012) considerando solo la parte en español y se adaptaron las 
características más importantes de la ontología “Restaurant” (Recio-Garcia, 2006). 
Además, esta ontología se extendió añadiendo aquellas instancias que aparecían en el 
conjunto de entrenamiento proporcionado para las subtareas. La Figura 5.2 muestra parte 
de la ontología resultante. 
 
Figura 5.2 Partes de la ontología utilizada para el proceso de extracción de aspectos 
 
Nombre de la fuente: propia. 
 
En la Tabla 5.5 se pueden apreciar la comparación entre la ontología original Hontology y 
la ontología adaptada para la extracción de aspectos en el dominio de restaurantes. En la 
tabla se muestran las clases (class), propiedades de tipo (object property), propiedades de 









Classs 284 314 
Object property 8 12 
Data property 31 31 
Individual 0 258 
 
Las diferencias entre las ontologías radican en la creación de nuevas propiedades de tipo 
(4 más) y la generación de diferentes individuos a partir del conjunto de datos de 
entrenamiento (258). .  
 
Los resultados de la tarea de extracción de aspectos del sistema AspectSA sobre el 
dominio de restaurantes en el corpus de evaluación para las tareas de Semeval se 
muestran en la Tabla 5-6. 
 
Tabla 5-6: Resultados experimentos realizados para extracción de aspectos en el 






Medida - F1 73.07 
 
 
En la tabla 5-6 se puede apreciar que la exhaustividad es más alta que la precisión. Esto 
es indicio de que el sistema para este dominio identifica correctamente muchos aspectos 
y deja de detectar solo unos pocos, en cambo la precisión es más baja porque se tuvo 
muchos falso positivos (se detectaron muchos aspectos que no eran). De igual forma se 
obtiene un valor alto en Medida F1 influenciado principalmente por la Exhaustividad. 
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Cabe aclarar que en la Tabla 5-6 aparecen los resultados generales de la extracción de 
aspectos: explícitos con ontología, explícitos con similitud e implícitos. No obstante, en la 
Tabla 5-7 se muestran los resultados del proceso sin la aplicación de similitud semántica. 
 
Tabla 5-7: Resultados experimentos realizados para extracción de aspectos en el 






Medida - F1 65.58 
 
5.2.2 Clasificación de sentimientos (slot3) 
 
Para abordar las subtarea del slot3 se utilizó el corpus creado en (Dubiau & Ale, 2013) 
compuesto por 34808 comentarios positivos y 16912 negativos acerca de restaurantes del 
sitio de critica gastronómica online www.guiaoleo.com. En este sitio los usuarios emiten 
opiniones sobre restaurantes y proveen una calificación en las categoría comida, ambiente 




Cabe destacar que a partir del corpus de Dubiau se creó un corpus balanceado con 40000 
opiniones tratando de que existieran un número igual de opiniones positivas y negativas. 
De igual forma la polaridad general de cada opinión no se tuvo en cuenta para la 
clasificación de sentimientos del sistema AspectSA. Este corpus se utiliza para hallar el 
conteo de las ocurrencias de cada expresión de sentimiento y semilla, así como sus 
respectivas coocurrencias. También fue utilizado en el proceso de doble propagación y 





En este experimento se utilizan los aspectos previamente identificados y se halla su 
polaridad a partir de las expresiones de opinión. Los resultados de clasificación de 
sentimiento del sistema AspectSA se muestran en la Tabla 5-8. 
 
 
Figura 5.3 Partes del corpus de opiniones de restaurantes utilizado para el proceso 
de clasificación de sentimientos. 
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Tabla 5-8: Resultados experimentos realizados para clasificar sentimientos en 

















En la tabla 5-8 se puede apreciar que aunque el valor de la exactitud es alto, los valores 
neutros no son detectados por el sistema en los datos de evaluación.  
 
Los dos experimentos anteriores permiten mostrar el comportamiento general del sistema 
y sobretodo permiten en la sección 5.3 analizar y comparar este resultado con trabajos 
similares bajo las mismas tareas, dominio y lenguaje. Sin embargo, en esta tesis se 
realizaron otros experimentos relacionados con los dos anteriores que muestran otros 
detalles del sistema. 
5.2.3 Otros experimentos 
 
 Experimentos sobre el dominio de hoteles 
Para la realización de este experimento de utilizo la ontología original “Hontology” y para 
la clasificación de sentimientos se utilizó el corpus “Hopinion” 
(http://clic.ub.edu/corpus/hopinion en español que contiene alrededor de 17.934 opiniones 
y 2.388.848 palabras, básicamente sobre hoteles, provenientes de la web de TripAdvisor 
Como no se cuenta un corpus etiquetado de evaluación para esta tarea, se tomaron de la 
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Web 120 opiniones distintas en el dominio de los hoteles y estas fueron validadas y 
analizadas por un experto humano, que se encargó de determinar los aspectos de cada 
opinión y su respectiva polaridad. Se evaluó cada tarea usando una validación cruzada de 
10 iteraciones (10-fold cross-validation). Esta opción consiste en dividir el conjunto de 
datos en k partes iguales y únicas, es decir que no puede haber una misma muestra en 
más de una parte, y entrenar el sistema con k-1 de las partes y verificarlo con la parte 
restante. Este proceso se repite k veces, para cada una de las divisiones del conjunto de 
datos. Los resultados finales del experimento se muestran en la Tabla 5-9. 




Medida - F1 89.18 
Exactitud 88.46 
 
Se puede apreciar en la tabla 5-9 que los resultados arrojados por el sistema son más 
altos que los experimentos realizados en el dominio de restaurantes. Se considera que 
esto mejoró porque el conjunto de datos no tiene errores ortográficos y la mayoría de 
opiniones no tienen aspectos implícitos. Estos resultados no fueron comparados con 
otros porque no se manejó un corpus etiquetado común para esta tarea. 
 
 Detección de la categoría del aspecto (slot1) 
 
Aunque el sistema no está adecuado para esta tarea se realizó una adaptación para 
extraer la categoría-aspecto de una opinión aprovechando los datos de entrenamiento y la 
ontología. En la Tabla 5-10 se muestran los resultados de esta tarea.  
 




Medida - F1 60.21 
 
124 Un modelo integrado de técnicas de aprendizaje de máquinas no supervisadas y 
ontologías para la detección automática de sentimientos desde una estructura 
gramatical simple en español. 
 
 
 Experimentos realizados para extracción de aspectos (slot2) 
 
Para lograr los resultados finales de la extracción de aspectos mostrados en la Tabla 5.6, 
antes se realizaron los siguientes experimentos: 
 
• Experimento 1: modelo original sin cambios,  
• Experimento 2: modelo ajustado en la ontología original para manejo de dominio 
restaurante  
• Experimento 3: modelo ajustado con datos de corpus de entrenamiento 
 
En la Tabla 5-11 se muestran los resultados del sistema en la medida F1 luego de procesar 
los datos de entrenamiento. 
 
Tabla 5-11: Resultados experimentos realizados para slot2 con datos entrenamiento 
Experimento F1 
EXP1 61.9 
EXP 2 64.4 
EXP 3 - 
 
En la Tabla 5-12 se muestran los resultados del sistema luego de procesar los datos de 
evaluación. 
 
Tabla 5-12: Resultados experimentos realizados para slot2 con datos 
evaluación con medida F1. 
Experimento F1 
EXP1 64.9 
EXP 2 66.7 





Los resultados más altos de medida F1 en el corpus de evaluación se deben en buena 
parte a que los datos de entrenamiento se utilizaron para crear instancias en la ontología 
de dominio. 
 
 Extracción categorías existentes y su respectivo aspecto (slot1, 2) 
 
En este experimento se necesita hallar la categoría compuesta por un par entidad (E), 
atributo(A) representado por E#A dentro de una lista de 12 categorías (p.e. 
RESTAURANT#GENERAL, RESTAURANT#PRICES, FOOD#STYLE_OPTIONS) y 
adicionalmente asignar cual es el aspecto dentro de la opinión correspondiente a esa 
categoría. 
 
En la Tabla 5-13 se muestran los resultados del sistema luego de procesar los datos de 
evaluación. 
 
Tabla 5-13: Resultados experimentos para slot1, 2 con medidas de precisión, 






Medida - F1 46.24 
 
Según los resultados esta tarea dio resultados bajos en Medida-F1 comparados con los 
experimentos para la extracción de aspectos. Esto se debe a que la tarea de hallar 
conjuntamente la categoría del aspecto (Entidad y atributo) y la instancia del mismo 
(aspecto) resulta difícil a partir de los datos de entrenamiento utilizados. 
 
 Experimentos para clasificación de sentimientos (slot3) 
 
En este apartado se realizaron varios experimentos que permitieron validar algunos 
aspectos teóricos enunciados en el modelo en el capítulo 3.Estos experimentos fueron 
realizados en el dominio de restaurantes a partir del corpus utilizado en Semeval. 
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El primer experimento se realizó para establecer cuál debería ser la expresión de opinión 
adecuada para ser relacionada con el aspecto y finalmente determinar su polaridad 
(clasificar sentimiento). En la Tabla 5-14 se muestran los resultados de los experimentos 
realizados que tuvieron en cuenta: tomar todas las expresiones que acompañan al aspecto 
(columna 2), tomar solo adjetivos (columna 3), tomar adjetivos y adverbios (columna 4) y 
adjetivos, adverbios y verbos (columna 5). 
 






Adj. Adv y 
Verb. 
Exactitud 54,55 83,53 83,61 74,83 
Exhaustividad-








neutro 15,6 5,8 5,1 2,7 
Precisión-
positivo 75,9 87,3 87,2 83,3 
Precisión-
negativo 33,9 64,9 66,7 54,2 
Precisión-
neutro 4 27,3 27,3 6,3 
 
En la Figura 5.4 se puede apreciar el comportamiento de cada medida de evaluación para 
cada una de las expresiones de opinión seleccionadas. Se puede observar el pico más alto 
para la exactitud se logra cuando las expresiones de opinión son adjetivos y adverbios. 
También se puede observar que el valor de exactitud del sistema se debe en gran parte a 










Figura 5.4 Anotación de una frase corpus de entrenamiento de Semeval 
 
Nombre de la fuente: propia. 
 
Con los mejores resultados (adjetivos y adverbios) del experimento anterior se dispone a 
buscar cual es la longitud de ventana ideal para la ventana deslizante que permite extraer 
apropiadamente las expresiones de opinión. En la Tabla 5-15 se muestran los resultados 
de los experimentos desde un rango de dos (2) a diez (10) para la longitud de ventana 
buscando únicamente las expresiones de opinión cuya etiqueta sea adverbio o adjetivo. 
 
Tabla 5-15: Resultados experimentos realizados para determinar la longitud de 
ventana deslizante corpus de entrenamiento 
Medida 2 3 4 5 6 7 8 9 10 
Exactitud  
85,47 84,53 83,65 82,31 81,58 80,81 80,22 79,57 79,41 
Exhaustividad-
positivo 95,4 94,9 94,7 94,3 93,8 93,5 93,3 92,8 92,5 
Exhaustividad-
negativo 54,6 55,5 55,2 53 53,5 52 50,2 49,3 49,5 
Exhaustividad-
neutro 6,8 5,8 5,1 4,8 3 2,9 4,3 4,2 4,2 
Precisión-
positivo 88,9 88,1 87,2 85,9 85,1 84,5 84 83,7 83,9 
Precisión-
negativo 63,4 66 66,7 65,1 65,4 63,8 62,8 60,6 59,9 
Precisión-
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De acuerdo con los resultados mostrados en las Tablas 5-14 y 5-15 se pudo establecer 
que las expresiones de opinión para hallar la polaridad de los aspectos son adverbios y 
adjetivos bajo una longitud de ventana igual a 2 en el dominio de restaurantes. Entonces 
utilizando esa configuración se realizaron los experimentos en los datos de evaluación que 
se mostraron en la Tabla 5-8. 
5.3 Análisis de resultados 
Los resultados obtenidos en la sección anterior fueron comparados con los resultados 
finales de Semeval 2016 para el dominio de restaurantes, subtarea SB1 y lenguaje español 
(ver Tabla 5-16). 
 















 GTI/U/70.588  
 GTI/C/70.027  
 TGB/C/63.551  
 UWB/C/61.968  
 INSIG./C/61.37  
 IIT-T./U/59.899  
 IIT-T./C/59.062  
 UFAL/U/58.81  
 basel./C/54.686  
 GTI/C/68.515  
 GTI/U/68.387  
 IIT-T./U/64.338  
 TGB/C/55.764  
 basel./C/51.914  
 TGB/C/41.219  
 basel./C/36.379  
 IIT-T./U/83.582  
 TGB/C/82.09  
 UWB/C/81.343  
 INSIG./C/79.571  
 basel./C/77.799  
 
En la tabla 5-16 se muestra un listado por columna de todos los participantes en la 
competición únicamente en la subtarea 1 (SB1), en el dominio de los restaurantes (REST) 
y en el lenguaje español (SP). En la lista aparece el nombre del equipo seguido por la letra 
U o C y luego el valor de la medida. La letra C indica que está restringido solo a los datos 
de entrenamiento proporcionados y la letra U indica no restringido lo que permite utilizar 
recursos adicionales, como léxicos o datos de entrenamiento. En la tabla se ve reflejada 
los valores de medida F1 para las tres primeras tareas y la medida de exactitud (accuracy) 
para la última tarea. En la parte final de cada lista se muestra la línea base (basel) como 




En la Tabla 5-17 se muestra la comparación entre los resultados del sistema propuesto 
(AspectSA) con los resultados de los ganadores de la competición Semeval.  
 
Tabla  5-17: Resultados de comparación entre Semeval y el sistema propuesto. 
Slot AspectSA Semeval medida 








Categoría y aspectos(slot 
1,2) 
46.24 41.21 F-1 
Clasificación 
sentimientos (slot 3) 
84.8 83.58 Exactitud 
 
 
Como se puede observar, AspectSA (sistema propuesto) obtiene valores de F1 superiores 
a los ganadores de la competición en la extracción de aspectos y en la tarea conjunta de 
hallar la categoría y el aspecto específico. En la competición de SemEval, los mejores 
resultados para el slot1,2 los obtuvo el equipo TGB (Cetin et al., 2016) y para el slot2 el 
mejor equipo fue GTI (Fernández-Gavilanes, Álvarez-López, Juncal-Martínez, Costa-
Montenegro, & Javier González-Castaño, 2016).  
 
Todos los resultados del slot1 obtenidos en la competición (Semeval)  y el resultado del 
sistema AspectSA se pueden apreciar en la Figura 5.5. En esta figura se puede observar 
un número alto de participantes, donde los puntajes de F1 oscilan entre 58.810 y 70.58 de 
F1. Con respecto a los resultados del sistema estos superaron la línea base y a la mitad 
de los participantes. 
 
Para los slots 1 y slots1,2 aunque el sistema no está construido para tal fin, presenta 
buenos resultados solo realizando una mapeo con la ontología. En estas tareas influye en 
los resultados que el corpus tiene muchas faltas ortográficas y aspectos catalogados de 
más de una palabra. Para minimizar estos inconvenientes en este sistema al momento de 
comparar se utilizó la distancia Levenshtein (es el número mínimo de operaciones 
requeridas para transformar una cadena de caracteres en otra) y si era más de una palabra 
se utilizaba un método contains (si en el individuo contenía el posible aspecto). 
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Figura 5.5 Resultados de slot1 de Semeval y AspectSA 
 
 
En la Figura 5.6 se pueden observar los resultados del slot2 de la competición Semeval y 
el sistema AapectSA. Aquí solo cuatro (4) equipos participaron con puntajes entre  55.76 
y 68.51 de F1. Aquí el sistema AspectSA supera ampliamente al mejor sistema de la 
competición en casi 5 puntos. 
 
Analizando los resultados de la extracción de aspectos (slot2), cabe destacar que la 
escogencia y utilización de la ontología de dominio resulto vital para la identificación de 
aspectos, ya que estas representan los conceptos de un determinado dominio y sus 
relaciones, es decir, son un modelo abstracto de un dominio, donde los conceptos 
utilizados están claramente definidos y no son simples diccionarios. Al reutilizar una 
ontología de dominio validada en otras tareas permitió realizar una extracción que tuvo en 
cuenta el significado porque se dispuso en un dominio específico aprovechando las clases, 
individuos y relaciones, esto permitió explotar este conocimiento del dominio para mejorar 



















Figura 5.6 Resultados de slot2 de Semeval y AspectSA 
 
 
Adicionalmente resaltar que el método de similitud semántica utilizado en este trabajo para 
abordar la extracción de aspectos ha contribuido de manera significativa a la mejora del 
proceso. Para el conjunto de evaluación se ha mejorado de un valor de F1 de 65.58, 
usando solo la ontología, a un valor de F1 de 73.07, obtenido usando la ontología y la 
similitud semántica. 
 
En la Figura 5.7 se pueden observar los resultados del slot3 de la competición Semeval y 
el sistema AapectSA. Aquí solo cuatro (4) equipos participaron con puntajes entre  79.57 
y 83.58 de exactitud. Aquí el sistema AspectSA supera al mejor sistema de la competición 
en casi 1 punto. 
 
Analizando los resultados de polaridad el sistema propuesto alcanza mejores resultados 
que los presentados en Semeval que obtuvo el equipo IIT-T (Kumar et al., 2016). Cabe 
destacar que AspectSA trabaja una aproximación no supervisada que no depende del 
dominio y que no trabaja con datos etiquetados en comparación con Kumar que necesita 
para la tarea un lexicón de sentimiento etiquetado. Es importante resaltar que el sistema 














AspectSA GTI/C  GTI/U  IIT-T./U  TGB/C
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el sentimiento asociado. Entre más grande es el corpus, el sistema podrá hallar más 
relaciones entre aspectos con las palabras de opinión, pero esto ocasiona una baja en el 
rendimiento del mismo, por lo que se decidió trabajar con el corpus de 40000 opiniones. 
Cada vez que se procesa una opinión esta se va guardando en el corpus lo que permite ir 
ajustando poco a poco los valores calculados de PMIPA. 
 




Para la clasificación de sentimientos que realiza AspectSA esta depende de las opiniones 
que tiene el corpus. Si existe un aspecto poco común en el dominio, el sistema podrá 
arrojar valores erróneos o ningún valor. Esto se compensa un poco hallando valores de 
PMIPA solo con las expresiones de opinión que rodean al aspecto y las semillas. 
 
Con respecto a las expresiones de opinión, con la longitud de ventana deslizante (igual a 
2) para el dominio de restaurantes, la mayoría de veces se veía influenciada solo por una 
expresión (el adjetivo). Esta longitud se cambió de dos (2) a cuatro (4) para el dominio de 


















AspectSA IIT-T./U TGB/C UWB/C INSIG./C
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Es importante resaltar las ventajas del sistema AspectSA con respecto a los demás 
sistemas que actualmente funcionan para el lenguaje español. Inicialmente AspectSA es 
uno de los pocos sistemas existentes en la actualidad que realiza completamente el 
proceso de análisis de sentimientos a nivel de aspectos totalmente enfocado para el 
español. Además es un sistema completamente no supervisado que minimiza la presencia 
humana para los dos procesos principales el de extracción de aspectos y la clasificación 
de sentimientos. Esto permite que el sistema sea más rápidamente escalable a cualquier 
idioma o dominio.  
 
Con respecto a lo anterior se hizo una experimentación con el sistema AspectSA en el 
idioma Inglés. Para eso se realizó una traducción automática de la ontología para la 
extracción de aspectos en inglés. Para la clasificación del sentimiento se cambió el corpus 
de opiniones por uno en inglés. Los resultados de los experimentos en ApectSA son 
comparados con el mejor resultado de Semeval en inglés y se muestran en la tabla 5-18. 
 
 
Tabla  5-18: Resultados de comparación entre Semeval y el sistema propuesto en 
inglés. 











En la tabla 5-18 se puede apreciar que los resultados del sistema son más que aceptables 
aunque no se obtengan los mejores resultados en el lenguaje inglés. Con respecto a la 
extracción de aspectos se supera la línea base y en la clasificación de sentimientos hay 
una diferencia de cuatro (4) puntos. Esto muestra que el sistema puede ser fácilmente 
escalable a otros lenguajes con pequeños cambios, 
 
En cuanto a las debilidades detectadas en el sistema con base a los experimentos se 
encontraron los siguientes aspectos: 
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• El sistema AspectSA no tiene en cuenta cuando las opiniones tienen errores 
ortográficos. Esto hizo que algunos aspectos y palabras de opinión no se 
identificarán adecuadamente ya que en el conjunto de datos de entrenamiento y 
prueba habían muchos errores de este tipo. 
 
• Aquellos aspectos de más de dos palabras son difíciles de hallar por el sistema 
con la ontología sobre todo a nivel de clases.  
 
• El valor del umbral definido para seleccionar los aspectos explícitos por similitud 
pudo dejar de considerar muchos aspectos dentro de las opiniones. Este valor de 
umbral se definió con experimentos realizados sobre la base de datos léxica MCR. 
 
• En la parte de clasificación de sentimientos los valores neutros en el conjunto de 
evaluación no se determinaron. Se tuvo la dificultad de expresar el valor neutro de 
una opinión con una palabra semilla. 
 
• El sistema AspectSA no posee en la actualidad interacción con un evaluador 
humano para valorar el resultado de la extracción de aspectos y clasificación de 
sentimientos. 
 
5.4 Conclusiones del capítulo 
 
En este capítulo se presentaron las pruebas de validación del sistema mediante una serie 
de experimentos tomando como referencia el corpus de la tarea 5 referente a AS basado 
en aspectos (Aspect-Based Sentiment Analysis) de la edición 2016 de SemeEval 
(International Workshop on Semantic Evaluation) una organización que realiza, a modo de 




Inicialmente se definieron las medidas de evaluación, se realizaron los experimentos 
concebidos según la referencia Semeval, se obtuvieron los resultados y sus respectivos 
análisis. Esto permitió concluir que: 
 
• El sistema AspectSA obtuvo un 73.07 de valor F1 en el proceso de extracción de 
aspectos, un 46.2 en la extracción de la categoría (Entidad-atributo) e identificación 
de aspectos conjuntamente y un 84.8% de exactitud en la clasificación de 
sentimientos. 
 
• El sistema AspectSA obtuvo los mejores resultados sobre los sistemas 
participantes en la competición en los tres aspectos antes mencionados. 
 
• El sistema AspectSA obtuvo un valor de 89.18 en Medida - F1 para extracción de 
aspectos y un 88.46% en exactitud para la clasificación de sentimientos en el 
dominio de hoteles usando una validación cruzada de 10 iteraciones (10-fold cross-
validation). 
 
• El sistema AspectSA puede ser fácilmente escalado a otro lenguaje. Se realizaron 
experimentos en el lenguaje inglés obteniendo un valor de 60.86 en medida F1 para 
extracción de aspectos y un 72.08% en exactitud. En el primer proceso se superó 












6. Conclusiones y recomendaciones 
En este capítulo se registran las principales contribuciones obtenidas en esta tesis doctoral, 
así mismo, se enuncian los trabajos futuros que se derivan de ésta. 
6.1 Contribuciones principales 
 
Los aportes metodológicos desarrollados en esta tesis son: (i) caracterización de las 
técnicas de aprendizaje de máquina no supervisadas y ontologías para un correcto 
tratamiento a las dificultades encontradas, ii) diseño de modelo integrado de aprendizaje 
de máquina no supervisado y ontologías para el análisis de sentimientos a nivel de 
aspectos en español, iii) arquitectura de la implementación del modelo propuesto y iv) 
validación del modelo. 
 
El modelo aquí propuesto aplica las ontologías y aprendizaje no supervisado para abordar 
el problema de analizar sentimientos a nivel de aspectos en español. Este modelo es 
completamente no supervisado y trata de minimizar la presencia humana en gran parte del 
proceso. Las dos técnicas que se integran son aplicadas por primera vez para procesar 
opiniones en español que defieren en las estructuras gramaticales de otros tipos de 
lenguajes. 
 
Dentro del estudio del estado del arte en el área de análisis de sentimientos a nivel de 
aspectos se encontraron varios puntos considerados problemas como: i) La existencia de 
una gran brecha entre aportes de modelos de análisis de sentimientos a nivel de aspectos 
en inglés contra los demás lenguajes, específicamente los aportes en español son casi 
nulos, ii ) la ausencia de relaciones semánticas entre conceptos en los procesos de 
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detección y extracción de aspectos, la mayoría de enfoques no tiene en cuenta el 
significado de las palabras que representan los aspectos , iii) falta de cobertura de la 
mayoría de los sistemas de análisis de sentimientos al no detectar aspectos implícitos y iv) 
alta dependencia humana en el proceso de clasificación de sentimientos en gran parte de 
trabajos en la literatura.  
 
Con el propósito de presentar algunas soluciones a estas problemáticas, se propuso en 
esta tesis doctoral, crear un modelo integrado de técnicas de aprendizaje de máquinas no 
supervisadas y ontologías para el análisis de sentimientos a nivel de aspectos que permita 
la detección automática de aspectos explícitos e implícitos en español, este modelo 
incluyo: 
 
i) Realizar la caracterización de cada una de los elementos que conforman el  
modelo integrado de técnicas de aprendizaje automático no supervisado y 
ontologías para un análisis de sentimientos a nivel de aspectos en español. 
 
ii) Diseñar de un modelo integrado para el análisis de sentimientos a nivel de 
aspectos, explícitos e implícitos de una entidad, independiente del dominio y 
del lenguaje. Este modelo incluyo el diseño y desarrollo de los siguientes 
submodelos: preprocesamiento utilizando las técnicas determinadas, 
semántico basado en ontologías y similitud semántica para extracción de 
aspectos explícitos e implícitos y de aprendizaje automático no supervisado 
para clasificación de sentimientos. 
 
iii) Diseñar y construir el sistema (software) AspectSA con el propósito de 
implementar y validar el modelo propuesto. La arquitectura incluyo el 
componente de procesamiento del lenguaje que incluyo la herramienta Freeling 
4.0 para tareas de etiquetado gramatical y lematización. El componente de 
extracción de aspectos que incluyo el acceso a una ontología adaptada al 
dominio de restaurantes en español Hontology y el acceso a MCR (Multilingual 
central repository) para similitud semántica en la identificación de aspectos 
explícitos. El componente de identificación de sentimientos que extrae las 
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expresiones de opinión relacionadas con los aspectos mediante técnica de 
ventana deslizante y reglas gramaticales, y el componente de clasificación de 
sentimientos que utiliza la medida de asociación de palabras PMI (Pointwise 
mutual information) adaptada a los aspectos, expresiones de opinión y semillas 
sentimentales sobre un corpus de dominio para determinar la polaridad. 
iv) La validación del modelo que se realizó con una serie de experimentos tomando 
como referencia el corpus de la tarea 5 referente a AS basado en aspectos 
(Aspect-Based Sentiment Analysis) de la edición 2016 de SemeEval 
(International Workshop on Semantic Evaluation) una organización que realiza, 
a modo de competencia, continuas evaluaciones de sistemas computacionales 
de análisis semántico. Específicamente, se abordó la subtarea 1 (SB1) en el 
dominio de restaurantes en español. Para ello se usó el corpus de la tarea que 
consta de 2070 frases de entrenamiento y de 881 frases de evaluación. Como 
medida de evaluación para extracción de aspectos fue utilizada la medida F1 y 
para polaridad se utilizó exactitud (accuracy).Los resultados arrojaron un 73.07 
en F1 para extracción se aspectos y 84.8% de exactitud para la polaridad. 
Ambos procesos superaron a los enfoques presentados en la competencia. En 
la validación se incluyó un experimento realizado en el lenguaje inglés con 
60.86 en F1 para extracción de aspectos que superó la línea base y un 72.08 
en exactitud muy cerca de la línea base para ese lenguaje.  
 
6.2 Trabajos futuros 
 
En particular, se pueden señalar diferentes aspectos que se pueden mejorar tanto en el 
prototipo como en el modelo propuesto. En consecuencia, se pueden formular nuevos 
proyectos de investigación que puedan dar continuidad a este trabajo. A continuación se 
enumeran las principales líneas a seguir a partir del trabajo desarrollado en esta tesis 
doctoral. 
 
1) Mejorar la interfaz de configuración del sistema para permitir agregar otros 
dominios con sus respectivas características (ontología y corpus de dominio). 
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2) Construir una herramienta o modulo que permita la valoración de la extracción de 
aspectos y clasificación de sentimientos por un humano. Esto permitiría con los 
datos catalogados correctos por el sistema y el humano, ir generando un corpus 
etiquetado de dominio con la información de la opinión, aspecto, expresión de 
opinión y polaridad. 
 
3) Desarrollar una herramienta que permita a un humano la revisión de los aspectos 
explícitos por similitud y pueda decidir si es agregada a la ontología de dominio 
como un concepto o un individuo. 
 
 
4) Construir un módulo que detecte las palabras escritas con errores de ortografía y 
pueda corregir semiautomáticamente dichas palabras antes de iniciar el proceso 
de análisis de sentimientos. 
 
5) Mejorar el componente extractor de aspectos para que tenga en cuenta más de 
una palabra a la hora de identificar los aspectos y así lograr mayor cobertura en el 
sistema.  
 
6) Realizar un estudio exhaustivo de las técnicas de extracción de aspectos implícitos 
aplicadas en la literatura, para realizar su posterior validación y comparación 
experimental. 
 
7) Explorar nuevos mecanismos que permitan integrar la información y relaciones de 
las ontologías en algoritmos de aprendizaje automático y así poder abarcar las 
tareas relacionadas con análisis de sentimientos a nivel de aspectos así como la 
extensión a otros idiomas y dominios. 
 
8) Caracterizar e incluir en gran parte las diferentes estructuras sintácticas que 




9) Efectuar nuevos experimentos en otros dominios que puedan demostrar más 
ventajas del modelo propuesto. 
 
10) Caracterizar e incluir nuevas alternativas para la identificación de expresiones de 





























AspectSA es un software creado para analizar sentimientos a nivel de aspectos en textos 
escritos en español. El sistema recibe un texto escrito en español que puede contener 
desde una hasta varias opiniones. A partir del texto se obtiene un conjunto de aspectos, 
con sus respectivos sentimientos o polaridades (positivo, negativo o neutro). 
 
AspectSA es un software construido bajo lenguaje de programación JAVA que utiliza 
componentes de dos herramientas externas. La primera herramienta es la biblioteca 
Freeling 4.0 que permite la realización de etiquetado gramatical y lematización. La segunda 
herramienta es la base de conocimiento léxico multilingüe (MCR) de amplia cobertura 
basada en Wordnet en castellano. Esta última es utilizada para el proceso de similitud 
semántica que permite extraer aspectos. 
 
A continuación se explican brevemente cada uno de los componentes visuales del sistema 
y su funcionalidad. 
 
II. Componentes del sistema 
1. Campo de texto Opinión: Es un campo que permite recibir texto. En este 
campo se ingresa la información que escribe el usuario en lenguaje natural en 
español. Esta información debe seguir con las estructura definida para el 
sistema (EGS) y estar ortográficamente bien escrita. 
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2. Botón Procesar: Una vez escrito el texto de opinión en el campo opinión este 
botón sirve para iniciar el proceso de análisis de sentimientos a nivel de 
aspectos. 
3. Botón limpiar: Este botón sirve para borrar todos los textos escritos y 
mostrados por el sistema para realizar un nuevo proceso 
4. Botón configuración. Este botón permite cambiar el dominio por defecto y su 
valor de longitud de ventana. 
5. Campo de texto dominio: Muestra el dominio en el cual esta expresado la 
opinión. 
6. Campo de texto preproceso: En este texto se mostrará el resultado de la fase 
de preprocesamiento realizada por el sistema. 
7. Campo de texto Aspecto: En este texto se mostrará el resultado de los 
aspectos halados por el sistema. Dentro de la lista de los aspectos se distinguen 
los que son explícitos por ontología, explicito por similitud e implícitos. 
8. Campo de texto aspectos – polaridad: En este campo se muestra el resultado 
final del sistema. Este incluye el aspecto acompañado con la expresión de 
opinión y su polaridad. 
En la Figura A.1 se muestran los componentes descritos en la interfaz de AspectSA. 
Figura A.1 Componentes de la Interfaz principal de AspectSA  
 
Nombre de la fuente: propia. 
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III. Funcionalidad del sistema 
Paso 1. Ingresar información: Se ingresa el texto en lenguaje natural. El texto puede 
contener desde una cola opinión hasta diversas opiniones todas terminadas en punto. En 
la Figura A2 se puede apreciar el ingreso de dos opiniones distintas. 
 
Figura A.2 Ingreso de la información en AspectSA  
 
Nombre de la fuente: propia. 
 
Paso 2. Procesar texto: El usuario debe presionar el botón procesar si desea realizar el 
proceso de análisis de sentimientos. Luego de presionar el botón los resultados se 
muestran en los cuatro campos de texto. El resultado principal se muestra en el campo de 








Figura A.3 Resultados del sistema AspectSA 
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Nombre de la fuente: propia. 
Paso 3. Limpiar texto: Si el usuario desea procesar más opiniones, se debe presionar el 
botón limpiar para que se borren todos los campos de texto y así se puedan ingresar otras 
opiniones. Ver Figura A.4 
 
Figura A.4 Resultados de la limpieza de texto 
 
Nombre de la fuente: propia. 
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Paso 5.Configurar: El usuario puede cambiar el dominio de trabajo presionando este botón. 
Al hacerlo se muestra una interfaz donde puede cambiar el dominio y la longitud de ventana 
que están por defecto para el dominio de restaurantes. Ver Figura A.5 
 
Paso 4. Salir: Si el usuario desea salir del sistema, entonces debe presionar el botón X 
situado en la parte superior derecha. 
 
Figura A.5 Configuración de parámetros en AspectSA 
 





B. Anexo: Diagrama de casos de uso 
En este anexo se pueden observar los casos de uso correspondientes a la arquitectura del 
modelo propuesto en esta tesis. 
 
En las figuras B1 a B3, se presentan los diagramas de casos de uso que establecen las 
interacciones de los usuarios con el sistema.  
 







-Se debe tener la interfaz visible 
-Debe haberse borrado previamente la opinión 
 
-Postcondiciones 








150 Un modelo integrado de técnicas de aprendizaje de máquinas no 
supervisadas y ontologías para la detección automática de sentimientos desde 
una estructura gramatical simple en español. 
 




-El usuario debe escribir el texto sin errores ortográficos, con una opinión terminada en 
punto o en su defecto varias opiniones separadas por puntos. Las opiniones escritas 
aquí deben ser opiniones regulares directas. 
 
Una vez el usuario presiona el botón “procesar” el sistema aplica las postcondiciones 
 
-Postcondiciones 
El sistema realiza el procesamiento pasando por cada una de las capas que se 
indicaron en el capítulo 3 de esta tesis. El sistema aplica las técnicas de 
preprocesamiento obteniendo de allí palabras etiquetadas y lematizadas, luego 
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identifica los aspectos explícitos e implícitos que aparecen en la opinión, luego 
identifica las expresiones de opinión que afectan al aspecto y finalmente determina la 










En esta opción se borra el texto que el usuario ha 













C. Anexo: Diagrama de secuencia 
En la Figura C.1 se puede apreciar el diagrama de secuencia de caso de uso del caso de 
uso “procesar opinión”. 









D. Anexo: Corpus de entrenamiento y 
de evaluación Semeval 2016 
Algunas opiniones del Corpus de Entrenamiento y su marcación: 
<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<Reviews> 
  <Review rid="es_9reinas_10_JordiCollGranell_2014-09-21"> 
    <sentences> 
      <sentence id="es_9reinas_10_JordiCollGranell_2014-09-21:0"> 
        <text>Nos sentimos muy a gusto.</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_10_JordiCollGranell_2014-09-21:1"> 
        <text>Buen servicio, ambiente Acogedor y tranquilo, comida bien.</text> 
        <Opinions> 
          <Opinion target="servicio" category="SERVICE#GENERAL" polarity="positive" from="5" 
to="13"/> 
          <Opinion target="ambiente" category="AMBIENCE#GENERAL" polarity="positive" 
from="15" to="23"/> 
          <Opinion target="comida" category="FOOD#QUALITY" polarity="positive" from="47" 
to="53"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_10_JordiCollGranell_2014-09-21:2"> 
        <text>Muy recomendable</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
    </sentences> 
  </Review> 
  <Review rid="es_9reinas_12_RomanAlimena_2014-09-04"> 
    <sentences> 
      <sentence id="es_9reinas_12_RomanAlimena_2014-09-04:0"> 
        <text>La atencion es muy buena, los camareros estan muy pendientes de uno todo el 
tiempo.</text> 
        <Opinions> 
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          <Opinion target="atencion" category="SERVICE#GENERAL" polarity="positive" from="3" 
to="11"/> 
          <Opinion target="camareros" category="SERVICE#GENERAL" polarity="positive" from="30" 
to="39"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_12_RomanAlimena_2014-09-04:1"> 
        <text>Y la comida espectacular, por eso lo bueno se paga...</text> 
        <Opinions> 
          <Opinion target="comida" category="FOOD#QUALITY" polarity="positive" from="5" 
to="11"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_12_RomanAlimena_2014-09-04:2"> 
        <text>Lo unico que vi flojo es que pedi un poco de salsa provenzal y nos la cobraron, por lo 
demas todo bien.</text> 
        <Opinions> 
          <Opinion target="salsa provenzal" category="FOOD#PRICES" polarity="negative" from="45" 
to="60"/> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
    </sentences> 
  </Review> 
  <Review rid="es_9reinas_14_AngelEspanolPuig_2014-06-26"> 
    <sentences> 
      <sentence id="es_9reinas_14_AngelEspanolPuig_2014-06-26:0"> 
        <text>Nada especial.</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="neutral" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_14_AngelEspanolPuig_2014-06-26:1"> 
        <text>Me habÃan comentado maravillas y estÃ¡ bien, pero nada mÃ¡s.</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="neutral" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_14_AngelEspanolPuig_2014-06-26:2"> 
        <text>Las carnes bien, pero como muchas otras.</text> 
        <Opinions> 
          <Opinion target="carnes" category="FOOD#QUALITY" polarity="neutral" from="4" to="10"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_14_AngelEspanolPuig_2014-06-26:3"> 
        <text>El precio, por lo que es la comida, para mi gusto es elevado.</text> 
        <Opinions> 
          <Opinion target="comida" category="FOOD#PRICES" polarity="negative" from="28" 
to="34"/> 
        </Opinions> 
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      </sentence> 
    </sentences> 
  </Review> 
  <Review rid="es_9reinas_17_JoseCarlosLopez_2014-02-24"> 
    <sentences> 
      <sentence id="es_9reinas_17_JoseCarlosLopez_2014-02-24:0"> 
        <text>la calidad del producto, el servicio, el entorno todo fue excelente</text> 
        <Opinions> 
          <Opinion target="producto" category="FOOD#QUALITY" polarity="positive" from="15" 
to="23"/> 
          <Opinion target="servicio" category="SERVICE#GENERAL" polarity="positive" from="28" 
to="36"/> 
          <Opinion target="entorno" category="AMBIENCE#GENERAL" polarity="positive" from="41" 
to="48"/> 
        </Opinions> 
      </sentence> 
    </sentences> 
  </Review> 
  <Review rid="es_9reinas_18_DanielGonzalez_2014-02-01"> 
    <sentences> 
      <sentence id="es_9reinas_18_DanielGonzalez_2014-02-01:0"> 
        <text>9reinas ya sido una de las mejores experiencias que hemos tenido en los Ãºltimos 
aÃ±os.</text> 
        <Opinions> 
          <Opinion target="9reinas" category="RESTAURANT#GENERAL" polarity="positive" 
from="0" to="7"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_18_DanielGonzalez_2014-02-01:1"> 
        <text>El servicio es muy bueno y la calidad de la comida al mismo nivel.</text> 
        <Opinions> 
          <Opinion target="servicio" category="SERVICE#GENERAL" polarity="positive" from="3" 
to="11"/> 
          <Opinion target="comida" category="FOOD#QUALITY" polarity="positive" from="44" 
to="50"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_18_DanielGonzalez_2014-02-01:2"> 
        <text>Los precios adecuados y bien puedes hacer un mayor o menor gasto en funciÃ³n de tu 
bolsillo por que la carta es muy amplia.</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#PRICES" polarity="positive" from="0" 
to="0"/> 
          <Opinion target="carta" category="FOOD#STYLE_OPTIONS" polarity="positive" from="103" 
to="108"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_18_DanielGonzalez_2014-02-01:3"> 
        <text>Volveremos.</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
    </sentences> 
  </Review> 
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  <Review rid="es_9reinas_23_MJoseVillalbaSedano_2013-12-22"> 
    <sentences> 
      <sentence id="es_9reinas_23_MJoseVillalbaSedano_2013-12-22:0"> 
        <text>Fabuloso, muy atentos la comida excelente y un ambiente estupendo.</text> 
        <Opinions> 
          <Opinion target="comida" category="FOOD#QUALITY" polarity="positive" from="25" 
to="31"/> 
          <Opinion target="ambiente" category="AMBIENCE#GENERAL" polarity="positive" 
from="47" to="55"/> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
          <Opinion target="NULL" category="SERVICE#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_23_MJoseVillalbaSedano_2013-12-22:1"> 
        <text>Mis amigos quedaron encantados y nosotros tambien.</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_23_MJoseVillalbaSedano_2013-12-22:2"> 
        <text>Vale la pena ir y probar sus carnes.</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
          <Opinion target="carnes" category="FOOD#QUALITY" polarity="positive" from="29" 
to="35"/> 
        </Opinions> 
      </sentence> 
    </sentences> 
  </Review> 
  <Review rid="es_9reinas_24_PilarTorresCarbajo_2013-12-22"> 
    <sentences> 
      <sentence id="es_9reinas_24_PilarTorresCarbajo_2013-12-22:0"> 
        <text>El restaurante es precioso, moderno y acogedor.</text> 
        <Opinions> 
          <Opinion target="restaurante" category="AMBIENCE#GENERAL" polarity="positive" 
from="3" to="14"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_24_PilarTorresCarbajo_2013-12-22:1"> 
        <text>La comida estÃ¡ deliciosa y es de calidad.</text> 
        <Opinions> 
          <Opinion target="comida" category="FOOD#QUALITY" polarity="positive" from="3" to="9"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_24_PilarTorresCarbajo_2013-12-22:2"> 
        <text>El servicio muy atento.</text> 
        <Opinions> 




        </Opinions> 
      </sentence> 
    </sentences> 
  </Review>   
  <Review rid="es_9reinas_26_Lucia_2013-12-10"> 
    <sentences> 
      <sentence id="es_9reinas_26_Lucia_2013-12-10:0"> 
        <text>Hemos ido varias veces a cenar al 9reinas y nunca defrauda!</text> 
        <Opinions> 
          <Opinion target="9reinas" category="RESTAURANT#GENERAL" polarity="positive" 
from="34" to="41"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_26_Lucia_2013-12-10:1"> 
        <text>La calidad de las carnes el excelente servicio y su buena bodega lo convierte en un 
lugar espectacular!!</text> 
        <Opinions> 
          <Opinion target="carnes" category="FOOD#QUALITY" polarity="positive" from="18" 
to="24"/> 
          <Opinion target="servicio" category="SERVICE#GENERAL" polarity="positive" from="38" 
to="46"/> 
          <Opinion target="bodega" category="DRINKS#QUALITY" polarity="positive" from="58" 
to="64"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_26_Lucia_2013-12-10:2"> 
        <text>Sin duda repetiremos.</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
    </sentences> 
  </Review> 
  <Review rid="es_9reinas_29_MarionCanavera_2013-07-14"> 
    <sentences> 
      <sentence id="es_9reinas_29_MarionCanavera_2013-07-14:0"> 
        <text>restaurante excelente con carne de alta calidad.</text> 
        <Opinions> 
          <Opinion target="restaurante" category="RESTAURANT#GENERAL" polarity="positive" 
from="0" to="11"/> 
          <Opinion target="carne" category="FOOD#QUALITY" polarity="positive" from="26" 
to="31"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_29_MarionCanavera_2013-07-14:1"> 
        <text>Nos encanto!</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
    </sentences> 
  </Review> 
  <Review rid="es_9reinas_2_AlbertMuntana_2015-03-09"> 
    <sentences> 
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      <sentence id="es_9reinas_2_AlbertMuntana_2015-03-09:0"> 
        <text>La verdad es que todo muy bien; el servicio, la comida y la apariencia, todo 
correcto.</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
          <Opinion target="servicio" category="SERVICE#GENERAL" polarity="positive" from="35" 
to="43"/> 
          <Opinion target="comida" category="FOOD#QUALITY" polarity="positive" from="48" 
to="54"/> 
          <Opinion target="apariencia" category="AMBIENCE#GENERAL" polarity="positive" 
from="60" to="70"/> 
        </Opinions> 
      </sentence> 
    </sentences> 
  </Review> 
  <Review rid="es_9reinas_30_LauraMallen_2013-06-23"> 
    <sentences> 
      <sentence id="es_9reinas_30_LauraMallen_2013-06-23:0"> 
        <text>Hemos ido a cenar y la verdad es que nos ha encantado.</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_30_LauraMallen_2013-06-23:1"> 
        <text>el sitio es muy bonito la comida estupenda y el trato inmejorable.</text> 
        <Opinions> 
          <Opinion target="sitio" category="AMBIENCE#GENERAL" polarity="positive" from="3" 
to="8"/> 
          <Opinion target="comida" category="FOOD#QUALITY" polarity="positive" from="26" 
to="32"/> 
          <Opinion target="trato" category="SERVICE#GENERAL" polarity="positive" from="48" 
to="53"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_30_LauraMallen_2013-06-23:2"> 
        <text>totalmente recomendable</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
    </sentences> 
 
 
Algunas opiniones del Corpus evaluación y su marcación: 




  <Review rid="es_9reinas_0_MonicaNavarroOlive_2015-04-19"> 
    <sentences> 
      <sentence id="es_9reinas_0_MonicaNavarroOlive_2015-04-19:0"> 
        <text>La comida estuvo muy sabrosa.</text> 
        <Opinions> 
          <Opinion target="comida" category="FOOD#QUALITY" polarity="positive" from="3" to="9"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_0_MonicaNavarroOlive_2015-04-19:1"> 
        <text>Quien sea amante de la carne tiene una carta bastante amplia para elegir., aunque 
ayer no tenían chuleton.</text> 
        <Opinions> 
          <Opinion target="carta" category="FOOD#STYLE_OPTIONS" polarity="positive" from="39" 
to="44"/> 
          <Opinion target="chuleton" category="FOOD#STYLE_OPTIONS" polarity="negative" 
from="99" to="107"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_0_MonicaNavarroOlive_2015-04-19:2"> 
        <text>Lo único que nos sorprendió es que nos sirvieran los entrantes y los platos principales 
a la vez.</text> 
        <Opinions> 
          <Opinion target="NULL" category="SERVICE#GENERAL" polarity="negative" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
    </sentences> 
  </Review> 
  <Review rid="es_9reinas_11_CarlosPerezAlvarez_2014-09-14"> 
    <sentences> 
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      <sentence id="es_9reinas_11_CarlosPerezAlvarez_2014-09-14:0"> 
        <text>Buff,</text> 
        <Opinions/> 
      </sentence> 
      <sentence id="es_9reinas_11_CarlosPerezAlvarez_2014-09-14:1"> 
        <text>No se donde empezar!</text> 
        <Opinions/> 
      </sentence> 
      <sentence id="es_9reinas_11_CarlosPerezAlvarez_2014-09-14:2"> 
        <text>El Servicio y la atencion,Impresionante.</text> 
        <Opinions> 
          <Opinion target="Servicio" category="SERVICE#GENERAL" polarity="positive" from="3" 
to="11"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_11_CarlosPerezAlvarez_2014-09-14:3"> 
        <text>La Carne,Phenomenal</text> 
        <Opinions> 
          <Opinion target="Carne" category="FOOD#QUALITY" polarity="positive" from="3" to="8"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_11_CarlosPerezAlvarez_2014-09-14:4"> 
        <text>Las Tapas y Bebidas y el Ambiente,Extraurinadio</text> 
        <Opinions> 
          <Opinion target="Tapas" category="FOOD#QUALITY" polarity="positive" from="4" to="9"/> 




          <Opinion target="Ambiente" category="AMBIENCE#GENERAL" polarity="positive" 
from="25" to="33"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_11_CarlosPerezAlvarez_2014-09-14:5"> 
        <text>Yo ya e celebrado muchos Cumpleaños en Restaurantes,pero jamas me han tratado 
tan bien y me han hecho tantos Detalles k me gusto y emociono un monton.</text> 
        <Opinions> 
          <Opinion target="NULL" category="SERVICE#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_11_CarlosPerezAlvarez_2014-09-14:6"> 
        <text>Asi k se os lo quereis pasar Fenomenal,a que esperais.</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_11_CarlosPerezAlvarez_2014-09-14:7"> 
        <text>Reservar Mesa,que en 9 Reinas merece la pena.</text> 
        <Opinions> 
          <Opinion target="9 Reinas" category="RESTAURANT#GENERAL" polarity="positive" 
from="21" to="29"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_11_CarlosPerezAlvarez_2014-09-14:8"> 
        <text>Gracias Equipo</text> 
        <Opinions> 
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          <Opinion target="Equipo" category="SERVICE#GENERAL" polarity="positive" from="8" 
to="14"/> 
        </Opinions> 
      </sentence> 
    </sentences> 
  </Review> 
  <Review rid="es_9reinas_13_MaraKacic_2014-08-06"> 
    <sentences> 
      <sentence id="es_9reinas_13_MaraKacic_2014-08-06:0"> 
        <text>Siempre que venimos a Barcelona vamos a comer o cenar.</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_13_MaraKacic_2014-08-06:1"> 
        <text>Imperdible!</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_13_MaraKacic_2014-08-06:2"> 
        <text>Carnes excelentes y las pastas buenísimas (especialmente los sorrentinos!).</text> 
        <Opinions> 
          <Opinion target="Carnes" category="FOOD#QUALITY" polarity="positive" from="0" to="6"/> 




          <Opinion target="sorrentinos" category="FOOD#QUALITY" polarity="positive" from="61" 
to="72"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_13_MaraKacic_2014-08-06:3"> 
        <text>El sitio es muy agradable y los camareros muy simpáticos y atentos.</text> 
        <Opinions> 
          <Opinion target="sitio" category="AMBIENCE#GENERAL" polarity="positive" from="3" 
to="8"/> 
          <Opinion target="camareros" category="SERVICE#GENERAL" polarity="positive" from="32" 
to="41"/> 
        </Opinions> 
      </sentence> 
      <sentence id="es_9reinas_13_MaraKacic_2014-08-06:4"> 
        <text>Seguiremos haciendo una visita cada vez que vengamos a Barna!</text> 
        <Opinions> 
          <Opinion target="NULL" category="RESTAURANT#GENERAL" polarity="positive" from="0" 
to="0"/> 
        </Opinions> 
      </sentence> 















El diccionario de la Real Academia Española, define la gramática como “La ciencia que 
estudia los elementos de una lengua y sus combinaciones” y “El arte de hablar y escribir 
correctamente una lengua”. La gramática puede ser definida como la disciplina que analiza 
la estructura y el funcionamiento de una lengua (Raya, 1992). Una definición más amplia 
puede ser entregada si primero se define desde que perspectiva se quiere estudiar la 
gramática.  
 
Por otra parte (Española, 2010) la define “En su sentido más estricto, la gramática estudia 
la estructura de las palabras, las formas en que estas se enlazan y los significados a los 
que tales combinaciones dan lugar. En este sentido, la gramática comprende la morfología, 
que se ocupa de la estructura de las palabras, su constitución interna y sus variaciones, y 
la sintaxis, a la que corresponde el análisis de la manera en que se combinan y se disponen 
linealmente, así como el de los grupos que forman.” 
 
Cada parte de la gramática está compuesta de varias unidades sustantivas (en el sentido 
de ‘fundamentales’ o ‘esenciales’) y diversas relaciones (Española, 2010). La mayor parte 
de dichas unidades se dividen en otras más pequeñas. Por ejemplo, en la fonología los 
rasgos distintivos se agrupan en fonemas, que a su vez constituyen sílabas. Los 
segmentos de la morfología son los morfemas (como los de des-orienta-ción), que se 
agrupan en palabras (desorientación, orientación, desorientado). A su vez, la palabra 
constituye la unidad máxima de la morfología y la unidad mínima de la sintaxis. Las 
palabras, pertenecientes a una determinada categoría o clase en función de sus 
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propiedades morfológicas y sintácticas, forman grupos sintácticos: mi casa, por ejemplo, 
es un grupo y beber leche es otro. La combinación de determinados grupos sintácticos da 
lugar a las oraciones, que relacionan un sujeto con un predicado. 
 
 Las unidades léxicas en español. 
Las unidades léxicas constituyen los elementos mínimos para la comunicación 
interpersonal, puesto que los hablantes de cualquier lengua, cuando procesan la 
información obtenida por cualquier vía, categorizan y organizan los signos lingüísticos en 
diferentes unidades o segmentos léxicos (Gómez Molina, 2004). 
 
 Clases de palabras 
Entre las clases sintácticas de palabras se encuentran: i) artículo una parte de la oración 
que sirve para distinguir los géneros de los nombres (el, un), ii) el sustantivo que nombra 
o designa personas, animales o cosas (aire, prudencia), ii) el adjetivo el que modifica al 
sustantivo y expresa una cualidad (limpio, literario), iv) el pronombre que se pone en lugar 
del nombre (tú, quien), v) el verbo que expresa acción o proceso del sustantivo (ser, 
hablar), vi) el adverbio que se junta al verbo para modificar y determinar su significado 
(lejos, abiertamente), vii) la preposición que relaciona los elementos de una oración (de, 
durante), viii) la conjunción es una palabra que enlaza partes de la oración, (y, aunque) y 
ix) la interjección que sirve para denotar los afectos del ánimo (eh, caramba). 
 
 Grupos sintácticos 
A partir de las unidades léxicas simples, la sintaxis puede articular unidades mayores 
llamadas grupos, frases o sintagmas, que constituyen expansiones o proyecciones de su 
respectivo núcleo. Un grupo sintáctico se crea mediante la combinación de categorías 
gramaticales de acuerdo con los principios de la sintaxis (Española, 2010). 
 
Se distinguen varios grupos sintácticos, dentro de los cuales se destacan : i) Los grupos 
nominales o sintagmas nominales que se forman en torno a un sustantivo como en “El 
avión vuela”; ii) los grupos adjetivales expanden un adjetivo, como “Sus palabras fueron 
muy cariñosas ”; iii) los grupos verbales se construyen en torno a un verbo: “No sabíamos 
nada” ; iv) los grupos adverbiales están constituidos en torno a un adverbio: “tus amigos 
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llegaron demasiado tarde” ; v) grupo preposicional, que se usa para designar unidades 
como “ he comprado estas flores para Paola”  
 
 Oración gramatical 
Según González Calvo (1989) el concepto de oración se aborda desde dos puntos de vista: 
el semántico y el sintáctico. Desde el punto de vista semántico acoge las definiciones 
lógicas, psicológicas y semánticas. Desde el punto de vista sintáctico se refiere al uso de 
criterios morfológicos, sintácticos y funcionales. Es decir, desde la morfología, la oración 
es el conjunto formado por un verbo en forma persona, con todos los elementos que directa 
o indirectamente se relacionan con él.  
 
 Tipos de oraciones 
Según Howkins, Pountain, y De Carlos  (2013) las oraciones se pueden clasificar por su 
complejidad o según la actitud del hablante en simple y compuesta. La oración simple es 
la que consta de un sujeto y de un predicado, además consta de un solo verbo. La oración 
compuesta es una oración que cuenta con más de una oración simple o más de un verbo. 
 
Dependiendo de la forma como se relacionen las oraciones simples que forman una 
oración compuesta se pueden clasificar en coordinación, subordinación y yuxtaposición. 
 
Existe coordinación entre dos oraciones cuando no hay dependencia sintáctica entre ellas 
y cada oración es jerárquicamente igual a la otra. Cada oración contribuye al significado 
total de la oración compuesta. En la subordinación una oración tiene mayor jerarquía que 
la otra. Se le conoce como oración subordinada a la que posee la menor jerarquía. La 
yuxtaposición se da cuando no existe una conjunción entre las oraciones simples, sino se 
dividen por signos de puntuación como la coma o el punto y coma. 
 
En toda oración es necesario distinguir lo que se dice de la actitud del que habla con 
respecto a lo dicho: Las oraciones aseverativas son aquellas que dan información. Las 
interrogativas son en las que se piden información, y pueden ser simples (se responden 
con sí o no) o las específicas. Oraciones exclamativas son aquellas que expresan emoción 
y generalmente se escriben entre signos de exclamación. 
 
 Tipos de gramática 
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A lo largo de la historia han surgido muchas formas o enfoques gramaticales y cada uno 
posee sus características y abarca distintos conceptos. Entre los principales tipos de 
gramática se encuentran (Alarcos Llorach, 1994): 
 
 Normativa: es aquella que estudia el funcionamiento de las diversas partes de la 
oración según las normas existentes en la lengua: palabras compatibles, oraciones 
bien formadas, entre otras. 
 
 Histórica: es aquella que se interesa por los cambios que ha habido en la formación de 
las palabras y de las oraciones a lo largo de la historia. 
 Comparada: estudia las semejanzas y diferencias que existen entre varias lenguas; 
establece las relaciones que hay entre las lenguas al comparar su fonética y las 
equivalencias en el significado de las palabras, estudia cómo influye una lengua en 
otra. 
 Funcional: investiga cómo se emplean las palabras y qué tipos de oraciones son las 
adecuadas según sea el contexto social en que se empleen. 
 Gramática normativa o prescriptiva. Este tipo de gramática se encarga de que los textos 
vayan acorde a las normas existentes en la lengua, a la vez de la elaboración de dichas 
normas. 
 Gramática Generativa. Fundada por Noam Chomsky, este tipo de gramática entiende 
a la lengua como parte del patrimonio genético de los seres humanos, tal como lo 
explica Chomsky (1979). Según Raya (1992) se define como la gramática que trata de 
formular una serie de reglas capaces de generar o producir todas las oraciones 
posibles y aceptables de un idioma 
 
II. Procesamiento de lenguaje natural 
 
Desde la aparición de los primeros computadores, se ha buscado la forma en que se 
parezcan o se comporten como humanos. En 1950 se propuso un método para determinar 
si una máquina podía pensar. Este experimento se le conoció como “Test de Turing” y 
buscaba probar la habilidad de una máquina de exhibir un comportamiento inteligente 
similar al de un humano (Turing, 1950). Este experimento recogió muchos comentarios 
Anexo E 171
 
positivos sobre las posibilidades de la inteligencia de los computadores que en aquel 
momento parecían imposibles.  
 
Lo que en 1950 en términos de velocidad y capacidad en computación era inimaginable, 
es ahora realidad. Sin embargo, las predicciones de Turing sobre la inteligencia de las 
máquinas son todavía un desafío para los investigadores ya que todavía existen problemas 
sin resolver. 
 
Desde la época de Turing hasta nuestro días, han ido apareciendo grandes avances, que 
nos acercan más a la inteligencia de los computadores. Pero así como han surgido 
avances, han aparecido nuevos problemas. Por ejemplo, para que el computador pueda 
“pensar” primero debe entender el lenguaje humano. Solamente el lenguaje ha sido el 
centro de atención de diversas disciplinas: filosofía, lógica, psicología, biología, 
antropología y, por supuesto, lingüística. Con el tratamiento computacional al lenguaje 
nace la disciplina conocida como procesamiento de lenguaje natural (PLN). 
 
Según Chowdhury (2003) el PLN es un área de investigación y aplicación que explora 
cómo se pueden utilizar las computadoras para entender y manipular texto o lenguaje 
natural para hacer cosas útiles. Por su parte Moreno y  Molina (1999) lo definen como una 
parte esencial de la Inteligencia Artificial (IA) que investiga y formula mecanismos 
computacionalmente efectivos que faciliten la interrelación hombre/máquina y permitan 
una comunicación mucho más fluida y menos rígida que los lenguajes formales. 
Básicamente en el PLN los investigadores buscan reunir conocimientos sobre cómo los 
seres humanos usan el lenguaje para poder desarrollar sistemas informáticos. Para esto 
utilizan herramientas y técnicas apropiadas que permiten comprender y manipular 
correctamente el lenguaje. 
 
La investigación en el PLN ha evolucionado desde la era de las tarjetas perforadas y 
procesamiento por lotes en que el análisis de una oración duraba mucho tiempo. En la 
actualidad millones de páginas web pueden procesarse en menos de un segundo (Cambria 
& White, 2014) . Sin embargo, el tratamiento del lenguaje por las computadoras es una 
tarea difícil. Según Llamazares (2010) el lenguaje natural tiene una complejidad inherente 
y es alusivo y ambiguo. Alusivo porque las palabras pueden incorporar referencias a 
múltiples niveles. Las personas al leer o escuchar se acostumbran a detectar indicios y 
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pistas, pero los computadores no tienen ese sexto sentido. Ambiguo porque muchas 
palabras o frases se pueden interpretar de manera diferente incluso por los humanos.  
 
Adicional a lo anterior, actualmente se tienen nuevos desafíos en el manejo del lenguaje. 
Por ejemplo, la gran cantidad de datos generados diariamente se hacen inmanejables para 
las personas. Es necesario nuevas formas de extraer, procesar y analizar estos datos. Las 
empresas, los gobiernos, las universidades y en general todas las organizaciones 
producen datos a gran escala relacionados con la base de su negocio.  
 
Estos datos son recolectados en grandes repositorios, principalmente en bases de datos 
relacionales que permiten el almacenamiento de la información de forma estructurada. 
Sumado a estos datos, se generan todavía más información diariamente a partir de la 
fuente más grande de todas, el internet. Ésta produce millones de datos debido a la 
utilización masiva de las redes sociales, servicios de mensajería, blog, wiki, comercio 
electrónico entre otros.  
 
Toda esta gama de datos es atractiva para diferentes estamentos comerciales, industriales 
y académicos, pero la extracción y su respectivo procesamiento, hace que esta tarea sea 
muy compleja y difícil si se hace de forma manual. Para afrontar esto, es necesario que la 
extracción, almacenaje y procesamiento de los datos sea automático, y es donde, 
disciplinas como la extracción y recuperación de información, y las técnicas de 
procesamiento natural (PLN) juegan un papel importante en el manejo de estos grandes 







F. Anexo: Otras técnicas para 
clasificación de sentimientos 
 
I. Aprendizaje supervisado para clasificación de sentimientos 
El enfoque de aprendizaje de máquina, también conocido como aprendizaje automático, 
se basa en la aplicación de un algoritmo que aprende a partir de un conjunto de datos de 
ejemplo. Dentro de este enfoque existe el aprendizaje supervisado y el no supervisado. El 
primero depende de la existencia de documentos de entrenamiento previamente 
etiquetados, es decir, que ya tienen asignada una polaridad positiva o negativa según el 
caso. El segundo no necesita un conocimiento previo, es decir, solo son necesarios los 
documentos sin ninguna etiqueta. 
 
Hay muchos tipos de clasificadores basados en aprendizaje de máquinas en la literatura 
de los cuales se destacan: probabilísticos, árboles de decisión, lineales y basados en 
reglas. A continuación se aborda brevemente cada uno de los clasificadores basados en 
aprendizaje de máquina supervisado: 
 
 Clasificadores probabilísticos.  
Los clasificadores probabilísticos son aquellos que son capaces de predecir dada una 
muestra y una distribución de probabilidad. Existen varios tipos de clasificadores, de este 
tipo, lo basados en el teorema de Thomas Bayes y el de Máxima entropía. 
 
Thomas Bayes, cuando planteo su teorema, pensó en una forma de facilitar las decisiones 
basadas en posibles ocurrencias tomando como factor de importancia la probabilidad de 
todos los casos posibles en un suceso; de este teorema se desprendieron dos métodos de 
aprendizaje de máquina conocidos como Redes bayesianas y  Bayesiano ingenuo (Naive 
Bayes) (Friedman et al., 1997) . 
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o Redes bayesianas 
Una Red Bayesiana es un modelo probabilístico que relaciona un conjunto de variables 
aleatorias mediante un grafo dirigido, son redes gráficas sin ciclos en el que se representan 
variables aleatorias y las relaciones de probabilidad que existan entre ellas permitiendo 
conseguir soluciones a problemas de decisión en casos de incertidumbre. Las redes 
bayesianas simbolizan una ilustración de dependencias para razonamiento probabilístico, 
en la cual los nodos representan variables aleatorias y los arcos simbolizan relaciones de 
dependencia directa entre las variables (Jensen, 1996). El diseño abstracto de una red 
bayesiana es un grafo formado por nodos, enlaces y parámetros. 
 
Las redes bayesianas modelan un fenómeno mediante un conjunto de variables y las 
relaciones de dependencia entre ellas. Dado este modelo, se puede hacer inferencia 
bayesiana; es decir, estimar la probabilidad posterior de las variables no conocidas, con 
base a las variables conocidas. Estos modelos pueden tener diversas aplicaciones, para 
clasificación, predicción, diagnostico, etc. Además, pueden dar información interesante en 
cuanto a cómo se relacionan las variables del dominio, las cuales pueden ser interpretadas 
en ocasiones como relaciones de causa–efecto (Sucar, 2006). 
 
o Bayesiano ingenuo (Naive Bayes). 
Este clasificador es la forma más simple de una red bayesiana, en las que todos los 
atributos son independientes dado el valor de la variable clase. Esto se llama 
independencia condicional. Resulta obvio que la hipótesis de la independencia condicional 
rara vez es verdadera en la mayoría de aplicaciones del mundo real (H. Zhang, 2004). 
 
Este método se considera de clasificación y predicción supervisada porque construye 
modelos que predicen la probabilidad de posibles resultados a partir de ejemplos 
clasificados. Este clasificador asume que la presencia o ausencia de una característica 
particular no está relacionada con la presencia o ausencia de cualquier otra característica, 
dada la clase variable. Por ejemplo, una persona puede ser considerada como portador 




Para otros modelos de probabilidad, los clasificadores de Bayes Naive se pueden entrenar 
de manera muy eficiente en un entorno de aprendizaje supervisado. En muchas 
aplicaciones prácticas, la estimación de parámetros para los modelos Bayes Naive utilizan 
el método de máxima verosimilitud, en otras palabras, se puede trabajar con el modelo 
ingenuo de Bayes sin aceptar probabilidad bayesiana o cualquiera de los métodos 
bayesianos (Mccallum & Nigam, 1998) 
 
 
 Máxima entropía. 
Según Ratnaparkhi (1997) el modelo de máxima entropía ofrece una manera limpia de 
combinar diversas piezas de evidencia contextual para estimar la probabilidad de que una 
determinada clase lingüística ocurra con un cierto contexto lingüístico. 
 
En este clasificador la probabilidad que un texto corresponda a una determinada categoría 
debe maximizar la entropía de clasificación, de manera que no se introduzca un sesgo en 
el sistema. En este método no asume independencia de términos (Mehra, Khandelwal, & 
Patel, 2002). 
 
 Árboles de decisión. 
Un árbol de decisión es un conjunto de condiciones organizadas en una estructura 
jerárquica, de tal manera que la decisión a tomar se puede determinar siguiendo las 
condiciones que se cumplen desde la raíz del árbol hasta alguna de sus hojas (Waldo 
Hasperué, 2013).  
 
Según Quinlan (1986) un árbol de decisión es un formalismo de conocimiento 
relativamente simple que carece del poder expresivo de las redes semánticas. Como 
consecuencia de esta simplicidad son considerados menos complejos que otros sistemas 
que pueden reflejar resultados de aprendizaje más potente. Sin embargo, todavía es 
posible generar conocimiento en estos árboles que sean capaces de resolver problemas 
de importancia en la práctica. 
 
Por su parte Rivest (1987) lo define como una técnica de clasificación de aprendizaje 
inductivo que se basa en el descubrimiento de patrones a partir de ejemplos. Se caracteriza 
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por un conjunto de reglas que se van aplicando sobre los ejemplos nuevos para decidir 
qué clasificación es la más adecuada a sus atributos. 
 
 Clasificadores lineales. 
 
Estos clasificadores permiten separar (clasificar) un grupo de clases a partir de sus 
características a través de una función lineal. Dentro de estos se destacan: Máquina de 
soporte vectorial (SVM) y redes neuronales. 
 
 Máquinas de soporte vectorial (SVM) 
 
Generalmente, el principio fundamental de SVM es encontrar un separador lineal el cual 
pueda, como su nombre lo indica, separar de la mejor manera las distintas clases. Los 
datos de cualquier texto son ideales para este tipo de clasificadores. Debido a la naturaleza 
dispersa del texto, que conlleva a que varias características del mismo sean irrelevantes, 
pero que tienden a relacionarse con otras y generalmente organizadas dentro de 




 Redes neuronales. 
Las redes de neuronales constituyen una técnica de aprendizaje inspirada en modelar el 
cerebro humano. Consisten en un conjunto de elementos llamados “neuronas” conectadas 
entre sí por conexiones que tienen un valor numérico modificable llamado peso (Fausett, 
1994). Las redes neurales se organizan en capas. Las capas se componen de un número 
de "neuronas" interconectadas que contienen una "función de activación". Los patrones se 
presentan a la red a través de la "capa de entrada", que se comunica con una o más "capas 
ocultas" donde el procesamiento real se realiza a través de un sistema de "conexiones" 
ponderadas. Las capas ocultas entonces conectan a una "capa de salida" donde la 





 Clasificadores basados en reglas 
Dentro de estos clasificadores la información se rige bajo un conjunto de reglas. Se tiene 
una regla condicion →y. El lado izquierdo representa la condición del conjunto de 
características expresado de forma disyuntiva normal, mientras que en el lado derecho se 
encuentra la clase a la que pertenece la etiqueta (Chen, Liu, Yu, Wei, & Zhang, 2006). 
 
Existen varios criterios usados para generar las reglas, durante la fase de entrenamiento 
se construyen todas las reglas dependiendo de estos criterios. Los dos criterios más 
usados a la hora de construir las reglas son confianza (confidence) y soporte (support) 
(Medhat et al., 2014). 
 
Existe cierto parecido entre los clasificadores basados en reglas y aquellos basados en 
árboles. Ambos tienden a codificar reglas para regir el espacio de características, pero los 
clasificadores basados en árboles logran esto con un enfoque jerárquico, según explica 
Quinlan (1986), mientras que los clasificadores basados en reglas permiten 
superposiciones en el espacio de decisiones, es decir, regresar a un nivel superior del 
árbol de decisiones, los clasificadores basados en árbol obedecen un comportamiento 
estrictamente jerárquico. 
 
A continuación se muestran algunos trabajos donde se evidencia la aplicación de los 
modelos de aprendizaje automático sobre análisis de sentimientos: 
 
En (Abbasi et al., 2008) se realizó un AS para mensajes en los foros web en los idiomas 
inglés y árabe. Además se desarrolló un algoritmo genético para la selección de 
características, y la clasificación de sentimiento se hizo con SVM. Para mejorar el análisis 
de este enfoque se incluyeron características sintácticas y una amplia gama de atributos 
estilísticos de los lenguajes inglés y árabe.  
 
En (Anjaria & Guddeti, 2014) se estudia la tarea de predicción de sentimiento sobre Twitter 
utilizando técnicas de aprendizaje automático, con la consideración de la estructura de red 
social Twitter específicamente retweets.  En la propuesta se emplean técnicas 
supervisadas de aprendizaje de máquina, como máquinas de soporte vectorial (SVM), 
NaiveBayes, máxima entropía y redes neuronales artificiales para la clasificación de los 
datos de Twitter utilizando unigramas, bigram y unigramas + bigram (híbrido) para la 
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extracción de características y hacen uso de un factor de influencia. El estudio se hace 
sobre las elecciones presidenciales de 2012  en Estados Unidos y las elecciones de la 
Asamblea del Estado de Karnataka (India) 2013. 
 
En (L.-F. Hurtado & Pla, 2016) se presenta un sistema clasificador  de sentimientos de 
opiniones en Twiter que se basa en SVM  y  diccionarios de polaridad para aprender a 
partir de  un conjunto de datos de entrenamiento. 
 
Finalmente en (Chan & Chong, 2017) presentan un AS para analizar los posibles 
sentimientos expresados en los textos  de dominio financiero. Este analizador integra 
varias características de contexto heterogéneas para clasificar frases usando técnicas de 
aprendizaje de máquinas conjuntas (Ensemble machine learning technique). Estas 
técnicas utilizan múltiples algoritmos de aprendizaje para mejorar los resultados de 
clasificación. En la literatura estos se han empezado a utiliza últimamente. 
 
 
II. Enfoque basado en Léxico para clasificación de sentimientos. 
 
Este enfoque se basa en encontrar palabras de opinión dentro del texto, ya sean positivas 
o negativas para realizar la CS. Palabras de opinión positiva se utilizan para expresar 
algunos estados deseados, mientras que las palabras negativas de opinión se utilizan para 
expresar algunos estados no deseados. También hay frases y modismos de opinión que 
en conjunto se denominan lexicón de opiniones. Hay dos enfoques principales: el basado 
en diccionario y el basado en corpus. 
 
El enfoque basado en diccionario utiliza un diccionario existente, que es una colección de 
palabras de opinión junto con su valor de polaridad positivo o (+), negativo o (-) y neutro 
en algunos casos (Ravi & Ravi, 2015). En este enfoque se utilizan varias estrategias para 
obtener el diccionario como iniciar con un pequeño número de palabras e ir creciendo con 
la ayuda de bases de datos léxicas como Wordnet(Miller, 1995) buscando sinónimos y 
antónimos. La desventaja más grande de este enfoque según Medhat (2014) es la 
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incapacidad de encontrar palabras de opinión con orientaciones específicas de dominio y 
contexto. 
 
El enfoque basado en corpus se basa en la probabilidad de ocurrencia de una palabra de 
sentimiento en conjunción con un conjunto de palabras positivas o negativas realizando 
una búsqueda en una gran cantidad de textos como la que arrojan algunos buscadores. 
Algunas estrategias para trabajar con corpus es hacer uso de patrones sintácticos o 
búsqueda de palabras cercanas a otras en una gran lista de opiniones. Por ejemplo hacer 
uso de y (and), o(or), pero (but) entre otras para establecer relaciones entre expresiones 
sintácticas. Este enfoque mejora un poco al basado en diccionarios porque ayuda resolver 
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