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Abstract
We present a new loss function for the validation of im-
age landmarks detected via Convolutional Neural Networks
(CNNs). The network learns to estimate how accurate its
landmark estimation is. This loss function is applicable to
all regression-based location estimations and allows exclu-
sion of unreliable landmarks from further processing. In
addition, we formulate a novel batch balancing approach
which weights the importance of samples based on their
produced loss. This is done by computing a probability dis-
tribution mapping on an interval from which samples can
be selected using a uniform random selection scheme.
We conducted several experiments on the 300W facial
landmark data. In the first experiment, the influence of
our batch balancing approach is evaluated by comparing
it against uniform sampling. Afterwards, we compare two
networks with the state of the art and demonstrate the us-
age and practical importance of our landmark validation
signal. The effectiveness of our validation signal is further
confirmed by a correlation analysis over all landmarks. Fi-
nally, we show a study on head pose estimation of truck
drivers on German highways and compare our network to
a commercial multi-camera system.
1. Introduction
Landmark localization describes the process of deter-
mining the location of characteristic points of an object in
Figure 1. Examples for RGB to gray, overexposed NIR image and
an example with valid and invalid landmark points (left to right).
an image. These points are usually characterized by a spa-
tial relationship to each other such as the nose and eyes of
a face. Under pose changes of the object, landmarks can-
not change positions randomly but according to their rela-
tive positions towards each other. The problem of landmark
localization is common in 2D face alignment, face recon-
struction or gesture recognition [13, 5, 29, 45, 20, 23, 28].
These are also preparatory steps for head pose estima-
tion [72, 17, 56], emotion estimation [14, 55, 32, 64] and
face recognition [62, 33, 47, 36, 52].
The current state of the art in this area addresses the
problems of accurate and robust landmark detection in
real and constrained scenarios. Known challenges are the
head pose, facial expressions, illumination changes, blur-
ring, and occlusion. Traditional approaches such as Ac-
tive Appearance Models (AAM) [8], Active Shape Mod-
els (ASM) [9] and Constrained Local Models (CLM) [10]
could already handle those challenges to a certain extend.
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To further improve the robustness and accuracy as well
as to ensure real-time operability, cascaded regression has
been deployed. The aim of cascaded regression is to
form a strong classifier based on a set of weak classifiers.
Well known representatives are random forests [3], ran-
dom ferns [40], cascaded support vector machines [18] and
the supervised decent method [59]. All of the aforemen-
tioned approaches were applied for facial landmark detec-
tion [59, 11, 7, 16, 54, 22, 43, 26] and share mainly two
disadvantages: after a depth of five regressors, accuracy im-
provements saturate [55]. Further, they rely on an initial
fit of an average face, which requires a pose classification
and regressor selection afterwards [26]. Deep neural net-
works [50, 51, 49, 19, 21, 69, 31] are currently in the fo-
cus of attention since they outperformed any other machine
learning approach for common computer vision tasks. This
includes landmark detection [48, 5, 42, 61, 65, 35, 67] with
a multitude of different network architectures, including
convolution neuronal networks [48], auto encoders [66], re-
current networks [53], residual networks [15, 12] and hour-
glass networks [5]. Recent developments emphasize the
importance of the loss function as key element for improv-
ing accuracy and robustness of landmark localization, such
as the newly proposed Wing loss [15]. In addition, data
balancing plays an important role for training: challenging
poses are often massively underrepresented in the training
data. Therefore, pose-based data balancing using principal
component analysis was proposed by Feng et al. [15] and a
cycle generative adversarial network was employed in [12].
Another novel architecture, a local to global context net-
work proposed in [38], outputs heat map candidates and is
therefore capable of detecting landmarks for multiple per-
sons in an image.
In this work, we address the challenge of facial landmark
localization under near infrared illumination (NIR) and the
necessity to provide a validation signal for landmarks (Fig-
ure 1). In practice, many computer vision tasks arise in sce-
narios where visible light sources cannot be employed; in-
stead NIR has to be used. One exemplary scenario is driver
monitoring, where visible light directed at the driver would
be highly distractive while driving at night. Similarly, the
majority of eye-tracking applications, iris and face recog-
nition, employ NIR for image retrieval. Color information,
however, is not available. Along with the different illumi-
nation come different image contrast properties, e.g. human
skin can reflect NIR light as can be seen in Figure 1. Lo-
calizing all landmarks of an object reliably in such images
can be a very challenging task, since the visibility of some
landmarks in the image might imply others being obstructed
from the camera’s view. Therefore, a notion of validity of
landmarks has a huge impact on practical implementation,
e.g., for pose estimation or face alignment.
The main contributions of this work are:
• A novel loss function that trains the network directly
to estimate the accuracy alongside with landmark lo-
cation. The idea behind our validation loss is that we
want the network to guess the reliability in terms of
distance to the ground truth position.
• An online data augmentation strategy that ranks train-
ing samples by their produced loss. This addresses the
problem of pose-based data balancing [15] by not only
normalizing for the occurrences of head poses but also
for (a priori unknown) challenges in the data set like
occlusion and illumination.
• An empirical evaluation of a low-cost monocular NIR
camera for head pose estimation by comparing to a
commercial multi-camera system. This evaluation in-
cludes recordings of five subjects and multiple hours of
truck driving on German highways. This is a challeng-
ing task since the position of the driver relative to the
camera changes substantially for each subject and in
comparison to car driving the driver moves more fre-
quently and in larger ranges. In addition, we evaluated
three different camera locations recorded in parallel,
where each camera was treated as a monocular setup.
The paper is organized as follows. Section 2 presents
the related work. Section 3 describes our online data aug-
mentation approach. The landmark validation loss function
is explained in Section 4. Both presented approaches are
evaluated and compared against the state of the art. These
results and the results of our empirical study are presented
and discussed in Section 6. Section 7 concludes this paper.
2. Related work
State of the art methods employing deep learning for fa-
cial landmark detection is based on regression, i.e. the net-
work estimates the correct landmark positions directly. We
categorize those approaches by their employed architecture,
data balancing procedure, cascading, and loss functions.
Architecture: A straightforward way to use a CNN for
direct 2D landmark regression was proposed in [15, 48].
The input to such a network is a face image which is
extracted based on a preliminary applied face detection.
Novel architectures such as residual [15, 12] and recur-
rent networks [53] have already improved the state of the
art in regression-based landmark detection. Hourglass net-
works [5, 4, 12, 61] have also led to an increase in both ac-
curacy and robustness of landmark detection. However, in-
stead of a position vector, their output is a heat map, where
each pixel represents the probability to be a landmark posi-
tion. This approach has already been deployed to detect
landmark points of multiple persons without preliminary
face detection [38]. In such heat maps, it is also necessary
to validate landmark locations, e.g., by using a distance-
aware softmax function [57]. We propose a validation loss
function for regression-based landmark localization, which
enforces the network to estimate the Euclidean distance be-
tween the regressed location and the training data annota-
tion as a measure of correctness. This can be used as a
validation signal for each landmark separately.
Data balancing: Facial landmarks are subject to extreme
pose variations. Head poses present in current datasets are
however heavily biased towards frontal images; extreme
orientations are rarely represented in the data. To overcome
this limitation, multiview models were proposed, splitting
the problem into frontal and profile faces. Those where
already used in traditional approaches, such as ASM [9]
and AAM [8], as well as for cascaded regression-based ap-
proaches [59, 11, 7, 16, 54, 22, 43, 26].A second approach
considers the use of 3D face models [41]. They are applied
to refine the 2D landmark positions based on a 3D model.
In addition, those models were used to synthesize additional
data and to balance the training set [71, 24, 25, 34, 37, 2].
In [12], a cycle GAN was used to generate images to han-
dle style variations. The third approach to data balancing is
multi-task learning. This means that emotion classification,
pose estimation, 3D face reconstruction, and landmark de-
tection are trained jointly [67, 60, 42]. This was found to
boost the individual subtasks. In another approach, a PCA
is used to compute a histogram of poses. Based on this his-
togram, underrepresented poses are added with additional
challenges like rotation etc. [15]. We propose to use the
loss value per training sample to cope with the problem of
underrepresented challenges. Thereby, we can extend the
effect to not only poses but any additional, even a-priori un-
known challenges in the data.
Cascaded networks: The aim of these approaches is to
use multiple networks stacked upon each other to refine
landmark positions. The straightforward approach is to use
a coarse positioning network and refine the positions with
a second network which receives the coarse positions and
a higher resolution image as input [48, 35, 60, 15]. An-
other approach is to extract image patches surrounding pos-
sible facial landmarks and to refine the position within those
patches. This was done using a recurrent network trained in
an end to end fashion [53]. A combinatoric approach using
a cycle GAN together with a heat map generation network
was developed recently [12]. Additionally, a cascade of lo-
cal to global heat map generation with deep networks was
used [38].
Loss functions: Recently, the wing loss function was
proposed [15]. It is a combination of a log loss function
if the error is close to zero and otherwise an L1 loss.
In this paper, we use a residual network for landmark
regression together with a novel validation loss to estimate
the landmark quality. The network itself has nine residual
Figure 2. Exemplary NIR images which represent a balanced set
based on the head pose.
Figure 3. The proposed ranking example where the produced loss
represents the probability of a sample to be included in a training
batch for the next epoch.
blocks and two fully connected layers as output.
3. Batch balancing
Existing pose-based data balancing approaches [15] are a
valuable and effective procedure but have one major draw-
back: the data is balanced only based on the underrepre-
sentation of some head poses with regard to a parameter of
histogram bins. Figure 2 shows an example where data is
already balanced based on the head pose. But additional
challenges, such as reflections (top right) and three differ-
ent types of occlusions are only represented by one sample
each. Our idea is to use the produced loss of a training im-
age to compute a probability of an image being included in
the next training batch. Thereby, we can make the network
learn especially the challenging cases, even if they are not
annotated as such. Using the loss as a criterion will auto-
matically keep a balance between being able to detect the
vast majority of data via an appropriate generalization and
at the same time dedicate an adequate amount of training
towards the especially challenging samples.
Figure 3 shows this exemplarily. Each sample, there-
fore, has assigned to it a range of numbers which allows
us to create a new batch using a uniform random sampling.
Through this procedure samples might get inserted twice
into a batch, which needs to be checked. We used a range
of [0; 10,000] and computed the respective number subset
based on the ratio between the sample’s loss and the sum of
all losses. In our training procedure, we apply data augmen-
tation in an online fashion. This means after a batch is cre-
ated each sample in this batch receives additional challenges
such as shifting the image, adding random noise, blurring,
and adding occlusions. Therefore, our network does not see
the exact same image twice.
4. Validation loss formulation
The idea behind our validation loss is that we want the
network to guess the expected distance between its predic-
tion and the ground truth position as a proxy of reliabil-
ity of the prediction. This means that the network not only
estimates the landmark position, it also evaluates its accu-
racy and provides this information in an additional output.
Therefore, we compute the distance between the estimated
and annotated position (L2, L1, or any task specific distance
metric) and use this as training label for the next training it-
eration.
L2 =
1
2
∗ (y − x)2
L1 = |y − x|
(1)
In Equation 1 the loss function for L1 and L2 are shown
where x represents the estimated landmark positions and y
the ground truth. For our loss function we split the vectors
x and y in triplets. We assign each triplet an index i and
a secondary index j which represents the vector index in a
triplet. Therefore, x1,2 selects the first triplet in the esti-
mated vector x and the second index in this triplet.
L2i,1 =
1
2
∗ (yi,1 − xi,1)2
L2i,1 =
1
2
∗ (yi,2 − xi,2)2
L2i,1 =
1
2
∗ (
√
(xi,1 − yi,1)2 + (xi,2 − yi,2)2 − xi,3)2
(2)
Equation 2 defines the proposed loss function with an
Euclidean norm for the distance between the estimated
positions of the landmarks (
√
(xi,1 − yi,1 + xi,2 − yi,2)2).
This can also be formulated for the L1 norm as shown in
Equation 3.
L1i,1 = |yi,1 − xi,1|
L1i,2 = |yi,2 − xi,2|
L1i,3 = |
√
(xi,1 − yi,1)2 + (xi,2 − yi,2)2 − xi,3|
(3)
The L1 norm is more accurate for landmark detection as
shown by Feng et al. [15]. It is also possible to replace
the Euclidean norm by the Manhattan distance as shown in
Equation 4 which was also used in our training.
L1i,3 = |(|(xi,1 − yi,1|+ |xi,2 − yi,2)|)− xi,3| (4)
Large values of the validation signal indicate a strong
deviation between estimated landmark location and its
ground-truth annotation. In contrast, a value close to zero
means a triplet is likely accurate and valid.
5. Training of our network
For the training of our network, we used DLIB [27].
The training was performed on a POWER8 server from
IBM with four Nvidia Tesla P100 GPUs and 1TB of RAM.
For the evaluation and measuring the inference runtime, we
used a desktop computer with an NVIDIA GeForce GTX
1050ti, 16GB of RAM and an Intel i5-4570 CPU. The net-
work architecture itself is shown in Figure 4 and consists of
an initial convolution layer followed by a max pooling. Af-
terward, three residual blocks are used with 64, 128 and 256
layers, respectively. The end of our architecture consists of
two fully connected layers, wherein the last layer has 204
outputs. These 204 outputs represent the coordinates of 68
landmarks (x and y) as well as 68 values for the validation
signal.
Weight decay was set to 5 × 104 and momentum to 0.9
with a batch size of 10. We did not use batch normalization
or dropout during training and all nonlinear activation func-
tions are ReLus. All images during training and evaluation
were converted to grayscale. For the training of both net-
works we used Equation 3 with the Manhattan distance 4
for the validation loss.
For data augmentation, we used randomly added noise
of up to 30%. The face bounding box was randomly shifted
by up to 40% of the image in any direction (corners or be-
tween). Scaling was performed between a factor of [0.8,
1.2] for each axis (x and y) independently. With a probabil-
ity of 50% we added Gaussian blur to the image in the range
=1.0-2.0. Additionally, we added occlusions with the same
chance of 50% which could cover up to 50% of the image.
The color of the occlusion was also randomly chosen in the
range [0, 30] (dark), [200, 255] (bright) or random values
between [0, 255]. The last data augmentation was the color
contrast which is the most important part to be applicable
to NIR images. The contrast was adjusted with a randomly
selected value between [-80, 80] for the entire image and
applied it before the occlusion step. All the augmentations
are computed online which means that the likelihood for our
network to see the identical image twice is very low.
For our first network (proposed) we used only the train-
ing data as specified in Section 6.1 and trained the network
from scratch (random initialization). The architecture is
specified in Figure 4. As initial learning rate for this net-
work, we used 10−8 for the first hundred epochs. After-
wards, we increased the learning rate to 10−7 and continued
training for hundreds of epochs (≈ 1000). This was done
since DLIB ends up in a loss of NaN for random initializa-
tion networks if the initial learning rate is set too high. For
Figure 4. The used network architecture for the proposed approach.
this network, we did not use fine-tuning by decreasing the
learning rate further because we wanted to evaluate our val-
idation loss on it. Since this makes only sense if the network
is not performing perfectly we stopped the training here.
The second network (proposed1) was trained on 170,000
images for one and a half months and fine-tuned on the
training set specified in Section 6.1, since the landmark an-
notations differ. Therefore, we set the learning rate modifier
of the initial convolution block (see Figure 4) to zero and
started the training with a learning rate of 10−8. Every hun-
dred epochs the learning rate was decreased by 10−1 until
we reached 10−12 and stopped the training. This network,
before fine tuning, was used in Section 6.7 for landmark
detection and comparison to a commercial eye tracker.
6. Evaluation
In this section, we evaluate the proposed methodology
and compare the resulting networks with the state of the
art. First, the effectiveness of the batch balancing approach
is evaluated. A Comparison is performed in the 300W
dataset [72], both with and without usage of our validation
signal. The last experiment shows the correlation of the val-
idation signal with the landmark localization error.
6.1. Evaluation data
For the evaluation of our batch balancing approach and
the comparison to the state of the art we used the well
known 300W facial landmark dataset [72]. The dataset is
an aggregation of multiple face datasets, namely LFPW [1],
HELEN [30], AFW [72] and XM2VTS [39]. 68 landmarks
are annotated semi automatically [46]. The evaluation pro-
cedure is identical to [15, 12, 44]. The training set consists
of the annotated images from AFW and the training subset
of LFPW and HELEN (3,148 images in total). For evalu-
ation three test sets are considered. The common test set
from LFPW and HELEN (554 images). A challenging test
set consisting of 135 newly collected iBUG face images.
Method Common Challenging Full
proposed no BB 5.19 9.86 6.10
proposed with BB 5.65 7.80 6.07
Table 1. Results in NME (smaller is better) for the network trained
from scratch with our batch balancing (BB) strategy and without.
All images together form the full test set (689 images). We
report our results in normalized mean errors (NME). This
corresponds to the pixel distance between detected and an-
notated landmark, normalized by the pixel distance between
both eye centers (equal to the inter-pupillary distance if
pupils are not annotated [15, 12, 44]). The NME is agnostic
to image resolution and size of the face region in the image.
6.2. Impact of batch balancing
Table 1 shows the comparison of our network trained
with and without the proposed batch balancing approach.
Both networks could have been trained further but the re-
sults already show the impact of our batch balancing. Based
on the results for the full set one could assume that both ap-
proaches are similarly good. Inspecting the results for the
challenging dataset shows that the representation learned is
more robust to extreme head poses which are present in
the iBUG dataset (Challenging). For the common test set
which is four times the challenging dataset in size, it per-
forms slightly worse than the uniform selection of batch
samples. This can be counteracted by further training or
with the proposed validation loss which is evaluated in the
following sections.
6.3. Comparison to the state of the art
Table 2 shows our results in comparison to the state of
the art approaches. Our second network (proposed1) out-
performs its competitors but was initially trained on another
data set, which makes the comparison unfair. SANOD and
SANGT also used a pretrained model together with an inte-
Figure 5. Plots for the validation signal (green) to each landmark point error(red) in ascending order of the error(red). The upper three plot
are for the fine tuned network (proposed1) and the lower three plots for the network trained from scratch (proposed). The evaluated data
sets are LFPW test set, HELEN test set and iBUG from left to right in the same order.
Method Common Challenging Full
RCPR [6] 6.18 17.26 8.35
CFAN [66] 5.50 16.78 7.69
ESR [7] 5.28 17.00 7.58
SDM [59] 5.60 15.40 7.52
ERT [26] - - 6.40
CFSS [70] 4.73 9.98 5.76
TCDCN [68] 4.80 8.60 5.54
LBF [44] 4.95 11.98 6.32
3DDFA [71] 6.15 10.59 7.01
3DDFA+SDM [71] 5.53 9.56 6.31
DDN [63] - - 5.65
RAR [58] 4.12 8.35 4.94
DeFA [34] 5.37 9.38 6.10
TR-DRN [35] 4.36 7.56 4.99
CNN-6/7(Wing) [15] 3.27 7.18 4.04
SANOD [12] 3.41 7.55 4.24
SANGT [12] 3.34 6.60 3.98
proposed 5.65 7.80 6.07
proposed1 3.49 5.80 3.95
Table 2. The comparison of our approach against the state of the art
using NME where our networks were trained and evaluated only
on gray scale images.
grated cycle GAN to generate additional training data based
on style variations. Therefore, they are comparable to our
second network (proposed1).
For the network trained on the data as specified in Sec-
tion 6.1 our network is comparable to the state of the art
especially for the challenging dataset iBUG. In compari-
son to the others, it needs longer to train, which originates
from our challenging data augmentation. In comparison,
the CNN-6/7(Wing) was trained in 170 iterations as claimed
by the authors but with less augmentation. Our first net-
work (proposed) could have been trained further but since
we have the results from our second network (proposed1),
it is very well suited to show the influence of the validation
signal in the next section.
It should be noted that the batch balancing approach al-
lows the network to put additional focus on the challenging
samples. This also means that inaccurate or invalid anno-
tations in the training data might be weighted stronger. We
did not study the influence of magnitude and percentage of
inaccurate labels in the training data on the training process
and the resulting network accuracy to determine where the
benefit of this balancing approach disappears.
6.4. Impact of the validation loss on the accuracy
Table 3 shows the results for our networks by discard-
ing different amounts of landmarks based on the validation
signal. This was done by ignoring the worst 10%, 20% and
30% in this evaluation. As can be seen the highest impact
is for the most challenging part of the evaluation the iBUG
data set. The network trained from scratch (proposed) to-
Discard Method Common Challenging Full
10% proposed 5.43 7.42 5.8proposed1 3.29 5.48 3.72
20% proposed 4.6 6.2 4.95proposed1 2.75 4.57 3.10
30% proposed 3.89 5.26 4.16proposed1 2.27 3.73 2.55
Table 3. The results of our approach using different amounts of
landmark positions based on the validation signal.
Network Dataset Correlation
LFPW 0.32
proposed HELEN 0.35
iBUG 0.38
LFPW 0.41
proposed1 HELEN 0.47
iBUG 0.47
Table 4. Correlation values between the error of the landmark de-
tection and the validation signal.
gether with discarding the worst 30% of the data is compa-
rable to the state of the art based on the common and full
data set evaluation. On the iBUG data set it outperforms
the state of the art. This shows the efficiency of our valida-
tion loss which can improve all of the other state of the art
approaches and is applicable to every location based regres-
sion using convolution neuronal networks.
6.5. Validation accuracy
Figure 5 shows the normalized error signal (red) against
the normalized validation signal (green). As can be seen the
validation correlates with the error. Table 4 shows the com-
puted correlation values for both networks and each data
set separately. Based on these correlation values and the
plots in Figure 5 it can be concluded that neuronal networks
can learn to guess how reliable accurate point estimations
are. For head pose estimation based on landmarks this is a
valuable functionality. In addition, misclassified faces could
also be discarded in a second step.
6.6. Real world experiment with NIR illumination
To demonstrate the practical applicability and relevance
of the approach, we performed an additional experiment
with five professional truck drivers on German highways.
Images were captured by three NIR cameras and recorded
on a Raspberry Pi at 30 fps. The cameras were installed
in the driver’s cockpit of the truck (see Figure 6 for the ex-
act positions). More than 900.000 images in various situ-
ations during naturalistic driving (through tunnels, extreme
head orientations while checking the mirrors, etc.) were
recorded. In addition, we installed a commercial remote
Figure 6. The placement of three NIR cameras in the truck. The
camera modules and IUR illuminators with and without IR-pass
filter are shown on the bottom. Additionally, a reference multi-
camera system was installed.
eye tracker which also detects facial landmarks and pro-
vides them together with a head orientation and gaze. The
eye tracker consists of multiple cameras and additional NIR
illumination. The IR illuminators of our cameras were dis-
abled in order not to interfere with the system. As this sys-
tem utilizes cameras calibrated towards each other and can
thereby utilize stereo vision methods, we consider the re-
ported values as a highly accurate reference to compare to
(the manufacturer claims 0.5 degree head rotation accuracy
under ideal conditions).
The amount and magnitude of movement of truck drivers
differs from car drivers. The range in which seat and steer-
ing wheel are adjustable to personal preferences is substan-
tially larger (it is almost impossible to place the camera in a
location where the view of the driver cannot be obstructed
by a specific configuration of steering wheel and seat). In
addition, the drivers are required to move their head since
the air-cushioned seat compensates for bumpy roads and the
fluctuations of the truck. Furthermore, there are multiple
mirrors in locations from the very left to the very right of the
driver that need to be checked frequently, requiring move-
ment of the head as well of the upper body. This scenario
holds challenges for face and landmark detection also due
to the rapidly changing lighting conditions and image con-
trasts, as well as reflections and blinding through direct sun
exposure.
6.7. Comparison to a commercial eye tracker
For the purpose of comparison we converted the detected
landmarks of our network to a 6D of head pose by fitting the
2D landmarks to the 3D coordinates of the average face of
the Basel face model [41]. Furthermore, coordinate systems
of the three cameras were converted to the reference system
using the Kabsch algorithm (as data streams were synchro-
nized). We compared only those frames where the commer-
cial system reported a valid measurement and excluded all
others. We achieved a deviation of 1.5◦ in average for the
Driver
Metric 1 2 3 4 5
Orientation (◦) 1.57 1.04 1.70 1.23 1.94
Location (mm) 14.2 15.7 17.2 17.8 15.3
Table 5. Comparison results per truck driver for the real world
experiment on German highways. The upper column shows the
mean head orientation distance and the lower column shows the
average absolute depth distance.
head rotation and an absolute mean error of 15.7 millime-
ters in head location.
Table 5 shows the achieved accuracy per driver. Given
an assumed accuracy of the reference platform of more than
0.5◦, we consider these results as highly accurate. The ab-
solute location error fluctuates around 14-18mm, which is
also remarkably accurate for a single camera estimation.
For an evaluation of robustness of the signal, we com-
pared the availability of head orientation signals from both
systems. The commercial eye tracker reported an avail-
ability of 93% for the head signal. Our network reported
high reliability on all landmarks and a high validity signal
for 98% of the frames. Allowing 10% of the landmarks
to be predicted with low reliability boosts the signal avail-
ability to 99% (in some frames the faces were completely
occluded).
6.8. Run-time of the proposed network
The proposed network requires 3ms per image on an
NVIDIA GeForce GTX 1050ti, resulting in the ability
to process up to 333 images per second. Therefore,
our net is comparable to CNN-6(Wing) [15] and CNN-
6/7(Wing) [15], with run-times of 400 and 170 images per
second, respectively, on an NVIDIA GeForce GTX Titan X
(Pascal).
7. Conclusion
We proposed a novel loss formulation that allows regres-
sion based point estimation alongside with a reliability esti-
mate of the result. This improves the usability of the signal
as well as the accuracy of subsequent steps that rely on it.
Additionally, the signal can be used for a secondary valida-
tion of face detection. To tackle the problem of unbalanced
training data in available datasets, we proposed an approach
to automatically balance the training data based on the pro-
duced loss of samples. The advantage of this approach is
that it does not account only for the head pose but also for
other challenges and imbalances in the data. During training
the network can devote more effort to solving the challeng-
ing cases rather than treating them equally to the easy-to-
learn standard cases. We compared our approaches to the
state of the art and showed the effectiveness of a validation
signal to discard inaccurate landmarks. We demonstrated
the use of our approach in a real-world driving experiment
on German highways and compared the results of our net-
work against a commercial system. Based on the orienta-
tion and location difference we showed that our network
can produce qualitatively similar results with a very high
reliability.
Future work will apply the proposed validation loss
to other regression-based point estimations such as pupil
center estimation, through which an entire eye-tracking
pipeline could be established based on the proposed net-
work. We also want to use our network to create a NIR
image data set which can be used for style transfer, network
training and validation.
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