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Abstract: In this article the determinants of metropolitan-level appraisal-based retail property
returns are examined by estimating a six-equation model of retail construction starts, retail sales,
stock-market returns, commercial mortgage rates, inflation, and the logarithm of stock-market
volatility. Residuals from these equations are then used to explain actual movements in retail
real estate returns. Our empirical procedure looks at both unadjusted and unsmoothed
appraisal-based retail real estate returns. The general finding is that unsmoothed appraisalbased retail real estate returns lag significantly behind market conditions. Furthermore, the
results suggest that very little of the variation in metropolitan-level appraisal-based retail real
estate returns can be explained by macroeconomic news events.
This article uses metropolitan-level data on property returns to study the determinants of
retail property return movements. The source of the retail property return data is the NCREIF
(National Council of Real Estate Investment Fiduciaries) Index. We know that retail property
returns ought to reflect the fundamentals of the retail leasing market (particularly since retail
leases often have provisions for base rent and additional rent based on retail sales), but we do
not know how quickly retail property returns change as expectations in the market place change.
In this study, we provide new insights into how quickly real estate returns respond to various
types of economic news by estimating a model of retail real estate price movements along the
lines of Cutler, Poterba, and Summers (1989).
There are six main estimated relationships in the model–a retail construction starts
equation, a reduced-form treatment of the logarithm of retail sales, and a vector autoregressive
(VAR) model of stock-market returns, the interest rate on commercial mortgages, the inflation
rate, and the logarithm of stock-market volatility. All equations are estimated using quarterly
data, beginning with the earliest period allowed by the data for each equation and ending in
1994:2. Each model has been kept small–particularly in the treatment of the stock-market
returns, the interest rate on commercial mortgages, the inflation rate, and the logarithm of stock1 Eppli, Shilling, & Vandell

market volatility–so that it would be manageable and readily estimated.
Retail construction starts are determined by an aggregate retail gap formula. Here,
demand factors like the expected change in retail sales are assumed to influence retail starts
through stock-level forces. Following the work of Muth on stock-adjustment models, the retail
starts equation also includes a proxy for the part of production that is expected to replace
depreciated, removed, or converted retail space. The model is estimated separately for each
metropolitan area.
The reduced-form equation for the logarithm of retail sales is specified in a format
consistent with the recent work of Wheaton and Torto (1995). The equation assumes that the
logarithm of retail sales moves toward its equilibrium value, but only gradually. The equation
also assumes that retail sales are directly tied to household income in the metropolitan area.
Demographic variables are included in the model to reflect the shift in the distribution of the
population toward those age categories that tend to have below-average propensities to spend.
Once again the model is estimated separately for each metropolitan area.
We adopt a less structured approach to the treatment of the stock-market returns, the
interest rate on commercial mortgages, the inflation rate, and the logarithm of stock-market
volatility. The model estimated relates each macroeconomic variable to its own history and that
of the other variables. This formulation avoids having to classify the underlying variables into
endogenous and exogenous variables.
Next, simulations of the model are performed to obtain the residuals across each of
these equations. We then treat the residuals from these equations as macroeconomic news and
market innovations and use them as explanatory variables for appraisal-based retail real estate
returns. The   for this equation measures the importance of these types of macroeconomic
news and market innovations in explaining appraisal-based property returns. We estimate this
model using appraisal-based returns on neighborhood and community shopping centers. We
also estimate the model with and without Fisher, GeItner, and Webb's (1994) correction for
appraisal smoothing bias.
Our findings suggest that only about 3% of the variance in unsmoothed appraisal-based
retail real estate returns can be explained by contemporaneous macroeconomic news and
market innovations. These findings run contrary to those obtained for common stocks. Roll, in
his 1988 presidential address to the American Finance Association, for example, suggests that
slightly less than 40% of the variance of stock price changes can be explained by
contemporaneous news events. Fama (1990), on the other hand, finds that almost two-thirds of
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the variance of aggregate stock price movements can be accounted for by variables proxying
for corporate cash flows and investors' discount rates. Fama uses leads of some variables as
well as contemporaneous values as an informal way to allow for extra information that market
participants may have about future macroeconomic developments.
Our analysis further suggests that regressions with lagged macroeconomic news events
and market innovations (lags of up to three years) are able to explain 28% of the variance in
unsmoothed appraisal-based retail property returns. These lags point out that substantial time is
needed before news in the space market causes property returns at the metropolitan-level to
change (which is an important finding in a world in which metropolitan-level real returns are
used to make real estate investment and portfolio decisions). The sort of evidence presented
here also suggests that very little of the variation in the unsmoothed appraisal-based retail
property returns is explained by macroeconomic news events.
On the basis of the evidence presented here, we can also identify which retail markets
appear to be more predictable than others. Usually in the study of real estate returns, we
abstract from issues regarding the location of the market. It is interesting to reflect, however,
that significant differences in yields among metropolitan areas and by property types persisted
through almost the entire 1980s. We find that these differences are highly correlated with our
ability to explain the variation in retail property returns. Generally, where returns are high, our
explanatory ability is below average. Likewise, where returns are low, our explanatory ability
appears to be above average. We also find that some metropolitan areas are more predictable
and potentially more informationally inefficient (which we measure by noting whether past
values have an effect on current values) than other metropolitan areas.
The article proceeds as follows. We first review the conventional wisdom concerning real
estate performance and appraisal-based returns. We next outline our theoretical framework and
provide a set of estimated equations. We then present our regressions of retail real estate
returns on our economic news variables. Our final section contains some concluding remarks.

1. Theoretical Background
Before proceeding it is important to place our analysis in context in both the real estate
and finance literature. Of the existing published literature in finance, a number of analyses
examine the determinants of stock-market returns (see, among others, Campbell, 1987, 1991;
Campbell and Shiller, 1988; Cutler, Poterba, and Summers, 1989; Fama and French, 1989;
McQueen and Thorley, 1991; Poterba and Summers, 1988; and Roll, 1988). These studies
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generally find that stock-market returns move in a systematic, as opposed to a random, manner.
Of the existing published literature in real estate, several recent papers provide evidence
on the determinants of real estate stock returns. For example, Mei and Liu (1994) and Mei and
Saunders (1995), using an approach similar to Campbell (1987) and Ferson (1989), attempt to
predict real estate stock returns using a simple accounting relationship of the behavior of longterm real estate returns. The findings generally suggest that there is an inverse relationship
between ex post and ex ante returns; which is to say, large excess real estate stock returns
today tend to be associated with smaller ex ante real estate stock returns in the future, and vice
versa. Other work has examined the predictable components of appraisal-based real estate
returns. These studies generally suggest that most of the change in property value over time
results from changes in return expectations or requirements.
Related to this work, Fisher (1992) and DiPasquale and Wheaton (1992) establish a
general equilibrium framework of real estate markets within which we may view the relationships
between the real estate space and asset markets. Although informally presented, they explain
how exogenous shocks in both the capital markets and the market for space can result in new
construction and adjustments in rents and asset prices as well as in the stock of real estate.
The essence of these models is contained in the formal treatment by GeItner and Mei
(1995). Working from the identity defining the asset return   log



  /  , GeItner

and Mei obtain a first-order Taylor expansion
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Equation (2) says that the observed asset price is equal to a constant plus the expected
discounted value of all future cash flows $ less future returns $ . The cash flows reflect
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expectations in the space market and the returns reflect expectations in the capital markets.
GeItner and Mei show how both expected future cash flows and returns are determined by
movements in a set of economic state variables and their interrelationship. We extend GeItner
and Mei's analysis by explicitly relating retail property returns (adjusted and unadjusted for
appraisal smoothing) to unexpected changes in retail construction starts, retail sales, stockmarket returns, commercial mortgage interest rates, the inflation rate, and stock-market volatility.
We would stress that we are not out to maximise   in explaining the movements in
retail property returns. If we wanted to do that, we would regress current retail property returns
on lagged returns. Moreover, we are not interested in testing whether retail property returns are
determined by putting weight on unexpected good news or bad news about future net earnings,
or unexpected good news or bad news about future yields, with no other data beyond retail real
estate returns entering the analysis.1
The logic that unexpected changes in retail sales should cause retail property returns to
change is straightforward. Retail leases (at least in the United States) often have provisions for
base rent and additional rent based on retail sales. Thus, insofar as the landlord's income is
directly related to the success of the tenant's operations, movements in retail property returns
should closely follow unexpected changes in real retail sales.
We turn now to a discussion of the relationship between unexpected changes in retail
construction activity and retail property returns. Suppose we start by assuming (as many would
say) that the supply of retail space is inelastic. Then with a positive supply change, rent levels
should fall, which will generate lower asset prices and lower overall retail property returns. And
so this has the result that an unexpected increase in retail construction activity should cause
retail property returns to fall (see, for example, DiPasquale and Wheaton, 1992). We could, of
course, equally well have assumed that the supply of retail space (at least in the long-run) is
elastic. This situation is mentioned because with an elastic supply curve, an unexpected
increase in retail construction activity should leave rent levels and asset prices unaffected
(which means that retail property returns would also be unaffected); and, finally, some retail
properties may be protected from falling rents by a natural monopoly (which again means that it
is perfectly possible for there to be a rather weak link between unexpected changes in retail
construction activity and retail property returns).2

2. Stock-Level Demand for Retail Space
2.1. Modeling
5 Eppli, Shilling, & Vandell

Several recent papers have examined the stock-level demand for retail real estate (see,
for example, Benjamin, Jud, and Winkler, 1994; Eppli and Shilling, 1995). Our specification of
the equation for retail real estate construction emphasizes flow-level, demand-side factors.
Specifically, two factors enter our model of retail real estate construction.
2.1.1. Projected Retail Gap
Projected retail gap should be the primary force determining retail real estate
construction. A particularly convenient specification of the projected retail gap within a
metropolitan area is
+ ! ,&  , Δ. /  0,

3

where + is the projected retail gap, Δ. / is expected change in total retail expenditures

(measured in real dollars), and , is one over average sales per square foot.

This model assumes that developers should build when the projected real demand in
square feet + 2 0; the developer should not build when the projected real demand in square

feet + 3 0. Since it takes two to three years to bring a retail shopping center on the market, the
developer is principally concerned with future retail gaps rather than the present one.
2.1.2. Expected Removals
Expected removals enter the equation as a measure of the part of production that
replaces depreciated or removed shopping centers. The specification assumes that such
replacement demand can be forecasted based on some knowledge of current trends and past
removal patterns.
Combining these two factors into one equation, our model of retail real estate
construction is
.4 ! ,&  , ∆. /  , 6/  0,

4

where .4 is starts of retail shopping centers (measured in square feet), and 6/ is
expected removals.
To estimate 4, we assume expectations of ∆. are based on distributed lags on past

values of ∆.. We make a similar assumption for expectations regarding 6. Thus, the model
we estimate is given by
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.4 ! ,&  , 8& ∆.9  8 ∆.9 ···  8; ∆.9; 

, <& 69  < 69 ···  <= 69=9   0,
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where
8 ! ?&  ? @  ? @  for @ ! 0,1, . . . , 

6

and
< ! D&  D @  D @  for @ ! 0, 1, . . . , E.

7

Substituting (5), (6), and (7), into (4) and rewriting the original specification, we get
.4 ! ,&  G ∆.9  G ∆.9 ···  G; ∆.9;

H 69  H 69 ···  H= 69=9  0,
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where the lag weights can be estimated using a polynomial distributed lag model.
For the analysis, data on quarterly retail construction starts and removals come from F.
W. Dodge. The retail expenditures are available quarterly from the Department of Commerce.
All three series were obtained from Data Resource Inc. (DRI). Nominal sales data are converted
into real sales by deflating by the consumer price index, all items. These data are reported on
the MSA level for most large metropolitan areas; however, retail sales are reported for a limited
number of markets, thus limiting our analysis to eleven MSAs.
Table 1 presents summary characteristics of the data. This table is our attempt to
present compactly the salient facts from each of the eleven metropolitan areas in our study. The
facts are these: Average annual shopping center construction starts, shown in column 1, vary
from a low of 360,000 square feet per year for the Milwaukee MSA to a high of 3,160,000
square feet for the Chicago MSA. Removals, shown in column 2, vary from a low of 192,000
square feet per year for the Milwaukee MSA to a high of 1,436,000 square feet per year for the
Chicago MSA. Strikingly, Atlanta, Houston, San Diego, and Tampa all show above average
year-to-year growth rates in their stock of retail space (see column 3). Milwaukee and St. Louis,
on the other hand, show the smallest year-over-year growth in the stock of retail space. These
growth patterns conform very well to expectations. There are five metropolitan areas that
experienced large real growth rates of shopping center sales–Atlanta, Detroit, St. Louis,
Oakland, and Tampa (see column 4). Atlanta and Tampa, for example, had real growth rates in
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excess of 5% per annum. Interestingly enough, Atlanta and Tampa also experienced relatively
high rates of population growth.3 For reasons that we attempt to explain in section 4, five
markets experienced declining sales per square foot of shopping center space–Chicago,
Houston, Los Angeles, Milwaukee, and San Diego (see column 5).
2.2. Empirical Results
We begin our study by inspecting the relationship between shopping center construction
starts and changes in retail sales, by metropolitan area, over time. As the data show (not
reported here because of space constraints), it is quite apparent that shopping center
construction starts and changes in retail sales move in virtual lockstep (with a possible lag).
With this encouragement, we proceed to a formal test of the model by estimating (8) using a
second-degree polynomial (with no endpoint restrictions). The length of lag is extended as long
as the expected positive relationship held.
Results of our estimations are presented in table 2, with t-statistics reported in
parentheses.4 In all cases, the structure of the underlying model seems to fit the data
reasonably well. The R2s range from a low of 0.19 for St. Louis (which is a difficult market for us
to explain owing to its high retail sales growth and its low growth in the stock of retail space) to a
high of 0.77 for Atlanta.5
The lag weights implied by the mean coefficients in table 2 are given in table 3, by
metropolitan area. With one or two exceptions, Houston and San Diego, there would appear to
be strong evidence of a positive and significant relationship between shopping center
construction starts and lagged values of changes in retail sales (even though these lag weights
do not follow a perfectly convex relationship as expected). Both the humped weight pattern and
the nearly three-year period for complete adjustment are generally consistent with our
expectations. Moreover, the results generally suggest that the first several lag weights are
insignificant. The results also generally suggest that the lag weights in the interval between two
to seven quarters are positive and significant at the 10% level. The poor results for Houston and
San Diego may be partially explained by the significant overbuilding that took place in both of
these markets over the sample period.
Lastly, there is strong evidence of a positive relationship between shopping center
construction starts and lagged values of removals. For reason of space, however, these results
are not reproduced here.
2.3. Forecast Errors
We report here forecast errors (actual minus predicted sales) associated with (6) for the
8 Eppli, Shilling, & Vandell

period 1978:1 to 1988:4. These forecast errors are estimated by ex post simulation analysis.
The analysis is as follows: Ex post or historical simulations of the models begin in the first
quarter of 1978 and run forward until the fourth quarter of 1988. Historical values in each quarter
are used for the exogenous variable. We report in this section only the average forecast errors
(in percent per annum) over the 1978:1 to 1988:4 time period because of the pace of
commercial property construction and the extent of the overbuilding that took place nationwide
during this time period.6 The conclusions are these: Owing in large part to the clustering of the
residuals in (6), the forecasting errors for our model are quite large. Houston and Milwaukee, for
example, have average forecasting errors over the 1978:1 to 1988:4 time period in excess of 150%. There are two metropolitan areas, Atlanta and Detroit, with large positive forecast errors
and large annual growth rates in construction starts (in excess of 15%). The remaining MSAs in
our sample have negative forecast errors and slightly lower annual growth rates in construction
starts.

3. Retail Sales
3.1. The Wheaton-Torto Sales Forecasting Model
We require a precise estimate of projected retail sales in order to use the residual from
such a projection as an explanatory variable for our appraisal-based retail real estate returns.
Wheaton and Torto (1995) provide a starting point for the specification of the sales equation. To
find out how retail sales are related to income, Wheaton and Torto use a reduced-form
estimation–that is, they neither try to find an underlying utility function nor model the details of
the decision-making process. Estimates are made for each of seven retail industry categories
characterizing "store" sales, excluding automotive and catalog sales and fuel dealers, obtained
by SIC code in nominal dollars. In addition to personal income in nominal dollars, the
specification also included lagged sales to allow for the gradual adjustment of sales to
movements in income.
While Wheaton and Torto's equation performed well from an adjusted R2 standpoint
(0.97), most of the explanatory power of the equation was bound up in the lagged sales
variables, and the significance of the income coefficients was primarily due to metropolitan area
population growth. We thus additionally explored an alternative specification.
3.2. An Alternative Specification
There is a large literature in the marketing and operations research that concentrates on
empirical comparisons among alternative sales forecasting techniques.7 However, these efforts
9 Eppli, Shilling, & Vandell

are intended primarily to evaluate performance with respect to predictive error without regard to
theory. We attempt here to specify a reduced form sales equation based on a more formal
notion of underlying economic principles that compares favorably in performance to these
models yet extends the Wheaton-Torto specification.
For our analysis, total retail expenditures are specified
log . ! J&  J log K  J log LL  JM log   JN log
 JP log Q

R

O/



S  JT log .9  0,
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where . is total retail expenditures (measured in real dollars) for the metropolitan area, K

is average household income (measured in real dollars), LL is number of households,  is a
vector of demographic shift variables,

O/

is relative retail price index, and

R/

is relative

producer price index.
Each of the first three variables reflects a component of the demand for retail goods. The
first is average household income, which (as is borne out) significantly affects retail
expenditures. The second is a proxy for market size. We expect–and at least want to test for–a
positive and significant impact of market size on total retail expenditures. We also want to test
average household income and number of households to determine which variable has a more
significant effect on total retail expenditures. The third is a vector of demographic shift variables.
We categorize the population in each metropolitan area into groups. Our groupings include
population in the thirty-five to fifty-four age bracket and population in the sixty-five and older age
group. We also include a measure of unemployment in each metropolitan area.
Each of the next two variables reflects relative prices. The relative retail price introduces
an ambiguous element into the model. From a demand standpoint, quantity demanded should
fall as

O/

increase

rises. However, from a supply standpoint total expenditures may rise or fall with an
O/

depending on the relative magnitudes of the changes in price and quantity.

Obviously, in price ranges where demand is inelastic, we would expect total expenditures to
increase as

O/

increases. Likewise, in price ranges where demand is elastic, we would

expect total expenditures to fall as

O/

increases. The relative producer price index measures

the general price level of goods at their first level of transaction. A higher producer price index,
as a consequence, should lead to higher retail prices and, depending on the overall price
elasticity of demand, higher or lower retail expenditures.
The last variable in (9) allows us to model changes in retail expenditures as a partial
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adjustment process. More specifically, it is assumed that total retail expenditures in a
metropolitan area will move toward its equilibrium value, but only gradually at a speed
depending on one minus JT .
The data used herein come from two sources. First, the quarterly data regarding retail
expenditures and prices come from the Department of Commerce. The three price indices are
the consumer price index, the retail component of the consumer price index, and the producer
price index. For estimation, we constructed two relative price indices. The second data source is
the U.S. Census for average household income, number of households, and population. All
variables (except for the producer price index) are metropolitan-level specific. Also, all data
(except for the three price indices) were obtained from DRI.
3.3. Estimation Results
Table 4 presents the results of estimating equation (9) for each of our eleven
metropolitan areas. For comparison purposes, we also estimate a model of retail expenditures
similar to the Wheaton-Torto specification, except by metropolitan area. These results are
reported in table 5.
Four main findings should be noted. First, for those metropolitan areas in which the
income coefficient is significant, the estimated short-run elasticities for the Wheaton-Torto
specification are generally in the range of 0.26 to 0.62. The estimated long-run elasticities range
from a low of 0.32 to a high 1.55. These long-run elasticities generally conform with the results
of Wheaton and Torto (1995).
Long-run income elasticities are somewhat higher in the fully specified reduced-form
model, in the 0.57 to 1.76 range, although there were some erratic estimates in certain
metropolitan areas (for example, a -1.39 elasticity estimate for Milwaukee-Waukesha). These
elasticities are measured in the usual way.8
Second, the effect of relative prices in our fully specified reduced-form model are
generally positive when significant, although these coefficients are relatively unstable. This
implies increases both in producer prices (factor costs) and product prices would tend to
increase the total dollar sales volume, suggesting rather price inelastic demand.
Third, although the demographic variables frequently have significant coefficients in both
the Wheaton-Torto and fully-specified models, they are occasionally of the wrong sign. The
most consistent results are found on the unemployment variable, especially in the WheatonTorto model. In the Wheaton-Torto model, the unemployment variable typically enters the
regression with a negative and significant sign.
11 Eppli, Shilling, & Vandell

Fourth, the explanatory power of the Wheaton-Torto model is typically significantly better
than that of our fully specified reduced-form model, with adjusted R2s typically between 90.8%
and 99.5% (with the exception of Oakland at 74%), as compared to between 56.6% and 95.2%
for the fully specified model. This may be deceiving, however, as part of the explanation lies in
the conversion to real sales figures from nominal in the reduced-form specification. Coefficients
of variation are also typically lower for the Wheaton-Torto specification, and F-statistics are
higher. The simulations provided below use the Wheaton-Torto specification.
3.4. Forecast Errors
The forecast errors (actual minus predicted sales) associated with the Wheaton-Torto
specification are fairly small. The range is from a low of -0.25% per annum in San Diego to a
high of 1% per annum in Houston. But, as expected, when the residuals are forecasted over a
long period (and when the residuals are not clustered, as in the case of the retail construction
starts analyzed in section 3), there are likely to be large positive and large negative forecast
errors within each metropolitan area that will cancel each other out. Consequently, we would
expect relatively small overall forecast errors.
We also note here that the forecast errors do not bear a significant relation to actual
growth rates in retail sales. Two cities, Houston and Atlanta, had positive annual growth rates in
retail sales and positive forecast errors. Two cities, St. Louis and Los Angeles, had positive
annual growth rates in retail sales, but negative (that is, overly optimistic) forecast errors. One
city, San Diego, had a negative annual growth rate in retail sales and a negative forecast error.

4. Vector Autoregressions
4.1. Modeling
We make use here of a VAR model to form expectations of the stock-market returns, the
interest rate on commercial mortgages, the inflation rate, and the logarithm of stock market
volatility. Our specification follows the recent work of Fama and French (1988), Campbell and
Shiller (1988), McQueen and Thorley (1991), and Poterba and Summers (1988), among others.
This literature, which we discuss briefly below, suggests that long-horizon stock returns are
partially predictable. Further, these studies would appear to justify using knowledge of past
returns to predict probable future returns. In this regard, these findings differ considerably from
the independence of the random walk theory popularized by Malkiel (1985) and others, which
suggests that a series of stock price changes has no memory and that the future path of price
level of a security is no more predictable than the path of a series of cumulated random
12 Eppli, Shilling, & Vandell

numbers.
The model involves estimating the equation
V ! W V9 ···  W= V9=  0 ,

10

where V its lagged values, and 0 are 4 X 1 vectors, and W ,...,W= are 4 X 4 matrices of
constants to be estimated.
For macroeconomic variables are specified for V following the discussion above. First,
the stock-market returns are measured by a value-weighted index of NYSE and AMEX stocks.
As this return increases in the present, we would expect it to remain large for several quarters
while slowly reverting to its historical mean. These expectations conform with McQueen and
Thorley (1991), Poterba and Summers (1988), and Fama and French (1988). McQueen and
Thorley (1991), and Poterba and Summers (1988) show, for example, that today's belowaverage returns are followed by above-average future returns, and vice versa. Fama and
French (1988) argue that the market risk premium (expected stock return less the return on
Treasury bills) is highly autocorrelated but slowly mean reverting. Second, the interest rate on
commercial mortgages is taken from commercial mortgage statistics published by the American
Council of Life Insurance (ACLI). As has been verified by several empirical studies (see, for
example, Sa-Aadu, Shilling, and Wang, 1996), the commercial mortgage rate also shows signs
of autocorrelations. This bias increased during the recent decade despite the fact that mortgage
markets and capital markets would appear to be much more integrated today. Third, the inflation
rate is a consumer price deflator. Inflation obviously is an important part of expected returns. If
inflation turns out to be higher than expected, the real return that investors realize will be cut.
Fourth, following the lead of French, Schwert, and Stambaugh (1987), the logarithm of stock
market volatility is defined as the average squared daily return on the Standard & Poor's
Composite Index within the quarter. The evidence suggests that volatility leads expected stock
market returns. These findings generally call into question the value of modeling expected
returns as a constant function of conditional variance.
The estimation of (10) is straightforward. The estimation is carried out using ordinary
least squares. The only problem is that of the choice of lags. We consider three lags for each
variable. This means that each equation in our model has twelve parameters to be estimated.
4.2. Empirical Results
Table 6 presents the results of estimating (10). Of primary interest to us here are the
explanatory powers of the individual equations. In general, the "explained" variation is quite high,
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with the obvious exception of the stock-market equation. Certainly, we did not expect to explain
a large amount of the variation in stock market returns.
There are several features of the results in table 6 that should be emphasized. One is
the effect of the lagged values of inflation on the commercial mortgage rate. One would typically
expect that an increase in the rate of price change should lead to an increase in commercial
mortgage rates. The results, however, suggest that there is very little positive correlation
between the commercial mortgage rate and lagged values of inflation. Moreover, what
correlation that does exist between the commercial mortgage rate and lagged values of inflation
(and is statistically significant) tends to be negative.
Another seeming anomaly is that there is the positive correlation between the stock
market returns and lagged values of inflation. Normally, one would expect realized stock market
returns and inflation rates to move in opposite directions.
With respect to the lagged values of the logarithm of stock-market volatility, there are no
t-ratios in the stock-market-return equation or the commercial mortgage-rate equation in excess
of 1. We are at a loss to explain this result. Normally, one would expect a strong positive relation
between long-term debt and equity yields, and volatility. We also had expected a positive
relation between volatility and realized stock-market returns: the higher the stock-market returns,
the greater the volatility, and vice versa.

5. What Moves Retail Property Returns?
5.1. Modeling
We can now consider the estimation of the following model:
 ! ,&  , YZ  , YZ  ,M YZM  ,N YZN  ,P YZP  ,T YZT  0,
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where  is the nominal return on retail properties, and YZ is the news components from
the two reduced-form equations and four vector autoregressions estimated above.
The specification of (11) allows us to determine how much of the variation in retail
property returns is explained by YZ , . . . , YZT . We can also ask the question, How much can YZ and
YZ explain after YZM , … , YZT are included in the regression equation? For each of these tests, we

compute the R2 of the equation.
We estimate (11) using NCREIF metropolitan-level returns data for neighborhood and
community shopping centers. To correct R for appraisal smoothing, we rely on the procedure
developed by Fisher, GeItner, and Webb (1994). This requires some data manipulation on our
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part that involves applying standard univariate time-series estimation procedures to the
smoothed return index for each metropolitan area. The Fisher-Geltner-Webb correction
procedure implicitly assumes that the underlying true (that is, unsmoothed) returns are
uncorrelated across time. This latter assumption presupposes that real estate markets are
weak-form efficient.9 Needless to say, the assumption of weak-form market efficiency may not
be valid for true real estate returns. However, for our purposes the assumption of weak-form
market efficiency means that R is (arguably) overcorrected for appraisal smoothing. This result
is more likely to understate the measure of R2 for (11) than to overstate R2 (that is, if we are to
err in correcting R for appraisal smoothing, we are likely to err on the conservative side).
5.2. Returns on Neighborhood and Community Shopping Centers
The part of R that is accounted for by the explanatory variables YZ , . . . , YZT is presented in
table 7. These results generally suggest that macroeconomic news (that is, innovations in stockmarket returns, the interest rate on commercial mortgages, the inflation rate, and the logarithm
of stock-market volatility) have little independent significance as a determinant of movements in
retail real estate returns. For the unadjusted returns series, the reported R2s vary from a low of
0.0333 with no lags to a high of 0.0654 with a twelve-quarter lag (see column 1). In comparison,
the reported R2s for the unsmoothed returns vary from a low of 0.0080 with no lags to a high of
0.0353 with a twelve-quarter lag (see column 3).
With respect to our market innovation variables (that is, the innovations in retail
construction starts and retail sales), the results in table 7 suggest a modest degree of predictive
power. The reported R2s for the unadjusted returns vary from a low of 0.0700 with no lags to a
high of 0.2698 with a twelve-quarter lag (see column 2). In comparison, the reported R2s for the
unsmoothed returns vary from a low of 0.0297 with no lags to a high of 0.2819 with a twelvequarter lag (see column 4).
Let us now mention a few points that are important enough or intriguing enough to call
for further exploration. First, with the possible exception of our contemporaneous regressions,
an F-test based on the results in columns 4 and 5 does not allow us to reject the null hypothesis
that the current and lagged values of YZ as a group have no effect on R after YZ and YZM ,…, YZT are
included in the regression equation (with a lag) but does allow us to reject the null hypothesis
that the values of YZ as a group have no effect on R. Both sets of variables generally have a
positive effect on R; although, the former is obviously statistically insignificant (see table 8).
Second, we find a significant lag effect between YZ and R. There also are some
significant lag effects of unexpected changes in mortgage interest rates and inflation on R.
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These results raise a difficult question: Does the finding of a significant lag effect imply some
sort of informational inefficiency or irrationality in real estate market returns? Some might say
yes. This suggestion, however, is immediately subject to criticism (as our reviewer pointed out),
since the link between the space market variables on the right side of (11) and R is unclear. It is
conceivable, for example, that YZ should affect R with a lag owing to the start-up time required to
bring a new shopping center online. Furthermore, YZ may affect R with a lag owing to

percentage rent clauses that require the tenant's sales volume to exceed some specified
minimum amount before the percentage rent kicks in.

6. Which Markets are the Most Predictable?
The final piece of the puzzle is to say something about which markets are the most
predictable. This byproduct makes our model of great interest to practitioners and academics
alike. Our analysis proceeds as follows. First, we use (11) to estimate forecasting errors for the
unadjusted retail real estate returns for each metropolitan area. Then we estimate how much of
the variation in R for each metropolitan area can be explained by YZ ,..., YZT by dividing the
residual sum of squares by the total sum of squares for each metropolitan area and subtracting
the quotient from 1. We then repeat this process using the unsmoothed retail real estate returns.
The results, reported in table 9, suggest that there are significant differences in
predictability across the different markets. For the unadjusted returns series, the reported R2s
vary from a low of zero in Atlanta and St. Louis (with no lags) to a high of 0.3986 in Houston
(with a twelve-quarter lag). In comparison, the reported R2s for the unsmoothed returns vary
from a low of 0.0201 in Atlanta (with no lags) to a high of 0.4578 in Houston (with a twelvequarter lag). Of course, the question is whether this is about the right magnitude and whether a
high R2 means that one metropolitan area is more predictable (that is, more informationally
inefficient) than another. Just looking at the reported R2s associated with the contemporaneous
effects of YZ ,...,YZT on R, we see that where returns are high, R2s are below average (that is,
greater uncertainty). Likewise, where returns are low, R2s appear to be above average (that is,
lower uncertainty). For the unadjusted return series, for example, the mean quarterly return in
those metropolitan areas with an above-average R2 is 1.019; and in those metropolitan areas
with a below-average R2 the mean return is 1.016.10 For the unsmoothed return series, the
respective mean returns are 1.019 and 1.017.11 Lastly, we can see from columns 5 and 7 of
table 9 that there are significant lagged effects among the various metropolitan areas (which
again begs the question of whether these markets are informational inefficient).
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7. Conclusions
This article has developed, estimated, and simulated a six-equation model of retail
construction starts, retail sales, stock-market returns, commercial mortgage rates, inflation, and
the logarithm of stock-market volatility. Estimation was consistent with the theory and provided
close fits in all cases. Residuals from these equations were then used to explain the movement
in the NCREIF retail property return index.
Our principal reason for focusing on the NCREIF retail property return index is its
importance to investment advisors and other investors. Almost all–perhaps all–real estate
investment and portfolio decisions made by large pension funds, banks, and insurance
companies are founded on appraisal-based real estate returns. Note also that our model is
similar in spirit to recent analyses of stock-market returns. We address the issue of what causes
retail property returns to move by explicitly relating the NCREIF retail property return index at
the metropolitan level to the underlying determinants of supply and demand for retail real estate.
The results indicated that less than 3% of the variance in unsmoothed appraisal-based
retail real estate returns can be explained by contemporaneous macroeconomic news and
market innovations. The results showed also that augmenting the model with lagged values
significantly improved its fit. With lags of up to three years, the explained variation in
unsmoothed appraisal-based retail real estate returns increased to 28% (with most of the
improvement in fit coming from the addition of lagged values of unexpected changes in retail
starts and retail sales).
The results also indicated that some metropolitan areas are more predictable than other
metropolitan areas. The reported R2s vary from 0.0201 for Atlanta (with no lags) to 0.4579 for
Houston (with lags of up to three years).
These findings raise some interesting questions. For example, does the existence of a
lag effect indicate informational inefficiency in real estate market returns? Or is there a natural
lagged relationship between the space markets and the asset market? Unhappily, we have, as
of yet, little theory that can be used to answer these questions. Moreover, what theory we do
have is inconclusive with respect to the formal link between space markets and asset markets.
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Notes
1. Summers (1995) likens such tests to testing whether the price of one-quart ketchup bottles
bears the hypothesized relationship to the price of one-pint ketchup bottles. He argues that,
in the study of the ketchup market, one should attempt to explain the price of ketchup in
terms of such factors as wages, the price of tomatoes, the income of consumers, the price of
hamburgers, the price of mustard, and so on. Our interests lie in explaining retail property
returns in terms of fundamental economic variables.
2. One might also argue that certain retail properties may even benefit from a positive supply
change. There may be markets, for example, where the positive supply change brings about
increased agglomeration benefits (that is, where there are real unit cost savings to
consumers brought about by the increased supply of retail space within the market). In
which case, a positive supply change may cause rent levels to rise as opposed to fall.
3. As in the case of residential properties, the demand for retail properties is closely associated
with the size, type, and location of the population. In our model, retail sales are directly
affected by how much money the population has to spend and by the number of people in
the area.
4. In our estimations, we also included a series of 0-1 variables to account for any possible
seasonalities in shopping center construction starts.
5. The equations appear to suffer from substantial autocorrelation, but this is deceiving.
Examination of the residuals from (6) reveals a distinct clustering. This phenomenon follows
from the nature of the data. The quarter-to-quarter changes in shopping center construction
starts are frequently significant, especially when large regional shopping center
developments are undertaken. For example, when the Mall of America development in the
Minneapolis MSA was started, there was a large single-quarter increase for that quarter,
while in subsequent quarters there was a large single-quarter drop in shopping center
construction starts.
6. The 1980s were less than favorable to the U.S. commercial real estate industry. Estimates
by Giliberto (1992) suggest that nearly 1 billion square feet of excess commercial real estate
space was built during the 1980s. Similar results are suggested by Hendershott and Kane
(1992). Most of this excess construction occurred between 1978 and 1988. In late 1989 and
1990, construction and mortgage lending declined markedly.
7. These include such time series techniques as Box-Jenkins and Holt-Winters adaptive
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forecasting techniques (see Mathews and Diamantopoulos, 1989), Box-Cox models, statespace models (see Gross and Sohl, 1989), exponential smoothing (see Gross and Sohl,
1989), ARIMA models (see Watson, Pastuszek, and Cody, 1987), and econometric models
making use of substantial cross-sectional information (see Watson, Pastuszek, and Cody,
1987; Dawood and Neale, 1993). Results seem to vary widely, depending on the particular
purpose and characteristics of the data.
8. We calculate the short-run and long-run elasticities as \]O ! J and \aO ! J ⁄ 1  JT ,
respectively.
9. We also have corrected R for appraisal smoothing following the procedure in Geitner (1993),
which allows one to recover an estimate of the underlying market return from publicly
reported appraisal-based returns by assuming appraisal-based returns follow a first-order
autoregressive transfer function with exponentially declining lag weights. The results of
these tests are available on request.
10. For the unadjusted return series, cities with below-average R2s include Atlanta, Detroit,
Houston, Los Angeles, and St. Louis; and cities with above-average R2s include Chicago,
Minneapolis, and Tampa.
11. For the unsmoothed return series, cities with below-average R2s include Atlanta, Chicago,
Los Angeles, and Tampa; and cities with above-average R2s include Detroit, Houston,
Minneapolis, and St. Louis.

References
American Council of Life Insurance Companies. (1977). Life Insurance Fact Book. Washington,
DC: ACLI.
Benjamin, J. D., G. D. Jud, and D. T. Winkler. (1994). "An Analysis of Shopping Center
Investment," Journal of Real Estate Finance and Economics.
Campbell, J. Y. (1987). "Stock Returns and the Term Structure," Journal of Financial Economics
18, 373-399.
Campbell, J. Y. (1991). "A Variance Decomposition for Stock Returns," Economic Journal 101
(March), 157-179.
Campbell, J. Y., and R. J. Shiller. (1988). "Stock Prices, Earnings, and Expected Dividends,"
Journal of Finance 43(3), 661-676.
Cutler, D. M., J. M. Poterba, and L. H. Summers. (1989). "What Moves Stock Prices," Journal of
Portfolio Management 15 (Spring), 4-12.
19 Eppli, Shilling, & Vandell

Dawood, N., and R. H. Neale. (1993). "Forecasting the Sales of Precast Concrete Building
Products," Construction Management 11(2), 81-98.
DiPasquale, D., and W. C. Wheaton. (1992). "The Markets for Real Estate Assets and Space: A
Conceptual Framework," AREUEA Journal 20(2), 181-198.
Downs, A. (1991). "What Have We Learned from the 1980s Experience?" Saloman Brothers,
Real Estate Investment.
Eppli, M. J., and J. D. Shilling. (1995). "Speed of Adjustment in Commercial Real Estate
Markets," Southern Economic Journal 61(4), 1127-1145.
Fama, E. F. (1990). "Stock Returns, Expected Returns, and Real Activity," Journal of Finance
45, 1089-1108.
Fama, E. F., and K. R. French. (1988). "Permanent and Temporary Components of Stock
Prices," Journal of Political Economy 96(2), 246-273.
Fama, E. F., and K. R. French. (1989). "Business Conditions and Expected Returns on Stocks
and Bonds," Journal of Financial Economics 71, 23-49.
Ferson, W. E. (1989). "Changes in Expected Security Returns, Risk, and Levels of Interest
Rates," Journal of Finance 44(5), 1191-1217.
Fisher, J. D. (1992). "Integrating Research on Markets for Space and Capital," AREUEA Journal
20(2), 161-180.
French, K. R., G. W. Schwert, and R. F. Stambaugh. (1987). "Expected Stock Returns and
Volatility," 19(1), 3-29.
Geltner, D. M. (1993). "Estimating Market Values from Appraised Values Without Assuming an
Efficient Market," Journal of Real Estate Research 8(3), 325-345.
Geltner, D. M., and J. Mei. (1995). "The Present Value Model with Time-Varying Discount
Rates: Implications for Commercial Valuation and Investment," Journal of Real Estate
Finance and Economics 11(2), 119-136.
Giliberto, S. M. (1988). "A Note on the Use of Appraisal Data in Indexes of Performance
Measurement," AREUEA Journal 16(1), 77-83.
Giliberto, S. M. (1992). "A Note on Commercial Mortgage Flows and Construction," Journal of
Real Estate Research 4(2), 485-492.
Gross, C. W., and J. E. Sohl. (1989). "Improving Smoothing Models with an Enhanced
Initialization Scheme," Journal of Business Forecasting 8(1), 13-18.
Hendershott, P. H., and E. J. Kane. (1992). "Causes and Consequences of the 1980s
Commercial Construction Boom," Journal of Applied Corporate Finance, 61-70.
20 Eppli, Shilling, & Vandell

Malkiel, B. (1985). A Random Walk Down Wall Street (4th ed.). New York: Norton.
Mathews, B. P., and A. Diamantopoulos. (1989). "Factors Affecting Subjective Revision in
Forecasting: A Multi-Period Analysis," International Journal of Research in Marketing
6(4), 283-297.
McQueen, G., and S. Thorley. (1991). "Are Stock Returns Predictable? A Test Using Markov
Chains," Journal of Finance 46(1), 239-263.
Mei, J., and C. H. Liu. (1994). "The Predictability of Real Estate Returns and Market Timing,"
Journal of Real Estate Finance and Economics 8, 115-135.
Mei, J., and A. Saunders. (1995). "Have U.S. Financial Institutions' Real Estate Investments
Exhibited 'Trend-Chasing' Behavior?" Review of Economics and Statistics.
Poterba, J. M., and L. H. Summers. (1988). "Mean Reversion in Stock Prices: Evidence and
Implications," Journal of Financial Economics 22(1), 27-59.
Roll, R. (1988). "R2," Journal of Finance 43(4), 540-566.
Sa-Aadu, J., J. D. Shilling, and G. H. K. Wang. (1996). "Commercial Mortgage Interest Rate
Behavior and the Construction Boom of the 1980s." Working paper.
Summers, L. (1995). "On Economics and Finance," Journal of Finance 36, 923-934.
Watson, M. W., L. M. Pastuszek, and E. Cody. (1987). "Forecasting Commercial Electricity
Sales," Journal of Forecasting 6(2),117-136.
Wheaton, W. C., and R. G. Torto. (1995). "Retail Sales and Retail Real Estate," Real Estate
Finance 12(1), 22-31.

21 Eppli, Shilling, & Vandell

Appendix
Table 1
Selected Characteristics of the data

Note: All data supplied by DRI/F.W. Dodge. At the time this study was conducted, retail sales were not collected by DRI at the MSA level for
Dallas, Denver, Orange County (CA), Portland (OR), Sacramento, and San Jose, where companion data was available, which significantly limited
the number of MSAs tested. Additionally, for the Oakland and Tampa-St. Petersburg MSAs, retail data at the MSA level was first available the first
quarter of 1987.
a
Shopping center starts generally include all retail developments where there is a clustering of two or more retailers on one site. For instance, a
stand-alone WalMart with a stand-alone Wendy's on an out pad would not be considered a shopping center. On the other hand, if that same
WalMart were located in a center with several other contiguous retailers the development would be considered a shopping center.

22 Eppli, Shilling, & Vandell

Table 2
Estimates of retail construction starts dependent variable: Quarterly retail construction starts (t-statistics reported in
parenthesis)
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Table 3
Responses to lagged changes in retail sales parameter estimates (t-statistics reported in parenthesis)
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Table 4
Estimation results: Sales forecasting model–full specification, dependent variable–log S

a

d1 = % population between 35 and 55.
d2 = % population 65 and older.

b
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c

d3 = unemployment rate.
*Significant at the 10% level.

**Significant at the 5% level.

Table 5
Estimation results: Sales forecasting model–Wheaton-Torto specification, dependent variable–log S (all values measured in
current dollars)

a

d1 = % population between 35 and 55.
d2 = % population 65 and older.
c
d3 = unemployment rate.
d1-d3 are scaled multiplicatively by 1n(Y x HH)
*Significant at the 10% level.
**Significant at the 5% level.
b
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Table 6
VAR estimation results (t-statistics reported in parentheses) (quarterly 1978:1 to 1994:2)

a

Value-weighted return index of NYSE and AMEX stocks.
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Table 7

Fitted models of appraisal-based retail real estate returns explained variation (R2)
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Table 8
Estimates of fully specified model of appraisal-based real estate returns, dependent variable–quarterly retail real estate
returns (t-statistics reported in parentheses)

dRetail Starts = unanticipated change in retail starts.
dRetail Sales = unanticipated change in retail sales.
dStk Mkt Return = unanticipated change in stock market return.
dMtg Rate = unanticipated change in commercial mortgage rate.
dInf = unanticipated change in inflation.
dVol = unanticipated change in stock market volatility.
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Table 9
Explained variance of appraisal-based retail real estate returns, by metropolitan area
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