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1. INTRODUCTION 
The computation of the permanent of a matrix is a challenging task. The 
problem is computationally very hard, even for (0, 1) matrices. In fact, Valiant 
proved that computing the permanent of a (0, 1) matrix is #P-complete (see 
[ 141 and [ 151). The class #P contains those functions that can be computed in 
polynomial time by a counting (nondeterministic) Turing machine, and the 
#P-complete problems represent the hardest problems within the class. The 
existence of a polynomial time algorithm for a #P-complete problem would 
not only imply the existence of a polynomial time algorithm for NP-complete 
problems, but also the polynomial time computability of the number of 
solutions to NP-complete problems. Thus it is extremely unlikely that there is 
a polynomial time algorithm for computing the permanent. Actually, the best 
known algorithm for computing the permanent is due to Ryser [12] and takes 
O(n 2”) operations, where n is the matrix size. 
More recently, several authors have found even stronger negative results, 
showing that it is also unlikely that 
(1) the permanent can be efficiently (i.e., in polynomial time) approxi- 
mated [5]; 
(2) the permanent of random matrices (as opposed to the matrices used 
in Valiant reduction) can be efficiently computed even for a small fraction of 
the instances [6]; 
(3) the permanent of very sparse matrices can be efficiently computed 
[51. 
The (above justified) small hope of getting efficient algorithms for matri- 
ces without a very special structure has motivated a stream of research work 
oriented towards analyzing the permanent of restricted classes of matrices. 
Considerable attention has been devoted to matrices for which the perma- 
nent computation can be conveniently transformed into the computation of 
the determinant of a matrix of the same size (see [3] for updated references 
on this subject). Furthermore, several authors have found either explicit 
expressions or recurrence formulas for the permanent of some special circu- 
lant matrices (see, e.g., [ 10, 11, 8, 71). 
Note that the computation of the permanent of certain Toeplitz and in 
particular circulant matrices has applications to a number of combinatorial 
enumeration problems, e.g., the famous rencontres and m&age problems 
K4 21. 
This paper contains an analysis of the permanents of the sparsest Toeplitz 
matrices for which the problem is nontrivial. These matrices include some 
examples of circulants for which none of the previous approaches could be 
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successfully employed. For instance, we find efficient algorithms for the 
computation of the permanent of certain (0, 1) circulants with three nonzero 
entries per row, and in some cases we determine the explicit expression for 
their permanent. These results are obtained by taking advantage of the fact 
that these matrices have submatrices with very special properties. 
The rest of this paper is organized as follows. In Section 2 we introduce 
the main notation used throughout the paper, we briefly review some of the 
work by Mint [lo, 111 on circulant matrices, and we present a simple analysis 
of the efficiency of his approach. In Section 3 we find the expression for the 
permanent of some (0, 1) Toeplitz matrices with at most three nonzero 
entries per row. These results will then be used in Section 4. Indeed, they 
will be instrumental in the development of efficient strategies for computing 
the permanent of some (0, 1) circulant matrices with three nonzero elements 
per row (Section 4.1). For other kinds of (0, 1) circulant matrices with three 
nonzero elements per row, we take advantage of the circulant structure of 
certain submatrices in order to find explicitly the value of their permanent. 
This will then be the starting point for showing that the value of the 
permanents of certain circulant matrices does not depend on all the informa- 
tion needed to describe them (Section 4.6). Supported by experimental 
evidence, in Section 5 we show that this last fact is just an example of the 
symmetries that come into play, and we present some conjectures and open 
questions related to structural and computational properties of the perma- 
nents of the matrices considered in the paper. Concluding remarks are in 
Section 6. 
2. PRELIMINARIES 
Let 2 be the set of all permutations of the first n integers. The 
permanent of an n x n matrix A = (u,,~) is defined as C, E xl-l:=, ai, ~,, 
where (+ = (vi,. . . , a,,). We will denote the permanent and the determinant 
of a square matrix A as per(A) and det( A), respectively. A (0, 1) matrix A is 
said to be convertible if there exists a ( - 1, 1) matrix X such that pel( A) = 
det( A*X), and * denotes the elementwise product, i.e., the (i, j)th entry of 
the matrix A*X is ai,jxi j. 
The permanent of a (6, 1) matrix has an interpretation in terms of both 
the digraph and the bipartite graph that can be associated with the matrix. 
More precisely, if A is an n X n (0, 1) matrix, we denote by D(A) the 
digraph whose adjacency matrix is A, and by G[ A] the 2n-node bipartite 
graph associated with A in the natural way. Then the parameter of A is 
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equal to the number of cycle covers of D(A) as well as to the number of 
perfect matchings of G[ A]. Recall that a cycle cover of D(A) is a node 
disjoint covering of all the nodes of D(A) in terms of its cycles, whereas a 
matching of G[ A] is a set of pairwise node disjoint edges, and a perfect 
matching (or l-factor) of G[ A] is a matching such that each node of G[ A] is 
incident to exactly one of the edges forming the matching. 
Let P be a permutation matrix. Sometimes we will denote the symmetric 
permutation PAP, on the matrix A as (ai, . . . , u,J, with the meaning that the 
with row and column of A become the ith row and column of PAP. 
We will use the “big-O” notation for orders of magnitude, i.e., O(m) will 
stand for “asymptotically not greater than cm, where c is a constant with 
respect to m.” 
Let P, denote the (0, 1) n X n matrix with l’s only in positions (i, i + l>, 
i = 1,2 ,...,a-l,and(n,l).Amatrix Ptl+PtZ+...+Pt~,whereO~dl 
< t, < -a* < t, < n, is called an (0, 1) circulant matrix of type (t,, t,, . . . , t,). 
Metropolis, Stein, and Stein in [B] used a combinatorial argument to 
obtain linear recurrence formulas for the permanent of (0, 1) circulants of 
type (0, 1,2, . . . , k - 1). In [lo], Mint extended their results to obtain similar 
recurrences for a wider class of (0, 1) circulants. 
More precisely, Mint’s recurrence formulas consist of expressing pel( A,), 
where A,, is an n X n (0, 1) circulant matrix of type (tl, t,, . . . , tk), as a 
linear combination of per( A,_ i), for i = 1,2,. . . , 2’km1, under the assump- 
tion that n 2 2tk + 2t, - 3. So these recurrences can be applied only if 
t, = @log n). In addition, they provide an efficient way to compute the 
permanent only if t is very small compared with n. In particular it is easy to 
see that, if A is a (0, 1) circulant matrix of type (t,, t,, . . . , tk), with 
tk = O(loglog n), then per(A) can be computed in O(n log’ n) operations 
by solving a triangular linear system induced by Mint’s recurrences. 
On the other hand, these recurrences give no hints at how to compute the 
permanent when 2tk + 2 tk - 3 > n. 
The recurrence formulas of [lo] (see also [ll]) are obtained in terms of 
the permanental compounds of the matrix A,. In some special cases, such as 
matrices of type (0, 1, t), the permanental compounds turn out to be convert- 
ible. Taking advantage of this, it is possible to find asymptotic expressions for 
the nth root of their permanents. 
3. (0,l) TOEPLITZ MATRICES WITH AT MOST THREE 
NONZEROS PER ROW AND COLUMN 
Let us consider matrices of the form T,[ i, j] = Z,, f Qk + (QT)j, where 
Q is the n X n upper triangular Toeplitz matrix whose first row is 10 1 0 0 
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a.0 0 01. For these matrices, which are easily seen to be convertible, we have 
the following result. 
THEOREM 1. 
per( Z f Q’ + (0’)‘) 
det(Z + Qi + (Q’)‘) if (i +j)/gcd(i,j) isodd, 
= 
det( Z - Qi + (0’)‘) otherwise. 
Proof. W.1.o.g. we assume that i < j. Let A = Qi + (QT)j, and con- 
sider D(A). We can restrict ourselves to the case when there are cycles in 
D(A), because the absence of cycles implies that the nonzero off diagonal 
entries do not contribute to the value of the permanent of Z + Qi + (Qr)j, 
which is thus equal to one. 
We analyze the length of the cycles in D(A). Let x be a node belonging 
to a cycle y, and let 2 = length(y). Starting from x, we reach the next node 
along y either by adding i or by subtracting j as long as x + i < n (or 
x - j > 1). Thus, y can be represented by a sequence of integers 
d,, d,, . . . , d,, where d, is equal to either i or -j, for k = 1,2,. . . , I, and 
the following properties hold: 
(i) i d, = 0, 
k =u’ 
(ii) c d, # 0 V 1 < u < o < 1. 
k=u 
Let m = Icm(i, j), and h, k be the two positive integers such that 
m = hi = kj. Then x + chi - ckj = x for any positive integer c, so that 
length(y) = c(h + k) f or some c > 1, i.e., the lengths of the cycles must be 
multiples of h + k. Before proceeding we show that, for each cycle y, 
length(y) must be exactly h + k. 
We want to prove that any sequence of ch elements i and ck elements 
-j satisfies condition (ii) only if c = 1. Let s = h + k and c > 1, and 
suppose we are given a sequence d,, d,, . . . , d,,, satisfying condition (i>, i.e., 
CT= r d, = 0. This sequence contains exactly ch elements equal to i and ck 
elements equal to -j. Let S,, = Cz’;- ‘dk. We introduce variables h, and 
k,,foru = 1,2 ,..., cs - s + 1, such that S, = h,i - k,j. Let h(“‘h = h, - 
h and ti(‘)k = k, - k. 
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We now consider the sequence S,, S, + i, S,, + i, . . . , S,,_ I)s + i. Since there 
are ch elements equal to i, then CFz,’ A (ts+l)h = 0. W.1.o.g. suppose that, for 
some t’, A(“‘+‘)h # 0 and tit”+‘)h < 0. Then there must be another t” 
such that ~I(““+l)h > 0. Suppose now that t’ < t”, and consider the se- 
quence StCs+i, Stfs+s, Strs+s ,..., StVs+r. Since for each u, ti”+‘)h is either 
A(“)h or &“‘h + 1, then h’“)h must be zero for some u, t’s + 1 < u < C’s 
+ 1, and thus condition (ii) is violated. 
If h + k is odd, then all the cycles have odd length and the proof follows 
by a result of Bassett, Maybee, and Quirk [l]. If h + k is even, then both h 
and k must be odd by a property of the Icm. Thus, after changing the sign of 
the entries of the main diagonal elements and of the entries of one of the two 
other diagonals, each cycle gets weight - 1 (the weight of a path is obtained 
by multiplying altogether the weights of the edges belonging to it). Then we 
can apply Bassett, Maybee, and Quirk’s result to guarantee that per(A) = 
ldet( - I + Qi - (Qr>j)], Finally since the conversion matrix is unique up to 
multiplication of rows or column’s by - 1, we obtain pel( A) = det( I - Qi + 
(QT)j> as claimed. n 
In two special cases, there are explicit formulas for the permanent of 
I + Qi + (QT>j. These cases occur for 
(1) j = n - i + 1, i.e., the matrix is circulant of type (0, i); 
(2) j = ki (or i = kj) for a positive integer k, which includes the cases 
when the matrix is symmetric (i = j) and when the matrix is lower (or upper) 
Hessenberg, i.e., i = 1 (or j = 1). 
Indeed, we have the following. 
THEOREM 2. Let Fj(n) be the nth number of the sequence q(k) = Fj 
(k - 1) + q(k -j - l), with F.(h) = 1, fat- any h <j. In particular, F,(n) 
is the (n + l)th Fibonacci nu ml!? er. Then: 
(1) per(T,[i, i]) = Fl 
(I I 
2 
i J \ rl!L7&/&. 
(2) per@,[ i, n - i + 11) = 2gcd(n,r). 
(3) pedT,,[l,j]) = q(n) and per(T,,[i, l]) = Fi(n). 
(4) pedT,[i, kil) = pedT,,,&, k])n-Ln/ili per(T,.,i,[l, k])i-nfln/“li. 
Proof (1): First of all note that, if i = 1, then the matrix is tridiagonal 
and it is easy to see that pel(T,,[l, 11) = F,(n). If we let n = qi + r with 
0 < r < i, then the equality to check can be restated as peI(T,[i, i]) = 
F,(q)‘-’ * F,(q + 1)’ if r # 0, and pel(T,,[i, i]) = F1(q)’ if r = 0. Note that 
the digraph D(T,[i, i]) consists of the disjoint union of i - r chains of q 
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nodes and r chains of q + 1 nodes for a total amount of i chains. To show 
this, let x, I Q x < i, be one of the first i nodes of D(T,,[i, i]>. Then r 
belongs to the chain 
where x + ki < n and x + (k + l>i > n. The chain contains k + 1 nodes. 
We can now estimate the value of k, which is the greatest integer such that 
x + ki < n. Thus k = [(n - x)/i]. Substituting n = qi + r, we get k = 
[q + r/i - x/i], from which we finally obtain 
for x = 1,2 ,..., r, 
for r=r+l,r+2 ,..., i. 
We can conclude that there are r disjoint chains of k + 1 = q + 1 nodes 
and i - r chains of k + 1 = q nodes. Furthermore, since these i chains 
involve (i - r)q + r(q + 1) = n nodes overall, considering the degree of 
each node, we see that those chains are exactly the whole digraph D(T,[ i, i]). 
The statement then follows because the permanent of the chains is given by 
the appropriate Fibonacci number. 
(2): The proof is easily seen by counting the matchings in the bipartite 
graph associated with the matrix. 
(3): The proof follows by applying Laplace expansion. 
(4): The proof is easily seen by reducing the matrix to block Hessenberg 
form, by means of a symmetric row and column permutation defined as 
( l,i + 1,2i + l,..., ([:J - I)i + I, 
2, i + 2,2i + 2 ,..., (I:] - 2)i + 2,3,...). H 
Expression (4) of Theorem 2 for per(T,[ i, ki]) can be generalized. Indeed, 
if we let g = gcd(i, j), then 
n - [z]g per( T,.,,,[ +, 5])g-“‘“““. 
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This equality is obtained by applying to the matrix TJi, j] the row and 
column permutation defined as 
( l,g+1,2g+l,..., ; (II 1 -1 g+l, 
2,g+2,2g+2 ),.., 11 
(11 1 g 
- 2 g + 2,3,... . 
1 
This leaves still open the problem of finding an explicit expression for the 
permanent of T,[i, j], when i and j are relatively prime. 
A more general type of (0, 1) Toeplitz matrix with at most three nonzeros 
per row takes the form Qk + Qh + (Qz)“. For these matrices we can obtain 
results similar to those for matrices of the form I, + Qi + (Qi)k. In fact the 
matrix A, = Qk + Qi + <QT>” 
(i) is a submatrix of Zn+i + Qjn;t + (Q,L+i)k+i, 
(ii) contains as a submatrix Z,_i + Qi_; + (Qz_i>k+i. 
From (i> we can deduce that A,, is convertible, because the bipartite 
graph associated with Zn+i + Qi;\ + (Qi+i>k+i is planar, which implies that 
the bipartite graph associated with A, is also planar. 
From (ii), and by observing that the remaining submatrices of A, have 
exactly one (1) per row or column, one can see that the actual conversion can 
be efficiently computed by adapting Brualdi and Shader’s algorithm (see [3]) 
to this special case. 
4. (0, 1) CIRCULANT MATRICES WITH THREE 
NONZEROS PER ROW 
Although circulant matrices have a very nice special structure, the evalua- 
tion of their permanent is far from trivial. Even for (0, 1) circulant matrices of 
type (0, d,, d,) there is no ad hoc approach that can be efficiently adopted 
for arbitrary values d, and d, (see Section 2). In this section we analyze 
several properties of the permanent of this kind of matrices, and in some 
cases we find explicit expressions and/or efficient algorithms. Note that the 
bipartite graph associated with (0, 1) circulant matrices of type (0, d,, d,) is 
3-regular. The results of [5] show that, in general, counting the perfect 
matchings in S-regular graphs is #P-complete. This leads to the question of 
whether or not the circulant structure makes the problem significantly easier. 
The results of this section provide a partial positive answer to this question. 
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The main difference between our approach and that adopted in [lo, 111 is 
that we look for recurrence relations expressing the permanent of a circulant 
matrix in terms of smaller matrices not necessarily of circular-n form, whereas 
Mint’s recurrences insist on the circulant structure. This greater generality 
allows us to obtain more efficient computational schemes in some cases. 
4.1. An Eficient Algorithm 
We show an algorithm for computing the permanent of (0, 1) circulants 
with three nonzero entries per row which takes advantage of the convertibil- 
ity of some of their submatrices. 
Before stating the result we need some simple lemmas and definitions. 
LEMMA 3. Let A be a square (0, 1) matrix such that G[ A] is planar. 
Then the bipartite graph associated with any square submatrix of A is planar. 
LEMMA 4. Let A be a square (0, 1) matrix such that aij = 1. Then 
per( A) = per( A - Eij) + per( A( ilj)) , 
where E,, denotes the matrix whose only nonzero entry is in position (i, j), 
and A(i ]j> denotes the matrix obtained by deleting the ith row and jth column 
oj-A. 
DEFINITION 5. Let us denote by Pk, n the collection of all k-subsets of 
the n-set { 1,2, . . . , nJ.Let Abea(0,1)nxnmatrix.Then,forcr,/3~9~,n, 
we denote by A[ (Y, /3] the k X k submatrix of A determined by rows i E cx 
and columns j E P. Then per( A[ CX, PI> is called a permanental k-minor of 
A, and we define pk( A) as the sum of all the permanental k-minors of A, 
i.e., 
pk( A) = IIZ,., p 5 per( A[o, PI) (1) E 
k.n 
pk( A) is the number of different selections of k ones in A such that each 
row and column has at most a nonzero entry. 
LEMMA 6. Let A be a (0, 1) n X n matrix, and let aij = 1. Then 
pk(A) = pk(A - Eij) + p,_,(A(ilj)) for k > 2, and pl(A) =p,(A - Eij) 
+ 1. 
Proof. The equality pl( A) = pl( A - Ejj) + 1 is clearly true. From the 
definition of pk, and separating the submatrices that contain the element ail 
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from those that do not contain it, for k > 2, we have 
pk(A) = ,E$k,O p 5 per(Ak PI) 
= k.n 
iea jsp 
+2 = 
per(A[a, PI). 
By Lemma 4, we can write 
per(A[a,Pl) =per(A[a,Pl -Eij) +per(A[a- {il,P- (jll) 
= per((A - Eij)[a, PI) + per(A[a - (i), P - {j)]) 
if i E (Y, j E p, while if i G (Y Vj E /3, we clearly have per(A[cx, PI) = 
pes(( A - Eij)[ (Y, p I). Thus we obtain 
Pk( A) = ,E5k,n pE$ Per(( A - Eij)[“T PI) 
k,n 
iea jEp 
+ c C per(A[a - {iI P - G)l) 
aE9k, n PE9k, n 
i=a jEp 
+ ac;k,,. E$ per((A - Eij)k PI). 
From the definition of pk it follows that the sum of the first and the third 
terms of the last formula is indeed pk( A - Ejj), while the second term 
corresponds to pk_ J A(iIj)), and the thesis follows. n 
LEMMA 7. Let A = (u,~> be an n X n (0, 1) matrix, and let z(A) denote 
the number of different (0, 1) matrices M = (mjj) with at most one nonzero 
entry in each row and column, satisfying M Q A, i.e., mij Q aij for all pairs 
(i, j). Then, for each nonzero entry aij, we have 
X(A) = 2 Pk(A), 
k=l 
(2) 
z(A) = z(A - Eij) + z( A(ilj)), (3) 
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and, in general, if the matrix A has k nonzero entries, then k + 1 < z(A) Q 
2k. 
Proof. The equality (2) easily follows from the definitions of z(A) and 
pk( A), while (3) f o 11 ows from (2) and from Lemma 6. n 
We now prove a theorem that will be instrumental to the definition of an 
efficient algorithm for the computation of the permanent of circulants of type 
(0, d,, da). 
We first need the following. 
LEMMA 8. The permanent of an n X n convertible matrix A for which 
G[ A] is planar can be computed in O(nY> time, y < 3. 
Proof. The proof follows, e.g., from the results of [16], where it is shown 
that, if G[ A] is pl anar, then the overall running time for the computation of 
the permanent of A is dominated by the determinant computation. n 
THEOREM 9. Let A, B, and C be n x n (0, 1) matrices such that 
A = B + C, and let G[ B] be planar. Then pel( A) can be computed in 
O(z(C>nY> time, y < 3. 
Proof. The proof is by induction on the number k of ones in C. 
If k = 0, then A = B, z(C) = 1, and, since G[ A] is planar, then pel( A) 
can be computed in time O(nY>, y < 3, by Lemma 8. 
If k > 0, let us consider a one of C in position, say, (i, j), and let 
C ’ = C - Eij. Then, by Lemma 4, we have 
per( B + C) = per(B + C - Eij) + per(( B + C)(ilj)) 
= per( B + C’) + per(( B(ilj) + C(ilj))), 
and by Lemma 7 
z(C) = z(C’) + z(C(ilj)). (4) 
The matrices C’ = C - E,, and C(ilj> are short a nonzero entry with 
respect to C, while G[ B(ilj)] is planar by Lemma 3. Hence, by induction, we 
76 B. CODENOTTI, V. CRESPI, AND G. RESTA 
can claim that per(B + C’) and per(B(ilj) + C(ilj>> can be computed in 
O(z(C’)nY) and O(z(C(ilj)Xn - l)y> ti me, respectively. Summing the two 
time bounds and using the equality (4), we obtain 
O(z(C’)ny) + O(z(C(ilj))(n - 1)‘) = O([z(C’) + z(C(ilj))]ny) 
= O( z(C)d), 
from which the thesis follows. n 
LEMMA 10. The bipartite graphs G[Z + Qi + Q’] and G[ I + Q’ + 
(Ql‘>j] are planar. 
Proof. Let A = I, + Qk + (Qf)j. We assume, w.l.o.g., that gcd(i, j) = 
1 (see the previous section). For simplicity, consider first the case n = 2(i + 
j>. The matrix A can be written as 
where U = V = I,,, + P,“,z, B = (Qi,2>j and C = Qi,,. Since gcd(i, j) = 
1, then gcd(i, i + j) = 1, and gcd( i, n/2) = 1. This means that both G[U] 
and G[V ] are cycles of n nodes, so that G[ A] is composed of two identical 
cycles connected by the n/2 edges in G[ B] and G[C]. To avoid edge 
intersections, we first draw the two cycles in a concentrical way, e.g., G[U] 
inside G[V 1. We show that the edges that connect them never cross each 
other. Let h = n/2. The nodes of G[U] and G[V] can be labeled consis- 
tently with the traversal direction of the cycles as 
(lr)in, (1 + i)!, (1 + i)‘;“, (1 + 2i)F, 
(1 + zi>f,..., (1 + (h - l)i)‘;“,Lf 
and 
(lr>o”, (1+ i)F, (1 + i):, (1 + 2i)o,“, 
(1 + 2i)y,..., (1 + (h - l)i)y,lo,U, 
respectively. (The symbols r, c, in, and ou are used to recall row, column, 
inner cycle, and outer cycle, respectively.) 
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Note that the edges in B and C can be drawn without crossovers starting 
from node (1,)“” in the following way: 
{(1X”, (1+ i)Z}, 
{(1 + #,(l + Zi)o,“}, 
{(1 + 2q:, (1 + 3i)lc”}, 
{Cl + (h - l)i)YY(lyf}. 
The above construction can be easily generalized to handle an arbitrary 
number of cycles, i.e., n = k * (i + j), k integer, by drawing them one inside 
the other in a concentrical way, and then applying the same strategy as above. 
The planarity of G[Z, + Q6 + Qb] follows from the fact that it is a 
subgraph of G[ Zn+i + Qi;: + <Qf+i)il. n 
We are now ready to state our result. 
THEOREM 11. Let A = I, + P,’ + Pi. Then per(A) can be computed in 
time o(gi’+j’ no(‘)), where i’ and j’ are the smallest two numbers among 
(’ a,j,n -i,n -j). 
Proof. The matrix A can be viewed as a Toeplitz matrix containing the 
identity and four diagonals of lengths {i, j, n - i, n - j}. It is thus possible to 
write A = B + C, where C contains the two shorter diagonals, of lengths i’ 
and j’, and B consists of the other three diagonals. By Lemma 10, G[ B] is 
gesis follows, since z(C) < 2” 
anar and we can apply Theorem 9 to get the time bound O(.z(C)nY). The 
I fj' . n 
From Theorem 11 we have that per( I, + P,,i + Pi) can be computed in 
polynomial time if i and j are either smaller than O(log n) or greater than 
n - O(log n>. 
In Section 4.4 we will use some properties of the bipartite graph G[ A] in 
order to strengthen the above result. 
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4.2. Permanent versus Determinant 
The results of Section 4.1 can be used to describe some structural 
properties of the permanents of circulant matrices with three nonzeros per 
row, and, in particular, the relationship between these permanents and the 
determinants of Toeplitz matrices with at most three nonzeros per row. 
Unlike the Toeplitz matrices of Section 3, (0, 1) circulant matrices of type 
(0, d,, d,) are not convertible, except for very special cases, e.g., when 
d, = 1 and d, = 2 and the matrix has even size. Nevertheless their perma- 
nents bear some interesting connections with suitable determinants. These 
connections depend on the convertibility of the Toeplitz matrices of Sec- 
tion 3. 
In fact, if one applies Laplace expansion to, say, a matrix of type (0, 1, t), 
then most of the submatrices induced, after some steps, are convertible 
Toeplitz matrices of the kind analyzed in Section 3. 
The Laplace expansion for the permanent of Z + P + P2, shown in 
Figure 1 for n = 6, outlines the close relationship of this matrix with the 
Fibonacci matrix T,[l, I] = Z + Q + Q’, whose permanent is F(n + 1). In 
particular one can see that per(Z + P + P2> = F(n) + 2F(n - 1) + 2. By 
comparing the expansion for the permanent and the determinant of Z + P + 
P”, and recalling that the matrix T,,[l, 11 is convertible [and specifically that 
per(Z + Q + Qr) = det(Z - Q + Q’>], one can immediately see that, if n 
FIG. 1. Laplace expansion for the permanent of I + P + P2 for n = 6. The 
bold entries are those used in the elimination. 
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is even, then the matrix Z + P + P2 is convertible (see also [13]). In 
particular one obtains pel(Z + P + P2> = det(Z + Q - (Qr>“-’ - Q” + 
(QT)“-2). 
Note that, if n is odd, Z + P + P2 is not convertible; nevertheless its 
permanent satisfies pel(Z + P + P”) = 2 + det(Z + P - P2>, as one can 
readily check. 
The same kind of analysis can be performed for the permanent of 
Z + P + P3. In this case, one of the possible ways to carry out Laplace 
expansion leads to 14 submatrices, the sum of whose permanents is equal to 
per(Z + P + P3>. In particular, one obtains two triangular matrices, and 12 
convertible Toeplitz matrices, of sizes between n - 2 and a - 6, of the form 
Z + Q” + Qr and Q + (QT>2 + Q’. If T, and T2 denote the permanent of 
these (convertible) matrices, then 
per(Z+P+P3)=2+T1( 12 - 2) + 3T,(n - 3) + T,(n - 4) 
+ T,(n - 2) + 2T2(n - 3) + T,(n - 4) 
+ 2T2(n - 5) + T,(n - 6). (5) 
Summarizing, both per(Z + P + P”> and per(Z + P + P3> can be conve- 
niently expressed in terms of a few determinants of Toeplitz matrices. These 
results can be generalized, although the corresponding formulas become 
more complicated. 
4.3. Reduction 
We show how certain permanent computations on circulant matrices of 
type (0, d,, d,) can be reduced to the computation of either powers of 
permanents of smaller circulant matrices of the same type or permanents of 
circulants of type (0, t,, t2), with t, < d, and t, < d,. 
LEMMATA. Let A,, be an n X n (0, 1) circulant matrix of type (0, da, o%), 
i.e. A,, = I, + P,“” + P,““. 
(i) Zf n is a multiple of d, then 
per( A,) = per( In/d + pn"/d + Pn:d)'* 
(ii) If gcd(d, n) = 1, then 
per( A,) = per{ Z,, + P,” + P,“). 
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Proof. (i): Th p e roof follows from the fact that by simultaneous row and 
column permutations we can obtain from A, a block matrix C, of d square 
blocks of the type B,,, = I,,, + Pl,d + P,“/I1. 
(ii): We show that D( A,) is isomorphic to D(C,), with C, = I, + P,” + 
F’,“. Since gcd(d, n) = 1, d has a multiplicative inverse, denoted by d-l, in 
the ring Z,, of the residue classes modulo n. Let + : Z, + 22, be the 
function defined as follows: 
I)(X) = x*d-l modn. 
It turns out that this is an isomorphism between the two digraphs D( A,) and 
D(C,). In fact it is immediate to see that I) is surjective and injective. In 
addition, we have to prove that $I preserves the structure of the digraphs, 
i.e., for each pair of nodes (x, y> E Zi, (2, y) E E(D(A,)) if and only if 
(9(x), $(yN E E(D(C,)), h w ere E(G) denotes the set of edges of a graph 
G. Indeed, if (x, y) E 27: then without loss of generality y = x + d * a mod n. 
SO 
e,(y) =x*d-l+d*a*d-rmodn 
zx.d-’ -t amodn 
= I)(X) + amodn. 
Thus (#(xl, G(y)> is an edge of D(C,). The converse can be proved in a 
similar way. n 
As an example of application of Lemma 12, in Section 4.5 we find an 
explicit expression for the permanent of symmetric circulant matrices of the 
form I + P’ + Pn-i. 
4.4. The Bipartite Graph G[A,] 
Let us consider n X n circulant matrices of type (0, d,, d,), for n prime. 
To analyze the permanent of the matrix A,, = I + Pdl + Pdz, we take 
into account the bipartite graph associated with the matrix B, = Pdl + Pd2. 
DEFINITION 13. Let G = (X, Y; E) be a bipartite graph, where X = 
{Xi> x 2>“‘> x,], Y = Iyl, yz, . *. > y,}. We say that a pair of nodes is symmet- 
ric if it is of the form {xi, y,}. Let M be a perfect matching of G. We denote 
by X(M) and Y(M) the sets of nodes of X and Y on which the edges of M 
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are incident, respectively. A symmetric matching of cardinality m < n is a 
matching M = {e,, es,. . . , e,} of cardinality m such that for all u E X(M) 
there exists u E Y(M) such that u and u are symmetric. 
We have the following simple lemma, which shows that the problem of 
computing per( A,) can be reduced to the computation of the number of 
symmetric matchings in G[B,], and to pel(B,) = 2scd(n,Id~-d~l) = 2, due to 
the primality of n. 
LEMMA 14. Let A, and B, be as above, and let 
m k- - #(uI u i.s a symmetric matching of cardinality n - k in G[ B,]}. (6) 
Then 
n-l 
per( A,,) = 1 + per( B,) + c mk. 
k=l 
(7) 
Proof. The equality (7) is based upon the observation that each perfect 
matching of A, = Z + B, is either a perfect matching of B, or a perfect 
matching of A, which contains k symmetric pairs of nodes for some k, 
1 < k < n. On the other hand, a perfect matching of A, containing exactly k 
pairs of symmetric nodes is a symmetric matching of B, of cardinality k. n 
We will show below how in some special cases it is possible to find a 
formula for pel( A,) by evaluating the mk’s. 
Note that a lemma similar to Lemma 14 could actually be stated in terms 
of D( A,) and D( B,). In this case we would get a special case of the known 
expansion 
per( AZ, + B,) = k aihn-i, 
i=O 
where the a,‘s are the numbers of cycle covers for subgraphs of D( B,) with i 
nodes (see, e.g., [4, p. 341). 
Note that G[ B,] is the disjoint union of two perfect matchings, since Pdl 
and Pd2 represent two cyclic permutations of the nodes. As a result of such a 
union we get a finite set of gcd(n, Id, - d,() disjoint rings. So in our case, 
82 B. CODENOTTI, V. CRESPI, AND G. RESTA 
due to the primality of n, all the nodes of G[ B,] belong to a unique ring, and 
thus each pair of symmetric nodes are connected by a simple path of length 
D = D(n, d,, d,). 
The nodes of G[B,] can be drawn on a polygon. Let us choose one node 
of the polygon and label it with 1. Then we proceed clockwise and number 
the second node with 2, the third one with 3, and so on until we use the label 
2n (see Figure 2). 
We now determine the value of D. Starting from, say, u E X, we reach 
its symmetric node u E Y after an odd number of moves along a path on the 
ring. Note that moving on the ring from a node of X to a node of Y 
corresponds to adding d, modulo n, whereas moving from a node of Y to a 
node of X corresponds to adding n - d, modulo n. In fact, to move from Y 
to X we need to consider the inverse of the cyclic permutation represented 
by Pdz, i.e. the cyclic permutation represented by ( Pdz)-’ = Pnwdz. Thus, if 
I , _ _ 
x is the index of both u and v, we obtain the following equation: 
x + d, + (n - d,) + d, + (n - d2) + *** +d, =x: (modn), 
i.e., 
d, + hd, - hd, = 0 (mod n) , 
where h = (D - 1)/2. Equation (8) leads to the linear congruence 
h*(d, -d,) = -d, (modn), 
2n 1 1 2 
(8) 
(9) 
FIG. 2. Clockwise numbering of 2n nodes and the graph for n = 7 and D = 5. 
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which has solutions if and only if 
gcd( n, d, - d,) divides d,. (10) 
In this case gcd(n, Id, - d,I) = 1 and certainly divides d,. Furthermore, 
since n is prime, Z, is a field and we can express h as 
h = d, - (d, - d,)-‘, (11) 
so that 
D = 2d,. (d, - d,)-l + 1, (12) 
where both inversion and multiplication are computed in E,. Note that we 
can express D as 
D(n,i,j) = min{l + 2h,2n - 2h - 1) (mod2n). 
(In fact D and 2n - D play exactly the same role, when interpreted in the 
bipartite graph.) 
To compute mk, we can choose k pairs of symmetric nodes on G[ B,], 
connect them two by two with k horizontal edges, and count the number of 
perfect matchings of cardinality n - k. Then mk will be given by the sum of 
such matchings over all possible choices of k pairs. Pictorially, this translates 
into drawing k chords connecting two nodes of the polygon at distance D. 
Moreover, according to the new numbering, chords starting from odd nodes 
end up at even nodes moving clockwise by D edges, whereas starting from 
even nodes they end up at odd nodes moving counterclockwise by D edges 
(see Figure 2). 
It is easy to see that, for each choice of k chords, the number of 
matchings is either one or zero. This amounts to saying that once we have 
removed from the polygon the nodes matched by the chords and their 
adjacent edges, there is a matching if we are not left with simple paths of 
even length (odd number of nodes). 
By analyzing the graph G[ B,] according to Lemma 14, we have deter- 
mined the following formula, which holds if D(n, i, j) = n - 2, i.e., for 
i = 1 and j = 3 [and also if D(n, i,j) = 51: 
per( A,) = 3 + c mk, 
k=l 
(13) 
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where 
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mk = (14) 
The correctness of (14) can be shown by comparison with a formula that can 
be derived from a known recurrence [lo] for I + P + P3, i.e., for n > 12, 
per(A,) = per(A,-J + per(A,-z) + per(A,-,) 
- per( An-4) - per( Ane5) - per( An-6) + 2. 
Solving this linear recurrence, we obtain 
per( A,,) = 2 + [i + Q” + p”], (15) 
where cy and p are the real solutions of the equations x3 - x - 1 and 
x3 - x2 - 1, respectively,l i.e., 
and 
One can check that (15) coincides with (13). 
We now turn our attention to matrices of the form Z + P” + Pj for n 
prime and D(n, i, j) small. 
‘In particular, a = 1.3247.. . and P = 1.4655.. . , whereas the other solutions of the 
correspondent equation x 6 - x5 - x4 - x3 + x2 + x + 1 = 0 are complex and their absolute 
values are less than 1. 
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The permanent of the matrix I + Pi + Pi depends on n and on D(n, i, j). 
Note that, on varying i and j, D(n, i, j> takes all possible odd values between 
3 and n. In particular, from (12), we have that D(n, 1, j) = 1 + 2 * (j - 1)-l. 
Since n is prime, it is easy to check that, for 2 <j Q n - 1, D(n, 1,j) goes 
through all possible values between 3 and n. This means that, if n is prime, 
the problem of computing pel(Z + Pi + Pj> can be reduced to the computa- 
tion of per( Z + P + Pk> for a suitable k. 
Furthermore, note that the function D,(i) j> = D(n, i, j) is not injective, 
i.e., there are several pairs (i, j> with the same value of D. In addition, there 
are other symmetries, because the matrices Z + Pi + Pj, I + Pj-” + Pnmi, 
and Z + pn-j+i + P”-j have all the same permanent, whereas they may 
have different values of D (see Section 5). 
We now outline a general approach to deriving recurrence formulas for 
the permanent of matrices with a given value of D(n, i, j). 
We operate on the bipartite graph as follows: 
(1) n being prime, we can represent the graph G[ A,,] as a ring, corre- 
sponding to G[ B,], with additional chords that connect two nodes of G[ B,] 
at distance D. 
(2) We consider D - 1 adjacent nodes, starting from node 1. 
(3) We enumerate all the different ways in which these D - 1 nodes can 
be included in a perfect matching. 
(4) The graph on the remaining n - D + 1 nodes is an open ring, i.e., it 
does not contain a ring any more. This open ring can take only a few different 
shapes, and these depend on D. This makes it possible to enumerate the 
perfect matchings according to suitable recurrence formulas. 
(5) Adding up the different terms, one gets a formula for the permanent 
depending on some simpler functions, each defined by a suitable recurrence. 
In Figure 3 we outline the case when D = 3. The nodes considered are 1 
and 9, and there are five possibilities overall to be analyzed. 
In all of the five possibilities the ring is opened and we are left with a 
necklace of trapezoidal elements. If we denote by S(n) the number of perfect 
matchings for a necklace of n trapezoidal elements, it is easy to prove that 
S(1) = 2, 
S(2) = 3, 
S(n) = S(n - 1) + S(n - 2). 
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One gets the following formula for the permanent: 
P,=,(n) = 2 + S(n - 2) + 2S(n - 3). 
Note that, although the formula was obtained under the assumption that n is 
prime, we have found experimentally that it is valid for all values of n up to 
25. 
The above procedure can be repeated for D = 5. In this case, to open the 
ring we have to consider D - 1 = 4 nodes, and the number of possibilities 
that must be analyzed is 13. [In general, if we define F(1) = F(2) = 1 and 
F(n) = F(n - 1) + F(n - 2), then the number of possibilities to be ana- 
lyzed is F(D + 2), e.g., if D = 7, there are F(9) = 34 cases.] 
If D = 5, the necklaces are of two types, as shown in Figure 4. 
For the number of perfect matchings of the two necklaces, we get the 
following formulas: - 
T,(I) = 2, 
T,(2) = 3, 
T,(3) = 4, 
T,(n) = T,(n - 1) + T,(n - 3), 
T,(l) = 1, 
T,(2) = 2, 
T,(3) = 2, 
T,(n) = T,(n - 2) + T,(n - 3). 
FIG. 4. The two different necklaces for D = 5. Two nodes in the second one are 
already included in matchings. 
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In this case, the recurrence for the permanent becomes 
Po=s(n) = 2 + T,( n - 4) + 3T,(n - 5) 
+ T,(n - 6) + 2T,(n - 5) + 3T,(n - 6). 
(Note that the recurrences obtained here for D = 3 and D = 5 have some 
similarities with those obtained by other means in Section 4.2 for I + P + P2 
and Z + P + P3.> 
The computational complexity of the above method can be analyzed by 
recalling Theorem 11. Indeed we have the following corollary, which implies 
that the permanent of (0, 1) circulant matrices of type (0, d,, d,) with 
D = O(log n) can be computed in polynomial time. 
COROLLARY 15. Let A,, = Z,, + P,i + Pi, with a prime, and let D = 
D(n, i, j). Then pel(A) can be computed in time 0(2D/2nY), y < 3. 
Proof. With reference to Theorem 11, the thesis easily follows on 
observing that the matrix Z, + P, + Pie+ ‘)I2 has the same permanent as 
A,, even if D(n, 1, (D + 1)/2) # D. To see this property, we start drawing 
G[ A,] in such a way that G[ Pi + Pj] is a ring, while Z induces chords 
connecting nodes of G[ Pi + Pj] at distance D in G[ Pi + Pj]. Since the 
relabeling of the nodes of the bipartite graph does not affect the value of the 
permanent, we can sort the labels as shown in Figure 5. According to this 
new ordering, it is easy to see that the ring now corresponds to G[ Z + P], 
and the chords to G[ P(o+1)/2]. W 
4.5. Circulants of the Form Z + Pi + Pn-i 
First of all, note that 
per( Z + Pi + Pnei) = per( P’( Z + P’ + Pnei)) 
= per( Z + Pi + (Pi)‘). 
We are now ready to state the following 
THEOREM 16. Let A, = I, + Pi + PC-“, and assume that n/gcd(n, i) 
> 5. Then 
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Proof. Let d = gcd(i, n). Then, by the equivalence of types (0, i, n - i) 
and (0, i, 2i) and from Lemma 12 we have 
per( I, + P,i + Pzei) = per( Z, + P,i + (Pi)“) 
= Per( 'n/d + pi,/,” + pz+/d n/d 
= 
Per(‘n,d + pn,d + Pn2/d)d* 
By solving Mint’s recurrences [lo], we can see that, for k > 5, 
per( I, + Pk + Pt) = (3~+(+7’+2. n 
4.6. Some Further Special Structures 
In this section, we first find the value of pel(Z + P + P”/‘+‘), for n 
even, and then, with similar techniques, we show that, if gcd(k, n) = 2, then 
per(Z,, + P,” + P,“12) d oes not depend on k, and, in particular 
per( Z, + P,” + P,““) = per( Z + P + Pn12+l) = 2J2” + 1. 
Matrices of the Form Z + P + P”/‘+‘. Let n be even. We wish to 
evaluate the permanent of Z + P + P n/2f1 In this case, the matrix can be . 
written as a 2 X 2 block matrix of the form 
[ 
Z n/2 + pn,2 P n/2 
P n/2 Z 1 n/2 + pn,2 ’ 
i.e., the four blocks of size (n/2) X (n/2> are circulant matrices themselves. 
The proof of the following theorem takes advantage of the above property. 
THEOREM 17. Let n be even. Then 
per( Z + P + P n/2+1) = 2@ + 1. 
Proof. We first transform Z + P + P”/‘+ ’ into a matrix with a more 
convenient structure. Indeed, we make the following transformation, which 
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does not affect the value of the permanent: 
We now compute the number of cycle covers of the digraph D(B) (see 
Figure 6). We consider the edges e, = (n/2,1) and e2 = (n, n/2 + 11, and 
define 
d = {MJ M is a cycle cover whose cycles contain either e, nor e,}, 
~8, = (M) M is a cycle cover whose cycles contain e, but not e,}, 
LZ?~ = {MI M is a cycle cover whose cycles contain e2 but not er}, 
%’ = {Ml M is a cycle cover whose cycles contain both e, and e2}. 
We have that 
per(B) = IdI+ 19'11 + 19’12 + I’H, 
where lS?j denotes the cardinality of the set 2. 
el 
FIG. 6. The digraph D(B). 
e2 
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It is immediate to see that 1Vj = 1. For the other cardinalities, we have: 
(1) Cycle couers in ti. No cycle cover in M contains edges of type 
(i, i + l), for 1 < i < n/2 - 1 and n/2 + 1 < i < n - 1. So the number 
of cycle covers is equal to that in the digraph Z,, + P,““, i.e., l&l = 2”i2. 
(2) Cycle couers in aI and B2. For A%‘~, each cycle cover corresponds 
to a simple path between node 1 and node n/2. In fact we can cover all the 
other nodes outside the path with their self-loops. The number of such paths 
is 2n/2-1. Since (~811 = lG’12 by symmetry, we finally obtain 
per(B) = 2 n/s + 2 x 2n/2-1 + I = 2nP+l + I. n 
Matrices of the Form I + Pk + P”/‘. Let n be even. We prove that, 
under certain conditions, the value of k does not affect the permanent of 
z + Pk + Pn’2. 
THEOREM 18. Let n = 2d, where d is an odd integer and A,, = I, + 
P,” + P,“12. lf gcd(k, n) = 2 then 
per( A,) = 2@ + 1. 
Proof. We prove that the digraph D( A,) is isomorphic to the digraph of 
the matrix 
Z n/2 + pny 1 
B, = 
n/2 
Z n/2 I 1 ,l,2 + P,“/!;‘-’ . 
Note that, since d is odd and gcd(k, n) = 2, then D( P,“> consists of two 
disjoint cycles of d nodes of the form2 
(l,l+kmodn,I+2kmodn,...,l+(d-1)kmodn) 
and 
n 
2 
+I,~+I+kmodn,%+1+2kmodn, 
. . . ) ;+l+(d-l)k ). mod n 
‘Here we use the cycle notation for permutations. 
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Thus we can relabel the nodes of D(A,) so that it consists of 
(1) two cycles of length d of the form 
93 
(1,l +kmodn,l +2kmodn,...,l + (d- I)kmodn) 
and 
(2,2 + kmodn,2 + 2kmodn,...,2 + (d - l)kmodn), 
(2) the self-loops, 
(3) d cycles of length 2 of the form (x, x + 1 mod n>. 
Consider D( B,). It consists of the self-loops, the two cycles of length d of 
the form (1,2,. . . , d) and(d + 1, d + 2, . . . . n), and the d cycles of length 2 
of the form (x, x + (n/2)mod n). Again, we relabel the nodes of D(B,) as 
depicted in Figure 7. 
The isomorphism we are going to define maps the two relabeled cycles of 
D(B,), (1,3,5,. . . , n - 1) and (2,4,6, . . . , n), onto the two relabeled cycles 
of D( A,), (1, 1 + k mod n, . . . , 1 + (d - Ok mod n) and (2,2 + 
kmodn,..., 2 + (d - l)k mod n), respectively. 
C 
i 
C 
i 
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3 4 
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3 i . . . . . . . J 3 
FIG. 7. The relabeling of the nodes of D(B). 
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We define a function 4 : Z, --f Z,, as follows: 
-k + lmodn if x is odd, 
k+2modn ifxiseven. 
Now we prove that 4 is an isomorphism between the two relabeled graphs 
D(B,) and D( A,). It is immediate to see that C#J is surjective and injective. 
Let (x, y) E E(D(B,)), with x # y. W.1.o.g. suppose that x is odd, so that 
X--l 
4(r) = - 2 k+l. 
Then x E {1,3,5, . . . , n - l}, and y can be congruent to either x + 1 or 
x + 2 mod n. In the first case we have 
+(x+l)=(+l)k+Z 
=(qk+l)+, 
which implies that (C+(X), 4(x + 1)) E E(D( A,)). In the second case we 
have 
x+1 
+(r + 2modn) = Tk + lmodn 
=(G+l)k+lmodn 
= $(x) + kmodn, 
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which still implies that (4(x>, 4(x + 2 mod n)) E E(D( A,,)). The converse 
follows analogously; thus 4 is a digraph isomorphism, and then by Theorem 
17 we obtain per( A,) = pel(B,) = 2m + 1. W 
COROLLARY 19. L.et n = 2p, where p z 2 is a prim number, and 
A,, = I, + P,” + P,“12. Then 
per( A,) = 2@ + 1. 
Proof. If k is even, then gcd(k, 2 p) = 2, and the result follows from 
Theorem 18. If k is odd, then we have 
per( A,) = per( P,“/“A,) = per( I, + P,“12 + Pl’2+k), 
where n/2 + k is even. 
5. CONJECTURES AND 
n 
OPEN QUESTIONS 
As support for our investigations on (0, 1) circulant matrices of type 
(0, i, j), we have performed a number of experiments on matrices of size up 
to 31, from which we have derived several structural questions on their 
permanents. 
Some of the unresolved questions led us to state the following conjecture 
and observation. 
CONJECTURE 20. Because of symmetry, we assume, w.l.o.g., that i <j. 
The set of pairs of indices that maximize per(Z,, + P,i + P,‘> is given by 
if 3 divides n, 
if 4 divides n and 3 does 
not divide n, 
for i + j = n, i = Zj, i = 2j - n otherwise, 
where p is the smallest prime factor of n greater than or equal to 5 (see 
Figure 8). As a consequence, we have that the cardinahty of the set of pairs 
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12 3 4 5 6 7 8 910111213141516171819202122 
FIG. 8. Pattern of maximal values of pel(l + P’ + Pi) for n = 23 and n = 
The entry (h, k) contains a filled circle if peliI + Ph + Pk) > per(l + Pi + Pj) 
all pairs (i, j). 
that maximize pefil + P” + Pj) is equal to m, where 
if 3 divides n, 
if 4 divides n and 3 does not divide n, 
otherwise. 
25. 
for 
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OBSERVATION. We have seen in Section 4.6 some examples of different 
matrices of the type Z + Pi + Pj with the same permanent. If rr is prime, 
there are only a few different values for per(Z + Pi + Pj), on varying i and j 
(see Figure 9). By analyzing the bipartite graph G[ Z + Pi + Pj], we have 
tried to understand this phenomenon. For instance, if rr = 31, D(n, i, j) can 
take all the I5 odd values 3,5,7,. . . , 31. By multiplying Z + Pi + Pj by Pnei 
and pn-j we have obtained the following “classes” of different values of D 
for which the permanent is the same: 
{lI}, {3,3I}, {5,21,29}, {7,I5,19}, (913, I7}, {23,2%27}. 
Experimentally we have checked that the actual partition is 
{II}, {3,3I}, {5,2I,29}, {7,15,19,23,25,27}, {9,13,17}, 
which shows that the problem hides further symmetries. 
1 2 3 4 5 6 7 8 9 10111213141516171819i02122 
1 ABCCCCBCCBABCCBCCCCBA 
2A BACBCCBCCCCCCBCCBCAB 
3BB CCACCBBCCACCBBCCACC 
4CAC CBCABCCBCCBCCBACBC 
5cccc CCCBABCBABCBABCCC 
GCBABC CCBCBACCCCABCBCC 
7cccccc BBBCCCAAACCCBBB 
6BCCACCB CCCBBCAACBBCCC 
SCBBBBBBC CCCCACACACCCC 
IOCCBCACBCC BCACBCCBCACB 
IIBCCCBBCCCB ACCBCACBCCA 
IZACCBCACBCCA BCCCBBCCCB 
13BCACBCCBCACB CCBCACBCC 
14CCCCACACACCCC CBBBBBBC 
15CCCBBCAACBBCCC BCCACCB 
IsBBBCCCAAACCCBBB cccccc 
17CCBCBACCCCABCBCC CBABC: 
MCCCBABCBABCBABCCC cccc 
ISCBCABCCBCCBCCBACBC CAC 
2OCCACCBBCCACCBBCCACC BB 
21BACBCCBCCCCCCBCCBCAB A 
22ABCCCCBCCBABCCBCCCCBA 
FIG. 9. Permanents of I + Pi + Pj when n = 23. The (h, k) entry contains the 
value of the permanent of I + Ph + Pk. These permanents take only three different 
values, namely A = 64,081, B = 7225, and C = 4097. 
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The knowledge of all these symmetries can be computationally very 
useful. In fact one could try to reduce the computation of per(I, + Pi + I’,$ 
to that of the permanent of a matrix of type (0, i’, j’), where i’ and j’ satisfy 
the requirements for which Theorem 11 provides, e.g., a polynomial time 
algorithm (see Table 1). 
Summarizing, we would like to raise the following questions: 
(1) Which are the properties of the pairs (i, j) that maximize the value of 
the permanent of a (0, 1) circulant matrix of type (0, d,, d,)? What is the 
number of such pairs? 
(2) How many different values can the permanents of (0, 1) circulant 
matrices of type (0, d,, d2) take? 
(3) Is there an algorithm for the computation of the permanent of a (0, 1) 
circulant matrix of type (0, 1, t) that runs in polynomial time for all values of 
t? Is this the case at least if n is prime? 
6. CONCLUSIONS 
In this paper we have provided a contribution to the investigation of the 
permanent of some sparse and structured (0, 1) matrices. We found that the 
TABLE 1” 
n # i’ +j’ n # i’ +j' n # i’ +j' 
51 2 31 6 6 67 12 9 
7 2 3 37 7 7 71 12 9 
112 3 41 7 7 73 13 9 
133 4 43 8 7 79 14 10 
173 4 47 8 7 83 14 9 
194 5 53 9 7 89 15 10 
234 5 59 10 8 97 17 11 
295 5 6111 9 101 17 11 
aF~r n prime, 3 < n < 101, we report, in the second column, the 
number of different values taken by per(I, + Pi + Pi>. In the 
third column we indicate the maximum value of i’ + j’ (with 
reference to the notation of Theorem 11) that one has to consider 
in order to compute any of the possible different values taken by 
the permanent. Note that the values reported in both columns are 
actually upper bounds, since they are not outcomes of experimental 
results, but are obtained from known relationships between the 
valuesofperiZ+P’+Pj)asiandjvary. 
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permanents of the matrices analyzed here present several strong properties 
which sometimes make their computation tractable. 
In particular, by building upon a few basic and simple facts, viz., that 
(1) the permanent of (0, 1) symmetric Toeplitz matrices with three 
diagonals grows as a generalized Fibonacci sequence with the matrix size, 
(2) the permanent of (0, I> circulant matrices with two nonzeros per row 
grows exponentially with the gcd between the matrix size and the index that 
identifies its nonzero off-diagonal, 
(3) the permanent of certain circulant matrices and of symmetric Toeplitz 
matrices is a power of the permanent of a smaller matrix of the same type, 
(4) the permanent of certain nonconvertible circulant matrices can be 
expressed as a sum of a few determinants of Toeplitz matrices, 
we have been able to devise more general formulas and efficient algorithms 
for the computation of permanents of (0, 1) nonsymmetric Toeplitz matrices 
with three diagonals and (0, 1) circulant matrices with three nonzeros per 
row. 
We believe that the partial results obtained in this paper deserve further 
investigation. The goal is to achieve a deeper understanding of the structural 
and computational properties of the permanents of certain Toeplitz matrices. 
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