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Abstract 
Multiplication is one of the major bottlenecks in most digital 
computing and signal processing systems, which depends on the 
word  size  to  be  executed.  This  paper  presents three deferent 
designs  for  three-operand  4-bit  multiplier  for  positive  integer 
multiplication, and compares them in regard to timing, dynamic 
power,  and  area  with  classical  method  of  multiplication 
performed  on  today  architects.  The  three-operand  4-bit 
multipliers structure introduced, serves as a building block for 
three-operand multipliers in general 
 
Keywords:  Dadda's  multiplier,  digital  multipliers,  fast 
multipliers, parallel multipliers, Wallace's multipliers. 
1. Introduction 
Multipliers  are  used  in  most  arithmetic  computing 
systems such as 3D graphics, signal processing, and etc. It 
is inherently a slow operation as a large number of partial 
products are added to produce the result. There has been 
much work done on designing multipliers [1]-[6]. In first 
stage, Multiplication is implemented by accumulation of 
partial products, each of which is conceptually produced 
via  multiplying  the  whole  multi-digit  multiplicand by a 
weighted digit of multiplier. To compute partial products, 
most  of  the  approaches  employ  the  Modified  Booth 
Encoding (MBE) approach [3]-[5], [7], for the first step 
because of its ability to cut the number of partial products 
rows in half. In next step the partial products are reduced 
to  a  row  of  sums  and  a  row  of  caries  which  is  called 
reduction stage. There are different schemes to be used in 
this  step  such  as:  Wallace  trees  [6],  [7]  or  taking  the 
advantages of compressor trees like [5], [8], [9] to reduce 
the number of partial products to two rows  of sum and 
caries.  In  this  reduction, one could consider using high 
speed carbon nanotube full adders to ensure a faster, low 
power  consumption  design  [10]-[12],  which  is  a  new 
document promising technology for coming years. Finally 
in the last stage, using some adder approach [13], [14], to 
add  the  two  rows  of  step  two  and  compute  the  final 
product.  Most  recent  publications  have  focused  on 
reduction of partial products to achieve better multipliers 
[3], [4], [9], in other words, they have tried to optimize 
the  second  stage  of  multiplication  to  design  a  faster 
multiplier. 
 
Fig.  1  illustrates  the  three  steps  involved  as  discussed 
above for a 4 by 4 bit multiplication. This is down by 4
2 
bitwise products xiyj (logical AND terms) and then using 
bit reduction and a final addition [13]. 
Fig. 1.  Dot notation of a 4 by 4 bit multiplication 
 
In  this  paper,  we  offer  the  design  details  of  a  three-
operand  multiplier  in  three  different  methods  that  is 
proposed.  Robert  McIlhenny  and  Miloˇs  D.  Ercegovac 
[15]  introduced  implementation  of  three-operand International Journal of Computer Science and Network (IJCSN) 
Volume 1, Issue 1, April 2012    www.ijcsn.org    ISSN 2277-5420 
 
 
 
2 lo g * (4 : 2 ), n δ    
2 log n    
multipliers, and proposed three different methods in their 
implementation  of  three-operand  multiplier:  (1)  cascade 
method; (2) ROM method; and (3) their proposed method. 
The cascade method consists of two multipliers in series, 
the  first  one multiplies the two 4-bits operands and the 
result which is 8-bits is then multiplied by the third 4-bit 
operand and 12-bit product is computed. The total delay 
using this method is equal to the delay of 14 exclusive or 
gates,  which  is  shown  by  14δXOR.  The  ROM  method 
presented  in  their  paper,  consisting  of  utilizing  the 
operands  to  address  256  by  8-bit  ROM  modules  and 
producing the appropriate table-lookup result. The delay 
corresponding  to  this  method  was  calculated  and stated 
equal  to  12δXOR.  In  their  proposed  method,  they used 
Initial  two-level  recoding  for  three-operand 
multiplication.  At  the  first  stage  of  the  proposed 
approach, the four bits of one operand are recoded, and 
the  four  bits  of  another  operand  are  used  to  select  the 
appropriate partial product bits. This generates two 5-bit 
words.  At  the  second  stage,  the  four  bits  of  the  third 
operand are recoded, and the bits of the two 5-bit words 
are used to select the appropriate new partial product bits. 
This generates four 6-bit words. Thus the total number of 
partial  product  bits  generated  is  24.  The  third  stage 
consists of array reduction with height of 4 which needs a 
4 to 2 compressor. In the last stage, a carry propagation 
adder is used to compute the final result. This method also 
has a delay of 12δXOR. 
 
The outline of the paper is as follows. Section 2 gives the 
fundamental  aspects  of  two-operand  multipliers.  In 
section 3 we will propose three models of three-operand 
multiplier.  Then,  section  4  represents  results,  including 
latency, area, and power for the proposed designs. This 
section is dedicated to comparisons of proposed designs 
against two-operand multipliers which we call it classical 
multiplier,  where  four  different  multipliers  are 
synthesized  based  on  FPGA  technology.  The  target 
technology is a Xilinx Virtex5 FPGA. Finally, section 5 
contains our concluding remarks. 
2. Tow –Operand Multiplier 
Most  contributions  have  been  made  to  design  of  multi-
operand addition and parallel multiplication [1], [4], [6]. 
As  mentioned  in  previous  section,  three-operand 
multipliers were presented in [15].  
 
In this paper, we emphasis on three-operand multipliers 
and for future works we will extend our work to multi-
operand  multiplication.    But  here, we first show how a 
two operand multiplier works. The multiplication of two 
unsigned binary numbers X and Y, where X=xn-1 …x1 x0 
and Y= yn-1 …y1 y0, then the product p is computed as P= 
pn-1 …p1 p0. The architect for a 4-bit multiplier is shown 
in fig. 1. Now, if it is desired to multiply the result by a 
third operand, we need a m by n multiplier architecture to 
do the task. The dot notation architect for an 8 by 4 bits  
 
 
multiplication  is  shown  in  figure  2,  and  the  result 
multiplication is 12 bit long. 
 
Fig. 2. Multiplication of third operand by the result of first and second 
operand multiplication 
 
Let’s  suppose  δ  is  used  to  represents  the  delay  of  a 
component  in  a  given  architecture.  For  a  n  by  n  bit 
multiplier we drive an expression to indicate the latency 
of  the  circuit.  As  mentioned  before  each  multiplication 
consists  of  three  stages.  The  delay  of  the  first  stage  is 
equal to latency of an AND gate which is computed by 
δ(AND).  The  second  stage which is called 
partial product reduction stage has a delay of                
in which, is the hight of computed partial products, and δ 
(4:2) is the delay of a 4 to 2 compressor. The last stage 
delay corresponds to latency of a carry propagation adder 
circuit  which  is  computable  by  δCPA(2n-3)  according  to 
architecture shown in fig. 1. Total delay of a n by n bit 
multiplier  is  the  sum  of  the  delays  computed  for  each 
stage  of  multiplication.  Therefore,  the  corresponding 
delay of Fig. 1 is defined as T1 and  is shown in equation 
(1).   
 
The result of a n by n bit multiplication is equal to m=2n 
bit. In order to have a three operand-multiplier, we have 
to multiply m bit by another n bit operand as it is shown 
in Fig. 2. The same procedure is down for this  
1
2
( )
log * (4 : 2) (2 3) (1) C PA
T AND
n n
δ
δ δ
= +
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multiplication to compute the total delay. Hence, the total 
delay for the m×n multiplier is denoted by T2 and written 
as equation     ( 2). 
 
In  order  to  calculate  the  latency  of  a  three-operand 
multiplication in today’s architectures, we have to add up 
the delay expression (1) and (2) to get the total delay.  We 
name this delay as classic three-operand multiplier delay 
Tclassic, which is shown in (3).  
3. Proposed Three-Operand Multiplier 
In  this  paper  we  introduce  three  different  design 
implementations  for  three-operand  multipliers.  Figure  3 
shows  the  general  idea  behind  the  three-operand  n-bit 
multiplication. 
Fig. 3. Three-operand multiplier cell 
 
As  it  is  shown  in  the  figure  the  architect  has  three 
separate inputs and in that block the partial products can 
be  computed.  Then,  the  partial  product  reduction  is 
performed and, finally the carry propagation adder is used 
to compute the result. The schematic of the first design 
which, in this paper is referred to as proposed design I for 
4-bit operands as a case study is depicted in figure 4.   
 
Fig. 4.  proposed design I for three-operand multipliers 
 
In  this  design,  the  first  two  operands  are  multiplied  to 
each  other  and  the  result  which  is  an  eight  bit  long 
operand is calculated. Specifying that, the multiplications 
are performed in a whole cell, that is, the third operand is 
multiplied to the calculated result without of going out of 
the  multiplication  cell.  The  delay  corresponding  to  this 
design can be calculated by equation (3), but because we 
perform  the  multiplications  in  a  whole  structure  the 
synthesized results shows that its delay is better than what 
is expected. 
 
The next implementation structure is proposed design II 
and is shown in figure 5. In this design we multiply the 
first  two  operands  together  and  compute  all  the  partial 
products.  The  trick is that we keep the partial products 
computed and multiply each bit of the third operand by 
the whole partial products as it is shown in the figure 5. It 
is easy to see that the final partial product for this design 
can be calculated by the use of 3-input AND gates. Using 
this  design  method  we  had  to  derive  an  expression  to 
calculate the total delay of the proposed design. The delay 
of  computing  partial  products  is  equal  to  2δ(AND).  In 
order  to  calculate  the  delay  for  reduction  of  partial 
products we had to come up with an expression to find the 
depth  of  partial  products  for  any  n-bit  three-operand 
multiplier.  This  hight  for  any  n-bit  three-operand 
multiplier is given by equation (4).  
Fig. 5. proposed design II for three-operand multipliers 
 
Knowing  the  hight  of  partial  products,  we  are  able  to 
calculate  the  corresponding  delay  using  4  to  2 
compressors.    As it was done before multiplying (4) by 
delay  of  4  to  2  compressor  will  give  us  the  delay  for 
reduction.  Finally,  the  delay  of  carry propagation adder 
has to be calculated. By adding all the computed delays,  
2 2* ( ) 2* log * (4: 2)
(2* 3) (3* 3) (3)
clasic
CPA CPA
T AND n
n n
δ δ
δ δ
= +    
+ − + −
( )
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we have expression (5) which calculates the latency of an 
n-bit  three-operand  multiplier  using  proposed 
architecture. 
 
The  last  proposed  implementation  is  named  proposed 
design III and the dot product architecture of the design is 
depicted  in  figure  6.    As  it  is  shown,  the  first  two 
operands  are  multiplied  and  the  partial  products  are 
computed.  Then  in  the  reduction  stage,  the  partial 
products are reduced to a row of sum and a row of carry. 
Following that, each bit of the third operand is multiplied 
by the two rows of sum and carry to build the final partial 
products.  Finally,  after  reducing  the  partial  products by 
the use of 4 to 2 compressors, we use an appropriate carry 
propagation adder to compute the result. To compute the 
latency of proposed architecture we have to talk the same 
steps  taken  in  proposed  design  II.  The  depth  of  partial 
products  after  the  second  multiplication  is  given  by 
equation (6). 
 
Above equation shows the hight of partial product for any 
n-bit three-operand multiplier, using proposed design III 
architecture.  The  delay  summation  of  each  stage  of the 
proposed multiplier is computed and is shown by equation 
(7). 
 
 
 
Figure 6. proposed design III for three-operand multipliers 
4. Delay, Area, and Power comparison 
Comparison  between  n-bit  classic  three-operand  and 
proposed  n-bit  Three-operand  multiplier  can  be 
determined by subtracting the delays computed by each of 
the designs.  Equation (3) is the corresponding delay for 
three-operand  multipliers  using  classic  method  of 
multiplication,  in  today’s  architectures.  Subtracting 
computed delay of each design from equation (3) would 
tell  us  which  approach  is  faster.  In  case  of  proposed 
design  I,  as  it  was  mentioned  the  delays  are  equal but 
because of cellular architecture used in proposed design I, 
we  see  that  it  is  faster  than  classic  method  of 
multiplication. Subtracting equation (5) from (3) will tell 
us  which  approach  is  faster,  comparing  classic  three-
operand  multiplication  and  proposed  design  II,  and the 
difference is shown by equation (8). As it is evident from 
the derived equation, the proposed design II is faster by 
number computed by equation (8) with respect to classical 
method of multiplication. 
Performing the same procedure as proposed design II for 
proposed design III and subtracting equation (7) from (3), 
will  give  us  the  difference  of  the  two  equations.  The 
resulted difference is shown in equation (9), which means 
that  proposed  design  III  is  faster  than  classic 
multiplication by the value computed by equation (9). 
For  performance  evaluation  and  comparison,  we  use 
logical  effort  and  will show the delay of each proposed 
design. In this case, delay of an AND gate is delay of one 
gate shown by δ(AND), the delay of a 4:2 compressor  is 
equal to 3 gates denoted by δ(4:2), and latency of  a XOR 
is 2 gate delay, indicated by δ(XOR). In order to ease the 
comparison,  figure  7  is  produced  to  show  the  practical 
delay  based  on  logical  effort  analysis.  The  figure  7 
confirms that all the proposed designs have better delay 
compared to classical two-operand multipliers. 
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Fig. 7. Delay comparison of different proposed designs 
 
However,  to  achieve  precise  estimations  for  area  and 
delay,  the  proposed  designs  and  other  two-operand 
multipliers  were  described  in  VHDL,  and  implemented 
using FPGA technology. The target technology is a Xilinx  
3
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Virtex5 FPGA and the area is evaluated by the number of 
occupied slices. Table 1 compares the area and delay of 
proposed  designs  against  classical  three-operand 
multiplier.  
Table 1: Implementation results of the three-operand multipliers on FPGA 
 
 
 
 
In  this  table,  the  delays  of  two-operand  4×4  and  two-
operand  8×4  are  added  to  come  up  with  the  delay  of 
classical multiplier. Table 1 confirms that the proposed 
three-operand  multipliers  have  better  performance 
regarding latency, but ther is not noticeable improvement 
in the area parameter, which is expected.  According to 
table 1 and also figure 7, proposed design III has a better 
performance regarding delay and area. 
5. Conclusions 
We have presented three simple, high performance and 
efficient n-bit three-operand multiplier architectures. The 
simulation results have confirmed that the delay and area 
improvement is reachable by the proposed multi-operand 
multiplier designs introduced. The presented results show 
that the design approach considered is a viable solution 
for high performance VLSI implementation.  
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