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Abstract
All purely bosonic supersymmetric solutions of minimal gauged supergravity in five di-
mensions are classified. The solutions fall into two classes depending on whether the
Killing vector constructed from the Killing spinor is time-like or null. When it is time-
like, the solutions are determined by a four-dimensional Ka¨hler base-manifold, up to an
anti-holomorphic function, and generically preserve 1/4 of the supersymmetry. When it
is null we provide a precise prescription for constructing the solutions and we show that
they generically preserve 1/4 of the supersymmetry. We show that AdS5 is the unique
maximally supersymmetric configuration. The formalism is used to construct some new
solutions, including a non-singular deformation of AdS5, which can be uplifted to obtain
new solutions of type IIB supergravity.
1 E-mail: j.p.gauntlett@qmul.ac.uk
2 E-mail: j.b.gutowski@qmul.ac.uk
1 Introduction
There has been recent progress in classifying supersymmetric bosonic solutions in supergravity
theories [1, 2] (for older work using techniques specific to four dimensions, see [3]). Such a
classification is desirable as it may allow one to find new kinds of solutions that have been
hitherto missed by the usual procedure of starting with an inspired ansatz. In turn this could
elucidate interesting new phenomena in string/M-theory. In addition such a classification allows
one to precisely characterise supersymmetric geometries of interest, which is important when
explicit solutions are not available.
The basic strategy is to assume the existence of a Killing spinor, that is assume a solution
preserves at least one supersymmetry, and then consider the differential forms that can be
constructed as bi-linears from the spinor. These satisfy a number of algebraic and differential
conditions which can be used to determine the form of the metric and other bosonic fields.
Geometrically, the Killing spinor, or equivalently the differential forms, defines a preferred G-
structure and the differential conditions restrict its intrinsic torsion1.
The analysis of the most general bosonic supersymmetric solutions of D=11 supergravity
was initiated in [2]. It was shown that the solutions always have a Killing vector constructed
as a bi-linear from the Killing spinor and that it is either time-like or null. A detailed analysis
was undertaken for the time-like case and it was shown that an SU(5) structure plays a central
role in determining the local form of the most general bosonic supersymmetric configuration.
A similar analysis for the null case, which has yet to be carried out, would then complete
this classification of the most general supersymmetric geometries of D=11 supergravity. A
finer classification would be to carry out a similar analysis assuming that there is more than one
Killing spinor and some indications of how this might be tackled were discussed in [2]. Of course,
a fully complete classification of D=11 supersymmetric geometries would require classifying the
explicit form of the solutions within the various classes, but this seems well beyond reach at
present.
While more progress on D=11 or 10 supergravity is possible, it seems a daunting challenge
to carry through the programme of [2] in full. Thus, it is of interest to analyse simpler super-
gravity theories. In the cases where the theory arises via dimensional reduction from a higher
dimensional supergravity theory, the analysis can be viewed as classifying a restricted class of
solutions of the higher dimensional theory. In [1] minimal supergravity in D=5 was analysed,
which arises, for example, as a truncation of the dimensional reduction of D=11 supergravity on
a six torus. As in D=11 supergravity, the general supersymmetric solutions of the D=5 theory
1The utility of using G-structures in analysing supersymmetric solutions of supergravity was discussed earlier
in [4, 5].
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have either a timelike or a null Killing vector that is constructed from the Killing spinor. In the
time-like case there is an SU(2) structure. More precisely it was shown that working in a neigh-
bourhood in which the Killing vector is timelike, the D=5 geometry is completely determined
by a hyper-Ka¨hler base-manifold, orthogonal to the orbits of the Killing vector, along with a
function and a connection one-form defined on the base that satisfy a pair of simple differential
equations. A similar analysis for the null case, revealed that the most general solution was a
plane fronted wave determined by three harmonic functions. Although the null case has an
R
3-structure, this did not play an important role in the analysis. In addition, it was shown that
the generic solutions for both the time-like and null case preserve 1/2 supersymmetry, but they
can also be maximally supersymmetric. A further analysis determined the explicit form of the
most general maximally supersymmetric solutions.
Here we shall analyse minimal gauged supergravity in d=5. This theory arises as a consistent
truncation of the dimensional reduction of type IIB supergravity on a five-sphere. The gauged
theory has the same field content as the ungauged theory, and given their similarity it is not
surprising that some of the analysis parallels that of [1]. However, it is interesting that there
are some important differences. Once again there are two classes of supersymmetric solutions,
the time-like class and the null class. In the time-like case, we show that the base manifold of
the D=5 geometry orthogonal to the orbits of the Killing vector is now a Ka¨hler manifold with
a U(2) structure, and the solutions generically preserve 1/4 of the supersymmetry. However,
in contrast to the ungauged case, the whole of the geometry is determined by the base-space
up to an anti-holomorphic function on the base. This formalism thus provides a very powerful
method for the generation of new solutions.
When the Killing vector is null, we show that the five-dimensional solution is again fixed up
to three functions, as in the ungauged case. However, unlike the ungauged case, these functions
are no longer harmonic, but rather satisfy more complicated elliptic differential equations on
R
3. These solutions generically preserve 1/4 of the supersymmetry.
By examining the integrability conditions for the Killing spinor equation it is simple to
show that AdS5 is the unique solution preserving all supersymmetry. This is in contrast to the
ungauged case where there is a rich class of maximally supersymmetric solutions.
By using this formalism, we construct some new solutions of five dimensional gauged super-
gravity. As in the ungauged case, we find that many of the new solutions have closed time-like
curves. More specifically, we find a family of solutions corresponding to deformations of AdS5,
in which the deformation depends on a holomorphic function on a Ka¨hler manifold equipped
with the Bergmann metric. In the special case that the holomorphic function is constant, we
find a regular deformation of AdS5 with, for a range of parameters, no closed time-like curves.
We also find a 1-parameter family of solutions for which the geometry corresponds to a certain
2
double analytic continuation of the coset space T pq. All of these solutions can be lifted on a
five-sphere to obtain solutions of type IIB theory [6, 7].
The plan of this paper is as follows; in section 2 we examine the structure of the minimal
five dimensional gauged supergravity, and describe the algebraic and differential constraints
which bilinears constructed out of the Killing spinor must satisfy. In section 3, we present a
classification of the solutions when the Killing vector constructed from the Killing spinor is
timelike. We show how the solutions are completely fixed up to an arbitrary Ka¨hler 4-manifold
together with an anti-holomorphic function, and we present some new solutions. In section 4,
we examine solutions for which the Killing vector is null; again, we find a simple prescription
for constructing solutions in this case. In section 5 we investigate maximally supersymmetric
solutions. In section 6 we present our conclusions.
2 D=5 Gauged supergravity
The bosonic action for minimal gauged supergravity in five dimensions is [8]
S =
1
4πG
∫ (
−1
4
(5R− χ2) ∗ 1− 1
2
F ∧ ∗F − 2
3
√
3
F ∧ F ∧A
)
, (2.1)
where F = dA is a U(1) field strength and χ 6= 0 is a real constant. We will adopt the same
conventions as [1], including a mostly minus signature for the metric. The bosonic equations of
motion are
5Rαβ + 2FαγFβ
γ − 1
3
gαβ(F
2 + χ2) = 0
d ∗ F + 2√
3
F ∧ F = 0 (2.2)
where F 2 ≡ FαβF αβ . A bosonic solution to the equations of motion is supersymmetric if it
admits a super-covariantly constant spinor obeying[
Dα +
1
4
√
3
(
γα
βγ − 4δβαγγ
)
Fβγ
]
ǫa − χǫab( 1
4
√
3
γα − 1
2
Aα)ǫ
b = 0 (2.3)
where ǫa is a symplectic Majorana spinor. We shall call such spinors Killing spinors. Our
strategy for determining the most general bosonic supersymmetric solutions2 is to analyse the
differential forms that can be constructed from commuting Killing spinors. We first investigate
algebraic properties of these forms, and then their differential properties.
2Note that there are spacetimes admitting a Killing spinor that do not satisfy the equations of motion. These
can be viewed as solutions of the field equations with additional sources, and supersymmetry imposes conditions
on these sources. It is straightforward to determine the conditions, but for simplicity of presentation, we will
restrict ourselves to solutions of the field equations without sources.
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From a single commuting spinor ǫa we can construct a scalar f , a 1-form V and three 2-forms
Φab ≡ Φ(ab):
fǫab = ǫ¯aǫb, (2.4)
Vαǫ
ab = ǫ¯aγαǫ
b, (2.5)
Φabαβ = ǫ¯
aγαβǫ
b, (2.6)
f and V are real, but Φ11 and Φ22 are complex conjugate and Φ12 is imaginary. It is useful to
work with three real two-forms defined by
Φ(11) = X(1) + iX(2), Φ(22) = X(1) − iX(2), Φ(12) = −iX(3). (2.7)
It will be useful to record some of these identities which can be obtained from various Fierz
identities.
We first note that
VαV
α = f 2 (2.8)
which implies that V is timelike, null or zero. The final possibility can be eliminated using the
arguments in [1, 9]. Now f either vanishes everywhere or it is non-vanishing at a point p. In the
former “null case”, the Killing vector V is a globally defined null Killing vector. In the latter
“time-like case” there is a neighbourhood of p in which f is non-vanishing and for which V is
time-like. We will work in such a neighbourhood for this case, and then find the full solution by
analytic continuation. In later sections we will analyse the time-like and null cases separately.
We also have
X(i) ∧X(j) = −2δijf ∗ V, (2.9)
iVX
(i) = 0, (2.10)
iV ∗X(i) = −fX(i), (2.11)
X(i)γαX
(j)γ
β = δij
(
f 2ηαβ − VαVβ
)
+ ǫijkfX
(k)
αβ (2.12)
where ǫ123 = +1 and, for a vector Y and p-form A, (iYA)α1...αp−1 ≡ Y βAβα1...αp−1 . Finally, it is
useful to record
Vαγ
αǫa = fǫa , (2.13)
and
Φabαβγ
αβǫc = 8fǫc(aǫb) . (2.14)
We now turn to the differential conditions that can be obtained by assuming that ǫ is a
Killing spinor. We differentiate f , V , Φ in turn and use (2.3). Starting with f we find
df = − 2√
3
iV F . (2.15)
4
Taking the exterior derivative and using the Bianchi identity for F then gives
LV F = 0 , (2.16)
where L denotes the Lie derivative. Next, differentiating V gives
DαVβ =
2√
3
Fαβf +
1
2
√
3
ǫαβγδǫF
γδV ǫ +
χ
2
√
3
(X1)αβ , (2.17)
which implies D(αVβ) = 0 and hence V is a Killing vector. Combining this with (2.16) implies
that V is the generator of a symmetry of the full solution (g, F ). Note that (2.17) implies
dV =
4√
3
fF +
2√
3
∗ (F ∧ V ) + χ√
3
X1 . (2.18)
Finally, differentiating X(i) gives
DαX
(i)
βγ = −
1√
3
[
2Fα
δ
(∗X(i))
δβγ
− 2F[βδ
(∗X(i))
γ]αδ
+ ηα[βF
δǫ
(∗X(i))
γ]δǫ
]
− χ√
3
δ1iηα[βVγ] + χǫ
1ij [AαX
(j)
βγ +
1
2
√
3
(∗X(j))αβγ ] . (2.19)
Note that (2.19) implies that
dX(i) = χǫ1ij(A ∧X(j) +
√
3
2
∗X(j)) (2.20)
so dX(1) = 0 but X(2) and X(3) are not closed. In particular, this implies that
LVX(i) = χǫ1ij(iVA−
√
3
2
f)X(j) . (2.21)
It is useful to consider the effect of gauge transformations A → A + dΛ. In particular, the
Killing spinor equation is left invariant under the transformation
ǫ1 → cos(χΛ
2
)ǫ1 − sin(χΛ
2
)ǫ2
ǫ2 → cos(χΛ
2
)ǫ2 + sin(
χΛ
2
)ǫ1 . (2.22)
Under these transformations, f → f , V → V and X1 → X1, but X2+ iX3 → e−iχΛ(X2+ iX3).
We shall choose to work in a gauge in which
iVA =
√
3
2
f (2.23)
and so LVA = 0 and also LVX(i) = 0.
To make further progress we will examine separately the case in which the Killing vector is
time-like and the case in which it is null in the two following sections.
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3 The timelike case
3.1 The general solution
In this section we shall consider solutions in a neighbourhood in which f is non-zero and hence
V is a timelike Killing vector field. Equation (2.12) implies that the 2-forms X(i) are all non-
vanishing. Introduce coordinates such that V = ∂/∂t. The metric can then be written locally
as
ds2 = f 2(dt+ ω)2 − f−1hmndxmdxn (3.1)
where we have assumed, essentially with no loss of generality, f > 0; f , ω and h depend only
on xm and not on t. The metric f−1hmn is obtained by projecting the full metric perpendicular
to the orbits of V . The manifold so defined will be referred to as the base space B.
Define
e0 = f(dt+ ω) (3.2)
and if η defines a positive orientation on B then we define e0∧ η to define a positive orientation
for the D=5 metric. The two form dω only has components tangent to the base space and can
therefore be split into self-dual and anti-self-dual parts with respect to the metric hmn:
fdω = G+ +G− (3.3)
where the factor of f is included for convenience.
Equation (2.10) implies that the 2-forms X(i) can be regarded as 2-forms on the base space
and Equation (2.11) implies that they are anti-self-dual:
∗4X(i) = −X(i), (3.4)
where ∗4 denotes the Hodge dual associated with the metric hmn. Equation (2.12) can be written
X(i)m
pX(j)p
n = −δijδmn + ǫijkX(k)mn (3.5)
where indices m,n, . . . have been raised with hmn, the inverse of hmn. This equation shows that
the X(i)’s satisfy the algebra of imaginary unit quaternions.
To proceed, we use (2.15) and (2.18) to solve for the gauge field strength F . This gives
F =
√
3
2
de0 − 1√
3
G+ − χ
2f
X(1) . (3.6)
It is convenient to write
H =
√
3
2
de0 − 1√
3
G+ (3.7)
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so that F = H − χ
2f
X(1). Substituting this into (2.19) we find that
DαX
(i)
βγ = −
1√
3
[
2Hα
δ
(∗X(i))
δβγ
− 2H[βδ
(∗X(i))
γ]αδ
+ ηα[βH
δǫ
(∗X(i))
γ]δǫ
]
+ χǫ1ij(Aα −
√
3
2f
Vα)X
(j)
βγ . (3.8)
We also find that
∇mX(1)np = 0
∇mX(2)np = PmX(3)np
∇mX(3)np = −PmX(2)np (3.9)
where ∇ is the Levi-Civita connection on B with respect to h and we have introduced
Pm = χ(Am −
√
3
2
fωm) . (3.10)
Recall that X(1) is gauge-invariant. From (3.5) and (3.9) we conclude that the base space is
Ka¨hler, with Ka¨hler form X(1). Thus the base space has a U(2) structure.
One might be tempted to conclude that the additional presence of X(2) and X(3) satisfying
(3.5) implies that the manifold actually has an SU(2) structure. However, this is not the case
since X(2) and X(3) are not gauge invariant. To obtain some further insight, note that we can
invert (3.9) to solve for P :
Pm =
1
8
(X(3)np∇mX(2)np −X(2)np∇mX(3)np ) (3.11)
from which we deduce that
dP = ℜ (3.12)
where ℜ is the Ricci-form of the base space B defined by
ℜmn = 1
2
X(1)pqRpqmn (3.13)
and Rpqmn denotes the Riemann curvature tensor of B equipped with metric h. Now on any
Ka¨hler four-manifold, with anti-self dual Ka¨hler two-formX(1) and Ricci-form ℜ, there is always
a section of the canonical bundle, X(2)+iX(3), with anti-self-dual two-formsX(2), X(3), satisfying
(3.5), and (∇+ iP )(X(2) + iX(3)) = 0. But this is equivalent to the last two equations in (3.9).
(Note that shifting P by a gradient of a function on the Ka¨hler manifold, shifts X(2)+ iX(3) by
a phase, which precisely corresponds to the time-independent gauge transformations of X(2) +
iX(3).)
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Thus the content of (3.5), (3.9) and (3.10) is simply that the base B is Ka¨hler and that the
base determines Am −
√
3
2
fωm (up to a gradient of a time independent function). In fact, as we
now show all of the five-dimensional geometry is determined in terms of the geometry of the
base space B, up to an anti-holomorphic function on the base. To see this we first substitute
(3.10) into (3.12) to get
− 1√
3
G+mn − χ
2f
X(1)mn =
1
χ
ℜmn . (3.14)
Upon contracting (3.14) with (X1)mn, and using ℜmnX(1)mn = R, we obtain
f = −2χ
2
R
(3.15)
where R is the Ricci scalar curvature of B. In particular, we see B cannot be hyper-Ka¨hler, as
we must have R 6= 0. Substituting back into (3.14) we find that
G+mn = −
√
3
χ
(ℜmn − 1
4
RX(1)mn) . (3.16)
Now the Bianchi identity dF = 0 is satisfied since
dG+ =
√
3χ
2f 2
df ∧X1 (3.17)
which is implied by (3.14). The gauge field equation implies that
∇m∇mf−1 = 2
9
(G+)mn(G+)mn +
χ
2
√
3f
(G−)mn(X
1)mn − 2χ
2
3f 2
. (3.18)
If we write
G− = λiX i, (3.19)
for some functions λi, we see that (3.18) fixes λ1 in terms of the base space geometry via
λ1 =
√
3
χR
(
1
2
∇m∇mR + 2
3
ℜmnℜmn − 1
3
R2) . (3.20)
Next we note that (3.3) implies that R(G+ + G−) is closed. Hence, on taking the exterior
derivative and using (3.9) we find that
T + [d(Rλ2)−Rλ3P ] ∧X2 + [d(Rλ3) +Rλ2P ] ∧X3 = 0 (3.21)
where
T =
√
3
χ
(
−dR ∧ ℜ+ d[1
2
∇m∇mR + 2
3
ℜmnℜmn − 1
12
R2] ∧X1
)
(3.22)
is determined by the geometry of the base. In particular λ2 = λ3 = 0 is only possible if and
only if T = 0. On defining
Θm = (X
2)m
n(∗4T )n (3.23)
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and adopting complex co-ordinates zj , zj¯ on B with respect to X1, (3.21) simplifies to
Θj = − (∂j − iPj) [R(λ2 − iλ3)] (3.24)
which fixes λ2 − iλ3 up to an arbitrary anti-holomorphic function. In summary, we have deter-
mined f and G± in terms of the Ka¨hler base up to an anti-holomorphic function; then, up to a
time independent gradient, ω is determined by (3.3), and then Am by Pm. This state of affairs
should be contrasted with the ungauged case [1], where f and ω satisfied a pair of differential
equations on a hyper-Ka¨hler base.
We remark that there are no solutions for which V is hyper-surface orthogonal; in other
words there are no solutions with dω = 0. To see this note that if dω = 0 then G+ = G− = 0,
and from (3.17) we find that df = 0. On substituting this into (3.18) and using G+ = G− = 0
we obtain a contradiction. This would seem problematic, as it is known that many of the known
solutions such as AdS5 and certain types of nakedly singular black hole solutions can be written
in co-ordinates in which the solution is static with respect to some time-like killing vector. This
apparent contradiction is resolved by noting that this time-like killing vector is not the killing
vector constructed from the Killing spinor. Hence, it is clear that the co-ordinates which arise
naturally from the construction described here are not in fact the co-ordinates in which the
known solutions can be written in a static form. This is, however, a minor inconvenience in
recovering the known solutions, since as we shall see, the two co-ordinate systems are typically
related by rather simple co-ordinate transformations. Moreover, it is clear that the formalism
described above is particularly useful in generating new solutions.
We have obtained all of the constraints on the bosonic quantities f , V and X(i) imposed
by the Killing spinor equations and the equations of motion. It remains to check whether,
conversely, the geometry we have found always admits Killing spinors. We shall impose the
constraint
ǫa =
1
4
ǫab(X1)ABΓ
ABǫb (3.25)
where eA denotes a vielbein adapted for the Ka¨hler base space and ΓA = iγA satisfy
ΓmΓn + ΓnΓm = 2hmn . (3.26)
The constraint (3.25) reduces the number of degrees of freedom in the Killing spinor from 8 to
2, hence 1/4 of the supersymmetry is preserved. Note also that (3.25) implies that γ0ǫa = ǫa.
Using this constraint we note that the Killing spinor equation can be rewritten in terms of H
as
[Dα +
1
4
√
3
(γα
βλ − δβαγλ)Hβλ +
√
3χ
4f
(X1)αλγ
λ]ǫa − χ
2
ǫab(
√
3
2
γα − Aα)ǫb = 0 . (3.27)
9
Then, using (2.23), the t component of (3.27) requires that ∂ǫ
a
∂t
= 0, so that ǫa depends only on
the xm. Next we consider the m component of (3.27); it is convenient to re-scale
ǫa = f
1
2ηa , (3.28)
and we then obtain
∇mηa + 1
2
Pmǫ
abηb = 0 . (3.29)
Since (3.29) always admits two linearly independent solutions on a Ka¨hler manifold given the
projections (3.25), (see e.g. [10]), we have shown that the geometry does indeed admit Killing
spinors; and generically we find that the timelike solutions preserve at least 1/4 of the super-
symmetry3.
3.2 Some Examples
Using the techniques described in the previous section, it is possible to construct gauged super-
gravity solutions with timelike V . In the following, we shall denote an orthonormal basis of the
Ka¨hler base space B by {e1, e2, e3, e4} and take e1 ∧ e2 ∧ e3 ∧ e4 to define a positive orientation
with
X1 = e1 ∧ e2 − e3 ∧ e4
X2 = e1 ∧ e3 + e2 ∧ e4
X3 = e1 ∧ e4 − e2 ∧ e3 . (3.30)
3.2.1 Bergmann base space and deformations of AdS5
The simplest class of examples are those for which the base space B is Einstein. From (3.14) we
see that this is equivalent to G+ = 0. Moreover, if G+ = 0 then from (3.17) we obtain df = 0,
and without loss of generality we set f = 1, and so R = −2χ2 and ℜ = −χ2
2
X1. Hence, from
(3.20) we find λ1 = χ√
3
and we note that Θ = 0. Hence, locally (3.24) can be written as
∂j(λ
2 − iλ3) + χ
2
4
∂jK(λ
2 − iλ3) = 0 (3.31)
where K is the Ka¨hler potential of B, so
λ2 − iλ3 = e−χ
2K
4 F(z¯) (3.32)
where F(z¯) is an anti-holomorphic function. Note that the field strength takes the simple form
F =
√
3
2
(λ2X2 + λ3X3) . (3.33)
3Note that one can use the spinorial construction of X(2), X(3) to show that a Ka¨hler manifold always satisfies
(3.9).
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A simple Einstein base is obtained by taking the base metric to be given by the Bergmann
metric
ds2 = dr2 +
3
χ2
sinh2(
χr
2
√
3
)((σL1 )
2 + (σL2 )
2) +
3
χ2
sinh2(
χr
2
√
3
) cosh2(
χr
2
√
3
)(σL3 )
2 (3.34)
where σiL are right invariant one-forms on the three-sphere and we use the same Euler angles
and notation as in [1]. The SU(2) structure is given by (3.30) if we choose the orthonormal
basis
e1 = dr , e2 =
√
3
χ
sinh(
χr
2
√
3
) cosh(
χr
2
√
3
)σL3 , e
3 =
√
3
χ
sinh(
χr
2
√
3
)σL1 , e
4 =
√
3
χ
sinh(
χr
2
√
3
)σL2
(3.35)
More explicitly we have
X1 =
3
χ2
d[ sinh2(
χr
2
√
3
)σL3 ],
X2 =
3
χ2
cosh3(
χr
2
√
3
)d[ tanh2(
χr
2
√
3
)σL1 ],
X3 =
3
χ2
cosh3(
χr
2
√
3
)d[ tanh2(
χr
2
√
3
)σL2 ] , (3.36)
and P = −3
2
sinh2( χr
2
√
3
)σL3 .
For solutions with F = 0 (and so λ2 = λ3 = 0 and F = 0) we find ω =
√
3
χ
sinh2( χr
2
√
3
)σL3 .
The five dimensional geometry can be written, after shifting the Euler angle φ→ φ+χ/√3t, as
ds2 = cosh2(
χr
2
√
3
)dt2 − dr2 − 12
χ2
sinh2(
χr
2
√
3
)dΩ3
2 (3.37)
which is the simply the metric of AdS5 with radius 2
√
3/χ.
In order to construct new solutions with F 6= 0 we exploit the fact that the Ka¨hler potential
is well known in complex co-ordinates (see e.g. [11]). In particular if we introduce the complex
coordinates
z1 = tanh(
χr
2
√
3
) cos(
θ
2
)e
i
2
(φ+ψ)
z2 = tanh(
χr
2
√
3
) sin(
θ
2
)e
i
2
(φ−ψ) (3.38)
the Ka¨hler potential is
K = − 6
χ2
log(1− |z1|2 − |z2|2) . (3.39)
Thus in the real coordinates, K = 12
χ2
log cosh( χr
2
√
3
) and hence λ2 − iλ3 = cosh−3( χr
2
√
3
)F(z¯). If
we write F ≡ F1 − iF2 then we find
dω = d
[√
3
χ
sinh2(
χr
2
√
3
)σL3
]
+ F1d
[
3
χ2
tanh2(
χr
2
√
3
)σL1
]
+ F2d
[
3
χ2
tanh2(
χr
2
√
3
)σL2
]
. (3.40)
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It would be interesting to explore these deformation of AdS5 in more detail. Let us just note here
that if we consider the special case when Fi are constant, it is trivial to find the explicit form of
ω. Interestingly, this case seems to be a completely regular deformation of AdS5. Moreover, by
considering the norm of the left vector fields ξL1 and ξ
L
2 , we find that there are closed time-like
curves, for sufficiently small r, when F2i > 43χ2 and they appear to be absent otherwise.
3.2.2 Base space is a product of two-manifolds
Let us now consider some examples in which the base manifold is a product B =M2×N2 where
M2, N2 are two 2-manifolds. When the base space is itself not Einstein, then these solutions
have G+ 6= 0. In the first case, we take B = H2 ×H2 equipped with metric
ds2 = (dr2 + sinh2 rdθ2) + β2(dρ2 + sinh2 ρdφ2) (3.41)
for β constant. Note that setting the radius of the first factor to one, as we have done, does not
in fact result in any loss of generality in the resulting five dimensional geometries. Clearly this
base is Einstein iff β2 = 1. We take the orthonormal basis to be
e1 = dr , e2 = sinh rdθ , e3 = βdρ , e4 = β sinh ρdφ . (3.42)
It is straightforward to show that for this solution
P = − coth re2 + β−1 coth ρe4
f =
χ2β2
1 + β2
G+ =
√
3(β2 − 1)
2χβ2
(e1 ∧ e2 + e3 ∧ e4)
λ1 =
4√
3χ(1 + β2)
Θ = 0 . (3.43)
Since Θ = 0 we can set λ2 = λ3 = 0, which we do for simplicity. We then find that
fω =
1
2
√
3χ(1 + β2)
[β−2(3β2 − 1)(β2 + 3) cosh rdθ + (β2 − 3)(3β2 + 1) cosh ρdφ] (3.44)
where
F =
(β2 − 1)
4χ(1 + β2)
[β−2(3− β2) sinh rdr ∧ dθ + (3β2 − 1) sinh ρdρ ∧ dφ] . (3.45)
After re-scaling t = (1+β
2)
χ2β2
t′ we find
ds2 = [dt′ +
1
2
√
3χ(1 + β2)
{β−2(3β2 − 1)(β2 + 3) cosh rdθ + (β2 − 3)(3β2 + 1) cosh ρdφ}]2
− (1 + β
2)
χ2
[
1
β2
(dr2 + sinh2 rdθ2) + (dρ2 + sinh2 ρdφ2)] . (3.46)
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From these expressions we observe that the solution remains unchanged (up to a co-ordinate
transformation) under the operation β → 1
β
.
There are two special cases to consider. Firstly, when β = 1 we obtain the geometry
ds2 = [dtˆ+
2√
3χ
(cosh rdθ − cosh ρdφ)]2 − 2
χ2
[dr2 + sinh2 rdθ2 + dρ2 + sinh2 ρdφ2] (3.47)
with F = 0. This an Einstein metric, admitting a Killing spinor (it is not maximally symmetric
and so it is not AdS5). Secondly, if we take β =
1√
3
we obtain
ds2 = [dtˆ− 2√
3χ
cosh ρdφ]2 − 4
3χ2
[3(dr2 + sinh2 rdθ2) + (dρ2 + sinh2 ρdφ2)] (3.48)
with F = −χ−1 sinh rdr∧ dθ. This is the metric of AdS3×H2, and we recover the near horizon
limit of the supersymmetric black string solution with hyperbolic transverse space [12].
Thus our general solution, (3.46), (3.45), is a one parameter family of supersymmetric so-
lutions interpolating between the Einstein metric (3.47) and AdS3 × H2. Note that for the
entire family of solutions there are closed timelike curves in the neighbourhood of r = 0 or
ρ = 0 parallel to ∂
∂θ
or ∂
∂φ
respectively. Of course we know that the closed timelike curves can
be eliminated for AdS3 × H2 by going to the covering space, and it would be interesting to
know if this happens for the entire family of solutions. Finally, we note that if we perform a
double analytic continuation θ → iθ, φ → iφ, and periodically identify the time co-ordinate,
we see from the discussion in, for example, [13], that the metric is that on the coset space
T p,q = SU(2)× SU(2)/U(1)p,q with squashing parameterized by β and p, q are related via
β−2(3β2 − 1)(β2 + 3)p− (β2 − 3)(3β2 + 1)q = 0 . (3.49)
The second class of solutions is obtained when we take the base space to be B = H2 × S2.
In fact this solution can be obtained from the expressions given above on mapping ρ→ iρ (and
restricting 0 < ρ < π) and β → −iβ. We thus find that the solution, with λ2 = λ3 = 0, can be
written
ds2 = [dt′ +
1
2
√
3χ(1− β2){β
−2(3β2 + 1)(−β2 + 3) cosh rdθ − (β2 + 3)(−3β2 + 1) cos ρdφ}]2
− (β
2 − 1)
χ2
[
1
β2
(dr2 + sinh2 rdθ2) + (dρ2 + sin2 ρdφ2)]
F =
(β2 + 1)
4χ(1− β2)[β
−2(3 + β2) sinh rdr ∧ dθ − (3β2 + 1) sin ρdρ ∧ dφ] . (3.50)
In contrast to the previous solution, it is clear that we must have β > 1. Thus, in this case, it is
not possible to choose β in such a way as to obtain an Einstein metric. By considering the norm
of the vector ∂φ we see that the solutions have closed time-like curves. It is also interesting to
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note that for the special solution β2 = 3 the metric becomes a direct product of a three-space
with H2.
For a final example of a solution with product base space, we take the base to be B = M2×R2
with metric
ds2 =
1
r2(αr2 + β
r4
)
dr2 + r4(αr2 +
β
r4
)dz2 + dx2 + dy2 (3.51)
for positive constants α, β; and we take an orthonormal basis
e1 =
1
r
√
αr2 + β
r4
dr , e2 = r2
√
αr2 +
β
r4
dz , e3 = dx , e4 = dy . (3.52)
This solution has
P = −3αr4dz
f =
χ2
12αr2
G+ =
6
√
3αr2
χ
(e1 ∧ e2 + e3 ∧ e4)
λ1 =
6
√
3αr2
χ
Θ = 0 . (3.53)
For simplicity we set λ2 = λ3 = 0 and obtain
ω =
24α2
√
3r6
χ3
dz . (3.54)
The solution has F = −
√
3
2
dt ∧ df and setting z = z′√
β
+ χ
3t
24
√
3αβ
the metric simplifies to
ds2 =
χ4
144α2β
(αr2 +
β
r4
)dt2 − 12α
χ2
(αr2 +
β
r4
)−1dr2 − 12αr
2
χ2
ds2(R3) . (3.55)
This metric is a supersymmetric “topological black hole” [6] and it can be obtained from taking
the infinite volume limit of the nakedly-singular supersymmetric “black hole” solution to be
discussed next.
3.2.3 Black Hole Solutions
In order to obtain black hole solutions we shall set the metric on the base manifold to be
ds2 = H−2dr2 +
r2
4
H2(σL3 )
2 +
r2
4
[(σL1 )
2 + (σL2 )
2] (3.56)
with orthonormal basis
e1 = H−1dr , e2 =
rH
2
σL3 , e
3 =
r
2
σL1 , e
4 =
r
2
σL2 (3.57)
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and we set
H =
√
1 +
χ2
12
r2(1 +
µ
r2
)3 . (3.58)
With this choice of H , Θ = 0. Once again, this allows us to set λ2 = λ3 = 0 for simplicity.
Moreover,
P = − χ
2
8r2
(r2 + µ)2σL3
ω =
χ
4
√
3r4
(r2 + µ)3σL3
f = (1 +
µ
r2
)−1
λ1 =
χ
2
√
3r4
(r2 + µ)(2r2 − µ)
G+ = −
√
3χµ
2r4
(r2 + µ)(e1 ∧ e2 + e3 ∧ e4) . (3.59)
On setting φ = φ′ + χ√
3
t the spacetime geometry simplifies to
ds2 = f 2(1 +
χ2
12
r2f−3)dt2 − f−1[(1 + χ
2
12
r2f−3)−1dr2 + r2dΩ23] (3.60)
with F = −
√
3
2
dt ∧ df , where dΩ23 denotes the metric on S3. These are the supersymmetric
black holes, with naked singularities, first constructed in [14] (to get the same coordinates shift
r2 = R2 − µ). On taking the “infinite volume” limit, in which the 3-sphere blows-up to R3,
we recover, up to a co-ordinate transformation the metric (3.55) [6]. Note that on holding µ
constant and letting χ → 0, we obtain, as expected, the electrically charged static black hole
solution of the ungauged theory.
We remark that all of these timelike solutions have Θ = 0, which is a strong restriction on
the base. It would appear therefore that there is a rich structure of new solutions for which
Θ 6= 0. It would be interesting to see if the rotating black hole solutions examined in [15] lie
within this class.
4 The null case
4.1 The general solution
In this section we shall find all solutions of minimal gauged N = 1, D = 5 supergravity for
which the function f introduced in section 2 vanishes everywhere.
From (2.18) it can be seen that V satisfies V ∧ dV = 0 and is therefore hypersurface-
orthogonal. Hence there exist functions u and H such that
V = H−1du . (4.1)
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A second consequence of (2.17) is
V ·DV = 0 , (4.2)
so V is tangent to affinely parameterized geodesics in the surfaces of constant u. One can choose
coordinates (u, v, ym), m = 1, 2, 3, such that v is the affine parameter along these geodesics, and
hence
V =
∂
∂v
. (4.3)
The metric must take the form
ds2 = H−1
(Fdu2 + 2dudv)−H2γmndymdyn , (4.4)
where the quantities H , F , and γmn depend on u and ym only (because V is Killing). It is
particularly useful to introduce a null basis
e+ = V = H−1du, e− = dv +
1
2
Fdu, ei = Heˆi (4.5)
satisfying
ds2 = 2e+e− − eiei (4.6)
where eˆi = eˆimdy
m is an orthonormal basis for the 3-manifold with u-dependent metric γmn;
δij eˆ
ieˆj = γmndy
mdyn.
Equations (2.10) and (2.11) imply that X(i) can be written
X(i) = e+ ∧ L(i) (4.7)
where L(i) = L(i)me
m satisfy L(i)mL
(j)
nδ
mn = δij. In fact, by making a change of basis we can
set L(i) = ei, so
X(i) = e+ ∧ ei = du ∧ eˆi . (4.8)
We set ǫ+−123 = η; η2 = 1. Then (2.20) implies
du ∧ deˆ1 = 0
du ∧ [deˆ2 − χ(A ∧ eˆ3 + η
√
3
2
Heˆ1 ∧ eˆ2)] = 0
du ∧ [deˆ3 + χ(A ∧ eˆ2 − η
√
3
2
Heˆ1 ∧ eˆ3)] = 0 . (4.9)
Now define d˜eˆi = 1
2
(∂eˆ
i
m
∂yn
− ∂eˆin
∂ym
)dyn ∧ dym. Then (4.9) implies that
d˜eˆ1 = 0
d˜eˆ2 − χ(A ∧ eˆ3 + η
√
3
2
Heˆ1 ∧ eˆ2) = 0
d˜eˆ3 + χ(A ∧ eˆ2 − η
√
3
2
Heˆ1 ∧ eˆ3) = 0 . (4.10)
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Hence, in particular (eˆ2+ ieˆ3)∧ d˜(eˆ2+ ieˆ3) = 0 from which it follows that there exists a complex
function S(u, y) and real functions x2 = x2(u, y), x3 = x3(u, y) such that
(eˆ2 + ieˆ3)m = S
∂
∂ym
(x2 + ix3) (4.11)
and hence (eˆ2 + ieˆ3) = Sd(x2 + ix3) + ψdu for some complex function ψ(u, y). Similarly, there
exists a real function x1 = x1(u, y) such that eˆ1 = dx1 + a1du for some real function a1. Hence,
from this it is clear that we can change coordinates from u, ym to u, xm. Moreover, we can
make a gauge transformation of the form A → A + dΛ where Λ = Λ(u, x) in order to set
X2 + iX3 → Sdu ∧ (dx2 + idx3) where S is now a real function. Note that such a gauge
transformation preserves the original gauge restriction (2.23) that Av = 0.
Hence, the null basis can be simplified to
e+ = V = H−1du, e− = dv +
1
2
Fdu
e1 = H(dx1 + a1du), e2 = H(Sdx2 + S−1a2du), e3 = H(Sdx3 + S−1a3du) (4.12)
for real functions H(u, xm), S(u, xm), ai(u, xm), and X i = e+ ∧ ei.
Equation (2.15) implies that iV F = 0 and hence
F = F+ie
+ ∧ ei + 1
2
Fije
i ∧ ej . (4.13)
To proceed, we use (2.18) to solve for the components Fij ; we find
F12 = −η
√
3
2
H−2S−1∇3H , F13 = η
√
3
2
H−2S−1∇2H , F23 = η(χ
2
−
√
3
2
H−2∇1H) (4.14)
where ∇ denotes the flat connection on R3, ∇i ≡ ∂∂xi , and we set a1 = a1, a2 = a2 and a3 = a3.
Next we consider the constraints implied by (2.19). After a long calculation we find 4 η = −1
together with
∇1S = −χ
√
3
2
HS (4.15)
and we also find that the gauge field strength is
F = (− χ√
3
HAu +
1
2
√
3
S−2H−2[∇2(H3a3)−∇3(H3a2)])du ∧ dx1
− 1
2
√
3
H−2[∇1(H3a3)−∇3(H3a1)]du ∧ dx2 + 1
2
√
3
H−2[∇1(H3a2)−∇2(H3a1)]du ∧ dx3
+
√
3
2
(∇3Hdx1 ∧ dx2 −∇2Hdx1 ∧ dx3) + 1
2
(
√
3∇1H − χH2)S2dx2 ∧ dx3 (4.16)
4The origin of this fixed orientation is that we chose a frame such X(i) = e+ ∧ ei, as in (4.8), rather than
X(i) = −e+ ∧ ei.
17
and the gauge field potential is
A = Audu+
1
χS
(∇2Sdx3 −∇3Sdx2) . (4.17)
We require that F = dA, which implies that
1
2
√
3
[∇2(H3a3)−∇3(H3a2)] = −H2S 43∇1(S 23Au)
1
2
√
3
[∇3(H3a1)−∇1(H3a3)] = −H2∇2Au − H
2
χ
∇3(S−1∂S
∂u
)
1
2
√
3
[∇1(H3a2)−∇2(H3a1)] = −H2∇3Au + H
2
χ
∇2(S−1∂S
∂u
) (4.18)
and
S∇1∇1S − 1
3
(∇1S)2 + S−1(∇2∇2S +∇3∇3S)− S−2[(∇2S)2 + (∇3S)2] = 0 (4.19)
where we have made use of (4.15) in order to simplify these equations. Observe that (4.18)
implies the following integrability condition:
∇1[H2S 43∇1(S 23Au)]+∇2(H2∇2Au)+∇3(H2∇3Au) = 2H
χ
[∇3H∇2(S−1∂S
∂u
)−∇2H∇3(S−1∂S
∂u
)] .
(4.20)
In fact, it is straightforward to show that these constraints ensure that the Bianchi identity
and the gauge field equations hold automatically. In addition, all but the uu component of the
Einstein equations also hold automatically. The uu component fixes F in terms of the other
fields.
Finally, it remains to substitute the bosonic constraints into the killing spinor equation (2.3)
and to check that the geometry does indeed admit Killing spinors. If we impose the constraint
γ+ǫa = 0 (4.21)
on the Killing spinor, then the α = − component of the Killing spinor equation implies that
∂ǫa
∂v
= 0 , (4.22)
so ǫa = ǫa(u, x1, x2, x3). Next we set α = +; we find that
H(
∂ǫa
∂u
− a1∇1ǫa − S−2a2∇2ǫa − S−2a3∇3ǫa)
− χ
4
√
3
γ−(γ1ǫa + ǫabǫb) +
χA+
2
(γ1ǫa + ǫabǫb) = 0 . (4.23)
Acting on (4.23) with γ+ we find the algebraic constraint
γ1ǫa + ǫabǫb = 0 . (4.24)
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Next set α = 1, 2, 3; it is straightforward to show that these components of the Killing spinor
equation imply that
∇1ǫa = ∇2ǫa = ∇3ǫa = 0 (4.25)
and substituting this back into (4.23) we also find
∂ǫa
∂u
= 0 . (4.26)
Hence the Killing spinor equation implies that ǫa is constant.
It is also useful to examine the effect on the solution of certain co-ordinate transformations.
In particular, under the shift v = v′ + g(u, x) we note that the form of the solution remains the
same, with v replaced by v′, and ai and F replaced by
a′i = ai −H−3∇ig
F ′ = F + 2∂g
∂u
− 2(a1∇1g + S−2[a2∇2g + a3∇3g])
+ H−3((∇1g)2 + S−2[(∇2g)2 + (∇3g)2]) (4.27)
hence we see that H3a is determined only up to a gradient.
To summarize, it is possible to construct a null supersymmetric solution as follows. First
choose S(u, x) satisfying (4.19). Then use (4.15) to obtain H . Next find Au(u, x) satisfying
(4.20). Given such an Au the equations (4.18) can always be solved, at least locally, to give
H3a up to a gradient; this gradient term can be removed by making a shift in v as described
above. Then the gauge potential is given by (4.17). Lastly, fix F by solving the uu component
of the Einstein equations. In this sense the solutions are determined by three functions S,Au
and F . The Killing spinors are constant and constrained by (4.21) and (4.24). Note that these
solutions are therefore generically 1/4-supersymmetric, in contrast with the null solutions in the
ungauged supergravity, which are generically 1/2-supersymmetric.
4.2 Magnetic String solutions.
To construct a solution to these equations, we take S to be independent of u and separable,
S = P (x1)Q(x2, x3), so that from (4.19) we find that
(∇2∇2 +∇3∇3) logQ = −kQ2 (4.28)
and
PP¨ − 1
3
(P˙ )2 − k = 0 (4.29)
for constant k, where here ˙= d
dx1
. We then have H = − 2
χ
√
3
P−1P˙ . We set Au = a1 = a2 = a3 =
0 and seek solutions that also have F = 0. The metric and the gauge field strength are given
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by
ds2 = −χ
√
3P (P˙ )−1dudv − 4
3χ2
P−2(P˙ )2(dx1)2 − 4
3χ2
(P˙ )2ds2(M2) (4.30)
and
F = −kχ−1dvol(M2) (4.31)
where M2 is a 2-manifold with metric
ds2(M2) = Q
2[(dx2)2 + (dx3)2] . (4.32)
Because Q satisfies (4.28), we see that M2 has constant curvature and hence can be taken to
be R2 if k = 0, S2 if k > 0 (with radius k−
1
2 ), or H2 if k < 0 (with radius (−k)− 12 ). Next we
simplify the metric by defining R = P˙ , and we note that (4.29) implies that R =
√
µP
2
3 − 3k
for constant µ and also R2(R
2
3
+ k)−2dR2 = P−2P˙ 2(dx1)2. Hence, on re-scaling vˆ = −9χµ− 32v
we obtain
ds2 = R
1
2 (
R
3
+
k
R
)
3
2dudvˆ − 4
3χ2
(
R
3
+
k
R
)−2dR2 − 4
3χ2
R2ds2(M2) . (4.33)
It is straightforward to show that all components of the Einstein equations are satisfied. These
solutions are the black string solutions of [16, 12]. For k < 0 the solution has a horizon at
R2 = −3k and the near horizon limit gives AdS3×H2, which we also found in the timelike class
of solutions.
5 Integrability and Maximal Supersymmetry
The Killing spinor equation (2.3) implies the following integrability conditions on the Killing
spinor:
1
8
5Rρµν1ν2γ
ν1ν2ǫa = − 1
4
√
3
(γ[µ
ν1ν2 + 4γν1δν2[µ )∇ρ]Fν1ν2ǫa
+
1
48
(−2F 2γµρ − 8F 2ν[ργνµ] + 12Fµν1Fρν2γν1ν2 + 8Fν1ν2Fν3[ργµ]ν1ν2ν3)ǫa
+
χ
24
(γρµ
ν1ν2Fν1ν2 − 4Fν[ργµ]ν − 6Fρµ)ǫabǫb +
χ2
48
γρµǫ
a . (5.1)
To obtain a geometry preserving maximal supersymmetry, we require that this integrability
condition imposes no algebraic constraints on the Killing spinor. In particular, it is required
that the terms which are zeroth, first and second order in the gamma-matrices should vanish
independently (after rewriting the terms cubic, quartic and quintic in gamma-matrices in terms
of quadratic, linear and zeroth order terms, respectively). Hence from the zeroth order term we
immediately obtain F = 0. The integrability condition then simplifies considerably to give
5Rρµν1ν2 =
χ2
12
(gρν1gµν2 − gρν2gµν1) , (5.2)
20
which implies that that the five dimensional geometry must be AdS5. This is in contrast to the
case of the ungauged theory, for which it has been shown [1] that there is a rich structure of
maximally supersymmetric solutions.
Note also that if we contract the integrability condition with γµ we get
0 =
(
Rρµ + 2FρνFµ
ν − 1
3
gρµ(F
2 + χ2)
)
γµǫ
− 1√
3
[
∗(d ∗ F + 2√
3
F ∧ F )
]ν
(2gνρ − γρν)ǫ
− 1
6
√
3
dFν1ν2ν3(γρ
ν1ν2ν3 − 6δν1ρ γν2ν3)ǫ . (5.3)
Suppose we have a geometry admitting a Killing spinor and in addition the equation of motion
and Bianchi identity for F are satisfied. By following exactly the same argument presented
in [1] we conclude that if the Killing spinor is timelike, then all of Einstein’s equations are
automatically satisfied while if it is null, the ++ component, in the frame (4.6), might not be
satisfied.
6 Conclusions
In this paper we have presented a classification of all supersymmetric solutions of minimal five-
dimensional gauged supergravity. One of the interesting differences with the ungauged theory
is that in the timelike case much more of the solution is fixed by the geometric structure of
the base manifold. On the other hand, in the gauged case the base must be Ka¨hler and not
hyper-Ka¨hler, whereas in the ungauged case the base must be hyper-Ka¨hler. In the null case
the solutions are still determined by three differential equations as in the ungauged case, but
these equations are more complicated than those in the ungauged theory. In addition we have
shown that the gauging generically reduces the proportion of supersymmetry preserved from
1/2 to 1/4. In the gauged theory, AdS5 is the unique maximally supersymmetric solution, while
there are a number of different possibilities in the ungauged case.
We have also presented some new solutions, that would be worth investigating further both
in d = 5 and in d = 10 after uplifting with a five-sphere. Many of the new solutions we
have presented have closed timelike curves, as was seen in the ungauged case, which provides
additional evidence that they are a commonplace amongst supersymmetric solutions. It would
be interesting to see if they can be removed in our solutions by going to a covering space either
in five or ten dimensions. Moreover, all of the timelike solutions which we have examined
correspond to Ka¨hler geometries for which the tensor T given by (3.22) vanishes. Clearly, there
are many new solutions for which T 6= 0.
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It may also be possible to use the generic form of the supersymmetric solutions to examine
the geometry of black hole solutions. In [9], the constraints on ungauged solutions found in [1]
were used to show that the near horizon geometry of all supersymmetric black holes is isometric
to the near horizon geometry of the BMPV solutions; and from this a uniqueness theorem was
proven. In contrast, it is known that the static asymptotically anti-de-Sitter black holes have no
horizon, as they are nakedly singular. However, there does exist a class of rotating AdS black
hole solutions which have horizons, and hence a similar investigation could be feasible.
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