Abstract. In this paper, we generalize the combinatorial Laplace operator of Horak and Jost by introducing the φ-weighted coboundary operator induced by a weight function φ. Our weight function φ is a generalization of Dawson's weighted boundary map. We show that our above-mentioned generalizations include new cases that are not covered by previous literature. We outline two applications of φ-weighted (co)homology and the φ-weighted Laplacian in biological sciences. The first application is differentiating ring structures in biomolecules, while the second is distinguishing feedforward loops which are a fundamental type of network motif. We also determine the relation of φ-weighted cohomology and solutions of certain sparse linear systems.
Introduction
The Laplacian is an important subject of study, with applications in networked control and sensing [23] and statistical ranking [16] . In Section 5, we study the weighted Laplacian resulting from a weighted coboundary operator, induced by a weight function φ. In the recent seminal paper by Horak and Jost [15] , important progress on the Laplacian was made. The combinatorial Laplacian L(K, w K ) in [15] unifies all Laplace operators studied to date [2, 5, 8, 12, 13] . By analyzing the methodology in [15] , we apply the φ-weighted coboundary operator to generalize [15] . In Section 5.3, we show that our φ-weighted Laplacian has some differences from that of Horak and Jost [15] . If we adopt the approach of giving weight to the inner product [15, p. 309] , our φ-weighted Laplacian generalizes [15] . In particular, we show in Proposition 5.16 that our φ-weighted Laplacian reduces to the one in [15] when φ is the identity weight function φ(σ, d i σ) ≡ 1.
In 1990, Robert J. Dawson [7] was the first to study in depth the homology of weighted simplicial complexes. He studied the weighted boundary map as well as the categorical properties of weighted simplicial complexes. S. Ren, C. Wu and J. Wu [24, 25] then explored further generalizations of weighted simplicial complexes and applications to persistent homology. In 2007, Davis, Dymara, Januszkiewicz and Okun [6] studied the weighted L 2 -cohomology of Coxeter groups, using another approach specialized to a Coxeter system. In [18] , J. Y. Li, V. V. Vershinin and J. Wu study twisted simplicial groups and twisted homology of categories.
In this paper, we study the weighted (co)homology of simplicial complexes by considering weighted (co)boundary operators. In principle, the results in this paper can be generalized to any cellular space, though we focus on the case of simplicial complexes. Our weight function is a generalization of Dawson's weighted boundary map [7] , and includes new cases not covered in [7] , which will be described in Section 3.2. Our weight function can also be viewed as a generalization of the S-complex, which was introduced in [22] by Mrozek and Batko. Ring structures are widely found in biomolecules. For instance, proteins are made from 22 types of amino acids and 5 of them have pentagon and/or hexagon rings in their side chains. For applications, we show in Section 7.1 that φ-weighted homology can differentiate between different ring structures in biomolecules, by setting bond angles as weights. We derive and prove a formula for the φ-weighted homology of a pentagonal ring structure, and generalize it for a n-gon in Theorem 7.3.
Our next application is regarding the topic of network motifs (which are recurrent sub-graphs or patterns), which has found important applications in biology [1, 11, 19, 21] . In the seminal review by Uri Alon [1] , it is mentioned that recent work [21, 26] indicates that transcription networks contain a small set of network motifs. In Section 7.2, we demonstrate how the eigenvalues and eigenvectors of the φ-weighted Laplacian can distinguish between the 8 different types of feedforward loops (FFLs).
In Section 7.3, we determine the relation of the φ-weighted cohomology and the solutions of certain sparse linear systems. In Theorem 7.5, we prove that a φ-compatible k-sparse homogeneous linear system S has unique solution if and only if the (k − 2)-th cohomology group of its associated simplicial complex is trivial.
φ-Weighted Boundary Operator
Given a simplicial complex K and an abelian group G as coefficient group, the n-th chain group C n (K; G) is a direct sum of copies of G labelled by the n-simplices of K. Let G be an R-module for some commutative ring with unity R. (Such an R always exists since an abelian group is also a Z-module.) We consider weights φ(σ, d i σ) on n-simplices and its i-th face as elements of R. In this paper, all rings are assumed to be commutative rings with unity.
Throughout this paper, we use additive notation for the abelian group G. We fix a total order of the vertices of K, and impose the convention that a positively oriented simplex σ ∈ K is always written with vertices in ascending order, that is, σ = [v a0 , v a1 , . . . , v an ] where a 0 < a 1 < · · · < a n . For a positively oriented simplex σ = [v a0 , v a1 , . . . , v an ], we define the face map d i (i ≥ 0) by d i σ = [v a0 , . . . , v ai , . . . , v an ] (deleting the i-th vertex) so that d i σ is well-defined for each i. For a positively oriented simplex σ, we denote by −σ the same simplex with negative orientation, and define d i (−σ) = −d i (σ).
Definition 2.1 (Weight function). Let G be an R-module. We define a weight function to be a function φ : K × K → R, such that φ satisfies
for all σ ∈ K, g ∈ G and j < i.
Remark 2.2. We notice that (2.1) does not depend on the values φ(σ, τ ) where τ is not a face of σ. Hence for convenience, we define φ(σ, τ ) = 0 if τ is not a face of σ. If σ is a 0-simplex, then d i σ only makes sense if i = 0, hence there is no j ≥ 0 that satisfies j < i. So we can also define φ(σ, d i σ) = 0 if σ is a 0-simplex. Hence, when defining the weight function we can omit mentioning values of φ(σ, τ ) where either τ is not a face of σ, or σ is a 0-simplex. Definition 2.3. Given an n-chain α = σ g σ σ, where σ runs over the n-simplices of K, we define the φ-weighted boundary map ∂ n :
where φ is a weight function. We extend ∂ n linearly to C n (K; G) by defining
Remark 2.4. Unless otherwise specified, for ease of notation the symbol ∂ will refer to the weighted boundary map in this paper.
The following proposition justifies our definition of the weight function. As proved in the next proposition, the condition in Definition 2.1 is equivalent to the condition ∂ n−1 ∂ n = 0.
be defined as in Definition 2.3. Then ∂ n−1 ∂ n = 0 holds if and only if φ is a weight function.
Proof. We calculate that
Suppose ∂ n−1 ∂ n = 0. Then with the help of the identity
.1 holds for all σ ∈ K and j < i. Hence φ is a weight function.
Conversely, suppose φ is a weight function, i.e. Equation 2.1 holds for all σ ∈ K, g ∈ G and j < i. Using the same calculations above, we can verify that ∂ n−1 ∂ n = 0.
We show a worked example that ∂ n−1 ∂ n = 0 for n = 2.
We have
It follows from (2.1) that all the terms of ∂ 1 ∂ 2 (gσ) cancel out exactly. Hence the last equality in (2.3) holds.
Example 2.7. Let φ(σ, d i σ) ≡ 1 R for all σ ∈ K and all i. We can verify that φ is a weight function. We call φ the identity weight function. We observe that the φ-weighted boundary map reduces to the usual boundary map when φ is the identity weight function.
We can verify that φ is a weight function, which we call the zero weight function.
The case G = Z, R = Z
We first consider the case where G = Z, R = Z. That is, we consider G = Z as a Z-module (abelian group).
The condition for being a weight function (2.1) has a simplified version when G = Z and R = Z. 
for all σ ∈ K and for all j < i.
Proof. We observe that Z is a faithful Z-module, i.e. Ann Z (Z) = 0. This can be seen from the fact that 1 is annihilated only by 0. Let r, s ∈ Z. Then, r · g = s · g for all g ∈ Z if and only if r = s. This implies that (2.1) holds if and only if (3.1) holds.
3.1. Classification of Weight Functions. As mentioned in Examples 2.7 and 2.8, we have the identity weight function φ(σ, d i σ) ≡ 1 and the zero weight function φ(σ, d i σ) ≡ 0, for all σ ∈ K and all i. We now proceed to study some nontrivial weight functions. In particular, we show that the definition of the weighted boundary map in [7] is a special case of our Definition 2.3.
3.1.1. Semi-trivial Weight Functions. Let A, B ⊆ K be subsets (not necessarily subcomplexes) such that A ∪ B = K. We construct the following class of semitrivial weight functions.
Then φ is a weight function. We call weight functions of the above form semi-trivial weight functions.
Proof. By Proposition 3.1, we only need to check that the identity
holds for all σ ∈ K and all j < i.
In both cases, the left side of (3.2) is 0. Similarly, by considering d j σ, the right side of (3.2) is also 0.
3.2.
Dawson's Weighted Boundary Map. In [7] , Dawson defined a weighted simplicial complex to be a pair (K, w) consisting of a simplicial complex K and a function w : K → Z satisfying a divisibility condition: [7, p. 229 ] uses a function from K to the natural numbers, but it can be generalized to the integers, and in fact to any integral domain with multiplicative identity 1 (cf.
[25])).
The weighted boundary map∂ [7, p. 234 ] is then defined bỹ
where σ is a simplex satisfying w(σ) = 0. Note that w(σ) = 0 together with the divisibility condition implies w(
Dawson's definition of weighted boundary map (3.3) is a special case of our definition of the weight function φ and φ-weighted boundary map. In fact, suppose w : K → Z satisfies the divisibility condition, and also satisfies w(σ) = 0 for all
for all σ and all i. Note that
Hence, by Proposition 3.1, φ is a weight function.
3.3.
Example of a new nontrivial weight function. We give an example to illustrate that a weight function φ can produce a φ-weighted boundary map different from Dawson's weighted boundary map [7] .
We can check that φ satisfies (3.1) hence is a weight function. We have
Note that the zero coefficient for [v 1 , v 2 ] immediately implies that our φ-weighted boundary map is different from that in [7] . In [7] , all coefficients of d i σ are of the form w(σ) w(diσ) where w(σ) = 0. Hence it is impossible to have w(σ) w(diσ) = 0. 3.4. New way to construct weight function from a weighted simplicial complex (K, w). Let K be a simplicial complex. Let w : K → Z be an arbitrary function (w does not need to satisfy the divisibility condition). Let f : w(K) → Z \ {0} be an arbitrary function mapping values in w(K) = {w(σ) | σ ∈ K} to nonzero integers. We define φ :
where C ∈ Z is a chosen constant such that
is always an integer for all σ ∈ K and all i. (Such a C always exists, for instance we can choose C to be an arbitrary common multiple of {f (w(σ)) | σ ∈ K}. Alternatively, we may choose C = 0.)
We can check that
Hence, by Proposition 3.1, φ is a weight function. We also note that when C = 1, f = id, by imposing the divisibility condition on w : K → Z, the weight function φ reduces to Dawson's weighted boundary map [7] .
We also show that the weight function φ as defined in Equation 3.4 is the most general, in the sense that any other weight function constructed from a weighted simplicial complex has the same form as Equation 3.4. First we give a few technical definitions.
for all x, z, y ∈ Z. We call g(x, y) ≡ 0 a trivial solution. Let A, B ⊆ Z such that
if y ∈ B arbitrary otherwise a semi-trivial solution. (We can verify that both the trivial and semi-trivial solutions do satisfy the functional equation (3.5).) Proposition 3.5. Let g : Z × Z → Z be a function that is not semi-trivial (which also implies g is not trivial). Suppose that φ ′ : K × K → Z where
is a weight function for all functions w : K → Z. Then φ ′ must be of the form
where c is a constant and h : Z → Z \ {0} is a function. That is, φ ′ must have the same form as Equation 3.4.
Proof. By Proposition 3.1, g must satisfy
for all σ ∈ K, all j < i and all w : K → Z.
Since w : K → Z has no restrictions, w(σ) can take any value in Z. Hence we may extend the requirement on g to (3.5) , that is,
for all x, y, z ∈ Z.
Next, we show that if g is neither a trivial nor semi-trivial solution, then g must be of the form
where c is a constant and h : Z → Z \ {0} is a function.
Firstly, we note that if for some a ∈ Z, g(a, ·) ≡ 0, then since g(x, y)g(y, z) = g(x, a)g(a, z) for all x, y, z, we have that for all y either g(·, y) ≡ 0 or g(y, ·) ≡ 0.
Suppose g is not semi-trivial. Let a ∈ Z and define h(x) := g(x, a). Since g(·, a) is not identically zero, there exists b such that h(b) = 0. We have
This contradicts that g is not semi-trivial. Thus, h(y) = 0 for all y and hence
where c := h(a).
We have shown that all non-trivial g satisfying Equation 3.5 has the form
where c is a constant and h : Z → Z \ {0} is a function. This implies that
which is of the same form as Equation 3.4.
φ-Weighted Homology and Cohomology
Let G be an R-module, where R is a commutative ring with unity. Let K be a simplicial complex and φ : K × K → R be a weight function. Let ∂ n : C n (K; G) → C n−1 (K; G) be the n-th φ-weighted boundary map. (Note that the definition of ∂ n depends on the choice of φ.)
When G = Z, we omit G from the notation. For instance, we write C n (K) = C n (K; Z). Definition 4.1. We define the n-th φ-weighted homology group of K, with coefficients in G, to be
, where ∂ n is the n-th φ-weighted boundary map. Remark 4.2. We emphasize in the notation H n (K, φ; G) that the weighted homology group depends on the weight function φ. In general, different weight functions may lead to different weighted homology. Definition 4.3. Let R be a commutative ring with unity and G be an R-module. The group of n-dimensional cochains of K, with coefficients in G, is the group
Remark 4.4. By the tensor-hom adjunction, we have
Hence, we note that Definition 4.3 is independent of the choice of the ring R.
Nevertheless, we keep the definition with emphasis on R so as to allow more general weight functions φ : K × K → R, instead of restricting to weight functions φ :
Definition 4.5. Let φ : K × K → R be a weight function and ∂ be the φ-weighted boundary operator. The φ-weighted coboundary operator δ n :
Suppose c n ∈ C n (K; R) and f ∈ C n (K; G). We commonly use the notation f, c n to denote f (c n ). With this notation, the definition of the weighted coboundary operator becomes
Proposition 4.6. Let φ : K × K → R be the weight function, and let ∂ n : C n (K; R) → C n−1 (K; R) be the φ-weighted boundary map. The formula for the φ-weighted coboundary operator δ is
] is a (n + 1)-simplex, and d i is the i-th face map.
Proof. The proof follows directly from (4.1). To be precise, we have
The last equality follows from the fact that f is a R-module homomorphism.
Definition 4.7. We define the n-th φ-weighted cohomology group of K, with coefficients in G, to be
where δ n is the n-th φ-weighted coboundary operator.
4.1.
Difference between φ-Weighted Cohomology Group and Usual Cohomology Group with Real or Complex Coefficients. Let F = R or C. Let φ : K × K → F be a weight function. In preparation of our study of the weighted Laplacian in Section 5, we study the difference between the φ-weighted cohomology group H n (K, φ; F) and the usual cohomology group H n (K; F).
Remark 4.9. We observe that Proposition 3.1 still holds for G = F, R = F. Hence, a function φ : K × K → F is a weight function if and only if (3.1) holds for all σ ∈ K and all j < i.
We give an example to show that H n (K, φ; F) and H n (K; F) may be different.
The general 0-cochain is of the form c
Hence, if c 0 ∈ ker δ 0 , then r 2 = r 0 = r 1 and r 1 = 2r 0 . This implies that r 0 = r 1 = r 2 = 0. Hence ker δ 0 ∼ = 0.
We conclude that the 0-th φ-weighted cohomology group is H 0 (K, φ; F) ∼ = 0. However since K is path-connected, the 0-th usual cohomology group is H 0 (K; F) ∼ = F.
Proposition 4.11. Let δ denote the φ-weighted coboundary operator. Let dim V := dim F V denote the dimension of an F-vector space V . We have that
The Laplacian (also known as the Laplace operator) was first studied on graphs, and later generalized to simplicial complexes by Eckmann [9] . There is a deep connection between the Laplacian of a simplicial complex and its topology. The Laplacian on simplicial complexes was studied in the seminal paper by Eckmann [9] , by Horak and Jost [15] , and by Muhammad and Egerstedt [23] . Laplacians have applications in networked control and sensing [23] and statistical ranking [16] . In this section, we generalize the Laplacian on simplicial complexes by using the φ-weighted coboundary map defined previously. In addition, we generalize to the case of complex coefficients. (The paper [15] considers only real coefficients.) Let F = R or C. We let G = F, R = F in this section, that is, both the chain group C n (K; G) and cochain group C n (K; G) have real or complex coefficients. Also, G = F is considered as a F-module (vector space). If z is a complex number, we denote byz the complex conjugate of z.
Let K be a simplicial complex, with weight function φ : K × K → F. We choose inner products (·, ·) C n and (·, ·) C n+1 on the vector spaces C n (K; F) and C n+1 (K; F) respectively.
We can verify that (·, ·) C n is indeed an inner product.
Definition 5.2. We call the inner product defined above in Example 5.1 the standard inner product on C n (K; F).
of the weighted coboundary operator δ n is defined by
for all f ∈ C n (K; F) and g ∈ C n+1 (K; F).
5.1.
Matrix Representation of the Adjoint.
. . , σ m } be the (ordered) set of n-simplices of K, which forms a basis for C n (K; F). We call B n the standard ordered basis for C n (K; F). Let B n+1 = {τ 1 , τ 2 , . . . , τ l } be the standard ordered basis for C n+1 (K; F). Then, with respect to the above ordered bases, the φ-weighted boundary map ∂ n+1 can be represented as a m × l matrix with entries in F, denoted
. . , τ * l } be the standard ordered dual basis for C n+1 (K; F). The φ-weighted coboundary map δ n can be represented as a l × m matrix, denoted as [δ n ]. Similarly, the adjoint δ * n with respect to the standard inner product, can be represented as a m × l matrix [δ * n ]. Remark 5.5. In this paper, the square bracket [∂] (resp. [δ]) will refer to the matrix representation of a boundary operator (resp. coboundary operator) with respect to the standard ordered basis (resp. dual basis) as described in Definition 5.4. Also, unless otherwise specified, [δ * n ] will refer to the matrix representation of the adjoint δ * n with respect to the standard inner product. Proposition 5.6. Let ∂ and δ be the φ-weighted boundary and coboundary operator respectively. Let (·, ·) C n be the standard inner product on C n (K; F). We have the following relationships between the matrix representations (with respect to the standard ordered bases):
where A T and A † denote the transpose and conjugate transpose of a matrix A respectively.
Note that since B * n+1 is an orthonormal basis, we have
n is also an orthonormal basis, we have
Then by the definition of the adjoint, 
5.2. φ-Weighted Laplace operator.
Definition 5.7. Let F = R or C. We define the n-dimensional φ-weighted Laplace operator (also called the φ-weighted Laplacian) ∆ n :
δ n is the φ-weighted coboundary operator.
We now prove a generalization of the discrete Hodge theorem (cf. [9] , [15, p. 308] ) to the weighted case.
Theorem 5.8. Let K be a simplicial complex, φ : K ×K → F be a weight function, and ∆ n be the n-dimensional φ-weighted Laplace operator. Then, we have
Proof. Since δ n δ n−1 = 0 and δ * n−1 δ * n = (δ n δ n−1 ) * = 0, thus
By positive-definiteness of inner product, we have δ * n−1 f = δ n f = 0. Hence f ∈ ker δ * n−1 ∩ ker δ n . We have shown ker ∆ n ⊆ ker δ * n−1 ∩ ker δ n . Hence,
The isomorphism in the last line of (5.2) can be constructed via the isomorphism
5.3.
Matrix Representation of the φ-Weighted Laplacian. In this section, we study the matrix representation of the φ-weighted Laplacian ∆ defined in Definition 5.7. In the seminal paper by Horak and Jost [15] , their combinatorial Laplacian L(K, w K ) unifies all Laplace operators studied to date [2, 5, 8, 12, 13] . We show in an example that our φ-weighted Laplacian is new and distinct from all the Laplace operators studied so far. Furthermore, if we adopt the approach of giving weight to the inner product [15, p. 309], our φ-weighted Laplacian generalizes [15] . In particular, our φ-weighted Laplacian reduces to the one in [15] when φ is the identity weight function φ(σ, d i σ) ≡ 1 (cf. Example 2.7).
Proposition 5.9. Let A i be the matrix corresponding to the φ-weighted coboundary operator δ i and let A † i be its conjugate transpose. Then we have the following matrices corresponding to the respective operators:
Proof. The proof follows from Proposition 5.6 and Definition 5.7.
We generalize the following proposition, which is stated but not proved in [15, p. 309] , to complex numbers. 
where σ runs over the i-simplices of K. Clearly, our choice of w gives the desired one-to-one correspondence.
Remark 5.11. When w(σ) ≡ 1 for all σ ∈ K, the inner product in Proposition 5.10 corresponds to the standard inner product (cf. Example 5.1), where the elementary cochains are orthonormal.
We now state the corresponding result of Proposition 5.9 from [15] . To avoid confusion, we will let δ i denote the usual unweighted coboundary operator. Though [15] only considers cochain groups with real coefficients, we show that the statement holds for cochain groups C i (K, F), where F = R or C. operators are expressed as:
The matrix for the weighted i-dimensional combinatorial Laplace operator is then expressed as
Proof. Let B * i = {σ * 1 , . . . , σ * m } be the standard ordered dual basis for C i (K; F). Let B * i+1 = {τ * 1 , . . . , τ * l } be the standard ordered dual basis for C i+1 (K; F).
i is an orthogonal basis, we have
Hence,
3)
The last equality in ( 
] is similar. 
Let D i be the matrix corresponding to the usual unweighted coboundary operator Next, we attempt to generalize [15] . We note that if we just consider the φ-weighted coboundary operator δ with the standard inner product, it is insufficient to generalize [15] . That is, there exists [L Example 5.14. We use the same example as in Example 5.13. Recall that in Example 5.13,
Similar to Example 5.13, we can calculate that
If we choose a = b and c = 0, we see that
If we use the weighted inner product as described in Proposition 5.10, together with our φ-weighted coboundary operator, it turns out that we can generalize [15] . We show this in Proposition 5.16.
Definition 5.15 (Matrix Representation of φ-Weighted Laplacian with Weighted
Inner Product). Let F = R or C. Let W i be the diagonal matrix representing the weighted inner product on C i (K; F). We define the φ-weighted Laplacian operators by specifying their matrix representation with respect to the standard basis on
, where δ i refers to the i-th φ-weighted coboundary operator.
The matrix representation of the φ-weighted i-dimensional Laplacian is then defined as
].
Proposition 5.16. Let φ : K × K → F be the identity weight function, i.e. φ(σ, d i σ) ≡ 1 for all σ ∈ K and all i. Let δ denote the φ-weighted coboundary operator. Then,
where D i is the matrix corresponding to the usual unweighted coboundary operator δ i .
Proof. When φ is the identity weight function, the φ-weighted coboundary operator δ i reduces to the usual unweighted coboundary operator δ i . Hence 
Eigenvalues and Eigenfunctions of the Weighted Laplacian
In this section we study the eigenvalues and eigenfunctions of the φ-weighted Laplacian (Definition 5.7) corresponding to the φ-weighted coboundary map δ.
Definition 6.1 ( [14, p. 140]) . A linear transformation A on an inner product space is said to be non-negative (or positive semi-definite) if it is self-adjoint and if (Ax, x) ≥ 0 for all x.
Theorem 6.2 ( [14, p. 153]). If
A is a self-adjoint transformation on an inner product space, then every eigenvalue of A is real. Furthermore, if A is non-negative, then every eigenvalue of A is non-negative.
Corollary 6.3. The eigenvalues of the three φ-weighted operators δ n−1 δ * n−1 , δ * n δ n and ∆ n are all real and non-negative.
Proof. We can verify from the definition of the three operators that they are selfadjoint and non-negative. Then, we apply Theorem 6.2 to conclude the proof.
Next, we calculate the multiplicity of the eigenvalue zero in the spectrum of the three φ-weighted operators δ n−1 δ * n−1 , δ * n δ n and ∆ n , where δ is the φ-weighted coboundary map. This is the φ-weighted version of Theorem 3.1 in [15] . For a self-adjoint transformation on a finite-dimensional inner product space, the algebraic multiplicity of each eigenvalue is equal to its geometric multiplicity (cf. [14, p. 154] ). Hence, we may simply use the term "multiplicity" to describe the algebraic/geometric multiplicities of the eigenvalues of the three φ-weighted operators.
Remark 6.4. In the process of generalizing Theorem 3.1 in [15] , we have spotted some mistakes in [15] and have corrected them in our Theorem 6.5. The summation i j=0 in the statement of Theorem 3.1 [15, p. 311] should be starting from -1 instead of 0. This is because dim C −1 = dim R = 1 = 0 to be consistent with their context of reduced cohomology. Also, dim H i should be replaced with dim C i in the statement of Theorem 3.1 (ii) in [15] .
It should be remarked that our Theorem 6.5 uses unreduced cohomology instead of reduced cohomology, hence both dim C −1 (K; F) and dim H −1 (K, φ; F) are 0.
Theorem 6.5 (cf. [15, p. 311] ). Let F = R or C. Let δ n be the n-th φ-weighted coboundary operator induced by the weight function φ :
The multiplicity of the eigenvalue zero for
The multiplicity of the eigenvalue zero for δ *
The multiplicity of the eigenvalue zero for ∆ n is dim H n (K, φ; F).
Proof. Note that Im δ n and H n (K, φ; F) are vector spaces over F, hence they are projective modules. Hence the following are split exact sequences:
Next, we note that the multiplicity of the eigenvalue zero for
We have proved (6.1). To prove (6.2), we calculate that
To prove (6.3), we use Theorem 5.8 to conclude that dim ker ∆ n = dim H n (K, φ; F).
Harmonic Cochains (Eigenfunctions of the φ-weighted
Laplacian corresponding to the eigenvalue 0). In [4] , the authors study the cohomology of harmonic forms on Riemannian manifolds with boundary. We apply the idea to study the harmonic cochains on simplicial complexes arising from the φ-weighted Laplacian ∆. Harmonic cochains are eigenfunctions of the φ-weighted Laplacian corresponding to the eigenvalue 0.
In other words, a harmonic cochain f is an eigenfunction of ∆ n corresponding to the eigenvalue 0. We denote the subset of harmonic cochains in C n (K; F) by Harm n (K, φ) := ker ∆ n , where φ : K × K → F is the weight function used in the definition of the φ-weighted coboundary map.
Lemma 6.7. The φ-weighted coboundary map δ commutes with the φ-weighted Laplacian ∆. To be precise, we have ∆ n+1 δ n = δ n ∆ n for all n ≥ 0.
, the map δ is the restriction of the original φ-weighted coboundary map of C * (K; F).)
Proof. Since δ is the dual of ∂, it follows that δ 2 = 0. Hence it remains to show that δ preserves harmonicity of cochains, so that δ n : Harm
Let f ∈ Harm n (K, φ), i.e. ∆ n f = 0. By Prop. 6.7, we have
Hence, we have shown that δ preserves harmonicity of cochains.
It is natural to try to compute the cohomology of (Harm * (K, φ), δ), which we call the harmonic cohomology of (K, φ).
Theorem 6.9. We have the following isomorphism
Proof. In the proof of Theorem 5.8 (Equation 5.2), we have shown that ker ∆ n = ker δ * n−1 ∩ ker δ n . Hence for a harmonic cochain f satisfying ∆ n f = 0, we have δ n f = 0. This means that all the coboundary maps in (Harm * (K, φ), δ) are zero, and hence
The isomorphism in the last line is due to Theorem 5.8.
Applications
We outline some possible applications of φ-weighted (co)homology and the φ-weighted Laplacian.
7.1. Applications to Biomolecular Chemistry. Algebraic invariants in topology (e.g. (co)homology groups, homotopy groups) usually does not distinguish between spaces that are homotopy equivalent. However, in applications, sometimes it is useful to be able to distinguish between spaces that are homotopy equivalent. For instance, in biomolecular chemistry, bond angles are of great importance. The structure of proteins [10, 17, 28] is dependent on their bond angles.
Ring structures are widely found in biomolecules. Proteins are made from 22 types of amino acids and 5 of them (see Figure 1 ) have pentagon and/or hexagon rings in their side chains. All DNA and RNA have ring components. Apart from the pentagon structure in the sugar part (ribose and deoxyribose), all 5 types of nitrogenous bases have hexagon rings, while some also have pentagon rings. However, the atoms that are in or attached to these ring structures are usually different, resulting in various ring sizes and different bond angles. Previously, ring sizes are considered to identify ring structures in biomolecules. In this case, bond angles can be incorporated into φ-weighted homology. We demonstrate that by setting bond angles as weights, we can differentiate between different ring structures.
We show in Example 7.2 that φ-weighted homology is able to distinguish between pentagons with different angles, with the weight function φ reflecting the interior angles of the pentagon. As mentioned above, this could be applied to the data analysis of biomolecules. The φ-weighted homology could also be used to strengthen
(e) Histidine (His) Figure 1 . Protein amino acids with ring structures. Drawn using mol2chemfig [3] .
existing topological data analysis tools, such as persistent homology, which are effectively used in the study of biomolecules [27, 29, 30] . In an earlier paper [25] , it is shown how Dawson's weighted boundary operator [7] can be effectively combined with persistent homology. In a similar manner, it is possible to combine φ-weighted homology with persistent homology. We will use the following fact about Smith normal form: Consider the weight function φ : K × K → Z such that:
The matrix representation of the boundary operator is:
To analyse the φ-weighted homology of K, we use Proposition 7.1. Hence, we have:
This also implies that d 5 = 0. The resulting 0-th φ-weighted homology is then:
We see that different values of α i can lead to different φ-weighted homology. In particular, when α 0 = · · · = α 4 = 1, we have H 0 (K, φ; Z) = Z, which corresponds to the usual unweighted homology.
For example, suppose that α 0 = 1, α 1 = α 2 = α 3 = α 4 = 2. Then d 1 = 1, and
The resulting 0-th φ-weighted homology is then:
We may generalize Example 7.2 to the case of the n-sided polygon (or n-gon for short). Theorem 7.3. Let K be a n-gon, viewed as a simplicial complex with n vertices v 0 , . . . , v n−1 and n edges in the edge set
(For convenience, we define v n := v 0 .) Let α 0 , . . . , α n−1 ∈ Z represent the n interior angles of the n-gon K.
Let the weight function φ : 
To show that all n k possible choices of α i1 α i2 . . . α i k indeed occur, we show that there exists a k × k minor with determinant ±α i1 α i2 . . . α i k . Since k < n, there exists 0 ≤ j ≤ n − 1 such that j is not equal to any of i 1 , i 2 , . . . , i k . Without loss of generality, we assume [v i1 , v j ] is in the edge set E. (If not, we may relabel the vertices which amounts to swapping rows/columns which only affects the determinant of the minor by a sign, and hence does not change the gcd in Equation 7.1. Also note that if j < i 1 , we may just switch the order of the vertices to [v j , v i1 ] which only changes the entries in the column by a sign.)
Consider the matrix
where * entries could be either 0 or nonzero. We see that B is upper triangular with det(B) = ±α i1 α i2 . . . α i k . Note that B is a minor of [∂ 1 ] possibly after interchanging of rows/columns which preserves the determinant up to a sign change. We have proven (1) which implies that Equation 7.1 holds for 1 ≤ k ≤ n − 1.
To prove (2) , observe that the columns of [1, 11, 19, 21] . In the review paper by Uri Alon [1] , it is mentioned that recent work [21, 26] indicates that transcription networks contain a small set of network motifs. Transcription regulation networks describe the interactions between transcription factor proteins and the genes that they regulate. Table 1 . Table showing how suitable choices Proof. The proof is obtained by applying Theorem 5.8 to Theorem 7.5.
Example 7.7. Consider the homogeneous system S: −2x 1 + x 2 + 0x 3 = 0 −x 1 + 0x 2 + x 3 = 0 0x 1 − x 2 + x 3 = 0.
We observe that S is φ-compatible 2-sparse, with associated simplicial complex K(S) and weight function φ as described in Example 4.10.
In Example 4.10, it is calculated that H 0 (K(S), φ; F) = 0. Indeed, S only has the trivial solution x 1 = x 2 = x 3 = 0.
