Abstract. In the first paper of this series we have introduced a certain parametrix and the associated potential. The parametrix corresponds to a uniformly elliptic second order differential operator with locally Hölder continuous coefficients in the half-space. Here we show that the potential is an approximate left inverse of the differential operator modulo hyperplane integrals, with the error estimated in terms of the local Hölder norms. As a corollary, we calculate approximately the potential whose density and differential operator originate from the straightening of a special Lipschitz domain. This corollary is aimed for the future derivation of approximate formulae for harmonic functions.
Introduction
Let be the family of all second order uniformly elliptic operators in the upper half-space R + ( 2) with an ellipticity constant 1 and locally -Hölder coefficients, 0 < < 1. In work [1] a -parametrix ( ; , ) (shortly: parametrix) was proposed for an operator ∈ and for the corresponding potential Φ ( ) = ∫︁ >0 ( ; , ) ( ) , ∈ R + , estimates for local Hölder norms ‖ Φ ‖ (| | 2) and ‖ ‖ were established in terms of the same norms ‖ ‖ , where ↦ → = − Φ is the error operator. The parametrix ( ; , ) and the potential Φ were introduced in order to study a special harmonic function. Let Ω be the overgraph of a Lipschitz function : R −1 → R. Lemma 3.7 in [2] and the properties of the Kelvin transform imply the existence and the uniqueness up to a positive multiplicative constant of a function with the following properties:
Up to the equivalence, the function determines the behavior of arbitrary positive harmonic functions vanishing continuously on a part of the boundary of a Lipschitz domain. Indeed, roughly speaking, each two such functions are comparable by the boundary Harnack principle. As an example see [3, Thm. 5.1] .
Let us outline the plan of studying the function . Denoting For the function x −1 ( ) = −1 and a number 0 we write
= ( ∘ )
It turns out that Θ ≈ x ( ∘ ), where
and the approximate error is quadratic in approximation numbers expressing how close locally the surface Ω is to a hyperplane. We can choose 0 so that the term Θ 1 is estimated quadratically in , while the expressions Θ 2 and Θ 3 are estimated linearly. This implies that ≈ ( ∘ ) with a quadratic error. Generalizing the arguments and the definition of the function to the case of a not necessarily compactly supported function with an arbitrary Lipschitz constant, by means of rotations of the coordinate system we obtain the approximate formula ∇ ≈ ∇ .
The integration of this formula gives rise to the exponential asymptotic formula (EAF)
For known EAFs for conformal mappings, EAFs for solutions to elliptic systems and asymptotics for positive harmonic functions see works [4] - [8] .
The present paper is devoted to realizing a part of the outlined plan, namely, to justifying, for error term in the formula Θ ≈ x ( ∘ ), an estimate quadratic in approximating numbers of the function . The paper consists of the introduction and two sections. In Section 2 we find approximately the potential Φ . The main definitions are given in Subsections 2.1 and 2.2. In Subsection 2.3, the discrete Hölder estimates from [1] for the functions Φ and are completed by an estimate for the expression Φ − x −1 Φ , which is more precise than the independent estimates for the functions Φ and Φ . In Subsection 2.4, the derivatives Φ and the expression Φ − x −1 Φ are found up to the errors majorized by local Hölder seminorms | | of the coefficients of the operator and by the norms ‖ 2 ‖ . In Section 3, to a pair ( , ), where ‖ ‖ Lip , we associate the standard set
relating to a straightening of the domain Ω, after that the formula Θ ≈ x ( ∘ ) and its analogue for the derivatives Φ are established by a reduction to Subsection 2.4. We observe that the formula for the derivatives Φ can be used while obtaining an analogue of formula (1) for the derivatives . Convention. The letter (with a possible subscript or superscript) stands for various positive constants and always equipped by the brackets with all numerical parameters, on which these constants depend. For > 0 and a cube or a ball ⊂ R centered at c and of the edge or radius of an arbitrary length we let
we denote partial derivatives of a real function , at that, ≡ and ≡ + , where { } 1 is the canonical basis in R . For a semi-norm and a number ∈ N 0 we let ( ) = max
where ∇ is the gradient of the function . By and ∘ we denote the closure and the interior of a set ⊂ R .
2. Approximate calculations with potential Φ 2.1. Basic information on a dyadic family. Given an integer 2, we introduce a dyadic family in R −1 :
For the sets ⊂ R −1 with a bounded non-empty union we let
We denote = [ , ∅] as ∈ (the side-length). For , ∈ R we let
The following statements is Theorem 2(a) proved in [9] . Hereinafter, unless otherwise said, the summation are taken over the set .
For , ∈ we say ⊙ if = and ∩ ̸ = ∅. By { , } we denote a pair of cubes { 1 , 2 } ⊂ with the smallest possible value of 1 = 2 and the property
The cubes and can be connected by the chain︁
We fix ∈ (0, 1). For a function on a set ⊂ R containing more than one point, we let
We denote
for the center c of the cube .
is obvious.
2.2.
We introduce main notations related to the -parametrix ( ; , ) of an arbitrary operator ∈ . Let be the Kronecker delta, Γ(·) be the Euler Gamma function, be the set of all differential operators
with constant coefficients = ∈ R. For 1 we let
We denote by z the unique vertex of a cube ∈ possessing the property z /(2 ) ∈ Z −1 . Let
The symbol stands for all operators (3) with real coefficients = ∈ . Hereafter always stand for the coefficients of the operator ∈ or ∈ . If ∈ , then
We let = {︀ ∈ : [ ] ∈ for all }︀ . For ∈ and ∈ N 0 by ( ) we denote the unique cube in with the properties ⊂ ( ) and ( ) = 2 . It is easy to construct the functions : R + → [0, 1] in the class ∞ such that 0 ≡ 0 and, as 1,
We also let
It is obvious that
It is easy to check the existence of
For ∈ ⋃︀ 1 and ̸ = 0 we denote
For , ∈ R + , ̸ = , we let
For ∈ and , ∈ R + , ̸ = , we let
In [1] the parametrix ( ; , ) was introduced with the constant 0 =
instead of .
2.3.
Let us write down the potential Φ and discrete Hölder estimates for it. Theorem 1. Let 1, 0 < < 1 and ∈ . Then for each function ∈ VL(0), where
( ; , ) ( ) converges absolutely and is twice continuously differentiable in . We have Φ ∈ (| | 2) and for each ∈
Remark. Here x −1 is the function ↦ → −1 .
Proof. All statements of the theorem, except the estimate for the norm ‖ Φ − x −1 Φ ‖ , were checked in [1, Thm. 5] for the parametrix ( ; , ) defined by the constant 0 instead of . Due to the property 0 , the arguments can be extended to our parametrix with minor changes. This is why it remains to check the inequality:
By (2), (4b) and (4c), for the function 1 in (4) we have
and hence, 1 ∈ VL(0) and (1 − 1 ) ∈ VL(0). In the same way, (6) , which implies ⊂ Q 1 and
By (8) we conclude that
We assume that for each ∈ and ∈ ∖ P 1 ( ∈ ), the functions
satisfy the inequalities
Then by (4a), (7a) and the belonging (1 − 1 ) ∈ VL(0), the formula
leads us to the formula with an absolutely convergent series
which together with (2), (7a) and the property
In view of the result in the previous paragraph we obtain (11). Let us check (13) and (14). For , ∈ R + , ̸ = , estimate (23) in [1] is of the form:
Let ∈ and ∈ ∖ P 1 ( ∈ ). Then
which is implied easily by the inequality
which yields (13). Let ∈ {0, 1 , . . . , −1 }. By the Taylor formula,
where the derivatives are taken w.r.t. the first vector independent variable. By (15), (16), (7a), (7c) and the Leibnitz formula for¯= ( ′ , ) we have
Hence,
which coincides with (14). This completes the proof of inequality (11) and Theorem 1.
Calculation of Φ .
The proof of the following lemma is trivial.
either exists for all x ∈ R or does not exist for all x ∈ R . In the former case, its value is independent of x.
We say that
Let P 1 be the space of all polynomials in R of degree at most one. By ⟨ , ⟩ we denote the scalar product ∑︀
=1
in R .
If ( ) = ( ) for large | | for some polynomial ∈ P 1 , then for each operator ∈ ⋃︀ 1 and points ∈ R + and x ∈ R −1 we have
Remark. With no pedantry we write (·, ) instead of
Proof. The condition 2 ∈ VL(0) implies immediately that
and as → 0, this proves (18). As 0 < 1 < 2 < 1, the relations
hold. These relations and the Cauchy convergence criterion give (19). Let us prove that if the support supp is bounded under the assumptions of formula (20), then
In view of [1, (19) ] and the formula
we get
If the function is concentrated near the point , by the regularization we have
Hence, while checking (21), we can assume that ≡ 0 in the vicinity of the point . In this case, considering the integrals over the set { : > } and employing relations (15) ⃒ ⃒
=0
, (18), (19) as well as the boundedness of supp , we obtain
In view of (22) we obtain
This implies (21), that is, formula (20) with = 0. As ̸ = 0, we apply formula (21) to the function − . Thanks to the identity
formula (20) will be proved if we establish the relation
Expanding ( , 0) into the powers of the variable ≡ − (̃︀ ) ′ , we see that we need to check the identities Γ( /2)
The former identity is obtained by substituting the function = (·/ ) into (21), where ∈ ∞ 0 (R ) and ≡ 1 in the vicinity of the origin and by passing then to limit as → ∞ taking into consideration the inequality
implied by (15) and (24). The second needed identity are yielded by the relations
and Lemma 2. This completes the proof of (25), (20) and the lemma.
The next result allows us to find approximately the derivatives Φ of the potential Φ and the expression
Then ∈ VL(0) and the integral
converges absolutely. For ∈ N 0 and the functions { } in (4) we denote
exist as ∈ , the functions belong to 2, ( ), the series
converges absolutely in 2, ( ), the scalar series
converges absolutely and the inequalities
hold true, where
Remark. The limits ( ) (·, 0+) are treated in the sense of (19). The inequality
implies the finiteness of Θ * .
Proof. It is obvious that ∈ . For each ∈ we have
In view of the conditions 2 ∈ VL(0) and Θ < ∞ we obtain the belonging ∈ VL(0) and hence, the absolute convergence of the integral Φ ( ) by Theorem 1.
Let 0 and ⊂ Q (see (5)). Considering Taylor polynomials for the functions at the touching points for the cubes in the set {︀ : ∈ ( ) }︀ , by the inequalities
and the Taylor formula we obtain the estimates
In view of relations (2), | 2 | ≡ 0 and (
Let us estimate
and the Leibnitz formula, this implies (4b) and (6), 
Let ∈ R, > − 1 and
By (31) and Lemma 1, for each ∈ we obtain
In view of (29) we conclude that
. In what follows we suppose that ∈ . Due to (30) we have
Hence, ( ) ∈ VL(0) and ( ) ∈ VL(0), so, the potentials
are well-defined. In view of (8), (9), (29) and (30), the series
converge absolutely in 2, ( ), and the potential Φ ( − ) tends to zero as → ∞ in 2, ( ). Bearing in mind the relation 0 = 0 ∈ P 1 , on we get
By Lemma 3, the limits ( ) exist and
In particular, ∈ 2, ( ). By the Taylor formula
that is, the series ′ converges absolutely. The absolute convergence of the series follows the relation ( ) ⃒ ⃒ ≡ 0 ( 1) and the absolute convergence of the series Φ ′′ and ′ . On the cube , the identities
, so that c ∈ ( ) . By analogy with (27) we have
In view of (30) and by Theorem 1 we obtain
By this and the convergence of the series Φ and Φ ′ we conclude that
We let
Suppose the assumption in (34). Then ∈ Q +1 ∖ Q −1 by (30) and hence,
This is why there exists such that 0 and
We have 2 ( ) < ( , ) < 3 ( ) , and hence, − log 2 (6/ ) < . By (7a)
It is easy to confirm that this implies the belonging c ∈ ( ( ) ) . The proof of (34) is complete. It follows from relations (7b), (30) and (34) that
for each index in the definition of the set ℋ . This is why
where the second inequality is implied trivially by (30). By a simple modification of the constructions in work [1] , from (35) and (36) we obtain the estimates for estimating the norm ‖ − Φ‖ of the error − Φ. These two lines can be easily combined to obtain inequalities (37). By (12) and (37a)
. This is why, if we establish the inequality
then the convergence of the series Φ ′ and Φ ′′ in 2, ( ) and the relation ℛ = Φ − Φ ′′ (on ) and (33) will imply required estimates (26).
which can be considered as an analogue of inequality (17d). Reproducing (17) for the functions
we arrive at the estimates
In view of (4a), (35), (39) and the belonging ( ) ∈ VL(0), the formula
holds true, where the series converges absolutely. Hence, in view of (2), (36b), (40) and (41) we obtain estimate (38). This completes the proof of (26) and of the theorem.
3. Standard set and calculations with the potential Φ 3.1. Standard set and potential Φ . To a Lipschitz function : R −1 → R we associate its overgraph Ω and the approximation numbers :
We introduce a series of auxiliary notions needed for studying harmonic functions in the domain Ω by straightening this domain. For the partition of unity { } in (7) we let
Then the function belongs to ∞ (R + ), is Lipschitz and
We choose a constant
There exists = ( , ) such that for the mapping
the mapping : R + → R of the form ( ) = (︀ ′ , ( ) )︀ with the function = + x is a diffeomorphism of R + onto Ω, while the inverse diffeomorphism g = −1 is represented by the formula
with a Lipschitz function G ∈ ∞ (Ω) satisfying the inequalities
The operator
belongs to for some ( , ) 1 and each 0 < < 1. The inequalities
hold true. We call (︀ { }, , , , g, G, , , )︀ the standard set of the pair ( , ).
Proof. It is obvious that ∈ ∞ (R + ). It is elementary to check (it is sufficient to consider one-dimensional dyadic intervals) that
By analogy with [10, Subsect. 2.7] , now one can obtain properties (42)-(46) and the estimate
The Lipschitz property for is implied by inequalities (46) with | | = 1. By (7a) and (7b), the function coincides with the polynomial ∘x ′ in some neighbourhood of the point (c , 11 /8) ∈ . By (45), the Taylor formula, the convexity of the parallelepiped and (44) we obtain
It follows immediately from (46) that
Inequalities (47) and (48) are trivial. The required properties of the mappings and g including estimates (49) and (50) on G are obtained due to Theorem 2.5 in [10] .
The bi-Lipschitz constant of the mapping is less than some number ( , ) due to (46) and (50). Hence, for some ( , ) 1, one can easily obtain the uniform ellipticity condition [ ] ∈ , see [9] . Hence, ∈ . By inequalities (46), (49) and (50) we have
Now (51) and (52) are obtained by the analogue of estimate (2) for the set .
Remark. The operator and function are such that each function harmonic in the domain Ω solves the equation ( ∘ ) = ( ∘ ).
In the rest of the section we restrict ourselves by the functions ∈ LIP.
Definition 1. The set LIP consists of Lipschitz functions
each of which coincides with some polynomial in P −1 1 on the complement of some compact set.
Let us find out, what Theorem 2 gives once it is applied to the potential Φ .
Lemma 4. Let ∈ LIP and ∈ . Then
Given a constant ‖ ‖ Lip , let (︀ { }, , , , g, G, , , )︀ be a standard set of the pair ( , ). As 0, we denote
Then the inequalities
hold true. For each ∈ (0, 1) and the function = all assumptions of Theorem 2 hold and in terms of the notations of this theorem the relations
hold, where
Remark. The limit ′ ( ) exists thanks to inequality (4c).
Proof. Due to (44) we have 1 ( , ). The definition of the set LIP and the definition of the numbers show that
that by Lemma 1 yields
The relations Θ 2 < ∞ and Θ * 2 < ∞ are implied by the inequalities 1 and Θ 1 < ∞. Estimates (54) and (55) The conditions 1 and ∈ of Theorem 2 are implied by Theorem 3. In view of (2) and (45) we have
and hence, 2 ∈ VL(0). By (51), (61) and the Cauchy inequality we get
By (32) we obtain
Therefore,
We have obtained estimates (56) and (57), which imply Θ < ∞. Hence, the function = satisfies all assumptions of Theorem 2. By (7a) the function ( ) coincides with ′ ( ′ ) in a "half-neighbourhood" of the point c , while the function G( ) coincides with the function − ′ ( ′ ) in a "half-neighbourhood" of the point (c ). This leads us to (58) and (59).
Let us prove identity (60). In view of (58) it is easy to confirm that det = −2 .
We omit the subscript in notation of the numbers , and the coefficients , of the operator . Introducing the shorthand notation = , we can write (58) as
The numbers = − + satisfy the identities
Hence, ( ) = ( ) −1 . Letting = 0, for ∈ R −1 we have
which by (42) and (59) leads us to (60). The proof is complete.
Under the assumptions of Lemma 4 we denote
We let x = c ( ) . It is obvious that for ∈ there exists the limit
We have ( ) ⊂ (in view of (48)) and
Lemma 5. Under assumptions of Lemma 4 for ( , ) ∈ × R −1 we let
Proof. We denote
Let ( ) be the convex hull of the set
Let us prove that if ( , ) ∈ × R −1 with ∈ ( ), and / ∈ 3 ( −1) for 1,
If the assumption in (65) holds, then = ( ) for a convex linear combination
It follows from the inequalities ‖ ‖ Lip and (43) that ‖ ‖ Lip ( ) and this is why by the triangle with the vertices , and ( , ) = ( , ( )) we get that
Let us treat the cases ∈ 3 and / ∈ 3 . If ∈ 3 , then = 0 and +1 ( ) = ( ) due to (4a) and hence, 3 = 0 without loss of generality. By ∈ 0 and (47) we have By (43), (44), (47) and (55) we conclude that
If ∈ 3 , then = 0 and ′ 0 (x) ∈ 0 (x) and therefore,
) as 1 and hence, Ξ ( ) /2 for each . Thus, Ξ ( , ) ( ) for each and we complete the proof of implication (65). If ( ) ( ) ̸ = 0, then / ∈ 3 ( −1) as 1 due to (4a) and hence, by (65),
By (54) and the Hölder inequality this follows that
By (55) and (66) we obtain
Majorizing each term by (66), we get
Relations
Hence, by the identity
Estimate (64a) as = 0 is implied by (68) and (74), while as ̸ = 0, it is due to (68) and (72). Identity (64b) as = 0 is yielded by (63) and the change of variable → * , while as ̸ = 0 (together with the statement ( ) ∈ ∞ ( )) it is implied by differentiating the integral formula (64b) that is possible thanks to (72).
3.2. Function and potential Φ . Let us give a "qualitative" analogue of Lemma 5 for the functions determined by the volume integrals.
Lemma 6. Let + , − ∈ LIP, Ω ± = {︀ ∈ R : > ± ( ′ ) }︀ and = + − − , where ± are the characteristic functions of the sets Ω + and Ω − . We let
Then the following statements hold true.
(i) The function ′ ( , ·) belongs to 1 (R −1 ), there exists the limit
and the identity ( ) = ∫︀
holds true, the function is infinitely differentiable in R ∖ supp and
Proof. , with which coincides in the vicinity of infinity. As / ∈ supp , we let
The functions + and − coincide in the vicinity of and this is why there exist ± ∈ LIP such that
In view of the representation
we see that in order to check Statement (i), it is sufficient to check (i) for the pairs ( + , + ), ( + , − ) and ( − , − ) instead of ( + , − ). Therefore, it is sufficient to check (i) in particular cases (a)
In Case (a), the function ↦ → ( )| − | − belongs to 1 (R ), which gives (i) by the Fubini theorem and the change of variables → ⋆ = 2 ′ − . In Case (b), the change of variables = ( , ) → 2 − and the Fubini theorem shows that
Thus, the proof of Statement (i) is complete.
(ii) For ∈ R −1 we let
By the identity ⋆ − * = 2 ′ − 2x it is easy to get that
and ∫︁
This is why properties (75) with = 0 are implied by Statement (i). The case ̸ = 0 can be treated similarly to Lemma 5, via checking an analogue of estimate (72) for the function Let ∈ LIP. To compare Lemmata 4, 5 and 6, we introduce the function
Here the limit exists since the area of the unit sphere S −1 ⊂ R is equal to
. The function is invariant w.r.t. the shifts and rotations of the domain Ω in the obvious sense.
Lemma 7. Under assumptions of Lemma 4 let
hold true. If = 0 as | | 1 and 0 < 2 as | | = 2, then the sum of the series
Proof. By the embedding ( ) ⊂ (see (62)) and by Lemma 5 we have
Let us establish the second main inequality
For ∈ ( ) ⊂ we let x, ( ) , * , , X, Ξ and to have the same meaning as in Lemma 5 and in its proof, while the functions , x and are defined by Lemma 6 for the pair of the functions ( + , − ) = ( +1 , ). We let
In view of the belongings ′ ( ), ( ) ∈ ( ), the relations (66) (for + ), (67), (54) and the Hölder inequality
In the same way,
Hence, in view of the identity
We have ( ) ⊂ 0 ⊂ Ω 0 and ( ) ⊂ ⋂︀ ∞ =1 Ω (see (4a)) and hence, the condition / ∈ supp of Lemma 6 holds true. This is why
in the vicinity of each point ∈ ( ),
due to the definition of the function ( ) and identities (64b) and (75b). This leads us to (81). By (44), (80) and (81) we conclude that
The series of the right hand sides converges thanks to Θ 1 < ∞, this is why the limit lim →∞ ( − 0 ) exists in
and is obviously equal to − 0 . This yields (76). Differentiating the composition and applying (45), (46) and (76), we have
In view of (2), (44) and (76), we obtain estimates (77) and (78). By (60) and (63) we have = ( ) ∘ ℎ on the cube , where
By (2), (43) and Lemma 5 we get the estimate
For ∈ , by (53) and (55),
For each ∈ R, by (88) and the Cauchy inequality we obtain Let us calculate Ω , when Ω is a half-space. We introduce the distance function ( ) = min
Theorem 4. , is even,
, is odd.
Proof. While checking (91), we can assume that Ω = R + and = (0, ). We introduce the spherical coordinates 1 = cos 2 cos 3 . . . cos , 2 = sin 2 cos 3 . . . cos , . . . It is easy to see that 2 = ln 2 and 3 = 1. We integrate by parts: Hence, +2 = + 1 , which proves (92).
The next theorem is the main result of the paper. Together with Theorems 1, 3, 4 and Lemma 7 it is aimed for proving (1) and related formulae. 
