In the area of robotics simulation, multibody dynamics plays an important role in designing and controlling robots, especially when the robot contacts the environment. Contacts give rise to non-penetration and friction constraints, which are nonsmooth and nonlinear. One way to simulate such systems is through the use of a discrete-time multibody dynamics model in the form of a nonlinear complementarity problem (NCP), for which, finding a solution is known to be NP-hard [1] . In situations where analytical solutions don't exist, a suite of numerical solutions accessible through a benchmarking framework is useful to fairly evaluate performance of different computer algorithms. However, many algorithm designers don't have easy access to test data from physical simulators. Under such circumstances, randomized data are used to test the performance of solution algorithms.
problems. These facts have motivated researchers to develop many different algorithms, primarily taking one of the following two approaches:
1. Modify the model, via linearization, relaxation, or regularization, to improve the mathematical properties and make them easier to solve with existing algorithms [6] [7] [8] . 2. Develop new algorithms to solve the model without modification. These fall into three main categories: pivoting methods, matrix-splitting methods, and second-order generalized Newton methods [9] [10] [11] .
Whenever a multibody dynamics solver is proposed, it is desirable to test its performance and compare it with existing solvers. This should be done using data from actual multibody systems problems, such as robotic manipulation, mechanical assembly, and driving on realistic terrain, but most researchers do not have easy access to such data. Therefore the matrices of the test problems are constructed by a combination of pseudorandom number generation and matrix operations, so that the vectors and matrices of the problem satisfy certain properties known to be exhibited by physically-based problems. Such "synthetic" data may be useful in initial testing of solver accuracy and convergence rates [12, 13] , but the results presented here show that solvers can behave quite differently (typically more poorly) when faced with physically-based problems.
In this paper, we recommend that solvers be tested with physically-based data, and moreover, with data from a set of benchmark problems, so that all solvers can be compared fairly. We support this recommendation with a solver performance study that demonstrates significant differences in solver performance when applied to synthetic and physically-based data. This study was made simple to conduct by the Benchmark Problems in Multibody Dynamics (BPMD) database [14] , whose primary goal is to facilitate the fair and thorough comparison of solvers used in multibody dynamics simulation software.
For the remainder of this paper, we limit our discussion to LCPs, where we construct the complementarity conditions for unilateral constraints to model contacts, and then linearize the friction cones to multi-faceted polyhedra. The structure of the paper follows: We first introduce the general form of a CP, a specific LCP that is commonly used in multibody dynamics software, and several popular solvers. Before discussing the results of the comparative study, the Benchmark Problems for Multibody Dynamics (BPMD) database and framework are introduced. Next we present the methods that are used in this paper: pivoting, matrix-splitting and second-order generalized Newton's methods. These methods are applied to the simulation data, and the synthetic data with the same matrix size as those from simulation, to test their convergence rate features. The last section presents the comparison results of solver performance between the cases of synthetic and physically-based data.
COMPLEMENTARITY PROBLEMS AND SOLVERS Complementarity Problem
Given a known vector function f (x) ∈ n , find x ∈ n (where n is a positive integer) satisfying the three conditions: x ≥ 0, f (x) ≥ 0, and x T f (x) = 0. For brevity, we use the following short-hand notation:
When f (x) is a linear function of x, then the problem is LCP.
A rigid body dynamics model with contact interactions is comprised of the Newton-Euler equation that determine dynamic motions of the objects and a contact model that enforces nonpenetration between bodies and models physically correct dry friction behaviour. Specifically, the contact model must allow stick-slip transitions, ensure maximal energy dissipation at sliding contacts, and ensure that the contact impulses lie within their respective friction cones. With fixed time step, a linearized, discrete-time version of the Newton-Euler equation and contact model can be expressed as follows [3, 4] :
where the superscript denotes the current time (t = h, where h is the integration time step), ν is the velocity of the bodies expressed in an generalized frame, M is the positive definite inertia matrix for the system in the same frame, G n and G f are the matrices that map normal and frictional contact impulses, p n and p f , to the inertial frame, and s is the vector of sliding speeds at the contacts. The functions on the left-hand side of the complementarity condition are defined as follows:
where U is a diagonal matrix of friction coefficients, dynamic frictional coefficient is used here 3 . E is a matrix arising in the process of linearizing the friction. The terms Iζ are NOT part of the physical model. They are regularization terms that are sometimes added to make numerical solution easier. In this case, ζ is a small positive number and I is the identity matrix of the appropriate size. 4 . The meanings of the terms in the previous equations are: ρ +1 n is the vector relative contact velocities in the normal direction at the end of the current time step (t = ( +1)h, ρ +1 f is the vector of the predicted sliding speeds in the friction directions at the end of current time step and s +1 is a non-negative vector of friction slack variables that determines the sticking/sliding status of each the contact at the end of the current time step From a higher-level perspective, the fist row of the complementarity condition (3) enforces non-penetration between the bodies and the second and third rows (together) enforce correct friction behavior. For a detailed derivation of the system of equations, please refer to Berard's thesis [5] . ψ n /h is a constraint stabilization term. In general, LCP is defined as:
Solvers
There are different methods to solve the system of equations with complementarity constraints in equation (2)- (4). These solvers are classified into three different types:
1. Pivoting methods: pivoting method tries all the possible cases for the complementarity constraints, at the worst case. If the pivoting solver arrives at a solution before running out, the solution would be accurate with an error at the level of machine precision. Pivoting methods are good for system with small number of constraints, but usually become unreasonably slow as the number of contacts increases. 2. Matrix-Splitting methods: matrix-splitting method is usually a first-order method. Projected Gauss-Seidel (PGS), Projected Jacobi and Projected Successive Over Relaxation (PSOR) are representatives of matrix-splitting methods [15] . It is computationally cheap to run one iteration, while the convergence is not guaranteed for problem with complementarity constraints. From equation 5, we have known matrix A and b, the main iteration step of PSOR is:
where ω is a tuning parameter. With ω = 1, it is PGS method. Then we run the simulation with ω ∈ [0, 2.0] and choose ω with the lowest final error, which is ω = 1.2. ω = 1.2 is used for the remaining of this paper for PSOR method. 3. Second-order methods: generalized Newton's method falls into this category as second-order method since we need to compute the second-order Jacobian of the system. Therefore, it is computationally more expensive than the firstorder methods for one iteration. Generalized Newton's method tends to have quadratic convergence, then there is a trade-off between the computational cost and the convergence rate. Moreover, line search algorithms are commonly applied inside each iteration in order to find a descent update direction [16] . For each iteration of second-order methods, we need to solve a linear system, where it may be solved by pivoting or matrix-splitting methods. Since this system is solved wrapped inside one iteration of second-order methods, we take the whole iteration procedure as criteria to classify these solvers. The iterative methods include both matrix-splitting method and second-order methods.
In the following results section, we would test out the performance of these three different types of solvers and compare their performance, with respect to accuracy and efficiency.
Error Metrics
To compare the different solvers in a consistent way, We define an error metric , which will be used throughout this paper. we measure the total error using a uniform standard objective function based on the Chen-Chen-Kanzow (CCK) [17] reformulation function:
where y = f (x), and f (x) is the CP term in equation (1) . λ is a user defined parameter, more details on how the choice of λ will affect the function property can be found in [17] . The term x + i y + i is the product of copositive entries in x and y. The CCK function is an equivalent reformulation of the original complementarity problem in equation (1) . Therefore, if we solve the CP accurately, the CCK functions evaluate to zero. This makes it natural to use CCK as an objective function.
We define the error metric used to evaluate the solution from each solver based on CCK function :
where x is the solution from each testing algorithm and λ is the user defined parameter. We choose λ = 0.7 in this metric from multiple trials, to emphasize on the complementarity errors, but also take the copositive error into consideration.
BPMD DATABASE AND FRAMEWORK BPMD Database
The BPMD Database is a collection of benchmark problems from physics engines [14, 18] . At the simulation level, the number of bodies, number of contacts and number of joints are provided with their types. At the discrete time step level, position, orientation, velocity of bodies, etc. are stored in the "body" table; normal, point, gap distance, body pairs, etc. are saved in the "contact" table; Jacobians, lower and upper bounds, body pairs that form a bilateral joint, etc. are stored in "joint" table. The database is public and available online [19] , with tools provided for easy use and contribution.
The website interface also provides download links with data of each discrete time step, in Hierarchical Data Format 5 (HDF5) and also MATLAB file (.mat). The data set is then loaded in the analysis environment and considered as the initial conditions for taking a step, to test new models, solvers, relaxation metrics, etc.. The data format stored is flexible for any reconstruction form of the problem.
BPMD Framework
BPMD Framework is an analysis environment to load in data from BPMD database, then either test new solvers or compare performance of different ones. It is in MATLAB and publicly available [20] . The data is first loaded into the framework, then the corresponding Linear Complementarity Problem (LCP), Nonlinear Complementarity Problem (NCP) and mixed Linear Complementarity Problem (mLCP) may be constructed from the data sets. From there, different solvers may be called to solve the problems. The relaxation parameters are flexible variables that the user may set to adjust the performance of the solvers.
Besides, to make the BPMD Database available for other testing environments, the HDF5/mat file writer and reader are also provided on our website, to serve as plugin for recording each time step of physical simulation, and loading the HDF5/mat file into analysis environments. The following tests were done using the BPMD framework.
RESULTS
The testing procedure goes as follow: we first dump data from a real simulation experiment: dropping spheres into a clear box. Figure 1 shows the final state of simulation, where the complementarity condition results from contacts between spheres, and those between spheres and the ground. The friction model used in this experiment is linearized Coulomb friction model with stick-slip transitions. In order to test the scaling performance, we choose 80 problems with various numbers of contacts, and thus different matrix sizes.
When testing using simulation data, we load the dumped data from physics simulation, while for synthetic data, we load FIGURE 1: THE SPHERES FALLING AND PILING FROM PHYSICS ENGINE RPISIM [20] the problem size of simulation data first, and then construct a synthetic matrix with equal size. Next we continue to run with different solvers. Here we utilized the make contact matrix function from num4lcp source code [13] to construct the synthetic matrices.
Due to the randomness and uncertainty in the synthetic data, we averaged the solution error over 80 different problems. Figure 2 shows the size of the 80 problems, that both the synthetic data and simulation data satisfy. Figure 3 is the convergence results using Lemke's algorithm Lemke [15] . The size of matrix A is shown in figure 2 . We record the error information for each problem, and then average over the whole 80 problems. From the results, the error immediately drops down to the machine precision in MATLAB after it finds the solution. Figure 3 shows the average error over 80 problems, while before the pivot where the solver converges, the error is relatively several orders higher than that at the final pivot. When the converged error is added to the errors of the other problems which doesn't haven't yet converged, the value is too small to make a difference on the convergent trend. This verifies the fact that if Lemke successfully finds a solution, then it is at high accuracy, while otherwise, the result can be still far away from the actual solution, even after many pivots. Figure 4 shows the results from solving the problems with three matrix-splitting methods: PGS stands for Projected Gauss Seidel, PSOR represents Projected Successive Over Relaxation (with ω = 1.2 in equation (6)) and the Projected Jacobi method [13, 15] . Here we choose the algorithm definition in "The Linear Complementarity Problems" book [15] , where PGS is actually a special case of PSOR. When solving the problems generated with synthetic data, notice that the matrix-splitting solvers have linear convergence rates. Among the three methods, Jacobi converges slowest, while PSOR has the fastest rate of convergence. When compared with Lemke's algorithm, we see that before the matrix-splitting solvers converge, the error gradually decreases, though we have seen exceptions with data from real physical simulation. [21] , minimum mapping function [13] and Chen-Chen-Kanzow [17] , respectively. For the matrices with the same size over the 80 problems, we could see that it takes at most 17 iterations for the second-order methods to converge to the predefined tolerance. But it is worth mentioning that each iteration inside a second-order solver is much more computationally expensive than pivoting algorithm or matrix-splitting methods.
Result Using Synthetic Data
To better evaluate the accuracy versus efficiency, a scaling analysis was conducted on these different kinds of solvers. We chose three problems from the 80 tests above, and profiled the number of iterations and the average elapsed time per iteration. As a pivoting method, Lemke works best for smaller problems, while as the problem size goes up, pivoting methods will have difficulty converging. Table 1 shows the scaling result using Lemke's method. For the case with matrix size of 330, it takes 143 pivots for Lemke method to find a solution. Notice from table 1 that the number of pivots increases dramatically as the problem size gets larger. Table 2 shows the scaling analysis for matrix-splitting methods. The maximum number of iterations was set to 1000 for different problem sizes, but not all the solvers converge before reaching the maximum iteration number. The Jacobi method tends to reach the maximum iteration number for all problem sizes, which we have seen a slowest convergence rate in figure 4 . From the table, we can see that Jacobi takes the least time for each iteration.
In this scaling analysis, the maximum number of iterations is set to 1000, and the stopping condition is when the error defined in equation (8) drops to a tolerance of 10 −12 . Here when PGS and PSOR used up the maximum iteration for larger problem sizes, they converge to the tolerance, while Jacobi converges to 10 −10 . In order to point out how expensive each iteration is inside the solver, we provide the elapsed time per iteration, which measures the total elapsed time first and then divided by the number of iterations that consumed. Among the elapsed time per iteration, Jacobi method takes least time while PSOR takes the most. Table 3 shows results for second-order method: we see that the number of iterations taken to converge is much fewer than Lemke's algorithm and matrix-splitting methods. However, the elapsed time per iteration is also larger than the corresponding matrix-splitting solvers. Among the three generalized Newton's method, minimum mapping takes the least number of iterations to converge and the elapsed time per iteration is also promising, when using synthetic data. In the following section, when apply these solvers to data from physical simulation, which reveals that the minimum mapping method is not always that "lucky" to converge, when using simulation data.
Result Using BPMD Database
The results in previous section shows promising convergence rate for the different kinds of solvers. This section takes advantage of the BPMD framework, by loading testing case from BPMD database and solves the real physics problem using the different kinds of solvers. From these results we see the convergence rate is either slower or not guaranteed, which promotes our development of BPMD database, a collection of matrix data from physics engines. Together with an interface for user to load data sets into testing environment. Figure 6 shows the convergence rate for Lemke's algorithm, which has similar convergence trend with that using synthetic data. However, an obvious difference appeared for matrixsplitting methods, which are shown in figure 7 . The projected Jacobi method fails to converge, which behaves like a flat line and the error drops slowly, even though using up the maximum number of iteration. Besides, for PGS method, it converges to 10 −8 and then gets stuck, with no decreasing error until reaching the iteration limit. We have also seen similar nonconvergent behaviours for PGS in other physical problems. PSOR is the only method that has similar performance with synthetic data, which takes 400 iterations to converge. Figure 8 shows the results of Newton's method using simulation data. The FB Newton method converges to 10 −7 after 13 iterations and then stuck at the point. The CCK Newton method converges to 10 −11 after 16 iterations. The Min Map Newton method converges to the predefined tolerance after 14 iterations. As we mentioned above, the second order methods are more expensive, even with small iterations. 
CONCLUSIONS AND FUTURE WORK Conclusions
From the results with synthetic data, and those with data from simulation, we found that the general convergence performance is similar: Lemke's algorithm works best for a system with small number of unknowns (< 100), first-order matrixsplitting solvers are good at finding a warm start solution, while second order methods is computationally expensive, but with a faster convergence rate. However, the solvers tend to con- verge slower or even not converge for some of the data from real physics engine, while they are easier to converge fast with synthetic data. Therefore, we provide a BPMD database and benchmark framework, to help numerical methods developers test their new algorithm, and also to facilitate fair comparison of solvers in multibody dynamics field.
Future Work
We would like to provide a unified solver interface, to take the solvers that solve different models: LCP, MLCP, NCP. The physical simulation used in this paper is spheres falling into boxes, while simulation with complex geometries such as nonconvex bodies and meshes would be more demanding. The spheres simulation used to generate the test cases for this paper is a more "solver friendly". Therefore, data from more complex simulation scenes will be tested in the future to compare the performance of solvers.
