Abstract. We give a new self-contained proof of Bronshtein's theorem, that any continuous root of a C n−1,1 -family of monic hyperbolic polynomials of degree n is locally Lipschitz, and obtain explicit bounds for the Lipschitz constant of the root in terms of the coefficients. As a by-product we reprove the recent result of Colombini, Orrú, and Pernazza, that a C n -curve of hyperbolic polynomials of degree n admits a C 1 -system of its roots.
Introduction
Choosing regular roots of polynomials whose coefficients depend on parameters is a classical much studied problem with important connections to various fields such as algebraic geometry, partial differential equations, and perturbation theory.
This problem is of special interest for hyperbolic polynomials whose roots are all real. Probably the first result in this direction was obtained by Glaeser [9] who studied the square root of a nonnegative smooth function. The most important and most difficult result in this field is Bronshtein's theorem [6] : any continuous root of a C p−1,1 -curve of monic hyperbolic polynomials, where p is the maximal multiplicity of the roots, is locally Lipschitz with uniform Lipschitz constants; cf. Theorem 1. A multiparameter version follows immediately; see Theorem 2. A different proof was later given by Wakabayashi [23] who actually proved a more general Hölder version; for a refinement of Bronshtein's method in order to show this generalization see Tarama [22] . Kurdyka and Paunescu [11] used resolution of singularities to show that the roots of a hyperbolic polynomial whose coefficients are real analytic functions in several variables admit a parameterization which is locally Lipschitz; in one variable we have Rellich's classical theorem [20] that the roots may be parameterized by real analytic functions.
A C p -curve of monic hyperbolic polynomials with at most p-fold roots admits a differentiable system of its roots. Using Bronshtein's theorem, Mandai [12] showed that the roots can be chosen C 1 if the coefficients are C 2p , and Kriegl, Losik, and Michor [10] found twice differentiable roots provided that the coefficients are C 3p . Recently, Colombini, Orrú and Pernazza [7] proved that C p (resp. C 2p ) coefficients suffice for C 1 (resp. twice differentiable) roots and that this statement is best possible.
In this paper we present a new proof of Bronshtein's theorem. Our proof is simple and elementary. The main tool is the splitting principle, a criterion that allows to factorize polynomials under elementary assumptions. The coefficients of the factors can be expressed in a simple way in terms of the coefficients of the original polynomials, so that the bounds on the coefficients and their derivatives can be also carried over. Thanks to this we obtain explicit bounds on the Lipschitz constant of the roots. As a by-product we give a new proof of the aforementioned result of Colombini, Orrú, and Pernazza on the existence of C 1 -roots; see Theorem 3. Note that the statements of Theorem 1, Theorem 2, and Theorem 3 are best possible in the following sense. If the coefficients are just C p−1,1 then the roots need not admit a differentiable parameterization. Moreover, the roots can in general not be parameterized by C 1,α -functions for any α > 0 even if the coefficients are C ∞ . Some better conclusions can be obtained if additional assumptions are made; see [1] , [3] , [4] , [5] , [16] , [15] .
Convention. We will denote by C(n, . . .) any constant depending only on n, . . .; it may change from line to line. Specific constants will bear a subscript like C 1 (n) or C 2 (n).
Bronshtein's theorem
Let I ⊆ R be an open interval and consider a monic polynomial
We say that P a (t), t ∈ I, is a C p−1,1 -curve of hyperbolic polynomials if (a j ) n j=1 ∈ C p−1,1 (I, R n ) and all roots of P a (t) are real for each t ∈ I.
Note that ordering the roots of a hyperbolic polynomial
n on the space of hyperbolic polynomials of degree n, see e.g. [1, 4.1] , which can be identified with a closed semialgebraic subset H n ⊆ R n , see e.g. [13] . By a system of the roots of P a (t), t ∈ I, we mean any n-tuple λ = (λ j )
Note that any continuous root µ 1 of P a (t), t ∈ I, i.e., µ 1 ∈ C 0 (I, R) and P a (t)(µ 1 (t)) = 0 for all t ∈ I, can be completed to a continuous system of the roots µ = (µ j ) n j=1 , cf. [17, 6.17] . Theorem 1 (Bronshtein's theorem). Let P a (t), t ∈ I, be a C p−1,1 -curve of hyperbolic polynomials of degree n, where p is the maximal multiplicity of the roots of P a . Then any continuous root of P a is locally Lipschitz. Moreover if p = n then for any pair of intervals I 0 ⋐ I 1 ⋐ I and for any continuous root λ(t) its Lipschitz constant can be bounded as follows
where the constants C(n, I 0 , I 1 ),C(n, I 0 , I 1 ) depend only on n and the intervals I 0 , I 1 . (More precise bounds are stated in Subsection 4.6.)
If p < n then there exist uniform bounds on the Lipschitz constant provided the multiplicities of roots are at most p "in a uniform way". These bounds are stated in Subsection 4.7.
For an open subset U ⊆ R m and p ∈ N ≥1 , we denote by C p−1,1 (U) the space of all functions f ∈ C p−1 (U) so that each partial derivative ∂ α f of order |α| = p − 1 is locally Lipschitz. It is a Fréchet space with the following system of seminorms,
where K ranges over (a countable exhaustion of) the compact subsets of U; on R m we consider the 2-norm = 2 . By Rademacher's theorem, the partial derivatives of order p of a function f ∈ C p−1,1 (U) exist almost everywhere and coincide almost everywhere with the corresponding weak partial derivatives.
Theorem 1 readily implies the following multiparameter version.
Theorem 2. Let U ⊆ R m be open and let P a (x), x ∈ U, be a C p−1,1 -family of hyperbolic polynomials of degree n, where p is the maximal multiplicity of the roots of P a . Then any continuous root of P a is locally Lipschitz.
Moreover, if p = n for any pair of relatively compact subsets U 0 ⋐ U 1 ⋐ I and for any continuous root λ(t) its Lipschitz constant can be bounded as follows
where the constants C(m, n, U 0 , U 1 ),C(m, n, U 0 , U 1 ) depend only on m, n, and the sets U 0 , U 1 .
Proof. Let λ be a continuous root of P a . Without loss of generality we may assume that U 0 and U 1 are open boxes parallel to the coordinate axes, U i = m j=1 I i,j , i = 0, 1, with I 0,j ⋐ I 1,j for all j. Let x, y ∈ U 0 and set h := y − x. Let {e j } m j=1 denote the standard unit vectors in R m . For any z in the orthogonal projection of U 0 on the hyperplane x j = 0 consider the function λ z,j : I 0,j → R defined by λ z,j (t) := λ(z + te j ). By Theorem 1, each λ z,j is Lipschitz and
The bounds (2.2) follow from (2.1).
Next we suppose that P a (t), t ∈ I, is a C p -curve of hyperbolic polynomials of degree n, where p is the maximal multiplicity of the roots of P a . Then the roots can be chosen C 1 . We will give a new proof of this recent result of [7] , see Theorem 3.
For a function f (t) we denote by f ′− (t 0 ) (resp. f ′+ (t 0 )) the left (resp. right) derivative of f at the point t 0 . Theorem 3. Let P a (t), t ∈ I, be a C p -curve of hyperbolic polynomials of degree n, where p is the maximal multiplicity of the roots of P a . Then:
(1) Any continuous root λ(t) of P a has both one-sided derivatives at every t ∈ I.
(2) These derivatives are continuous: for every t 0 ∈ I we have
There exists a differentiable system of the roots. (4) Any differentiable root is C 1 .
Preliminaries

Tschirnhausen transformation.
A monic polynomial
is said to be in Tschirnhausen form if a 1 = 0. Every P a can be transformed to such a form by the substitution
, which we refer to as Tschirnhausen transformation,
We identify the set of monic real polynomials P a of degree n with R n a , where a = (a 1 , a 2 , . . . , a n ), and these in Tschirnhausen form with R n−1
a . It what follows we write the effect of the Tschirnhausen transformation on a polynomial P a simply by adding tilde, Pã.
Thus let Pã be a monic polynomial in Tschirnhausen form. Then
n , where the s i denote the Newton polynomials in the roots λ j of P a . Thus, for a hyperbolic polynomial Pã in Tschirnhausen form,
Lemma 1. The coefficients of a hyperbolic polynomial Pã in Tschirnhausen form satisfy
Proof. Newton's identities give |ã i | ≤ 1 i i j=2 |s j ||ã i−j |, whereã 0 = 1, which together with
will imply the result by induction on i. To show (3.2) we note that it is equivalent to
Each mixed term λ 
This implies the statement.
3.2. Splitting. The following well-known lemma (see e.g. [1] or [2] ) is an easy consequence of the inverse function theorem.
Lemma 2. Let P a = P b P c , where P b and P c are monic complex polynomials without common root. Then for P near P a we have
, defined for P near P a , with the given initial values.
Proof. The product P a = P b P c defines on the coefficients a polynomial mapping ϕ such that a = ϕ(b, c), where a = (a i ), b = (b i ), and c = (c i ). The Jacobian determinant det dϕ(b, c) equals the resultant of P b and P c which is nonzero by assumption. Thus ϕ can be inverted locally.
If Pã is in Tschirnhausen form andã = 0 then, the sum of its roots being equal to zero, it always splits. The space of hyperbolic polynomials of degree n in Tschirnhausen form can be identified with a closed semialgebraic subset H n of R n−1 a . By Lemma 1, the set H
n is hyperbolic and, by Lemma 2, it splits, i.e., Q a = Q b Q c and deg Q b , deg Q c < n, on some open ball B p (r) centered at p. Thus, there exist real analytic functions ψ i so that, on B p (r),
likewise for c j . The splitting Q a = Q b Q c induces a splitting Pã = P b P c , where
likewise for c j . Shrinking r slightly, we may assume that all partial derivatives of ψ i are separately bounded on B p (r). We denote byb j the coefficients of the polynomial Pb resulting from P b by the Tschirnhausen transformation.
Lemma 3. In this situation we have |b 2 | ≤ 2n|ã 2 |.
Proof. Let (λ j ) k j=1 denote the roots of P b and (λ j ) n j=1 those of P a . Then, as
as required.
3.3. Coefficient estimates. We shall need the following estimates. (Here it is convenient to number the coefficients in reversed order.)
Proof. We show the lemma for A = B = 1. The general statement follows by applying this special case to the polynomial A −1 P (By), y = B −1 x. Let 0 = x 0 < x 1 < · · · < x n = 1 be equidistant points. By Lagrange's interpolation formula (e.g. [14, (1.2.5)]),
and therefore 
Suppose that f is nonnegative; otherwise consider −f . It follows that the inequality holds true at the zeros of f . Let us assume that f (t 0 ) > 0. The statement follows from
Lemma 6. Let f ∈ C m−1,1 (I). There is a universal constant C(m) such that for all t ∈ I and k = 1, . . . , m,
Proof. We may suppose that I = (−δ, δ). If t ∈ I then at least one of the two intervals [t, t ± δ), say [t, t + δ), is included in I. By Taylor's formula, for t 1 ∈ [t, t + δ),
and for k ≤ m − 1 we may conclude by Lemma 4. For k = m, (3.5) is trivially satisfied.
Proof of Theorem 1
4.1. First reductions. We assume that the maximal multiplicity p of the roots equals the degree n of P a . If p < n then we may use Lemma 2 to split P a locally in factors that have this property. We discuss it in more detail at the end of the proof. So let P a (t), t ∈ I, be a C n−1,1 -curve of hyperbolic polynomials of degree n. Without loss of generality we may assume that n ≥ 2 and that P a = Pã is in Tschirnhausen form. Let (λ j (t)) n j=1 , t ∈ I, be any continuous system of the roots of Pã. Theñ a 2 (t) = 0 ⇐⇒ λ 1 (t) = · · · = λ n (t) = 0.
We shall show that, for any relatively compact open subinterval I 0 ⋐ I and any t 0 ∈ I 0 \ã −1 2 (0), there exists a neighborhood I t 0 of t 0 in I 0 \ã −1 2 (0) so that each λ j is Lipschitz on I t 0 and the Lipschitz constant Lip It 0 (λ j ) satisfies
, where I 1 is any open interval satisfying I 0 ⋐ I 1 ⋐ I. Here, recall, C(n, I 0 , I 1 ) stands for a universal constant depending only on n, I 0 , and I 1 .
This will imply Theorem 1 by the following lemma.
Proof. Let t, s ∈ I. It is easy to see that |f (t) − f (s)| ≤ L|t − s| if t and s belong to the same connected component J of I \ f −1 (0). By continuity, this estimate also holds on the closed interval J. If t ∈ J 1 and s ∈ J 2 , t < s, and J 1 ∩ J 2 = ∅, let r i be the endpoint of J i so that s ≤ r 1 < r 2 ≤ t. Then
Clearly, Lip I (f ) = L.
Convenient assumption.
The proof of the statement in 4.1 will be carried out by induction on the degree of P a . We replace the assumption of Theorem 1 by a new assumption that will be more convenient for the inductive step. Before we state it we need a bit of notation.
For open intervals I 0 and I 1 so that I 0 ⋐ I 1 ⋐ I, we set
Assumption.
are the coefficients of a hyperbolic polynomial Pã of degree n in Tschirnhausen form. Assume that there is a constant A > 0, so that for all t 0 ∈ I ′ 0 , t ∈ I t 0 (A −1 ), i = 2, . . . , n, k = 0, . . . , n,
where C(n) is a universal constant. For k = n, (A.3) is understood to hold almost everywhere, by Rademacher's theorem.
Condition (A.3) implies that
More generally, if we assignã i the weight i and |ã 2 | 1 2 the weight 1 and let L(x 2 , . . . , x n , y) ∈ R[x 2 , . . . , x n , y, y −1 ] be weighted homogeneous of degree d, then
3. Inductive step. Let Pã, I 0 , I 1 , A, t 0 be as in Assumption. We will show by induction on deg Pã that any continuous system of the roots of Pã is Lipschitz on I 0 with Lipschitz constant bounded from above by C(n) A. First we establish the following.
• For some constant C 1 (n) > 1, the polynomial Pã(t) splits on the interval
, that is we have Pã(t) = P b (t)P c (t), where P b and P c are C n−1,1 -curves of hyperbolic polynomials of degree strictly smaller than n.
• After applying the Tschirnhausen transformation P b ❀ Pb, the coefficients (
satisfy (A.1)-(A.3) for suitable neighborhoods J 0 , J 1 of t 0 , and a constant B = C(n) A in place of A.
We restrict our curve of hyperbolic polynomials Pã to I t 0 (A −1 ) and consider
Then a is continuous, by (A.2), and bounded, by Lemma 1. Moreover, by (A.4) and (A.2), there is a universal constant C 1 (n) so that, for t ∈ I t 0 (A −1 ),
According to Subsection 3.2, choose a finite cover of H 0 n by open balls B pα (r), α ∈ ∆, on which we have a splitting Pã = P b P c with coefficients of P b given by (3.4). There exists r 1 > 0 such that for any p ∈ H 0 n there is α ∈ ∆ so that B p (r 1 ) ⊆ B pα (r); 2r 1 is a Lebesgue number of the covering {B pα (r)} α∈∆ . Then, if C 1 (n) is the constant from (4.1), (4.2)
and on J 1 we have a splitting Pã(t) = P b (t)P c (t) with b i given by (3.4) . Fix r 0 < r 1 and let
(Here we assume without loss of generality that r 1 ≤ C 1 (n).) Let us show that the coefficients (b i )
of Pb satisfy (A.1)-(A.3) for the intervals J 1 and J 0 from (4.2) and (4.3). To this end we set
, and prove the following lemma.
Lemma 8. There exists a constantC =C(n, r 0 , r 1 ) > 1 such that for B =CA and for all
for some universal constant C(n).
then by Lemma 3 and (A.2),
, and hence (B.1) follows from (4.2) and (4.3), since t 1 ∈ J 0 .
Next we claim that, on J 1 ,
To see this we differentiate the following equation (k − 1) times, apply induction on k, and use (A.4),
j ; (4.5) recall that all partial derivatives of the ψ i 's are separately bounded on a(J 1 ) and these bounds are universal. From (3.4) and (4.4) we obtain, on J 1 and for all i = 1, . . . , deg P b , k = 0, . . . , n,
thus, as the Tschirnhausen transformation preserves the weights of the coefficients, cf. (A.4),
and so, by Lemma 3,
This shows (B.3) for i ≤ k. (B.3) for k = 0 follows from Lemma 1. (B.2) and the remaining inequalities of (B.3), i.e., for 0 < k < i, follow now from Lemma 9 below.
Lemma 9. There exists a constant C(n) ≥ 1 such that the following holds. If (A.1) and (A.3) for k = 0 and k = i, i = 2, ..., n, are satisfied, then so are (A.2) and (A.3) for k < i, i = 2, ..., n, after replacing A by C(n)A.
Proof. By assumption, Lip
Thus, by Lemma 5 for f =ã 2 and
That implies (A.2). The other inequalities follow from Lemma 6.
4.4.
End of inductive step. In J 1 , any continuous root λ j of Pã, where Pã is in Tschirnhausen form, is a root of either P b or P c . Say it is a root of P b . Then it has the form
where µ j is a continuous root of Pb defined on a neighborhood of t 0 . By the inductive assumption we may assume that µ j is Lipschitz with Lipschitz constant bounded from above by C(n)B. Hence λ j is Lipschitz with Lipschitz constant bounded from above by C(n)A (the constant changes), as B =C A and by (4.6) for i = k = 1. This ends the inductive step. Proof. Let δ denote the distance between the endpoints of I 0 and those of I 1 . Set
where M i = Lip 
where δ is the distance between the endpoints of I 0 and those of I 1 , and
). Then the bounds stated in Theorem 1 follow from
The first inequality follows from the (weighted) homogeneity of the formulas forã i in terms of (a 1 , . . . , a n ). (The opposite inequality does not hold in general. Adding a constant to all the roots of P a does not change the associated Tschirnhausen form Pã but changes the norm of the coefficients of P a .) 4.7. The case 2 ≤ p < n. To show that the roots are Lipschitz it suffices, using Lemma 2, to split Pã locally in factors of degree smaller than or equal to p and apply the case n = p.
In order to have a uniform bound we need to know that the multiplicities of roots are at most p "uniformly". For this we order the roots of Pã increasingly, λ 1 (t) ≤ λ 2 (t) ≤ · · · ≤ λ n (t), and consider α(t) := |λ n (t) − λ 1 (t)| min i=1,...,n−p |λ i+p (t) − λ i (t)| , α I := sup t∈I α(t).
We note that the numerator |λ n (t) − λ 1 (t)| is of the same size as |ã 2 (t)| 1 2 , for Pã in Tschirnhausen form, since then λ 1 (t) and λ n (t) have opposite signs and n|λ n (t) − λ 1 (t)| ≥ s 2 (t) Proof. Since Pb is not necessarily of class C deg P b we cannot use directly Lemma 10 and the induction on deg P a . But the proof is similar and we sketch it below.
Let I 1 = I δ = (−δ, δ) and I 0 = (−
