A "scoring rule" is an assignment of a value to every tuple (of varying sizes). This paper is concerned with the issue of how to modify a scoring rule to apply to the case where weights are assigned to the importance of each argument. We give an explicit formula for incorporating weights that can be applied no matter what the underlying scoring rule is. The formula is surprisingly simple, in that it involves far fewer terms than one might have guessed. It has three further desirable properties. The ÿrst desirable property is that when all of the weights are equal, then the result is obtained by simply using the underlying scoring rule. Intuitively, this says that when all of the weights are equal, then this is the same as considering the unweighted case. The second desirable property is that if a particular argument has zero weight, then that argument can be dropped without a ecting the value of the result. The third desirable property is that the value of the result is a continuous function of the weights. We show that if these three desirable properties hold, then under one additional assumption (a type of local linearity), our formula gives the unique possible answer.
Introduction
A scoring rule is an assignment of a value to every tuple (of varying sizes). If the entries of each tuple are numbers, then one example of a scoring rule is to take the average of the entries. Information retrieval provides us with examples of scoring rules where the entries of the tuples are not necessarily numbers. In information retrieval, the entries in each tuple might be search terms, and the scoring rule might assign a relevance score telling how well these search terms match a given document.
A common example of a scoring rule arises in a situation where an object is somehow assigned several scores. These di erent scores may be ratings on di erent attributes, or An extended abstract of this paper appears in Proc. 1997 International Conference on Database Theory, pp. 247-261, under the title "Incorporating User Preferences in Multimedia Queries".they may be ratings by di erent scorers on the same attribute. There is often a scoring rule for combining these scores into an overall score. An example where there are ratings by di erent scorers on the same attribute arises in competitive diving, where there are multiple judges who each assign a single score to each dive. 2 An overall score is then assigned to the dive, by eliminating the top and bottom scores, summing the remaining scores, and multiplying by the "degree of di culty" of the dive. 3 An important case where there are multiple attributes and a single score per attribute takes place in fuzzy logic. In particular, a score must be assigned to a conjunction A 1 ∧ A 2 that is a function of the scores of A 1 and A 2 . In his original paper [35] , Zadeh deÿned the score of A 1 ∧ A 2 to be the min of the scores of A 1 and A 2 . Similarly, he deÿned the score of the disjunction A 1 ∨A 2 to be the max of the scores of A 1 and A 2 . Zadeh's choices were later justiÿed by a famous result of Bellman and Giertz [5] , which was extended and simpliÿed by Yager [32] , Voxman and Goetschel [30] , Dubois and Prade [12] , and Wimmers [31] . They showed that min and max are the unique choices that should be assigned to the conjunction and disjunction, respectively, that fulÿll certain natural conditions. There is a large literature on other possible choices for scoring rules in fuzzy logic: see, for example, the discussion in Zimmermann's textbook [37] .
Another important case where there are multiple attributes and a single score per attribute arises in queries in multimedia database systems, which we now discuss. A database system faces the task of responding to queries. In a traditional database system, all queries deal with Boolean values, since a property is either true or false. As queries over multimedia data become more prevalent, it is important to permit various shades of gray. For example, in searching for a red picture, the user is unlikely to want a Boolean value that says whether the picture is red or not. More likely, the user would prefer a score giving the redness of a particular picture.
In general, a user might want to query not only over a single multimedia property, but might wish to take into account several properties. For example, the user might be interested in a movie clip that has a predominantly red scene with a loud noise in the sound track. In this case, there is likely to be a score giving the redness of the scene and a di erent score giving the loudness of the sound. These two scores must be combined into a single score. Such an approach is taken by the Garlic system, which is being developed at the IBM Almaden Research Center, and which provides access to a variety of data sources, including multimedia. See [6, 10] for a discussion of the Garlic system, and [14] and [7] (along with Section 11 of this paper) for a discussion of algorithms with a low middleware cost for computing distributed scores (where di erent "black boxes" produce the various scores that must be combined).
However, there is an additional problem that must be addressed. It is unlikely that the user equally values the attributes being queried. For example, the user might like to inform the multimedia system to give extra weight to the picture and less weight to the sound. In the user interface, sliders are often used to convey this information to the system. Sliders are bars on the screen that indicate the importance of each attribute. The user moves his mouse to slide an indicator along the bar in order to increase or decrease the weighting of a given attribute.
The contribution of this paper is to give an explicit formula for incorporating weights that can be applied no matter what the underlying scoring rule is. The formula we give is surprisingly simple, in that it involves far fewer terms than we might have guessed. It has three further desirable properties. The ÿrst desirable property is that when all of the weights are equal, then the result obtained is simply the underlying scoring rule. Intuitively, this says that when all of the weights are equal, then this is the same as considering the unweighted case. In the case of a multimedia database system where the weights are determined by sliders, another way to describe this desirable property is to say that if the user does not see any sliders, then this is the same as if the sliders exist and are all set to a default value where the weights are equal. The second desirable property is that if a particular argument has zero weight, then that argument can be dropped without a ecting the value of the result. The third desirable property is that the value of the result is a continuous function of the weights. It turns out that if these desirable properties hold, then under one additional assumption (a type of local linearity), our formula gives the unique possible answer. We note that our formula was developed in the context of the Garlic system.
In Section 2 we discuss min with two arguments as an example. In Section 3 we give some basic deÿnitions. In Section 4 we discuss desiderata in the weighted case. Section 5 contains our main result, which is an explicit formula for the scores in the weighted case. In Section 6, we consider a number of examples of incorporating weights into scoring rules. In particular, we discuss the e ects of • weighting the importance of the conjuncts in fuzzy logic (that is, considering "weighted min"); • weighting search terms in information retrieval (this example is from [15] );
• weighting the cost of pages in page replacement algorithms, such as considering "weighted LRU" (this example is joint with Alain Azagury); • weighting the importance of judges in competitions such as diving; and • weighting the importance of criteria in multicriterion decision-making (where it turns out to be convenient to take the range of a scoring rule to be a vector space). In Section 7, we take a geometric viewpoint of our formula. This viewpoint explains why our formula has so few terms, and shows the uniqueness of our formula under certain assumptions. In Section 8 we show that a certain strong form of linearity cannot hold except in very special cases. In Section 9 we show that our system of incorporating weights preserves many of the properties (such as monotonicity) of the scoring rules. In Section 10 we discuss some other methods of incorporating weights that have been considered in the literature, including the Choquet integral. In Section 11 we reconsider the example of queries in a multimedia database system, and discuss how the results from [14] on minimizing the middleware cost carry over in the weighted case. In Section 12 we give our conclusions.
Min with two arguments
Assume that there are two scores, namely x 1 and x 2 . In the case of queries in a multimedia database system, these scores are numbers (typically between 0 and 1, where 1 represents a perfect match) that represent how well an object rates on a particular attribute. For example, x 1 might be a score indicating how red a picture is, and x 2 might be a score indicating how loud a sound is. How should these scores be combined to re ect an "overall score" that re ects both the redness and the loudness? Should we take the average of the scores? Or what should we do? Not surprisingly, there are many possible answers, depending on the issues at hand. Garlic allows an arbitrary scoring rule to be "plugged in".
Our paper deals with the following issue. Assume that some scoring rule, such as the average or the min, is given for combining scores. How do we modify this scoring rule if we decide now that we do not want to assign equal weight to the scores? In the multimedia database example, assume that the user cares twice as much about the color of the picture as he does about the loudness of the sound. How should we combine the color score and the loudness score to obtain an overall score? If the scoring rule is simply to take the average, then the answer is fairly clear. We would assign a weight Â 1 = 2 3 to the color, and a weight Â 2 = 1 3 to the loudness. (The weights must sum to one, and the weight for color, namely Â 1 , should be twice the weight Â 2 for loudness.) We then take the weighted sum Â 1 x 1 + Â 2 x 2 . But what if we are using a di erent underlying scoring rule than the average for combining scores?
For the rest of this section, we assume that as in standard fuzzy logic, the scoring rule is to take the min. Assume again that we wish to weight the scores, where Â 1 is the weight for color, and Â 2 is the weight for loudness. Then we cannot simply take the result to be Â 1 x 1 + Â 2 x 2 . For example, if we are indi erent to color versus loudness, so that we weight them equally with Â 1 = Â 2 = 1 2 , then we would get the wrong answer by using Â 1 x 1 + Â 2 x 2 , since this does not give us the min of x 1 and x 2 . (We are assuming here that we use the underlying, or "unweighted", scoring rule for combining scores when the Â i 's are equal. Later, we shall make such assumptions explicit.) What should the answer be, as a function of x 1 ; x 2 , and Â 1 ? (Here we do not need to include Â 2 as a parameter, since Â 2 = 1 − Â 1 .)
Assume without loss of generality that x 1 6x 2 . If Â 1 = 1 2 , then the answer should be x 1 , since as we noted, when the weights are equal, we should use the unweighted rule for combining, which in this case is the min. If Â 1 = 0, then the answer should be x 2 . This is under the assumption that when an argument has 0 weight, then it can be "dropped"; this is another assumption that will be made explicit later. Similarly, if Â 1 = 1, so that Â 2 = 0, then the answer should be x 1 .
What about values of Â 1 other than 0, 1, or What would we do when there are three arguments x 1 ; x 2 , and x 3 , and three weights Â 1 ; Â 2 , and Â 3 ? Here the answer is not at all clear a priori. Our results enable us to answer this question. Our methods in this paper work for arbitrary scoring rules, not just average and min.
Deÿnitions
We assume that we are given a ÿnite index set I. In the case where scores are assigned to di erent attributes, such as in the multimedia database example, we think of I as the set of all attributes. In the multimedia database example, these attributes would include color and loudness. In the case where scores are assigned by di erent scorers (or judges) on the same attribute, such as in scoring in competitive diving, we think of I as the set of scorers. We typically use I to denote some non-empty subset of I. Let D be the set of possible entries of the tuples in the domain of a scoring rule. It is common in fuzzy logic to take D to be the closed interval [0; 1]. We shall take a tuple X (over I ) to be a function with domain I and range D. We shall usually write x i for X (i). If I = {1; : : : ; m}, then we may write (x 1 ; : : : ; x m ) for X . If I ⊆ I , then by X I , we mean the tuple that is the restriction of X to the domain I .
A scoring rule is a function whose domain is the set of all tuples over nonempty subsets of I. Henceforth we shall usually refer to a scoring rule as simply a rule, or an unweighted rule (to contrast it with a "weighted rule", which we shall deÿne shortly).
Let S be a set, that we shall take to be the range of the rule. It is common in fuzzy logic to take S (like D) to be the closed interval [0; 1]. The only requirement we impose on S is that it be a convex set, so that if 1 ; : : : ; m are nonnegative real numbers 4 that sum to 1, and s 1 ; : : : ; s m are members of S, then m i=1 i s i is also a member of S. Later, we shall consider certain situations where it is convenient to take S to be a vector space. When D = S, as is common in fuzzy logic, the rule combines a collection of scores to obtain an overall score. In this case, it would certainly be natural to assume that f(x i ) = x i . There are other situations where we do not have f(x i ) = x i . For example, in the case of information retrieval, where the entries of the tuples are search terms and the range is a set of numerical scores, such an assumption would not make sense. In any case, we do not assume that f(x i ) = x i , even when D = S.
A weighting (over I ) is a function with domain a nonempty index set I ⊆ I and range the closed interval [0; 1], whose values (i) sum to 1. Addition and scalar multiplication are deÿned in the usual way: ( · )(i) = · (i) for real numbers , and ( + )(i) = (i) + (i). We shall write Â i for (i). If I = {1; : : : ; m}, then we may write (Â 1 ; : : : ; Â m ) for .
A weighted rule is a function whose domain is the set of all pairs ( ; X ), where is a weighting and X a tuple over the same nonempty subset of I. For simplicity in notation, we shall usually write f (X ) for the result of evaluating the weighted rule with argument ( ; X ). It is convenient then to consider f as a function whose domain is the set of all tuples X over I , where I is that subset of I such that is over I .
If is over I , we deÿne the support of to be the subset of I consisting of all i ∈ I such that Â i ¿0.
Desiderata
Assume that we are given an unweighted rule. Thus, we are given a rule for assigning values to tuples. We wish to deÿne a weighted rule from the unweighted rule. Thus, intuitively, we want to determine how to modify the rule when we weight the importance of the arguments. In this section, we consider some desirable properties for the relationship between the weighted and unweighted rule. Later (Theorem 5.1), we shall show that under the additional natural assumption of a type of local linearity (that we also deÿne in this section), there is a unique choice of the weighted rule that satisÿes these properties.
Our ÿrst desirable property says intuitively that when all of the weights are equal, then the weighted rule gives the same answer as the unweighted rule. This corresponds to the intuition that the unweighted rule tells how to assign values to tuples in the case where no argument has higher weight than any other argument. Formally, denote the evenly balanced weighting over I by E I ; thus, (E I ) i = 1=card(I ) for each i ∈ I , where card(I ) denotes the cardinality of I . We say that the weighted rule is based on the unweighted rule f if whenever I is a nonempty subset of I, and X is a tuple over I , then f EI (X ) = f(X ). Thus, our ÿrst desirable property is:
• The weighted rule is based on the unweighted rule. This says that f (1=m;:::;1=m) (x 1 ; : : : ; x m ) = f(x 1 ; : : : ; x m ). Our second desirable property says intuitively that if a particular argument has zero weight, then that argument can be dropped without a ecting the value of the result. Formally, a weighted rule is compatible if whenever and X are over the same index set I , and J is the support of , then f (X ) = f J (X J ). Thus, our second desirable property is • The weighted rule is compatible. This says that f (Â1; :::; Âm−1;0) (x 1 ; : : : ; x m ) = f (Â1; :::; Âm−1) (x 1 ; : : : ; x m−1 ).
Our third desirable property is that the value of the result is a continuous function of the weights. That is, if and X are over the same index set, and if X is held ÿxed, then f (X ) is a continuous function of . Thus, our third desirable property is:
• f (Â1; :::; Âm) (x 1 ; : : : ; x m ) is a continuous function of Â 1 ; : : : ; Â m .
These three desirable properties are really essential -any method of going from an unweighted to a weighted rule that does not satisfy these three properties is seriously awed. The weighted case must bear some relation to the unweighted case, and our notion of "based on" is the only natural choice. The notion of "compatibility" is also the only natural choice for handling zero weights. And surely we would expect continuity, since a small change in the weights should lead to at most a small change in the value of the result.
These three properties are not su cient to determine a unique weighted rule from an unweighted rule; another property is needed. Perhaps the most natural additional property would be linearity: this would say that
whenever ∈ [0; 1] and ; ; X are over the same index set. Unfortunately, as we shall discuss in Section 8, linearity is incompatible with the other desirable properties, except in the case where the unweighted rule is essentially simply the average. Since we are not able to have (total) linearity, we shall settle for a weaker variation, which we call "local linearity". Local linearity turns out to imply continuity. Together with the other desirable properties, local linearity does uniquely determine a weighted rule. Furthermore, this new property leads to a simple formula for the weighted rule. To deÿne this property, we need some more deÿnitions.
Two weightings are called comonotonic if they agree on the order of importance of the arguments. 5 Formally, assume that ; are weightings over I . Then ; are comonotonic if there do not exist i; j ∈ I with Â i ¡Â j and Â j ¡Â i both holding. For example, (:2; :7; :1) and (:3; :5; :2) are comonotonic because in both cases, the second entry is biggest, the ÿrst entry is next-biggest, and the third entry is smallest. It is clear that comonotonicity is re exive and symmetric. Comonotonicity is not transitive, since for example (0; 1) and (1; 0) are not comonotonic, while (0:5; 0:5) is comonotonic to both (0; 1) and (1; 0).
We now deÿne local linearity, and argue that it is fairly natural. Intuitively, local linearity says that the scoring rule acts like a balance. If two weightings are comonotonic, then local linearity demands that the weighting that is the midpoint of two comonotonic weightings should produce a value that is the midpoint of the two values produced by the given weightings. In fact, local linearity extends beyond the midpoint to any weighting that is a convex combination of two comonotonic weightings: if a weighting is a convex combination of two weightings that are comonotonic, then local linearity demands that the associated value should be the same convex combination of the values associated with the given weightings. Formally, we say that a weighted rule is locally linear if Eq. (1) holds whenever (a) ∈ [0; 1], (b) ; ; X are over the same index set I , and (c) and are comonotonic. The next proposition says that local linearity implies continuity, as a function of the weights. (To deÿne continuity, we need to deÿne the distance between two weightings and . We simply take the distance to be the Euclidean distance.)
Proposition 4.1. Assume that the weighted rule is locally linear. Then f (X ) is a continuous function of ; for each ÿxed X .
Proof. The proof is given in Section 7.
Since we allow the possibility that the unweighted rule not be a continuous function of X , this can certainly happen also in the weighted case. As we shall see in Section 9, under our method of obtaining the weighted rule from the unweighted rule, the weighted rule is continuous as a function of X if this is true of the unweighted rule.
Our main theorem (Theorem 5.1) gives an explicit, simple formula for obtaining a weighted rule from an unweighted rule. The weighted rule is based on the unweighted rule, compatible, and locally linear. Furthermore, the theorem says that our formula gives the unique such weighted rule.
A weighted rule is totally linear if Eq. (1) holds even when and are not necessarily comonotonic. As we mentioned above, we shall see from Theorem 8.1 that extending linearity to hold for all weightings and not merely the comonotonic ones severely restricts the possible choices for the unweighted case. That is, total linearity of the weighted rule can be obtained only for certain very restricted choices of the unweighted rule, which essentially correspond to taking the average. Although we argued above that local linearity is a reasonable assumption, we might argue that total linearity is perhaps too strong. When the order of importance of two components changes, a dramatic shift might occur, and there is no reason to assume that the value associated with the midpoint has any relation to the value associated with the endpoint weightings. It might even occur that the midpoint of two weightings is not comonotonic to either weighting. For example, (0:3; 0:4; 0:3) is the midpoint of (0:1; 0:4; 0:5) and (0:5; 0:4; 0:1) but is not comonotonic to either one.
It is helpful to have a notation for selecting the most important ( .e. the largest) component of a weighting, down to the least important (i.e. the smallest) component of a weighting. A bijection that provides such a service is said to "order" the weighting. If orders a given weighting, then (1) represents the most important component and (m) represents the least important component (where m is the number of components). This is formalized in the next deÿnition.
Assume that m = card(I ). A bijection from {1; : : : ; m} onto I is said to order a weighting over
It is easy to see that every weighting is ordered by some bijection .
Main theorem
Our original goal in doing the research for this paper was to obtain a procedure that, given an unweighted rule, would give a corresponding weighted rule, where three essential properties hold: 1. The weighted rule is based on the unweighted rule. 2. The weighted rule is compatible. 3. The value f (X ) of the result is a continuous function of . As we shall discuss, we obtain a procedure where not only do (1) and (2) above hold, but where (3) is replaced by the stronger (3 ) below ( (3 ) is stronger than (3) by Proposition 4.1): 3: The weighted rule is locally linear. Not only do we obtain a procedure, but we in fact obtain a closed-form formula for the weighted rule, that we give in the following theorem. As we shall explain, this formula is surprisingly simple, in that it involves far fewer terms than we might have guessed. In fact, the simplicity of the formula is an argument in favor of local linearity. Furthermore, the theorem says that this weighted rule is the unique one that satisÿes (1), (2), and (3 ).
Theorem 5.1. For every unweighted rule f there exists a unique weighted rule that is based on f; compatible; and locally linear. If I = {1; : : : ; m} ; and X and are over I with
We note for later use that if we no longer assume that I = {1; : : : ; m} and that Â 1 ¿Â 2 ¿ · · · ¿Â m , but simply that m = card(I ) and that is ordered by , then (2) becomes
We shall often refer to the formula in (2) as "the weighting formula". If we were to adopt the natural convention that Â m+1 = 0, then the last term m · Â m · f(x 1 ; : : : ; x m ) in the weighting formula could be written as m · (Â m − Â m+1 ) · f(x 1 ; : : : ; x m ), which makes it have the same form as the other terms.
The proof of Theorem 5.1 is given at the end of this section. The simplicity of the weighting formula is rather surprising, since it is not clear a priori that f (X ) should depend only on f(x 1 ); f(x 1 ; x 2 ); : : : ; f(x 1 ; : : : ; x m ), and not on other values of f. For example, when m = 3; f is min, and Â 1 ¿Â 2 ¿Â 3 , then the formula for f (X ) is a convex combination of the three terms x 1 ; min(x 1 ; x 2 ), and min(x 1 ; x 2 ; x 3 ) only, and not of any of the terms x 2 ; x 3 ; min(x 1 ; x 3 ), or min(x 2 ; x 3 ). In general, f (X ) depends on the values of f(X Z) for only m of the 2 m −1 possible choices of Z. Thus, the formula is not only simple, but it is surprisingly simple. In Section 7, we show how a geometric view of our formula explains why there are only m terms.
As we shall show when we prove Theorem 5.1, the weighting formula is well deÿned, even when some of the Â i 's are equal. For example, if Â 2 = Â 3 , then should the second term of the weighting formula involve f(x 1 ; x 2 ) or f(x 1 ; x 3 )? The point is that it does not matter, since in either case the result is multiplied by (Â 2 − Â 3 ), which is 0.
Note that if f(X ) is rational for each X , and if each Â i is rational, then f (X ) is also rational (cf. footnote 4 of Section 3).
The following corollary is useful.
Corollary 5.2. Let i be the coe cient of f(x 1 ; : : : ; x i ) in the weighting formula; for 16i6m; so that f (X ) = m i=1 i · f(x 1 ; : : : ; x i ). Then i ¿0 for each i; and
Proof. The fact that i ¿0 for each i follows immediately from the assumption in Theorem 5.1 that
We now show that
Note from Corollary 5.2 that f (X ) is a convex combination of members of the range S (since f(X ) is in S for each X ). This is why we took the range S to be convex: the weighted rule has the same range S as the unweighted rule.
We close this section with a proof of Theorem 5.1.
Proof of Theorem 5.1. We begin by showing that the weighting formula is well deÿned, even when some of the Â i 's are equal. Since we shall need to use di erent permutations of the index set I , we shall need to make use of (3). Thus, assume that is ordered by both and ; we must show that
Let J be the subset of {1; : : : ; m − 1} consisting of all i such that Â (i) is strictly greater than Â (i+1) (possibly J is empty). Deÿne J + to be J ∪ {m}. Write the members of J + as i 1 ; : : : ; i s , where i 1 ¡ · · · ¡i s = m. Thus, there are exactly s distinct values of the Â i 's, namely Â (i1) ; : : : ; Â (is) , with Â (i1) ¿ · · · ¿Â (is) . Among the Â i 's, there are exactly i 1 with the highest value, exactly i 2 − i 1 with the next highest value, and so on. Since the previous sentence is independent of the permutation ( or ), it follows that the values i 1 ; : : : ; i s are independent of the permutation, and so J + is the same whether it is deÿned using (as we did) or using . Hence, J = J + ∩ {1; : : : ; m − 1} is also independent of the permutation. Therefore, J is equal to the subset of {1; : : : ; m − 1} consisting of all i such that Â (i) is strictly greater than Â (i+1) . Now Â (1) ; Â (2) ; : : : ; Â (i1) are precisely those Â i 's with the highest value; Â (i1+1) ; : : : ; Â (i2) are precisely those Â i 's with the second highest value; and so on. Identically, we have that Â (1) ; Â (2) ; : : : ; Â (i1) are precisely those Â i 's with the highest value; Â (i1+1) ; : : : ; Â (i2) are precisely those Â i 's with the second highest value; and so on. So { (1); : : : ; (i j )} and { (1); : : : ; (i j )} each contain exactly those i 's that have one of the j highest distinct values. Therefore, { (1); : : : ; (i)} = { (1); : : : ; (i)} for every i in J .
If 16i6i 1 , then Â (i) and Â (i) are both equal to the highest distinct value of the Â i 's, and hence are equal. If i 1 + 16i6i 2 , then Â (i) and Â (i) are both equal to the second highest distinct value of the Â i 's, and hence are equal. Continuing this argument, we see that
for all i with 16i6m − 1 and i = ∈ J , it follows that we can change the indices of summation in (4) to i ∈ J ; that is, (4) equals
Identically, (5) equals
But it follows from (6) and (7) that (8) and (9) are equal. This concludes the proof that f is well deÿned.
: : : ; x m ) = f(x 1 ; : : : ; x m ). Thus, the weighted rule is based on f.
The fact that the weighted rule is locally linear follows easily from the fact that the weighting formula is explicitly a linear function of the Â i 's (within each simplex consisting of a set of 's that are comonotonic).
We now show that the weighted rule is compatible. Assume as before that Â 1 ¿Â 2 ¿ · · · ¿Â m . Let k be maximal such that Â k ¿0. Thus, {1; : : : ; k} is the support of . We must show that f (X ) as given by (2) is equal to the result of replacing m by k in the formula given in (2) . But it is simple to verify that both are equal to the sum of the ÿrst k summands in the weighting formula (2). Finally, uniqueness is shown in Section 7.
Examples
To illustrate the simplicity and usefulness of the weighting formula, it is helpful to see some examples. In particular, in this section we illustrate its wide range of applicability by including examples from various domains. Example 1. There is one unweighted scoring rule where we know what the corresponding weighted scoring rule "should be". Namely, if the unweighted scoring rule is to take the average (x 1 + · · · + x m )=m, then we expect the weighted scoring rule to be the weighted average Â 1 x 1 + · · · + Â m x m . This is fairly straightforward to verify; let us do so for the case m = 3. In this case, the weighting formula is
as desired.
Example 2. We now show that the weighting formula gives the "right" values, as discussed in Section 2, in the case of min with two arguments. This follows from the fact that the weighted rule described in Section 2 satisÿes the conditions of Theorem 5.1, and so coincides with the weighting formula by uniqueness. Again, it is instructive to give a direct derivation of this equality. Assume as in Section 2 that x 1 6x 2 . If Â 1 ¿1=2, then the weighting formula is
as in Section 2. If Â 1 61=2 (so that Â 2 ¿Â 1 ), then the weighting formula is
as in Section 2. (The ÿrst equality in (10) holds since Â 1 + Â 2 = 1.)
Example 3. What does the weighting formula give us in the case of min with three arguments? Assume Â 1 ¿Â 2 ¿Â 3 . The formula is
Note how simple this formula is. There is probably no way we would have guessed this formula a priori.
Example 4. We now consider the case of information retrieval, which we mentioned in the introduction. Here the user issues a query against a given repository by presenting a set of search terms to an information retrieval system, and the system assigns a relevance score to each document, based on the search terms. The system then presents the user with a list of documents, ranked by their relevance scores.
To apply our methodology, let us hold ÿxed some document d, and let X be a tuple whose entries consist of search terms (we are assuming in this example that the order of the search terms does not a ect the relevance score). We deÿne f(X ) to be the relevance score of document d using the search terms in X . Our methodology then gives us a way to assign a relevance score when a weight is assigned to each search term.
We study this example in detail in [15] .
Example 5. Our next example is concerned with obtaining versions of page replacement algorithms, where the pages have possibly di erent weights. 6 A computer system typically has a storage hierarchy. When a page of data is needed, it is brought into the top level of the storage hierarchy (we shall refer to this top level as the cache). Typically, to make room for this page, another page is removed from the cache according to some page replacement algorithm. For example, the LRU ("least recently used") page replacement algorithm [21] removes the page that has been least recently used.
There are some situations where certain pages are more expensive to retrieve than others. For example, if a page is retrieved from a remote site, we might consider the time to retrieve the page to be its cost. It would be desirable to use a page replacement algorithm that takes this cost into consideration. Thus, if there is a choice between removing a more expensive page and a less expensive page from the cache, the page replacement algorithm should somehow favor keeping the more expensive page in the cache, and thereby tend to remove the less expensive page.
Assume that each page in the cache has a weight: pages with a higher cost should have a bigger weight. For example, we could assign weights that are proportional to the costs. Our methodology enables us to obtain a weighted version of page replacement algorithms (such as "weighted LRU"). The details, which are somewhat messy, are omitted. 7 Example 6. It is instructive to reconsider the case of the scoring rule used in judging diving that we mentioned in the introduction, where the overall score is obtained by eliminating the top and bottom scores, summing the remaining scores and multiplying by the degree of di culty of the dive. Let X be a tuple (of scores). Deÿne g(X ) to be the result of summing all of the entries of X except the biggest and smallest. Thus, if the index set I of X has at least two members, then
If f is a tuple over the set I of all judges, then the unweighted rule is as follows:
where d is the degree of di culty of the dive.
Let us say that the set I of judges is of size seven (this is the standard number of judges in international competition). In order to apply the weighting formula when we assign weights to the scores of the seven judges, we need not only the deÿnition of f(X ) when X is a tuple over the set I of all judges, as given by (12) , but also the deÿnition of f(X ) when X is over a proper subset of I. How should f(X ) be deÿned in this case? There are (at least) two possibilities. Possibility 1. We strictly mimic (12) . In particular, when the index set of X has either one or two members (so that there are either one or two judges), then f(X ) is identically zero: this is because when we eliminate the top and bottom scores, then no scores are left.
Possibility 2. What is probably more reasonable is to take
when the index set I of X has at least three members, and otherwise to take
Thus, in this case, if there are only one or two judges, then no scores are eliminated, and so the overall score is simply the sum of the scores times the degree of di culty of the dive. 8 In retrospect, it is not surprising that we must consider the situation when there are less than seven judges to determine what to do in the weighted case, since, for example, if we assign weights of zero to, say, three judges, then by compatibility, we are reduced to considering the scoring rule when there are four judges. However, it is somewhat intriguing from an epistemological point of view that even if we know that there are always exactly seven judges, we are forced to consider "possible worlds" where there are fewer judges. Such reasoning, where we are forced to consider worlds that are commonly known to be impossible, is called counterfactual [19] .
Let us now look closer at the situation where we weight the importance of the various judges' scores: for example, some senior judge's score might be more important than the scores of any of the other judges. Assume for deÿniteness that Â 1 ¿Â 2 ¿ · · · ¿Â m , so that in particular the weight Â 1 assigned to the score of judge 1 is strictly larger than any of the other weights. What does the weighting formula then say in the weighted case? Under possibility 2 above, we see that the score of judge 1 is then never completely ignored, even if his score is the highest or the lowest. Instead, some multiple of judge 1's score is always averaged in, because the multiplicative factor (Â 1 − Â 2 ) is strictly positive. Under possibility 1 above, however, it is straightforward to verify that in the weighted case, just as in the unweighted case, judge 1's score is ignored if it is the highest or the lowest.
Example 7. Let us now consider a simpliÿcation of the scoring rule for diving, where we simply take as the overall score the sum of the scores of the judges (thus, no scores are eliminated, and the degree of di culty is not considered). Similarly, we can consider a simpliÿcation of the scoring rule for gymnastics (cf. footnote 3 of Section 1) where we simply take as the overall score the average of the scores of the judges (thus, no scores are eliminated). At ÿrst glance, these two simpliÿcations (taking the sum versus taking the average) seem to be essentially identical. After all, the results (as to who ÿnished ÿrst, who ÿnished second, and so on) are unchanged when we simply multiply every score by the same positive constant (namely, the number of judges). But interestingly enough, in the weighted case it makes a di erence as to whether the score is taken to be the sum or the average, as we now show.
Take the simple case where there are two contestants (A and B) and two judges (1 and 2). Assume that judge i gives A the score a i , and gives B the score b i , for i = 1; 2. In the unweighted case, contestant A wins if a 1 + a 2 ¿b 1 + b 2 , ties if a 1 + a 2 = b 1 + b 2 , and loses if a 1 + a 2 ¡b 1 + b 2 . This is true whether the score is taken to be the sum or the average. So in the unweighted case, the winner is the same, whether the score is taken to be the sum or the average.
Assume that the weight for judge i is Â i , for i = 1; 2 (so of course Â 1 + Â 2 = 1). Now consider the weighted case where Â 1 ¿ 1 2 , so that the ÿrst judge has more weight than the second judge. Assume that a 1 ¿b 1 , so that the ÿrst judge gives a higher score to contestant A than to contestant B. Assume also that a 2 ¡b 2 , so that the second judge gives a higher score to contestant B than to contestant A. When the scoring rule is the sum, then by the weighting formula, the overall score for contestant A is (Â 1 − Â 2 )a 1 + 2Â 2 (a 1 + a 2 ), which equals a 1 + 2Â 2 a 2 (since Â 1 + Â 2 = 1). Similarly, the overall score for contestant B is b 1 + 2Â 2 b 2 . So contestant A wins precisely if
On the other hand, when the scoring rule is the average, then contestant A wins precisely if
It is straightforward to assign the parameters so that (15) fails but (16) holds. 9 This means that contestant A loses when the unweighted score is taken to be the sum, but wins when the unweighted score is taken to be the average. Perhaps there is some interesting theory underlying this example.
Example 8. We now consider scoring in ÿgure skating (which, as we shall see, can be viewed as a special case of voting schemes, or of multicriterion decision-making). In ÿgure skating, it turns out that the numerical values of the scores given by the judges are unimportant: all that matters is the rank order of the contestants for each judge. So in the case of ÿgure skating, the domain D (the entries of the tuples) is the set of all permutations 10 of the contestants, one permutation for each judge. There is a complicated rule that determines the overall order of ÿnish of the contestants. 11 Let us assume that there are n contestants. For the sake of this example, let us take the range S of the scoring rule to be the Euclidean space n , where is the set of real numbers. Let X be a tuple of permutations of the contestants (one permutation for each judge), and let I be the set of judges. If the rules of ÿgure skating say that in this situation the jth contestant ÿnishes in i j th place, for 16j6n, then we take f(X ) = (i 1 ; : : : ; i n ). We can think of the jth entry of the vector f(X ) as giving the score of contestant j, where the contestant that ÿnishes in ÿrst place gets a score of 1, the contestant that ÿnishes in second place gets a score of 2, and so on. In the weighted case, where we assign weights to the judges, f (X ) as deÿned in (2) then gives us a vector of scores for the contestants, where again the jth entry of the vector f (X ) is the score of contestant j. The contestant with the lowest score wins, the contestant with the second-lowest score is in second place, etc.
In this example, the range is taken to be a vector space, rather than, as in the previous examples, simply a set of real numbers. We note that we did not really need to take the range to be a vector space. Instead, we could have taken a separate unweighted rule f j for each contestant j, such that f j is the projection onto the jth component of the rule f that we described above.
Scoring in ÿgure skating ÿts the paradigm of multicriterion decision-making, which has a large literature in economics (see, for example [3] ). Here, there are a set of alternatives, and a set of relevant criteria. For each criterion, there is a permutation of the set of alternatives, which tells the best alternative under that criterion, the secondbest, and so on. There is then an aggregation method that decides on an overall ranking of the alternatives, based on the criteria. A voting scheme [2, 16] , such as that for judging ÿgure skating, ÿts this paradigm, where we think of the contestants as the alternatives, the judges (or voters) as the criteria, and the rule that tells the order of ÿnish of the contestants as the aggregation method. The method we have described in this example for applying our methodology can be easily adapted to this general framework of multicriterion decision-making. We are thereby able to take an arbitrary aggregation method and modify it to allow us to assign a weight to each criterion.
In a traditional voting scheme, the voters are treated homogeneously, in a symmetric manner (at least in the unweighted case). This would not necessarily be the case in multicriterion decision-making, where di erent criteria might be treated di erently, even in the unweighted case. There is already another natural way (other than our method) to ÿnd a weighted version of a voting scheme (at least in the case where the weights are rational). We simply allow multiple copies of voters, where the number of multiple copies is proportional to the weight, and treat these multiple copies as independent voters. It is an interesting question, which will require future research, to understand the di erences between the results of our approach and of this "multiple copy" approach.
Viewing the weighting formula geometrically
In this section, we take a geometric viewpoint. Thereby, we see why the weighting formula is unique, and why it has only a linear number of terms. Furthermore, we use our geometric machinery to prove Proposition 4.1, which says that local linearity implies continuity, as a function of the weights.
For simplicity in notation, let us assume throughout this section that X is ÿxed. Assume that we are given a weighted rule (a function of ( ; X )), where again we denote the value at ( ; X ) by f (X ). As in the proof of Proposition 4.1, deÿne a function h with domain the set of weightings, such that h( ) = f (X ).
Local linearity of the weighted rule says that if and are comonotonic and
The next simple lemma says that (17) generalizes to convex combinations of an arbitrary number of weightings, not just two. 
Proof. For simplicity, we prove this result only when m = 3; the general result can be proved similarly, by induction. The result is clearly true if 1 = 1, so assume that 1 = 1. Then
This was to be shown.
Let U be the simplex deÿned by Â 1 + · · · +Â m = 1 and Â 1 ¿Â 2 ¿ · · · ¿Â m ¿0. (A similar argument applies when instead of assuming that
we assume more generally that Â (1) ¿Â (2) ¿ · · · ¿Â (m) ¿0. We are assuming that Â 1 ¿Â 2 ¿ · · · ¿Â m ¿0 simply for ease in notation.) We now show that the extreme points 12 of U are precisely the points e 1 ; : : : ; e m , deÿned as follows: 
Thus, no point other than e 1 ; : : : ; e m can be an extreme point of U . Now the points e 1 ; : : : ; e m are linearly independent, since the matrix whose ith row is e i is a triangular matrix with only positive elements on the diagonal, and so the determinant is positive. It is not hard to show that since every point in U is a convex combination of e 1 ; : : : ; e m , and since the points e 1 ; : : : ; e m are linearly independent, it follows that the extreme points of U are precisely e 1 ; : : : ; e m . Let f be an unweighted rule, and assume we are given a weighted rule that is based on f, compatible, and locally linear. Again, we denote the value at ( ; X ) by f (X ), and write f (X ) as h( ). By Eq. (19) and Lemma 7.1, we have
But what is h(e i ) in this equation? Let I = {1; : : : ; i}. Note that the restriction of e i to {1; : : : ; i} is the evenly balanced weighting E I , where (E I ) j = 1=i for each j ∈ I . Then h(e i ) = f ei (X ) = f Ei (x 1 ; : : : ; x i ) by compatibility = f(x 1 ; : : : ; x i ) since the weighted rule is based on f:
When we substitute this value for h(e i ) into (20), we ÿnd that h( ), that is, f (X ), equals the weighting formula in (2) . This proves the uniqueness part of Theorem 5.1, as promised.
This analysis shows a reason why there are only m terms in the weighting formula: it is because the simplex U has only m extreme points. The key to the uniqueness proof is that the formula is determined uniquely by its values at the m extreme points.
We now prove Proposition 4.1, which says that local linearity implies continuity, as a function of the weights. Assume that the weighted rule is locally linear. As before, if we denote f (X ) by h( ), then we see by Eq. (19) and Lemma 7.1 that (20) holds. This shows that h is a linear (and hence continuous) function in the simplex deÿned by Â 1 + · · · + Â m = 1 and Â 1 ¿Â 2 ¿ · · · ¿Â m ¿0 (and similarly in each simplex deÿned by Â 1 + · · · + Â m = 1 and Â (1) ¿Â (2) ¿ · · · ¿Â (m) ¿0). Since h is continuous in each such simplex, and since there are a ÿnite number of such simplexes, each of which is a closed set, it follows that h is continuous everywhere. Proposition 4.1 follows.
We note that historically, we derived the weighting formula by a di erent geometric view than that which we just presented. We now discuss this other view, and how it enabled us to determine a formula for f by induction on the number of nonzero entries of . To start o the induction, note that if has only one nonzero entry, so that Â i = 1 for some i, then f is uniquely determined, since then f (X ) = f E {i} (x i ) by compatibility, and in turn f E {i} (x i ) = f(x i ) since the weighted rule is based on the unweighted rule. Assume now that has m nonzero entries. By compatibility, we can assume that is over an index set I of size m. Let V be the (m − 1)-dimensional hyperplane in m-dimensional Euclidean space (indexed by I ), where V is deÿned by i∈I Â i = 1. Let R be the (bounded) subregion of V where Â i ¿0 for each i ∈ I . For each i ∈ I , let B i be the (m − 2)-dimensional hyperplane that is the intersection of V with the (m − 1)-dimensional hyperplane deÿned by Â i = 0. Then the boundary B of R is the union of the B i 's. Each in B has at least one 0 entry. Therefore, by induction hypothesis (and by compatibility), we can assume that we already have determined a formula for f for each in B. Now is a linear combination of E I and of some in B; say = ·E I +(1− )· , where ∈ [0; 1]. (In fact, = m·Â (m) when is ordered by .) Assume that X is over I . We know that f EI (X ) = f(X ), since the weighted rule is based on f, and by induction hypothesis we know a formula for f . By local linearity, we know that we can then take f (X ) to be · f(X ) + (1 − ) · f (X ). This turns out to give us the weighting formula.
We remark that unlike the geometric viewpoint given at the start of this section, under this latter geometric viewpoint it is not at all clear that the weighting formula should have a linear number of terms. Indeed, we were surprised when our computations yielded only a linear number of terms.
Totally linear rules
When is the weighted rule not only locally linear, but even totally linear? Theorem 8.1 below tells us that this happens only for very special unweighted rules f, namely, those where f(x 1 ; : : : ; x m ) = (f(x 1 ) + · · · + f(x m ))=m. Proof. (1 ⇒ 2) . For each i in I , let i be the weighting over I that is entirely concentrated on component i. Thus, ( i )(i) = 1 and ( i )(j) = 0 if j = i. Therefore,
f i (X ) m since the weighted rule is totally linear
f(x i ) m since the weighted rule is compatible and based on f:
Here the proof is as in Example 1. (3 ⇒ 1) . It is easy to see from a straightforward calculation that part (3) implies that the weighted rule is totally linear.
Under the natural assumption (discussed near the beginning of Section 3) that f(x i ) = x i , part (2) says that f(x 1 ; : : : ; x m ) = (x 1 + · · · + x m )=m, so that the unweighted rule is precisely the average. Part (3) then says that f (Â1;:::;Âm) (x 1 ; : : : ; x m ) = Â 1 · x 1 + · · ·+ Â m · x m , the weighted average.
Inherited properties
In this section, we restrict our attention (except at the end of the section) to situations where the domain D (which represents the values of the arguments of the scoring rule) and the range S (the values the scoring rule takes) are each sets of numbers. For example, these might correspond to situations where we are combining a collection of scores to obtain an overall score. So far we have not considered any other restrictions on a scoring rule. In practice, a scoring rule usually enjoys many properties such as continuity, monotonicity, etc., in its argument X . As we discuss in this section, these properties are inherited by the weighted rule.
We say that an unweighted rule is continuous if for each choice of index set I , it is continuous when restricted to tuples X over I . Similarly, a weighted rule is continuous if each f is continuous in the argument X . Note that this is in contrast to the discussion in Section 4, where we were concerned with continuity in the weighting . In the case where the scoring rule is combining individual scores to obtain an overall score, we would expect the scoring rule to be continuous: slight changes in individual scores should lead to only slight changes in the overall score.
If X and X are each tuples over the same index set I , let us write X ¿X if x i ¿x i for each i ∈ I , and X ¿X if x i ¿x i for each i ∈ I . We say that an unweighted rule is monotonic if for each choice of index set I , it is monotonic when restricted to tuples over I . That is, an unweighted rule f is monotonic if f(X )¿f(X ) whenever X ¿X .
An unweighted rule is strictly monotonic if f(X )¿f(X ) whenever X ¿X . Similarly, a weighted rule is monotonic (resp. strictly monotonic) if each f is monotonic (resp. strictly monotonic). In the case where the scoring rule is combining individual scores to obtain an overall score, we would certainly expect the scoring rule to be monotonic: intuitively, if the individual scores according to X are each at least as big as the corresponding scores according to X , then the overall score of X should be at least as big as the overall score of X . Similarly, we expect a scoring rule to be strictly monotonic; if it is monotonic but not strictly monotonic, then there is a portion of the domain where the scoring rule is insensitive. In fact, in Section 10 we shall mention an example of a weighted rule that is monotonic but not strictly monotonic, that arises under a certain method for obtaining the weighted rule; such a rule might be considered undesirable.
We now deÿne a notion of an unweighted rule being strict. This notion will be important in Section 11. For this notion, we assume that, as is common in fuzzy logic, the domain D and the range S are both the closed interval [0; 1]. Intuitively, an unweighted rule is strict if it takes on the value 1 precisely when it is over a tuple of all 1's. Formally, we say that an unweighted rule f is strict if whenever X is over I , then f(X ) = 1 i x i = 1 for every i ∈ I . Strictness is certainly a property we would expect of any scoring rule that is used to evaluate the conjunction. We now deÿne strictness in the weighted case. Assume that is over I . We say that has full support if the support of is I , that is, if Â i is nonzero for every i ∈ I . We say that a weighted rule is strict if whenever and X are over I , and has full support, then f (X ) = 1 i x i = 1 for every i ∈ I .
An unweighted rule f is called translation-preserving if f(X ) = f(X ) + a, provided X and X are over the same index set I , and x i = x i + a for every i ∈ I . Similarly, a weighted rule is translation-preserving if each f is translation-preserving in this sense. The idea behind a translation-preserving scoring rule is that if all the input scores are increased by the same amount, then the output score is increased by that same amount. Unlike the situation with continuity and monotonicity, we do not usually expect a scoring rule to be translation-preserving, even in the case where the scoring rule is combining scores to obtain an overall score. Of course, the min function is translation-preserving. In fact, as we shall discuss later (Proposition 10.1), min is the unique monotonic, translation-preserving binary function (up to boundary conditions).
An unweighted rule f satisÿes betweenness if min X 6f(X )6 max X for every X . This says that the resulting score lies between the smallest and largest of its arguments. This is certainly a natural property that we might expect of a scoring rule that combines scores to obtain an overall score. An unweighted rule f is idempotent if f(x; : : : ; x) = x for every x in the domain D. This says that if all of the "input scores" are equal, then the resulting output score has this same value. It is clear that if a scoring rule satisÿes betweenness, then it is also idempotent. As before, we say that a weighted rule satisÿes betweenness (resp. is idempotent) if each f satisÿes betweenness (resp. is idempotent) in this sense.
The next theorem says that the properties we have discussed in this section are inherited by the weighted rule.
Theorem 9.1. If an unweighted rule is continuous (resp. is monotonic, is strictly monotonic, is strict, is translation-preserving, satisÿes betweenness, is idempotent); then the corresponding weighted rule given by the weighting formula is continuous (resp. is monotonic, is strictly monotonic, is strict, is translation-preserving, satisÿes betweenness, is idempotent) as well.
Proof. All of the results follow from Corollary 5.2. The only result that does not follow easily is for strictness, which we now consider.
Assume that f is strict, and that (Â 1 ; : : : ; Â m ) has full support (which means that each Â i is nonzero). By Corollary 5.2, we know that f (X ) is a convex combination Assume that f (X ) = 1. Since by assumption 06f(x 1 ; : : : ; x i )61 for each i, it follows that for each i where i ¿0, necessarily f(x 1 ; : : : ; x i ) = 1 (otherwise the convex combination could not take on the maximal value of 1). In particular, f(x 1 ; : : : ; x m ) = 1. Since by assumption f is strict, it follows that x i = 1, for 16i6m. This was to be shown.
In the remainder of this section, we no longer assume that the domain D and the range S are each sets of numbers. We would like to show that some sort of symmetry is inherited by the weighted rule from the unweighted rule. Normally, a function is called symmetric if it is unchanged by any permutation of its arguments. In our setting, this translates to saying that we can take any permutation of the indices without changing the result. We now formally deÿne the notion of symmetry. In this deÿnition, • represents functional composition, and (I ) represents the image of the set I under the function when I is a subset of the domain of .
An unweighted rule f is called symmetric if f(X (I )) = f((X • ) I ) for each permutation of I, each nonempty I ⊆ I, and each X over (I ). A weighted rule is called symmetric if f (X ) = f • (X • ) for each permutation of I, each over (I ), and each X over (I ). (Note that f and X are over (I ), and that f • and X • are over I .) Being symmetric means intuitively that we do not distinguish among the arguments. Theorem 9.2. If an unweighted rule is symmetric, then the corresponding weighted rule given by the weighting formula is symmetric as well.
Proof. Since we shall need to use di erent permutations of the index set I , we shall again need to make use of (3) .
Assume that f is a symmetric, unweighted rule. Assume that the weighted rule is based on f, compatible, and locally linear, that is a permutation of I, and that and X are over (I ). Let = • and let X = X • . Note that and X are over I . It su ces to show that f (X ) = f (X ).
Let m = card(I ). Let be a bijection from {1; : : : ; m} onto (I ) such that is ordered by . Let = −1 • (here −1 represents the inverse function, which is deÿned since is injective). Note that is a bijection from {1; : : : ; m} onto I . Assume that i6m. Then
Since is ordered by , it follows that is ordered by . Now, f(X { (1); : : : ; (i)}) = f(X ({ (1); : : : ; (i)})) = f(X • { (1); : : : ; (i)}) = f(X { (1); : : : ; (i)}). Here the second equality holds since f is symmetric. Thus, f(X { (1); : : : ; (i)}) = f(X { (1); : : : ; (i)}) for i6m.
From (3), it follows that
which is the desired result.
It is quite common for naturally occurring scoring rules to be symmetric. For example, average, max, and min are symmetric scoring rules. Of course, some circumstances might provide a reason to treat the arguments di erently and occasion the use of a nonsymmetric scoring rule. One such scenario could arise if, say, we are considering scores assigned to di erent attributes, and all of the scores about one particular attribute are guaranteed to be in the interval [0; 1 2 ], but for the other attributes the scores can range throughout the interval [0; 1]. Assume that in this situation we are "designing" a scoring rule. Consider the case where the tuple X has two entries x 1 and x 2 , and where x 1 is guaranteed to be in the interval [0; 1 2 ]. Instead of, say, taking f(X ) in this case to be the average (x 1 + x 2 )=2, it would probably be more reasonable to "normalize" and take it to be (2x 1 + x 2 )=2 instead. This leads to an unweighted rule that is not symmetric.
Related work
There is much work in the economics literature about indi erence curves. This includes work on computing optimal indi erence curves (which depend on user-supplied weightings). That work is only tangentially related to ours, since the focus there is on computing optimality. See [18] for a more complete discussion. In Example 8 of Section 6, we discussed voting schemes as an example where there is a "competing" approach to ours for incorporating weights. As we noted, future research is required to understand the issues involved. In Section 10.1, we discuss other methods for obtaining a weighted rule from an unweighted rule. In Section 10.2, we consider the Choquet integral, which is also intended to deal with weightings.
Other approaches
We now discuss three methods from the literature for obtaining a weighted rule from an unweighted rule, and compare them with our approach. Each of these methods deals only with one or a few particular unweighted rules, rather than, as in our approach, with arbitrary unweighted rules. Method 1. The ÿrst method is inspired by a paper by Dubois and Prade [13] . It deals with the case where the min function is used in the unweighted case (in fact, the title of Dubois and Prade's paper is "Weighted Minimum and Maximum Operations in Fuzzy Set Theory"). Their underlying scenario and goals are actually quite di erent from ours (for example, instead of dealing with probabilities Â i , they deal with possibility distributions [36] ). Nonetheless, it is instructive to compare the explicit formula that they obtain for the "weighted min", and see how it fares under our criteria.
Let X be a tuple over I with range [0; 1], let f(X ) = min i∈I {x i } and let
where M = max i∈I {Â i }. It is easy to check that the weighted rule is compatible, and based on f. Note that the weighted rule is not locally linear.
An attractive feature of this weighted rule is that it is simple, continuous (both in and X ), monotonic, strict, symmetric, and idempotent, and it satisÿes betweenness. However, it is not strictly monotonic. For example, let Â 1 = 2 3 and Â 2 = 1 3 . The reader can easily verify that f (:7; :3) and f (:8; :4) are each equal to :5. In fact, it is easy to verify that if x 2 6:56x 1 , then f (X ) = :5. We consider this undesirable, since it says intuitively that f is insensitive to its arguments in this region.
The fact that the weighted rule (21) is compatible and based on f depends on the assumption that we are considering min only over tuples with range [0; 1]. If we were to allow tuples with a di erent range, and in particular the range (−∞; +∞), then it is not clear how to modify the weighted rule (21) . In contrast, our weighting formula for min is the same in all cases.
Also, this weighted rule is not translation-preserving, since f (:8; :4) = f (:7; :3)+:1. We consider this undesirable because, as the following proposition shows, the key feature of min (the underlying scoring rule) is that it is monotonic and translationpreserving. Thus, up to boundary conditions, it is uniquely determined by being monotonic and translation-preserving. 
when is over I . It is easy to check that the weighted rule is compatible and is based on f. Note that the weighted rule is not locally linear. Unlike other scoring rules we have discussed, these take us out of the rationals.
The weighted rule given by the formula (24) is quite reasonable: it gives a natural generalization of the unweighted formula (23); it is continuous (both in and X ), strictly monotonic, strict, symmetric, and idempotent, and it satisÿes betweenness. It is not translation-preserving, but we would not expect it to be, since the unweighted rule is not translation-preserving.
As was the case with Methods 1 and 2 in this section, the formula for f in (24) is computationally easier than the weighting formula in this case, since only one square root is involved in (24) , whereas m square roots are involved in the weighting formula.
One possible objection to (24) is that it is not clear why Â 2 i , rather than Â i , is being used in the formula; either seems like a reasonable alternative. In fact, the QBIC 13 system [23] also uses a variation of Euclidean distance, and in the weighted case uses Â i rather than Â 2 i . Because of the speciÿc form of the unweighted rule (23), there is a natural extension to the weighted rule, as given by (24) . There are other examples where there is a natural way (other than ours) to modify an unweighted rule to obtain a weighted rule. For example, if f(X ) is the geometric mean (x 1 · · · x m ) 1=m , then a natural generalization in the weighted case would be x The point of this example is that for certain special unweighted rules, there may be a natural way to obtain a weighted rule that is not the weighted rule given by the weighting formula that our methodology gives us. In fact, the extension (24) is more in the spirit of the unweighted case (23) than our extension, the weighting formula (2). But our methodology has the advantage that it always gives us a (simple) way to obtain a weighted rule from an unweighted rule, no matter what the unweighted rule is.
Choquet integral
The Choquet integral [8, 27] of a function generates a weighted version of the function. A nice overview appears in [17] .
Let g be a function with ÿnite domain X and range [0; 1]. Let be a set function (that is, a function with domain the power set of X ) and range [0; 1]. It is common to make various assumptions about , such as that (∅) = 0, that (X ) = 1, and that is monotone (i.e., (A)6 (B) if A ⊆ B). We think of as a generalized measure. servers. A single Garlic query can access data in a number of di erent subsystems. An example of a nontraditional subsystem that Garlic accesses is QBIC [23] ("Query By Image Content"). QBIC can search for images by various visual characteristics such as color and texture. In [14] , the ÿrst author developed an e cient algorithm for evaluating conjunctions in such a system, when the conjuncts are independent. In this section, we show that this algorithm can be carried over to the weighted case.
Let us begin with an example, where we deal ÿrst with the unweighted case. Consider again the fuzzy conjunction (Color = 'red') ∧ (Sound = 'loud'). We denote this query by Q. Assume that two di erent subsystems deal with color and sound (for example, QBIC might deal with color). Garlic is a middleware system that has to piece together information from both subsystems in order to answer the query Q. Let I be the index set {Color,Sound}, and let o be an object. Assume that the redness score of object o, as determined by the subsystem dealing with color, is x 1 , and the loudness score of object o, as determined by the subsystem dealing with sound, is x 2 . Let X be a tuple over I whose Color value is x 1 and whose Sound value is x 2 . Then, in the setup of this paper, we would take the overall score of object o under query Q to be f(X ), where f is the scoring rule.
Let us say that we are interested in ÿnding the top 10 answers to query Q (that is, the 10 objects with the highest overall scores, along with their scores). One way to do this would be to evaluate the query on every single object in the database, and take the 10 objects with the highest overall scores (ties would be broken arbitrarily). The problem with this naive algorithm is that there is a very high middleware cost: 15 every single object in the database must be accessed. The ÿrst author [14] gives an algorithm that is much more e cient, provided that the conjuncts are independent. He shows that if the scoring rule (in this case, f) is monotonic, then the middleware cost is of the order of the square root of the number of objects in the database. (More precisely, it is shown that if there are m conjuncts, and N objects in the database, then the middleware cost for ÿnding the top k objects in the database is O(N (m−1)=m k 1=m ), with arbitrarily high probability. For details about the probabilistic assumptions, see [14] .) Furthermore, it is shown that if the scoring rule is strict, then this is optimal.
What about the weighted case, where, say, we care twice as much about the color as about the sound? It follows from Theorem 9.1 that if the unweighted rule is monotonic and strict, then so is the weighted rule. Now the upper bound in [14] depends only on the scoring rule being monotonic, and the matching lower bound depends only on the scoring rule being strict. Therefore, we have the following theorem.
Theorem 11.1. Assume that the unweighted rule is monotonic and strict. Then for the corresponding weighted rule given by the weighting formula; there is an algorithm A for ÿnding the top k answers to the query determined by f . If the support of consists of m independent attributes; then the middleware cost for algorithm A is O(N (m−1)=m k 1=m ) with arbitrarily high probability; and this is optimal.
Summary
There are numerous situations where there is a rule for assigning values to tuples. It is often the case that we do not wish to give equal weight to all of the components. This paper presents, by means of a surprisingly simple formula, a general method that extends any rule to a weighted version of the rule. Our method is the unique one that satisÿes certain natural properties.
