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ABSTRACT
The primary objective of this investigation was the development of 
a practical analytical method of determining the interface thermal con­
ductance of a bolted joint from a minimum of design information. Such a 
method was developed and its validity demonstrated with experimental 
data.
In reviewing the literature, it was found that the development of a 
completely analytical method was hampered by a number of factors. These 
included the lack of: (1) experimental data for the stress distribution
under boltheads, (2) an experimentally verified method for obtaining the 
stress distribution in the interface of a bolted joint and the region of 
apparent contact, and (3) a theoretical method for predicting the inter­
face gap when the stresses are known. A comprehensive program combining 
experimental analysis with theory and digital computer calculations was 
undertaken to eliminate the unknowns and to provide the necessary 
analytical techniques.
Normal stress distributions under button-head and fillister-head 
bolts were measured and the results indicate that the common assumption 
of a uniform stress is not always valid.
Measurements of the interface stress distribution between thin 
bolted plates were made and the results for the extent of the stress 
region were found to disagree with Sneddon's theory developed for a sim­
plified configuration. This disagreement was found to be Important when 
calculating deflections of bolted plates. Fernlund1s simplified approach 
to determining the Interface stress distribution, previously verified for
xxi
thick plateB, was shown to be invalid for thin plates. A new approximate 
method was developed to replace Fernlund*s simplified method for thin 
plates and was shown to yield Interface stress distributions which, when 
used to calculate plate deflections, produced deflections in good agree­
ment with experimental measurements. The goodness of the agreement was 
found to depend upon the exact value used for the extent of the interface 
stress region.
An analytical technique, employing the method of superposition, was 
developed to describe the deflection of thin circular plates with center 
holes, subject to non-uniform partial loading. The resulting equations 
were programmed for solution on a digital computer. The validity of this 
analysis was checked experimentally for thin circular and square plates. 
Using the computer program, the deflection of thin bolted plates was 
shown to be extremely sensitive to the Interface stress distribution. 
Fernlund1s simplified method to determine the interface stress distribu­
tion, when used with the digital program was found to yield plate deflec­
tions more than an order of magnitude too large for thin plates. Plate 
deflection calculations, based upon experimental data obtained in this 
study for the radial extent of the interface stress and an approximate 
method developed to describe the Interface stresses between thin plates, 
were shown to agree well with measured values of plate deflection.
The interface pressures and plate deflections, determined from the 
study of bolthead and joint Interface stresses, were used in equations 
previously developed to determine the thermal conductance of two bolted 
joints in the region of Interfacial contact, and in the zone of inter- 
facial separation. The computed values of thermal conductance were used
xxil
in a finite-difference heat transfer analysis to determine the steady- 
state temperature gradients across aluminum and stainless-steel bolted 
joints in air and vacuum. These computed gradients were found to agree 
with experimentally determined gradients within 2°F. The experimental 
gradients were obtained in 5 tests in air at ambient pressure and 
4 tests in vacuum.
xxiii
CHAPTER I 
INTRODUCTION
The determination of accurate temperature distributions and heat 
transfer rates in highly-stressed structures is of great Importance, 
particularly in the aerospace industry. High temperatures are produced 
in high performance aircraft and rockets by either aerodynamic heating 
or heat transfer from products of combustion; in spacecraft, by solar 
heating. Very low temperatures are also produced in these same vehicles, 
owing primarily to the cooling action of cryogenic propellants. At 
certain times, one part of a structure is being severely heated and an 
adjacent part is being cryogenically cooled. This combination results 
in large temperature gradients and correspondingly high heat transfer 
rates.
In the majority of structural temperature studies, the temperature 
distribution in structural members that are bolted or riveted together 
is determined by assuming that the fasteners are not present and that 
the members are in perfect physical contact, i.e., thermally they act 
as a uniform solid. However, when the need for accurate temperature 
distributions is combined with high heat transfer rates, the discontinu­
ity of the real joint may no longer be ignored. This is also true in 
spacecraft structures when the need for accurate temperature distribu­
tions is combined with only moderate heat transfer rates. This latter 
problem occurs frequently in spacecraft structures which are adjacent to 
astronomical experiments.
The following is an example of a transient heat transfer problem in 
which joint discontinuity must be considered.
Consider the simple, two-dimensional lap joint depicted in 
Illustration 1-1. If T3 and X* are fixed temperatures at points P3 and 
P4 and heat is flowing into the joint only at P3 and leaving only at P4 , 
a transient temperature analysis can be obtained with a digital computer 
The thermal properties of the materials and the thermal conductance of 
the Interface must be known. The value of the interface thermal conduc­
tance can have a pronounced effect on the temperature at points 1 and 2 
as well as on the transient heat rejection rate.
bi
Qx
^  Qa
ILLUSTRATION 1-1 Two-Dimensional Lap Joint
This effect is demonstrated in the results of a short study, graphi 
cally presented in Figures 1-1 and 1-2, which was conducted with the 
digital program described in reference 1. The pertinent physical data 
is also given in these two figures. The value of the interface thermal 
conductance used--6.7 x 10~B BTU/ina sec °F--admittedly is quite low. 
Values of this order have been experimentally measured, however, in the 
case of riveted lap joints by Coulbert and Liu (2). A low value was pur 
posely chosen to emphasize the large errors that can sometimes occur if 
the joint discontinuity is neglected. In many spacecraft, a temperature
FIGUBE 1-1 TEMPERATURE DISTRIBUTION IN A LAP JOINT WITH AND WITHOUT 
CONTACT RESISTANCE
Q
2
/
Q
1
W ill. I M r i l l  ■ I 1 IMnfl •§»*» #Mfc» ■»**!*rf"r'r-ti^ rr-?xr 
•MU . t . fc. 1 |* . to iff * ■■
SWKi.l u ( ■fc-cJi.i.fc.t
i
TIME IN SECONDS
FIGURE 1-2 RATIO OF HEATING RATES IN A LAP JOINT WITH AND WITHOUT CONTACT RESISTANCE
5error of 10 degrees or a 10 percent error In heat transfer rate can be 
serious.
The purpose of this investigation was to provide a means of analyti­
cally determining the interface thermal conductance of a bolted joint 
from a minimum of design information. Until the present time, this was
,is
not possible, as a discussion of the present state-of-the-art will show 
in Chapter II.
The investigation was both theoretical and experimental. The 
experimental work was intended both to provide empirical data for bolt- 
head and Joint interface stress distributions where current theory is 
inadequate, and to verify the heat transfer analysis.
6CHAPTER II
BACKGROUND, LITERATURE SURVEY, AND PROBLEM DEFINITION
A discussion of the underlying physical mechanisms and a review of 
the current state of affairs pertaining to joint thermal conductance is 
required before this investigation can be described. A systematic treat­
ment of the various aspects is necessary because of the complexity of 
the overall problem. This will be done according to the following 
outline:
A. The differences between an idealized joint (or contacts) and an 
actual mechanical joint, either bolted or riveted, will be 
explained.
B. The heat transfer mechanisms involved in interfacial heat trans­
fer will be described and their magnitudes compared,
C. Previous research pertaining to heat transfer across contacts 
and actual mechanical joints will be discussed,
D. The specific problem under investigation will be defined and 
the work done will be outlined.
A. Idealized Joint Versus an Actual Mechanical Joint
In most of the work that has been done to measure either the heat 
transfer across or the thermal conductance of an interface, many simpli­
fying assumptions have been made. The mechanical fastener was eliminated 
and the problem worked as if the two joint members were pressed together 
by a uniformly distributed load. The simplification is demonstrated by 
Illustration II-1.
There are important differences between the heat transfer problems 
of actual joints and of contacts. In the actual joint, the width of the 
interface (interface gap) is a function of fastener and joint geometry 
as well as the torque applied to the fastener. The width of this gap
7varies considerably along the interface. In the idealized joint, the 
applied load is uniform and the interface stress is macroscopically 
uniform. The interface stress varies on a microscopic scale because of 
irregularities on the contact surfaces. Of primary importance in a 
study of the thermal conductance of contacts is the consideration of the 
microscopic roughness. A study of the thermal conductance of an actual 
mechanical joint involves primarily the determination of the macroscopic 
contact zone, which is a function of the stresses induced in the joint 
members by the fastener.
B. Interfacial Heat Transfer Mechanisms
The essential problem in the study of Interfacial heat transfer is 
to determine either the effective thermal conductivity or the thermal 
resistivity of the Interface. Since the basic mechanisms of heat trans­
fer across actual mechanical joints and contacts are the same, the fol­
lowing discussion will be initially confined to contacts. The problem 
of the actual joint will be considered later.
x
Actual Joint Idealized Joint or Contacts
ILLUSTRATION II-1
8Consider two plates that are placed together and held in position 
by a uniformly applied force. To the unaided eye, the two plates might 
appear to be in perfect contact, especially if the surfaces in contact 
are highly polished. On the contrary, because microscopic irregularities 
do exist, even in the most highly polished surfaces, the two plates do 
not meet over the entire area of the interface. Especially at low con­
tact pressures, the surfaces may touch at very few places (as few as 
three are possible). Although the interface gap varies from point to 
point (Illustration 11-2) an average value of this gap can be used to 
represent the proximity of the two surfaces. If the outside surface of 
plate 1 in Illustration II-2 is heated and the outside surface of 
plate 2 is cooled, a temperature gradient will exist across the width of
< iZ
Plate 1 *• x
Plate 2
Qou t
Ct AT 
C. + Cf
Interface Gap » 6 (x)
Contact Points
ILLUSTRATION II-2 Heat Transfer across Contacts
9the plates. This gradient will be the summation of the gradients across 
each plate and the temperature drop (AT) that occurs at the interface. 
This temperature drop is the result of a finite interface gap.
The total heat transfer between the surfaces will be due to the 
heat conducted across the actual contact points and that transferred 
across any interstitial fluid. If the total heat transfer rate is 
denoted by Qt , the heat transfer rate across the contact points by Q»; 
and the rate across the fluid by Qr:
Qt ■ Ok + Of - (q* + qf)A - A(C. + cf )AT (n-i)
where C, and Cf denote the thermal conductance of the contact points and
the fluid, respectively, and A is the apparent contact surface area.
1) Fluid Conductance:
The conductance of the interstitial fluid, if one is present, 
depends on several factors, since heat transfer across the fluid may 
occur by conduction, convection, radiation or a combination of these. 
Therefore Cf may be expressed as
Cf « C0 + Cv + CR (II-2)
where C© , Cv , and C* are the thermal conductances of the fluid due to 
conduction, convection, and radiation, respectively. These conductances 
need discussion in some detail. It will be shown that, at moderate tem­
perature levels, radiation and convection can be neglected, in most 
contacts and joints.
Radiation. First compare heat transfer across an interface gap by 
radiation and fluid conduction. The heat flux by radiation can be 
expressed as
10
qR = CR(T* - Ts) (H-3)
where T* and TB are the absolute temperatures of the contact surfaces.
The Stefan-Boltzmann equation applied to this situation is shown by 
Eckert and Drake (3) to be
a(Tj - TB )
q« = 1 ---- ;----- (II-4)
c + c ‘ 1
where C = Stefan-Boltzmann constant and eA and CB are the emittances of 
the contact surfaces. A combination of equations II-3 and II-4 gives
0(T* + TB)(Tf + if)
CR  —  . (II-5)
-=- + -=—  1 
® A eB
Assume now an equivalent interface gap for radiation; this is a gap 
thickness that would have the same conductance by fluid conduction. Then
CR » kf /6„ (II-6)
where k, is the thermal conductivity of the interface fluid for the
average temperature and pressure of the gap. If it is assumed that
X ^ X
e A » eB = 1  and T* ~  TB ~  ~ — - - T* , then
kf
6R - — . (II-7)
4ffTS
In Figure II-1, this expression is plotted for air at a pressure of one 
atmosphere. The fluid thermal conductivity is independent of pressure 
except in the vacuum range; i.e., less than about 0,2 psia [according to
R. A. Minzner et al. (4)]. The curve is therefore a conservative esti­
mate for most problems (since « €B ■> 1) involving air as the interface 
fluid and is typical for most other gases.
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If, in a particular situation, the maximum interface gap is small 
compared with 6* heat transfer by radiation may be neglected. In 
Figure II-1 again, for an interface temperature of 1000°R, it can be 
seen that the equivalent air gap for radiation is 0.034 inches. Since 
a nominal value for large gaps is actually about 0.001 inches, the heat 
transfer due to radiation would only be about three percent of that due 
to fluid conduction. Of course, when there is no fluid in the gap, the 
conductance due to radiant heat transfer has to be compared with the 
value of the conductance of the contact points to determine if radiation 
must be considered.
Convection. Consider now the problem of convective heat transfer 
in the interface gap. To determine whether convection across a particu­
lar interface may be neglected, the ratio Cv/CD = Cv6/kf is convenient, 
where 6 is the average value of the interface gap. Jacob (5) gives 
values of the ratio for air determined by various investigators. These 
values are presented in graphical form as a function of the Grashof 
Number, Gr.
To apply this data to the immediate problem, the properties of air 
are evaluated at TH . The expression Cv 6/kf is the ratio of the conduc­
tance for heat transfer by convection to that for conduction only. 
McAdams (6) indicates that, for a vertical interface gap (the orienta­
tion most conducive to convection), free convection can be ignored for 
Gr < 2000. For a horizontal gap, the limiting Grashof Number is 1000.
Figure II-2 (from reference 7) is useful for determining whether 
natural convection should be considered in a particular case. This 
figure is a plot of the minimum interface gap thickness for free convec­
tion versus the temperature drop across the gap, with TM as a parameter.
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FIGURE II-2 MINIMUM INTERFACE GAP THICKNESS FOR FREE
CONVECTION VS. TEMP. DROP ACROSS INTERFACE
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It is based on a limiting Grashof Number of 2000, an ambient pressure of 
one atmosphere, and air as the interface fluid. If the interface pres­
sure is less than one atmosphere, the minimum gap thickness for free 
convection increases. From Figure II-2 it can be seen that in most 
cases, heat transfer by convection will be only a small percentage of 
that by fluid conduction.
Conduction. From the foregoing discussion, it can be concluded 
that the dominant mode of heat transfer across the fluid in the interface 
gap will be conduction, in most cases.
Previously it was noted that conductive heat transfer across the 
gap is proportional directly with the fluid conductivity and inversely 
with the average value of gap thickness. Thus, the conductance due to 
fluid conductivity is
kf
C0 = —  . (II-8)
6
The value of CD can be determined if kf and 6 are known. (Methods of 
determining 6 will be discussed later.) The value of kf is dependent 
upon the fluid, the interface temperature, and, in some cases, the 
ambient pressure. Since air is the most common fluid, the value of kf 
for air will be considered here.
The thermal conductivity of dry air, k* , is plotted as a function 
of temperature at a pressure of one atmosphere in Figure II-3. Experi­
mentally, k* has been found to be independent of pressure, except at 
very low pressures when the mean free path of the air molecules 
approaches the width of the interface gap (8). At these low pressures, 
continuum theory ceases to be applicable. Free-molecule heat conduc­
tivity must be used.
15
0.8
«o
i
o
W
to
I
s
:=>
pq
Eh
M
>
t-t
H
U
B
sr,
O
o
0.6
0.4
0.2
400 200
°R
1600 2000800 
TEMPERATURE
FIGURE II-3 THERMAL CONDUCTIVITY OF DRY AIR VS. TEMPERATURE
16
Dushman (9) gives the free-molecule heat conductivity of a gas at 
32°F as
A - 2-56„X- ^ 3 ( X i i )   E S _  (H.,)r f ' B - IJ sec oR lbf
where M is the molecular weight of the gas and y is the ratio of specific 
heats. Dushman also gives the mean thermal conductivity between two 
surfaces in slip flow as
A
where Pf is the pressure (psia) and Tf is the temperature (°R) of the 
fluid between the surfaces. Dushman shows that
e( lHr 5 ) - (II-U >
and if this equation is combined with equations II-9, 11-10 and 11-11, 
the result is
( B T U _ \
\in. sec °r )
5.53 X l(Ta . ( H - 12)
T " v ^ T
This equation is plotted in Figure II-4 for air at five values of Tf . 
When a value for the thermal conductivity of air is needed at pressures 
lower than those available from Figure II-4, equation 11-12 may be used 
with the appropriate value of the molecular weight.
With a knowledge of the fluid conductivity and the average value of 
the Interface gap thickness, the fluid conductance due to conduction can 
be determined. If radiation and convection may be neglected, then this 
is the total value of fluid conductance. With a known value of Cf , a 
determination of C* will give the total conductance of the interface.
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2) Contact Point Conductance:
Much work, both theoretical and experimental, has been and is 
currently being done to define the nature and magnitude of the contact 
point conductance for idealized joints. In order to adequately discuss 
this problem, it is necessary to consider some of the theoretical 
approaches that have been taken and the results of the numerous experi­
mental Investigations. This will be done in the following paragraphs.
C. Literature Survey
The problem of determining the thermal gradients across surfaces in 
contact (or its equivalent, the thermal conductance of contacts) was of 
concern as far back as 1913, when Northrup (10), in discussing this 
problem in relation to the measurement of the thermal conductivity of 
metals, presented some experimental data. He measured the thermal con­
tact resistance of the interface between two solid-copper cylinders,
3.8 cm in diameter, pressed together and found that at a pressure of 
1,6 kg the interface resistance is equal to the thermal resistance of a 
section of the copper bar, 31.2 cm long. In 1919, Taylor (11) accounted 
for contact thermal resistance to design an apparatus to measure the 
thermal conductivity of various building materials; in 1922, Van Dusen 
(12) measured the thermal resistance of contacts as a function of the 
physical condition of the interface and the type of filler material 
employed in the interface.
Jacobs and Starr (13), in 1939, measured the thermal conductance of 
gold, silver, and copper contacts as a function of interface temperature 
and pressure. Theirs was the first work in the modern era. In the same 
year, Bowden and Tabor (14) measured the area of contact between two
contacting surfaces by electrical conductance measurements. Their 
primary interest was the electrical resistance problem. In 1940-41, 
three more papers (15, 16, 17) appeared which gave experimental data 
related to the electrical resistance problem. In 1944, Karush (18) 
presented one of the first mathematical approaches to the contact heat 
transfer problem.
Since the late forties, many more papers have been published which 
discuss the contact conductance problem. A very comprehensive bibliog­
raphy of these was compiled by Atkins (19) in 1965, and a fairly com­
prehensive review of this literature was prepared by Minges (20) in 1966 
A detailed discussion of some experimental results and of three theo­
retical approaches will be made in later paragraphs, but no discussion 
will be given here of the papers during the period from 1945 to 1965. 
However, some of the very recent work will be briefly touched upon.
Most of the very recent papers have been concerned with experiments 
data for the thermal conductance of metal joints in a vacuum. During 
1965-66, the results of at least seven experimental studies in vacua 
were published (21, 22, 23, 24, 25, 26, 27). These dealt primarily with 
metals; aluminum and its alloys, copper, iron, stainless steel, beryl­
lium, and magnesium. In most cases, the contact bearing pressure was 
the significant independent parameter. Koh and John (28) investigated 
the effect of soft metal foils in the interface on the thermal contact 
resistance. Williams (29) performed more basic experiments which aimed 
at measuring the influence of the number of contact points and of the 
applied load on the contact resistance. Mendolsohn (30) conducted an 
analysis to determine the influence of the contact resistance problem on 
the efficiency of a space thermal radiator.
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Besides the afore-mentioned papers which contained experimental 
data, at least five other recent papers are primarily theoretical or 
analytical. Blum and Moore (31) investigated the transient effects in 
the contact conductance problem that included changes in the contact 
temperature and in the physical structure of the contact. Dutkiewicz 
(32) developed a statistical method for determining the interaction 
between two randomly-rough surfaces placed face to face. Yovanovich (33) 
developed an idealized theory to describe the contact resistance between 
smooth rigid planes and deformable smooth spheres. To solve a simplified 
version of the contact heat conduction problem, Hultberg (34) developed 
a theoretical approach. Ozisik and Hughes (35) developed a simple ana­
lytical relation to predict the thermal contact conductance of a smooth
*
surface in contact with a rough surface. This analysis requires that 
certain test data on the actual contact be available.
In the preceding paragraphs it has been seen that the thermal con­
ductance problem involving contacts (idealized joints) has been of 
interest since the early part of this century. However, with respect to 
actual mechanical joint3 involving some sort of fastener, the first known 
publication was that of Jelinek (36), in 1949, who measured the conduc­
tance of eight riveted structural Joints for the rocket package of the 
F-86D airplane. It appears that the thermal conductance problem of a 
mechanically fastened joint was ignored until the advent of high- 
performance aircraft and missiles, when aerodynamic heating became a 
problem and the interface conductance of riveted and bolted joints 
required consideration. As technology has advanced toward higher speed 
aircraft, missiles, rocket boosters, and spacecraft, Increasing emphasis 
has been placed on this problem.
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In the early and middle 1950's, there were several publications on 
the subject of riveted and bolted joints. Coulbert and Liu (37) measured 
the interface conductance of sixteen riveted and one welded aluminum 
joint in 1953, but they presented no analytical correlation. UCLA, in 
the same year, began extensive series of experiments involving both 
riveted and welded aircraft structural joints. These studies, which 
involved aluminum, stainless steel, and titanium joints, are documented 
in references 38, 39, 40, 41, and 42. The report published by Lindh 
et al. (42) will be discussed more fully in later paragraphs, since it 
was by far the most complete study up to that time and, in some respects, 
still is. Apparently this was the first time a complete analytical 
treatment had been attempted.
In 1954, Holloway (43) measured the transient temperature distribu­
tion in fifteen riveted aluminum alloy skin-stringer combinations. He 
also investigated the possibility of generalizing the interface conduc­
tance problem. Four other publications appeared between 1955 and 1957. 
Two of these (44 and 45) dealt primarily with experimental results; two 
(46 and 47), with analyses of the effects of thermal resistance on tem­
perature and stress distributions.
In addition to these early papers, there have been numerous other 
publications on the subject of mechanical-joint thermal conductance. An 
extensive bibliography is available in reference 19. Fontenot (48) 
reviewed and compiled a large amount of the available experimental data 
in 1964. Some of the information in his report will be discussed later. 
During the period 1964-1966, the results of at least five experimental 
studies were published (49, 50, 51, 52, 53). Considerable efforts to
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obtain more data and better analytical solutions are underway in a number 
of laboratories at the present time.
Several references from the literature will now be discussed in more 
detail to provide a basis for the problem definition.
1) Contact Conductance:
A review of the literature on the subject of contact thermal conduc­
tance leads to the conclusion that there is little practicality in the 
great majority of theoretical or semi-empirical methods now available.
In other words, it is almost Impossible for a designer to take this prob­
lem into account without an appreciable amount of testing. As an illus­
tration of this point, four approaches outlined in the literature will 
be discussed here. These are the work of Fenech and Rohsenow (54), 
Centinkale and Fishenden (55) , Laming (56) , and Boeschoten and 
Van der Held (57).
Fenech1s and Rohsenow*s approach is very rigorous and complex; it 
agrees well with the experimental data. Unfortunately, this method 
requires that two recorded surface profiles of each plate in contact be 
made and analyzed. In lieu of making surface profiles, one would prob­
ably find it easier to actually measure the contact conductance.
Obviously this theoretical approach is not practical for the prediction 
of contact thermal conductance. The Centinkale-Fishenden and Laming 
methods, though not so rigorous as that of Fenech and Rohsenow, require 
less information about the contact surfaces. In some cases, all the 
required information may be available. Hence, these two approaches merit 
greater consideration as possible methods for the theoretical prediction 
of contact conductance. Therefore, these two methods, along with that
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of Boeschoten and Van der Held, will be discussed in more detail. The 
approach taken by Boeschoten and Van der Held requires very little 
information about the surface properties and is nearly always applicable.
Centinkale and Fishenden made use of Southwell's relaxation method 
to derive a theoretical expression for the conductance of metal surfaces 
in contact. The expression which they obtained for the total conductance 
is:
kf kM (P/Ho)^
Cf + C* = —  + --------- 7— -^------------ T— (H-13)
6 _ . — 1 \ jl
r l  •
ra tan
where Ho is the nominal value of Meyer hardness (see Table XI-1) of the
2k!k3
softer metal, h* ■ ■:-----r— , and ra is one-half the average value of the
ki + k3
distance between contact points. Their approximation for ra was
r. - *<XA + *«)(^) ^ (II-14)
Table II-1 
NOMINAL VALUES OF MEYER HARDNESS (Hq )
Metal
Ho (psi)
Centinkale and 
Fishenden (55)
Laming (56) Boeschoten and Van der Held (57)
Cast Steel 510,000
Uranium 342,
Iron 272,000
Mild Steel 238,000 240,000
Brass 171,000 170,000
Aluminum Alloy 151,000 151,000 203,000
Pure Aluminum 46,800
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where XA and Xg are £he wavelengths of the surface wavlness of surfaces 
A and B, respectively, and i and £ are constants to be determined 
experimentally.
Centinkale and Fishenden determined and £ for ground surfaces to 
be * 4.8 x K f 3 and £ ■ 5/6. These values were independent of the 
plate material and the interstitial fluid. For surfaces finished by 
other methods than grinding, different values for to i •' £ may be needed. 
Centinkale and Fishenden also found experimentally that
1  » 0.61(iA + iB ) (II-15)
where iA and iB are the root-mean-square values of surface irregularity 
(roughness plus waviness) for surfaces A and B, respectively. They state 
that no change in 6 with pressure was detectable up to 800 psi. Since 
contact point conductance increasingly predominates over fluid conduc­
tance as the pressure is increased, the effects of any change in 6 on 
the contact conductance would become very small. They thus assumed that 
6 is constant.
With equations 11-13 and 11-14 combined and the values determined 
for t|r and £ inserted, C^  can be written as
4
2.08 * lor* k^P3"
c* *
(*
where
(11-16)
Ct Cf + Ca L
C.
(H-17)
For equation 11-13 to be used, iA, ig , XA, Xg must be known. Values of 
iA and ig can be approximated from the specified values of surface
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finish. If the surface finish is unknown but the finishing process is 
known, limiting values can be fixed for iA and iB from Figure II-5, 
which is from Graff (58). If the finishing process is grinding, equa­
tion 11-16 can be used to determine C» . For other finishing processes, 
this equation will at least provide an approximation.
If values for \A and Xg are known in a particular case, then equa­
tion 11-16 can provide a fair estimate of the conductance due to the 
contact points. If numerical values are not available (usually the case 
in design), then this equation is useless. An attempt was made during 
the present study to determine if a range of possible values for wave­
length of surface waviness could be fixed when the quality of surface 
finish and the machining operation are known. Apparently a correlation 
between waviness and roughness for a given finishing operation has never 
been made. The consensus of several experts on metal finishing is that 
such a correlation is impossible. It is felt that the waviness of a 
surface is dependent on so many parameters that the only way to obtain 
it is to measure it.
Laming (56) approaches the problem of determining Ct in a somewhat 
simpler manner than that of Centinkale and Fishenden. The expression 
that he obtained for Cf is identical to equation 11-13. However, he 
found 6 to be 0.67(iA + is) instead of 0.61(iA + ig) , given in equation 
11-15. This good agreement suggests an average value, 6 - 0.64(i* + iB ) . 
The expression derived by Laming for C* is somewhat different from that 
given by equation II-6 .
Following a line of Intuitive reasoning and incorporating experi­
mental information on electrical contacts given by Holm (59), Laming 
derived
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2M P / H ) £  
(1 - f)(TTXA*e)^
(II-18)
where f is defined as the constriction alleviation factor
In equations 11-18 and 11-19, he introduces the parameter H, the value 
of the Meyer hardness, which he assumes to be a function of the load.
In equations 11-13, 11-14, and 11-16, the parameter Ho was employed. 
Centinkale and Fishenden did not account for variation in metal hardness 
with load. Laming, in equation 11-18, presumably accounts for a reported 
variation in Meyer hardness at small loads by writing P/H instead of 
P/Ho . He gives a dimensionless P/H as
p l r \ v . .  . . i ' 1
H ytj ( I I - 20)
where iu and v are empirically-determined constants. Using experimental 
data for steel-aluminum, steel-brass, and brass-brass contacts, Laming 
gives uj - 5280 psi and v = 2/3. It is thought that these values should 
be applicable when brass or aluminum is the softer of the two plates in 
contact at contact pressures up to 104 psi. At very high loads; i.e.,
P > 104 psi, a value of u = 1 is expected since at that point the nominal
value of Meyer hardness is reached.
If equations 11-17 through 11-20 are combined and the reported
values of U) and v are used, C* can be written as
C -----------------------   1-83 X 10"  R .P *  -----  ( H _21)
- 2.28 x I
A comparison of this with equation 11-16 reveals some similarity, but
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3
one striking difference. In equation 11-21, Ca is dependent upon P4;
4
in equation 11-16, upon P®". Fontenot (48) shows that a dimensional 
analysis will yield an exponent for P of 3/4 and an equation quite simi­
lar to equation 11-2 1.
In the work of Centinkale-Fishenden and Laming, the parameter X 
appears in the resulting equations. As it was mentioned previously, the 
value of the wavelength of surface waviness is generally unknown. No 
way of estimating it is available. Thus, in most practical problems, 
equations 11-16 and 11-21 will be of little use. For determining C, 
when X is unknown, a very simple, semi-empirical approach developed by 
Boeschoten and Van der Held (57) is presented below.
Using intuitive reasoning and an estimation of size and number 
density of contact spots, Boeschoten and Van der Held derived an expres­
sion for Ct . Their expression for C* is in reality an approximation of 
that given by Centinkale and Fishenden. Boeschoten and Van der Held 
approximate the arc-tangent term in equation 11-13 with rr/2. This, how­
ever, is not the only simplifying assumption. Others must be made to 
eliminate the dependence upon X.
As it was before, the total contact conductance is written Cf + Ca ;
Cf is given as kf/6 . The values of 6 , reported in the same reference 
for air, hydrogen, and helium are:
&.ir « 0 .36(i* + iB) ; - 0 .76(i* + iB ) ; - 0.80(iA + iB) .
The average value of 6 , found to be 0.64(i* + ), is in excellent agree­
ment with the values found by Centinkale and Fishenden and Laming. The 
apparent dependence of 6 upon the fluid, reported by Boeschoten and 
Van der Held, was not found in the other two investigations (55 and 56),
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in which the interface fluids were air, glycerol, water, and spindle 
oil.
The simplified expression for C* given by Boeschoten and Van der Held
is
Ca = 1 . 0 6 - ^ - ^  (11-22)
where a is the average radius of the contact spots. An approximate value 
for a determined by Boeschoten and Van der Held is 1.2 X 10 inches. They 
report that the value of a does not depend upon the materials of which 
the contacts are made or the contact pressure. This is in agreement with 
Holm (59). Boeschoten and Van der Held conducted tests with aluminum, 
iron, and uranium contacts at pressures of 498 and 1000 psi. If this 
average value of a is inserted into equation 11-22, Ca can be expressed 
simply as
Ca = 8.8 X 10T4 kM -f- . (11-23)
Ho
Since all the terms in this equation are known quantities, an approxima­
tion for Ca may be obtained. If equation 11-23 is combined with the 
previous expression for C, [k,/0.64(iA + iB )J a working expression for 
Ct can be written as
1.56k, . kHP
~ -  + 8.8 x 10-4 -7T- . (11-24)
(iA + iB ) T Vo
In lieu of equation 11-24 or one of the more complex expressions, 
one can go to the literature and attempt to use experimental data. This 
can be done in many cases, but the end results is not often satisfactory 
because of the wide divergence of experimental results. This divergence 
is most apparent in the experimental data compiled by Minges (20) and 
Fontenot (48).
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Fontenot outlines a recommended approach to estimate the thermal 
conductance of contacts when limited information is available. He 
rewrites equation 11-24 as
1.56k,
Ct “ C, + C* + + 2nakH (11-25)
where n is the number of contact spots per unit area. This equation, 
combined with Figures II-6 and II-7 (which are taken from reference 48), 
allows one to obtain very simply an estimate of Ct when the R.M.S. value 
of surface roughness and kH are known. This estimate should prove use­
ful whenever experimental data is not available. To employ this method 
one must know the parameters P* , PB , kH , k, , P, and T,--all of which are 
generally known.
2) Joint Conductance:
Some of the work done in this area was briefly discussed in a pre­
vious section of this chapter. To provide a basis for the problem defi­
nition which will follow, a detailed discussion of some of the published 
work is necessary. The work of Lindh et al. (42) and Fernlund (60) will 
be discussed at length because theirs were the only two concerted 
attempts to approach the problem analytically from basic elements.
In an earlier part of this chapter, the mechanisms of interfacial 
heat transfer were discussed. These mechanisms play a part in the heat 
transfer across actual mechanical joints just as they do in the case of 
contacts. There is a major difference, however, between the contact 
thermal conductance problem and the joint thermal conductance problem. 
For contacts, the total conductance is due to that of the fluid in the 
interface (if any) and the contact, points; for joints, the contact point 
conductance, when a fluid is present, is of lesser importance. This is
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due to the larger interface gap thickness in actual joints. When no 
fluid is present in the interface, the problem reduces, in most cases, 
to determining the apparent area of contact.
In contacts, the area of apparent contact is well defined, although 
the number of contact points is not. On the other hand, the determina­
tion of the contact area in joints is a major problem. For contacts, 
an estimate of the interface gap thickness can be obtained from a know­
ledge of the R.M.S. value of surface roughness. For joints, this is not 
possible because of surface deflections caused by stresses set up in the 
joint members by the fastener load. These deflections are generally 
much larger than the surface irregularities and must be taken into 
account.
Before 1957, no report of an attempt to determine the interface gap 
thickness of an actual joint appeared in the literature. In that year, 
the work of Lieb and coworkers (42) was published, Lieb considered the 
case of a riveted lap joint (Illustration il-3). To permit the problem 
to be handled mathematically, Lieb employed a simplified configuration, 
which is shown in Illustration II-4. He then proceeded to derive equa­
tions for this physical model to predict the magnitude of the plate 
deflection, "w", as a function of r for two different end conditions.
In one case, he assumed that the plates were free at the ends; in the 
other, that the slopes of the plates were zero at the ends. The equa­
tions given by Lieb (42) are 
a-,'Io
w ■
for the free plate, and
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ILLUSTRATION II-3 
Two-Dimensional Riveted 
Lap Joint.
ILLUSTRATION II-4 
Lieb's Simplified Model 
of the Joint - Circular 
Symmetry Assumed.)
CTIora P m _fh_ f M * !
w " 16D Lm + 4 ' °Io \ r a ) J + In2R G) (H-27)
for the restrained plate; where
EbJ
12(1 - tia)
and m
! k  p r .
Vr*/
Lieb assumed that , the normal stress exerted by the bolt or rivet 
head, is uniform over the entire zone of application and that the stress 
distribution of the reaction on the interface planes can be written as 
-  - - . I -  tsr]- He evaluated and m from Sneddon (61) , who 
treated the case of a single, symmetrically loaded thick plate. The 
variables ra/rk , m, and as determined by Lieb, are plotted as
functions of r^/b in Figure II-8 .
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FIGURE II-8 LIEB'S INTERFACE STRESS DISTRIBUTION 
PARAMETERS
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Lieb performed one experiment with two circular plates 8 Inches in 
diameter and 1/16 inches thick. They were bolted together through the 
center by a No, 10-32 socket-head steel bolt and nut with two washers.
He reported that the results of this one test were within 30 percent of 
the deflection value predicted by his theory. However, no further data 
was presented to support his theory.
In reference 42, the results of Lindh's experiments to determine 
the interface gap between actual riveted lap joint specimens are given. 
Lindh conducted these tests to determine the validity of an analytical 
technique which would predict the temperature distribution through, and 
total conductance of, a riveted lap joint. The predicted joint conduc­
tances agreed with his experimental measurements within 3 to 25 percent. 
Since the analytical treatment is dependent upon the measured values of 
interface gap thickness, approximate correctness of the experimental 
values of gap thickness is implied. Lieb does not report any attempt to 
apply his plate deflection theory to these riveted samples.
Because one experiment is not conclusive proof of the validity of a 
theoretical method, further verification was sought by the author. Cor­
relations between the experimental values of gap thickness reported by 
Lindh and the values determined from equations 11-26 and 11-27 were 
attempted. In all cases the calculated values were at least one order 
of magnitude smaller. This comparison is shown in Table II-2. As a 
further check, the gap thicknesses were calculated for riveted joints 
given in other references. These were then compared to the gap thick­
nesses obtained indirectly from joint conductance data. Again, the gap 
thicknesses calculated with equations 11-26 and 11-27 were much smaller 
than those obtained from the joint conductance data.
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Table II-2
COMPARISON OF VALUES FOR AVERAGE INTERFACE GAP
UCLA
Specimen
Number
Average Interface Gap ~  1CT in.
Experimental
Value
Equations 
11-26 & 11-27
Equations 
11-33 & 11-34
14 3.6 0.11 1.45
21 5.0 0.22 5.94
22 1.8 0.11 1.45
23 1.4 0.04 0.32
27 2.7 0.03 0.32
Subsequent to Lieb's work (42), which was based on a theory of 
Sneddon (61), calculations were carried out by Fernlund (60) to determine 
the interface stress distribution between bolted or riveted plates. 
Fernlund assuming a uniform load distribution on plates of infinite 
extension, carried out an exact mathematical analysis for one sample case 
(Illustration II-5). His calculated interface stress distribution for 
this configuration is shown in Figure II-9. Fernlund restricted his 
numerical work to this one sample problem due to the complexity of the 
analysis. However, he proposed an approximate method to provide an esti­
mate of the interface stress without the tedious exact analysis. By com­
paring the results of the exact and approximate methods for the sample 
case, he also demonstrated the appropriateness of the approximate method. 
It involves the representing of the interface stress, <Jj(r), by a fourth- 
order polynomial, which is written
oI(p) - Vp4 + Wp3 + Xpa + YP + Z (11-28)
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where p * r/r, and Che constants are given by:
V -
15a„(p» - 1)
-Pa + 2Pc + 5Po - 20pJ + 25p% - 14PC + 3
W - - ^  (2Pct + 1)V
X - 2pa(Pa + 2)V 
Y « -4PqV
Pa
Z = “ —  (Pa * W  •
(11-29)
It can be seen from equation 11-29 that the values of all the poly­
nomial coefficients are functions of pa . Out of curiosity, the author 
evaluated these coefficients, using equation 11-29, for five of the UCLA 
riveted specimens. The interface stress, j^;(P) , determined from equa­
tions 11-28 and 11-29 for two extreme cases, is plotted in Figure 11-10. 
As expected, the value of p^ has considerable influence on the interface 
stress distribution. From Fernlund's work (60), an expression for PCT 
can be written as
Lieb (42), Sneddon (61) , and Coker and Filon (62) give an approximate 
value of 1.3, instead of 1.09, for the coefficient of b. For a plate 
thinner than those considered by the other investigators, Aron and 
Colombo (63) found a value of 1.7 for the coefficient of b. Obviously, 
the value selected for this coefficient will directly affect the calcu­
lated plate deflection in any analysis.
To determine if the assumed stress distribution on the interface 
might be responsible for the poor agreement between the plate deflections 
calculated from his theory and those experimentally measured, the author
pa = (1.09b + rh)/r, . (11-30)
FIGUHE 11-10 INTERFACE STRESS DISTRIBUTION AS DETERMINED BY FERNLUND*S
APPROXIMATE METHOD FOR TWO U.C.L.A., SPECIMENS
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solved Lieb's basic (42) differential equation. Equations 11-38 and
11-39 were used for the interface stress instead of the equation (Fig­
ure II-8) used by Lieb. The two resulting lengthy equations for w, not 
given here, are available in reference 48. From these two equations, 
average values of interface gap thickness were obtained for the same 
five UCLA specimens mentioned previously. Equation 11-30 was used to 
determine pa . For values of p§ less than 2.35, Fernlund's approximate 
theory yielded negative deflections. In all cases the computed deflec­
tions were much smaller than the reported experimental values.
In both Lieb's and Fernlund*s analyses, the assumption is made that 
the normal compressive stress under the fastener head is uniform. The 
two authors show good correlation between theory and experiment for 
idealized tests in which efforts were made to approach a uniform stress. 
However, either of their theoretical analyses when applied to plates 
fastened by round-head rivets, results in plate deflection values that 
are much too small. Intuitively, it seems unreasonable to expect uniform 
stress under a round-head bolt or rivet.
To investigate how the assumption of a different stress distribution 
would materially affect the form of equations 11-26 and 11-27, the author 
assumed an expression for oh (r) and one for ^(r) that is statically 
consistent with cb (r). To avoid a blind guess for the distribution of 
<7b , the physical picture of the joint was considered. Since the fastener 
head is rounded (Illustration II-3) , the normal compressive stress was 
assumed to vary from zero at the edge of the head to a maximum at the 
shank. To obtain a stress distribution at the interface, the value of 
rCT was assumed to be given by
ra - rb + Tib (II-31)
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where 7] ranges from 1.3 to 1.7, depending upon the plate thickness. The 
following arbitrary criterion was used:
b - 0.031 
b - 0.062 
b = 0.133
71 - 1.7 
71 - 1.5 
7] - 1.3
Along with this, (r) and ^j(r) were postulated to be linear functions 
of r specified by
CTh(r) - <*n0 (l - r/rh)
°l(r) « - r/rQ) .
For static equilibrium, the total force due to cb must be equal to the
total force due to Oj . Thus, °io /°h0 ■ rb/ra , or
(11-32)
With these assumed stress distributions included, Lieb's basic differ­
ential equations were solved again. The following deflection equations 
were obtained;
cior^  Q  i ^ o  
w * 16D L5 " 5 o, U o J  J
(1 - tO
(1 + P-)
fr - r.
2R
+ In fe) (11-33)
for the free plate, and
q I o r o  f l  i 
16D [5 ~ 5 a. \ r a ) _
a ar - rc r
+ In —
2R
(11-34)
for the restrained plate.
The deflections for the five UCLA specimens were recalculated using 
equations 11-33 and 11-34. The values obtained for the average interface 
gap are given in the last column of Table 11-2. From this table one can
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see that considerable improvement in the experimental-theoretical 
correlation can be obtained if a different applied-stress distribution 
is assumed.
Note that the validity of the assumptions made for equations 11-33 
and 11-34 has not been demonstrated here. The results serve only to 
show the importance of the (r) distribution.
D. Problem Definition
From the preceding discussion it is clear that presently there is 
no adequate way to systematically predict the thermal conductance of 
bolted or riveted joints. The only available approach is experimentation. 
Much experimental information is needed and a comprehensive analysis must 
be performed in order to develop a reliable method of predicting the heat 
transfer across a bolted joint.
To predict the thermal conductance of a bolted joint, one must con­
sider the various modes of heat transfer and define the area of the joint 
over which these modes are significant. As it was previously shown, 
radiation and convection across the interface gap usually can be neglected 
to simplify the problem. In such cases, the problem reduces essentially 
to determining the area of the contact zone, the stress distribution in 
the zone, and the width of the interstitial gap outside the contact zone.
The work described in the following chapters was an attempt to 
develop a practical analytical method and to furnish a base for the sys­
tematic development of a more comprehensive method. The primary objec­
tive was the development of an analytical technique which will adequately 
predict the thermal conductance of certain types of bolted joints and the
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experimental verification of this technique. The experimental investiga­
tion of the normal stress distribution under boltheads, and the theo­
retical and experimental investigation of the deflection of bolted plates 
due to bolt loads were secondary objectives.
The work reported here was made up of the following tasks which are 
listed in the order that they are discussed in the following chapters.
(1) Experimental determination of the normal stress distribution 
under round- and flat-headed bolts.
(2) Development of an improved theoretical method to predict the 
deflection of joint members due to non-uniform fastener loads.
(3) Measurement of the stress distribution in the interface between 
two bolted plates and the area of apparent contact.
(4) Development of an analytical method to predict, from limited 
information, the thermal conductance in certain types of bolted 
joints.
(3) Measurement of the temperature distribution in two bolted 
joints to Verify the analytical method.
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CHAPTER III
EXPERIMENTAL INVESTIGATION 
OF NORMAL STRESS DISTRIBUTION UNDER BOLTHEADS
The effect of the normal stress distribution under a bolthead on 
the deflection of bolted plates was discussed in Chapter II. In analyz­
ing the deflection of joint members due to the fastening stresses, both 
Lieb (42) and Fernlund (60) assumed a uniform stress under the fastener 
head. A literature search revealed no information concerning the actual 
pressure distribution under the head of a flat- (fillister) head or a 
round- (button) head bolt. An experimental program was undertaken to 
confirm or refute the assumption of a uniform stress under a flat-head 
bolt and obtain information on the pressure distribution under a round­
head bolt.
The initial plan included an investigation of the pressure distri­
bution under two 1-inch fillister-head bolts, two 3/8-inch round-head 
bolts, one 5/8-inch button-head bolt, and one 1-inch button-head bolt.
All these are shown in Figure III-l along with 1-inch and 5/8-inch nuts 
that were also to have been studied. Experimental difficulties prevented 
a detailed study of all but the 1-inch bolts shown, as originally fabri­
cated, in Figures III-2 and III-3, All the bolts and nuts, were AISI 
C1020 steel. The experimental program consisted of two different methods 
of investigation. The first involved a study of the penetration of oil 
under the boltheads when the bolts were fastened to a plate and the 
assembly soaked in oil. The second part of the program involved the 
direct measurement of the pressure distribution under the boltheads.
Both parts of the experimental program and the results obtained are 
discussed in the following paragraphs.
FIGURE 1,5/8, AND 3/8 -INCH FASTENERS AS 0RK3-
III-1 INALLY DESIGNED FOR STRESS STUDY 0-“
FIGURE I-INCH BUTTON-HEAD BOLT, NUT, AND
II I - 2 FILLISTER HEAD BOLT (NOTE HOLES)
FIGURE 
I I I -3
I-INCH FILLloTER- HEAD BOLTS
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A. Oil Penetration
In studying the interface stress distribution between bolted plates 
and the deflection of these plates, Fernlund (60), in a few tests, soaked 
a bolted joint in penetrating oil and observed the oil penetration dis­
tance between the plates as a function of time. He indicates that the 
results were inconclusive.
This use of penetrating oil to investigate the extent of interface 
stress was adopted for the present study to determine whether the normal 
stresses between boltheads and plates extended to the edges of the 
boltheads.
1) Oil Penetration Results:
The first tests involved a 1-inch button-head bolt fastened to 
either a 304 stainless steel or a 7075ST aluminum plate. Both plates 
were 0.625 inches thick (Figure III-4). The bolt was tightened with a 
Proto torque wrench within ± 3 percent of a given torque. The same 
wrench was used in all following experiments. After their assembly, the 
bolt, plate, and nut were placed in a bath of penetrating oil for a 
preset period of time. Care was taken to prevent the oil from entering 
the small injection holes that had been drilled in the bolthead.
After removal from the oil bath, the bolt was carefully loosened
and removed from the plate for measuring the distance of oil penetration. 
This penetration could be seen on both the bolthead and the plate, but 
it was more easily measured on the bolthead.
A total of 64 tests on both an aluminum, and a stainless steel plate
were done with two different 1-inch button-head bolts. The fastening 
torque was varied from 40 foot-pounds to 150 foot-pounds (the maximum
FIGURE STEEL AND ALUMNUM PLATES USED IN
111-4 STUDY OF BOLTHEAD STRESS D6TRBUT10N
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for the particular wrench); the soak time was varied from 10 seconds to 
40 minutes. The results are plotted in Figure III-5.
It was concluded that the penetration distance was unaffected by 
the soak time and neither a material or torque effect was evident. 
Apparently, the boltheads were offering practically no resistance to 
penetration near their perimeter, but very great resistance 0.15 to 0.20 
inches inside their perimeter. The normal stress apparently was low near 
the head perimeters and much higher 0.15-0.20 inches from the perimeters.
Similar tests with penetrating oil were carried out with two 1-inch 
fillister-head bolts (Figure III-3) with a 1-inch heavy-duty nut (Fig­
ure III-2) and a 5/8-inch button-head bolt (Figure III-l). The results 
are plotted in Figure III-6.
Again, the penetration distance did not vary with the soak time. 
Because no penetration was noted on the 1-inch, thick fillister-head bolt, 
the normal stress was apparently quite high at the head perimeter. The 
5/8-inch button-head bolt allowed penetration to about 0.14 inches.
This distance is 80 percent of the average (0.175 inches) found for the 
1-inch diameter button-head bolt. One might surmise from linear scaling 
that the distance probably should be closer to 60 percent of the distance 
measured for the 1-inch bolt. The average penetration under the nut was 
very small, only 0.040 inches, and can be neglected for most nuts without 
appreciable error.
2) Oil Penetration Results with Gasket:
In obtaining the above data, the greatest difficulty was visual 
interpretation of the depth of radial oil penetration. Fernlund (60) 
suggested the blowing of lycopodium powder over the wetted surfaces to
i m & E !
» 4 ~ +■
FIGURE III-5 PENETRATION OP OIL UNDER 1-INCR DIAMETER BUTTON-HEAD BOLT 
AS A FUNCTION OP TIME
SOAX Tl'ffi IN MINUTES
FIGURE III-6 PENETRATION OF OIL UNDER 1-INCH DIAMETER THIN FILLISTER- 
NUT AND 5/8-INCH DIAMETER BUTTON-HEAD BOLT
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make the wetted region more visible. This procedure was tried but was 
not useful. To provide a more clearly-defined region of penetration, it 
was decided that a thin sheet of filter paper placed between the bolthead 
and the plate would not disturb the stress distribution appreciably. A 
foreseen drawback in the interpretation of the data as a function of soak 
time was eliminated by proper calibration of the filter paper.
Two brands of chemical filter paper were investigated to decide on 
the gasket material between the bolthead and the plate. One was Whatman 
(made in England); the other, Reeve Angel (made in the U.S.). Both 
brands come in multiple grades or types. From numerous tests, it was 
found that the Reeve Angel paper did not provide consistent results; the 
Whatman paper yielded good results. After further tests of several 
Whatman papers, Whatman No. 5 was chosen.
Initially, the tests with the filter paper were performed with pene­
trating oil, but a fluid of lower viscosity seemed desirable. Upon the 
recommendations of a representative from Mobil Oil, two types of diesel 
fuel were tried out. Esso Diesel 260 was chosen. Its specific gravity 
was 0.8493 and its viscosity, 3.39 X 10-7 reyns.
For calibrating the oil penetration rate, two methods were tried.
In the first, with the paper gasket between the bolthead and plate, the 
assembly was made "hand tight" and placed in the diesel fuel for a pre­
determined period of time. However, even for periods of time less than 
five seconds, the gasket became completely soaked. This indicated an 
extremely rapid wetting of the gasket between the bolthead and the plate 
when unimpeded by pressure forces.
To establish a lower bound for the wetting time, a strip of the 
paper was suspended vertically above the fuel oil with a short length
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immersed. The wetted height as a function of time was found to be 
readily duplicated. The conclusion was that if a region of very low 
normal stress existed near the perimeter of a bolthead, that region 
should exhibit a penetration-versus-time curve somewhere between the 
instant-wetting and free-suspension cases. The curve for penetration 
versus time plotted for the 1-inch button-head bolt did fall between the 
two limits; that for the 1-inch fillister-head bolt did not.
In 54 tests with a 1-inch button-head bolt torqued to a 5/8-inch 
plate (Whatman No. 5 filter paper gasket), the oil penetration as a func­
tion of soak time was measured for torques of 40, 60, 75, and 120 foot­
pounds, From the results (shown in Figure III-7) it is obvious that a 
drastic change in penetration rate occurs at all torque values 0.15 to 
0,25 inches in from the edge of the bolthead. The higher the torque, the 
nearer to the edge of the head the change seems to occur. In all cases, 
however, the break from the steep slope that is also characteristic of 
ah unloaded bolthead-plate gasket occurs between 0.15 and 0.20 inches. 
This break agrees with the penetration data shown in Figure III-5. It 
also agrees with pressure measurements to be discussed later.
In every attempt to confirm the results in Figure III-6 on a 1-inch, 
thin fillister-head bolt, the gasket was completely wetted. Thus, no 
useful results were obtained.
However, for the 1-inch, thick fillister-head bolt with fastening 
torques of 40 and 75 foot-pounds, usable data was obtained. In Figure
III-8, the initial slopes of the curves, at best no steeper than the 
slope for the free-suspension calibration, indicate that a pressure-free 
zone does not exist near the edge of this bolthead.
FIGURE III-7 PENETRATION OF DIESEL OIL UNDER 1-INCH DIMETER BUTTON HEAD BOLT 
USING WHATMAN #5 FILTER PAPER
FIGURE III-8 PENETRATION OF DIESEL OIL UNDER 1-INCH DIAMETER THICK FILLISTER-HEAD BOLT
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B , Pressure Measurements under Boltheads
The foregoing discussion has described the experiments to measure 
only the radial extent of the normal stresses under various types of 
boltheads. Because these tests do not give the actual pressures under 
the heads, quantitative measurements of the stress distribution become 
the next problem.
1) Initial Tests:
In 1961, Fernlund (60) described an experimental procedure that he 
used to measure the interface stress between thick bolted plates as a 
function of radial distance from the bolt shanks. He used an oil injec­
tor to inject oil into 0.050-inch diameter holes that had been drilled 
through one of the plates. The injection pressure at which oil was 
initially forced out between the plates was assumed equal to the local 
pressure at the injection hole. The results from this experimental pro­
cedure were shown by Fernlund to agree with his theoretical predictions 
within ± 7 percent.
Because no published attempt to measure the normal stress under a 
bolthead could be found, Fernlund*s method for plates was adopted. It 
was anticipated that the pressure could be measured under two of the 
nuts and under all the boltheads shown in Figure III-1. A number of 
0.015-inch diameter holes were drilled through the boltheads and the 
nuts. Each hole was concentrically tapped for a No. 0-80 thread. The 
thread was approximately 0.125 inches deep, to provide about 10 threads 
for attaching a male fitting. Cross sections of a typical hole and the 
mated pressure fitting are shown in Illustrations III-l and III-2. The 
three original pressure fittings were brass. One of them is shown on 
the far right in Figure III-9.
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FIGURE
111-9
GASKET CUTTER, IMPROVED PRESSURE 
FITTING, AND ORIGINAL FITTING.
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FIGURE EXPERIMENTAL SETUP FOR STUDY OF
lll-IO BOLTHEAD PRESSURE DISTRIBUTION
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ILLUSTRATION III-I 
Cross Section of Hole in 
Thin Fillister-Head Bolt
ILLUSTRATION III-2 
Cross Section of Original 
Pressure Fitting
In the first series of tests, the 1-inch, thin fillister-head bolt 
(Figure III-3) , was used. The test aetup is shown in Figure 111-10 (a 
modified 1-inch button-head bolt is in place of the fillister-head bolt). 
The test fluid was penetrating oil. The bolt was tightened to 60 foot­
pounds on the stainless steel plate of Figure III-4.
No oil flowed from under the bolthead at 2500 psi. An aluminum test
plate was also tried with the same pressure, without result. (At 60 foot­
pounds of torque, the oil had been expected to flow at about 1500 psi or
34
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less.) Several attempts at both higher and lower torques led to the 
conclusion that either the compression In the bolthead closed the 0.015- 
inch holes or the penetrating oil was too viscous.
During the abortive attempts to inject oil into the first specimen, 
the three pressure fittings were ruined: two by the shearing off of the
threaded tips; the third, by stripping of some of the threads on the tip 
after only a few assembly and disassembly operations. These fittings 
also leaked oil--a continual source of trouble.
In the design of the bolts and nuts with such small holes and oil 
injection fittings, the intention had been to keep the physical distur­
bances of the measurements at a minimum.
2) Redesign of Holes and Fittings:
After the initial lack of success the injection holes in the 1-inch 
bolts (Figures III-2 and III-3) were enlarged to 0.025 inches. A 2-64 
threaded hole was tapped concentric with each hole. In addition, the 
hole was countersunk to accommodate a gasket and provide a pressure seal. 
A cross-section of this modified hole is shown in Illustration II1-3,
Four new pressure fittings, of AISI C1020 steel, were fabricated (center 
of Figure III-9, cross-section in Illustration III-4).
On the left in Figure III-9 is the gasket cutter, designed to cut 
small plastic rings which would seal the fitting when it was tightened 
in the tapped holes. To provide the needed clearance for the new, larger 
fittings the threaded hole was recessed on the 1-inch button-head bolt 
(Figure III-ll). This modified button-head is also shown (attached to 
an aluminum plate in the test stand) in Figure III-12. No attempt was 
made to modify the 5/8-inch and 3/8-inch diameter bolts in this manner 
because of their smaller size.
FIGURE MODIFIED I-INCH BUTTON-HEAD BOLT
111-11 WITH IMPROVED PRESSURE FITTING
FIGURE MODIFIED l-INCH BUTTON-HEAD BOLT
III-12 AND ALUMINUM PLATE IN TEST STAND
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ILLUSTRATION III-3 
Cross-Section of Modified Hole 
in Thin Fillister-Head Bolt
ILLUSTRATION III-4 
Cross-Section of Improved 
Pressure Fitting
In addition to these modifications, the injection fluid was changed 
from penetrating oil to the Esso Diesel 260, whose properties were given 
earlier and which approximates more closely the Velocite No. 6 oil used 
by Fernlund (60) in his study of interface pressures.
3) Thin Fillister-Head Bolt:
New pressure measurements were made on the thin fillister-head bolt 
with the enlarged holes, improved pressure fitting, and diesel oil. The 
pressure at which the oil began to flow between the bolt and the plate 
could now be determined with reasonable consistency. Four readings were
951998
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made and the results were then averaged. At high pressures, an attempt 
was made to observe the system pressure drop as a function of time, thus 
determining more closely when the oil began to flow. However, general 
system leakage made this too uncertain. The oil pressure-bolt torque 
curves for two of the four holes In the fillister head are shown In 
Figure III-13.
Holes #1 and #3, which had originally been drilled very near the 
edge of the bolthead, could not be enlarged and countersunk to accommo­
date the pressure seal. Consequently, without the new threads and seal, 
pressure measurements were not taken.
In Figure III-13, the curve labeled "Average Stress Based on Total 
Area" represents the normal stress that would be calculated if the stress 
is assumed to be uniformly distributed under the head. The average 
stress would be simply the total axial force in the shank divided by 
total area under the head. The axial forces, as a function of fastening 
torque, were estimated with data given on page 36 of reference 64.
Also plotted in Figure III-13 is the curve labeled "Average Stress 
Based on Reduced Area," which represents the average stress on a ring 
with an inside radius of 0.50 inches and an outside radius of 0,62 inches. 
The reduction in outside radius from 0.65 to 0.62 inches is based on the 
lower limit of the results from the oil penetration studies plotted in 
Figure III-6. From Figure III-13, it is apparent that the measured 
pressures are only 63 percent (at 40 foot-pounds) and 70 percent (at 
30 foot-pounds) of the average "reduced area'! stress. In reference 64 
it is pointed out that this is not unusual and -that one might obtain 
values for axial bolt tensions as much as 50 percent below the average 
values given there for specially prepared specimens.
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The pressures given in Figure III-13 have been replotted in 
Figure 111-14 as a function of radial distance— with fastening torque a 
parameter. Evident from this figure is that the unmodified holes #1 and 
#3, which were located respectively 0.075 and 0.11 inches from the shank, 
would have provided valuable readings. However, it is known from the 
oil penetration data that the pressure must drop to zero approximately 
0.03 inches in from the edge of the bolthead.
The pressure measurements, oil penetration results, and Figure 7 of 
reference 65 were next combined for plotting the curves in Figure III-14. 
These represent an approximation of the actual normal stress distribution 
under the thin fillister-head bolt.
4) Thick Fillister-Head Bolt;
Pressure measurements were also made under the head of the 1-lnch, 
thick fillister-head bolt with the same techniques. In Figure 111-15 
the pressures are shown as a function of fastening torque. For torques 
of 30 foot-pounds or less, the pressures agreed with the average stresses 
calculated with values of axial force taken from reference 64. The 
entire area under the bolthead was assumed to be stressed--an assumption 
consistent with the results from the oil penetration study.
The high pressure readings at torques above 40 foot-pounds are 
unexplainable.
This same pressure data has been replotted in Figure III-16 as a 
function of radial distance, with fastening torque as a parameter. As 
they were for the thin fillister-head, all the measurements were neces­
sarily confined to the middle of the bolthead ring area. Because the 
head did not separate from the plate, the assumption is that the normal
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stress was significantly high at the edge of the bolthead. This assump­
tion, along with Figure 7 of reference 65, was used to obtain the curves 
shown in Figure 111-16.
5) Button-Head Bolt:
In contrast to the pressures obtained from the fillister-head bolts, 
readings were taken for six radial distances under the 1-inch modified 
button-head bolt. The pressures are plotted as a function of torque in 
Figure 111-17 and of radial distance, with torque as a parameter, in 
Figure 111-18. From Figure 111-18 it is clear that the normal stress is 
dependent on the radial distance from the shank. Two curves for average 
stress are shown. One is based on the total ring area; the other, on a 
ring of 0.34 inches outside radius.
The selection of 0.34 inches as the radial distance at zero stress 
is based on both the oil penetration results previously discussed and 
the curves of Figure 111-18, which indicates that between 0.20 and 0.30 
inches from the shank the normal stress drops rapidly. The average dis­
tance of 0.34 inches, selected for the radial position where the normal 
stress becomes zero, is in agreement with the pressure data for torques 
ranging from 10 to 100 foot-pounds.
Also plotted in Figure 111-18 are the average stress values computed 
with the assumption of uniform pressure on the entire ring area. The 
ratios of the areas under the measured-pressure curves to the area under 
the average-stress curves were.then computed and plotted in Figure III-19. 
The total bolt load determined from the pressure measurements varies from 
37 to 56 percent of that computed assuming a uniformly-distributed normal 
stress. In reference 64, a torquing efficiency (percent of Impressed 
torque converted to compressive load) of 50 percent was mentioned as a
FT-LB APPLIED TORQUE
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possible value. For torques above 50 foot-pounds, efficiencies of at 
least 50 percent were found. It appears, however, that at lower torques 
the bolt is not so efficient.
In a further analysis of the data for the button-head bolt, the 
maximum normal stresses were taken from Figure III-18 and plotted as a 
function of torque in Figure III-20. For comparison, the average normal 
stresses (uniform distribution) for total and reduced ring areas are 
plotted in the same figure. Note that the curve for the maximum pressure 
is coincident with the average-stress curve (total ring area) for torques 
less than 30 foot-pounds and is nearly coincident with the average-stress 
curve (reduced area) for higher torques. Figures III-18 and III-20 show, 
then, that the normal stress under a button-head bolt becomes more 
non-uniform as the torque is increased.
C . Effect of Bolthead Stress Distribution on Plate Deflection
From the experimental results just discussed, it is apparent that 
in some cases the distribution of normal stress under a bolthead will be 
non-uniform. Since the problem under consideration is not the bolthead 
stress distribution itself, but rather the effect of such distribution 
on the deflection of bolted plates, a parametric analysis of the latter 
problem was performed with a digital.program discussed in the next 
chapter.
No attempt was made to describe the plate interface stress distribu­
tion. Only the normal stress under the bolthead was considered. Because 
the interface stress will adjust itself to changes in the bolthead stress 
distribution and thereby reduce the effect of varying the bolthead stress,
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the parametric analysis was intended only to place an upper limit to the 
effect of non-uhiform bolthead stress on the deflection of bolted plates.
This analysis considered a symmetrically-loaded 10-inch circular 
aluminum plate with a 1-inch hole in its center. Plate thicknesses of 
0.125, 0.250, and 0.500 inches and six different stress distributions 
(Illustration III-5) were considered. Each stress distribution repre­
sents the same total load.
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ILLUSTRATION III-5 Load Distributions Considered in Parametric Study
The computer results for the 0.125-inch plate with free and con­
strained edges are shown in Figures 111-21 and 111-22, respectively. The 
constrained-edge case represents a section of a joint between two bolts. 
For cases 2 through 6 (non-uniform stress), the edge deflections were 
normalized by dividing them by the edge deflection for case 1 (uniform 
stress). The results are shown in Figure 111-23, which is valid for any 
thin plate.
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From Figure 111-23 it can be seen that if the radial extent of the 
load (measured from the bolt center) is within 20 percent of that 
obtained assuming a uniform load, the error produced by assuming a uni­
form distribution is less than 18 percent. Thus, in the case of the thin 
fillister-head bolt, where the actual radial extent was found to be about 
0.62 rather than 0.65 inches (Figure III-14) the maximum error in assum­
ing 0.65 would be only about 5 percent if the total actual load were 
precisely known. Even in the case of the button-head bolt where the 
radial extent of the load was found to be about 0.84 inches instead of 
1,03 inches the maximum error in assuming 1.03 inches instead of 0.84 
inches would be only about 20 percent. Clearly, it is more important to 
know the actual total load transmitted to the plate than the precise 
distribution of normal stress under the bolthead.
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CHAPTER IV
INTERFACE STRESS DISTRIBUTION 
AND PLATE DEFLECTION
The determination of the heat transfer across the Interface between 
two bolted or riveted plates requires a knowledge of the area(s) of 
plate contact, the pressure distribution in those area(s) , and the width 
of the gap outside the contact area(s).
To date, the effort of Lindh and his coworkers (42) at UCLA is the 
only known systematic attack on this problem. Their study, which was 
primarily an investigation of gap thickness or plate deflections, was 
confined to riveted specimens and consisted of both tests and theoretical 
analyses. The experiments involved measurements of rivet shank stresses 
and the gap between riveted plates with plate thicknesses ranging from 
0.031 to 0.133 inches.
The theoretical work, done by Lieb (42), has already been discussed 
at some length in Chapter II. He briefly discussed the interface stress 
distribution in the contact zone around a bolt, but only to the extent 
necessary to demonstrate how he had applied Sneddon's (61) results in 
the analysis.
Sneddon (61) and Fernlund (60) were primarily concerned with the 
interface stress distribution. The discussion in Chapter II was limited 
to Fernlund1s efforts because they were an extension of the analyses by 
Sneddon. Also mentioned in Chapter II were results obtained by Coker 
and Fllon (62) and Aron and Colombo (63) for the radial extent of the 
interface stress distribution.
From the previous discussion it is apparent that an analytic method 
to describe plate deflection is needed which accounts for the bolt hole
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in the plate and the non-uniform stress distributions, both under the 
bolthead and between the plates. Such a method has been developed in 
this study for thin plates. It would have greater value if it could be 
extended to thick plates in which shear stresses have important effects. 
However, to analyze plate deflections, good definitions of the bolthead 
and interface stress distributions are needed. In this chapter, a theo­
retical analysis developed for the plate deflection and an experimental 
study of both the interface stress distribution and plate deflection are 
presented.
A. Analysis of Plate Deflection
In most structural joints, rectangular symmetry exists in the 
general features of the joint. However, in the area immediately adja­
cent to the individual fasteners, circular symmetry exists; the stress 
distributions under the fastener head and between the plates approach 
perfect circular symmetry around the shank. As a result, an exact 
analysis of the deflection of bolted rectangular plates requires rec­
tangular plate equations with appropriate boundary conditions and circu­
larly symmetrical loading. This formidable problem would probably 
require a finlte-dlfference approach for a solution. Instead of such a 
solution, a joint with circular symmetry was assumed, because over most 
of a real rectangular joint this condition of symmetry is approached.
First, a comparison was made between the deflection of simply- 
supported circular and rectangular plates subject to a concentrated load 
at the center. This was accomplished with equations given by Timoshenko 
and Woinowsky-Krieger (66). The maximum deflection of a circular
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aluminum plate was 7 percent more than that of a square aluminum plate. 
For square steel plates, the difference was 11 percent.
Because real joints are usually rectangular, instead of square, 
there Is some error, but if the rectangular joint Is nearly square, the 
errors introduced by assuming circular symmetry are small in comparison 
to the errors caused by the uncertainties in the applied loads. The 
small gain in exactness that would be obtained does not justify the added 
complexities in the solution of the rectangular plate problem at this 
time.
1) Theoretical Approach:
For the assumption of circular symmetry, the general partial differ­
ential equation governing the deflection in the case of axial symmetry 
is given by Timoshenko and Goodier (67) in polar form as
f b a  2  1 „ 0  1 d a  \/£>a *  ^  2 a t
Ur3 r dr r* r3 7  *r
+ —  ctn e || + —  — ) - 0 (IV-1)
r3 d0 r3 d03 /
where 9 is the angle measured from the z axis to the radial position and 
t is the stress function. The determination of t is simplified by noting 
that solutions to equation IV-1 are also solutions to
—  + - | £  + —  ctn 9 || + —  —  - 0 . (IV-2)dra r ar ^  a6 ^ dQ3
Timoshenko and Goodier also illustrate how expressions for t can be 
obtained for certain simple problems involving small deflections by 
superposition. In general, expressions for t are obtained as polynomials 
of order 0 to n and solutions are obtained by judicious combinations of 
these expressions. The same authors give expressions for i only to a
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fifth-order polynomial, but they state that bending of circular plates 
by nonuniformly-distributed loads can be Investigated by taking poly­
nomials of seventh order and higher. In addition, they state that the 
solutions to equation IV-2 for circular plates with holes at the center 
must be of a different form than the polynomial expressions given by 
them.
Following the general method given in reference 67, polynomial 
expressions were developed for 4 from order -1 to -10. For the case of 
a plate with a hole in the center, polynomial expressions containing 
positive exponents did not satisfy the differential equation. Numerous 
attempts were made to combine the negative order polynomials to obtain a 
stress function which would satisfy the boundary conditions, but none 
was found.
Since an exact solution for the deflection of a circular plate with 
a non-uniform load, symmetrically distributed about a center hole, could 
not be found, an alternate approach was taken. Chapter III of reference 
66 contains the equations which describe the small deflection of thin 
circular plates. The question arises: What is meant by small deflec­
tions and thin plates? Wahl and Lobo (68) state that for a deflection 
to be considered small, it should be less than 1/2 the plate thickness, 
and that for a plate to be considered thin its thickness should be less 
than 1/3 the plate radius If its edges are free, and less than 1/6 the 
radius if its edges are fixed. With these criteria, most structural 
joints fit into the category of thin plates experiencing small 
deflections.
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In reference 6 6, Timoshenko and Woinowsky-Krieger give the differ­
ential equation for the deflection of a thin circular plate, symmetri­
cally loaded, as
This equation cannot be applied directly to a bolted plate because the 
plate is not loaded continuously over its entire area. Illustration 
IV-1(b) shows such a case--an isolated plate that is loaded non-uniformly 
on both the top and bottom surfaces. The top loading extends to rh and 
the bottom, to rc .
ILLUSTRATION IV-1 Loading of a Circular Bolted Plate
Equations describing the deflection of the circular plate shown in 
Illustration IV-l(b) were developed in this study by first applying the 
principles of superposition and then splitting the solution into two 
separate, concentric rings whose end conditions match. (Illustration 
IV-2.) In the development of the deflection equations, the outer radius 
of the inner (loaded) ring was designated rL--to represent either rh or
(IV-3)
(a) L \W \\S H
(b)
T f
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ra . The inner radius was designated r, , the radius of the bolt shank. 
For the boundary conditions at the outer edge of the outer ring, two 
different cases were considered. In one case, the edge was considered 
free; in the other, the slope of the edge was set equal to zero, to 
represent the region between two adjacent bolts.
To keep the analysis general, the load density c(r) was represented 
as a polynomial of unspecified order:
t sO
To solve equation IV-3 for the two rings, the following boundary condi­
tions were applied:
(1) Wi = 0 at r = r,
The solutions to equation IV-3 for the deflection of ring 2 (the 
region of interest), with the stress distribution on ring 1 given by 
equation IV-4 and the boundary conditions given by equations IV-5 were 
obtained and are given below. For the ring with a free outer edge,
n
(IV-4)
UWi
(2) 'dT " 0 at r “ r<
dw
(4) w3 - wx at r = rL (IV-5)
+ --- —  * 0 at r » R (Plate with free ends)
dwa
(6b) * 0 at r ■ R (Plate with ends of zero slope)
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w a -  w L +  S L r L J l n  p +
P - ( 1  +  2 I n  p)
.[X1 ± ± 1  pg 
1_(1 - P"
(IV-6)
+ 1
where
wL {
Pi - p, (1 - 2 In p,)"lr ^
S 5 + % + L---- 2(1 + P.3)-----JlSi + %  <IV'7>
and
S3 + St + (S^ + Sa)g
(IV-8)
L (1 - c*8)
For the ring with outer edge of zero slope (constrained edge) the solution
was:
vfe =  w L +  S L r L I n  p -[*
- P - (1 + 2 In p)
2 (Pif - 1)
(IV-9)
where
and
f - . - , fl ' p?(1 ' 2 ln p,)lr-* -  ^+ s° +L n r r m  J[Si
S3 + St + (St + Sa)P 
L = 1 +
The parameters in equations IV-6 through IV-11 are:
+ Ss - YSL ]jrL (IV-10)
(IV-11)
-i
e  -  ( i  - p.3 ) / ( i  + ' p . a )
y - (pr + 1>/(P? - 1)
—  r —  R , —  r»
P - —  , Pr - — , and P, » —  .
*L *L rL
The Srs in equations IV-7, IV-8 , IV-10, and IV-11 are:
s, - i y  — ,<;*•> u  + p.<.— >,
D Z_i (i + 2) (i + 4)
(IV-12)
1 “0
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A< (1 +3) r“ 3,
Sa “ D X  4 (i I  2) r^ '  lP‘ (1 - 2 In r.) - (1 + 2 In rL) ]
1-0
%
1*0
A
-15 Y  T  rJ1+3J[l - P.Cl+4>]
D Z_. (i + 2)®(i + 4)
P
34 * D ^  4 (1A+ 2) r>-(l+3 )[P.a(l - 2 In r.) - (1 - 2 In rL) ] 
1*0
s* = - i Y  r   ^ 1+3){i - p-1+4)ti - <i + *>D Z j  (i + 2) (i + 4)* 
1*0
n
%  * - -5 4(1'^  2) rj1+3){(l - In rL) + P,a[(l - 2 In r, ) In P,
1-0
- (1 - In r,)]] . (IV-13)
The flexural rigidity of the plate, D, is given by
D  — --—  . (IV-14)
12(1 - H3)
2) Applications and Comparisons:
Equations IV-6 through IV-14 were programmed for digital solution 
to facilitate their use. This program is given in Appendix A. Several 
comparisons were made between deflections predicted by this program and 
those given in other sources. For an initial check on the program's 
validity, several simple cases involving uniform loading were considered. 
The solutions to these, the work of Wahl and Lobo (68), are given by 
Timoshenko and Woinowsky-Krieger (66).
The results, listed in Table IV-1, involve plates with both free 
and constrained edges and four different ratios of plate-hole radii.
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Table IV-1
COMPUTER PROGRAM RESULTS COMPARED WITH REFERENCE 66
Coefficient kj of Equation (76) from Reference 66
Plate Radius 
Hole Radius
Free Edges Constrained Edges
Reference
66
Computer
Program
Reference 
66
Computer
Program
5 0.564 0.563 0.234 0.233
4 0.448 0.447 0.179 0.178
3 0.293 0.284 0.110 0.108
2 0.0938 0.0821 0.0329 0.0326
Table IV-1 shows excellent agreement for all radii ratios for plates 
with constrained outer edge and for radii ratios 5 and 4 only, for plates 
with free outer edge. In the free edge case, for the smaller plate-hole 
ratios, the results from the computer analysis do not agree too well with 
the published solutions; there is no explanation for this discrepancy 
other than the possibility that Wahl and Lobo may have applied a shear 
stress correction not discussed in their paper, and not applied in the 
present analysis. However, these differences are in cases outside our 
interest; our concern is for bolted plates with large values of the radii 
ratios. For example, a ratio of 3 would mean a joint fastened by 
1/4-inch bolts at 1 1/2-inch spacing.
The deflections predicted by the computer program were also compared 
with those predicted by Lieb's equations (42), which have been given 
earlier as equations 11-26 and 11-27. These comparisons are shown in 
Figures IV-1 and IV-2, the curves of which are for the plate geometries 
and loadings shown in Illustrations IV-3 and IV-4. In both cases, oh
-  K  — .25 £
£ = t —
•esr
~ r
m
<M
4.00 4.00
ILLUSTRATION IV-3 ILLUSTRATION IV-4
Plate Geometry and Loading 
for Figure IV-1
Plate Geometry and Loading 
for Figure IV-2
was assumed to be constant with r (uniform ring load); varies as given
by Lieb (42) on page 50 of his report.
In Figure IV-1, for the case of rh/b = 2, it is seen that the deflec­
tions from equations IV-6 and IV-9 are slightly smaller than those from 
equations 11-26 and 11-27. However, in Figure IV-2, one can see that 
IV-6 and IV-9 yield substantially larger deflections than those obtained 
from equations 11-26 and 11-27.
In his development of equations 11-26 and 11-27, Lieb ignored the 
hole in the plate. However, the large differences between deflections 
predicted by his equations and those of this study are primarily due more 
to the manner of handling the interface stress distribution . In 
Lieb’s analysis, the curves given for Oj on page 50 of reference 42 
(which are from Sneddon) were not fitted with a polynomial expression 
(as in this study); they were approximated by the expression
erable discrepancy exists between Gi(r) given by this approximation and
The value of m is given in Figure II-6 . A consid-
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Sneddon's curves for the region near ra . The strong dependence of plate 
deflection on rCT is discussed in the next paragraph,
3) Predicting Plate Deflections:
Comparisons between circular plate deflections predicted by equa­
tions IV-6 and IV-9 and experimental measurements were desired in addi­
tion to the comparisons previously discussed. Plate deflections and 
values of rCT obtained from experimental studies will be discussed in 
Section B of this chapter.
To provide insight concerning the dependence of plate deflection on 
r^, a parametric investigation was made with the computer program of 
Appendix A. Two aluminum plates were studied; one was S inches in diame­
ter and 0.072 inches thick; the other, 9.5 inches in diameter and 0.125 
inches thick. Both plates had a center hole of 0.625 inches diameter. 
They were assumed to be uniformly loaded on the top surface (ring loading) 
between radii of 0.313 and 0.500 inches and non-uniformly loaded on the 
bottom surface between radii of 0.313 inches and rc . The value of ra , 
the bottom load, was varied from 0.53 to 0.700 inches. In all cases, the 
total bottom surface load was made equal to the top surface load. The 
bottom load distributions for the five values of ra considered are shown 
in Figure IV-3 along with the top load distribution, rh . The results 
obtained for the two plates are shown in Figures IV-4 and IV-5.
In both figures, it is apparent that without accurate knowledge of 
the location of ra , determination of the correct plate deflection is 
impossible. This is even more evident in Figure IV-6 , where the maximum 
deflection of the 8-inch * 0.125-inch plate is plotted as a function of 
r0 . Further discussion of this point will be included later in relation 
to the adequacy of the experimental data for rf f .
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B , Experimental Study of Interface Stress Distributions
Very little information on the magnitude and extent of the normal
stress distribution between bolted plates is available. The only 
reported experimental data is that from Fernlund (60) who tested only 
one joint. The only theoretical results are from Fernlund and Sneddon 
(61). In the light of the previous discussion (Section A) on the impor­
tance or one should recall from Chapter II that the magnitude of r^
as a function of plate thickness and bolthead radius is very poorly
defined. To fill some of the gaps in the present knowledge about ra , 
and to provide a value of ra for correlating the plate deflection theory 
with experiments, a testing program was set up. This program included: 
(1) measurements of the radial extent of the interface stress; (2) an 
attempt to measure the distribution of the interface stress in several 
joints; and (3) direct measurement of the interface gap between bolted 
plates, both circular and square.
1) Oil Penetration Measurements:
The diesel oil-filter paper technique described in Chapter III (for 
finding the radial extent of the normal stresses under boltheads) was 
also used to determine the radial extent of the interface stress, r0 , in 
two circular joints and one lap joint. One circular joint Is shown in 
Figure IV-7; the lap joint, in Figure IV-8. (The grid shown on the lap 
joint was used for interface gap measurements that will be discussed 
later.)
The results from oil penetration tests In the circular joints are
shown in Figures IV-9 and IV-10.
Figure IV-9 concerns two 9.5-inch X 0.158-inch circular aluminum
plates that were clamped by a 5/8-inch button-head bolt and hexagonal
FIGURE 9.5-INCH DIAMETER ALUMINUM JOINT
IV - 7 USED IN PLATE DEFLECTION STUDY
FIGURE 4"* 2" ALUMINUM JOINT USED
IV -8  IN PLATE DEFLECTION STUDY
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FIGURE IV-9 DIESEL OIL PENETRATION BETWEEN 9.5" x .158" ALUMINUM PLATES 
FASTENED BY 5/8" DIAMETER BOLT - WHATMAN #1 FILTER PAPER
SOAK TIME IN SECONDS
FIGURE IV - 10 DIESEL OIL PENETRATION BETWEEN 8" X .072" ALUMINUM PLATES
FASTENED BY 5/8" DIAMETER BOLT - WHATMAN #30 FILTER PAPER
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nut without washers. The bolt is also shown separately in Figure III-l. 
Although the radius of the bolthead was 0.650 inches, the earlier study 
of the 1-inch button-head bolt led to the approximation that the radial 
extent of the normal stress under the head of the 5/8-inch bolt should 
be about 0.53 inches. The bearing area of the hexagonal nut was also 
assumed to extend to a radius of 0.53 inches.
Oil penetration readings obtained at 60 and 120 foot-pounds torque 
exhibited no torque effect within the accuracy of the measurements. The 
curve drawn through the data for 60 foot-pounds has a sharp break about
4.05 inches in from the outer edge of the plate, but the calibration 
curve, obtained with the bolt and nut finger-tight only, does not have a 
similar break. From the value of 4.05 for the break point, 0.70 inches 
is obtained for rc . This distance will be compared to other data later.
Figure IV-10 shows the results for a joint consisting of two 8-inch 
x 0.072-inch round aluminum plates fastened by a 5/8-inch hexagonal-head 
bolt and hexagonal nut without washers. The circular loaded regions on 
both bolt and nut were 1,00 inches in diameter. Between 3.4 and 3.5 
inches in from the outer edge of the joint, the curve drawn through the 
data for 60 foot-pounds torque exhibits a sharp break which is not evi­
dent in the calibration curve. (The calibration curve, again, represents 
data taken with the bolt and nut fastened finger-tight.) If 3.45 inches 
is taken as the break point in the curve, then rCT is 0.55 inches. The 
significance of this value will be discussed later.
The*re is one noticeable difference between Figures IV-9 and IV-10. 
The abscissa in Figure IV-9 is dimensioned in minutes; that in Figure 
IV-10, in seconds. For Figure IV-9, an oil penetration distance of
3.5 inches was obtained in 10 minutes, but for Figure IV-10, the same
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distance was reached in only 15 seconds. The longer times in Figure IV-9 
were obtained with Whatman No. 1 filter paper before the supply of this 
paper grade was exhausted. The data in Figure IV-10 was obtained with 
the coarser Whatman No. 30 filter paper. In studies of this nature, both 
grades of filter paper have advantages although the results obtained with 
the No. 1 grade are considered more accurate.
The oil penetration data obtained for the lap joint (Figure IV-8) 
is shown in Figure IV-11. The plates were fastened with two of the 5/8- 
inch diameter button-head bolts and hexagonal nuts previously described. 
Fastening torques of 40, 75, and 120 foot-pounds were applied but any 
possible torque effect is obscured by the scatter in the experimental 
data. Whatman No. 5 filter paper was used here. The calibration was 
done with the bolts and nuts fastened hand-tight.
A break point between 0.50 and 0.60 inches from the joint edge was 
found in this instance. If a value of 0.55 is assumed, then rc is 0.95 
inches. This value will also be discussed later.
2) Oil Pressure Measurements:
Oil-pressure measurements were made with two aluminum joints and 
one stainless steel joint to obtain a more definitive value of ra for 
lap joints and make quantitative measurements of the interface stress 
distributions. The technique was similar to that used to study bolthead 
stresses (Chapter III). One of the steel and one of the aluminum plates 
are shown in Figure IV-12. The results are presented in Figures IV-13,
IV-14, and IV-15.
From Figures IV-13 and IV-14 it is apparent that the interface 
stress drops to zero about 1.00 to 1.05 inches from the bolt center.
This compares closely with the 0.95 inches obtained during oil penetration
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measurements. Apparently, the measurements were made only in the region 
where the interface stress drops off. The pressure could not be measured 
any closer to the bolthead due to Interference of the bolthead with the 
pressure fitting.
The dashed line in both figures is the stress distribution calcu­
lated from Sneddon's approximation for the case in which (rfc - r, )/b = l/2.
the joints in question, the value of (rh - r,)/b was 0.89. The ratio
[--------1 fell between 3.10 and 3.32, Thus, Sneddon's curve should indi-
\rh * r./
cate only the general nature of the stress distribution. The experimen­
tal data, despite the considerable scatter, follow the general trend of 
the theoretical curve.
Figure IV-15 was plotted from measurements on the 1/4-inch aluminum 
plates joined by two 3/8-inch button-head bolts with hexagonal nuts.
Here, because of the data obtained for the 1-inch button-head bolt, the 
radial extent of the loads under the boltheads was taken to be 0.32 
inches (0.07 inches inside the bolthead perimeter). With this as the 
value of rh and ra = 0.8 (from the pressure data), the ratio (r* - r, )/b
than that predicted by Sneddon's approximation.
At this point a summary of the newly obtained ra values, compared 
rfith values predicted by the theories of Sneddon and Fernlund and mea­
sured by others would be very helpful. Table IV-2 and Figure IV-16 pro­
vide such a summary and a comparison.
A Xa test was performed using the new r0 data to determine how well 
the curve based on Sneddon's theory fits this data. It was found that 
the fit was good with a probability of 90 percent (Xo.io)* However,
For that case Sneddon gave a value For
Again, this ratio is higher
FIGURE IV-16 COMPARISON OF MEASURED VALUES OF WITH RESULTS
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Table IV-2
VALUES OF r<j AS DETERMINED BY VARIOUS INVESTIGATORS
- r, rCT - r.
Type of Data Sourceb " r.
0.5 3.0 Theoretical Sneddon (61)
1. 2.0 Theoretical Sneddon (61)
2. 1.6 Theoretical Sneddon (61)
3. 1.4 Theoretical Sneddon (61)
00 1.0 Theoretical Sneddon (61)
0.25 5.6 Theor. & Oil Press. Fernlund (60)
2.00 1.83 Photoelastic Aron & Colombo (63)
0.53 3.88 Oil Pressure This Study
0.89 3.32 Oil Pressure This Study
0.89 3.10 Oil Pressure This Study
0.89 2.88 Oil Penetration This Study
1.38 1.78 Oil Penetration This Study
2.62 1.27 Oil Penetration This Study
better agreement is needed between theory and experiment. Because pre­
dictions of the plate deflection are extremely sensitive to the values 
of ra , more experimental information is needed as well as further theo­
retical investigation.
C. Plate Deflection Measurements
As previously mentioned, direct measurements to check the plate 
deflection analysis were planned. Numerous attempts were made to measure 
joint gap thicknesses before a successful method was found.
The UCLA report (42) describes several techniques that had been used 
to measure the gap between riveted plates. In one method, the individual 
plate thicknesses, before riveting, and the thickness of the riveted 
joint, after riveting, were measured with a micrometer. Another method
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required thickness measurements of a gelatin film formed in the Interface 
after the joint had been assembled in a hot gelatin bath, removed from 
the bath, and allowed to cool. After the joint was disassembled, the 
gelatin film was removed and measured. In the report by Llndh et al. 
(42), it is stated that the gelatin film method was not very useful, but 
that direct measurement with a micrometer was successful.
Because direct micrometer measurement seemed easier, the UCLA method 
was tried first, but without the measurement of the individual plate 
thicknesses before assembly. Instead, the total joint thickness was 
measured for initial readings with the Joint bolted finger-tight. How­
ever, in the several joints tried, the micrometer contact pressure closed 
any existing gap between the plates (due to warping). Thus, an accurate 
base for measuring gap thickness or plate deflection was impossible and 
no worthwhile data could be obtained. It is not known how the UCLA 
experimenters overcame this problem.
The gelatin film method, tried next, also was unsuccessful. Even 
after remaining in a refrigerator for three days, the gelatin between the 
plates was still soft when the plates were separated. The gelatin film 
hardened on the separated plates only when they were left in the refrig­
erator for one day. The results from the film hardened in this manner 
indicated, however, that local changes in film thickness took place 
during the hardening process.
Plate deflections were finally obtained with a modified direct- 
measurement technique for an 8-inch circular joint and an 8-inch square 
joint. In both cases, the plates were 0.072-inch thick aluminum alloy 
fastened with a 5/8-inch hex-head bolt and nut. (This is the same combi­
nation that was used to obtain the oil penetration data of Figure IV-10.)
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After the plates had been assembled and the bolt had been torqued 
to the desired tension, the joint was placed in a hot gelatin bath and 
allowed to come to thermal equilibrium. The joint was then removed, 
immediately placed in a refrigerator, and allowed to cool. After 24 
hours, the joint was taken from the refrigerator. The gelatin film on 
the outside of the plates was quickly removed and the joint then returned 
to the refrigerator for about an hour to prevent softening of the solid 
gelatin in the interface gap near the edges.
The joint was periodically returned to the refrigerator between 
measurement sessions to prevent gelatin softening. The results from this 
method are plotted in Figure IV-17. Each point is the average of eight 
measurements at the perimeter of the 8-inch plates. Each gap thickness 
plotted here was determined by subtracting the joint thickness at 10 foot­
pounds of torque from that measured at higher torques. (A 10 foot-pounds 
torque as a reference was found to yield more repeatable initial data 
then unmeasured hand-tightening.)
Also shown in Figure IV-17 for comparison are gap thicknesses deter­
mined by the computer program previously mentioned. Gap thicknesses were 
computed with assumed rCT values of 0.53, 0.54, and 0.55. Obviously, a 
small error in the ra value will greatly affect any possible correlation 
of computed and measured gaps.
From the oil penetration data of Figure IV-10, any value for rCT 
between 0.53 and 0.57 inches would be reasonable, as well as the mean, 
0.55 inches, previously suggested. A value of 0.54 inches, however, is 
more in agreement with the experimental data of Figure IV-16. The curve 
in Figure IV-16 based on Sneddon's theory yields a value for rCT of 0.600, 
which is obviously too high.
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It should be noted that the data for the square plate fell lower 
(below the circular plate data) than anticipated from the theory. How­
ever, the application of circular plate theory to a square plate evi­
dently produces deflections with acceptable accuracy, considering that 
the value of r^ . is not known so accurately itself.
In the computation of the gap thicknesses shown in Figure IV-17 it 
was necessary to determine the interface stress distribution. The method 
used to do this is discussed in the next section.
D. Calculation of the Interface Stress Distribution
Earlier, it was mentioned that very little information had been 
found regarding the stress distribution in the joint interface. In fact, 
the theoretical work of Sneddon and Fernlund and the one experiment of 
Fernlund furnish all the data available at this writing. The attempt 
(described earlier in this chapter) to obtain complete experimental data 
for thin plates was unsuccessful because of the proximity of r t o  the 
edge of the bolthead. An approximation for the interface stress distri­
bution is therefore necessary to determine plate deflections.
Fernlund (60) has demonstrated a simplified approach for obtaining 
interface stresses in thick plates when both the total bolthead load and 
ra are known. The stress is described by a fourth-order polynomial whose 
coefficients are determined from four assumed boundary conditions and the 
known constraints. Assuming the slope of the stress curve to be hori­
zontal at r • r, and at r ■ r0 and the stress function and its second 
derivative with respect to r to be equal to zero at r - ra , Fernlund 
showed that the resulting stress distribution closely approximated the 
exact solution for the case he considered.
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In the numerical example to which Fernlund applied his simplified
method, b - 2rt , thus making (rc - rh) more than four times as large as
-i
(rb - r, ) . Such is not the case for thin plates.
For the 8-inch X 0.072-inch aluminum joint just discussed,
(rh - r, ) ** 0.188 inches and (r0 - rh) varied from 0.03 to 0.05 inches. 
Interface stress distributions were calculated for the two cases of 
(ra - rh) = 0.03 and 0.05 (rCT = 0.53 and 0.55) by Fernlund's simplified 
method as well as by an approximate one better suited to thin plates.
The results are shown in Figure IV-18.
This approximate method, developed in this study, assumes that the 
interface stress distribution is identical to the bolthead stress distri­
bution between r « r, and r = (2rh - r<j) . Between r = (2rh - ra) and 
r * rCT, the distribution is modified to satisfy static equilibrium.
To obtain a further comparison between Fernlund's simplified method
and the approximate method, plate deflections were calculated using the 
stress distributions of Figure IV-18. The stresses obtained with 
Fernlund's simplified method caused plate deflections 1-4 x 103 larger 
than those produced by the stresses obtained with the approximate method. 
Since the deflection calculated with the stresses from the approximate 
method using rCT - 0.53 and 0.55 agrees at worst with measured plate 
deflections within 80 percent, it is clear then Fernlund's simplified 
method is not adequate for thin plates.
In the next chapter Fernlund's simplified method will be applied to
a case on the borderline between thick and thin plates where it was found
to be adequate.
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CHAPTER V 
JOINT INTERFACE THERMAL CONDUCTANCE
In Chapter II, attention was centered on the major difficulties in 
predicting the thermal conductance of a joint interface, after a brief 
discussion had been given on the nature of heat transfer across bolted 
joints. Experimental and theoretical investigations to provide addi­
tional information on the interface stress distribution and the width of 
the interface gap, were described in Chapters III and IV.
The results of these investigations will now be used in an analysis 
of the interface thermal conductance of two bolted joints. First, the 
entire heat transfer problem and the general approach to its solution 
will be reviewed and then the specific details of the solution will be 
outlined. An experimental investigation of the temperature distribution 
in two bolted joints will be described and the results reported. A 
finite-difference heat transfer analysis incorporating theoretically 
determined values of the interface conductance will then be described. 
Finally, the experimental and the computed values of the interface tem­
perature gradients will be compared.
A, Mathematical Model of Joint Heat Transfer
A mathematical model of a typical, simple bolted joint was formu­
lated in order to arrive at a technique that would adequately describe 
the interfacial heat transfer. The actual joint considered is sketched 
in Illustration V-l, Because the interfacial heat transfer is of primary 
interest (and not the entire joint) the bolts were eliminated to give 
the simplified model shown in Illustration V-2. Due to symmetry, the 
model can be further refined (Illustration V-3).
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Illustration V-l Lap Joint Under Investigation
" ■  r
Illustration V-2 
Simplified Model
Illustration V-3 
Further Simplified Model
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A rectilinear coordinate system is employed in Illustration V-3. 
The top plate is designated "1" and the bottom, "2". The differential
4
equations for the steady-state temperature distribution in the two 
plates are
aaTx d3^  C(x,y) , ht!
(V-l)
and
a * %  a > %  c(x,y > /m v ht
dx* By1* k2ba * k3d3
C(x,y) is the interface thermal conductance; ht and ht are the total
X 3
heat transfer coefficients for heat exchange with the surroundings. The 
boundary conditions are:
dTi q^
Plate 1 x = -xx ;
(T1 - Ta) + j-g- (T^ - Ta) . (V-2)
dTi »S
dx " T T  (Tl ' *•>
y = yi
dTi h.
dy = kx (Tl ' ^
ill
dy
(V-3)
dTs h«a
Plate 2 x - -X! ; - —  (Ta - T^)
xi
dTs _ _ qa 
dx k3
dTa h.a
dy = ka
(V-4)
(Ta - T )
dTa
y - yi ; If m 0
The nature of C, htx , and hta in equations V-l and V-2 must first 
be considered. From Chapter IV, it is apparent that the interface
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conductance will exhibit an approximately circular symmetry on account
of the symmetry of the bolt stresses and the resulting interface stresses
and gap. Thus C(x,y) would have to be approximated by a trigonometric
series whose complexity would depend on the nature of the interface
stresses. The variables h* and h* are even more difficult to handlel a
because their radiation components are cubic functions of the temperature. 
A closed-form solution of equations V-l and V-2 is. most likely not possi­
ble. However, a solution is readily obtained if a finite-difference 
approach is used. Two of the many finite-difference programs now in 
wide use that were used in this study are described in references 1 and 
69.
In order to utilize a finite-difference solution, the two plates 
must be divided into nodes; the interface conductance must then be 
described for each pair of interface nodes. As the first step, both the 
regions of apparent contact and the pressure in these regions must be 
determined and the interface gap calculated as a function of position. 
Methods developed to do this have already been discussed in Chapter IV. 
After the contact areas and pressures and the interface gap thickness 
are established, the interface conductance must be determined as a func­
tion of node location. A method developed to do this will be taken up 
in the following paragraphs.
B. Thermal Conductance in the Contact Zone
Chapter II contains a lengthy review of the experimental work that 
has been done to determine the thermal conductance across contacts.
Much experimental data exists, but due to the disparities in it, its 
application is difficult. In reference 48, a recommended approach is
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outlined and was employed in this study. This approach, discussed in 
Chapter II, is only briefly outlined here.
In the contact zone, the thermal conductance is given by equation
To employ this equation, the thermal conductivity of the joint material, 
kM , must be known. The thermal conductivity of the interface fluid, kf , 
is usually known or can be readily calculated, as discussed in Chapter II. 
If the R.M.S. values of surface roughness and waviness are known, then 
they can be added and (iA + iB) determined. If only the roughness values 
are available, Figure II-7 can be used to obtain an estimate for iA and 
ie . An estimate for the value of na can be obtained from Figure II-6, 
using the computed value of the contact pressure.
In lieu of using equation 11-25, the experimental curves compiled 
in reference 48 can be used. Equation 11-25 was employed to calculate 
the thermal conductances in the contact zone for use in the finite 
difference analysis discussed in Section E.
C . Thermal Conductance in the Separated Zone
In the discussion on contacts in Chapter II, it was shown that the 
conductance in the separated zone (Interface gap) can be divided into 
three components. It was shown that, in most cases, convection is not 
possible and radiation may be neglected. If radiation must be considered, 
then the gap conductance can be written as
11-25 as
Ct = Cf + C»
1.56kf
+ 2nakn . (11-25)
(i* + Ib )
(V-5)
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where 6* Is given by equation II-7 as
In the finite difference heat transfer analyses (to be discussed in 
Section E) of the two joints for which experimental data was obtained, 
four situations were considered. These four involved both the aluminum 
and stainless steel joints at ambient pressure and in vacuum. For the 
ambient pressure cases 6R ~  19006 for the aluminum joint and 20006 for 
the stainless steel joint. Thus there was no question that the heat 
transfer by radiation across the interface gap could be neglected. For 
the vacuum cases 6* ~  706 for the aluminum joint and 306 for the stain­
less steel joint. Here again it was possible to neglect interfacial heat 
transfer by radiation, without introducing an error in the value of Cg 
greater than about 3 percent.
In cases involving high vacuum conditions the ratio of 6„ to 6 is 
significant and 6R has to be incorporated into the expression for 
(equation V-5), In any case, once 6 has been determined using the 
methods developed in Chapter IV, can be calculated.
D . Experimental Measurements--Thermal Conductance of Bolted Joints 
A series of heat transfer experiments were conducted under con­
trolled conditions to measure the temperature distribution in two bolted 
joints for a verification of the analytical methods developed herein to 
handle such a problem. Two lap joints, one of 6061T6 aluminum and one 
of 304 stainless steel, were tested.
The aluminum joint consisted of two 7-inch X 2-inch x 1/4-inch 
plates; the stainless steel plates were the same length and width, but
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were only 1/8 Inch thick. Each plate had seventeen 0.062-inch diameter 
holes drilled approximately 1/8 inch deep for connecting Conax 32 gauge 
copper-constantan grounded thermocouples. The stainless steel and alumi­
num hot-side plates are shown in Figure V-l; both the hot- and cold-side 
aluminum plates are shown in Figure V-2. Illustration V-4 is a section
o■-H o o  ^  o
304 SS SHEATH
ILLUSTRATION V-4 Cross Section of Conax Thermocouple
of the thermocouples. The assembled aluminum joint, along with the hot- 
side circular heating element (Chromalox, Inc.), is shown in Figure V-3. 
The cold-side aluminum plate and its coolant plate are shown in Figure
V-4. Cooling water was fed through the coolant plate with the poly­
ethylene tubing that is visible in Figure V-3.
The whole apparatus, with the aluminum joint in place for tempera­
ture measurements, is shown in Figures V-5, V-6, and V-7. The aluminum 
bell jar used for measurements at ambient pressure, as well as in vacuum, 
is visible in Figure V-6. (More consistent results were obtained with 
the bell jar in place for measurements at ambient pressure due to the 
avoidance of air currents created in the room by a circulating fan.)
In Figure V-7, a close-up view of the aluminum joint shows the 
method of thermocouple installation. This attachment method for these 
thermocouples does not introduce any significant error because of the
FIGURE STAINLESS STEEL AND ALUMINUM
V-l PLATES FOR HEAT TRANSFER STUDY
FIGURE 1/4-INCH HOT AND COLD SIDE ALUMINUM
V-2 PLATES FOR HEAT TRANSFER STUDY
FIGURE
V-3
ALUMINUM JOINT USED IN 
HEAT TRANSFER STUDY
FIGURE COLD-SIDE PLATE DISASSEMBLED TO
V -4  SHOW COOLANT PLATE AND GASKET.
FIGURE EXPERIMENTAL ARRANGEMENT FOR HEAT
V -5 TRANSFER STUDY (BELL JAR REMOVED)
FIGURE EXPERIMENTAL ARRANGEMENT FOR HEAT
V-6 TRANSFER STUDY (BELL JAR IN PLACE)
FIGURE CLOSE-UP V l t W -  ALUMINUM JUINT
V -7  INSTALLED FOR HEAT TRANSFER STUDY
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ceramic insulation sheath around the thermocouple wires (Illustration 
V-4) . The holes in the plates were drilled to provide an interference 
fit for the thermocouple tips. Where the fit was not tight, thin 
aluminum foil was used to shim the holes.
The flow of the cooling water was regulated by a manually operated 
valve. The inlet and outlet water temperatures were measured at two 
brass couplings (insulated during tests) in the polyethylene lines (Fig­
ure V-7). The electrical heating element was controlled by a variac 
with monitoring of the voltage and current. The output from the 36 ther­
mocouples was registered by two Minneapolis-Honeywell recorders. For 
tests in a vacuum, the bell jar was evacuated to a pressure between 100 
and 300 microns of mercury. (Pressures were read with a CVC thermocouple 
vacuum gauge.)
After the thermocouples had been installed in the bell jar but 
before they were inserted into the aluminum joint for the first test, 
the recorder outputs for all of them were checked at 32°F by the inser­
tion of 12 thermocouples at one time into an insulated bath of crushed 
ice. It was found that the difference between recorders was greater than 
that between thermocouples. Although the thermocouples had a temperature 
output variation among themselves of only ± 0.4°F (two thermocouple sets, 
one set on each recorder), the recorders differed from each other by 
1.7°F. (Before installation of the thermocouples the recorder calibra­
tions had been checked.) Because temperatures differences were of prime 
concern, not absolute temperature measurements, it was concluded that the 
discrepancy between recorders would not be a serious problem.
The joint was allowed to come to thermal equilibrium before the 
desired steady-state temperatures were recorded. This equilibrium was
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considered attained when temperature measurements were repeatable within 
± 0.5°F for at least 30 minutes. As expected, the stainless steel joint 
required considerably more time (about 2 hours) to reach thermal equi­
librium than did the aluminum joint which required only about 30 minutes.
Ten tests were conducted; nine of these provided a complete set of 
temperature data. Table V-1 summarizes the most important measurements, 
other than temperature, obtained during these tests. The same torque 
wrench mentioned in Chapter II was used to tighten the joints.
The steady-state temperature measurements obtained in the 9 tests 
will not be listed here; they will be given later for comparison with 
temperatures computed in a finite-difference analysis. First, it is 
necessary to describe the finite-difference steady-state heat transfer 
technique used to obtain the computed values of joint temperatures.
Table V-1 
SUMMARY OF HEAT TRANSFER TESTS
Test
No. Joint
Torque 
ft-lbs
Ambient 
Press. 
~  psi
Heater 
Current 
~  amps
Heater 
Voltage 
~  volts
Flow Rate 
of Water 
~  lbB /min
1 Alum. 15 14.7 0.92 95. 2.34
2 11 8 14.7 0.92 95. ii
3 11 8 0.0058 0.85 86.5 II
4 It 15 0.0039 0.85 86.5 H
5 Stain. 
Steel
8 14.7 0.625 66. 11
6 h 8 0.0019 0.38 40. II
7 ii 15 14.7 0.64 66. II
8 ii 15 0.0025 0.38 40.5 11
10 n 15 14.7* 0.65 68. If
*Bell jar not used.
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E . Finite-Difference Analysts
The simplest approach to the computation of the temperature 
distribution in a bolted joint is a finite-difference approach. The 
three-dimensional steady-state finite-difference analysis described in 
reference 69 was used to calculate the theoretical values of interface 
temperature for comparison with the experimental results. As required 
by the finite-difference method the two joints were divided into a nodal 
network as shown in Figure V-8. The locations of the 34 thermocouples 
are designated by the "0" around the node center point to indicate where 
measured values of the temperature were available.
Nodes 1-37 were treated as variable-temperature nodes (diffusion 
nodes); nodes 38-65 were treated as fixed-temperature nodes (boundary 
nodes). Conductors 1-22 were in plate 1, conductors 23-50 were inter­
face conductors, and conductors 51-59 were equivalent conductors for 
radiation. Since the nodes in plate 2 were fixed temperature nodes, no 
conductors were necessary in that plate. For handling the convective 
heat transfer losses and the heat input from the heating element, nodes 
1-37 were treated as source nodes.
The thermal conductivity (k) and emittance (e) of the joint mate­
rials and the convective heat transfer coefficient (h) were also needed 
to accurately describe the total heat transfer problem. Because the 
values given in the literature would only be estimates in this case, 10 
thermocouples, located in the two plates outside of the lap area, pro­
vided temperature measurements not directly influenced by the interface 
conductance. From this data, the constants k, e, and h were determined 
for the aluminum and stainless steel joints. A summary of the computed
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Table V-2
THERMAL CONDUCTIVITY, EMITTANCE, AND CONVECTIVE FILM COEFFICIENTS
k
BTU/in-min-°F
6
h
BTU/min-in®-° F
60
61
Al
um
in
um
Reference 6 
" 70 
71
Joint Data 
Value Used
0.154
0.138
0.160
0.160
0.10-0.15
0.56 (anodized)
0,59
0.15
0.80 X io"4
1.74 X io-4
30
4
St
ai
nl
es
s
Reference 6 
" 70 
" 71 
Joint Data 
Value Used
0.0133
0.0130-0.0135
0.0147
0.0147
0.30
0.30-0.41
0.34
0.34
2.55 x 10‘4
2.55 X io-4
Reference 6 
(p. 172)
1.74 X 10"4
values is given in Table V-2 along with estimated values taken from the 
literature.
The measured values of thermal conductivity (k) for both metals and 
the emittance (e) for the stainless steel agree within about 10 percent 
with previously reported values. Ihe emittance for aluminum determined 
from the joint data, however, appears too high, as compared to the 
literature value for non-anodized 6061 aluminum. Both values of h appear 
reasonable, but the value of h determined for the aluminum joint appears 
too low. This is due to the high value of €, for the aluminum joint, 
which was used in calculating a value for h. It is not known whether 
the differences between the calculated values and the values taken from 
the literature are normal variations in the properties of the materials,
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or due to errors in the temperature and electrical power measurements 
and the estimate for heat losses around the heating element.
For both the aluminum and stainless steel joints, the emittances 
were determined from the temperature measurements outside the lap area 
and the computed heat losses during the tests in vacua. These emittance 
values were then used in computing the convective heat transfer coeffi­
cient from the temperature measurements obtained at ambient pressure. 
Thus, in the case of the stainless steel joint, a value of 0.34 for €, 
obtained from the temperature measurements in vacuum, was used to compute 
a value of 2.55 x 1(T4 for h from the temperature measurements at ambient 
pressure. Both of these values were used in the finite-difference 
analysis.
Instead of using a value of 0.59 for the emittance of the aluminum
_ A
joint, a value of 1.74 x 10 was assumed for h and a consistent value 
for € was computed using the temperature measurements at ambient pres­
sure. The value obtained, 0.15, is consistent with that given for alumi­
num by McAdams (6). These values of e and h were then used in the 
finite-difference analysis of the aluminum joint.
The actual division of the heat losses into convection and radiation 
losses, was found to be important in the finite-difference steady-state 
analysls--as long as the total heat loss was accounted for. In addition, 
if the total heat loss rate is small compared with the heat transfer rate 
across the joint, no appreciable error is introduced Into the computed 
interface temperature differences. The computed heat transfer rates to 
and from the joints for all 10 tests are given in Table V-3.
From Table V-3 it is seen, that for the aluminum joint in vacuum 
(tests 3 and 4), the heat loss across the joint was only about 11 percent
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Table V-3
CALCULATED JOINT HEAT TRANSFER AND LOSS RATES
Test
Input Heat 
Rate 
BTU/min
Output Heat 
Rate 
BTU/min
Heat Loss Rate 
across Joint 
BTU/min
1 4.20 3.53 0.67
2 4.20 3.53 0.67
3 3.74 3.33 (3.64)* 0.41 (0.10)*
4 3.74 3.33 (3.64)* 0.41 (0.10)*
5 0.58 0.13 0.45
6 0.32 0.17 0.15
7 0.64 0.14 0.50
8 0.33 0.18 0.15
9 0.32 0.16 0.16
10 0.75 0.12 0.63
*Value used in finite-difference analysis.
of the heat input. So, in this case, the change in e from a computed 
value of 0.59 to a computed value of 0,15 reduces this 11 percent to 
only about 3 percent, since the 11 percent value was used to compute the 
value of 0.59 for e.
At the joint interface, however, the increase in heat transfer rate 
due to the change in e of from 0.59 to 0.15 is only 4 percent. For 
tests 1 and 2, the difference is much less because the value for the 
total heat loss was retained which means that a higher value of h was 
used to compensate for a lower value of «. If a change in e had been 
necessary for the stainless steel joint, the error would have been much
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larger; the losses across the joint in tests 6, 8, and 9 were about 
50 percent of the input, rather than 11 percent.
To obtain the input rates given in Table V-3, the measured values 
of the heating element input were corrected for convection and radiation 
losses about the heating element by use of the calculated values of h 
and e. The heat transfer loss for all 34 thermocouples inserted in the 
plates was found to be only 0.008 BTU/min.
With k, 6, h, and qj determined, the only remaining parameters to 
be determined for use in the finite-difference analyses were the inter­
face thermal conductances (conductors 23-50). The values of the thermal 
conductance between pairs of interface nodes were obtained using equa­
tion 11-25 to calculate Ct in the contact area and equation V-5 to cal­
culate Cg in the gap area. The results for tests 1, 5, and 8 are given 
in Tables V-4, V-5, and V-6. The values of kf for these equations were 
taken from Figures II-3 and II-4, and the values of iA and iB (irregu­
larity of the plate surfaces) were measured with a Proficorder (Micro- 
metrical Corporation). The average measured values for the stainless 
steel and aluminum plates are plotted in Figure II-6 and are seen to 
fall within the standard deviation of the data from reference 48.
The contact areas for the stainless steel and aluminum joints were 
determined with values of r0 from Figure IV-16. The experimental data 
reported in Chapter III for the 1-inch button-head bolt was extrapolated 
to the 3/8-inch button-head bolt actually used in the joints. To obtain 
values of rCT from Figure IV-16, a value of 0.336 inches for rh was used 
rather than the actual bolthead radius of 0.406 inches, in line with the 
oil pressure and penetration data obtained for button-head bolts in 
Chapter III.
Table V-4
INTERMEDIATE RESULTS IN THE CALCULATION OF THE NODAL INTERFACE CONDUCTANCES - TEST 1
Conductor
Number
6 C.
Avg Contact 
Pressure
na Ct
Percent
cg
Percent
Ct
Nodal Interf. 
Conductance
10"4 in BTU psi 1/in BTU BTUmin in2 °F min in3 °F min in2 °F
23 6.0 0.041 90. 0.29 0.17 90. 10. 0.055
24 3.9 0.063 650. 1.6 0.59 50. 50. 0.33
25 4.7 0.052 30. 0.12 0.12 75. 25. 0.068
26 5.2 0.047 - - - 100. 0. 0.047
27 7.0 0.035 - - - 100. 0. 0.035
28 5.2 0.047 - - - 100. 0. 0.047
29 4.7 0.052 30. 0.12 0.12 75. 25. 0.068
30 3.9 0.063 650. 1.6 0.59 50. 50. 0.33
31 6.0 0.041 90. 0.29 0.17 90. 10. 0.055
32 4.5 0.054 650. 1.6 0.59 50. 50. 0.33
33 - - 2700. 5.8 1.9 0. 100. 1.9
34 - - 800. 2.0 0.72 0. 100. 0.72
35 3.2 0.076 90. 0.29 0.17 50. 50. 0.12
36 3.7 0.066 - - - 100. 0. 0.067
37 3.2 0.076 90. 0.29 0.17 50. 50. 0.12
38 - - 800. 2.0 0.72 0. 100. 0.72
39 - - 2700. 5.8 1.9 0. 100. 1.9
40 4.5 0.054 650. 1.6 0.59 50. 50. 0.33
41 6.0 0.040 90. 0.29 0.17 90. 10. 0.053
42 3.9 0.061 650. 1.6 0.59 50. 50. 0.33
43 4.7 0.051 30. 0.12 0.12 75. 25. 0.068
44 5.2 0.046 - - - 100. 0. 0.046
45 7.0 0.034 - - - 100. 0. 0.034
46 5.2 0.046 - - - 100. 0. 0.046
47 4.7 0.051 30. 0.12 0.12 75. 25. 0.066
48 3.9 0.061 650. 1.6 0.59 50. 50. 0.33
49 6.0 0.040 90. 0.29 0.17 90. 10. 0.053
50 3.8 0.064 - - - 100. 0. 0.062
Table V-5
INTERMEDIATE RESULTS IN THE CALCULATION OF THE NODAL INTERFACE CONDUCTANCES - TEST 5
Conductor
Number
6 c «
Avg Contact 
Pressure
na Ct
Percent
c,
Percent
ct
Nodal Interf. 
Conductance
10"4 in
BTU
psi 1/in
BTU BTU
min in2 °F min in2 °F min in2 °F
23 2.7 0.085 - - - 100. 0. 0.086
24 1.7 0.14 150. 0.45 0.15 90. 10. 0.14
25 2.1 0.11 - - - 100. 0. 0.11
26 2.5 0.092 - - - 100. 0. 0.092
27 2.6 0.089 - - - 100. 0. 0.088
28 2.5 0.092 - - - 100. 0. 0.092
29 2.1 0.11 - - - 100. 0. 0.11
30 1.7 0.14 150. 0.45 0.15 90. 10. 0.14
31 2.7 0.085 - - - 100. 0. 0.086
32 2.0 0.11 150. 0.45 0.14 90. 10. 0.12
33 0.45 0.51 2200. 4.8 0.27 5. 95. 0.28
34 1.1 0.21 150. 0.45 0.14 80. 20. 0.19
35 1.3 0.18 - - - 100. 0. 0.17
36 1.6 0.14 - - - 100. 0 . 0.14
37 1.3 0.18 - - - 100. 0 . 0.17
38 1.1 0.21 150. 0.45 0.14 80. 20. 0.19
39 0.45 0.51 2200. 4.8 0.27 5. 95. 0.28
40 2.0 0.11 150. 0.45 0.14 90. 10. 0.12
41 2.7 0.083 - - - 100. 0. 0.86
42 1.7 0.13 150. 0.45 0.14 90. 10. 0.13
43 2.1 0.11 - - - 100. 0. 0.11
44 2.5 0.090 - - - 100. 0 . 0.092
45 2.6 0.087 - - - 100. 0 . 0.086
46 2.5 0.090 - - - 100. 0. 0.092
47 2.1 0.11 - - - 100. 0. 0.11
48 1.7 0.13 150. 0.45 0.14 90. 10. 0.13
49 2.7 0.083 - - - 100. 0. 0.86
50 1.7 0.13 - - - 100. 0. 0.13
Table V-6
INTERMEDIATE RESULTS IN THE CALCULATION OF THE NODAL INTERFACE CONDUCTANCES - TEST 8
Conductor
Number
6 Avg Contact Pressure na Ct Percent
c,
Percent
ct
Nodal Interf. 
Conductance
10~4 in
BTU psi 1/in
BTU BTU
rain in3 °F min in3 °F min in8 °F
23 5.4 0.0012 - - - 100. 0. 0.0012
24 3.6 0.0012 200. 0.59 0.019 90. 10. 0.0012
25 4.3 0.0011 - - - 100. 0. 0.0011
26 4.8 0.0011 - - - 100. 0. 0.0011
27 5.5 0.0012 - - - 100. 0. 0.0012
28 4.8 0.0011 - - - 100. 0. 0.0011
29 4.3 0.0011 - - - 100. 0. 0.0011
30 3.6 0.0012 200. 0.59 0.019 90. 10. 0.0012
31 5.4 0.0012 - - - 100. 0. 0.0012
32 4.1 0.0012 200. 0.59 0.019 90. 10. 0.0012
33 0.9 0.00078 4500. 9.0 0 . 26 5. 95. 0.25
34 2.2 0.0011 200. 0.59 0.019 80. 20. 0.0046
35 3.1 0.0011 - - - 100. 0 . 0.0011
36 3.4 0.0012 - - - 100. 0 . 0.0012
37 3.1 0.0011 - - - 100. 0 . 0.0011
38 2.2 0.0011 200. 0.59 0.019 80. 20. 0.0046
39 0.9 0.00078 4500. 9.0 0.26 5. 95. 0.25
40 4.1 0.0012 200. 0.59 0.019 90. 10. 0.0012
41 5.4 0.0012 - - - 100. 0 . 0.0012
42 3.6 0.0012 200. 0.59 0.019 90. 10. 0.0012
43 4.3 0.0011 - - - 100. 0 . 0.0011
44 4.8 0.0011 - - - 100. 0 . 0.0011
45 5.5 0.0012 - - - 100. 0 . 0.0012
46 4.8 0.0011 - - - 100. 0 . 0.0011
47 4.3 0.0011 - - - 100. 0 . 0.0011
48 3.6 0.0012 200. 0.59 0.019 90. 10. 0.0012
49 5.4 0.0012 - - - 100. 0 . 0.0012
50 3.4 0.0012 - - - 100. 0 . 0.0012
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Sneddon's theory gives values for ra of 0.58 and 0.45 for the 
aluminum and stainless steel joints respectively, whereas the curve drawn 
through the experimental data from the present study (Figure IV-16) gives 
0.75 and 0.50. Only this latter set of ra values was used to calculate 
contact areas and nodal interface conductance values. However, both sets 
were used to calculate plate deflections and interface gap thicknesses.
Average values of the interface gap thicknesses, 6, were determined 
from joint plate deflections calculated using the analysis developed in 
this study and described in Chapter IV, and the digital program given in 
Appendix A. The pair of rQ values from Sneddon's curve (Figure IV-16) 
gave 50 percent smaller plate deflections for the aluminum joint and 
10 percent smaller deflections for the stainless steel joint than deflec­
tions obtained with r0 values taken from the new experimental curve in 
the same figure. For the finite-difference analysis, the values of 6 
were determined from the new curve for rCT. The results for tests 1, 5, 
and 8 are given in Tables V-4, V-5, and V-6.
The contact-area interface pressures were determined with Fernlund's 
simplified method discussed in Chapter IV. These pressures for tests 1, 
5, and 8 are given in Tables V-4, V-5, and V-6. This method was suitable 
for the joints under consideration because the values of (r0 - rt) are 
close to the values of (rh - r,). The calculated interface stress dis­
tributions, shown in Figures V-9 and V-10, were used to find values of 
na from the curve labeled "arithmetic mean" in Figure II-6.
In Tables V-4, V-5, and V-6, besides the values of (^  , Ct , 6, and 
average contact pressure, the values of na read for each of the interface 
conductors from Figure II-6 are given. Also given in these tables are
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the percentages of the Interface nodal area in which gap conductance (C,) 
occurs and in which contact conductance (Ct) occurs.
From the tables, it is apparent that the conductance between most 
of the interfacial nodal pairs is governed by the equation for . This 
is especially pronounced in the stainless steel joint (tests 5 and 8).
The differences in the average values of the interface gap 6 are also 
apparent from the three tables. The difference in the values of 6 for 
tests 5 and 8 is due to the difference in the applied torque (see 
Table V-l), A comparison of the values of and nodal interface conduc­
tance for tests 5 and 8 reveals the effect of interface fluid pressure 
on the magnitude of the interface conductance.
The values of the nodal interface conductances resulting from the 
complete analyses for the 9 tests are shown in Table V-7. These values 
were used in the finite-difference analyses to determine the interface 
temperature distributions. The computed values of interface tempera­
tures are given in the next section.
F . Comparison Between Theoretical and Measured Values of Interface 
Temperatures
Steady-state temperature distributions were calculated with the 
finite-difference computer program (reference 69) and the nodal arrange­
ment shown in Figure V-8. The temperature distributions were found for 
each of the 9 tests using the data in Tables V-2, V-3, and V-7.
In Table V-8, the computed temperatures for test 1 are tabulated 
for comparison with the measured temperatures, which are also tabulated. 
Similar tables for tests 2-10 are given in Appendix B.
A summary of the differences between theoretical and experimental 
temperature gradients for all of the tests is given in Table V-9.
Table V-7
THEORETICAL VALUES OF INTERFACE CONDUCTANCE
Conductor Iinterface Conductance BTU/in2 -
o_
min F
No. Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 10
23 .055 .092 .0081 .011 .086 .00088 .042 .0012 .042
24 .33 .25 .15 .27 . 14 .0025 .073 .0012 .073
25 .068 .092 .057 .012 .11 .00083 .054 .0011 .052
26 .047 .10 .0028 .0018 .092 .00091 .049 .0011 .048
27 .035 .083 .0029 .0019 .088 .00091 .042 .0012 .041
28 .047 . 10 .0028 .00018 .092 .00091 .049 .0011 .048
29 .068 .092 .057 .012 .11 .00083 .054 .0011 .052
30 .33 .25 .15 .26 .14 .0025 .073 .0012 .073
31 .055 .092 .0081 .011 .086 .00088 .042 .0012 .042
32 .33 .22 .15 .26 .12 .0023 .064 .0012 .064
33 1.9 1.0 .96 1.86 .28 . 13 .39 .25 .39
34 .72 .42 .34 .64 .19 .022 . 11 .0046 .11
35 .12 .14 .028 .26 .17 .00093 .075 .0011 .075
36 .067 .13 .0027 .0018 . 14 .00093 .067 .0012 .067
37 .12 .14 .028 .049 .17 .00093 .075 .0011 .075
38 .72 .42 .34 .71 .19 .022 .11 .0046 .11
39 1.9 1.0 .96 1.86 .28 .13 .39 .25 .39
40 .33 .22 .15 .26 .12 .0023 .064 .0012 .064
41 .053 .092 .0081 .011 .86 .00088 .042 .0012 .042
42 .33 .25 .15 .26 .13 .0025 .073 .0012 .073
43 .068 .092 .057 .012 . 11 .00083 .053 .0011 .051
44 .046 .10 .0028 .0018 .092 .00091 .047 .0011 .046
45 .034 .086 .0029 .0022 .086 .00090 .041 .0012 .040
46 .046 .10 .0028 .0018 .092 .00091 .047 .0011 .046
47 .066 .092 .057 .012 .11 .00083 .053 .0011 .052
48 .33 .25 .15 .26 .13 .0025 .073 .0012 .073
49 .053 .092 .0081 .011 .86 .00088 .042 .0012 .042
50 .062 .14 .0025 .020 .13 .0010 .068 .0012 .065
Table V-8 
INTERFACE TEMPERATURES FOR TEST 1
CONDUCTOR
NO.
COLD SIDE 
TEMP. ~  °F
HOT SIDE TEMP. ~  °F A  T ACROSS INTERFACE ~  °F X DEVIATION 
IN A TMEASURED CALCULATED MEASURED CALCULATED
24 178.4 185.2 182.9 6.8 4.5 -34.
27 174.8 185.1 184.4 10.3 9.6 - 6.8
30 176.2 183.5 180.8 7.3 4.6 -37.
32 173.5 175.7 174.6 2.2 1.1 -50.
35 173.3 174.2 174.6 0.9 1.3 44.
36 171.7 174.4 174.0 2.7 2.3 -15.
41 159.6 167.7 167.8 8.1 8.2 - 1.2
42 162.2 167.1 165.8 4.9 3.6 -26.
43 160.6 166.3 167.3 5.7 6.7 18.
45 159.2 168.9 167.6 9.7 8.4 -13.
48 158.9 166.4 163.0 7.5 4.1 -45.
50 165.6 171.6 170.2 6.0 4.6 -23.
Absolute Average 6.0 4.9 26.
Table V-9
COMPARISON OF THEORETICAL AND EXPERIMENTAL INTERFACE TEMPERATURE DROPS
Conductor
Deviation in Interface Temperature Drop ~°F
Number Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 10
24 -2.3 -2.4 -2.2 -4.4 -3.5 2.2 -2.7 5.4 -2.5
27 -0.7 -2.5 -1.6 -3.3 -3.8 3.0 -4.0 5.8 -1.2
30 -2.7 -4.0 -0.2 -5.3 -1.2 5.6 -2.0 6.2 -0.9
32 -1.1 -2.8 -0.7 -0.7 -1.3 0.3 -1.4 4.1 -1.4
35 0.4 -0.6 -1.7 -3.3 -1.5 -0.2 -0.9 2.8 0.9
36 -0.4 -1.6 -1.5 -3.0 - 1.1 -0.4 2.4 -0.2
41 0.1 -1.8 1.4 -0.6 -0.8 2.1 -2.3 3.2 -2.5
42 -1.3 -1.8 -0.9 -4.6 -1.3 -1.3 -0.4 2.0 -1.7
43 1.0 -0.2 0.6 -0.2 -2.2 0.2 -2.9 2.4 -1.5
45 -1.3 -2.7 -1.5 -0.9 -2.0 -0.6 -2.8 1.3 -1.9
48 -3.4 -3.6 -4.8 -6.4 -5.6 - - - -
50 -1.4 -2.5 1.8 -1.8 -3.6 0.1 -3.1 1.6 -0.3
Average 
Abs, Dev. 1.3
2.2 1.6 2.9 2.4 1.5 2.1 3.4 1.4
Overall Average Deviation = 2.1 °F
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From Table V-8 and Appendix B it is apparent that the average 
percentage deviation between theoretical and experimental values of AT 
is large in most cases. The overall average deviation is 35 percent. 
However, it is clear from Table V-9^that the average values of the abso­
lute deviation are on the order of 2°F. This is within the limits of 
the accuracy of the temperature measurements and the finite-difference 
analysis, the latter being limited by the knowledge of k, h, and e.
It should be noted that where the temperature gradient across the 
interface is about 10 degrees, the percentage error is only about half 
as large as the overall average. (See for example Tables B-2 and B-5.) 
This fact indicates that the discrepancy between the theoretical and 
experimental values of AT is partly due to ^he inaccuracies in the tem­
perature measurements. The thermocouples employed are rated at ±0.75°F 
over a temperature range of 0 to 200°F. Since a calibration of the 
thermocouples in place in the bell jar was possible only at 32°F, some 
error in the readings between thermocouples was expected. However, from 
Table V-9 it is obvious that in all of the tests the deviations are 
either mostly positive or mostly negative. One would expect the errors 
resulting from the thermocouple readings to have more of a random nature. 
Thus it appears that most of the 2°F deviation should be attributed to 
the finite-difference analysis and specifically, to the uncertainties in 
k , h , and e ,
In reviewing the literature, large discrepancies were found between 
and within sets of experimental data for interface thermal conductance. 
Agreement to within 35 percent was rarely found. Difficulties Inherent
in the experimental measurements are part of the reason. In light of 
this, the analytical method developed in this study provides a better 
method of obtaining estimates of interface thermal conductance values 
for design purposes.
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CHAPTER VI 
SUMMARY OF RESULTS AND RECOMMENDATIONS
The primary objective of this investigation was the development of 
a practical analytical method of determining the interface thermal con­
ductance of a bolted joint from a minimum of design information. Such a 
method was developed and its validity demonstrated with experimental data.
In reviewing the literature, it was found that the development of a 
completely analytical method was hampered by a number of factors. These 
included the lack of; (1) experimental data for the stress distribution 
under boltheads, (2) an experimentally verified method for obtaining the 
stress distribution in the interface of a bolted joint and the region of 
apparent contact, and (3) a theoretical method for predicting the inter­
face gap when the stresses are known. A comprehensive program combining 
experimental analysis with theory and digital computer calculations was 
undertaken to eliminate the unknowns and to provide the necessary 
analytical techniques.
A. Stress Analysis and Plate Deflection
The normal stress distributions under 1-inch button- and fillister- 
head bolts were obtained from oil penetration and oil pressure measure­
ments. (There is not available at this time any other data of this type 
with which to compare the results of these measurements.) It was found 
that the normal stress distribution under a thick fillister-head bolt 
was very nearly uniform under the entire head. Data obtained for a 
button-head bolt and a thin fillister-head bolt exhibited non-uniform 
distributions with a zone of near-zero stress close to the head perimeter.
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Data obtained for a 5/8**inch button-head bolt indicated that an 
approximately linear scale factor existed for defining the zero-stress 
zone for button-head bolts smaller than 1-inch in diameter.
Information on the interface stress distribution between circular 
and rectangular plates was obtained from oil penetration and oil pres­
sure measurements. The values obtained for rCT, the radial extent of the 
interface stress, represent the first extensive experimental data of 
this kind and were found to disagree with results obtained from Sneddon's 
(61) theory. This disagreement was shown to be important when values of 
rCT are applied in the calculation of plate deflection. Fernlund's (60) 
simplified method to obtain interface stress distributions, previously 
verified for thick plates, was shown to be invalid for thin plates. An 
approximate method was developed for use in place of Fernlund's simpli­
fied method, and was shown to yield adequate results if ra is known to 
within 2-3 percent.
An analytical technique, employing the method of superposition, was 
developed to describe the deflection of thin circular plates with center 
holes, subject to non-uniform partial loading. The resulting equations 
were programmed for digital solution. This analysis was shown to agree 
well with results from the literature when applied to cases involving 
uniform continuous loading. Plate deflections calculated with this pro­
gram were shown to disagree with Lieb's (42) simplified analysis in sev­
eral important cases. The program was also employed in a parametric 
study to demonstrate the extreme sensitivity of the deflection of bolted 
plates to the value of ra .
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B. Heat Transfer Results
The information obtained from the study of holthead and interface 
stress distributions, combined with the plate deflection program, was 
used in equations previously developed for the contact region and the 
interface gap to calculate theoretical values of interface conductance 
for two bolted joints. This was done for aluminum and stainless steel 
joints in air and in vacuum. These computed conductances were then used 
in finite-difference steady-state heat transfer analyses to calculate 
the temperature gradients across the joint interfaces.
Interface temperature gradients were measured for the aluminum and 
stainless steel joints in 5 tests in air at ambient pressure and 4 tests 
in vacuum. The measured gradients were found to agree with the computed 
gradients within about 2°F. The average deviation between measured and 
computed gradients was 35 percent. This deviation was attributed partly 
to the errors in temperature measurement, but mostly to the uncertainties 
in the values of k, h and e used in the finite-difference analysis.
C, Recommendations
There are two areas in which more experimental data is needed. The 
first of these is the determination of rQ as a function of (rh - r,)/b.
The second is interface temperature gradients.
In Chapter IV the importance of knowing r0 very accurately was 
demonstrated. In order to obtain the needed accuracy over a range of 
values of (rh - r,)/b it is believed that the methods employed in this 
study will not be adequate and that three-dimensional photoelastic methods 
should be employed in an attempt to determine ra to within a few percent.
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More accurate measurements of the temperature drop across the 
Interface of bolted joints are needed to establish a reliable experi­
mental baseline with which the theoretical results can be compared.
Great care needs to be taken in the fabrication of the experimental 
plates. The plates should be made from thick flat stock and ground down 
to eliminate any possible warping. The mating surfaces should be lapped 
if possible to insure the best possible mating. The thermal conductivity 
and emittance of the plates should be measured to within a few percent in 
separate, closely controlled experiments in order to provide accurate 
data for calculating heat losses. A complete finite-difference analysis 
should be performed to estimate the heat losses. This analysis should 
consider the heating element, cooling plate, and the support structuie 
in order to more accurately determine the heat losses from the element 
and the heat transfer across the joint. The thermocouple calibration 
should be checked (in place) at a temperature above the ice point, if 
possible. This would require a small electrically-heated well-insulated 
portable vessel.
Larger temperature gradients across the interface would possibly 
reduce the percentage error in the measurements; however, the heat losses 
would probably be greater. If all of the heat losses can be accurately 
accounted for in a finite-difference heat transfer analysis, higher 
heating rates and temperature gradients would prove beneficial.
Considerable improvement in the analysis of interface stress dis­
tribution could be obtained if Fernlund's (60) exact method was adapted 
to non-uniformly loaded plates. This might be possible by using a method 
of superposition to describe the non-uniform loading. This could best
be done using a digital computer. Such an analysis would permit a 
theoretical determination o£ rc which might prove better than any 
experimental method.
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APPENDIX A 
Computer Program for Plate Deflection
r> 
n 
n 
n 
r> 
n
n
ri
n
n
o
n
n
n
n
n
n
n
fi
n
n
n
n
n
n
n
n
n
n
fl T H I N  FLA Tc THtGRY -  ME THOU OF SUPERPOSI TI ON
T H I S  PROGRAM I S  WRITTEN IN FORTRAN I V  COMPUTER LANGUAGE FCP AN IBM 
7 0 4 0  C I G H A L  COMPUTER.  I T  WI LL  CALCULATE THE DEFLECTI ON CF A T H I N  
CIRCULAR PLATE SUBJECT TO NON-UNIFORM PARTI AL LOADING.  THE METHOD 
CF SLFERPCSI  T ICN I S  USED I N  CONJUNCTION WITH HATCHED BOUNDARY CON­
D I T I O N S .  W I T H I N  THE PROGRAM THERE I S  AN OPTIONAL PROCEDURE TOR 
O BTAIN ING THE C O E F F I C I E N T S  THAT ARE USE.) I N  THE POLYNOMIAL EQUA­
TIONS THAT DESCRIBE THE STRESS D I S T R I B U T I O N S  A P P L I t O  TO THE P L ATE .  
THE F I R S T  T P r i C N  S P E C I F I E S  THAT THE C O E F F I C I E N T S  RE PREDETERMINED  
AND RE AC INTO THE PROGRAM AS INPUT DATA.  THE SFCONO OPT I CN S P E C I ­
F I E S  THAT COORDINATES FROM THF STRESS D I S T R I f a U T I C M  CURVE BE READ 
IN  AS INPUT DATA.  THE PROGRAM THEN CURVE F I T S  THESE COORDINATES  
BY USING A PCLYNOMiAL CURVE F I T  SUBROUTINE WHICH I S  LOCATED I N  THE 
SYSTEMS LIBRARY OF THE IBM 7 0 4 0  COMPUTER BE ING USED.  THE OUTPUT  
OF T r I S  SUBROUTINE I S  THE C O E F F I C I E N T S  OF THE POLYNOMIAL EQUA TI ON .  
FCR ANY GIVEN CASE,  THE UPPER STRESS ON THE PLATE MAY USE THE 
F I R S T  OPTI CN WHILE THE LOWER STRESS MAY USE THE SECOND,  OR V I C E  
VERSA.  THERE I S  ANOTHER PROCEDURAL OPTION WHICH ALLOWS THE CALCU­
LATION O f  THE DEFLECTION CAUSED ONLY 8Y THE UPPER OR LOWER STRESS  
INSTEAD CF THE SUPERIMPOSED DEFLECTI ON CAUSED BY THE UPPER AND 
LOWER STRESSES ACTING TOGETHER.
CI MENS IC N VARIABLES  
DIMENSION e;?0),Wl30),R(20)
DI MENSION X X I 5 G ) , Y Y ( 5 C 1 , Y Y C ( 5 C 1 , C O E F S ( 5 0 } , E R R 0 R ( 5 C )
S C I  CCUN7 VARIABLE FOR CASE NUMBER AND PR I NT  
XXX *  0 
1C00 K * x  « : ♦  KKK 
PRINT £ 0 , K X X  
£C F O R M A T i / 4 9 Y , ‘ CASE N C . , 1 4 , / / / )
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QcFLBCTION AND DEFLECTI ON FROM A SINGLE STRESS.
I F  I JX  *  1 ,  CALCULATE DEFLECT ICN CAUSED BY A S I N GL E STRESS
I F  U X  *  21 C A L C U L A T E  OEFLECTi CN CAUSED BY 1PPER STRESS,  CALCULATE 160
c d e f l e c t i o n  c a u s e d b y l o w e r s t r e s s , a n d c a l c u l a t e the
c t o t a l d e f l e c t i o n b y th e m e t h o d of s u p e r p o s i t i o n
REAC 25*IJK 
25 FORMAT II1C 1
LM * 0
IFIIJK-M51,51*52
51 MIN * 1 
GO TC 53
52 MIN * 2
53 00 20C KIJ * H P  IN 
I F l I J K - i n w i H  12
C PRINT TYPE OF STRESS BEING CALCULATED
12 IFiKlJ-lJ13*13*1A
13 PRINT 92
92 FORMATf53«tl2HUPPER STRESS)
GO TC 11
14 PRINT 93
93 FORMATI///53X*12HL0WER STRESS)
C REAC CRT ION CONTROL VARIABLE WHICH DESIGNATES WHETHER THE COEFFI-
C CtENTS USEC IN THE POLYNOMIAL ARE TO BE READ IN OR CALCULATED BY
C THE CURVE FIT SUBROUTINE.
t IF ME * 1»TFE COEFFICIENTS ARE TO BE READ IN
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11 REAC 25*ME
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C 1 FOR STAINLESS STEEL, 2 FOR ALUMINUM, 3 FOR TITANIUM
C XB » PLATE THICKNESS
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C RS * RADIUS OF THE SHANK OF THE BOLT
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C N * CEGREE OF POLYNOMIAL BEING USED
C LTYPE - DESIGNATES WHETHER PLATE HAS A FREE OUTER EDGE OR
C A FIXEC OUTER EDGE
C 1 fOR FREE BOGE
C 2 FOR FIXEC EOGE (EDGE OF ZERO SLOPE) 161
REAC 10,WATtXB*RR*RStRL*N*LTYPE 
10 FORMAT fII»4F10«G»2f10)
1F CPE*1)63*63*64
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FORMAT I///43X, 1NR* 24X,4HWSUM/)
CALCULATE N5UM BY SUPERIMPOSING THE DEFLECTIONS CAUSED BY THE
UPOER ANC LCMER STRESSES
00 500 MM * It 10
NN * PM *. 10
WSIIM * NIMH) ♦ M(NN)
PRINT 95fR|PNHWSUM 
FORMATf40XtF6.2tE30.4)
CCNTINUE 
PRINT 90 
FORMATI1H1I 
GO TC 1C00
PRINT CARRIAGE CONTROL
CONTINUE
PRINT 90
GCTCICOO
END
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****CASE NO. 1**#*
UPPER STRESS
STANDARD ERRORS FOR DEGREES 1-LL OF POLYNOMIAL CURVE FIT 
0. 1039821E 04 0.7033394E 03 0 i 4329979E 03 0.2210252E 03 0. 1152397E 03
0.4935722E 02 0. 6606985E 02 0. 5234340E 02 0.4051367E 02 0.5391077E 02
MAT = 2 B = 0.250 RR = 1.00 RS = 0.188 RL = 0.33 N = 0 TYPE =
A
0.45988E 03
0 . 12405E 06
- 0 . 14832E 07
0.7294IE 07
-0. 13625E 08
0 . 56381E 08
-0. 54892E 09
0 . 17786E 10
-0 .1240IE 10
-0. 16406E 10 168
SI TO S6 = 0. 187E-02 0.272E-02 -0.502E-03
D = 0 . 15E 05 RHOR = 3.05 RHOS = 0. 573 ALPHA
RB SIGMA SL WL
0.20 0.416E 04 -0. 192E-04 -0.480E-05
0.22 0.413E 04 -0. 192E-04 - 0 . 480E-05
0.23 0.407E 04 - 0 . 192E-04 -0. 480E-05
0.24 0.399E 04 -0. 192E-04 -0. 480E-05
0. 26 0. 387E 04 -0. 192E-04 -0. 480E-05
0. 27 0. 371E 04 -0. 192E-04 -0. 480E-05
0. 29 0. 344E 04 -0. 192E-04 -0. 480E-05
0. 30 0. 29 3E 04 -0. 192E-04 -0. 480E-05
0. 31 0. 193E 04 -0. 192E-04 -0. 480E-05
0. 33 -0. 418E 00 -0. 192E-04 -0. 480E-05
LOWER STRESS 
MAT = 2 B = 0.250 RR = 1.00 RS = 0.188
A
0. 37842E 04 
-0. 85505E 05 
0.37488E 06 
-0.60775E 06 
0. 33824E 06
-0.185E-02 -0 .9 H E -0 4  -0.454E-03
-0.897 BETA = 0.505 GAMMA = 1.2411
R W RHO
0.27 -0. 3570E-05 0.821E 00
0.35 -0. 5223E-05 0. 107E 01
0.43 - 0 . 6567E-05 0. 132E 01
0. 51 -0. 7714E-05 0. 156E 01
0.59 - 0 .8729E-05 0. 181E 01
0.68 -0. 9652E-05 0. 206E 01
0.76 -0. 1051E-04 0. 231E 01
0.84 -0. 1131E-04 0. 255E 01
0.92 -0. 1208E-04 0 . 280E 01
1.00 -0. 1282E-04 0. 305E 01
RL = 0.58 N = 4 TYPE = 1
****CASE NO. 2****
MAT = 1  B = 0.125 RR = 1.00 RS = 0.188 RL = 0.45 N = 4 TYPE = 1
A
0.25945E 05 
-0.46084E 06 
0. 21550E 07 
-0. 39205E 07 
0. 24924E 07
SI TO S6 = - 0. 110E-01 - 0 . 890E-02 0.260E-02 0 . 123E -01 0. 369E- 03 0 . 454E-02
D = 0. 50E 04 RHOR = 2.20 RHOS = 0.414 ALPHA = -0.780 BETA = 0.707 GAMMA = 1. 5193
RB SIGMA SL WL R W RHO
0.21 -0. 717E 04 0. 540E-03 0. 153E-03 0.27 0. 3016E-04 0.593E 00
0.24 -0. 641E 04 0. 540E-03 0 . 153E-03 0. 35 0. 9092E-04 0. 772E 00
0.27 -0. 539E 04 0. 540E-03 0 . 153E-03 0.43 0. HOSE-03 0. 951E 00
0.29 -0. 426E 04 0. 540E-03 0. 153E-03 0.51 0. 1831E-03 0. 113E 01
0. 32 -0. 314E 04 0. 540E-03 0. 153E-03 0:59 0.2210E-03 0. 13IE 01
0. 35 -0.213E 04 0. 540E-03 0 . 153E-03 0.68 0. 2557E-03 0. 149E 01
0.37 -0. 130E 04 0. 540E-03 0 . 153E-03 0. 76 0. 2881E-03 0. 167E 01
0.40 -0. 675E 03 0. 540E-03 0. 153E-03 0. 84 0. 3188E-03 0.184E 01
0.43 -0. 274E 03 0. 540E-03 0. 153E-03 0.92 0. 3483E-03 0. 202E 01
0.45 -0.674E 02 0. 540E-03 0. 153E-03 1.00 0. 3769E-03 0.220E 01
SI T O  S6 = -0.340E-02 -0.776E-03 0. 123E-02 0.232E-02 0.287E-03 0. 107E-02
D = 0. 15E 05 RHOR = 1.72 RHOS = 0. 324 ALPHA = -0. 710 BETA = 0.810 GAMMA = 2.0139
RB SIGMA SL WL R W RHO
0.23 -0.252E 04 0, 107E-03 0. 507E-04 0. 27 0. 6442E-05 0.464E 00
0.27 -0.218E 04 0. 107E-03 0. 507E-04 0. 35 0. 2109E-04 0.604E 00
0.31 -0. 173E 04 0 . 107E-03 0. 507E-04 0.43 0. 3300E-04 0. 744E 00
0. 34 -0. 126E 04 0. 107E-03 0. 507E-04 0. 51 0 . 4316E-04 0. 884E 00
0.38 -0.829E 03 0. 107E-03 0. 507E-04 0.59 0. 5216E-04 0. 102E 01
0.42 -0.475E 03 0 . 107E-03 0. 507E-04 0.68 0. 6033E-04 0 . 1 16E 01
0.46 - 0 .2 2 2 E  03 0. 107E-03 0. 507E-04 0. 76 0.6791E-04 0. 130E 01
0.50 -0. 718E 02 0. 107E-03 0. 507E-04 0. 84 0. 7504E-04 0. 144E 01
0. 54 -0.969E 01 0. 107E-03 0. 507E-04 0.92 0. 8186E-04 0 . 158E 01
0.58 -0.439E-02 0. 107E-03 0. 507E-04 1.00 0. 8843E -04 0. 172E 01
R WSUM
0.27 0. 2872E-05
0. 35 0. 1587E-04
0.43 0. 2643E-04
0. 51 0. 3545E-04
0.59 0. 4343E-04
0.68 0. 5068E-04
0. 76 0. 5740E-04
0.84 0 . 6373E-04
0.92 0. 6977E-04
1. 00 0. 7561E-04 171
APPENDIX B 
Heat Transfer Data
Table B-l Interface Temperatures for Test 2
CONDUCTOR
NO.
COLD SIDE 
TEMP. ~  °F
HOT SIDE TEMP. ~  °F A  T ACROSS INTERFACE ~  °F % DEVIATION 
IN A TMEASURED CALCULATED MEASURED CALCULATED
24 177.4 184.0 181.6 6.6 4.2 -38.
27 173.6 183.9 181.4
10.3 7.8 -24.
30 173.2 182.7 178.7 9.5 5.5 -42.
32 169.5 174.4 171.6 4.9 2.1 -57.
35 172.5 173.3 172.7 0.8 0.2 -75.
36 170.9 173.7 172.1 2.8 1.2 -57.
41 159.3 167.1 165.3 7.8 6.0 *
CM•
42 161.4 166.8 165.0 5.4 3.6 -33.
43 159.7 165.5 165.3 5.8 5.6 - 3.4
45 158.1 167.5 164.8 9.4 6.7 -29.
48 157.5 165.5 161.9 8.0 4.4 -45.
50 164.7 170.2 167.7 5.5 3.0 -45.
Absolute Average 6.4 4.2 39.
Table B-2 Interface Temperatures for Test 3
CONDUCTOR
NO.
COLD SIDE 
TEMP. ~  °F
HOT SIDE TEMP. ~  0 F A  T ACROSS INTERFACE ~  °F % DEVIATION 
IN A TMEASURED CALCULATED MEASURED CALCULATED
24 186.9 195.7 193.5 8.8 6.6 -25.
27 182.8 197.0 195.4 14.2 12.6 -11.
30 183.9 194.6 194.4 10.7 10.5 - 1.9
32 181.4 183.4 184.1 2.0 2.7 35.
35 178.3 185.4 183.7 7.1 5.4 -24.
36 179.1 185.1 183.6 6.0 4.5 -25.
41 166.0 177.8 179.2 11.8 13.2 12.
42 167.5 177.1 176.2 9.6 8.7 - 9.4
43 166.7 176.4 177.0 9.7 10.3 6.2
45 163.9 179.4 177.9 15.5 14.0 - 9.7
48 164.8 177.1 172.3 12.3 7.5 -39.
50 173.5 178.6 180.4 5.1 6.9 35.
Absolute Average 9.4 8.6 19.
Table B-3 Interface Temperatures for Test 4
CONDUCTOR
NO.
COLD SIDE
HOT SIDE TEMP. ~  °F A  T ACROSS INTERFACE ~  °F 1 DEVIATION 
IN A TTEMP, ~  °F MEASURED CALCULATED MEASURED CALCULATED
24 185.7 194.2 189.8 8.5 4.1 -52.
27 181.7 195.5 192.2 13.8 10.5
-24.
30 182.8 193.6 188.3 10.8 5.5 -49.
32 180.2 181.9 181.2 1.7 1.0 -41.
35 177.6 183.6 180.3 6.0 2.7 -55.
36 177.9 184.0 181.0 6.1 3.1 -49.
41 165.3 176.3 175.7 11.0 10.4 - 5.5
42 166.2 176.0 171.4 9.8 5.2 -47.
43 165.5 174.7 174.5 9.2 9.0 - 2.2
45 162.8 176.7 175.8 13.9 13.0 - 6.5
48 164.0 176.5 170.1 12.5 6.1 -51.
50 172.3 179.8 178.0 7.5 5.7 *
CM1
Absolute Average 9.2 6.4 34.
Table B-4 Interface Temperatures for Test 5
rnwnnrTnp COLD SIDE
HOT SIDE TEMP. ~  °F A  T ACROSS INTERFACE ~  °F % DEVIATIONbUIUiUvluK
NO. TEMP. ~  °F MEASURED CALCULATED MEASURED CALCULATED IN A T
24 137.1 142.6 139.1 5.5 2.0 -64.
27 136.8 142.9 139.1 6.1 2.3 -62.
30 134.8 138.8 137.6 4.0 2.8 -30.
32 130.9 133.1 131.8 2.2 0.9 -59.
35 129.4 131.4 129.9 2.0 0.5 -75.
36 131.4 130.2 131.1 ---- ---- —
41 122.0 123.2 122.4 1.2 0.4 -67.
42 124.2 126.0 124.7 1.8 ~ 0.5 -72.
43 121.9 125.2 123.0 3.3 1.1 -67.
45 119.3 125.0 123.0 5.7 3.7 -35.
48 119.4 125.2 119.6 5.8 0.2 -96.
50 114.3 128.2 124.6 13.9 10.3 -26.
Absolute Average 4.7 2.2 60.
Table B-5 Interface Temperatures for Test 6
CONDUCTOR
NO.
COLD SIDE 
TEMP. ~  °F
HOT SIDE TEMP. ~  °F A  T ACROSS INTERFACE ~  °F X DEVIATION 
IN A TMEASURED CALCULATED MEASURED CALCULATED
24 156.6 171.3 173.5 14.7 16.9 15.
27 156.6 174.1 177.1 17.5 20.5 17.
30 158.6 170.1 175.7 11.5 17.1 49.
32 151.8 157.6 157.9 5.8 6.1 5.2
35 151.5 157.5 157.3 6.0 5.8 -3.3
36 154.1 157.8 158.9 3.7 4.8 30.
41 138.9 150.3 152.4 11.4 13.5 18.
42 143.0 151.7 150.4 8.7 7.4 -15.
43 139.8 151.6 151.8 11.8 12.0 1.7
45 138.9 153.5 152.9 14.6 14.0 -4.1
48 139.5 151.4
--- 11.9
50 145.4 155.3 1 155.4 9.9 10.0 1.0
Absolute Average 10.5 12.5 14.
Table B-6 Interface Temperatures for Test 7
CONDUCTOR
NO.
COLD SIDE
HOT SIDE TEMP. -  0 F A  T ACROSS INTERFACE ~  °F % DEVIATION 
IN A TTEMP. «  °F MEASURED CALCULATED MEASURED CALCULATED
24 139.6 144.3 141.6 4.7 2.0 -57.
27 137.6 144.8 140.8 7.2 3.2 -56.
30 136.1 140.4 138.4 4.3 2.3 -46.
32 132.4 134.9 133.5 2.5 1.1 -56.
35 130.3 133.2 132.3 2.9 2.0 -31.
36 132.1 133.2 132.8 1.1 0.7 -36.
41 123.8 127.0 124.7 3.2 0.9 -66.
42 126.0 127.1 126.7 1.1 0.7 -36.
43 123.3 126.6 123.7 3.3 0.4
0000>
45 120.9 126.5 123.7 5.6 2.8 -50.
46 119.3 119.9
— 0.6 ------
50 125.2 129.0 125.9 3.8 0.7 -82.
Absolute Average 3.6 1.5 55.
Table B-7 Interface Temperature for Test 8
mNnncTfw COLD SIDE
HOT SIDE TEMP. ~  °F A  T ACROSS INTERFACE ~  °F 1 DEVIATION
NO. TEMP. ~  °F MEASURED CALCULATED MEASURED CALCULATED IN A T
24 152.8 168.6 174.0 15.8 21.2 34.
27 151.5 168.9 174.7 17.4 23.2 34.
30 153.7 166.7 172.9 13.0 19.2 48.
32 147.8 153.2 157.3 5.4 9.5 76.
35 147.2 153.4 156.2 6.2 9.0 45.
36 148.6 154.4 156.8 5.8 8.2 41.
41 136.5 148.0 151.2 11.5 14.7 28.
42 140.3 148.0 150.0 7.7 9.7 26.
43 136.9 148.0 150.4 11.1 13.5 22.
45 135.8 149.2 150.5 13.4 14.7 9.7
48 135.2 148.2 --- 13.0
50 141.3 151.4 153.0 10.1 11.7 16.
Absolute Average 10.7 14.0 35.
1Table B-8 Interface Temperature for Teat 10
nmimiPTriR COLD SIDE 
TEMP. -  °F
HOT SIDE TEMP. ~  °F A  T ACROSS INTERFACE ~  °F X DEVIATION
NO. MEASURED CALCULATED MEASURED CALCULATED IN A T
24 128.4 133.4 130.9 5.0 2.5 -50.
27 128.0 132.9 131.7 4.9 3.7 -24.
30 126.1 129.5 128.6 3.4 2.5 -26.
32 122.0 123.4 122.0 1.4 0.0 -100.
35 121.5 122.0 121.1 0.5 -0.4
36 120.6 120.9 120.7 0.3 0.1 -67.
41 113.7 116.8 114.3 3.1 0.6 -32.
42 114.6 116.5 114.8 1.9 0.2 -89.
43 113.0 115.4 113.9 2.4 0.9 -62.
45 113.1 115.5 113.6 2.4 0.5 -79.
48 112.1 112.4 — 0.3 ---------
50 115.8 117.7 117.4 1.9 1.6 -16.
Absolute Average 2.5 1.1 55.
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