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Abstract
In this article we investigate an inexact iterative regularization method
based on generalized Bregman distances of an optimal control problem
with control constraints. We show robustness and convergence of the
inexact Bregman method under a regularity assumption, which is a com-
bination of a source condition and a regularity assumption on the active
sets. We also take the discretization error into account. Numerical results
are presented to demonstrate the algorithm.
AMS Subject Classification: 49N45, 49M30, 65K10
Keywords: optimal control, source condition, Bregman distance, in-
exact Bregman method
1 Introduction
We consider an optimization problem of the following form:
Minimize
1
2
‖Su− z‖2Y
such that ua ≤ u ≤ ub a.e. in Ω.
(P)
Here Ω ⊆ Rn, n ≥ 1 is a bounded, measurable set, Y a Hilbert space and z ∈ Y
a given function. The operator S : L2(Ω) → Y is supposed to be linear and
continuous and inequality constraints are prescribed on the set Ω. Here, we
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3626/1-1.
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have in mind to choose S as the solution operator of a linear partial differential
equation. The special case where y = Su is defined as the solution of
−∆y = u in Ω
y = 0 on ∂Ω.
will be treated in detail in section 5.
A well-known method to solve (P) is the proximal point method (PPM) in-
troduced by Martinet [21] and developed by Rockafellar [27]. This method is
also known as iterated Tikhonov regularization, see [8, 10, 13]. The PPM is an
iterative method, and the next iterate uk+1 is given as the solution of
Minimize
1
2
‖Su− z‖2Y + αk+1‖u− uk‖
2
L2(Ω)
such that ua ≤ u ≤ ub a.e. in Ω,
with some given initial starting value u0. Here (αk)k is a sequence of non-
negative real numbers. One can hope to obtain convergence without the addi-
tional requirement that the regularization parameters αk tend to zero. Unfor-
tunately this is not the case in general, since there exists a counter-example by
Gu¨ler [9]. There only weak convergence is obtained. However this method is
well understood, see e.g. [17, 16, 15, 14, 28] and the references therein.
For the PPM method it is interesting to investigate the robustness with respect
to numerical errors. Denote by
Puk := argmin
u∈Uad
1
2
‖Su− z‖2Y + αk+1‖u− uk‖
2
L2(Ω)
the exact solution, which in general cannot be computed exactly. Since αk+1 > 0
it is clear that this problem has a unique solution. Due to numerical errors we
only obtain an approximate solution uk+1 which satisfies ‖uk+1 −Puk‖L2(Ω) ≤
εk. The sequence (εk)k can be interpreted as the accuracy of the computed
solution. One can hope to achieve convergence of the sequence (uk)k if (εk)k
is chosen appropriately. The iterates generated by the proximal point method
converge weakly to a solution of (P) if the condition
∞∑
j=1
εj
αj
<∞ (1.1)
holds, see [16, 27]. If the state z is not attainable, i.e. there exists no feasible
control u ∈ Uad such that Su = z holds, the optimal solution might be bang-
bang. Here Uad is the set of all feasible controls
Uad := {u ∈ L
2(Ω) : ua ≤ u ≤ ub}.
This means it is a linear combination of characteristic functions. Hence the
solution may not be in H1(Ω) and it is unlikely that a source condition holds
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in this case, see [32].
To handle this non-attainability we considered in [25] an iterative method based
on generalized Bregman distances. There, the iterate uk+1 is given by the
solution of
Minimize
1
2
‖Su− z‖2Y + αk+1D
λk(u, uk), (1.2)
where Dλ(u, v) := J(u)− J(v) − (u− v, λ) is called the (generalized) Bregman
distance [3] associated with a regularization function J with subgradient λ ∈
∂J(v). Here we have additional freedom in choosing the regularization function
J . This method was first applied to an image restoration problem, where J was
chosen to be the total variation, see [4, 23]. Our approach was to incorporate
the control constraints into the regularization functional, resulting in
J(u) :=
1
2
‖u‖2 + IUad(u).
Here I is the indicator function from convex analysis. This choice allowed us to
prove strong convergence under a suitable regularity assumption, which allows
bang-bang structure and non-attainability, see [25]. In the case of noisy data
‖z − zδ‖ ≤ δ we established an a-priori stopping rule in [24].
The aim of this paper is to analyse the robustness of the iterative method
presented in [25] with respect to numerical errors. We replace the operator S
in (1.2) by a linear and continuous operator Sh with finite-dimensional range
Yh ⊂ Y . This makes the problem (1.2) numerically solvable, but introduces an
additional discretization error. If S is the solution operator of a linear elliptic
partial differential equation and Yh is spanned by linear finite elements, then
this can be interpreted as the variational discretization in the sense of Hinze
[11].
We aim to establish sufficient conditions on the sequence (εk)k comparable to
(1.1), to ensure convergence.
This paper is structured as follows. In section 2 we recall our iterative method,
our regularity assumption and some convergence results. The operator Sh is
then introduces in section 3. Furthermore we present an a-posteriori error es-
timator for the discretized subproblem, which allows to control the accuracy of
the iterates. In section 4 we establish our inexact Bregman iteration and show
robustness and convergence results under the presence of numerical errors using
our regularity assumption. As an example we consider in section 5 the optimal
control of the heat equation. We construct the operator Sh and show its prop-
erties. Furthermore numerical results are presented for a bang-bang example.
Finally conclusions are drawn in section 6.
Notation. For elements q ∈ L2(Ω), we denote the L2-Norm by ‖q‖ := ‖q‖L2(Ω).
Furthermore c is a generic constant, which may change from line to line, but is
independent from the important variables, e.g. k.
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2 Assumptions and preliminary results
Let Ω ⊆ Rn, n ∈ N be a bounded, measurable domain, Y a Hilbert space,
S : L2(Ω) → Y linear and continuous. We are interested in the solution to
problem (P). Here we assume z ∈ Y and ua, ub ∈ L
∞(Ω) such that ua ≤ ub.
Hence the set of admissible controls Uad is non-empty. By
H(u) :=
1
2
‖Su− z‖2
we will denote our functional to be minimized.
2.1 Existence of solutions
Using classical arguments we can deduce existence of solutions.
Theorem 2.1. Under the assumptions listed above the problem (P) has a so-
lution. If the operator S is injective the solution is unique.
Let u† ∈ Uad denote a solution of (P) with state y
† := Su† and adjoint state
p† := S∗(z − Su†). Note that due to the strict convexity of H with respect to
Su the optimal state y† is uniquely defined. We now have the following result,
see also [25].
Theorem 2.2. We have the relation for almost all x ∈ Ω
u†(x)


= ua(x) if p
†(x) < 0,
∈ [ua(x), ub(x)] if p
†(x) = 0,
= ub if p
†(x) > 0,
and the following variational inequality holds:
(−p†, u− u†) ≥ 0 ∀u ∈ Uad.
2.2 Bregman iteration
In [25] we started to investigate an iterative method to solve (P) based on gen-
eralized Bregman distances. The Bregman distance [3] Dλ for a regularization
functional J at u, v ∈ L2(Ω) is given by
Dλ(u, v) := J(u)− J(v)− (u− v, λ)
where λ ∈ ∂J(v). We incorporate the control constraints into the regularization
functional
J : L2(Ω)→ R ∪ {−∞,+∞}, J(u) :=
1
2
‖u‖2 + IUad(u).
Let us recall some important properties of the regularization functional and the
Bregman distance. The next result can also be found in [25, Lemma 2.3].
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Lemma 2.3. Let C ⊆ L2(Ω) be non-empty, closed, and convex. The functional
J : L2(Ω)→ R ∪ {+∞}, u 7→
1
2
‖u‖2 + IC(u)
is convex and nonnegative. Furthermore the Bregman distance
Dλ(u, v) := J(u)− J(v)− (u − v, λ), λ ∈ ∂J(v)
is nonnegative and convex with respect to u.
In the following we define PU to be the L
2-projection onto the set U . Our
algorithm is now given by: (see [25, 4])
Algorithm A. Let u0 = PUad (0) ∈ Uad, λ0 = 0 ∈ ∂J(u0) and k = 1.
1. Solve for uk:
Minimize
1
2
‖Su− z‖2Y + αkD
λk−1(u, uk−1).
2. Choose λk ∈ ∂J(uk).
3. Set k := k + 1, go back to 1.
Here (αk)k is a bounded sequence of non-negative real numbers. In the next
theorems we summarize some properties of the algorithm. The proofs can be
found in [25]. In the following we use the abbreviation
γk :=
k∑
j=1
1
αj
.
Let us first recall a convergence result in terms of the functional H .
Theorem 2.4. Algorithm A is well-posed and we have λk ∈ ∂J(uk) for all
k ∈ N0. Let u
† be a solution of (P). We then have
H(uk) ≤ H(uk−1),
|H(uk)−H(u
†)| = O
(
γ−1k
)
.
Furthermore we have the monotonicity property of the sequence (uk)k with re-
spect to the Bregman distance
Dλk(u†, uk) ≤ D
λk−1(u†, uk−1)
and
∞∑
i=1
Dλi−1(ui, ui−1) <∞.
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We also established a general convergence result in terms of the controls.
Theorem 2.5. Weak limit points of the sequence (uk)k generated by Algorithm
A are solutions to the problem (P). Furthermore we obtain strong convergence
of the states
Suk → y
†,
where y† is the uniquely determined optimal state of (P). If in addition u† is
the unique solution of (P), we obtain uk → u
†.
In order to establish convergence rates for the iterates of Algorithm A we have
to assume some regularity on the solution of (P). A common assumption on a
solution u† is the following source condition, which is an abstract smoothness
condition, see, e.g., [4, 5, 12, 22, 30, 32]. We say u† satisfies the source condition
SC if the following assumption holds.
Assumption SC (Source Condition). Let u† be a solution of (P). Assume
that there exists an element w ∈ Y such that u† = PUad(S
∗w) holds.
This assumption is too restrictive as in many cases the solution u† is bang-
bang, i.e. a linear combination of characteristic functions, hence discontinuous.
But in many applications the range of S∗ contains H1(Ω) or C(Ω¯), hence the
Assumption SC is not applicable in this case. To overcome this, we use the
regularity of the adjoint state. We say u† satisfies the source condition ASC
if the following assumption holds. In the following we define χA to be the
indicator function of the set A. Recall that the adjoint state is defined by
p† = S∗(z − Su†).
Assumption ASC (Active Set Condition). Let u† be a solution of (P) and
assume that there exists a set I ⊆ Ω, a function w ∈ Y , and positive constants
κ, c such that the following holds
1. (source condition) I ⊃ {x ∈ Ω : p†(x) = 0} and
χIu
† = χIPUad (S
∗w),
2. (structure of active set) A := Ω \ I and for all ε > 0
|{x ∈ A : 0 < |p†(x)| < ε}| ≤ cεκ,
3. (regularity of solution) S∗w ∈ L∞(Ω).
Assumption ASC is a generalization of Assumption SC, since for I = Ω both
assumptions coincide. A sufficient condition for Assumption ASC can be found
in [6]. If p† ∈ C1(Ω¯) satisfies
∇p† 6= 0 ∀x ∈ Ω¯ with p†(x) = 0
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Assumption ASC is fulfilled with A = Ω and κ = 1. Since Assumption SC
omits more regularity, we expect to establish improved results in this case. The
regularity assumption ASC is used in e.g. [30, 32, 29, 25].
Using this regularity assumptions we established in [25] the following conver-
gence results.
Theorem 2.8. Let (uk)k be the sequence generated by Algorithm A. Assume
that Assumption SC holds for u†. Then
‖u† − uk‖
2 = O(γ−1k ) and
k∑
i=1
1
αi
‖u† − ui‖
2 ≤ c.
If we assume that instead Assumption ASC holds, then
‖u† − uk‖
2 = O

γ−1k + γ−1k k∑
j=1
α−1j γ
−κ
j


and
k∑
i=1
1
αi
‖u† − ui‖
2 ≤ c
(
1 +
k∑
i=1
α−1i γ
−κ
i
)
.
Note that we have
γ−1k + γ
−1
k
k∑
j=1
α−1j γ
−κ
j → 0 as k→∞,
see [25]. If Assumption ASC holds with A = Ω, which implies that u† is
bang-bang on Ω, we can improve the estimate of Theorem 2.8 to
‖u† − uk‖
2 = O

γ−1k k∑
j=1
α−1j γ
−κ
j

 .
The sequence of subdifferentials (λk)k is unbounded in general, but we can show
that the weighted average (γ−1k λk)k is converging. The proof can be found in
[25, Corollary 4.14].
Lemma 2.9. We have
∥∥γ−1k λk − p†∥∥2 =


O(γ−2k ) if u
† satisfies SC,
O
(
γ−2k
(
1 +
k∑
j=1
α−1j γ
−κ
j
))
if u† satisfies ASC.
3 The discretized problem
The aim of this section is to introduce the operator Sh and to establish auxiliary
estimates for the discretized subproblem. These estimates will then be applied
to prove convergence results in section 4.
7
3.1 The operator Sh
As mentioned in the introduction we want to introduce a family of linear
and continuous operators (Sh)h from L
2(Ω) to Y with finite-dimensional range
Yh ⊂ Y . Throughout this paper we make the following assumption. A similar
assumption is also made in [31].
Assumption 3.1. Assume that there exists a continuous and monotonically
increasing function δ : R+ → R+ with δ(0) = 0 such that
‖(S − Sh)uh‖Y + ‖(S
∗ − S∗h)(yh − z)‖ ≤ δ(h)
holds for all h ≥ 0, uh ∈ Uad and yh := Shuh.
For the case of a linear elliptic partial differential equation, the operator Sh is
the solution operator of the weak formulation with respect to the test function
space Yh. If Yh is spanned by linear finite elements, this can be interpreted as
the variational discretization in the sense of Hinze, see [11]. We consider a linear
elliptic partial differential equation in section 5. We assume that the operator
Sh and its adjoint S
∗
h can be computed exactly.
Note that 3.1 is an assumption on the approximation of discrete functions. Un-
der Assumption 3.1 we can establish the following discretization error estimate.
The proof is similar to [31, Proposition 1.6] and is omitted here.
Lemma 3.2. Let uk be the solution of
min
u∈Uad
1
2
‖Su− z‖2Y +
αk
2
‖u‖2 − αk(λ, u),
and uk,h be the solution of the discretized problem
min
u∈Uad
1
2
‖Shu− z‖
2
Y +
αk
2
‖u‖2 − αk(λ, u),
with λ ∈ L2(Ω) and α > 0. Then we have the following estimate
1
αk
‖yk,h − yk‖
2
Y + ‖uk,h − uk‖
2 ≤ cρ2kδ(h)
2
with the abbreviation ρ2k := α
−1
k (1 + α
−1
k ).
Please note that the norm of the operator Sh is bounded in the following sense.
Lemma 3.3. Let 0 < h ≤ hmax. Then there exists a constant C > 0 indepen-
dent from h, such that ‖Sh‖ ≤ C.
Proof. We compute the operator norm of Sh and estimate
‖Sh‖ = sup
‖u‖=1
‖Shu‖Y ≤ sup
‖u‖=1
(‖(Sh − S)u‖Y + ‖Su‖Y )
≤ δ(h) + ‖S‖
≤ δ(hmax) + ‖S‖.
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In the subsequent analysis we will need the following estimate.
Lemma 3.4. There exists a constant c > 0 independent from h, such that the
following estimate holds for all uh ∈ Uad
‖S∗h(z − Shuh)− S
∗(z − Suh)‖ ≤ cδ(h).
Proof. We compute with yh := Shuh
‖S∗h(z − Shuh)− S
∗(z − Suh)‖
≤ ‖S∗h(z − Shuh)− S
∗(z − Shuh)‖+ ‖S
∗(Suh − Shuh)‖
≤ ‖(S∗h − S
∗)(z − yh)‖+ c‖(S − Sh)uh‖Y
≤ cδ(h).
Please note that we used the continuity of S∗ and the assumption on the operator
Sh.
As a corollary we obtain the following result.
Lemma 3.5. Let ui ∈ Uad for i = 1, .., k. Then there exists a constant c > 0
independent from h and k such that the following estimate holds∥∥∥∥∥
k∑
i=1
1
αi
S∗(z − Sui)−
k∑
i=1
1
αi
S∗h(z − Shui)
∥∥∥∥∥ ≤ cγkδ(h).
3.2 A-posteriori error estimate for the discretized sub-
problem
We now want to consider the discretized subproblem, i.e. we replaced the op-
erator S in the minimization problem (step 1) of algorithm A with the discrete
operator Sh. This gives the following problem
Minimize
1
2
‖Shu− z‖
2
Y + αkD
λk−1(u, uk−1).
This problem can be rewritten as the equivalent minimization problem (3.1),
see also [25]. For brevity we set λ := λk−1 and α := αk.
Minimize
1
2
‖Shu− z‖
2
Y − α(λ, u) +
α
2
‖u‖2,
s.t. u ∈ Uad.
(3.1)
To construct an a-posteriori error estimate we use Theorem 2.2 in [20], which
will give us the following result. Note that we also use Lemma 3.3 here.
9
Theorem 3.6. Let uˆ be the solution of the subproblem (3.1). Let uh ∈ L
2(Ω)
be given and define yh := Shuh and ph := S
∗
h(z − yh). Let 0 < h ≤ hmax with
hmax > 0. Then there exists a constant c > 0 independent from h such that
‖uh − uˆ‖ ≤ c
(
1 +
1
α
)∥∥∥∥uh − PUad
(
1
α
ph + λ
)∥∥∥∥ .
This results allows us to estimate the distance to the exact solution of the
subproblem. Note that the problem (3.1) is uniquely solvable if α > 0, see [25].
For abbreviation we set
B(α, λ, uh) :=
(
1 +
1
α
)∥∥∥∥uh − PUad
(
1
α
S∗h(z − Shuh) + λ
)∥∥∥∥ .
Let u ∈ L2(Ω) be an approximate solution to the discretized subproblem (3.1).
The quantity B(α, λ, u) then is an upper bound for the accuracy of u. This is
part of the next result. The proof follows directly with Lemma 3.3 and Theorem
3.6.
Lemma 3.7. Assume that 0 < h ≤ hmax. Let uˆ be the solution of the discretized
subproblem (3.1). Then there exists a constant c > 0 independent from h such
that the following implication holds for all u ∈ L2(Ω) and ε ≥ 0:
B(α, λ, u) ≤ ε =⇒ ‖u− uˆ‖ ≤ cε.
Let us close this section with the following remark. As mentioned in [11] the
solution of the discretized subproblem (3.1) can be approximated with arbitrary
accuracy. This will play a role in the analysis presented in the next section.
4 Inexact Bregman iteration
Solving the subproblem
Minimize
1
2
‖Su− z‖2Y + αkD
λk−1(u, uk−1)
exactly is very costly and in general not possible. We therefore suggest the
following inexact Bregman iteration which can be interpreted as an inexact
version of Algorithm A.
Inexact Bregman iterations are analysed in the literature, see e.g. [7, 18, 19, 1]
for a finite dimensional approach, and for an abstract Banach space setting, see
[26].
Algorithm B. Let uin0 = PUad (0) ∈ Uad, λ
in
0 = 0 ∈ ∂J(u0) and k = 1.
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1. Find uink with y
in
k = Shu
in
k and p
in
k = Sh
∗(z − Shu
in
k ) such that
B(αk, λ
in
k−1, u
in
k ) ≤ εk
2. Set
λink =
k∑
i=1
1
αi
S∗h(z − Shu
in
i )
3. Set k := k + 1, go back to 1.
Here εk ≥ 0 is a given sequence of positive real numbers controlling the accuracy
of the approximate solution uink . For εk = 0 for all k ∈ N and h = 0 Algorithm
A is obtained.
The analysis of Algorithm A presented in [25] is based on the fact that λk ∈
∂J(uk). This is guaranteed by the construction of λk. However, since Sh 6= S
and εk > 0 in general, we cannot expect that λ
in
k 6∈ ∂J(u
in
k ) holds.
Before we start to establish robustness results we want to give an overview over
the different auxiliary problems we are going to use. Furthermore we want to
introduce and clarify our notation.
4.1 Notation and auxiliary results
The aim of this section is to summarize the most important notations and
abbreviations. Our aim is to solve the unregularized problem
min
u∈Uad
1
2
‖Su− z‖2Y .
This problem is solvable and we want to specify a solution u†. We assume,
that this function satisfies one of the regularity assumptions SC or ASC. In
Algorithm A we have to solve the following regularized problem. We will refer
to this as subproblem
min
u∈Uad
1
2
‖Su− z‖2Y +
αk+1
2
‖u‖2 − αk+1(λ, u), (4.1)
with some λ ∈ L2(Ω) and αk+1 > 0. Here the (exact) unique solution is denoted
with uexk+1. The superscript ex stands for exact solution.
However, since the operator S is not computable in general, we introduced the
operator Sh, which is an approximation of S. We now replace S with Sh in
(4.1) and obtain the discretized subproblem
min
u∈Uad
1
2
‖Shu− z‖
2
Y +
αk+1
2
‖u‖2 − αk+1(λ, u).
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Again this problem is unique solvable and its solution is denoted with uexk+1,h.
The subscript h indicates that it is a discrete solution. Under suitable assump-
tions we can estimate the discretization error between uexk+1 and u
ex
k+1,h. This is
done in Theorem 3.2.
Please note that neither uexk+1 nor u
ex
k+1,h are computed during the algorithm.
As mentioned above we can approximate uexk+1,h with arbitrary precision. So we
compute an inexact solution of (3.1), which is denoted with uink+1. We use the
function B to measure the accuracy.
To control the accuracy during the algorithm we introduce a sequence (εk)k of
positive real values. In each iteration we now search for a function uink+1 ∈ Uad
such that B(α, λ, uink+1) ≤ εk+1.
In the end we want to estimate the error ‖u†− uink ‖. This is done by triangular
inequality
‖uink − u
†‖ ≤
(I)︷ ︸︸ ︷
‖uink − u
ex
k,h‖+
(II)︷ ︸︸ ︷
‖uexk,h − u
ex
k ‖+
(III)︷ ︸︸ ︷
‖uexk − u
†‖ . (4.2)
Note that (I) is controlled by the accuracy εk and (II) is limited by the dis-
cretization error. It remains to estimate the regularization error (III) with the
help of the regularity assumptions.
We also want to recall the following definitions, as they will appear quite often.
γk =
k∑
i=1
1
αi
, ρ2k = α
−1
k (1 + α
−1
k ).
4.2 Convergence under Assumption SC
We now start to analyse Algorithm B with u† satisfying Assumption SC.
Theorem 4.1. Let u† satisfy Assumption SC and let (εk)k be a sequence of
positive real numbers. Furthermore let h > 0 be given and let (uink )k be a sequence
generated by Algorithm B. Then we have the estimate
k∑
i=1
1
αi
‖uini − u
†‖2 ≤ c
(
1 +
k∑
i=1
Ri +
k∑
i=1
Hi
)
with the abbreviations
Ri :=
εi
αi
+
ε2i
α2i
+
γi−1εi
αi
+
ε2i
αi
,
Hi := δ(h)
[
ρi
αi
+
γi−1
αi
+
γi−1ρi
αi
]
+ δ(h)2
[
ρ2i
α2i
+
ρ2i
αi
]
.
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Proof. The proof is based on the splitting of the error ‖uink −u
†‖ in three parts,
see (4.2)
‖uink − u
†‖ ≤
(I)︷ ︸︸ ︷
‖uink − u
ex
k,h‖+
(II)︷ ︸︸ ︷
‖uexk,h − u
ex
k ‖+
(III)︷ ︸︸ ︷
‖uexk − u
†‖ .
Here (I) is controlled by the given accuracy εk and (II) can be estimated with
the help of Lemma 3.2:
(I) = ‖uink − u
ex
k,h‖ ≤ cεk,
(II) = ‖uexk,h − u
ex
k ‖ ≤ cρkδ(h).
It is left to estimate (III). We start with adding the optimality conditions for
uexk+1 and u
†, see [25, Lemma 3.1] and Theorem 2.2,(
S∗(Suexk+1 − z) + αk+1(u
ex
k+1 − λ
in
k ), v − u
ex
k+1
)
≥ 0, ∀v ∈ Uad,(
S∗(Su† − z), v − u†
)
≥ 0, ∀v ∈ Uad.
Addition yields
1
αk+1
‖S(uexk+1 − u
†)‖2Y + ‖u
ex
k+1 − u
†‖2 ≤
(
u† − λink , u
† − uexk+1
)
. (4.3)
For the term (u†, u† − uexk+1) we estimate with help of the source condition SC
(u†, u† − uexk+1) = (u
†, u† − uink+1)
+ (u†, uink+1 − u
ex
k+1,h) + (u
†, uexk+1,h − u
ex
k+1)
≤ (S∗w, u† − uink+1) + c(εk+1 + ρk+1δ(h)).
(4.4)
To estimate the remaining term (−λink , u
† − uexk+1
)
) we introduce the quantity
vink :=
k∑
i=1
1
αi
S(u† − uini ).
This quantity will be helpful in the subsequent analysis. Let us sketch the next
steps. First we will replace the operator Sh by S in order to apply the first
order conditions for u†. Second we eliminate the unknown exact solution uexk+1
by its approximation uink+1. For the first part we make use of Lemma 3.5 and
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estimate
(−λink , u
† − uexk+1) =
(
k∑
i=1
1
αi
S∗h(Shu
in
i − z), u
† − uexk+1
)
=
(
k∑
i=1
1
αi
S∗(Suini − z), u
† − uexk+1
)
+
(
k∑
i=1
1
αi
S∗h(Shu
in
i − z)−
k∑
i=1
1
αi
S∗(Suini − z), u
† − uexk+1
)
=
(
k∑
i=1
1
αi
S∗(Suini − z), u
† − uexk+1
)
+ cγkδ(h).
(4.5)
Now we eliminate the variable z by using the first order conditions for u† pre-
sented in Theorem 2.2(
k∑
i=1
1
αi
(Suini − z, S(u
† − uexk+1)
)
=
k∑
i=1
1
αi
(Suini − Su
†, S(u† − uexk+1)) +
k∑
i=1
1
αi
(Su† − z, S(u† − uexk+1))︸ ︷︷ ︸
≤0
≤
k∑
i=1
1
αi
(
S(uini − u
†), S(u† − uexk+1)
)
.
(4.6)
Since the variable uexk+1 is unknown we replace it by its approximation u
in
k+1
k∑
i=1
1
αi
(
S(uini − u
†), S(u† − uexk+1)
)
=
k∑
i=1
1
αi
(
S(uini − u
†), S(u† − uink+1)
)
+
k∑
i=1
1
αi
(
S(uini − u
†), S(uink+1 − u
ex
k+1,h)
)
+
k∑
i=1
1
αi
(
S(uini − u
†), S(uexk+1,h − u
ex
k+1)
)
≤ αk+1(−v
in
k , v
in
k+1 − v
in
k ) + cγk(εk+1 + ρk+1δ(h)).
(4.7)
Now we use (4.6) and (4.7) in (4.5) and obtain
(−λink , u
† − uexk+1) ≤ αk+1(−v
in
k , v
in
k+1 − v
in
k )
+ c
(
γkεk+1 + δ(h)γkρk+1 + δ(h)γk
)
.
(4.8)
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In the next step we plug (4.4) and (4.8) in (4.3)
1
α2k+1
‖S(uexk+1 − u
†)‖2Y +
1
αk+1
‖uexk+1 − u
†‖2
≤
1
αk+1
(u†, u† − uexk+1) +
1
αk+1
(−λink , u
† − uexk+1)
≤
(
w,
1
αk+1
S(u† − uink+1)
)
+ (−vink , v
in
k+1 − v
in
k )
+ c
(
εk+1
αk+1
+
γkεk+1
αk+1
)
+ cδ(h)
(
ρk+1
αk+1
+
γk
αk+1
+
γkρk+1
αk+1
)
≤ (w − vink , v
in
k+1 − v
in
k )
+ c
(
εk+1
αk+1
+
γkεk+1
αk+1
)
+ cδ(h)
(
ρk+1
αk+1
+
γk
αk+1
+
γkρk+1
αk+1
)
.
Before we proceed we need two additional results. A calculation reveals that
(w − vink , v
in
k+1 − v
in
k ) =
1
2
‖vink −w‖
2
Y −
1
2
‖vink+1 −w‖
2
Y +
1
2
‖vink+1 − v
in
k ‖
2
Y (4.9)
holds. Second we obtain
‖S(uexk+1 − u
in
k+1)‖Y ≤ ‖S(u
in
k+1 − u
ex
k+1,h)‖Y + ‖S(u
ex
k+1,h − u
ex
k+1)‖Y
≤ c(εk+1 + ρk+1δ(h)).
(4.10)
Furthermore we use Young’s inequality and (4.10) to establish for τ > 1:
1
2
‖vink+1 − v
in
k ‖
2
Y =
1
2α2k+1
‖S(uink+1 − u
†)‖2Y
≤
1
2α2k+1
((
1 +
1
τ
)
‖S(uexk+1 − u
†)‖2Y + (1 + τ) ‖S(u
ex
k+1 − u
in
k+1)‖
2
Y
)
≤
1
2α2k+1
(
1 +
1
τ
)
‖S(uexk+1 − u
†)‖2Y +
c
α2k+1
(
ε2k+1 + ρ
2
k+1δ(h)
2
)
.
(4.11)
This now yields
cτ
α2k+1
‖S(uexk+1 − u
†)‖2Y +
1
αk+1
‖uexk+1 − u
†‖2
≤
1
2
‖vink − w‖
2
Y −
1
2
‖vink+1 − w‖
2
Y + c
(
R˜k+1 + δ(h)H˜
(1)
k+1 + δ(h)
2H˜
(2)
k+1
)
,
with cτ = 1−
1
2
(
1 + 1τ
)
> 0 and the abbreviations
R˜i :=
εi
αi
+
ε2i
α2i
+
γi−1εi
αi
,
H˜
(1)
i :=
ρi
αi
+
γi−1
αi
+
γi−1ρi
αi
,
H˜
(2)
i :=
ρ2i
α2i
.
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Summation over k finally reveals
cτ
k∑
i=1
1
α2i
‖S(uexi − u
†)‖2Y +
k∑
i=1
1
αi
‖uexi − u
†‖2
≤
1
2
‖w‖2Y + c
k∑
i=1
R˜i + cδ(h)
k∑
i=1
H˜
(1)
i + cδ(h)
2
k∑
i=1
H˜
(2)
i ,
where we used the convention vin0 = 0. The result now follows by triangular
inequality.
Let us point out that the variables Ri can be identified with the accuracy of
the iterates and while the Hi are only influenced by the discretization. This
result above can now be interpreted in different ways. First we start with the
(theoretical) case that we can evaluate the operator S and its dual S∗. This
refers to the case where h = 0.
Corollary 4.2. Let u† satisfy Assumption SC and let (εk)k be a sequence of
positive real numbers such that
∞∑
i=1
Ri <∞.
Furthermore assume that Sh = S and let (u
in
k )k be a sequence generated by
Algorithm B. Then we have uink → u
† in L2(Ω).
The other interesting case is, that we can solve the discretized subproblem
exactly, i.e. εk = 0 for all k ∈ N. Here we obtain convergence in the following
sense.
Corollary 4.3. Let u† satisfy Assumption SC. Let hmax > 0 be given and
εk = 0 for all k ∈ N. Then there exists a constant C such that for every
0 < h ≤ hmax there exists a stopping index k(h) such that
k(h)∑
i=1
Hi ≤ C <∞.
and k(h)→∞ as h→ 0. Furthermore uink(h) → u
† as h→ 0.
Proof. We only have to show the existence of such a stopping index. The con-
vergence result then is a direct consequence of Theorem 4.1. Let us define the
following auxiliary variables
Ai :=
ρi
αi
+
γi−1
αi
+
γi−1ρi
αi
,
Bi :=
ρ2i
α2i
+
ρ2i
αi
.
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It is clear that Ak, Bk → ∞ as k → ∞. Now choose C > 0 sufficiently large
such that
δ(hmax)A1 + δ(hmax)
2B1 ≤ C.
Now pick 0 < h ≤ hmax. Since δ : (0,∞) → R is a monotonically increasing
function function we get the existence of k˜ ∈ N, k˜ ≥ 1 such that
k˜∑
i=1
Hi ≤ C.
Hence, the following expression is well-defined
k(h) := max
{
k ∈ N :
k∑
i=1
Hi ≤ C
}
.
It is left to show that k(h) → ∞ as h → 0. Assume that this is wrong, hence
there exists a n ∈ N such that k(h) < n for all h > 0. This yields
n∑
i=1
Hi = δ(h)
n∑
i=1
Ai + δ(h)
2
n∑
i=1
Bi > C ∀ 0 < h ≤ hmax.
However, since Ai and Bi are independent from h this is a contradiction for h
small enough. This finishes the proof.
If the disretized subproblem is only solved inexactly we can establish the fol-
lowing result. The proof is a combination of Corollary 4.2 and Corollary 4.3.
Corollary 4.4. Let u† satisfy Assumption SC and let (εk)k be a sequence of
positive real numbers such that
∞∑
i=1
Ri <∞.
Let h > 0 be given. Then there exists a constant C such that for every 0 < h ≤
hmax there exists a stopping index k(h) such that
k(h)∑
i=1
Hi ≤ C <∞.
and k(h)→∞ as h→ 0. Furthermore uink(h) → u
† as h→ 0.
4.3 Convergence under Assumption ASC
Let us now consider the case when Assumption ASC is satisfied.
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Theorem 4.5. Let u† satisfy Assumption ASC and let (εk)k be a sequence
of positive real numbers. Furthermore let h > 0 be given and let (uink )k be a
sequence generated by Algorithm B. Then we have the estimate
k∑
i=1
1
αi
‖uini − u
†‖2 ≤ c
(
1 +
k∑
i=1
γ−κi−1
αi
+
k∑
i=1
Ri +
k∑
i=1
Hi
)
with the abbreviations
Ri :=
εi
αi
+
ε2i
α2i
+
γi−1εi
αi
+
ε2i
αi
,
Hi := δ(h)
(
ρi
αi
+
γi−1
αi
+
γi−1ρi
αi
)
+ δ(h)2
(
ρ2i
α2i
+
ρ2i
αi
)
.
Proof. The proof mainly follows the idea of Theorem 4.1. Again the main part
is to establish estimates for the regularization error for uexk+1. First we want
to estimate the term (u†, u† − u) using Assumption ASC. We use [25, Lemma
4.12] and obtain
(u†, u† − u) ≤ (S∗w, u† − u) + c‖u† − u‖L1(A), ∀u ∈ Uad. (4.12)
This inequality introduces an additional L1-term. To compensate this term we
use an improved optimality condition, which is valid under Assumption ASC
(−p†, u− u†) ≥ cA‖u− u
†‖
1+ 1
κ
L1(A), ∀u ∈ Uad, (4.13)
with cA > 0. For a proof we refer to [25, Lemma 4.11]. Similar to (4.6) we
compute
(−λink , u
† − uexk+1)
≤
k∑
i=1
1
αi
(S(uini − u
†), S(u† − uexk+1))
+
k∑
i=1
1
αi
(Su† − z, S(u† − uexk+1))︸ ︷︷ ︸
≤−cA‖u†−uexk+1‖
1+ 1
κ
L1(A)
+cγkδ(h)
≤ αk+1(−v
in
k , v
in
k+1 − v
in
k )− cAγk‖u
† − uexk+1‖
1+ 1
κ
L1(A)
+ cγk(εk+1 + ρk+1δ(h)) + cγkδ(h).
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Now we estimate the term (u†, u† − uexk+1) using Young’s inequality
k∑
i=1
1
αi
(u†, u† − uexi ) ≤
k∑
i=1
1
αi
[
(S∗w, u† − uexi ) + c‖u
† − uexi ‖L1(A)
]
=
(
w,
k∑
i=1
1
αi
S(u† − uini )
)
+
(
w,
k∑
i=1
1
αi
S(uini − u
ex
i,h)
)
+
(
w,
k∑
i=1
1
αi
S(uexi,h − u
ex
i )
)
+ c
k∑
i=1
1
αi
‖u† − uexi ‖L1(A)
≤ ‖w‖2Y +
1
4
‖vink ‖
2
Y + c
k∑
i=1
εi
αi
+ cδ(h)
k∑
i=1
ρi
αi
+
cA
2
k∑
i=1
γi−1
αi
‖u† − uexi ‖
1+ 1
κ
L1(A) + c
k∑
i=1
γ−κi−1
αi
.
(4.14)
We now consider the following inequality, similar to (4.3)
1
α2k+1
‖S(uk+1 − u
†)‖2Y +
1
αk+1
‖uexk+1 − u
†‖2 ≤
1
αk+1
(u†, u† − uexk+1)
+ (−vink , v
in
k+1 − v
in
k )−
cAγk
αk+1
‖u† − uexk+1‖
1+ 1
κ
L1(A)
+ c
γkεk+1
αk+1
+ cδ(h)
[
γkρk+1
αk+1
+
γk
αk+1
]
,
and use again the equality
(−vink , v
in
k+1 − v
in
k ) =
1
2
‖vink ‖
2
Y −
1
2
‖vink+1‖
2
Y +
1
2
‖vink+1 − v
in
k ‖
2
Y .
As done in Theorem 4.1 we obtain with τ > 1 that
1
2
‖vink+1 − v
in
k ‖
2
Y ≤
1
2α2k+1
(
1 +
1
τ
)
‖S(uk+1ex− u
†)‖2Y
+
c
α2k+1
(
ε2k+1 − ρ
2
k+1δ(h)
)
.
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Combining everything now reveals with some cτ > 0
cτ
k∑
i=1
1
α2i
‖S(uexk+1 − u
†)‖+
k∑
i=1
1
αi
‖uexk+1 − u
†‖2
+ cA
k∑
i=1
γi−1
αi
‖u† − uexk+1‖
1+ 1
κ
L1(A) +
1
2
‖vink ‖
2
Y ≤
k∑
i=1
1
αi
(u†, u† − uexi )
+ c
k∑
i=1
[
ε2i
α2i
+
γi−1εi
αi
]
+ cδ(h)
k∑
i=1
[
γi−1ρi
αi
+
γi−1
αi
]
+ cδ(h)2
k∑
i=1
ρ2i
α2i
.
Now we plug in our estimate (4.14) and obtain
cτ
k∑
i=1
1
α2i
‖S(uexk+1 − u
†)‖+
k∑
i=1
1
αi
‖uexk+1 − u
†‖2
+
cA
2
k∑
i=1
γi−1
αi
‖u† − uexk+1‖
1+ 1
κ
L1(A) +
1
4
‖vink ‖
2
Y ≤ ‖w‖
2
Y + c
k∑
i=1
γ−κi−1
αi
+ c
k∑
i=1
[
ε2i
α2i
+
γi−1εi
αi
+
εi
αi
]
+ cδ(h)
k∑
i=1
[
ρi
αi
+
γi−1ρi
αi
+
γi−1
αi
]
+ cδ(h)2
k∑
i=1
ρ2i
α2i
.
As in the proof of Theorem 4.1 we apply triangular inequality to finish the proof.
Let us now establish convergence results similar to Corollary 4.2 and 4.3.
Corollary 4.6. Let u† satisfy Assumption ASC and let (εk)k be a sequence of
positive real numbers such that γi−1εi → 0. Furthermore assume that Sh = S
and let (uink )k be a sequence generated by Algorithm B. Then we obtain
min
i=1,..,k
‖uini − u
†‖ → 0
as k →∞.
Proof. The sequence (αk)k is bounded by a constant M . Hence we have the
following inequalities for k large enough
k∑
i=2
γi−1
αi
εi ≥
1
M
k∑
i=2
i− 1
αi
εi ≥
1
M
k∑
i=2
εi
αi
.
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Furthermore we have by [25, Lemma 3.5] that
γ−1k
k∑
i=1
γ−κi−1
αi
+ γ−1k
k∑
i=1
γi−1
αi
εi → 0.
We now obtain
min
i=1,..,k
‖uini − u
†‖ ≤ c
(
γ−1k + γ
−1
k
k∑
i=1
γ−κi−1
αi
+ γ−1k
k∑
i=1
Ri
)
→ 0,
which finishes the proof.
Corollary 4.7. Let u† satisfy Assumption ASC. Let hmax > 0 be given and
εk = 0 for all k ∈ N. Then there exists a constant C such that for every
0 < h ≤ hmax there exists a stopping index k(h) such that
k(h)∑
i=1
Hi ≤ C <∞.
and k(h)→∞ as h→ 0. Furthermore
min
i=1,..,k(h)
‖uini − u
†‖ → 0
as h→ 0.
Proof. The proof is very similar to the proof of Corollary 4.3.
A combination of both results yields the following corollary.
Corollary 4.8. Let u† satisfy Assumption ASC and let (εk)k be a sequence of
positive real numbers such that γi−1εi → 0. Let h > 0 be given. Then there
exists a constant C such that for every 0 < h ≤ hmax there exists a stopping
index k(h) such that
k(h)∑
i=1
Hi ≤ C <∞.
and k(h)→∞ as h→ 0. Furthermore
min
i=1,..,k(h)
‖uini − u
†‖ → 0
as h→ 0.
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5 Numerical example
Now, let Sy = u be defined as the (weak) solution of the linear partial differential
equation for a convex set Ω ⊂ Rn (n = 2, 3)
−∆y = u in Ω,
y = 0 on ∂Ω.
(5.1)
Let us show that this example fit into our framework. Clearly, for u ∈ L2(Ω)
equation (5.1) has a unique weak solution y ∈ H10 (Ω), and the associated solu-
tion operator S is linear and continuous. For the choice Y = L2(Ω) we obtain
S∗ = S.
Let us now report on the discretization and the operator Sh. We follow the
argumentation and results presented in [31, Section 3]. Let Th be a regular
mesh which consists of closed cells T . For T ∈ Th we define hT := diam T .
Furthermore we set h := maxT∈Th hT . We assume that there exists a constant
R > 0 such that hTRT ≤ R for all T ∈ T . Here we define RT to be the diameter
of the largest ball contained in T .
For this mesh T we define an associated finite dimensional space Yh ⊂ H
1
0 (Ω),
such that the restriction of a function v ∈ Yh to a cell T ∈ T is a linear
polynomial.
The operator Sh is now defined in the sense of weak solutions. We set yh := Shu
if yh ∈ Yh solves ∫
Ω
∇yh · ∇vh dx =
∫
Ω
u · vh dx ∀vh ∈ Yh.
We also obtain S∗h = Sh in the discrete case. Let us now mention that the
operator Sh satisfy Assumption 3.1. Following [31] and the references therein
we obtain the following result.
Lemma 5.1. Assume that there exists a constant CM > 1 such that max
T∈Th
hT ≤
CM min
T∈Th
hT holds. Then we have the estimates
‖(S − Sh)f‖L2(Ω) ≤ ch
2‖f‖L2(Ω),
‖(S∗ − S∗h)f‖L∞(Ω) ≤ ch
2−n/2‖f‖L2(Ω),
for f ∈ L2(Ω) and a constant c independent from f and h.
Hence Assumption 3.1 is satisfied with δ(h) = ch2.
Let us quickly resort on the computation of the solution of (3.1). In [24, Section
4] we applied a variational discretization and a semi-smooth Newton solver to
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this problem. The space Yh was defined as the span of linear finite elements.
This gives us approximate solutions (uh, yh, ph) such that yh := Shuh ∈ Yh,
ph := S
∗
h(z − yh) ∈ Yh and uh ∈ Uad. Here the control uh can be computed as
the truncation of a finite element. For more details we refer to [24, 6, 2] and the
references therein.
We now consider the following optimal control problem. Note that due to the
linearity of S this is of form (P).
Minimize
1
2
‖y − z‖2
such that −∆y = u+ eΩ in Ω,
y = 0 on ∂Ω,
ua ≤ u ≤ ub a.e. in Ω.
(5.2)
We use the inexact Bregman method B to solve (5.2). With the choice of
Ω = (0, 1)2, ua = −1, ub = 1 and
p†(x) = −
1
8pi2
sin(2pix) sin(2piy)
u†(x) = −sign(p†(x))
y†(x) = sin(pix) sin(piy)
eΩ(x) = 2pi
2 sin(pix) sin(piy)− u†
z(x) = sin(pix) sin(piy) + sin(2pix) sin(2piy)
the functions (u†, y†, p†) are a solution to (5.2). Here the solution satisfies
assumption ASC with A = Ω and κ = 1. We use different mesh sizes for
comparison and plot the error for the first 500 iterations in Figure 1, 2 and 3.
Furthermore we set αk := 0.1 and εk := k
−3/2 to satisfy the assumptions of
Corollary 4.8. As expected we see that for h → 0 we obtain convergence for
k →∞. The coarsest mesh has 102 and the finest mesh has approximately 105
degrees of freedom.
6 Conclusion
We showed that our iterative method is robust against numerical errors. Fur-
thermore we established error estimates and convergence result both for errors
introduced by the accuracy of the computed iterates and by the discretization.
We constructed an a-posteriori error estimator for the discretized subproblem
and provided numerical results.
Together with the exact a-priori regularization estimates [25] and the conver-
gence results obtained for noisy data [24], we conclude that the Bregman itera-
tive method is a stable and robust method to compute solutions for our model
problem (P).
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