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UNIFORM ERGODICITIES AND PERTURBATION BOUNDS OF
MARKOV CHAINS ON ORDERED BANACH SPACES
NAZIFE ERKURS¸UN O¨ZCAN1 AND FARRUKH MUKHAMEDOV2∗
Abstract. It is known that Dobrushin’s ergodicity coefficient is one of the effective
tools in the investigations of limiting behavior of Markov processes. Several interest-
ing properties of the ergodicity coefficient of a positive mapping defined on ordered
Banach space with a base have been studied. In this paper, we consider uniformly
mean ergodic and asymptotically stable Markov operators on ordered Banach spaces.
In terms of the ergodicity coefficient, we prove uniform mean ergodicity criterion in
terms of the ergodicity coefficient. Moreover, we develop the perturbation theory for
uniformly asymptotically stable Markov chains on ordered Banach spaces. In partic-
ularly, main results open new perspectives in the perturbation theory for quantum
Markov processes defined on von Neumann algebras. Moreover, by varying the Ba-
nach spaces one can obtain several interesting results in both classical and quantum
settings as well.
1. Introduction
It is well-known that the transition probabilities P (x,A) (defined on a measur-
able space (E,F)) of Markov processes naturally define a linear operator by Tf(x) =∫
f(y)P (x, dy), which is called Markov operator and acts on L1-spaces. The study of
the entire process can be reduced to the study of the limit behavior of the corresponding
Markov operator (see [12]). When we look at quantum analogous of Markov processes,
which naturally appear in various directions of quantum physics such as quantum sta-
tistical physics and quantum optics etc. In these studies it is important to elaborate
with associated quantum dynamical systems (time evolutions of the system) [18], which
eventually converge to a set of stationary states. From the mathematical point of view,
ergodic properties of quantum Markov operators were investigated by many authors.
We refer a reader to [1, 7, 17] for further details relative to some differences between
the classical and the quantum situations.
In [19] it was proposed to investigate ergodic properties of Markov operator on ab-
stract framework, i.e. on ordered Banach spaces. Since the study of several properties
of physical and probabilistic processes in abstract framework is convenient and impor-
tant (see [2]). Some applications of this scheme in quantum information have been
discussed in [18]. We emphasize that the classical and quantum cases confine to this
scheme. We point out that in this abstract scheme one considers an ordered normed
spaces and mappings of these spaces (see [2]). Moreover, in this setting mostly, certain
ergodic properties of Markov operators s were considered and investigated in [3, 6, 18].
Nevertheless, the question about the sensitivity of stationary states and perturbations
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of the Markov chain are not explored well. Very recently in [21], perturbation bounds
have been found for a quantum Markov chains acting on finite dimensional algebras.
On the other hand, it is known [11, 13] that Dobrushin’s ergodicity coefficient is
one of the effective tools in the investigations of limiting behavior of Markov processes
(see [10, 20] for review). In [15, 16] we have defined such an ergodicity coefficient
δ(T ) of a positive mapping T defined on ordered Banach space with a base, and stud-
ied its properties. In this paper, we consider uniformly mean ergodic and uniformly
asymptotical stable Markov operators on ordered Banach spaces. In terms of the er-
godicity coefficient, we prove the equivalence of uniform and weak mean ergodicities of
Markov operators. This result allowed us to establish a category theorem for uniformly
mean ergodic Markov operators. Furthermore, following some ideas of [11, 13] and us-
ing properties of δ(T ), we develop the perturbation theory for uniformly asymptotical
stable Markov chains in the abstract scheme. Our results open new perspectives in
the perturbation theory for quantum Markov processes in more general von Neumann
algebras setting, which have significant applications in quantum theory [18].
2. Preliminaries
In this section we recall some necessary definitions and fact about ordered Banach
spaces.
Let X be an ordered vector space with a cone X+ = {x ∈ X : x ≥ 0}. A subset K
is called a base for X, if one has K = {x ∈ X+ : f(x) = 1} for some strictly positive
(i.e. f(x) > 0 for x > 0) linear functional f on X. An ordered vector space X with
generating cone X+ (i.e. X = X+ −X+) and a fixed base K, defined by a functional
f , is called an ordered vector space with a base [2]. In what follows, we denote it as
(X,X+,K, f). Let U be the convex hull of the set K ∪ (−K), and let
‖x‖K = inf{λ ∈ R+ : x ∈ λU}.
Then one can see that ‖ · ‖K is a seminorm on X. Moreover, one has K = {x ∈ X+ :
‖x‖K = 1}, f(x) = ‖x‖K for x ∈ X+. If the set U is linearly bounded (i.e. for any
line ℓ the intersection ℓ ∩ U is a bounded set), then ‖ · ‖K is a norm, and in this case
(X,X+,K, f) is called an ordered normed space with a base. When X is complete with
respect to the norm ‖ · ‖K and the cone X+ is closed, then (X,X+,K, f) is called an
ordered Banach space with a base (OBSB). In the sequel, for the sake of simplicity
instead of ‖ · ‖K we will use usual notation ‖ · ‖.
Let us provide some examples of OBSB.
1. Let M be a von Neumann algebra. Let Mh,∗ be the Hermitian part of the
predual space M∗ of M . As a base K we define the set of normal states of
M . Then (Mh,∗,M∗,+,K,1I) is a OBSB, where M∗,+ is the set of all positive
functionals taken from M∗, and 1I is the unit in M .
2. Let X = ℓp, 1 < p <∞. Define
X+ =
{
x = (x0, x1, . . . , xn, . . . ) ∈ ℓp : x0 ≥
( ∞∑
i=1
|xi|
p
)1/p}
and f0(x) = x0. Then f0 is a strictly positive linear functional. In this case, we
define K = {x ∈ X+ : f0(x) = 1}. Then one can see that (X,X+,K, f0) is a
OBSB. Note that the norm ‖ · ‖K is equivalent to the usual ℓp-norm.
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Let (X,X+,K, f) be an OBSB. It is well-known (see [2, Proposition II.1.14]) that
every element x of OBSB admits a decomposition x = y − z, where y, z ≥ 0 and
‖x‖ = ‖y‖+ ‖z‖. From this decomposition, we obtain the following fact.
Lemma 2.1. [15] For every x, y ∈ X such that x− y ∈ N there exist u, v ∈ K with
x− y =
‖x− y‖
2
(u− v).
Let (X,X+,K, f) be an OBSB. A linear operator T : X → X is called positive, if
Tx ≥ 0 whenever x ≥ 0. A positive linear operator T : X → X is called Markov, if
T (K) ⊂ K. It is clear that ‖T‖ = 1, and its adjoint mapping T ∗ : X∗ → X∗ acts in
ordered Banach space X∗ with unit f , and moreover, one has T ∗f = f . Note that in
case of X = Rn, X+ = R
n
+ and K = {(xi) ∈ R
n : xi ≥ 0,
∑n
i=1 xi = 1}, then for any
Markov operator T acting on Rn, the conjugate operator T ∗ can be identified with a
usual stochastic matrix. Now for each y ∈ X we define a linear operator Ty : X → X
by Ty(x) = f(x)y. For a given operator T we denote
An(T ) =
1
n
n−1∑
k=0
T k, n ∈ N.
Definition 2.2. A Markov operator T : X → X is called
(i) uniformly asymptotically stable if there exist an element y0 ∈ K such that
lim
n→∞
‖T n − Ty0‖ = 0;
(ii) uniformly mean ergodic if there exist an element y0 ∈ K such that
lim
n→∞
∥∥∥∥An(T )− Ty0
∥∥∥∥ = 0;
(iii) weakly ergodic if one has
lim
n→∞
sup
x,y∈K
‖T nx− T ny‖ = 0;
(iv) weakly mean ergodic if one has
lim
n→∞
sup
x,y∈K
‖An(T )x−An(T )y‖ = 0.
Remark 2.3. We notice that uniform asymptotical stability implies uniform mean er-
godicity. Moreover, if T is uniform mean ergodic, then y0, corresponding to Ty0 , is a
fixed point of T . Indeed, taking limit in the equality(
1 +
1
n
)
An+1(T )−
1
n
I = TAn(T )
we find TTy0 = Ty0 , which yields Ty0 = y0. We stress that every uniformly mean
ergodic Markov operator has a unique fixed point.
Let (X,X+,K, f) be an OBSB and T : X → X be a linear bounded operator. Letting
(2.1) N = {x ∈ X : f(x) = 0},
we define
(2.2) δ(T ) = sup
x∈N, x 6=0
‖Tx‖
‖x‖
.
The quantity δ(T ) is called the Dobrushin’s ergodicity coefficient of T (see [15]).
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Remark 2.4. We note that if X∗ is a commutative algebra, the notion of the Do-
brushin’s ergodicity coefficient was studied in [4],[5] (see [10, 20] for review). In a
non-commutative setting, i.e. when X∗ is a von Neumann algebra, such a notion was
introduced in [14]. We should stress that such a coefficient has been independently
defined in [8]. Furthermore, for particular cases, i.e. in a non-commutative setting, the
coefficient explicitly has been calculated for quantum channels (i.e. completely positive
maps).
The next result establishes several properties of the Dobrushin’s ergodicity coeffi-
cient.
Theorem 2.5. [15] Let (X,X+,K, f) be an OBSB and T, S : X → X be Markov
operators. The following assertions hold:
(i) 0 ≤ δ(T ) ≤ 1;
(ii) |δ(T ) − δ(S)| ≤ δ(T − S) ≤ ‖T − S‖;
(iii) δ(TS) ≤ δ(T )δ(S);
(iv) if H : X → X is a linear bounded operator such that H∗(f) = 0, then ‖TH‖ ≤
δ(T ) ‖H‖;
(v) one has
δ(T ) =
1
2
sup
u,v∈K
‖Tu− Tv‖ ;
(vi) if δ(T ) = 0, then there exists y0 ∈ X+ such that T = Ty0.
Remark 2.6. Note that taking into account Theorem 2.5(v) we obtain that the weak
ergodicity (resp. weak mean ergodicity) is equivalent to the condition δ(T n)→ 0 (resp.
δ(An(T ))→ 0) as n→∞.
The following theorem gives us the conditions that are equivalent to the uniform
asymptotical stability.
Theorem 2.7. [15] Let (X,X+,K, f) be an OBSB and T : X → X be a Markov
operator. The following assertions are equivalent:
(i) T is weakly ergodic;
(ii) there exists ρ ∈ [0, 1) and n0 ∈ N such that δ(T
n0) ≤ ρ;
(iii) T is uniformly asymptotically stable. Moreover, there are positive constants
C,α, n0 ∈ N and x0 ∈ K such that
‖T n − Tx0‖ ≤ Ce
−αn, ∀n ≥ n0.
3. Uniform mean ergodicity
In this section, we are going to establish an analogous of Theorem 2.7 for uniformly
mean ergodic Markov operators.
Let (X,X+,K, f) be an OBSB. By U we denote the set of all Markov operators from
X to X which have an eigenvalue 1 and the corresponding eigenvector f belongs to K.
Theorem 3.1. Let (X,X+,K, f) be an OBSB and T ∈ U. Then the following state-
ments are equivalent:
(i) T is weakly mean ergodic;
(ii) There exist ρ ∈ [0, 1) and n0 ∈ N such that δ(An0(T )) ≤ ρ;
(iii) T is uniformly mean ergodic.
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Proof. The implications (i) ⇒ (ii) and (iii) ⇒ (i) are obvious. It is enough to prove
the implication (ii)⇒ (iii).
Let us assume that there exist n0 ∈ N and ρ ∈ [0, 1) such that δ(An0(T )) ≤ ρ.
Since T is Markov operator on X we have
‖An(T )(I − T )‖ ≤
1
n
(1 + ‖T‖)
and for each k ∈ N∥∥∥An(T )(I − T k)∥∥∥ ≤ 1
n
(1 + ‖T‖+ · · · +
∥∥∥T k−1∥∥∥+ ∥∥T n−1∥∥+ · · ·+ ∥∥∥T k−n+1∥∥∥).
Hence, both norms converges to zero as n→∞. Therefore, for each m ∈ N one gets
lim
n→∞
‖An(T )(I −Am(T ))‖ = lim
n→∞
∥∥∥∥∥An(T )
(
1
m
m−1∑
k=0
(I − T k)
)∥∥∥∥∥
= lim
n→∞
∥∥∥∥∥ 1m
m−1∑
k=0
An(T )(I − T
k))
∥∥∥∥∥ = 0
which implies
(3.1) lim
n→∞
δ(An(T )(I −Am(T )) = 0.
From (ii) Theorem 2.5 one finds
|δ(An(T )An0(T ))− δ(An(T ))| ≤ δ(An(T )(I −An0(T )).
From this inequality with (iii) Theorem 2.5 we infer that
δ(An(T )(I −An0(T )) ≥ δ(An(T ))− δ(An(T )An0(T ))
≥ δ(An(T ))− δ(An(T ))δ(An0(T ))
≥ (1− ρ)δ(An(T ))(3.2)
So, from (3.1) and (3.2) we obtain limn→∞ δ(An(T )) = 0, i.e.
lim
n→∞
sup
x,y∈K
‖An(T )x−An(T )y‖ = 0.(3.3)
Due to T ∈ U one can find a fixed point y0 ∈ K of T , which from (3.3) yields
lim
n→∞
sup
x∈K
‖An(T )x− y0‖ ≤ lim
n→∞
sup
x,y∈K
‖An(T )x−An(T )y‖
= lim
n→∞
2δ(An(T )) = 0.
which means the uniform mean ergodicity of T . This completes the proof. 
By Uume we denote the set of all uniformly mean ergodic Markov operators belonging
to U.
Theorem 3.2. Let (X,X+,K, f) be an OBSB. Then the set Uume is a norm dense and
open subset of U.
Proof. Take an arbitrary T ∈ U with a fixed point φ ∈ K. Let 0 < ε < 2 be an arbitrary
number. Denote
T (ε) =
(
1−
ε
2
)
T +
ε
2
Tφ.
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It is clear that T (ε) ∈ U, since T (ε)φ = φ, and ‖T − T (ε)‖ < ε. Now we show that
T (ε) ∈ Uume. It is enough to establish that T
(ε) is uniform asymptotically stable (see
Remark 2.3). Indeed, by Lemma 2.1, if x− y ∈ N , we get
‖T (ε)(x− y)‖ =
‖x− y‖
2
‖T (ε)(u− v)‖
=
‖x− y‖
2
∥∥∥∥
(
1−
ε
2
)
T (u− v) +
ε
2
Tφ(u− v)
∥∥∥∥
=
‖x− y‖
2
∥∥∥∥
(
1−
ε
2
)
T (u− v)
∥∥∥∥
≤
(
1−
ε
2
)
‖x− y‖
which implies δ(T (ε)) ≤ 1− ε2 . Here u, v ∈ K. Hence, due to Theorem 2.7 we infer that
T (ε) is uniform asymptotically stable.
Now let us show that Uume is a norm open set. First, for each n ∈ N, we define
Uume,n =
{
T ∈ U : δ(An(T )) < 1
}
.
Then one can see that
Uume =
⋃
n∈N
Uume,n.
Therefore, to establish the assertion, it is enough prove that Uume,n is a norm open set.
Take any T ∈ Uume,n, and put α := δ(An(T )) < 1. Choose 0 < β < 1 such that
α+ β < 1. Let us show that{
H ∈ U : ‖H − T‖ <
2β
n+ 1
}
⊂ Uume,n.
We note that for each k ∈ N one has
‖Hk − T k‖ ≤ ‖Hk−1(H − T )‖+ ‖(Hk−1 − T k−1)T‖
≤ ‖H − T‖+ ‖Hk−1 − T k−1‖
· · ·
≤ k‖H − T‖.(3.4)
From (ii) of Theorem 2.5 with (3.4) we find
|δ(An(H))− δ(An(T ))| ≤ ‖An(H)−An(T )‖
≤
1
n
n−1∑
k=0
‖Hk − T k‖
≤
1
n
n∑
k=1
k‖H − T‖
=
n+ 1
2
‖H − T‖
< β
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Hence, the last inequality yields that δ(An(H)) < δ(An(T )) + β < 1. This due to
Theorem 3.1 implies H ∈ Uume,n. This completes the proof. 
Corollary 3.3. Let T ∈ U be a uniformly mean ergodic Markov operator. Then there is
a neighborhood of T in U such that every Markov operator taken from that neighborhood
has a unique fixed point.
Remark 3.4. We point out that the question on the geometric structure of the set
of uniformly ergodic operators was initiated in [9]. The proved theorem gives some
information about the set of uniformly mean ergodic operators.
4. Perturbation Bounds and Uniform asymptotic stability of Markov
operators
In this section, we prove perturbation bounds in terms of C and eα under the con-
dition ‖T n − Tx0‖ ≤ Ce
−αn. Moreover, we also give several bounds in terms of the
Dobrushin’s ergodicity coefficient.
Theorem 4.1. Let (X,X+,K, f) be an ordered Banach space with a base, and S, T be
Markov operators on X. If T is uniformly asymptotically stable, then one has
‖T nx− Snz‖ ≤(4.1) {
‖x− z‖+ n ‖T − S‖ , ∀n ≤ n˜,
Ce−αn ‖x− z‖+ (n˜+ C e
−αn˜−e−αn
1−e−α ) ‖T − S‖ , ∀n > n˜
where n˜ := log
[
log(1/C)
e−α
]
, C ∈ R+, α ∈ R+, x, z ∈ K.
Proof. For each n ∈ N, by induction we have
(4.2) Sn = T n +
n−1∑
i=0
T n−i−1 ◦ (S − T ) ◦ Si.
Let x, z ∈ K it then follows from (4.2) that
T nx− Snz = T nx− T nz −
n−1∑
i=0
T n−i−1 ◦ (S − T ) ◦ Si(z)
= T n(x− z)−
n−1∑
i=0
T n−i−1 ◦ (S − T )(zi),
where zi = S
iz. Hence,
‖T nx− Snz‖ ≤ ‖T n(x− z)‖ +
n−1∑
i=0
∥∥T n−i−1 ◦ (S − T )(zi)∥∥ .
Since T and S are Markov operator and due to (iv) of Theorem 2.5 one finds∥∥T n−i−1 ◦ (S − T )(zi)∥∥ ≤ δ(T n−i−1) ‖S − T‖
and
‖T n(x− z)‖ ≤ δ(T n) ‖x− z‖ .
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Hence, we obtain
‖T nx− Snz‖ ≤ δ(T n) ‖x− z‖+
n−1∑
i=0
δ(T n−i−1) ‖S − T‖
= δ(T n) ‖x− z‖+ ‖S − T‖
n−1∑
i=0
δ(T i).(4.3)
From (v) Theorem 2.5 one gets
δ(T i) =
1
2
sup
u,v∈K
∥∥T iu− T iv∥∥ ≤ sup
u∈K
∥∥T iu− Tx0u∥∥
Therefore, due to Theorem 2.7 we have
δ(T n) ≤
{
1, ∀n ≤ n˜,
Ce−αn, ∀n > n˜
(4.4)
where n˜ =
[
log(1/C)
log e−α
]
= [logCα].
So, from (4.4) we obtain
n−1∑
i=0
δ(T i) =
n˜−1∑
i=0
δ(T i) +
n−1∑
i=n˜
δ(T i)
≤ n˜+
n−1∑
i=n˜
Ce−αi
= n˜+Ce−an˜
1− e−α(n−n˜)
1− e−α
, ∀n > n˜.(4.5)
Hence, the last inequality with (4.4) and (4.5) yields the required assertion. 
Corollary 4.2. Let (X,X+,K, f) be an ordered Banach space with base and S, T be
Markov operators on X. If T is uniformly asymptotically stable to Tx0 , then for every
x, y ∈ K one has
(4.6) sup
n∈N
‖T nx− Snz‖ ≤ ‖x− z‖+
(
n˜+ C
e−αn˜
1− e−α
)
‖T − S‖ .
In addition, if S is uniformly asymptotically stable to Sz0 , then
(4.7) ‖Tx0 − Sz0‖ ≤
(
n˜+ C
e−αn˜
1− e−α
)
‖T − S‖ .
Proof. The inequality (4.6) is a direct consequence of (4.1). Now if we consider (4.3)
then one has
‖T n − Sn‖ = sup
x,z∈K
‖T nx− Snz‖
≤ δ(T n) sup
x,z∈K
‖x− z‖+
n−1∑
i=0
δ(T n−i−1) ‖T − S‖
and taking the limit as n→∞ one finds
‖Tx0 − Sz0‖ ≤ ‖T − S‖
∞∑
i=0
δ(T i).
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From (4.5) it follows that
‖Tx0 − Sz0‖ ≤ ‖T − S‖
(
n˜+ C
e−αn˜
1− e−α
)
.
This completes the proof. 
The inequality (4.3) allows us to obtain perturbation bounds in terms of the Do-
brushin’s coefficient of T . Namely, we have the following result.
Theorem 4.3. Let (X,X+,K, f) be an ordered Banach space with base and S, T be
Markov operators on X. If there exists a positive integer m such that δ(Tm) < 1 (i.e.
T is uniformly asymptotically stable), then for every x, z ∈ K one has
(4.8) sup
k∈N
∥∥∥T kmx− Skmz∥∥∥ ≤ δ(Tm) ‖x− z‖+ ‖Tm − Sm‖
1− δ(Tm)
and
‖T nx− Snz‖ ≤ 

‖x− z‖+ max
0<i<m
∥∥T i − Si∥∥ , n ≤ m,
δ(Tm)(‖x− z‖+ max
0<i<m
∥∥T i − Si∥∥) + ‖Tm−Sm‖1−δ(Tm) , n ≥ m.(4.9)
If, in addition, S is uniformly asymptotically stable to Sz0, then
(4.10) ‖Tx0 − Sz0‖ ≤
‖Tm − Sm‖
1− δ(Tm)
.
Proof. By the inequality (4.3) for every x, z ∈ K we obtain
sup
n∈N
‖T nx− Snz‖ ≤ δ(T n) ‖x− z‖+ ‖T − S‖
1
1− δ(T )
and if S is also uniformly asymptotically stable to Sz0 then one gets
‖Tx0 − Sz0‖ ≤
‖T − S‖
1− δ(T )
.
If we consider Tm instead of T , then one finds the inequalities (4.8) and (4.10).
Now for every k ∈ N and every integer i such that 1 ≤ i ≤ m− 1, we have
Tmk+ix− Smk+iz = (Tmk − Smk)T ix+ Smk(T ix− Siz).
Therefore,
(4.11)
∥∥∥Tmk+ix− Smk+iz∥∥∥ ≤ ∥∥∥Tmk − Smk∥∥∥+ δk(Sm)∥∥T ix− Siz∥∥ .
Due to T nx− Snz = Sn(x− z) + (T n − Sn)x, we get
(4.12) ‖T nx− Snz‖ ≤ ‖x− z‖+ ‖T n − Sn‖
where n < m.
If n ≥ m combining of (4.8) and (4.11)-(4.12) one finds (4.9), which completes the
proof. 
The following theorem gives an alternative method of obtaining perturbation bounds
in terms of δ(Tm).
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Theorem 4.4. Let δ(Tm) < 1 hold for some m ∈ N. Then for every x, z ∈ K one has
‖T nx− Snz‖ ≤ δ(Tm)⌊n/m⌋(‖x− z‖+ max
0<i<m
∥∥T i − Si∥∥)(4.13)
+
1− δ(Tm)⌊n/m⌋
1− δ(Tm)
‖Tm − Sm‖ , n ∈ N.
Proof. If n < m then (4.13) reduces to (4.12). If n ≥ m, we obtain
T nx− Snz = Tm(T n−mx)− Sm(Sn−mz)
= Tm(T n−mx− Sn−mz) + (Tm − Sm)Sn−mz.
Therefore,
‖T nx− Snz‖ ≤
∥∥T n−mx− Sn−mz∥∥ δ(Tm) + ‖Tm − Sm‖ .
If we continue to apply this relation to∥∥T n−mx− Sn−mz∥∥ , · · · ,∥∥∥T n−m(⌊n/m⌋−1)x− Sn−m(⌊n/m⌋−1)z∥∥∥
and using (4.12) to bound
∥∥T n−m⌊n/m⌋x− Sn−m⌊n/m⌋z∥∥, we obtain
‖T nx− Snz‖ ≤ δ(Tm)⌊n/m⌋(‖x− z‖+ max
0<i<m
∥∥T i − Si∥∥)
+
(
δ(Tm)⌊n/m⌋−1 + δ(Tm)⌊n/m⌋−2 + · · ·+ 1
)
‖Tm − Sm‖ ,
= δ(Tm)⌊n/m⌋(‖x− z‖+ max
0<i<m
∥∥T i − Si∥∥)
+
1− δ(Tm)⌊n/m⌋
1− δ(Tm)
‖Tm − Sm‖ .
The proof is complete. 
Corollary 4.5. Let the condition of Theorem 4.4 be satisfied. Then for every x, z ∈ K
we have
(4.14) sup
n∈N
‖T nx− Snz‖ ≤ sup
n∈N
δ(Tm)⌊n/m⌋ +
m ‖T − S‖
1− δ(Tm)
.
Proof. Since T i − Si = T (T i−1 − Si−1) + (T − S)Si−1 by induction we obtain
(4.15) max
0<i≤m
∥∥T i − Si∥∥ ≤ m ‖T − S‖ .
From (4.13) and (4.15) we have
‖T nx0 − S
nz0‖ ≤ δ(T
m)⌊n/m⌋ ‖x0 − z0‖+m ‖T − S‖
1− δ(Tm)⌊n/m⌋−1
1− δ(Tm)
‖Tm − Sm‖ ,
which implies (4.14). 
Theorem 4.6. If δ(Tm) < 1 for some m ∈ N, then every Markov operator S satisfying
‖Sm−Tm‖ < 1− δ(Tm) is uniformly asymptotically stable and has a unique fixed point
z0 ∈ K such that
‖x0 − z0‖ ≤
‖Sm − Tm‖
1− δ(Tm)− ‖Sm − Tm‖
(4.16)
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Proof. First we prove that the operator (I−Sm)−1 is bounded on the set N (see (2.1)).
Indeed, take any x ∈ N , then we have
(4.17) ‖Smx‖ ≤ ‖Sm − Tmx‖+ ‖Tmx‖ ≤ ρ‖x‖.
where ρ = ‖Sm − Tm‖+ δ(Tm) < 1. Hence by (4.17) one gets ‖Smnx‖ ≤ ρn‖x‖ for all
n ∈ N. Therefore, the series
∑
n S
mnx converges. Using the standard technique, one
can see that
(I − Sm)−1x =
∑
n
Smnx
and moreover, ‖(I − Sm)−1x‖ ≤ ‖x‖1−ρ , for all x ∈ N . This means that (I − S
m)−1 is
bounded on N .
It is clear that the equation Smz0 = z0 with z0 ∈ K equivalent to (I−S
m)(z0−x0) =
−(I−Sm)x0. Due to (I−S
m)x0 ∈ N we conclude the last equation has a unique solution
z0 = x0 − (I − S
m)−1((I − Sm)x0).
From the identity
z0 − x0 = T
m(z0 − x0) + (S
m − Tm)(z0 − x0) + (S
m − Tm)x0
and keeping in mind z0 − x0 ∈ N one finds
‖z0 − x0‖ ≤
(
δ(Tm) + ‖Sm − Tm‖
)
‖z0 − x0‖+ ‖S
m − Tm‖
which implies (4.16).
From Sm(Sz0) = S(S
mz0) = Sz0, and the uniqueness of z0 for S
m we infer that
Sz0 = z0. Now assume that S has another fixed point z˜0 ∈ K. Then S
mz˜0 = z˜0
which yields z˜0 = z0. Moreover, due to (4.17) one concludes that δ(S
m) < 1, which
by Theorem 2.7 yields that S is uniformly asymptotically stable. This completes the
proof. 
Remark 4.7. The obtained results can be applied in several directions.
(i) We note that all obtained results extend main results of [11, 13, 18] to general
Banach spaces. Hence, they allow to apply the obtained estimates to Markov
chains over various spaces.
(ii) Considering the classical Lp-spaces, one may get the perturbation bounds for
uniformly asymptotically stable Markov chains defined on these Lp-spaces. On
the other hand, one may directly apply the results to Markov chains defined on
more complicated functional spaces. Moreover, by varying the Banach space one
can obtain several interesting results in the theory of measure-valued Markov
processes.
(iii) All obtained results are even new, if one takes X as pre-duals of either von Neu-
mann algebra or JBW -algebra. Moreover, if we takeX as a dual of C∗-algebras,
then one gets interesting perturbation bounds for strong mixing C∗-dynamical
systems. If we consider non-commutative Lp-spaces, then the perturbation
bounds open new perspectives in the quantum information theory (see [18]).
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