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A GENERIC NEGATIVE SOLUTION TO THE VON NEUMANN-DAY
PROBLEM
ISAAC GOLDBRING AND SRIVATSAV KUNNAWALKAM ELAYAVALLI
Abstract. We introduce natural Polish space topologies on the space of count-
able amenable groups and the space of countable small groups (that is, groups
that do not contain a nonabelian free group). We show that the generic (in the
sense of Baire Category) amenable group is not elementary amenable and the
generic small group is not amenable, thus providing a generic negative solu-
tion to the von Neumann-Day Problem. In connection with these results, we
study generic properties of small and amenable groups and their connection
with model-theoretic forcing. We also investigate the analogous question in
the setting of groups that satisfy a nontrivial law and connect this to the open
problemknown as the von-NeumannDay problem for ultrapowers. Finally, we
initiate the study of nonamenable groups elementarily equivalent to amenable
groups.
1. Introduction
In this article, the von Neumann-Day Problem refers to the conjunction of two
problems about the class of amenable groups. Recall that a group is amenable
if it can be equipped with a finitely additive, left-invariant probability mea-
sure. Von Neumann introduced this class of groups in [25], where he showed,
among other things, that all finite groups are amenable, all abelian groups are
amenable, and that the class of amenable groups is closed under the opera-
tions of taking subgroups, quotients, group extensions, and direct limits. In the
same paper, he also proved that if a group contains an isomorphic copy of F,
the nonabelian free group on two generators, then the group is not amenable.
Nowadays, a group is called small if it does not contain an isomorphic copy of
F. Thus, von Neumann showed that amenable groups are small. He then asked
if the converse held, that is: must every small group be amenable? We call this
von Neumann’s problem.
In his survey [9] on amenable groups, Day introduced the class of elementary
amenable groups, which is the smallest class of groups containing the finite
groups and the abelian groups and closed under the aforementioned four oper-
ations, namely taking subgroups, quotients, group extensions, and direct lim-
its. He observed that, at the time of that paper, no amenable group was known
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that was not elementary amenable and thus he posed the question: must every
amenable group be elementary amenable? We call thisDay’s problem. Putting
both of these problems together, we arrive at:
Problem (The von Neumann-Day Problem). Must a small group be amenable?
Must an amenable group be elementary amenable?
In [7], Chou showed that one of the two parts of the VonNeumann-Day problem
must have a negative solution, that is, either there is a small group that is not
amenable or there is an amenable group that is not elementary amenable.
We now know that both parts of the problem have a negative answer. Before
discussing our contribution to this problem, let us describe some of the history
surrounding the resolution to the von Neumann-Day problem.
Von Neumann’s problem was resolved by Olshanskii in 1980 [20], where he
showed that so-called Tarski monster groups are not amenable. Since these
groups are small by their very definition, these groups provided a counterex-
ample to von Neumann’s problem. Two years later, Adian [2] showed that
certain free Burnside groups are also counterexamples. The first finitely pre-
sented counterexamples were constructed by Olshanskii and Sapir in 2003 [21].
In 2013, Monod [19] gave arguably the simplest counterexample to von Neu-
mann’s question, and in the same year, Lodha and Moore [17] showed that a
certain finitely presented subgroup of Monod’s group is also a counterexam-
ple. The Lodha-Moore group will play an important role in our work.
Day’s problem was resolved by Grigorchuk in 1984 [11]. There, he showed that
a group that he had constructed in 1980 [10] was a finitely generated amenable
group of intermediate growth (the first known example of a group with inter-
mediate growth, thus answering a question of Milnor from 1968). In the paper
of Chou referred to above, he proved that an elementary amenable group must
either have polynomial growth or exponential growth, whence the group con-
structed by Grigorchuk provided a negative solution to Day’s problem. In 1998,
Grigorchuk [12] later provided a finitely presented counterexample to Day’s
problem; this latter Grigorchuk groupwill play an important role in ourwork. It
is worth noting that Juschenko andMonod [15] provided the first simple finitely
generated counterexample to Day’s problem.
The following is an imprecise version of our main result:
Theorem. The “generic” small group is nonamenable and the “generic” amenable
group is not elementary amenable.
Of course, the question becomes, what dowemean by theword “generic” above?
We actually prove two different versions of the above theorem using two differ-
ent notions of genericity.
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The first use of the word generic is in the sense of Baire category. In Section 3,
we define a Polish space of enumerated groups, where an enumerated group
is simply a group whose underlying universe is the set N of natural numbers.
We show that the collection of small enumerated groups and the collection of
amenable enumerated groups are bothGδ subspaces of the space of enumerated
groups, and thus Polish in their own right. We then show that the set of small,
nonamenable enumerated groups is comeager in the space of all small enu-
merated groups (Corollary 5.1.3) and that the set of amenable, non-elementary
amenable groups is comeager in the space of all amenable enumerated groups
(Corollary 5.2.2).
We advise the reader that our topological model for studying the set of all count-
able groups is different from the topological model that usually appears in the
group theory literature, namely the space of marked groups. Our methods do
not seem to apply to this latter situation.1 The space of enumerated groups is
very natural from the point of view of first-order logic in that it is simply the
space of countably infinite L-structures in the case that L is the usual first-order
language of groups. We will say a few words about the connection between
these topologies in Subsection 3.3 below.
Our other use of the word generic comes from model theory and concerns the
notion of existentially closed group. Roughly speaking, a group G is existen-
tially closed if every finite system of equations and inequations with “coeffi-
cients” from G that has a solution in a supergroup ofG also has a solution in G.
The study of the model-theoretic and group-theoretic properties of existentially
closed groups was an active area of research in the 1960s and 1970s (see [13]
and [18]). Existentially closed groups are considered generic from the model-
theoretic perspective. Given any class C of groups, one can restrict the definition
of existentially closed groups to groups appearing from C (whence the super-
groups in the definition must also come from C); moreover, if C is closed under
direct limits (e.g. the class of small groups and the class of amenable groups),
then every element of C is a subgroup of an existentially closed group from
C. In this paper, we show that every existentially closed small group is nona-
menable (Corollary 5.1.5) and that every existentially closed amenable group is
non-elementary amenable (Corollary 5.2.3).
Both versions of each part of the main theorem follow from a single result about
locally universal groups. Given a class C of groups, an elementG of C is called
locally universal for C if any other element of C embeds into an ultrapower of
G. For the reader unfamiliar with ultrapowers, this turns out to be equivalent
to the statement that any finite system of equations and inequations which has
1We should mention that Champetier [5] has some results in the spirit of a generic resolution
to the von Neumann-Day problem using the space of marked groups.
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a solution in an element of C also has a solution in G. We show that no locally
universal small group is amenable (Theorem 5.1.2) and that no locally univer-
sal amenable group is elementary amenable (Theorem 5.2.1). The basic facts
about locally universal groups developed in Subsection 4.1 demonstrate how
our main theorem follows from these aforementioned results. In Section 6, we
study generic subsets in more generality and relate the Baire category methods
used here to the notion of model-theoretic forcing.
Given a word w(~x), we say that a group G obeys the law w if w(~a) = e for ev-
ery ~a ∈ G. We say that a group is lawless if it does not obey any nontrivial law.
Our results above extend immediately to the lawless case. In Section 7, we also
consider the case that our groups obey a nontrivial law w. We leave open the
question of whether or not the generic small group obeying the law w is nona-
menable but do show that the question is independent of which use of the word
generic we mean. Moreover, we show that this question has a positive answer
if the well-known open question of whether or not every amenable group satis-
fying w is uniformly amenable also has a positive answer. Finally, we mention
one class of words for which we believe that the generic small group satisfying
the law associated to that word is nonamenable.
Our final section is a bit of a digression from the main thread of this paper and
discusses the question ofwhen an amenable group can have the same first-order
theory as a nonamenable group. We provide several results about this ques-
tion. In connection with the above discussion, we note the following intriguing
results:
Theorem. The generic amenable group G is such that there are continuum many pair-
wsie nonisomorphic countable nonamenable groups with the same first order theory as
G.
Theorem. The generic amenable group cannot have the same first-order theory as a
group with property (T).
Ultraproduct and model-theoretic methods play an important role in this pa-
per. For the reader’s convenience, we gather the necessary facts about these
techniques in the next section.
Conventions andNotations. In this paper, weuseN to denote the set of positive
natural numbers, that is, N = {1, 2, 3, . . .}.2 Given n ∈ N, we also set [n] =
{1, . . . , n}.
Given a (group-theoretic) word w(x1, . . . , xn), we call n the arity of the word
and denote it by nw. By a system we always mean a finite system of equations
2Apologies to the logicians for this notation, but it makes a lot of our expressions cleaner to
read.
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and inequations of the form w = e or w 6= e, where w is a word. We use
letters such asΣ and∆ (sometimeswith accents or subscripts) to denote systems.
If each word in the system has its variables amongst x1, . . . , xn, then we write
Σ(x1, . . . , xn) and extend the notion of arity to systems in the obvious way, using
the notation nΣ. If Σ(~x,~y) is a system,G is a group, and ~a is a tuple fromGwith
the same length as ~x, then we can consider the system Σ(~a,~y), which we call a
system with coefficients. Given a system Σ, a group G, and ~a ∈ GnΣ , we write
G |= Σ(~a) to denote that the system is true in Gwhen ~a is plugged in for ~x.
Acknowledgments. The authors would like to thank Alekos Kechris and Yash
Lodha for useful conversations regarding this work. An extra debt of gratitude
is owed to Yves de Cornulier, whosemathoverflow answerswere of tremendous
value to us when proving our main results, and to Denis Osin, who, after read-
ing an initial draft of the paper, sent us a large number of useful comments and
further observations relating to our work (for which he was generous enough
to allow us to include here). The second author wishes to dedicate this work to
Alexander Olshanskii.
2. Preliminaries
2.1. Ultraproducts of groups. Given a set I, an ultrafilter on I is a {0, 1}-valued
finitely additive probability measure U defined on all subsets of I. One often
conflates an ultrafilterUwith its collection ofmeasure 1 sets, thus writingA ∈ U
rather than U(A) = 1. An ultrafilter U on I is called nonprincipal if all finite
sets have measure 0. A straightforward Zorn’s lemma argument shows that
nonprincipal ultrafilters exist on any infinite set.
Now suppose that (Gi)i∈I is a family of groups and that U is an ultrafilter on I.
The ultraproduct of the family (Gi) with respect to U is the group
∏
UGi :=∏
i∈IGi/N, where N is the normal subgroup of the direct product
∏
i∈IGi con-
sisting of elements g ∈
∏
i∈IGi for which g(i) = eGi for U-almost all i ∈ I.
Given g ∈
∏
i∈IGi, we denote its coset in
∏
UGi by gU. Thus, gU = hU if
and only if g(i) = h(i) for U-almost all i ∈ I. Given any word w(~x) and
~aU ∈ (
∏
UGi)
nw , note that w(~aU) = (w(~a(i))U, whence
∏
UGi |= w(~aU) = e
if and only if Gi |= w(~a(i)) = eGi for U-almost all i ∈ I.
When each Gi = G, we speak of the ultrapower GU of G with respect to U. The
map which sends g ∈ G to the coset of the sequence constantly equal to g is
called the diagonal embedding of G into GU.
The following result will be of central importance later on in the paper:3
3This proposition is a special case of a well-known result in model theory, but since the proof
is so easy for groups, we provide it here for the sake of completeness.
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Proposition 2.1.1. Suppose that G and H are groups with G countable and U is a
nonprincipal ultrafilter on N. Then G embeds into HU if and only if any system with a
solution in G also has a solution in H.
Proof. First suppose that α : G →֒ HU is an embedding and Σ(~x) is a systemwith
a solution ~a ∈ G. It follows that ~h = α(~a) ∈ HU is a solution in H. It follows
that ~h(i) ∈ H is a solution to Σ for U-almost all i ∈ I.
We now prove the converse. Enumerate G = {gn : n ∈ N} and let Σi(~x) denote
the system {xj · xk = xl : 1 ≤ j, k ≤ i, gj · gk = gl}. By assumption, Σi(~x) has
a solution ~h(i) = (h1(i), h2(i), . . . , ) in H. It follows that the map gn 7→ (hn)U :
G→ HU is an injective group homomorphism. 
Recall that if P is a property of groups, a group G is called fully residually P
if, given any a1, . . . , an ∈ G \ {e}, there is a group H with property P and a
homomorphism f : G → H such that f(ai) 6= e for all i = 1, . . . , n. If the afore-
mentioned requirement is weakened to only considering a single non-identity
element, then we say that the group is residually P. If the class of groups with
property P is closed under finite direct products, then these two notions coin-
cide and we use the latter terminology. When P is the property of being isomor-
phic to a particular group H, we then say that G is (fully) residually H.
The following easy lemma will be useful throughout this paper:4
Lemma 2.1.2. Suppose that G is finitely presented and embeds into an ultrapower of
H. Then G is fully residuallyH.
Proof. Suppose G = 〈a1, . . . , am | w1, . . . , wn〉 and take words w ′1, . . . , w
′
p such
that w ′i(~a) 6= e for all i = 1, . . . , p. Then the system
Σ(~x) :=
n∧
i=1
wi(~x) = e∧
p∧
j=1
w ′j(~x) 6= e
has a solution in G, whence it also has a solution in H, say ~b = b1, . . . , bn. It
follows that the map ai 7→ bi yields a group homormorphism f : G → H for
which f(w ′i(~a)) 6= e for i = 1, . . . , p, as desired. 
4This argument is certainly known to experts and appears in various texts on existentially
closed groups. Since we could not find the precise formulation in the literature, we state and
prove it here.
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2.2. Some model theory of groups. A quantifier-free formula is a finite dis-
junction of systems.5 A formula ϕ(~x) is an expression of the form
Q1x1 · · ·Qmxmψ(~x,~y)
with ψ quantifier-free and each Qi ∈ {∀, ∃}.6 Given a formula ϕ(~x), a group G,
and a tuple ~a ∈ Gnϕ , the definition of ϕ(~a) being true in G, denoted G |= ϕ(~a),
is defined in the obvious way. A formula without any free variables is called a
sentence and is either true or false in a given group. For example,
G |= ∀x∀y∃z(x = e∨ y = e∨ x2 6= e∨ y2 6= e∨ z−1xzy−1 = e)
if and only if any two elements of G of order 2 are conjugate.
The following fundamental fact is known as Łos’ theorem or the Fundamental
theorem of ultraproducts:
Fact 2.2.1. For any family (Gi)i∈I of groups, any ultrafilter U on I, any formula ϕ(~x),
and any ~a ∈
∏
UGi, we have∏
U
Gi |= ϕ(~a)⇔ Gi |= ϕ(~a(i)) for U-almost all i ∈ I.
Groups G and H are called elementarily equivalent, denoted G ≡ H, if, given
any sentence σ, we haveG |= σ if and only ifH |= σ. It follows fromŁo’s theorem
that any group is elementarily equivalent to any of its ultrapowers. Although
we will not need it in this paper, the Keisler-Shelah theorem shows that ele-
mentary equivalence can be given a completely group-theoretic reformulation,
namely two groups are elementarily equivalent if and only if they have isomor-
phic ultrapowers.
The following is a special case of theDownward Löwenheim-Skolem theorem:
Fact 2.2.2. Given any group G and subset X ⊆ G, there is a subgroupH ofG such that
X ⊆ H, |H| = |X|, and with G ≡ H.
A set of sentences is called a theory. If T is a theory, we write G |= T to in-
dicate that G |= σ for all σ ∈ T . A class C of groups is called elementary (or
axiomatizable) if there is a theory T such that, for any group G, G belongs to
C if and only if G |= T ; in this case, we call the theory T a set of axioms for the
class. For example, the classes of abelian groups and nilpotent class 2 groups
are elementary.
A sentence is called universal if, using the above notation, Qi = ∀ for all i =
1, . . . ,m. A theory is called universal if it consists only of universal sentences.
5This abuse of terminology is justified by the existence of disjunctive normal form.
6This abuse of terminology is justified by the existence of prenex normal form.
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An elementary class is called universally axiomatizable if it has a universal set
of axioms. The following is a special case of a more general test for axiomatiz-
ability of a class of groups:
Fact 2.2.3. A class of groups is universally axiomatizable if and only if it is closed under
isomorphism, ultraproducts, and subgroups.
Occasionally we will need to leave the confines of first-order logic and speak of
infinitary formulae. The class of Lω1,ω formulae is the extension of the collection
of all formulae obtained by allowing countable conjunctions and disjunctions
rather than merely finite conjunctions and disjunctions.
3. The Polish space of enumerated countable groups
3.1. Introducing the space of enumerated groups. By an enumerated group,
we mean a group whose underlying universe is N. We will often use regular
letters like G and H to denote groups (or their isomorphism classes) and bold-
face letters G and H to denote enumerated groups. We let G denote the set of
enumerated groups and we let G denote the class of all isomorphism classes of
countable groups. We let ρ : G → G denote the obvious “reduction” with the
convention that we write G instead of ρ(G) (which is a bit abusive as we are
conflating the different between a group and its isomorphism class). We adopt
a similar convention with subsets of G: if C is a subset of G, then we write C for
the image of C under ρ. We call C saturated if ρ−1(ρ(C)) = C; in other words, C
is saturated if it is closed under relabeling of elements.
To each enumerated group G, we have the associated multiplication function
µG : N × N → N, inversion function ιG : N → N, and identity element eG ∈ N.
Consequently, we identify each element of Gwith a unique element of the zero-
dimensional Polish space X := NN×N × NN × N.
Proposition 3.1.1. G is a closed subspace of X.
Proof. It suffice to notice that G is the intersection of the following three closed
subsets of X:
(1)
⋂
m,n,p∈N{(f, g, a) ∈ X : f(f(m,n), p) = f(m, f(n, p))}
(2)
⋂
m∈N{(f, g, a) ∈ X : f(m,a) = m}
(3)
⋂
m∈N{(f, g, a) ∈ X : f(m,g(m)) = a}

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Consequently, with the induced topology, G is a zero-dimensional Polish space.7
Itwill be convenient to recast the induced topology onG inmore group-theoretic
terms. We letW denote the set of expressions of the formw(~a), wherew(~x) is a
word and ~a ∈ Nnw . Given an enumerated group G and w ∈ W, we let wG ∈ N
denote the corresponding element.
Lemma 3.1.2. The map Ψ : G→ NW given by Ψ(G)(w) = wG is a continuous map.
Proof. It is enough to show, for any w ∈W andm ∈ N, that the set
Gw,m := {G ∈ G : w
G = m}
is open in G, which we prove by recursion on the length of w. This is obvious
when w is a variable. When w is the inverse of a variable, say x−1, then Gw,m =
{G : ιG(a) = m}, which is clearly open. Now suppose that w = w1 · xi. Then
Gw,m =
⋃
n∈N{G ∈ G : w
G
1 = n and µG(n, ai) = m}, which is open by the
induction hypothesis. Similarly, if w = w1 · x−1i , then Gw,m =
⋃
n,p{G ∈ G :
wG1 = n and ιG(ai) = p and µG(n, p) = m}, which is again open. 
For any system Σ(~x) and ~a ∈ NnΣ , set [Σ(~a)] = {G ∈ G : G |= Σ(~a)].
Corollary 3.1.3. The sets [Σ(~a)], as Σ ranges over all systems and ~a ranges over NnΣ ,
form a basis for G consisting of clopen sets.
Proof. For any word w(~x) and any ~a ∈ N, we see that
[w(~a) = e] =
⋃
n∈N
{G ∈ G : eG = n and Ψ(G)(w) = n},
which is open by the continuity of Ψ. On the other hand,
[w(~a) = e] =
⋂
n∈N
{G ∈ G : eG 6= n or Ψ(G)(w) = n},
which is closed by the continuity of Ψ as well. It follows that [w(~a) = e] is a
clopen subset of G. It follows immediately that every set of the form [Σ(~a)] is also
clopen. The union of these sets clearly cover G: given G ∈ G, if ιG(1) = n, then
G ∈ [1 ·n = e]. Finally, these sets are obviously closed under finite intersections,
whence they form a basis. 
The following is obvious but worth recording:
Proposition 3.1.4. Any permutation σ of N induces a homeomorphism σ# of G for
which σ#[Σ(~a)] = [Σ(σ(~a))].
7Although all of the information about G is contained in the multiplication map µG, if we
identified G with µG, the resulting subspace of NN×N would not be Polish but rather Σ
0
3.
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If C is a subset of G, we write [Σ(~a)]C := [Σ(~a)] ∩ C. Note that if C is saturated,
then [Σ(~a)]C is nonempty for some ~a ∈ NnΣ if and only if it is nonempty for all
~a ∈ NnΣ ; in this case we call Σ(~x) a C-system. The following proposition will be
crucial for our later purposes:
Proposition 3.1.5. Suppose that C is a saturated subset of G such that C is closed under
direct products. If Σ(~x) is a C-system, then the set
SΣ,C :=
⋃
~a∈N
[Σ(~a)]C
is a dense open subset of C.
Proof. It is clear that SΣ,C is an open subset of C. To see that it is dense, fix a
nonempty basic open set [∆(~a)]C and take G ∈ [∆(~a)]C. Take ~b ∈ NnΣ disjoint
from ~a and fixH ∈ [Σ(~b)]C. LetG×H be an enumeration ofG×H that “respects”
~a and ~b. Then G×H ∈ [∆(~a)]C ∩ SΣ,C. 
Given a first-order theory T of groups, we set CT for the class of countable mod-
els of T and we let CT := ρ−1(CT).
Proposition 3.1.6. Suppose that C is a saturated subclass of G such that C is closed
under subgroups. Then the following are equivalent:
(1) C is closed in G.
(2) C = CT for some universal theory T extending the theory of groups.
Proof. First suppose that C is a closed subset of G and set
T = {σ : G |= σ for all G ∈ C}.
Suppose that G |= T is countable. We show that G ∈ C. Towards this end, fix
an enumeration G of Gwith eG = 1. For each n ∈ N, let Σn(~x) be the system of
equations that determines the products µG(i, j) and inverses ιG(i) for 1 ≤ i, j ≤
n. Since Σn has a solution in G, it must have a solution in some group Gn ∈ G,
for otherwise ∀~x
∨
ϕ(~x)∈Σ(~x)¬ϕ(~x) belongs to T , contradicting thatG |= T . LetGn
be an enumeration of G so that eGn = 1 and so that, for every 1 ≤ i, j ≤ n, we
have
Gn ∈ [i · j = µG(i, j)] ∩ [i
−1 = ιG(i)].
It follows that limn→∞Gn = G. Since G is closed, we have that G ∈ C, whence
G ∈ C, as desired. Consequently, G = GT . Since G is closed under subgroups,
it follows that T is universal.
Now suppose that G = GT with T a universal theory. Suppose also that Gn is a
sequence from C with limn→∞Gn = G. We must show that G ∈ C. To see this,
fix a universal axiom σ of T ; it suffices to show that G |= σ. Write σ = ∀~xϕ(~x),
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where ϕ(~x) = Σ1(~x) ∨ · · · ∨ Σm(~x), a finite disjuntion of systems. Suppose,
towards a contradiction, that there is ~a ∈ Nnϕ so that G 6|= ϕ(~a). As a result,
for each i = 1, . . . ,m, there is an equation wi(~x) = 1 and ǫi ∈ {0, 1} such that
(wi(~x) = 1)
ǫi ∈ Σi(~x) but G |= (wi(~a) = 1)1−ǫi . Let Σ(~x) = {(wi(~x) = 11−ǫi : i =
1, . . . ,m}. Since G ∈ [Σ(~a)] and Gn → G, there is n ∈ N such that Gm ∈ [Σ(~a)].
Since Gn |= ϕ(~a), this is a contradiction.

3.2. The relevant subspaces. We introduce the following saturated subspaces
of G which will be the focus of this paper:
• Gsm := {G ∈ G : G is small}
• Gam := {G ∈ G : G is amenable}
• Gll := {G ∈ G : G is lawless}
• Gsm,ll := Gsm ∩ Gll
• Gam,ll := Gam ∩ Gll
• Gw := {G : G obeys the law w = e}
• Gam,w := Gam ∩ Gw
All of these spaces become Polish spaces with the subspace topology as indi-
cated by the next result:
Theorem 3.2.1. All seven subspaces from the previous list areGδ subspaces of the space
G, whence Polish. Moreover, Gw is actually closed.
Proof. To see that Gsm is Gδ, it suffices to notice that
Gsm =
⋂
a,b∈N
⋃
w(a,b)
[w(a, b) = e],
where the union ranges over all nontrivial words w.
In order to show that Gam isGδ, we remind the reader that a groupG is amenable
if and only if it satisfies the Folner condition. More precisely, given a finite set
F ⊆ G and ǫ > 0, a nonempty finite set K ⊆ G is called a (F, ǫ)-Folner set if, for
each g ∈ F, we have |gK△K| < ǫ|K|. We then have thatG is amenable if and only
if, for every finite F ⊆ G and ǫ > 0, there is a finite (F, ǫ)-Folner subset of G. For
any ~a ∈ Nm, ~b ∈ Nn, and ǫ > 0, we let U
~a,~b,ǫ denote the open set
⋂
1≤j<k≤n
[bi 6= bj] ∩
m⋂
i=1
⋃
I⊆ǫ[n]
⋂
j∈I
n⋃
k=1
[aibj = bk],
where the notation I ⊆ǫ [n] indicates that |I| > (1− ǫ)n. We then have that
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Gam =
⋂
~a∈N<N
⋂
ǫ∈Q>0
⋃
~b∈N<N
U
~a,~b,ǫ.
To see that Gll is Gδ, it suffices to show that
Gll =
⋂
w
⋃
~a∈Nnw
[w(~a) 6= e]
Finally, we note that
Gw =
⋂
~a∈Nnw
[w(~a) = e].

The following result, pointed out to us by Denis Osin, will also be relevant:
Proposition 3.2.2. The set {G ∈ G : G is simple} is a Gδ subspace of G.
Proof. It was shown in [1] that simplicity can be expressed by a countable con-
junction of ∀∃-sentences, essentially expressing that, given any two elements in
the group, one is in the normal closure of the subgroup generated by the other.
The result follows by arguing as in the previous theorem. 
In particular, when C is saturated and every group in C can be embedded in a
simple group in C, we have that {G ∈ C : G is simple} is comeager in C. For the
class of amenable groups, this was proven in [23]. As pointed out to us by Osin,
the same can be shown for the class of small groups using small cancellation
theory.
3.3. Connection with marked groups. In geometric group theory, a different
topological space is often used when trying to consider all countable groups,
namely the space of marked groups M. Let F∞ denote the free group on the
generators {xi : i ∈ N}. Then the set of all normal subgroups of F∞ is a closed
subset of P(F∞)when this latter space is identified with the compact space 2F∞.
To each normal subgroup N of F∞, one obtains the countable marked group
F∞/N. Clearly every countable group can be marked in this way and conse-
quently the compact space M of marked groups serves as another topological
space for dealingwith all countable groups. Notice that this method also allows
for one to deal with finite groups.8 Note that G is not compact, whence G and
M are not homeomorphic; in other words, these topological models for dealing
with countable groups are genuinally different. Nevertheless, we do have:
8The space of enumerated groups could be adapted to accommodate finite groups as well,
but since finite groups are uninteresting for our purposes, we chose to deal with the simpler
set-up above.
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Proposition 3.3.1. The map τ : G→M given by
τ(G) := {w(x1, . . . , xn) ∈ F∞ : w(1, . . . , n)
G = e}
is a continuous surjection.
Proof. It is clear that τ is continuous. To see that it is open, it suffices to see
that the preimages of the subbasic open sets {N ∈ M : w(x1, . . . , xn) ∈ N}
and {N ∈ M : w(x1, . . . , xn) 6∈ N} are open in G. However, these preimages
are simply [w(1, . . . , n) = e] and [w(1, . . . , n) 6= e] respectively, which are both
open in G. 
Remark 3.3.2. As pointed out to us by Alekos Kechris, although the space of
enumerated groups and the space of marked groups are not homeomorphic,
they induce the same Borel structure on the set of isomorphism classes of count-
able groups. More precisely, one can equip G with the largest σ-algebra Bρ for
which the map ρ is measurable (where G is equipped with its Borel σ-algebra).
If one lets ρ ′ : M → G denote the analogous reduction map, then the corre-
sponding σ-algebra Bρ ′ coincides with Bρ. In other words, one can, in a Borel
manner, recover an enumeration of a given countable group from a marking of
that group and vice-versa.
For each m ∈ N, set Mm = {N ∈ M : i ∈ N for all i > m}. It follows that
Mm consists precisely of the m-generated marked groups, which is a compact
subspace ofM. The proof of the following proposition is analogous to the proof
of Proposition 3.3.1 above:
Proposition 3.3.3. For eachm, the map τm : G→Mm given by τm(G) := 〈1, . . . ,m〉
(viewed as a marked group) is a continuous surjection.
The notion of an isolated group was introduced in [8]. A finitely generated
group G is called isolated if some (equiv. any) marking of it is an isolated point
of the respectiveMm.
Corollary 3.3.4. Suppose that G is an m-generated isolated group. Then τ−1m ({G}) is
an open subset of G with the property that, for everyH ∈ τ−1m ({G}), we have that G is a
subgroup of H.
Remark 3.3.5. In [22], Osin mentions another connection between G and M,
namely that there is a natural continuous embeddingM →֒ G.
4. Locally universal and existential groups
4.1. Locally universal groups. In the rest of this section, fix a class C of (isomor-
phism classes of) countable groups and set C := ρ−1(C), a saturated subset of G.
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As stated in the introduction, the notion of existentially closed group is central
in several of our main results. However, the main results hold for a larger class
of groups that we now introduce:
Definition 4.1.1. H ∈ C is locally universal for C if any element of C embeds
into an ultrapower of H.
We shall soon see that locally universal elements of C exist for many reasonable
classes C. Note that any element of C that contains a locally universal element
of C is also locally universal for C.
Remark 4.1.2. Suppose that C is a class of groups, not necessarily consisting just
of countable groups, that is closed under taking subgroup. Suppose that H ∈ C
is countable and locally universal for the collection of countable elements of C.
Then every element embeds of C embeds into an ultrapower of H (where the
ultrafilter may need to live on an index set of large cardinality).
The following proposition is essential for our later results and follows immedi-
ately from Proposition 2.1.1:
Proposition 4.1.3. For any H ∈ C, the following are equivalent:
(1) H is locally universal for C.
(2) For any C-system Σ(~x), H ∈ SΣ,C.
Remark 4.1.4. Proposition 2.1.1 also shows that, for any locally universal ele-
ment H for C, any G ∈ C, and any nonprincipal ultrafilter U on N, we have that
G embeds into HU.
We let Clu denote the collection of locally universal elements of C and we set
Clu := ρ
−1(Clu). The following result is the abstract result behind our generic
negative solution of the von Neumann-Day problem:
Theorem 4.1.5. Suppose that C is a saturated subspace of G for which C is closed under
direct products. Then Clu is a comeager subset of C. In particular, if C is a Baire space
(with its induced topology), then Clu is a dense subspace of C.
Proof. For any C-system Σ(~x), we have that SΣ,C is a dense open subset of C. The
intersection of the SΣ,C’s (as Σ ranges over all C-systems) coincides with Clu by
the previous lemma. 
In particular, when C is a Baire space (e.g. when C is a Gδ subspace of of G) and
C is closed under direct products, locally universal elements for C exist. Wewill
see another sufficient condition for the existence of locally universal elements
in the next subsection.
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4.2. Existentially closed groups. Once again, we fix a subset C of G.
Definition 4.2.1. If G is a subgroup of H, we say that G is existentially closed
(e.c.) inH if, for any finite system Σ(~x,~y) and any ~a ∈ G, if there is a solution to
Σ(~a,~y) in H, then there is a solution to Σ(~a,~y) in G.
Fact 4.2.2. If G is a subgroup of H, then G is e.c. in H if and only if H embeds into an
ultrapower of G in such a way that the restriction to G is the diagonal embedding of G
into its ultrapower.
Definition 4.2.3. G ∈ C is existentially closed for C if G is e.c. in H for every
H ∈ C containing G as a subgroup.
Fact 4.2.4. If C is closed under direct limits, then any element of C is a subgroup of a
group that is e.c. for C.
Fact 4.2.5. Suppose that any two elements of C can be embedded into a common element
of C (e.g. when C is closed under direct products). Then any e.c. element of C is locally
universal for C.
For any class C, we let Cec denote the collection of e.c. objects in C and we set
Cec := ρ
−1(Cec).
Lemma 4.2.6. Suppose that C is closed under direct limits. Then Cec is dense in C.
Proof. Suppose that [Σ(~a)]C is a nonempty basic open subset ofC andG ∈ [Σ(~a)]C.
LetH ⊇ G be a countable e.c. element of C containing G. Fix an enumeration of
H that agrees with G on ~a. ThenH ∈ [Σ(~a)]C ∩ Cec. 
Unlike the case of locally universal groups, we do not know if the set of e.c.
elements of a given class is comeager. However, we do have such a result in the
following context:
Lemma 4.2.7. For any universal theory T extending the theory of groups, if we set
C := CT , then Cec is comeager in C.
Proof. Since C is closed under direct limits, we only need to show that Cec is Gδ
in C. Fix a system Σ(~x,~y) and ~a ∈ N. Set Y := YΣ,~a,C := {G ∈ C : G |= ∃~yΣ(~a,~y)}
and note that Y =
⋃
~b∈N[ϕ(~a,
~b)]C, whence is open. We claim that
Z := ZΣ,~a,C = {G ∈ C : for all H ⊇ G with H ∈ C, H |= ∀~y¬Σ(~a,~y)}
is also an open subset of C. Indeed, suppose thatG ∈ Z and let [Σn(~bn)]C denote
a countable neighborhood base ofG. Suppose, towards, a contradiction, that for
each n, there isHn ∈ [Σn(~bn)]C∩
⋃
~c∈N[Σ(~a,~c)]C. Fixing a nonprincipal ultrafilter
U on N, an argument similar to (but slightly more elaborate than) that occur-
ring in the proof of Proposition 2.1.1 shows that G embeds into
∏
UHn. Since
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∏
UHn |= T ∪ {∃~yΣ(~a,~y)}, this contradicts the fact that G ∈ Z. Consequently,
for some n, we have that [Σn(~bn)]C ⊆
⋂
~c∈N[¬Σ(~a,~c)]C. Finally, we note that
[Σn(~bn)]C ⊆ Z. Indeed, if H ∈ [Σn(~bn)]C and K ⊇ H belongs to C, then by fixing
an enumeration K of K for which K ∈ [Σn(~bn)]C, we have that K |= ∀~y¬Σ(~a,~y).
It remains to note that
Cec =
⋂
Σ,~a
(YΣ,~a,C ∪ ZΣ,~a,C) .

It is worth noting the following consequence of the previous lemma:
Corollary 4.2.8. G \ Gsm is comeager in G.
Proof. It is known that any countable group with solvable word problem em-
beds into every e.c. group (see [14]); since F has solvable word problem, the
desired result follows. 
We also record:
Corollary 4.2.9. Gll is comeager in G.
Proof. E.c. groups are clearly lawless. 
5. The generic negative solution to the von Neumann-Day problem
5.1. Small groups. Before being able to apply the results of the last section, we
first need to note that the class of small groups is closed under direct products:9
Lemma 5.1.1. If G and H are small groups, then G×H is small.
Proof. Suppose, towards a contradiction, that i : F →֒ G × H is an embedding.
Let π : i(F) → G denote the restriction of the canonical surjection G × H → G.
Since G is small, π has a nontrivial kernel K. Since K ≤ {e}× H and H is small,
it follows that K ∼= Z. Likewise, i(F) has a subgroup L ∼= Z with L ≤ G× {e}. It
follows that i(F) contains a subgroup isomorphic to Z2, a contradiction. 
We letGLM denote the group constructed byLodha andMoore in [17]. As shown
in [17],GLM is a finitely presented, small, nonamenable group. Moreover, Burill,
Lodha, and Reeves showed in [4] that G ′LM is simple, whence GLM is not even
residually amenable.
9Unquestionably this result is known, but since we were unable to find a reference in the
literature, we provide a proof here for the sake of convenience.
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We are now ready to prove the generic negative solution to von Neumann’s
problem:
Theorem 5.1.2. If H is locally universal for the class of small groups, then H is not
residually amenable.
Proof. If H is locally universal for the class of small groups, then GLM is fully
residually H by Lemma 2.1.2; if H were residually amenable, then GLM would
be residually amenable, which it is not. 
Corollary 5.1.3. The set {G ∈ Gsm : G is not residually amenable} is comeager in
Gsmall.
Proof. This follows from Theorem 4.1.5 and Lemma 5.1.1. 
Lodha and Moore also showed that Thompson’s group F embeds into GLM.
Since F is lawless (see [3]), we have that GLM is also lawless. Since the class of
lawless groups is also closed under direct products, the above line of reasoning
also shows:
Corollary 5.1.4. IfH is locally universal for the class of small, lawless groups, thenH is
not residually amenable. Consequently, the set {G ∈ Gsm,ll : G is not residually amenable}
is comeager in Gsm,ll.
Since Gsm is clearly closed under direct limits, e.c. small groups exist. Since the
class of (lawless) small groups is also closed under direct products, we have:
Corollary 5.1.5. If H is e.c. for the class of (lawless) small groups, then H is locally
universal for the class of (lawless) small groups, whence H is not residually amenable.
In the next section, we present a nice counterpoint to Corollary 5.1.3 by showing
that the generic element of Gsm is inner amenable.
5.2. Amenable groups. Let GGR denote the finitely presented, amenable, non-
elementary amenable group constructed by Grigorchuk in [12]. In [24], Sapir
andWise proved that every proper quotient ofGGR is metabelian. It follows that
GGR is not even residually elementary amenable.
We can now prove the generic negative solution to Day’s problem:
Theorem 5.2.1. IfH is locally universal for the class of amenable groups, thenH is not
elementary amenable.
Proof. IfH is locally universal for the class of amenable groups, thenGGR is fully
residually H by Lemma 2.1.2; if H were residually elementary amenable, then
GGR would also be residually elementary amenable, which it is not. 
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Since the class of amenable groups is closed under direct products, we obtain
the following corollaries as in the previous section:
Corollary 5.2.2. {G ∈ Gam : G is not residually elementary amenable} is comeager
in Gam.
Corollary 5.2.3. If H is e.c. for the class of amenable groups, then H is not residually
elementary amenable.
6. More about genericity
6.1. Applications of the Baire alternative. Recall the Baire alternative: a Baire
measurable subset of a topological space is either meager or comeager in a
nonempty open set; if the topological space is a Baire space, then exactly one
of the alternatives hold. We investigate consequences of this fact in our context.
Proposition 6.1.1. Suppose that C is a saturated subspace of G such that C is closed
under direct products. Further suppose that D is a saturated, Baire measurable subset
of D. Then eitherD is meager in C or comeager in C.
Proof. Suppose thatD is not meager in C, whenceD is comeager in a nonempty
open set [Σ]C. SinceD is saturated, D is comeager in SΣ,C, which is itself comea-
ger in C since C is closed under direct products. It follows thatD is comeager in
C, as desired. 
Proposition 6.1.2. If ϕ(~x) is an Lω1,ω-formula and ~a ∈ N
nϕ , then {G ∈ G : G |=
ϕ(~a)} is a Borel subset of G.
Proof. A straightforward induction on the complexity of formulae. 
Corollary 6.1.3. Suppose that C is a saturated, Baire subspace of G such that C is closed
under direct products and ϕ is an Lω1,ω-sentence. Then exactly one of {G ∈ C : G |=
ϕ} or {G ∈ C : G |= ¬ϕ} is comeager in C.
In the rest of this subsection, we give some examples of the utility of the previ-
ous ideas.
The following was pointed out to us by Denis Osin. Recall that a group G is
inner amenable if it admits a conjugation-invariant finitely additive probability
measure not concentrating on the identity.
Proposition 6.1.4. {G ∈ Gsm : G is inner amenable} is comeager in Gsm.
Proof. For each n, let σn be the sentence ∀x1 · · · ∀xn∃y(
∧n
i=1 xiy = yxi ∧ y 6= e).
By Corollary 6.1.3, {G ∈ Gsm : G |=
∧
n σn} is either meager or comeager in
Gsm. However, this set is clearly dense in Gsm, whence it must be comeager. It
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remains to note that all elements G of this set are inner amenable.10 Indeed,
write G as an increasing union of finite subsets Fn and let gi ∈ G \ {e} commute
with Fi. Now consider hi = δgi ∈ ℓ
1(G), the characteristic function of gi. Any
weak* limit of the hi is a conjugation invariant mean. 
Let Gfg denote the saturated subspace of G consisting of finitely generated enu-
merated groups.
Proposition 6.1.5. Gfg is a meager Borel (in fact, Σ03) subset of G.
Proof. First note that Gfg =
⋃
~a∈N<N
⋂
b∈N
⋃
w(~x)[w(~a) = b], which is a Σ
0
3 subset
of G. Let σn be the sentence from the previous proposition. It remains to notice
that the comeager set {G ∈ G : G |=
∧
n σn} ∩ {G ∈ G : G is simple} consists of
groups that are not finitely generated. 
6.2. Generic sets and model-theoretic forcing. After seeing an initial draft of
this paper, Osin asked us the following question:
Question 6.2.1. If C = Gsm or Gam, is there G ∈ C such that {H ∈ C : H ∼= G} is
comeager in C?
Remark 6.2.2. By Corollary 6.1.3, lettingϕ be a Scott sentence11, we see that the
set in the previous question is either meager or comeager.
Whilewe cannot answerOsin’s question, we explainwhy the answer is negative
when C = G. In order to do so, it will help us to rephrase this in the language
of model-theoretic forcing via the presentation in [14]. The connection we now
describe is in fact hinted at in [14] (see Exercises 4-6 from Section 2.2).
Fix a saturated subspace C of G. We consider a two-player game where the play-
ers take turns playing C-systems with the requirement that each system played
extends the previous players turn. The players play countably many rounds.
When the game is over, the players have constructed an infinite system of equa-
tions and inequations. We call a play of the game definitive if, for allm,n ∈ N,
there is k ∈ N such that the equation xm ·xn = xk appears in the final system. In
what follows, we always assume that the play of the game is definitive.12 In this
10This was brought to our attention by Denis Osin, who wrote a mathoverflow post about
this.
11Given a countable groupG, a Scott sentence forG is a Lω1,ω-sentence σG such that, for any
countable group H, H |= σG if and only if G ∼= H.
12In [14], the definitiveness requirement is not present. However, in the terminology used
there, being definitive is an enforceable property and thus, for our purposes, there is no loss of
generality in assuming that the plays are definitive.
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case, at the end of the game, the players have described an enumerated group,
called the compiled group.13
We call a property P of enumerated groups C-enforceable if there is a strategy
for player II that ensures that the compiled group always has property P. A
useful fact is the Conjunction Lemma (see [14, Lemma 2.3.3(e)], which states
that a countable conjunction of C-enforceable properties is C-enforceable.
Proposition 6.2.3. Suppose that C is a Polish subspace of G. Then the property of being
in C is a C-enforceable property.
Proof. Since C is a Polish subspace of G, there are open subsets Un of G such that
C =
⋂
nUn. By the Conjunction Lemma, it suffices to show, for each n, that the
property of belonging to Un is C-enforceable. Suppose player I opens with the
C-system Σ. Fix G ∈ [Σ]C. Since G ∈ Un and Un is open, there is a C-system ∆
such that G ∈ [∆]C ⊆ Un. Then player II responds with the C-system Σ ∪ ∆. It
follows that the compiled group belongs to [∆]C and thus to Un, as desired. 
Given aproperty P of enumeratedgroups, we setCP = {G ∈ C : G has property P}.
We say that P is invariant if CP is saturated and we say that P is Baire measur-
able if CP is a Baire measurable subset of C.
Here is the connection between Baire category and enforceability:
Theorem 6.2.4. Suppose that C is a saturated, Baire subspace of G and that P is an
invariant Baire measurable property. Then CP is a comeager subset of C if and only if P
is a C-enforceable property.
Proof. First suppose that CP is a comeager subset of C. Since C is a Baire space,
there is a countable collection of dense open sets Un ⊆ G such that
⋂
nUn ⊆ CP.
In order to show that P is C-enforceable, it suffices, for every n, to show that
the property “H ∈ Un” is a C-enforceable property. Towards this end, suppose
that player I opens with the system Σ. Since Un is dense, there is a group H ∈
[Σ]C ∩ Un. Since Un is open, there is a system ∆ such that H ∈ [∆]C ⊆ Un. Let
player II respond with Σ ∪ ∆. Then the compiled group will belong to Un, as
desired.
Now suppose that P is a C-enforceable property. If CP were meager, then C \ CP
is comeager; since P is invariant, it follows that the negation of property P is
C-enforceable, which is a contradiction. 
The following is [14, Corollary 3.4.3]:
13Without the definitive requirement, the compiled group would merely be the group gen-
erated by N subject to the relations given by the equations of the final system.
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Proposition 6.2.5. Suppose that C is a closed saturated subset of G. Then the property
of being e.c. for C is C-enforceable.
Proposition 6.2.6. Suppose that C and D are saturated Polish subspaces of G with
D ⊆ C. Further suppose that there is G ∈ D such that G is locally universal for C.
Then the property of belonging toD is C-enforceable.
Proof. Let Un be open subsets of G such that D =
⋂
nUn. It suffices to show, for
each n, that belonging to Un is C-enforceable. Suppose that player I opens with
the the C-system Σ. SinceG is locally universal for C, we have thatG |= Σ. Since
G ∈ Un andUn is open, there is aD-system∆ such thatG ∈ [∆]C ⊆ Un. If player
II responds with the C-system Σ ∪ ∆, we have that the compiled group belongs
to Un, as desired. 
Returning to Osin’s question, we have:
Corollary 6.2.7. Suppose that C is a saturated Baire subspace of G. Given G ∈ C, the
set {H ∈ C : H ∼= G} is comeager in C if and only if the property of being isomorphic
to G is C-enforceable.
When the equivalent conditions of the following corollary are satisfied, we call
G the C-enforceable group. Osin’s question thus becomes: if C = Gsm or Gam, is
there a C-enforceable group?
When C = G, we simply speak of the enforceable group. The following is prob-
ably well-known, but since we could not find it explicitly stated in the literature,
we give a proof:
Theorem 6.2.8. There is no enforceable group.
Proof. Suppose, towards a contradiction, that G is the enforceable group. Then
by [14, Theorem 4.2.6 and Exercise 4.2.2(a)], G embeds into every e.c. group.
By a theorem of Macintyre (see, for example, [14, Theorem 3.4.6]), every finite
subgroup of G has solvable word problem. However, since G is also e.c. (since
being e.c. is enforceable), we have that G has a finitely generated subgroup
with nonsolvable word problem (see [14, Corollary 3.3.8(b)]), whence we have
arrived at a contradiction. 
7. Lawful groups
7.1. Amenable groups satisfying a law. The following is clear:
Lemma 7.1.1. For any word w, Gw is closed under direct products.
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Since satisfying the law w = e is clearly expressible by a single universal sen-
tence, Lemma 4.2.7 immediately implies:
Lemma 7.1.2. For any word w, (Gw)ec is comeager in Gw.
Recall that a group G is uniformly amenable if there is a function f : N → N
such that, for any finite F ⊆ N and any n ≥ |F|, there is K ⊆ G with |K| ≤ f(n)
such that K is a (F, 1
n
)-Folner set for F. The following straightforward fact was
observed by Keller in [16]:
Fact 7.1.3. G is uniformly amenable if and only some (equiv. every) ultrapower of G is
amenable.
The following fact is also straightforward:
Fact 7.1.4. G is lawless if and only if F embeds into some (equiv. every) nonprincipal
ultrapower of G.
In other words, GU is small if and only if G satisfies some nontrivial word. It is
unknown whether or not von Neumann’s problem has a positive solution for
ultrapowers, that is, the following question is open:
Question 7.1.5. If G is an amenable group such that GU is small, must GU be
amenable? In other words, if G is an amenable group that satisfies a nontrivial
law, must G be uniformly amenable?
Some laws imply amenability, e.g. groups satisfying the law [x, y] = e are
abelian and hence amenable. We call a nontrival word w amenable if Gw con-
sists only of amenable groups. The following lemma is clear:
Lemma7.1.6. Ifw is an amenableword, then every element ofGw is uniformly amenable.
Consequently, Question 7.1.5 is really only interesting when G satisfies a nona-
menable law.
Following typicalmodel-theoretic nomenclature, we call a grouppseudoamenable
if it is elementarily equivalent to an ultraproduct of amenable groups.
Proposition 7.1.7. For a given wordw, the following are equivalent:
(1) If G ∈ Gam,w, then GU is amenable.
(2) Gam,w is an elementary class.
(3) Gam,w is closed in Gw.
(4) If G ∈ Gw is pseudoamenable, then G is amenable.
Proof. For (1) implies (2), fix a family (Gi)i∈I from Gam,w and an ultrafilter U on
I. We must show that
∏
UGi is also amenable. However, setting G :=
⊕
i∈IGi,
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we have that G ∈ Gam,w, whence GU is amenable by (1). Since
∏
UGi embeds
into GU, we have that
∏
UGi is amenable, as desired.
(2) implies (1) is clear. Since Gam,w is closed under subgroups, the equivalence
of (2) and (3) follows from Corollary 3.1.6.
(4) implies (1) follows from the fact that GU is a pseudoamenable member of
Gw whenever G is an amenable member of Gw. Now suppose that (1) holds
and thatG ∈ Gw is pseudoamenable. By assumption, there is a family (Gi)i∈I of
amenable groups and an ultrafilterU on I such thatG ≡
∏
UGi. SinceG satisfies
the law w = e, we have Gi also satisfies the law w = e for U-almost all i ∈ I. By
replacing, for each i ∈ N \ I, Gi with an amenable group satisfying w, we may
as well assume that each Gi satisfies w. Let H =
⊕
i∈NGi, an amenable group
satisfying w. Since G ≡
∏
UGi, we have that every system with a solution in G
has a solution in H. Thus, by Proposition 2.1.1, we have that G embeds into an
ultrapower of H. By (1), this ultrapower of H is amenable, whence so is G. 
Motivated by item (3) in the previous proposition, we call a word for which the
items in the previous proposition hold a closedword. Thus, Question 7.1.5 asks
whether or not all words are closed.
7.2. The generic element of Gam,w. Since groups satisfying a nontrivial law are
automatically small, the results in the previous section motivate us to ask the
following imprecise:
Question 7.2.1. Suppose w is a nonamenable law. Is the generic group satisfy-
ing the laww = e nonamenable?
The following theorem shows us that all possible ways of making the word
generic precise in the previous question lead to the same conclusion:
Theorem 7.2.2. The following are equivalent:
(1) Every locally universal element of Gw is nonamenable.
(2) Every e.c. element of Gw is nonamenable.
(3) Gw \ Gam,w is comeager in Gw.
(4) Being nonamenable is a Gw-enforceable property.
Proof. (1) implies (2) follows from Fact 4.2.5. (2) implies (3) follows from Lemma
4.2.7. The equivalence of (3) and (4) follows from Theorem 6.2.4. Finally, (4)
implies (1) follows from Proposition 6.2.6 and the fact that the amenable groups
form a Polish space. 
The connection between Question 7.1.5 and the amenability of the generic ele-
ment of Gw is the following:
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Corollary 7.2.3. If w is a closed nonamenable word, then Gw \ Gam,w is comeager in
Gw.
Proof. Suppose that w is a closed word and that H is an amenable group that
is locally universal for Gw. Since w is closed, every ultrapower of H is also
amenable, whence so is every element ofGw sinceH is locally universal for Gw.
Consequently,w is an amenable word. 
Question 7.2.4. Does the converse to the previous corollary hold?
7.3. A test case. We now consider one case where wemight be able to establish
that the generic element of Gw is nonamenable.
For sufficiently large odd n, we let GOSn denote the group constructed by Ol-
shanskii and Sapir in [21]. We note that GOSn is a finitely presented, small,
nonamenable group. Moreover, GOSn satisfies the law wn := [x, y]n = e and
contains the free Burnside group B(2, n) of exponent n.14
We believe that the following question is still open.
Question 7.3.1. For sufficiently large odd n, is B(2, n) residually amenable?
The connection with the above discussion is the following:
Theorem 7.3.2. Either B(2, n) is residually amenable or else Gwn \Gam,wn is comeager
in Gwn .
Proof. If there is an amenable group that is locally universal for Gwn , then GOSn
is residually amenable, whence so is B(2, n). 
In [26], Weiss asked if the free Burnside groups B(m,n) are sofic. Since this still
remains an open question15, we believe that either Question 7.3.1 is still open or
else it has a negative answer, for residually amenable groups are sofic.
8. Amenable groups elementarily equivalent to nonamenable groups
8.1. Introducing the question. Given a group G, by a model of G we mean a
group H that is elementarily equivalent to G.16
We first note that the generic (small) group does not have an amenable model:
14Recall that B(2, n) is the group generated by x and y subject to the relations wn = e for all
nontrivial words w = w(x, y). For n sufficiently large and odd, B(2, n) is infinite.
15At least to the best of our knowledge
16Apologies to the model theorists for this abuse of terminology; we really should say thatH
is a model of the theory of G.
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Proposition 8.1.1.
(1) {G ∈ G : G does not have an amenable model} is comeager in G.
(2) {G ∈ Gsm : G does not have an amenable model} is comeager in Gsm.
Proof. It suffices to show that no locally universal (small) group can have an
amenablemodel. Suppose, towards a contradiction, thatH is a locally universal
(small) group and G is an amenable group with H ≡ G. By Proposition 2.1.1,
H embeds into an ultrapower of G, whence G is also a locally universal (small)
group. It follows that GLM is residually G, whence residually amenable, which
is a contradiction. 
Remark 8.1.2. By Corollary 6.1.3, for each of the classes Gsm andGam, there is a
comeager elementary equivalence class.
In the remainder of this section, we instead consider the following question:
Question 8.1.3. IfG is an amenable group, mustG have a nonamenable model?
The answer to Question 8.1.3, in general, is negative. Indeed, all models of G
are amenable if and only if G is uniformly amenable. In order to find instances
of Question 8.1.3 with positive answers, we need to look at amenable groups
that are not uniformly amenable. As discussed in Section 7, whether or not
an amenable group satisfying a law must be uniformly amenable is an open
question. Consequently, we restrict our attention to lawless amenable groups.
In this case, we always have a positive solution to Question 8.1.3:
Proposition 8.1.4. If G is lawless and amenable, then G has a nonamenable model.
Proof. Since G is lawless, there is a copy of F inside of GU. By the Downward
Löwenehim-SkolemTheorem, there is a countable subgroupH ofGU containing
this copy of F with H ≡ G. Thus, H is a nonamenable model of G. 
Note that the nonamenable model ofG in the proof of the previous proposition
was not small. The following question seems much harder:
Question 8.1.5. If G is an amenable group with a nonamenable model, must G
have a small nonamenable model?
Of course, if G as in the previous question satisfies a nontrivial law, then all
models of G are small (as they satisfy the same law).
The only thing we are currently able to say, in general, about Question 8.1.5 is
the following:
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Lemma 8.1.6. Suppose that G is amenable. Suppose also that there is n such that, for
any formula ϕ(x, y1, y2) with x = (x1, . . . , xn), there is a nontrivial word w(y1, y2)
with the following property: for anym, if there is H ≡ G and a, b1, b2 ∈ H such that
H |= ϕ(a, b1, b2) and there is no (a, 1n)-Folner subset ofH of size at mostm, then there
is H∗ ≡ G and a∗, b∗1, b
∗
2 ∈ H
∗ with the same property and for which w(b∗1, b
∗
2) = e.
Then G has a small nonamenable model.
Proof. This follows from the Omitting Types Theorem (see, e.g., [6, Exercise
2.2.4]). 
8.2. Thenumberof nonamenablemodels. Wenext address the following ques-
tion:
Question 8.2.1. If G is an amenable group with a nonamenable model, how
many nonisomorphic countable nonamenable models can it have?
The main result of this subsection is that the generic amenable group has con-
tinuum many nonisomorphic countable nonamenable models. We first need
the following lemma:
Lemma 8.2.2. If G and H are simple groups and F×G ∼= F×H, then G ∼= H.
Proof. Suppose f : F×G→ F×H is an isomorphism. Set K := f(F× {e}) and let
π : K → F be the canonical surjection. Then N := ker(π) is a normal subgroup
of {e} × H. Since H is simple, N = {(e, e)} or N = {e} × H. If N = {e} × H,
then K ≤ {e} × H, which is a contradiction to the fact that H is simple. Thus,
N = {(e, e)}, whence K ≤ F× {e}. Thus
G ∼= (F×G)/(F× {e}) ∼= (F×H)/K ∼= (F/π(K))×H.
Since G is simple, this implies that F/π(K) is trivial, whence G ∼= H. 
Theorem 8.2.3. Suppose that G is a locally universal element of Gam (whence G is
automatically lawless). Then G has continuum many nonisomorphic countable nona-
menable models.
Proof. By [15], for each r ∈ R, there are uncountably many nonisomorphic infi-
nite simple countable amenable groups Kr. By the previous lemma, the F×Kr’s
are still pairwise nonisomorphic. Fix a nonprincipal ultrafilter U on N. Since G
is lawless, we have that F×Kr embeds intoGU×GU, which in turn embeds into
(G×G)U. SinceG is a locally universal element ofGam, (G×G)U in turn embeds
into GU. In summary: each F× Kr embeds into GU. For each r ∈ R, let Hr  GU
be countable and containing F×Kr. Since continuummany of the Hr’s must be
pairwise nonisomorphic, the proof is finished. 
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The previous theorem raises the following question:
Question 8.2.4. If G has a nonamenable model, must it have continuum many
nonisomorphic countable nonamenable models?
One way of answering this question in the negative would be to look for an
amenable, non-uniformly amenable group which simply has fewer than contin-
uum many nonisomorphic countable models (e.g. if the group wereω-stable).
We also leave open the following general question:
Question 8.2.5. Given an amenable groupG, what what are the possibilities for
its “amenable spectrum”? That is, what are the possibilities for the number of
(non)amenable countable models of G? Can there be a unique nonamenable
countable model? Can G be the unique amenable model (outside of the situa-
tion that G is ℵ0-categorical)?
8.3. Can an amenable group have a property (T) model? The polar opposite
of amenability is having property (T) in the sense that the only groupswith both
properties are the finite ones. It is thus natural to ask the following question:
Question 8.3.1. IfG is amenable and infinite, can G have a property (T) model?
We do not know of any instance of the previous questionwith a positive answer.
The main result of this subsection is that the previous question has a generic
negative solution. We first need:
Proposition 8.3.2. Suppose that G is residually amenable, H has property (T), and
G ≡ H. Then G and H are both residually finite.
Proof. Since H embeds into an ultrapower of G, it follows that H is fully residu-
ally G, so residually amenable, and thus residually finite since H has property
(T). Since G embeds into an ultrapower of H, G is residually H, and thus also
residually finite. 
Remark 8.3.3. The proof of the previous proposition shows that one does not
need the full strength of the assumption thatG ≡ H but rather that each embeds
into the ultrapower of the other, or rather, that they have the same universal
theory.
Theorem 8.3.4. {G ∈ Gam : G does not have a property (T) model} is comeager in
Gam.
Proof. By Theorem 4.1.5 and Proposition 8.3.2, it suffices to show that no group
locally universal for Gam can be residually finite. However, this follows imme-
diately from the fact that GGR is not residually elementary amenable. 
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Remark 8.3.5. Denis Osin pointed us to an alternative proof of the previous the-
orem. In fact, the proof of Proposition 6.1.5 yields a comeager subset of Gam for
which no element can be elementarily equivalent to a finitely generated group;
since property (T) groups are finitely generated, this finishes the proof.
Remark 8.3.6. Osin alsomentioned that, using small cancellation theory, the set
of property (T) enumerated groups is dense, but not comeager, in Gsm. This is
in contrast to the space of marked groups, where the set of property (T) groups
is actually open.
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