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NON-UNIFORM DEPENDENCE ON INITIAL DATA FOR EQUATIONS OF
WHITHAM TYPE
MATHIAS NIKOLAI ARNESEN
Abstract. We consider the Cauchy problem
∂tu+ u∂xu+ L(∂xu) = 0,
u(0, x) = u0(x)
on the torus and on the real line for a class of Fourier multiplier operators L, and prove that
the solution map u0 7→ u(t) is not uniformly continuous in Hs(T) or Hs(R) for s >
3
2
. Under
certain assumptions, the result also hold for s > 0. The class of equations considered includes
in particular the Whitham equation and fractional Korteweg-de Vries equations and we show
that, in general, the flow map cannot be uniformly continuous if the dispersion of L is weaker
than that of the KdV operator. The result is proved by constructing two sequences of solutions
converging to the same limit at the initial time, while the distance at a later time is bounded
below by a positive constant.
1. Introduction
We consider the Cauchy problem
∂tu+ u∂xu+ L(∂xu) = 0, (1.1a)
u(x, 0) = u0(x), x ∈ R or x ∈ T, t ∈ R. (1.1b)
on the torus T and on the real line R. The operator L is a Fourier multiplier operator with
symbol m(ξ), meaning that
L̂f(ξ) = m(ξ)f̂(ξ). (1.2)
A concrete example is the Whitham equation where m(ξ) =
√
tanh(ξ)
ξ . The Whitham equation
was introduced by Whitham in 1967 as a better alternative to the Korteweg–de Vries (KdV)
equation for modelling shallow water waves [20], and features the exact linear dispersion relation
for travelling gravity water waves (see [14] for a rigorous justification of (1.1a) as a model for
shallow water waves and [16] for a derivation of it from the Euler equations via exponential
scaling).
The recent papers [6] and [8] concern local well-posedness for the Whitham equation and
related nonlinear and nonlocal dispersive equations with nonlinearities of low regularity. These
results are, when comparable, in line with the earlier investigations [1] [19]. For problems with
homogeneous symbols and smooth nonlinearities, local well-posedness has been lowered to s ≤ 32
in [15] using dispersive properties, with the lower bound for s depending on the strength of the
dispersion. The paper at hand concerns further regularity of the flow map, or rather the lack
thereof. We prove that in the periodic case, the flow map is not uniformly continuous on any
bounded set of Hs(T) for s > 32 for any symbol m that is even and locally bounded, and on the
real line the flow map is not uniformly continuous on any bounded set ofHs(R) for s > 32 ifm does
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not grow ”too” quickly. The results are also extended to 0 < s ≤ 32 under certain conditions. The
paper is motivated by a series of similar results for other model equations (e.g., for the Camassa–
Holm (CH) equation [9] and the Benjamin–Ono (BO) equation [13]), and indeed for the Euler
equations themselves [10], as well as recent investigations into non-local dispersive equations
of Whitham type with very general, and in particular also inhomogeneous, symbols m ([7],[3],
[8]) and recent work connected to well-/ill-posedness for the Whitham equation specifically. In
particular, we mention the recent positive verifications of two conjectures of Whitham, namely
that for certain initial data the solution exhibits wave-breaking in finite time [11] and the existence
of a highest cusped wave [5].
Our results are contained in Theorems 1.1 and 1.2 below, for the periodic case and the real
line case, respectively.
Theorem 1.1 (Non-uniform continuity on T). Assume that m ∈ L∞loc(R) is even, there exists
N > 0 such that m(ξ) is continuous for |ξ| > N and that
|m(ξ)| . |ξ|p
for some p > 0 when |ξ| ≫ 1. Then:
(i) If s > 32 , the flow map u0 7→ u(t) for the Cauchy problem (1.1a)-(1.1b) on the torus is
not uniformly continuous from any bounded set in Hs(T) to C([0, T );Hs(T)).
(ii) Let 0 < s ≤ 32 . When the flow map exists on Hs(T), (i) remains true.
Theorem 1.2 (Non-uniform continuity on R). Assume that m is even, m ∈ L∞loc(R) and there
exists N > 0, 0 ≤ γ < 2 and a constant C > 0 such that
|m(ξ + y)−m(ξ)| ≤ C|y||ξ|γ−1 (1.3)
for all |ξ| > N and |y| sufficiently small. In particular, this means that m(ξ) is continuous for
|ξ| > N and that |m(ξ)| . |ξ|γ for large |ξ|. Then:
(i) If s > 32 , the flow map u0 7→ u(t) for the Cauchy problem (1.1a)-(1.1b) on the line is not
uniformly continuous from any bounded set in Hs(R) to C([0, T );Hs(R)).
(ii) Let 12 < r < 2 and 0 < s <
r
2 . If the Cauchy problem (1.1a)-(1.1b) is locally well-posed
in Hs(R) in the sense of Theorem 2.1 and m satisfies the lower bound
|m(ξ)| & |ξ|r
for |ξ| ≫ 1 in addition to (1.3), then (i) is true also for 0 < s < r2 .
Remark 1.3. Local well-posedness of (1.1a) is in general known only for s > 32 (cf. Theorem 2.1
below), hence we have to assume the existence of the flow map in part (ii) of Theorem 1.1 and
1.2. For some specific choices of m well-posedness results for s ≤ 32 are known (see for instance
[15]).
Remark 1.4. The additional condition |m(ξ)| & |ξ|r for |ξ| ≫ 1 and the bounds on s in Theorem
1.2 (ii) come from using conservation laws for (1.1a) to bound the Hσ(R) norm of the solution
in terms of the norm of the initial data for σ > s (cf. the end of Section 4). These conditions
can be improved upon in cases where more conservation laws are known, as done in [13] for the
BO equation in order to cover all s > 0.
The assumptions of Theorems 1.1 and 1.2 cover, for example, the Whitham equation, and
the fractional Korteweg–de Vries (fKdV) equation where m(ξ) = |ξ|α for any α ≥ 0 in the
periodic case and 0 ≤ α < 2 on R. One would expect the strength of the dispersion to be the
essential property deciding the regularity of the flow map, with stronger dispersion giving greater
regularity. Theorem 1.2 shows that this is the case, for while the restriction γ < 2 in Theorem
1.2 appears in the proof from our construction of a specific approximate solution to (1.1a), it is,
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in fact, optimal. When γ = 2 our assumptions includes the KdV equation for which the flow
map is known to be locally Lipschitz in Hs(R) for s > − 34 [12], meaning that Theorem 1.2 is not
true in this case. For 0 ≤ γ < 2 it was proved in [18] that for m(ξ) such that p(ξ) = ξm(ξ) is
differentiable and satisfying |p′(ξ)| ≤ |ξ|γ for 0 ≤ γ < 2, which implies that the the assumptions
of Theorem 1.2 are satisfied, the flow map cannot be C2 in Hs(R) for any s ∈ R. Our findings
are in agreement with, and improves upon, these resuls. In the period case (1.1a) has, in a sense,
no dispersive effect as it is invariant under the transformation
u(x, t) 7→ v(x, t) = u(x− tω, t) + ω.
Having no restriction on p in Theorem 1.1 is therefore perfectly in line with the notion that the
strength of the dispersion is the decisive factor for the regularity of the flow map. To avoid this
situation, one often considers initial data having zero mean
∫
T
f(x) dx = f̂(0). In this case the
flow map of the KdV equation is known to be Lipschitz continuous in Hs(T) for s ≥ 0 [4] and
thus Theorem 1.1 fails for p = 2. In fact, it fails for the KdV in Hs(T) for s > − 12 [12]. We will,
however, not consider this case here and make no assumption on the mean of the initial data in
the periodic case.
We will prove Theorems 1.1 and 1.2 using a method based on [13], where nonuniform de-
pendence on initial data was established for the BO equation on R, describing the effect of
a low-frequency perturbation on a high-frequency wave. In [17] the proof of [13] for the BO
equation on the line is adapted to the simpler periodic case for the fKdV equation. For the
periodic case, the arguments are easily extended to operators with more general symbols m, and
the proof we present for Theorem 1.1 is a straightforward extension of that of [17] and [13].
Non-uniform continuity for fractional KdV equations on the line has not been proved for general
order 0 ≤ α < 2, but as the symbol m(ξ) = |ξ|α is homogeneous the equation enjoys scaling
properties similar to those of the BO equation and the procedure of [13] should therefore be
applicable without too much difficulty. The Whitham equation however, or indeed any equation
with inhomogeneous symbol m, does not share these properties, and different argumentation is
therefore required (see Section 4 and in particular Proposition 4.4).
Our paper is structured as follows: Section 2 is devoted to some preliminary results on local
well-posedness, existence time and energy estimates that are crucial ingredients in the proofs of
Theorems 1.1 and 1.2. In Sections 3 and 4 we prove Theorem 1.1 and Theorem 1.2, respectively.
2. Preliminaries
In this section we state results on the existence of solutions to equation (1.1a) with initial
data (1.1b) and estimates on the existence time and Hs-norm of the solutions. All the results in
this section hold equally on T and on R, and we will denote by Hs either Hs(T) or Hs(R). The
main result is the following:
Theorem 2.1 ([8]). Assume that m is even, m ∈ L∞loc(R) and that |m(ξ) . |ξ|p for some p when
|ξ| > 1. Then, for s > 32 and u0 ∈ Hs there is a maximal T > 0 depending only on ‖u0‖Hs , and a
unique solution u to (1.1a)-(1.1b) in the class C ([0, T );Hs). The solution depends continuously
on the initial data, i.e. the map u0 7→ u(t) is continuous from Hs to C ([0, T );Hs).
Moreover, we have the following lower bound for the existence time T and relationship between
the Hs norm of the solution u at time t and the Hs norm of the initial data:
Lemma 2.2. Let s > 32 . If u is the solution to (1.1a) with initial data u0 ∈ Hs described in
Theorem 2.1, then there exists a constant cs, depending only on s, such that
‖u(t)‖Hs ≤ ‖u0‖H
s
1− tcs‖u0‖Hs . (2.1)
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In particular, the maximal existence time T in Theorem 2.1 satisfies
T ≥ 1
cs‖u0‖Hs .
Remark 2.3. Lemma 2.2 is a typical result for equations of the form (1.1a) and can be proved
by standard arguments, but we give a proof here for the sake of completeness. We prove Lemma
2.2 on the line. How to extend the proof to the periodic case should be clear. The proof follows
the proof of Proposition 1 in [9], an equivalent result for the CH equation, but is in fact simpler
due to the the operator L being skew-symmetric and linear.
In order to prove Lemma 2.2, we introduce the operators Λs defined by
Λ̂sf(ξ) = (1 + ξ2)s/2f̂(ξ), s ∈ R.
Note that ‖Λsf‖L2(R) = ‖f‖Hs(R).
Proof. The proof relies on the following differential inequality for the solution u that we will
establish:
1
2
d
dt
‖u(t)‖2Hs(R) ≤ cs‖u(t)‖3Hs(R). (2.2)
Solving (1.1a) for ∂tu, we get
∂tu = −u∂xu− L(∂xu).
In order to make all the terms be in Hs(R), we mollify, which we write as
Jεf = jε ∗ f.
Thus we consider the equation
∂tJεu = −Jε(u∂xu)− L(∂xJεu), (2.3)
where writing L(∂xJεu) in the last term is justified as follows: Firstly, writing L(u) as a con-
volution F−1(m(ξ)) ∗ u, associativity and commutativity of convolution gives that Jε and L
commutes,
JεL(∂xu) = jε ∗ (F−1(m(ξ)) ∗ ∂xu) = F−1(m(ξ)) ∗ (jε ∗ ∂xu)
= L(Jε∂xu).
Secondly, it can easily be shown that Jε∂xu = ∂xJεu using integration by parts.
Applying the operator Λs to both sides of (2.3), then multiplying the resulting equation by
Λs(Jεu) and integrating it for x ∈ R gives
1
2
d
dt
‖Jεu(t)‖2Hs(R) = −
∫
R
Λs(Jε(u∂xu))Λ
s(Jεu) dx−
∫
R
Λs (L(∂xJεu)) Λ
s(Jεu) dx. (2.4)
First we consider the last term on the right hand side:∫
R
Λs (L(∂xJεu)) Λ
s(Jεu) dx =
∫
R
(1 + ξ2)s/2Ĵεu(ξ)(1 + ξ
2)s/2m(ξ)∂̂xJεu(ξ) dξ
=
∫
R
(1 + ξ2)sm(ξ)iξĴεu(−ξ)Ĵεu(ξ) dξ
= 0,
where the last inequality follows from m being even. For the first term on the right hand side of
(2.4), we know from the proof of Proposition 1 in [9] that
|
∫
R
Λs(Jε(u∂xu))Λ
s(Jεu) dx| ≤ cs‖∂xu‖∞‖u‖2Hs(R)
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(the proof relies on commutator estimates for the operators Λs). Thus we have that
1
2
d
dt
‖Jεu(t)‖2Hs(R) ≤ cs‖∂xu‖L∞‖u‖2Hs(R).
Integrating from 0 to t on both sides, we get
1
2
‖Jεu(t)‖2Hs(R) −
1
2
‖Jεu(0)‖2Hs(R) ≤ cs
∫ t
0
‖∂xu(τ)‖∞‖u(τ)‖2Hs(R) dt,
and letting ε→ 0, we have that
1
2
‖u(t)‖2Hs(R) −
1
2
‖u(0)‖2Hs(R) ≤ cs
∫ t
0
‖∂xu(τ)‖L∞‖u(τ)‖2Hs(R) dτ.
From this we deduce that
1
2
d
dt
‖u(t)‖2Hs(R) ≤ cs‖∂xu(t)‖L∞‖u(t)‖2Hs(R). (2.5)
Since s > 32 , the Sobolev embedding H
s−1(R) →֒ L∞(R) holds and we thus get (2.2). Now let
y(t) = ‖u(t)‖2Hs(R). Then (2.2) implies
1
2
y−3/2
dy
dt
≤ cs.
Integrating from 0 to t gives
1√
y(0)
− 1√
y(t)
≤ cst,
and we obtain (2.1). From (2.1) we immediately get that ‖u(t)‖Hs(R) is finite when t <
1
cs‖u0‖Hs(R)
, and thus we get the lower bound on the maximal existence time T . 
We also have energy estimates for arbitrary Sobolev norm. The statements below are rather
rough, as we are not interested in optimizing the constants for which the inequalities are true.
Corollary 2.4. Let s > 32 . Given u0 ∈ Hs, let u be the corresponding solution. Then, for any
T0 < (cs‖u0‖Hs)−1 and all t ∈ [0, T0], one has
‖u(t)‖Hr . exp(Ct‖u0‖Hs)‖u0‖Hr , (2.6)
for all r > 0, for some constant C depending only on r and distance between (cs‖u0‖Hs)−1 and
T0.
Proof. Note that in the arguments establishing (2.5) in the proof of Lemma 2.2, it was nowhere
used that s in the order of the Sobolev norm was the same s as in the statement of the Lemma,
so (2.5) holds for any r > 0 in place of s. Thus
d
dt
‖u(t)‖Hr ≤ cr‖∂xu(t)‖L∞‖u(t)‖Hr
for any r > 0. From Gro¨nwall’s inequality, Sobolev embeddings and (2.1) we then get that
‖u(t)‖Hr ≤ exp(cr
∫ t
0
‖∂xu(τ)‖L∞ dτ)‖u0‖Hr
≤ C1 exp(cr
∫ t
0
‖u(τ)‖Hs dτ)‖u0‖Hr
≤ C1 exp(cr
∫ t
0
C2‖u0‖Hs dτ)‖u0‖Hr
= C1 exp(crC2t‖u0‖Hs)‖u0‖Hr
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for all r > 0 and t ∈ [0, T0], where C1 is an embedding constant and C2 > 0 depends only on the
difference (cs‖u0‖Hs)−1 − T0.

3. The periodic case
This section is devoted to proving lack of uniform continuity for the flow map of equation
(1.1a) on T. That is, we will prove Theorem 1.1. This will be done in two steps. First, we
construct two sequences of approximate solutions in Hs(T) that converge to the same limit at
time 0, while remaining bounded apart at any later time. Then we show that the approximate
solutions are sufficiently close to real solutions, thereby establishing lack of uniform continuity.
The proof is based on [13] and [17].
The approximate solutions consist of a low-frequency term and a high-frequency term and are
constructed as follows: For ω ∈ R and n ∈ N, we set
uωn(x, t) = ωn
−1 + n−s cos(−nm(n)t+ nx− ωt).
By direct calculation, one can show that for n ∈ N and α ∈ R,
‖ sin(nx− α)‖Hσ(T) ≃ nσ, (3.1)
and similarly for cosine as well. Thus, for ω bounded, we have
‖uωn(·, t)‖Hs(T) ≃ 1, for all t ∈ R, n ∈ N.
In particular, uωn ∈ Hs(T) for all n ∈ N and all t ∈ R and the Hs(T) norm is bounded above
uniformly in n ∈ N.
The next lemma measures how far away the functions uωn are from solving equation (1.1a) in
the spaces Hσ(T):
Lemma 3.1. Set
E = ∂tu
ω
n + u
ω
n∂xu
ω
n + L(∂xu
ω
n), (3.2)
the error of uωn as an approximate solution to (1.1a). Then, for σ ∈ R, the error E satisfies
‖E‖Hσ(T) . n−2s+1+σ.
Proof. By straightforward calculations, we find
∂tu
ω
n(x, t) = n
−s (nm(n) + ω) sin(−nm(n)t+ nx− ωt),
∂xu
ω
n(x, t) = −n−s+1 sin(−nm(n)t+ nx− ωt),
L(∂xu
ω
n(x, t)) = −n−s+1m(n) sin(−nm(n)t+ nx− ωt).
Inserting uωn(x, t) into (1.1a) and using the above equalities, we get the following expression for
the error:
E = ∂tu
ω
n + u
ω
n∂xu
ω
n + L(∂xu
ω
n)
= −n−2s+1 sin(−nm(n)t+ nx− ωt) cos(−nm(n)t+ nx− ωt)
= −1
2
n−2s+1 sin[2(−nm(n)t+ nx− ωt)].
The statement now follows from (3.1). 
Lemma 3.2. For n≫ 1 and t ≥ 0,
‖u1n(·, t)− u−1n (·, t)‖Hs(T) & sin(t).
Moreover
‖u1n(·, 0)− u−1n (·, 0)‖Hs(T) → 0, as n→∞.
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Proof. Using the basic trigonometric identity cos(α ± β) = cos(α) cos(β) ∓ sin(α) sin(β) with
α = −nm(n)t+ nx and β = t, and (3.1) we get
‖u1n(·, t)− u−1n (·, t)‖Hs(T)
= ‖2n−1 + n−s [cos(−nm(n)t+ n · −t)− cos(−nm(n)t+ n ·+t)] ‖Hs(T)
= ‖2n−1 + 2n−s sin(−nm(n)t+ n·) sin(t)‖Hs(T)
& 2n−s| sin(t)|‖ sin(−nm(n)t+ n·)‖Hs(T) −
2
n
≃ | sin(t)| − 1
n
.
This proves the first statement. Setting t = 0 in the calculations above, it is plain to see that
the second statement also holds. 
Now we show that the approximate solutions uωn are sufficiently close to real solutions v
ω
n of
(1.1a) for n≫ 1.
Lemma 3.3. Let vωn (x, t) be the H
s(T) solution to the Cauchy problem
∂tv
ω
n + v
ω
n∂xv
ω
n + L(∂xv
ω
n ) = 0,
vωn (x, 0) = ωn
−1 + n−s cos(nx).
That is, vωn is a solution to equation (1.1a) with initial data given by u
ω
n evaluated at time t = 0.
Then the following holds:
(i) If s > 32 , there exists T0 > 0 independent of n such that for any k > s,
‖uωn(t)− vωn (t)‖Hs(T) . n(1−s)(1−
s
k ), 0 ≤ t ≤ T0, n≫ 1.
(ii) If 0 < s ≤ 32 , there exists 0 ≤ Tn . ns−σ, where σ > 32 can be arbitrarily close to 32 , such
that
‖uωn(t)− vωn (t)‖Hs(T) . n−(1/2)(1−s/k)
for any k > 32 and 0 ≤ t ≤ Tn.
Proof. We prove (i) first; that is, we assume s > 32 so that the Cauchy problem is locally well-
posed in Hs(T). As ‖uωn‖Hs(T) ≃ 1 for all n ∈ N, Theorem 2.1 and Lemma 2.2 guarantees the
existence of vωn ∈ Hs(T) up to some time T ≃ 1 that can be considered independent of n. Letting
T0 be strictly smaller than the T given by Lemma 2.2, for instance T0 =
1
2T , we have that
‖vωn(t)‖Hs(T) . ‖uωn‖Hs(T)
for all 0 ≤ t ≤ T0.
Set w = uωn − vωn . Straightforward calculations, using the expression (3.2) for E and that vωn
is an exact solution to (1.1a), show that w solves the initial value problem
∂tw = E + w∂xw − ∂x(wuωn)− L(∂xw) (3.3)
w(·, 0) = 0.
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Multiplying by w on both sides of (3.3), we see that
1
2
d
dt
‖w(t)‖2L2(T) =
∫
T
wE dx
+
∫
T
w2∂xw dx
−
∫
T
w∂x(wu
ω
n) dx
−
∫
T
wL(∂xw) dx.
Using Parseval’s identity and that m(ξ) is even, we see that the last integral vanishes. The first
term on the right-hand side is easily estimated by Ho¨lder’s inequality:∣∣∣∣∫
T
wE dx
∣∣∣∣ ≤ ‖E‖L2(T)‖w‖L2(T).
The second term is easily seen to vanish by writing w2∂xw = ∂x(w
3). For the third term we use
integration by parts and Ho¨lder’s inequality:∣∣∣∣∫
T
w∂x(wu
ω
n) dx
∣∣∣∣ = 12
∣∣∣∣∫
T
uωn∂x(w
2) dx
∣∣∣∣ = 12
∣∣∣∣∫
T
w2∂xu
ω
n dx
∣∣∣∣ . ‖∂xuωn‖L∞‖w‖2L2(T).
Combining these estimates we get the following inequality:
1
2
d
dt
‖w(t)‖2L2(T) . ‖E‖L2(T)‖w‖L2(T) + ‖∂xuωn‖L∞‖w‖2L2(T).
From the definition of uωn(x, t) it follows that ‖∂xuωn(t)‖L∞ . n−s+1, and using Lemma 3.1 we
then conclude that
1
2
d
dt
‖w(t)‖2L2(T) . n−2s+1‖w‖L2(T) + n−s+1‖w‖2L2(T),
which implies that
d
dt
‖w(t)‖L2(T) . n−s+1‖w‖L2(T) + n−2s+1. (3.4)
Recalling that w(·, 0) = 0, we conclude that
‖uωn(t)− vωn (t)‖L2(T) . n−2s+1 (3.5)
for all 0 ≤ t ≤ T0.
As vωn is a solution to (1.1a), Corollary 2.4 implies that for k > s,
‖vωn (t)‖Hk(T) . nk−s,
for t ∈ [0, T0]. We thereby get the ”rough” estimate
‖uωn(t)− vωn (t)‖Hk(T) ≤ ‖uωn(t)‖Hk(T) + ‖vωn (t)‖Hk(T)
. ‖uωn(t)‖Hk(T) + ‖uωn(0)‖Hk(T)
. n−s+k (3.6)
for k > s and 0 ≤ t ≤ T0. Interpolating between (3.5) and (3.6) for k > s, we get
‖uωn(t)− vωn (t)‖Hs(T) ≤ ‖uωn(t)− vωn (t)‖1−s/kL2(T) ‖uωn(t)− vωn (t)‖
s/k
Hk(T)
. n(1−s)(1−
s
k ).
This proves part (i).
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Now we turn to the case where 0 < s ≤ 32 . As ‖uωn‖Hσ(T) . nσ−s, Theorem 2.1 and Lemma
2.2 imply that vωn ∈ Hσ(T) exists and satisfies ‖vωn‖Hσ(T) . nσ−s for 0 ≤ t ≤ T ≃ ns−σ for any
σ > 32 . Taking k >
3
2 , we get that the estimate (3.6) holds for 0 ≤ t ≤ T ≃ ns−σ. Moreover,
(3.4) still holds and using Gro¨nwall’s inequality we conclude that
‖uωn(t)− vωn (t)‖L2(T) . n−2s+1T (3.7)
for 0 ≤ T . ns−σ. Interpolating between (3.7) and (3.6) for k > 32 , we get that
‖uωn(t)− vωn (t)‖Hs(T) . n−(1/2)(1−s/k)
for 0 ≤ t ≤ T ≃ ns−σ. 
We are now able to prove Theorem 1.1:
Proof of Theorem 1.1. Let vωn (x, t) be the H
s(T) solution to the Cauchy problem
∂tv
ω
n + v
ω
n∂xv
ω
n + L(∂xv
ω
n ) = 0,
vωn (x, 0) = ωn
−1 + n−s cos(nx).
Assume first that s > 32 . By Lemma 3.3 we have that
‖v1n(t)− v−1n (t)‖Hs(T)
≥ ‖u1n(t)− u−1n (t)‖Hs(T) − ‖u1n(t)− v1n(t)‖Hs(T) − ‖u−1n (t)− v−1n (t)‖Hs(T)
& ‖u1n(t)− u−1n (t)‖Hs(T) − n(1−s)(1−
s
k ).
As (1− s)(1 − sk ) < 0 for s > 1 and k > s, Lemma 3.2 then implies that
‖v1n(t)− v−1n (t)‖Hs(T) & | sin(t)|
for all 0 ≤ t ≤ T0 and n≫ 1. Moreover,
‖v1n(0)− v−1n (0)‖Hs(T) → 0
as n→∞. This proves part (i).
When 0 < s ≤ 32 the above arguments do not lead to a contradiction as the times t for which
they hold go to zero; we need the solutions to go apart much sooner. As noted in [17], the essential
observation is that if u(x, t) solves (1.1a) with initial data u0, then v(x, t) = u(x − ωt, t) + ω
solves (1.1a) with initial data u0 + ω, as is easily verified. The arguments in [17] can be applied
directly from this point, but we repeat them here or the sake of completeness.
Let v0n be a solution to the Cauchy problem above for ω = 0, and define v˜
ω
n (x, t) := v
0
n(x −
ωt, t) + ω. We pick tn ∈ [n−1+ε, ns−σ] for some ε > 0 sufficiently small and set
ω1 = (ntn)
−1π
2
, ω2 = −(ntn)−1π
2
.
At time t = 0, we get
‖v˜ω1n (·, 0)− v˜ω2n (·, 0)‖Hs(T) ≃ |ω1 − ω2| . n−ε → 0
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as n→∞. At t = tn we can use Lemma 3.3 (ii):
‖v˜ω1n (·, tn)− v˜ω2n (·, tn)‖Hs(T) =‖v0n(· − ω1tn, tn) + ω1 − v0n(· − ω2tn, tn)− ω2‖Hs(T)
&‖v0n(· − ω1tn, tn)− u0n(· − ω1tn, tn)‖Hs(T)
+ ‖v0n(· − ω2tn, tn)− u0n(· − ω2tn, tn)‖Hs(T)
+ ‖u0n(· − ω1tn, tn)− u0n(· − ω2tn, tn)‖Hs(T)
− |ω1 − ω2|
≃1 + n−(1/2)(1−s/k) − n−ε,
where we calculated
‖u0n(x− ω1tn, tn)− u0n(x− ω2tn, tn)‖Hs(T)
= ‖n−s(cos(−nm(n)tn + nx− π/2)− cos(−nm(n)tn + nx+ π/2))‖Hs(T)
= ‖2n−s sin(−nm(n)tn + nx)‖Hs(T)
≃ 1.
Taking n→∞, this concludes the proof of part (ii). 
4. Non-uniform continuity on the real line
In this section we prove the lack of uniform continuity for the flow map of the Whitham
equation (1.1a) on R. That is, we will prove Theorem 1.2. As in the periodic case (cf. Section
3), Theorem 1.2 will be proven by constructing two sequences of approximate solution in Hs(R)
that converge to the same limit at time 0, while remaining bounded apart at any later time and
showing that the approximate solutions are sufficiently close to real solutions. The idea for the
proof is from [13].
In the sequel, δ will always denote a number 1 < δ < 2 that we may choose freely and λ will
be a positive parameter. For convenience of notation we will denote fλ(x) := f(
x
λδ ) for functions
f : R→ R and λ > 0. The following lemma will be useful in the sequel.
Lemma 4.1 ([13]). Let ϕ ∈ S (R), 1 < δ < 2 and α ∈ R. Then for any s ≥ 0 we have that
lim
λ→∞
λ−δ/2−s‖ϕλ cos(λ ·+α)‖Hs(R) =
1√
2
‖ϕ‖L2(R).
The statement holds true also if cos is replaced by sin.
Lemma 4.1 can be found as Lemma 2.3 in [13] and a proof is given there.
We construct a two-parameter family of approximate solutions uω,λ = uω,λ(t, x), following [9].
Each function uω,λ consists of two parts;
uω,λ = ul + u
h.
The high frequency part uh is given by
uh = uh,ω,λ(t, x) = λ−δ/2−sϕλ(x) cos(−λm(λ)t + λx− ωt),
where ϕ is a C∞ function such that
ϕ(x) =
{
1, if |x| < 1,
0, if |x| ≥ 2.
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To simplify the notation we set Φ = −λm(λ)t+λx−ωt. The low frequency part ul = ul,ω,λ(t, x)
is a solution to the following Cauchy problem:
∂tul + ul∂xul + L(∂xul) = 0, (4.1)
ul(0, x) = ωλ
−1ϕ˜λ(x),
where ϕ˜ is a C∞0 (R) function such that
ϕ˜(x) = 1, if x ∈ suppϕ.
Lemma 4.2. Let s > 32 and λ > 0. Then the solution ul to the Cauchy problem (4.1) exists and
is unique in Hs(R) up to some time T & λ1−δ/2. In fact, the estimate
‖ul(t)‖Hr(R) . λ−1+δ/2 (4.2)
holds for any r ∈ R and all times 0 ≤ t ≤ T0 for some T0 ≃ λ1−δ/2. In particular, this means
that the existence time goes to ∞ as λ→∞, while the Hr(R) norm goes to 0 for any r ∈ R.
Proof. Clearly, ‖ul(0)‖Hr(R) . λ−1+δ/2 for any r ∈ R. Theorem 2.1 and Lemma 2.2 then imply
that ul(t, x) ∈ Hs(R) exists and is unique for 0 ≤ t < T , for some T ≥ (cs‖ul(0)‖Hs(R))−1 &
λ1−δ/2. Choosing T0 < T , for instance T0 =
1
2 (cs‖ul(0)‖Hs(R))−1 & λ1−δ/2, Corollary 2.4 implies
the estimate (4.2). The constant implied in the symbol . in (4.2) depends on r through the
constant cr (cf. the proof of Corollary 2.4), but for any fixed r ∈ R the asymptotic behaviour
with respect to the parameter λ will be the same. 
The next lemma states that uω,λ almost solves equation (1.1a) when λ≫ 1.
Lemma 4.3. Set
F = ∂tu
ω,λ + uω,λ∂xu
ω,λ + L(∂xu
ω,λ).
If δ ∈ (1, 2) is chosen such that max{1, γ} < δ < 2, where 0 ≤ γ < 2 is as in the statement of
Theorem 1.2, then
‖F (t)‖L2(R) . λ−s−ε,
for some ε > 0 and all 0 ≤ t ≤ T0 where T0 is as in Lemma 4.2.
In order to prove Lemma 4.3, we will make use of the following preposition which states that
for a low-frequency solution to equation (1.1a), there is a scaling in time and space such that the
rescaled solution almost remains a solution:
Proposition 4.4. Let u be the solution to
∂tu+ u∂xu+ L(∂xu) = 0,
u(0, x) = ωλ−1ϕ˜(x),
and set v(t, x) = u(λ−δt, λ−δx). Then v is ”almost” a solution to (4.1) in the sense that
ul = v +O(λ−1−δ/2)
in the L2(R) norm, and for any r > 3/2 and 0 < k < r,
ul = v +O(λ−1−δ/2+δk/r)
in Hk(R) for all 0 ≤ t ≤ T , for some T > T0 for T0 as in Lemma 4.2.
Proof. Clearly, as ϕ˜ ∈ C∞0 (R), ‖u(0)‖Hr(R) . λ−1 for all r ∈ R. It then follows from Theorem
2.1, Lemma 2.2 and Corollary 2.4 that
‖u(t)‖Hr(R) . ‖u(0)‖Hr(R) . λ−1 (4.3)
for all t ∈ [0, T0] and all r > 0. In fact, this holds for 0 ≤ t ≤ λδ/2T0.
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Consider now a ”long wave” v(t, x) = u(λ−δt, λ−δx). Then v(0, x) = ul(0, x). By simply
adding and subtracting, we get that
L(∂xv)(x) =λ
δ
∫
R
eixξm(ξ)iξû(λδξ) dξ
=λ−δ
∫
R
eixλ
−δym(λ−δy)iyû(y) dy
=λ−δ
∫
R
eixλ
−δym(y)iyû(y) dy
+ λ−δ
∫
R
eixλ
−δy(m(λ−δy)−m(y))iyû(y) dy
=λ−δL(∂xu)(λ
−δx) + E.
Using this expression for E and that u is an exact solution to (1.1a), we see that
∂tv + v∂xv + L(∂xv) =λ
−δ(∂tu+ u∂xu+ L(∂xu)) + E
=E.
Now we estimate the error E. Using the basic identity F [f(a·)](ξ) = |a|−1f̂(a−1ξ) for any
constant a 6= 0 and f ∈ L2(R); that |m(ξ)| . 1 + |ξ|γ for all ξ ∈ R; and making a change of
variables, we get
‖E‖L2(R) ≤ λδ
(∫
R
|m(ξ)−m(λδξ)|2ξ2|û(λδξ)|2 dξ
)1/2
≤ λ−δ/2
(∫
R
|m(λ−δy)−m(y)|2y2|û(y)|2 dy
)1/2
≤ λ−δ/2‖u‖H1+γ(R)
. λ−1−δ/2.
Now we set w = v − ul. Then w solves the equation
∂tw − w∂xw + v∂xw + w∂xv + L(∂xw) = E,
w(0, x) = 0.
We want to estimate ‖w‖L2(R). This is obviously equal to 0 at time t = 0, and we therefore
estimate the change in time:
1
2
d
dt
‖w(t)‖2L2(R) =
∫
R
wE + w2∂xw − wv∂xw − w2∂xv − wL(∂xw) dx.
As m is even, we readily calculate that the last term vanishes:∫
R
wL(∂xw) dx =
∫
R
ŵ(−ξ)m(ξ)iξŵ(ξ) dξ = 0.
Clearly, the term w2∂xw =
1
3∂xw
3 also vanishes upon integrating, and using integration by parts
we find ∫
R
wv∂xw + w
2∂xv dx =
1
2
∫
R
w2∂xv dx.
Thus
1
2
d
dt
‖w(t)‖2L2(R) ≤ ‖w‖L2(R)‖E‖L2(R) + ‖∂xv‖L∞‖w‖2L2(R),
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and equivalently
d
dt
‖w(t)‖L2(R) ≤ ‖E‖L2(R) + ‖∂xv‖L∞‖w‖L2(R)
. λ−1−δ/2 + λ−1−δ‖w‖L2(R)
. λ−1−δ/2, (4.4)
where we used that ‖w‖L2(R) = 0 at t = 0. For r > 3/2 and t ∈ [0, T0], (4.3) and Lemma 4.2
gives the rough estimate
‖w(t)‖Hr(R) ≤ ‖v(t)‖Hr(R) + ‖ul(t)‖Hr(R) . λ−1+δ/2. (4.5)
Interpolating between (4.4) and (4.5) for 0 < k < r, we get
‖w‖Hk(R) ≤ ‖w‖1−k/rL2(R) ‖w‖
k/r
Hr(R) . λ
−1−δ/2+δk/r .
This proves the result. 
Proof of Lemma 4.3. Substituting uω,λ = ul + u
h into equation (1.1a) we get the following
expression:
F =∂tu
h + ul∂xu
h + uh∂xul + u
h∂xu
h + L(∂xu
h)
+ ∂tul + ul∂xul + L(∂xul).
Considering the fact that ul solves equation (1.1a) we get that the second line is zero. Computing
∂tu
h, we get
∂tu
h = ωλ−δ/2−sϕλ sin(Φ) + λm(λ)λ
−δ/2−sϕλ sin(Φ). (4.6)
Since ϕλϕ˜λ = ϕλ, we can write the first term on the right hand side of (4.6) as
ωλ−δ/2−sϕλ sin(Φ) = λul(0, x)λ
−δ/2−sϕλ(x) sin(Φ).
Calculating ∂xu
h, we get
∂xu
h = −λ−δ/2−s+1ϕλ(x) sin(Φ) + λ−3δ/2−sϕ′λ(x) cos(Φ).
Thus
∂tu
h + ul∂xu
h =(ul(0, x)− ul(t, x))λ−δ/2−s+1ϕλ(x) sin(Φ)
− ul(t, x)λ−3δ/2−sϕ′λ(x) cos(Φ)
+ λm(λ)λ−δ/2−sϕλ sin(Φ). (4.7)
Consider now the term L(∂xu
h):
L(∂xu
h) = λ−3δ/2−sL(ϕ′λ cos(Φ)) − λ−δ/2−s+1L(ϕλ sin(Φ)). (4.8)
Using the ancient trick of adding and subtracting, we can write
L(ϕλ sin(Φ)) = [L,ϕλ] sin(Φ) + ϕλL(sin(Φ)).
Considering sin(Φ) as a tempered distribution, it is an easy exercise to show that L(sin(Φ)) =
m(λ) sin(Φ) for λ≫ 1, and thus the term −λ−δ/2−s+1ϕλL(sin(Φ)) we get from the second term
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in (4.8) cancels out with the last term in (4.7). We can therefore write the error F as
F =(ul(0, x)− ul(t, x))λ−δ/2−s+1ϕλ(x) sin(Φ)
− ul(t, x)λ−3δ/2−sϕ′λ(x) cos(Φ)
+ λ−3δ/2−sL(ϕ′λ cos(Φ))
− λ−δ/2−s+1 [L,ϕλ] sin(Φ)
+ uh∂xul
+ uh∂xu
h
=:F1 + F2 + F3 + F4 + F5 + F6.
We will estimate the terms F1 to F6 separately, starting with F1:
‖F1‖L2(R) = ‖(ul(0, x)− ul(t, x))λ−δ/2−s+1ϕλ(x) sin(Φ)‖L2(R)
≤ λ−δ/2−s+1‖ϕλ(x) sin(Φ)‖L∞‖ul(0, x)− ul(t, x)‖L2(R)
. λ−δ/2−s+1‖ul(0, x)− ul(t, x)‖L2(R). (4.9)
Obviously, at time t = 0, ‖ul(t, x) − ul(0, x)‖L2(R) = 0, and we therefore estimate the change in
time:
1
2
d
dt
‖ul(t, x) − ul(0, x)‖2L2(R)
=
1
2
d
dt
∫
R
|ul(t, x)|2 + |ul(0, x)|2 − 2ul(t, x)ul(0, x) dx
=
∫
R
∂tul(t, x)ul(t, x) dx −
∫
R
∂tul(t, x)ul(0, x) dx
. ‖∂tul(t, x)‖L2(R)‖ul(t, x) − ul(0, x)‖L2(R),
which implies that
d
dt
‖ul(t, x)− ul(0, x)‖L2(R) . ‖∂tul(t, x)‖L2(R).
Solving (4.1) for ∂tul, we get
‖∂tul(t, x)‖L2(R) ≤ ‖ul∂xul‖L2(R) + ‖L(∂xul)‖L2(R)
. ‖ul‖L2(R)‖∂xul‖L∞ + ‖L(∂xul)‖L2(R). (4.10)
The first term on the right hand side is easily seen to satisfy ‖ul‖L2(R)‖∂xul‖L∞ . λ−2+δ for all
0 ≤ t ≤ T0 by Lemma 4.2 and Sobolev embeddings. Using Proposition 4.4, we find that
‖L(∂xul)‖L2(R) . ‖∂xul‖Hγ(R)
. ‖∂xv‖Hγ(R) + λ−1−δ/2+δ(γ+1)/r
. λ−1−δ/2 + λ−1−δ/2+δ(γ+1)/r
for all 0 ≤ t ≤ T0. Choosing r > 2(γ + 1), we conclude from (4.10) that
d
dt
‖∂tul‖L2(R) . λ−2+δ,
and as a consequence
‖ul(0, x)− ul(t, x)‖L2(R) . λ−2+δ.
From (4.9) we then get that
‖F1‖L2(R) . λ−1+δ/2−s (4.11)
for all 0 ≤ t ≤ T0.
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Using Lemmas 4.1 and 4.2, we readily obtain
‖F2‖L2(R) . λ−3δ/2−s‖ul‖L2(R)‖ϕ′λ(x) cos(Φ)‖L2(R) . λ−δ/2−1−s (4.12)
for all 0 ≤ t ≤ T0. For F3 the estimate is equally straightforward:
‖F3‖L2(R) = λ−3δ/2−s‖L(ϕ′λ cos(Φ))‖L2(R)
. λ−3δ/2−s‖ϕ′λ cos(Φ)‖Hγ (R)
. λ−δ−s+γ .
As 1 ≤ γ < 2, we can choose δ ∈ (1, 2) bigger than γ such that
‖F3‖L2(R) . λ−s−ε (4.13)
for some ε > 0. This estimate, in fact, holds for all t ∈ R.
Considering sin(Φ) as a tempered distribution and using the symmetry of m(ξ), we get
‖ [L,ϕλ] sin(Φ)‖2L2(R) =
∫
R
| ̂ϕλ sin(Φ)(m(ξ) −m(λ))|2 dξ
≃
∫
R
|ϕ̂λ(ξ − λ)(m(ξ) −m(λ))|2 dξ
=
∫
R
|λδϕ̂(λδ(ξ − λ))(m(ξ) −m(λ))|2 dξ.
As ϕ̂ is a rapidly decreasing function,
lim
λ→∞
λqϕ̂(λx)→ 0 for all |x| > 0 and all q > 0.
Thus ∫
|ξ−λ|≥λ−p
|λδϕ̂(λδ(ξ − λ))(m(ξ) −m(λ))|2 dξ = O(λ−q)
for any 0 < p < δ and all q > 0 when λ≫ 1. For |ξ − λ| < λ−p we calculate∫
|ξ−λ|<λ−p
|λδϕ̂(λδ(ξ − λ))(m(ξ) −m(λ))|2 dξ = λ2δ
∫
|y|<λ−p
|ϕ̂(λδy)|2|m(λ+ y)−m(λ)|2 dy
. λ2δ+2γ−2
∫
|y|<λ−p
|ϕ̂(λδy)|2|y|2 dy
= λ2γ−2−δ
∫
|y|<λδ−p
|ϕ̂(y)|2|y|2 dy
≃ λ2γ−2−δ,
where we used that |m(λ + y) − m(λ)| . |y|λγ−1 for λ ≫ 1 and |y| sufficiently small. Thus
‖ [L,ϕλ] sin(Φ)‖L2(R) . λγ−1−δ/2, and
‖F4‖L2(R) = λ−δ/2−s+1‖ [L,ϕλ] sin(Φ)‖L2(R) . λγ−s−δ.
By assumption, γ < 2, so we may choose δ ∈ (1, 2) such that δ > γ and
‖F4‖L2(R) . λ−s−ε (4.14)
for some ε > 0 and all t ∈ R. The two last terms are straightforward to estimate. Using Lemmas
4.1 and 4.2, we get
‖F5‖L2(R) = ‖uh∂xul‖L2(R) ≤ ‖uh‖L2(R)‖ul‖L∞ . λ−s−1+δ/2 (4.15)
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for all 0 ≤ t ≤ T0, and
‖F6‖L2(R) = ‖uh∂xuh‖L2(R)
≤ λ−δ−2s+1‖ϕ2λ sin(2Φ)‖L2(R) + λ−2δ−2s‖ϕλϕ′λ cos2(Φ)‖L2(R) (4.16)
. λ−δ/2−2s+1 + λ−3δ/2−2s
for all t ∈ R. The statement now follows by combining (4.11), (4.12), (4.13), (4.14), (4.15) and
(4.16). 
Now we will show that the approximate solutions uω,λ are arbitrarily close to exact solutions
as λ→∞.
Lemma 4.5. Let s > 32 and let uω,λ be the H
s(R) solution to
∂tuω,λ + uω,λ∂xuω,λ + L(∂xuω,λ) = 0,
uω,λ(0, x) = u
ω,λ(0, x). (4.17)
That is, uω,λ is the solution to (1.1a) with initial data given by u
ω,λ evaluated at time t = 0.
Then there exists T0 > 0 that can be considered independent of λ when λ ≫ 1 and k > s such
that
‖uω,λ − uω,λ‖Hs(R) ≤ ‖uω,λ − uω,λ‖1−s/kL2(R) ‖uω,λ − uω,λ‖
s/k
Hk(R)
. λ−ε(1−
s
k ),
for some ε > 0, 0 ≤ t ≤ T0 and λ≫ 1.
Proof. Lemmas 4.1 and 4.2 imply that ‖uω,λ(0)‖Hs(R) . λ−1+δ/2 + 1, and Theorem 2.1 and
Lemma 2.2 then imply that uω,λ ∈ Hs(R) exists up to some time T ≃ 1 for λ ≫ 1. Setting
T0 < T , for instance T0 =
1
2T , we have that
‖uω,λ(t)‖Hs(R) . λ−1+δ/2 + 1
for all 0 ≤ t ≤ T0. We define
v = uω,λ − uω,λ.
As uω,λ satisfies (4.17), we get that v satisfies
∂tv − v∂xv + uω,λ∂xv + v∂xuω,λ + L(∂xv) = F,
v(0, x) = 0. (4.18)
Using (4.18) we can write
1
2
d
dt
‖v‖2L2(R) =
∫
R
vF + v2∂xv − vuω,λ∂xv − v2∂xuω,λ − vL(∂xv) dx.
We readily calculate that the last term vanishes:∫
R
vL(∂xv) dx =
∫
R
v̂(−ξ)m(ξ)iξv̂(ξ) dξ = 0.
Clearly, the term v2∂xv =
1
3∂xv
3 also vanishes upon integrating, and using integration by parts
we calculate ∫
R
vuω,λ∂xv + v
2∂xu
ω,λ dx =
1
2
∫
R
v2∂xu
ω,λ dx.
Thus
1
2
d
dt
‖v‖2L2(R) ≤ ‖v‖L2(R)‖F‖L2(R) + ‖∂xuω,λ‖L∞‖v‖2L2(R),
and equivalently
d
dt
‖v‖L2(R) ≤ ‖F‖L2(R) + ‖∂xuω,λ‖L∞‖v‖L2(R).
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Straightforward calculations give
‖∂xuh‖L∞ . λ−δ/2−s+1,
and by Sobolev embeddins and Lemma 4.2 we get
‖∂xul‖L∞ . λ−1+δ/2,
and thus
‖∂xuω,λ‖L∞ . λ−1+δ/2 + λ−δ/2−s+1.
By Lemma 4.3 we then get that
d
dt
‖v‖L2(R) . λ−s−ε + (λ−1+δ/2 + λ−δ/2−s+1)‖v‖L2(R).
Since ‖v(0)‖L2(R) = 0, −1 + δ/2 < 0 and −δ/2 − s + 1 < 0 for any δ ∈ (1, 2) when s > 32 , we
deduce that
‖v(t)‖L2(R) . λ−s−ε (4.19)
for 0 ≤ t ≤ T0. Moreover we have the ”crude” estimate from Corollary 2.4 and Lemmas 4.1 and
4.2:
‖v‖Hk(R) ≤ ‖uω,λ(t)‖Hk(R) + ‖uω,λ(t)‖Hk(R)
≤ ‖uω,λ(0)‖Hk(R) + ‖uω,λ(t)‖Hk(R)
. λk−s (4.20)
for any k > s and 0 ≤ t ≤ T0. Interpolating between (4.19) and (4.20) for k > s gives the
result. 
We can now conclude the proof of Theorem 1.2.
Proof of Theorem 1.2. Assume first that s > 32 . Let T0 be as in Lemma 4.5. Set ω1 = 1 and
ω2 = −1. At time t = 0 we have
‖u1,λ(0)− u−1,λ(0)‖Hs(R) = 2λ−1‖ϕ˜λ‖Hs(R) . λ−1+δ/2. (4.21)
For time 0 < t ≤ T0, we make repeated use of the triangle inequality and Lemma 4.5 to get
‖u1,λ − u−1,λ‖Hs(R) ≥‖u1,λ − u−1,λ‖Hs(R) (4.22)
− ‖u1,λ − u1,λ‖Hs(R)
− ‖u−1,λ − u−1,λ‖Hs(R)
&‖u1,λ − u−1,λ‖Hs(R) − λ−ε(1−
s
k ).
By basic trigonometry,
u1,λ − u−1,λ = ul,1,λ − ul,−1,λ + 2λ−δ/2−sϕλ sin(−λm(λ)t+ λx) sin(t). (4.23)
From (4.2), (4.22) and (4.23) we conclude that
‖u1,λ − u−1,λ‖Hs(R) & sin(t) + λ−1+δ/2 − λ−ε(1−
s
k ). (4.24)
As 1 < δ < 2 and k > s, the terms involving λ on the right hand side go to 0 as λ→∞. Picking
an increasing sequence {λn}n such that λn → ∞ as n → ∞, we get two sequences of solutions
{u±1,λn}n that at t = 0 converges in Hs(R) as n → ∞ (cf. (4.21)), while at times t > 0 are
bounded apart independently of n. This proves part (i).
Assume now that m satisfies in addition the lower bound |m(ξ)| & |ξ|r for |ξ| ≫ 1 for some
1 < r < γ. Let 0 < s < r2 and assume Theorem 2.1 is true in this case. That is, given
u0 ∈ Hs(R), an Hs(R) solution exists up to some time T that depends only on ‖u0‖Hs(R). Thus,
letting uω,λ be as in Lemma 4.5, there is a T0 that can be considered independent of λ such that
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uω,λ ∈ Hs(R) for 0 ≤ t ≤ T0 for all λ > 1. The arguments establishing (4.19) are valid when
δ/2 + s > 1, which can be achieved for any s > 0 by choosing 2 − 2s < δ < 2. Note that this
condition on δ and the one in Lemma 4.3 can be satisfied simultaneously and thus δ ∈ (1, 2) can
be chosen such that (4.19) holds also in the present case. The difficulty is to establish (4.20) for
0 ≤ t ≤ T0, as Lemma 2.2 is valid only for s > 32 and we can therefore only use that result and
Corollary 2.4 to get estimates for 0 ≤ t ≤ T ≃ λs−δ for any δ > 32 when s ≤ 32 . For a solution u
of (1.1a) the quantities ∫
R
u2 dx
and
1
2
∫
R
uLu dx− 1
6
∫
R
u3 dx
are preserved (see Lemma 1 in [2]). If |m(ξ)| & |ξ|r, then∫
R
|uLu|+ u2 dx & ‖u‖2Hr/2(R).
For r > 13 we can interpolate to get∣∣∣∣∫
R
u3 dx
∣∣∣∣ . ‖u‖3H1/6(R) . ‖u‖3−1/rL2(R) ‖u‖1/rHr/2(R).
If r > 12 , then
∣∣∫
R
uLu dx
∣∣ increases faster than ∣∣∫
R
u3 dx
∣∣ as ‖u‖Hr/2(R) increases, as the L2(R)
norm is preserved. This implies that
‖u(t)‖Hr/2(R) ≃ ‖u(0)‖Hr/2(R) (4.25)
for all t ∈ R, and hence (4.20) holds for k = r/2, and interpolating between (4.19) and (4.20) we
get that Lemma 4.5 holds for 0 < s < r2 . Thus we get (4.21) and (4.24) exactly as before. 
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