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Miniaturized mechanical resonators have proven to be excellent force sensors. However, they
usually rely on resonant sensing schemes, and their excellent performance cannot be utilized for the
detection of static forces. Here, we report on a novel static-force sensing scheme and demonstrate it
using optically levitated nanoparticles in vacuum. Our technique relies on an off-resonant interaction
of the particle with a weak static force, and a resonant read-out of the displacement caused by this
interaction. We demonstrate a force sensitivity of 10 aN to static gravitational and electric forces
acting on the particle. Our work not only provides a tool for the closer investigation of short-range
forces, but also marks an important step towards the realization of matter-wave interferometry with
macroscopic objects.
Despite our solid understanding of physics at macro-
scopic scales, interactions between microscopic objects at
short distances still bear countless secrets [1–3]. Micro-
and nanomechanical sensors provide astounding force
sensitivities, which aim to ultimately reveal these secrets
[4–9]. Amongst these sensors are optically trapped di-
electric nanoparticles in vacuum. The motion of these
particles can be optically measured and controlled with
remarkable precision [10, 11]. Furthermore, due to the
absence of mechanical clamping losses, the particle re-
sembles a high-quality mechanical resonator, rendering
it ideally suited for force-sensing applications. Levitated
particle sensors have demonstrated zepto-Newton sensi-
tivity [12] and have been suggested for numerous high-
precision experiments, ranging all the way from the de-
tection of Casimir or van der Waals interactions [13], and
non-Newtonian forces [14], to the production and sens-
ing of mechanical quantum states in macroscopic objects
[15–18].
Most force sensors, including levitated particles, rely
on a resonant sensing scheme. Here, the sensor’s intrinsic
resonance is harnessed to strongly amplify the response
to a perturbation [8, 12]. This scheme implies a trade-
off between the sensor’s measurement bandwidth and its
sensitivity. While this technique allows great sensitivity
to forces oscillating close to the resonance frequency of
the resonator, weak forces at low frequencies are difficult
to detect. In particular, resonant sensing fails for truly
static forces. As recently demonstrated, their detection
requires to measure the minute displacement of the sensor
as a response to the force [19]. Yet, it is an open question
how the performance of resonant sensing schemes can be
transferred to the static case.
In this Letter, we propose and demonstrate a force
sensing scheme, that transfers the superior performance
of resonant sensors to the realm of static interactions. By
temporarily reducing the sensor’s resonance frequency to
zero, we allow the sensor to freely interact with the static
force. When subsequently restoring the spring constant
to its original value, we are able to resonantly read out
the sensor displacement with a high precision. We im-
plement this novel static-force sensing technique using
an optically levitated nanoparticle, whose spring con-
stant can be modulated in a wide range by tuning the
intensity of the laser beam used for trapping the par-
ticle. Such a modulation of the trapping potential has
already shown to be a powerful tool for measuring the en-
ergy of atom clouds and even single atoms using release-
recapture thermometry [20, 21]. Combining this method
with the precise position measurement of levitated parti-
cles, we achieve a static-force sensitivity of 10 aN. With
further refinements our sensing scheme should be able
to sense static forces in the zepto-Newton regime. We
demonstrate our sensor performance by detecting the
gravitational interaction between the levitated particle
and the earth, as well as the Coulomb force acting on a
charged particle in an electric field.
The principle of our force-sensing scheme is illustrated
in Fig. 1(a). We prepare a mass in a harmonic potential
with a low oscillation energy E0. The potential is stiff
enough to render the displacement of the mass due to the
static force (which is to be measured) negligible. Then,
we turn off the harmonic potential for an interaction time
τ [see Fig. 1(b)]. The force F causes a displacement of
the mass, which upon reactivating the harmonic potential
results in an oscillation at the resonance frequency with
an increased amplitude compared to the initial state, as
illustrated in Fig. 1(c). In the case of weak damping, we
can measure this amplitude with high precision to deduce
the magnitude of the static force.
Experimental setup. We demonstrate our static-
force sensing scheme using an optically levitated sil-
ica nanosphere with a measured mass of m = 2.0(7) fg
in vacuum [10–12]. A schematic of the experimental
setup is shown in Fig. 1(d). The three-dimensional os-
cillator potential is formed by a laser beam (140 mW,
linear polarization) that is strongly focused (numerical
aperture 0.85) and results in oscillation frequencies of
Ωz,0 = 2pi × 60 kHz along the optical axis, and Ωx,0 =
2pi×195 kHz and Ωy,0 = 2pi×160 kHz in transverse direc-
tions. In this trapping potential, a static force of 10 aN
causes a particle displacement of 5 pm, which is small
ar
X
iv
:1
80
1.
01
16
9v
1 
 [p
hy
sic
s.i
ns
-d
et]
  3
0 D
ec
 20
17
2Laser EOM
Feedback Detection
AOM
x
z
yFiber
(d)
(a)
F
E0
E>E0
Po
te
nt
ial
(b) (c)
Position
FIG. 1. (a)–(c) Scheme for static-force sensing. (a) To initial-
ize the system, we trap a mass (nanoparticle) with low energy
E0 in a harmonic potential (blue). (b) We deactivate the trap-
ping potential for a duration τ , during which the particle only
feels the force F that is to be measured, and gets displaced.
(c) When reactivating the optical trap, the particle gains po-
tential energy due to its displacement from the trap center. As
a result, the particle oscillates with a higher amplitude than
in (a), i.e., with an increased center-of-mass (COM) energy E.
(d) Experimental setup. The nanoparticle is levitated in the
focus of a laser beam inside a vacuum chamber. We switch the
optical trap off with an electro- and acousto-optical modula-
tor (EOM, AOM). To measure the particle position, we detect
the scattered light from the particle with a balanced detec-
tor. A parametric feedback uses the position information to
reduce the COM energy by modulating the trapping beam.
Applying a voltage between the objective and the holder of
the collection lens allows us to create a static electric field
that can be used to exert a static force on a charged particle.
compared to any oscillation amplitudes we encounter in
this work. Therefore, we can neglect the influence of
the static force whenever the trapping potential is acti-
vated. Using intensity modulators, we can reduce the
trapping power to below 100 nW and therewith the op-
tical forces to less than 0.2 aN, which is more than 100
times weaker than the gravitational force between the
particle and the earth. To minimize interactions of the
particle with the surrounding gas, we lower the gas pres-
sure to below 10−5 mbar. Collecting the light scattered
from the particle with a balanced detector provides us
with the particle’s center-of-mass (COM) position [11].
We use this position information to generate a feedback
that cools the particle’s COM motion to less than 100 mK
[22]. In order to minimize possible electrostatic interac-
tions with the environment, we discharge the nanoparti-
cle prior to our experiment [23].
Gravitational force measurement. In a free-fall exper-
iment, we measure the gravitational force that acts on
the particle. This force amounts to F = −mg = −20 aN
and is oriented along the y axis. Figure 2(a) shows the
experimental protocol for a single free-fall cycle: (1) We
initialize the trapped particle to a low COM energy using
the parametric feedback. (2) At time t = 0, we switch
off both the feedback and the optical trap, to allow the
particle to freely interact with the gravitational force.
(3) After the interaction time τ , we retrap the particle
by switching the optical trap back on while the feed-
back remains off. In Fig. 2(b), we plot the COM motion
along the y axis during one free-fall cycle at a pressure
of 6 × 10−6 mbar. For t < 0, the COM energy is re-
duced to Ey,0/kB = 47 mK [24]. From t = 0 to t = τ ,
while the optical trap is deactivated, we have no informa-
tion about the particle position (gray shaded area). For
t > τ = 100µs, we observe a harmonic and strongly un-
derdamped oscillation of the particle’s COM at the trap
frequency Ωy,0 (sinusoidal fit in orange). This large os-
cillation amplitude in y direction originates from the dis-
placement the particle acquired due to the gravitational
force [cf. Fig. 1(c)].
As a reference, we show in Fig. 2(c) the particle mo-
tion along the x axis, orthogonal to the direction of grav-
ity, where no static force is acting on the particle. Be-
fore the free fall, we measure an initial COM energy of
Ex,0/kB = 63 mK. After the free fall, we record an os-
cillation at the frequency Ωx,0 with an amplitude signif-
icantly larger than before the fall. At first sight, this
observation seems to contradict our expectation for the
behavior in the absence of a static force. Indeed, for a
particle that is at rest at time t = 0, we expect no oscilla-
tion after the free fall if no static force is acting. However,
as the feedback is not perfect, the particle remains with
a finite initial velocity x˙(0) at time t = 0, which leads
to a displacement ∆x = x˙(0)τ directly after the free fall.
This displacement results in an oscillation along the x
direction for t > τ .
Before the free fall, the feedback cooled state of the
particle’s COM is a thermal state, and the initial ve-
locities x˙(0) and y˙(0) are therefore Gaussian distributed
[22]. This means that every iteration of the free-fall cycle
results in different oscillation amplitudes after the free
fall. In order to estimate the expectation value of the
COM energy, we average the measured COM energies
after the free fall over 1000 iterations. We plot the mean
COM energy for the horizontal x oscillation for varying
fall durations between τ = 10µs and 140µs in Fig. 2(d)
as black dots. We find that the mean x oscillation en-
ergy scales quadratically with the fall duration τ (dotted
lines), which is expected as the initial velocity results in a
displacement which is linear in time. In contrast, for the
mean oscillation energy along the vertical y axis, shown
in Fig. 2(e), we observe a significant deviation from this
quadratic scaling for long fall durations, which originates
from the acceleration of the particle due to gravity.
To gain a quantitative understanding of the mean os-
cillation energy after the free fall, we study the evolu-
tion of the particle’s phase-space distribution during the
fall. The following derivation is given for the y axis, but
remains equivalently valid for the other oscillation di-
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FIG. 2. (a) Timing scheme of a single free-fall cycle. For t < 0, the trapping potential is on and the feedback (FB) cools the
particle’s COM motion [cf. Fig. 1(a)]. From t = 0 to t = τ = 100µs, we deactivate the optical trap and the feedback such that
the particle can freely interact with the static force [cf. Fig. 1(b)]. At time t = τ , the trap is reactivated. The feedback remains
disabled to allow for sustained oscillations of the particle in the potential [cf. Fig. 1(c)]. We plot the recorded motion along
the y axis (b) and the x axis (c) in black. For t > τ , the particle undergoes sinusoidal oscillations (orange and blue fit) with a
larger amplitude along the y direction. (d) Average oscillation energy E¯ after free fall in x direction for varying fall durations
τ (error bars are smaller than the symbol size). The average energy increases quadratically with τ (dotted line). (e) Along
the y axis, where gravity is accelerating the particle, the scaling deviates from τ2. For both axes, we fit E¯ = β0 + β2τ
2 + β4τ
4
(solid line) and show the β2τ
2 term (dotted line), and the β4τ
4 term (dashed line). The latter only contributes for the y axis
measurement, and is a signature of the gravitational force acting on the particle.
rections. For t < 0, the particle’s COM motion is in a
thermal state with energy E0. In position-velocity phase-
space, just before the free fall, this results in a Gaussian
probability distribution
P(y, y˙; t = 0) = 1
Z
exp
[
−mΩ
2
0y
2 +my˙2
2E0
]
(1)
that is centered at y = 0 and y˙ = 0 with Z =
2piE0/(mΩ0) [22]. In Fig. 3(a), we plot this phase-space
distribution for an initial energy of E0/kB = 50 mK and
an oscillation frequency of Ω0 = 2pi × 160 kHz.
During the free fall of duration τ , the particle’s COM
is accelerated due to the static force F . The position at
time t = τ becomes y(τ) = y(0) + y˙(0)τ + Fτ2/(2m)
and the velocity reads y˙(τ) = y˙(0) + Fτ/m. In the ab-
sence of a force (F = 0), propagating Eq. (1) results
in the phase-space distribution displayed in Fig. 3(b).
The probability distribution is not Gaussian anymore
and spreads towards larger positions, because high initial
velocities translate to large displacements after the free
fall. In the presence of a force F = −20 aN acting on the
particle, the phase-space distribution from Fig. 3(b) is
additionally shifted towards negative positions and neg-
ative velocities due to the acceleration the particle expe-
riences during the free fall [see Fig. 3(c)]. By integrating∫∫ P(y, y˙; τ)E(y, y˙) dy dy˙ over the entire phase-space, we
derive the expectation value of the oscillation energy af-
ter the free fall [25]
〈E〉(τ) = E0 + E0Ω
2
0
2
τ2 +
F 2
2m
τ2 +
F 2Ω20
8m
τ4. (2)
The first term on the right-hand side of Eq. (2) is the
initial energy of the COM motion, the second term is the
potential energy originating from the displacement due to
the initial velocity of the particle, and the two last terms
are the kinetic and potential energy the particle acquires
due to the force that accelerated its motion. Hence, a free
evolution, in the absence of a force, results in a mean
energy that scales quadratically with the fall duration
τ . In contrast, if a static force F is present, the mean
oscillation energy scales with τ4 for long fall durations.
We fit E¯ = β0 + β2τ
2 + β4τ
4 to the measured mean
oscillation energies in Fig. 2(d) for the x and in Fig. 2(e)
for the y axis (solid lines). Using the fit parameter β2,
we first derive the mean initial oscillation energy E0 =
2β2/Ω
2
0, and find Ex,0/kB = 37(2) mK for the x axis and
Ey,0/kB = 37(2) mK for the y axis. Second, we deduce
the force that acts on the particle during the free fall
|Fy| =
√
8mβ4/Ω20 = 21(4) aN, and derive a gravitational
acceleration of g = 10.4(18) m/s2, which is in agreement
with the textbook value g = 9.8 m/s2.
Electrostatic force measurement. Having demon-
strated the ability to detect the gravitational force act-
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FIG. 3. (a) Initial probability distribution in phase space,
corresponding to time t = 0 in Fig. 2(c), shown for a ther-
mal state with a COM energy of E0/kB = 50 mK. (b) Di-
rectly after a free evolution of duration τ = 100µs with de-
activated trapping potential and in the absence of any force,
the distribution is spread along the position axis due to the
initial velocity of the particle. (c) Phase-space distribution
after the evolution of duration τ = 100µs in the presence
of a static force F = −20 aN. Compared to (b), the dis-
tribution is displaced by ∆y = Fτ2/(2m) = −49 nm and
∆y˙ = Fτ/m = −0.98 nm/µs (inset).
ing on the nanoparticle, we apply our static-force sensing
technique to measure a Coulomb force. To this end, we
adjust the net charge on the nanoparticle to a single ele-
mentary charge [23, 26]. By applying a voltage of 1 V to
a capacitor formed by the objective and the holder of the
collection lens, we generate an electric field along the z di-
rection [12]. According to a finite element simulation, the
field points along the z direction and the field strength
at the position of the particle is E = 135 V/m [see inset
Fig. 4(a)], which corresponds to an expected electrostatic
force of F = 22 aN [23]. In Fig. 4(a), we plot the average
oscillation energy in z direction after the interaction for
1000 free-fall cycles and for varying interaction times τ
(green squares). We find a clear τ4 scaling for interac-
tion times exceeding 50µs, which indicates the presence
of a force along the z axis. When we reduce the applied
electric field to E = 68 V/m (orange triangles), and to
E = 0 V/m (blue triangles), the measured oscillation en-
ergy reduces. Surprisingly, even when the capacitor field
is switched off (E = 0 V/m), we still observe a clear τ4
dependence of the mean oscillation energy, meaning that
there is a residual field accelerating the charged parti-
cle. In contrast, when using an uncharged particle and
turning off the capacitor field, the mean oscillation en-
ergy scales as τ2 (gray dots), which means, that no force
accelerates the particle in this case. The residual field
that we measure with a charged particle originates from
contact (Volta) potentials [27] and stray fields due due
patch charges on close-by surfaces [28]. To estimate the
strength of the residual field Eres, we plot the fitting pa-
rameter β4 for the three field amplitudes in Fig. 4(b). By
fitting a quadratic function (black) to the data points, we
find a residual electric field of Eres = 452(13) V/m when
the capacitor field is switched off. This residual field cor-
responds to a residual force of Fres = 72(2) aN. For the
case, where we apply a field of E = 135 V/m (blue), we
deduce a force of F =
√
8mβ4/Ω20 = 92(17) aN, which
means that we measure an additional force acting on the
particle of 20(7) aN when applying the capacitor field,
which agrees with the expected value.
Discussion. The sensitivity of the static-force mea-
surement scheme demonstrated in this work is limited by
the initial energy E0 of the particle when the optical trap
is deactivated, and by the interaction time τ . To detect
a static force F , we require the fourth term in Eq. (2) to
exceed the second term, i.e., F >
√
4E0m/τ . Therefore,
we benefit from the small mass of the nanoparticle and
from our ability to efficiently cool the particle’s COM en-
ergy [10, 11]. As previously shown, further improvements
in the cooling performance to reach initial oscillation en-
ergies of E0/kB < 1 mK are feasible [22]. Even cooling to
the quantum ground state of motion seems within reach.
For an initial energy of 1 mK, we estimate that the inter-
action time is limited to ∼ 300µs by our ability to retrap
the particle along the fall direction after the free fall,
which would make the detection of static forces as low as
1 aN possible. For even longer interaction times we envi-
sion the use of a double-trap configuration for retrapping
the particle after the free fall [29]. Alternatively, a com-
pensation of the gravitational force is possible using an
electrostatic force generated by a suitable electrode con-
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FIG. 4. (a) Mean energy in z direction as a function of inter-
action time τ at different electric field strengths (squares and
triangles). We fit E¯ = β0 +β2τ
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4 (solid lines) and indi-
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4 component of the fit (dashed) for the data taken
with a charged particle. The energy of an uncharged particle
(gray points) scales with τ2 (dotted line, the initial energy is
higher than in the charged case). Inset: Sketch of capacitor
formed by objective and collection lens holder (metal gray,
glass blue), and field lines (red). (b) Fitting parameters β4
from (a) with β4(E) = q2(E + Eres)2Ω20/(8m) (black). The de-
duced fitting parameter is the residual electric field strength
Eres = 452(13) V/m.
5figuration. For a ground-state cooled particle, we there-
fore estimate an ultimate limit of the interaction time of
τ = 100 ms, i.e., a detection limit for static forces of less
than 1 zN.
Conclusion. We have demonstrated the measurement
of a 10 aN static force using a levitated nanoparticle.
Our technique is based on a free interaction of the par-
ticle with the static force, while the trapping potential
is deactivated, and a resonant read-out of the subse-
quent oscillation. Because the particle’s dynamics is mea-
sured along three orthogonal axes the scheme is applica-
ble to the mapping of vectorial force fields. In contrast
to comparable experiments using clouds of cold atoms
[30], we are able to perform our measurements repeat-
edly with a single particle, and measure the position
with higher precision. Furthermore, the high mass den-
sity of the levitated silica spheres paves the way to the
investigation of short-range forces, such as Casimir or
van-der-Waals forces with an uncharged particle close
to a surface [13]. Finally, the demonstration of a con-
trolled free-fall experiment also marks an important step
towards the realization of quantum-interference experi-
ments and time-of-flight state tomography, which are es-
sential building blocks for realizing non-Gaussian quan-
tum states in macroscopic objects [16, 31].
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