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ABSTRACT
A new approach to the computation of correlation functions involving two determinant
operators as well as one non-protected single trace operator has recently been developed
by Jiang, Komatsu and Vescovi. This correlation function provides the holographic de-
scription of the absorption of a closed string by a giant graviton. The analysis has a
natural interpretation in the framework of group representation theory, which admits a
generalization to general Schur polynomials and restricted Schur polynomials. This gen-
eralizes the holographic description to any giant or dual giant gravitons which carry more
than one angular momentum on the sphere. For a restricted Schur polynomial labeled
by a column with N boxes (dual to a maximal giant graviton) we find evidence in favor
of integrability.
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1 Introduction
The AdS/CFT correspondence[1, 2, 3] is a remarkable duality between a quantum theory
of gravity on an asymptotically Anti-de Sitter (AdS) background and an ordinary quan-
tum conformal field theory (CFT) living in fewer dimensions. A well studied example
involves type IIB string theory on AdS5×S5 with N units of RR five form flux and N = 4
super Yang-Mills theory in four dimensions. Physical observables of the theory can be
expanded in a double expansion on both sides. In the CFT for example, the expansion is
in terms of 1/N and the ’t Hooft coupling λ. Computations performed on both sides will
agree at both the perturbative and non-perturbative levels. We expect non-perturbative
effects both in 1/N and in λ. One well understood source of non-perturbative effects in
1/N comes from correlators [4, 5, 6, 7, 8, 9] of operators dual to giant gravitons[10] and
dual giant gravitons[11, 12]. The operators dual to both giant and dual giant gravitons
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are given by Schur polynomials[6] which can be generalized to restricted Schur polynomi-
als to describe excited giant gravitons[13, 14, 15, 16] (see also [17, 18, 19]). The operator
corresponding to the maximal giant graviton is particularly simple: it corresponds to a
determinant. Methods that sum all orders in the 1/N expansion, in the free CFT, have
been developed in a series of articles [6, 20, 21, 22, 23, 24, 25]. For the case of 1
2
-BPS
correlators there are no ’t Hooft couping corrections [26] and the resulting expressions are
in fact exact. The 1/N expansion of these correlators exhibits the Stokes phenomenon
(a hallmark of non-perturbative contributions) but are Borel summable[27].
Significant recent progress[28] has been made by considering correlators involving
determinant operators as well as one non-protected single trace operator. This particular
correlator provides the holographic description of the absorption of a closed string by a
giant graviton, and has been considered previously in [29, 30, 31, 32]. These previous
computations focused on protected correlators so that there are no λ corrections. The key
advance reported in [28] is a determination of the exact ’t Hooft coupling dependence at
large N . The maximal giant gravitons are non-perturbative objects of string theory, and
therefore are heavy. In the weak coupling limit they should be understood as boundary
states of the string world sheet CFT. In the large radius limit they become geometric
objects since they are the locus where strings can end. Making use of results for defect
one-point functions [33], the paper [28] argues that the correlator corresponds to overlaps
on the string worldsheet between an integrable boundary state and a state dual to the
single trace operator. The analysis is capable of providing non-perturbative expressions
using the framework of the thermodynamic Bethe ansatz (TBA)[34]. This is a remarkable
result and warrants further study.
The goal of this paper is to reconsider and extend results reported in [28]. A powerful
approach to the problem of computing correlators of Schur polynomials in general and
determinant operators in particular, which makes use of group representation theory, was
developed in [6]. Each Schur polynomial can be expressed as the trace of a projection
operator times the tensor product of the fields appearing in the polynomial. Then the
two point correlation function, for example, is simply given by the trace of a product of
projectors, which is easily computed. This interpretation can be extended to restricted
Schur polynomials[23], which are constructed using more than one matrix. The results
of [28] have a simple interpretation within this framework. In particular, to obtain an
effective action for the determinant operators, the authors of [28] carried out a sequence
of rewritings which they then suggested have a natural interpretation from string theory.
The first step in the sequence of rewritings is precisely building the projection operator
needed to construct the maximal giant graviton. This new interpretation of the results of
[28] not only contributes towards making the discussion of the physics richer by providing
some mathematical depth and context, but it also allows significant generalizations. The
generalizations we will pursue include
1. Generalizing from maximal giant gravitons to any giant gravitons.
2. Generalizing from giant gravitons to dual giant gravitons.
3. Generalizing from giant (and dual giant) gravitons constructed from a single matrix
(and hence described by Schur polynomials) to giant (and dual giant) gravitons built
from many matrices (and hence described by restricted Schur polynomials).
The effective action description provides a useful approach to evaluating the correlator:
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by extremizing the effective action for the determinant operators, one obtains an emergent
classical background and the computation of the correlator of determinants and one single-
trace operator amounts to evaluating the single trace operator on the emergent classical
background. We will see that this also generalizes nicely for the three cases listed above.
A fascinating observation of [28] is that already at the level of the free theory there are
convincing hints of integrability. As an example, if the single trace operator belongs to
the SU(2) sector, the correlator is only non-zero when (i) both the length of the spin chain
L and the number of magnons M are both even and (ii) the rapidities of the magnons are
parity symmetric, namely u = {u1,−u1, u2,−u2, · · · , uM
2
,−uM
2
}. These selection rules
have a natural interpretation: they arise as overlaps between an integrable boundary
state and a state corresponding to the single trace operator. The resulting overlaps are
generalizations of g-functions of integrable quantum field theory and concrete proposals
for the all orders in λ can then be obtained using the TBA formalism. The proposal passes
a number of non-trivial tests, including comparison to direct one loop computations and
comparison to the superconformal block expansion of one-loop four-point functions of
two determinants and two single trace operators. How much of this remarkable picture
generalizes? It turns out that the selection rule is not obeyed for less than maximal
giants or for dual giants, but it is obeyed for the maximal giant and operators close to
the maximal giant. For restricted Schur polynomials there is one case in which we find
the selection rules are obeyed: restricted Schur polynomials corresponding to maximal
giant gravitons.
In Section 2 we explain the connection between projection operators and Schur polyno-
mials and then the connection between projection operators and the rewriting performed
in [28]. This immediately allows us to generalize the effective field theory of [28] to less
than maximal giant gravitons. The section ends by developing the Feynman diagrams of
the effective field theory (see also [35, 36]) and showing some of the details of the graph
duality [37] underlying the description. In Section 3 we explain how a very similar con-
struction can be given for dual giants. One again obtains an effective theory and there is
again an underlying graph duality. In Section 4 we discuss the free theory for correlation
functions involving two giant gravitons and one non-protected single trace operator. We
specifically look for evidence of the selection rules exhibited in [28]. Our conclusion is
that the selection rules are only obeyed for the maximal giant and operators close to the
maximal giant. In Section 5 we extend the analysis to correlation functions involving
dual giant gravitons, again concluding that the selection rules are not obeyed. The giant
gravitons are Schur polynomials labeled with a Young diagram that has a single column,
while dual giant gravitons are labeled by giant gravitons with a single row. The general
Schur polynomial has many rows and is interpreted as a bound state of giant gravitons (or
of dual giant gravitons). There are formulas that express the general Schur polynomial in
terms of either giant gravitons or in terms of dual giant gravitons. We use these formulas
in Section 6 to construct an effective field theory for general bound states of giant or
dual giant gravitons. Another possible generalization is to consider determinants (and
more generally other Schur polynomials) constructed using more than one matrix. This
generalization is worked out in detail in Section 7. We find that in this case the maximal
giant graviton again exhibits the selection rules of [28], suggesting that this case may
indeed be integrable. We collect our conclusions in Section 8 and also suggest further
directions for study.
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2 Giants
A giant graviton[10] with momentum k is dual to a Schur polynomial labeled with a
Young diagram that has a single column with k boxes. Denote a Young diagram that
has a single column with k boxes by (1k). The Schur polynomial can be written as
χ(1k)(Z) =
1
k!
∑
σ∈Sk
χ(1k)(σ)Z
i1
iσ(1)
· · ·Zikiσ(k) (2.1)
where χ(1k)(σ) is a character of the symmetric group Sk. A few examples of the Schur
polynomials, which will be useful to check formulas below, are
χ (Z) = Tr(Z) (2.2)
χ (Z) =
1
2!
(
Tr(Z)2 − Tr(Z2)) (2.3)
χ (Z) =
1
3!
(
Tr(Z)3 − 3Tr(Z)Tr(Z2) + 2Tr(Z3)) (2.4)
χ(1N )(Z) = detZ (2.5)
The giant two point function is [6]
〈χ(1k)(x1)χ†(1k)(x2)〉 =
N !
(N − k)!
(
g2YM
4pi2
)k
1
|x1 − x2|2k (2.6)
Three and higher point functions of the operators dual to giants are also easily computed
[6]. For example
〈χ(1J1 )(x1) · · ·χ(1JQ−1 )(xQ−1)χ†(1JQ )(xQ)〉 =
N !
(N − JQ)!
(
g2YM
4pi2
)JQ Q−1∏
i=1
1
|xiQ|2Ji (2.7)
where JQ = J1 + · · · + JQ−1. The Schur polynomials located at x1, x2, ..., xQ−1 are con-
structed from Z’s while the operator at xQ is constructed from Z
†.
2.1 Projectors
In this section we explain how the Schur polynomial can be written in terms of projection
operators. To do this we need a little more notation. The matrix Zij transforms the states
of anN dimensional vector space V . We employ the multi-index notation (first introduced
in [6, 20]) to write
(Z⊗k)IJ = Z
i1
j1
· · ·Zikjk (2.8)
(σ)IJ = δ
i1
jσ(1)
· · · δikjσ(k) (2.9)
Z⊗k transforms the states of V ⊗k. The object(
P(1k)
)I
J
=
1
k!
∑
σ∈Sk
χ(1k)(σ)σ
I
J (2.10)
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is a projection operator, acting on V ⊗k. By Schur Weyl duality the space formed by
taking the tensor product of k copies of V can be decomposed into a direct sum, with each
component in the sum carrying an irreducible representation of U(N) and an irreducible
representation of Sk
V ⊗k =
⊕
Λ`k
V
(Sk)
Λ ⊗ V (U(N))Λ (2.11)(
P(1k)
)I
J
projects onto the Λ = (1k) component in this direct sum decomposition. In
terms of this projection operator, the Schur polynomial can be written as
χ(1k)(Z) = TrV ⊗k(P(1k)Z
⊗k) (2.12)
To motivate the discussion below, note that it is possible to write χ(1k)(Z) in terms
of χ(1N )(Z) as follows (this formula was given in [38] and proved in [14])
1
χ(1p)(Z) =
1
(N − p)!Tr
(
d
dZ
)N−p
χ(1N )(Z) (2.13)
Using this formula we have
χ(1p)(Z) = TrV ⊗p(P(1p)Z
⊗p)
=
1
(N − p)!
N !
p!
TrV ⊗N (P(1N )Z
⊗p ⊗ 1⊗N−p) (2.14)
which gives another representation for the projector
P(1p) =
1
(N − p)!
N !
p!
TrV ⊗N−p(P(1N )1
⊗N−p) (2.15)
We now state an integral representation for the projector P(1k), which connects to and
generalizes formulas written in [28]. The integral representation uses a zero dimensional
complex Grassman vector variable with N components, χi, χ¯
j where i, j = 1, ..., N . Our
normalization conventions are as follows2∫
dχ¯N · · · dχ¯1
∫
dχ1 · · · dχN χ¯1χ1 · · · χ¯NχN = (−1)N ≡
∫
dN χ¯
∫
dNχ χ¯1χ1 · · · χ¯NχN
(2.16)
The integral representation for the projector then takes the following form
(P(1N ))
I
J =
(−1)N
N !
∫
dχ¯N · · · dχ¯1
∫
dχ1 · · · dχN χ¯i1χj1 · · · χ¯iNχjN (2.17)
1The general form of the formula says that if you act with Tr
(
d
dZ
)
on a Schur polynomial labeled by
Young diagram R, the result is a sum of Schur polynomials. The labels of the Schur polynomials which
appear in the sum, are all possible Young diagrams that can be obtained from R by dropping a box.
The coefficient of a given term is the factor of the box that is removed. Recall that a box in row i and
column j has a factor N − i+ j. It is simple to test this formula using the explicit formulas for the Schur
polynomials given above.
2This is a rather standard choice. The only disadvantage is that it is in tension with the conventions
of [28] as spelled out in their eqn (3.4).
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Consequently, we have
Tr(P(1N )Z) =
(−1)N
N !
∫
dχ¯N · · · dχ¯1
∫
dχ1 · · · dχN χ¯i1Zj1i1 χj1 · · · χ¯iNZjNiN χjN (2.18)
which can also be written as
Tr(P(1N )Z) =
(−1)N
N !
∫
dχ¯N · · · dχ¯1
∫
dχ1 · · · dχN (χ¯iZji χj)N
=
∫
dχ¯N · · · dχ¯1
∫
dχ1 · · · dχN e−χ¯iZ
j
i χj (2.19)
This is the formula written in [28], apart from the change in convention for the fermion
measure. Now, using (2.15) we can write a more general integral representation
Tr(P(1p)Z) =
(−1)N
(N − p)!p!
∫
dχ¯N · · · dχ¯1
∫
dχ1 · · · dχN (χ¯iZji χj)p(χ¯iχi)N−p
=
(−1)N−p
(N − p)!
∫
dχ¯N · · · dχ¯1
∫
dχ1 · · · dχN e−χ¯iZ
j
i χj(χ¯iχi)
N−p (2.20)
Finally, we can collect the above results to define the generating function
N∑
k=0
tkTr(P(1k)Z) =
∫
dχ¯N · · · dχ¯1
∫
dχ1 · · · dχN e−tχ¯iZ
j
i χj−χ¯iχi (2.21)
Of course, the integral over the Grassman numbers can be carried out and this leads to
the well known identity
det(1 + tZ) =
N∑
k=0
tkTr(P(1k)Z) (2.22)
The reader may find it useful to check this answer for N = 3. Work in the basis in which
Z is diagonal. In this case
det(1+tZ) = det
t+ z1 0 00 t+ z2 0
0 0 t+ z3
 = z1z2z3t3+(z1z2+z1z3+z2z3)t2+(z1+z2+z3)t+1
(2.23)
These are indeed the correct answers since
χ (Z) = Tr(Z) = z1 + z2 + z3 (2.24)
χ (Z) =
1
2!
(
Tr(Z)2 − Tr(Z2)) = z1z2 + z1z3 + z2z3 (2.25)
χ (Z) =
1
3!
(
Tr(Z)3 − 3Tr(Z)Tr(Z2) + 2Tr(Z3)) = z1z2z3 (2.26)
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2.2 Large N Effective Theory
Following [28] we start with the free theory. Consider correlation functions of giant
gravitons at positions xA for A = 1, 2, ..., Q. The operator at xA is given by the Schur
polynomial χ(1pA )(xA). The Schur polynomial located at xA = (0, aA, 0, 0) is constructed
using the field
Z(xA) = Z + κ2a2AZ† + κaA(Y − Y †) ≡ ~Y · ~φ (2.27)
where
Z =
1√
2
(φ1 + iφ2) Y =
1√
2
(φ3 + iφ4) (2.28)
One can read off YI in moving from the second to third expression in (2.27). There are
no UV divergences that need to be considered to define our operator because〈Z ij(xK)Zrs (xK)〉 = 0 (2.29)
In an effort to carry out a general discussion, we consider the generating function
N∑
i1,i2,···iQ=1
ti11 t
i2
2 · · · tiQQ
〈
χ(1i1 )(x1)χ(1i2 )(x2) · · ·χ(1iQ )(xQ)O(x)
〉
=
∫
[dφI ]
∫ Q∏
K=1
[dχ¯KdχK ]e
− 1
g2
YM
∫
d4x(
∑6
I=1
1
2
Tr(∂µφI∂µφI)+g2YM
∑Q
K=1 δ(x−xK)χ¯iK(δji+tKZji )χKj)O(φI)
(2.30)
where O is a general single trace operator and the measure is normalized so that∫
[dφI ]e
− 1
g2
YM
∫
d4x
∑6
I=1
1
2
Tr(∂µφI∂µφI)
= 1 (2.31)
In what follows, O is constructed as a normal ordered operator, so that contractions
of fields in O vanish. The integral over the (φI)ij field is Gaussian and hence is eas-
ily performed, after the integral identity for the Schur polynomials has been employed.
Completing the square as usual, we find
−
∫
d4x
(
1
2
Tr(∂µφ
I∂µφI) + g2YM
Q∑
K=1
δ(x− xK)χ¯iK(δji + tKZji )χKj
)
= −
∫
d4x
(
−1
2
Tr
[
(φI − SI)∂µ∂µ(φI − SI)− SI∂µ∂µSI
]
+ g2YM
Q∑
K=1
δ(x− xK)χ¯iKχKi
)
(2.32)
where
(SI(x))ij = −
g2YM
4pi2
Q∑
K=1
tKYIKχ¯iKχKj
|x− xK |2 (2.33)
Changing integration variables φI → φ˜I = φI − SI we find
N∑
i1,i2,···iQ=1
ti11 t
i2
2 · · · tiQQ
〈
χ(1i1 )(x1)χ(1i2 )(x2) · · ·χ(1iQ )(xQ)O(x)
〉
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=∫
[dφ˜I ] e
− 1
g2
YM
∫
d4x
∑6
I=1
1
2
Tr(∂µφ˜I∂µφ˜I)
∫ Q∏
K=1
[dχ¯KdχK ]
e
− g
2
YM
8pi2
∑Q
K 6=J=1
tKtJ
~YK ·~YJ
x2
KJ
χ¯aKχJaχ¯
b
JχKb−
∑Q
K=1 χ¯
a
KχKaO(φ˜I(x) + SI(x)) (2.34)
The integral over φ˜I will Wick contract the φ˜Is appearing in O. Since O is built to be
normal ordered, these contributions vanish and hence
N∑
i1,i2,···iQ=1
ti11 t
i2
2 · · · tiQQ
〈
χ(1i1 )(x1)χ(1i2 )(x2) · · ·χ(1iQ )(xQ)O(x)
〉
=
∫
[dφ˜I ]e
− 1
g2
YM
∫
d4x
∑6
I=1
1
2
Tr(∂µφ˜I∂µφ˜I)
∫ Q∏
K=1
[dχ¯KdχK ]
e
− g
2
YM
8pi2
∑Q
K 6=J=1
tKtJ
~YK ·~YJ
x2
KJ
χ¯aKχJaχ¯
b
JχKb−
∑Q
K=1 χ¯
a
KχKaO(SI(x))
=
∫ Q∏
K=1
[dχ¯KdχK ]e
− g
2
YM
8pi2
∑Q
K 6=J=1
tJ tK
~YK ·~YJ
x2
KJ
χ¯aKχJaχ¯
b
JχKb−
∑Q
K=1 χ¯
a
KχKaO(SI(x))
(2.35)
The last step in the construction of the effective action entails performing the Hubbard-
Stratanovich (H-S) transformation, which rewrites the quartic fermion interaction as a
quadratic interaction with an auxiliary bosonic field. The auxiliary field is an anti-
hermitian matrix ρJK with diagonal elements set to zero. In what follows normalize the
measure for the H-S field so that ∫
[dρ]e
8pi2
g2
YM
Tr(ρ2)
= 1 (2.36)
The above integral is perfectly convergent because Tr(ρ2) < 0. After the H-S transfor-
mation we have
N∑
i1,i2,···iQ=1
ti11 t
i2
2 · · · tiQQ
〈
χ(1i1 )(x1)χ(1i2 )(x2) · · ·χ(1iQ )(xQ)O(x)
〉
=
∫
[dρ]
∫ Q∏
K=1
[dχ¯KdχK ]e
8pi2
g2
YM
Tr(ρ2)+2
∑Q
K 6=J=1
√
tKtJ
~YK ·~YJ
x2
KJ
ρKJ χ¯
a
KχJa−
∑Q
K=1 χ¯
a
KχKaO(SI(x))
(2.37)
where ρ is a Q × Q matrix variable. The integral over the fermions is now simple and
leads to
N∑
i1,i2,···iQ=1
ti11 t
i2
2 · · · tiQQ
〈
χ(1i1 )(x1)χ(1i2 )(x2) · · ·χ(1iQ )(xQ)O(x)
〉
=
∫
[dρ]e
8pi2N
λ
Tr(ρ2)+NTr log
[
δJK−2
√
tJ tK
~YK ·~YJ
x2
KJ
ρKJ
]
〈O(SI(x))〉χ (2.38)
and where 〈OI(SI(x))〉χ is defined by Wick contracting all pairs of χ, χ¯ fields according
to Wick’s theorem, with the basic contraction given by
〈χ¯aJχKb〉 = −δabM−1JK (2.39)
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where
MJK = δJK − 2
√
tJtK ~YJ · ~YK
x2JK
ρJK (2.40)
Notice that the χ, χ¯ fields transform as vectors (χ transforms in the fundamental and χ¯
in the anti-fundamental) under U(N). The large N limit of vector models is always given
by contracting the pairs of fields that share the same color index. Since O is a single
trace operator, it is a sum of terms of the form
O = Tr (φI1φI2φI3 · · ·φIJ) (2.41)
After integrating over φI φs become Ss
O = Tr (SI1SI2 · · ·SIJ)
=
(
−g
2
YM
4pi2
)J Q∑
K1,··· ,KJ=1
tK1 · · · tKJYI1K1 · · · YIJKJ
χ¯jJK1χK1j1χ¯
j1
K2
χK2j2 · · · χ¯jJ−1KJ χKJ jJ
|x− xK1|2 |x− xK2|2 · · · |x− xKJ |2
(2.42)
Thus, at the leading order in N we have
〈O(SI(x))〉χ = −
(
− λ
4pi2
)J Q∑
K1,··· ,KJ=1
tK1 · · · tKJYI1K1 · · · YIJKJ
×(−M
−1)K1K2(−M−1)K2K3 · · · (−M−1)KJK1
|x− xK1 |2 |x− xK2|2 · · · |x− xKJ |2
(2.43)
If we now define
ΦI(x) ≡ λ
4pi2
diag
(
t1YI1
|x− x1|2 ,
t2YI2
|x− x2|2 , · · · ,
tQYIQ
|x− xQ|2
)
M−1 (2.44)
we have
〈O(SI(x))〉χ = −TrQ(ΦI1(x)ΦI2(x) · · ·ΦIJ (x)) (2.45)
It is simple to rewrite this as an overlap between a matrix product state
|Φ〉 = −
6∑
I1,I2,···IJ=1
TrQ(Φ
I1(x)ΦI2(x) · · ·ΦIJ (x))|φI1 · · ·φIJ 〉 (2.46)
and a state corresponding to O
|O〉 = |φI1 · · ·φIJ 〉 (2.47)
as
〈O(SI(x))〉χ = 〈Φ|O〉 (2.48)
This last step is simply a change in notation. However, as pointed out in [28] it is a useful
change in notation because, following [33] matrix product states (MPS) have proved to be
a useful language to make contact with integrability when studying one point functions
in defect CFT. The same will be true in our discussion below.
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2.3 Simple Tests
To start, we will consider the large N limit of the effective field theory. Consider the case
where O = 1 and Q = 2. In this case we are considering correlators of the form
〈χ(1J )(x1)χ†(1J )(x2)〉 =
N !
(N − J)!
(
g2YM
4pi2
)J
1
|x1 − x2|2J (2.49)
where J is order N . Expanding at large N the leading behavior is
〈χ(1J )(x1)χ†(1J )(x2)〉 =
(
λ
4pi2
)J
e−J
|x1 − x2|2J (2.50)
Does the effective field theory reproduce this correlation function? Using the effective
field theory, we have
N∑
i1,i2=1
ti11 t
i2
2
〈
χ(1i1 )(x1)χ
†
(1i2 )
(x2)
〉
=
∫
[dρ]e
8pi2N
λ
Tr(ρ2)+NTr log
[
δKJ−2
√
t1t2
x212
ρKJ
]
(2.51)
Our goal is to verify that a saddle point evaluation of the above integral reproduces the
largeN limit of the two point correlation function given in (2.50). Since ρ is antihermitian,
we make the ansatz
ρ =
[
0 ρ
−ρ∗ 0
]
(2.52)
Plugging this into the “effective action”
Seff = −8pi
2N
λ
Tr(ρ2)−NTr log
[
δKJ − 2
√
t1t2
x212
ρKJ
]
(2.53)
and extremizing we find
|ρ|2 = λ
16pi2
− |x12|
2
4t1t2
(2.54)
Simply evaluating the integrand at this extremum (i.e. we will not perform the Gaussian
integral about the saddle point and for this reason the nontrivial contribution to the
measure produced by implementing (2.36) does not contribute) we find (the first equality
is only true at the leading order of the large N expansion)
e−Seff =
N∑
i1,i2=1
ti11 t
i2
2
〈
χ(1i1 )(x1)χ(1i2 )(x2)
〉
= e−N
∞∑
k=0
λN−kNk
k!
tN−k1 t
N−k
2
(4pi2|x12|2)N−k (2.55)
Note that the spacetime dependence is correct. Further, if we set N − k = J and take
J
N
 1 we can write
k! = kke−k = (N − J)N−Je−N+J ≈ NN−Je−N+J = Nke−N+J (2.56)
Thus,
N∑
i1,i2=1
ti11 t
i2
2
〈
χ(1i1 )(x1)χ(1i2 )(x2)
〉
=
∑
J
tJ1 t
J
2 e
−J λ
J
(4pi2|x12|2)J (2.57)
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which is the correct answer.
In fact, with a little extra effort we can evaluate the integral for the two point function
exactly. The effective action is
Seff =
16pi2N
λ
|ρ|2 −N log
(
1 + 4
t1t2
x212
|ρ|2
)
(2.58)
If we set ρ =
√
reiθ and then r˜ = 16pi
2N
λ
r, the effective action becomes
Seff = r˜ −N log
(
1 +
g2YM t1t2
4pi2x212
r˜
)
(2.59)
and (the normalization of the measure from (2.36) is included here)∫
[dρ]e−Seff =
∫ ∞
0
e−r˜
(
1 +
g2YM t1t2
4pi2x212
r˜
)N
dr˜ (2.60)
Expanding we have∫
[dρ]e−Seff =
N∑
J=0
N !
(N − J)!J !
(
g2YM t1t2
4pi2x212
)J ∫ ∞
0
e−r˜r˜Jdr˜ =
N∑
J=0
N !
(N − J)!
(
g2YM t1t2
4pi2x212
)J
(2.61)
which is the exact answer. We can be more general: a natural correlator to consider is
the extremal Q-point function, whose large N limit is given by
〈χ(1J1 )(x1) · · ·χ(1JQ−1 )(xQ−1)χ†(1JQ )(xQ)〉 = e
−JQ
(
λ
4pi2
)JQ Q−1∏
i=1
1
|xiQ|2Ji (2.62)
where JQ = J1 + · · · + JQ−1. The Schur polynomials at x1, x2, ..., xQ−1 are constructed
from Z’s while the polynomial at xQ is constructed from Z
†. Consequently
Yi · YQ = 1 i = 1, 2, · · · , Q− 1 (2.63)
and all other inner products vanish. We want to evaluate
IQ =
∫
[dρ]e
8pi2N
λ
Tr(ρ2)+NTr log
[
δKJ−2
√
t1t2
x212
ρKJ
]
(2.64)
Set
ρ =

0 ρ12 ρ13 · · · ρ1Q−1 ρ1Q
−ρ∗12 0 ρ23 · · · ρ2Q−1 ρ2Q
−ρ∗13 ρ∗23 0 · · · ρ3Q−1 ρ3Q
...
...
... · · · ... ...
−ρ∗1Q−1 −ρ∗2Q−1 −ρ∗3Q−1 · · · 0 ρQ−1Q
−ρ∗1Q −ρ∗2Q −ρ∗3Q · · · −ρ∗Q−1Q 0

(2.65)
A straight forward computation shows that the effective action
Seff = −8pi
2N
λ
Tr(ρ2)−NTr log
[
δKJ − 2
√
tJtKYJ · YK
x2JK
ρKJ
]
(2.66)
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is
Seff =
16pi2N
λ
Q∑
i<j=1
|ρij|2 −N log
[
1 + 4
Q−1∑
i=1
titQ
x2iQ
|ρiQ|2
]
(2.67)
This is rather simple: a single variable enters non-linearly. We integrate over most of the
integration variables which are basically spectators. The variables which play a role are
ρi ≡ ρiQ (2.68)
After integrating over all other variables, the action is
Seff =
16pi2N
λ
Q−1∑
i=1
|ρi|2 −N log
[
1 + 4
Q−1∑
i=1
titQ
x2iQ
|ρi|2
]
(2.69)
Now use the following change of variables
ri = |ρi|2 i = 1, 2, · · · , Q− 2
rQ−1 =
Q−1∑
i=1
titQ
x2iQ
|ρi|2 (2.70)
which leads to the effective action
Seff =
16pi2N
λ
Q−2∑
i=1
ri +
16pi2N
λ
x2Q−1Q
tQ−1tQ
rQ−1 − 16pi
2N
λ
Q−2∑
i=1
x2Q−1Qti
x2iQtQ−1
ri −N log [1 + 4rQ−1]
(2.71)
Split the computation into two parts. The integrations over r1, r2, · · · rQ−2 are simple to
do exactly and they give
IQ =
Q−2∏
i=1
1
1− x
2
Q−1Qti
x2iQtQ−1
∫
[drQ−1]e−SQ−1 (2.72)
SQ−1 =
16pi2N
λ
x2Q−1Q
tQ−1tQ
rQ−1 −N log [1 + 4rQ−1] (2.73)
To get the large N answer we will do the integral over rQ−1 using a saddle point evalua-
tion3. The saddle point is at
r∗Q−1 =
1
4
[
λ
4pi2
tQ−1tQ
x2Q−1Q
− 1
]
(2.74)
Evaluating e−SQ−1 at its saddle point we have
IQ ≈
Q−2∏
i=1
1
1− x
2
Q−1Qti
x2iQtQ−1
e−SQ−1(r
∗
Q−1) =
Q−2∏
i=1
1
1− x
2
Q−1Qti
x2iQtQ−1
e−N
(
λ
4pi2
tQ−1tQ
x2Q−1Q
)N
e
4pi2N
λ
x2Q−1Q
tQ−1tQ
(2.75)
3It is also simple to perform this integral exactly.
12
Performing manipulations just like we did for the two point function leads to
IQ ≈
∑
J
Q−2∏
i=1
1
1− x
2
Q−1Qti
x2iQtQ−1
e−J
(
λ
4pi2
tQ−1tQ
x2Q−1Q
)J
(2.76)
Expanding this answer in a power series in the ti, we find complete agreement with (2.62)
showing that we reproduce the correct large N values of any extremal correlator.
It is also instructive to consider examples with a non-trivial single trace operator
included in the correlator. Towards this end consider the correlation function
〈χ†
(1K)
(x1)χ(1K−J )(x2)Tr(Z
J)(0)〉 = (−1)J−1 N !
(N −K)!
(
g2YM
4pi2
)K
1
x2K−2J12
1
x2J1
(2.77)
The single trace operator is automatically normal ordered because the contraction of
Z with itself vanishes. This is the exact result - we will obtain the leading large N
approximation to this answer, which reads
〈χ†
(1K)
(x1)χ(1K−J )(x2)Tr(Z
J)(0)〉 = (−1)J−1NKe−K
(
g2YM
4pi2
)K
1
x2K−2J12
1
x2J1
(2.78)
The spatial dependence is easily understood: Zs must be contracted with Z†s. Thus all
the fields at x2 must be contracted with fields with fields at x1, and all the fields at 0
must be contracted with fields at x1. Using the effective field theory description we find
N∑
i1,i2
ti11 t
i2
2
〈
χ(1i1 )(x1)χ(1i2 )(x2)O(0)
〉
=
∫
[dρ]e
8pi2N
λ
Tr(ρ2)+NTr log
[
δJK−2
√
t1t2
x212
ρKJ
]
〈O(SI(0))〉χ
=
N∑
L=0
(
g2YM t1t2
4pi2x212
)L
NLe−L〈O(SI(0))〉χ (2.79)
where O(0) = Tr(ZJ)(0). Recall that 〈O(SI(x))〉χ is defined by Wick contracting all
pairs of χ, χ¯ fields according to Wick’s theorem, with the basic contraction given by
〈χ¯aJχKb〉 = −δabM−1JK (2.80)
where
MJK = δJK − 2
√
t1t2
x212
ρJK ⇒ M−1 = 4pi
2x212
λt1t2
 1 2√ t1t2x212 ρ
−2
√
t1t2
x212
ρ∗ 1
 (2.81)
To obtain this result we have used the large N equation
|ρ|2 = λ
16pi2
− |x12|
2
4t1t2
(2.82)
Using the explicit form O = Tr (ZJ), after integrating over φI so that φs become Ss (as
above), we have
O =
(
g2YM
4pi2
)J
tJ1
χ¯jJ1 χ1j1χ¯
j1
1 χ1j2 · · · χ¯jJ−11 χ1jJ
|x1|2J (2.83)
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Thus, at the leading order in N we have
〈O(SI(x))〉χ = −
(
λ
4pi2
)J
tJ1
((−M−1)11)J
|x1|2J = (−1)
J−1 1
tJ2
x2J12
xJ1
(2.84)
Thus, we find
N∑
i1,i2
ti11 t
i2
2
〈
χ(1i1 )(x1)χ(1i2 )(x2)O(x)
〉
=
N∑
L=0
(
g2YM t1t2
4pi2x212
)L
NLe−L(−1)J−1 1
tJ2
x2J12
x2J1
(2.85)
Selecting the term with L = K we find(
g2YM t1t2
4pi2x212
)K
NLe−K(−1)J−1 1
tJ2
x2J12
xJ1
= (−1)J−1NKe−K
(
g2YM
4pi2
)K
1
x2K−2J12
1
x2J1
(2.86)
which is the correct result. The contribution coming from 〈O(SI(x))〉χ was a single term.
This is not the generic case: in general we have multiple terms contributing. This feature
will be important when we discuss selection rules obeyed by the correlator, so it is helpful
to consider one more example in which multiple terms do indeed contribute. The example
we consider is the correlator
〈χ†
(1K)
(x1)χ(1K)(x2) : Tr(ZZ
†) : (0)〉 = K N !
(N −K)!
(
g2YM
4pi2
)K+1
1
x2K−212
1
x21
1
x22
(2.87)
so that now O(x) =: Tr(ZZ†) : (x). The contraction between Z and Z† is non-zero, so
the normal ordering above is needed, and it indicates that we should not contract the
fields within the trace. The above result is again exact. For this example, the effective
field theory computation involves both diagonal and off diagonal terms in M−1. We have
MZ = − λ
4pi2
(
1 + 4t1t2|ρ|
2
x212
) t1
x21
[
1 2
√
t1t2
x212
ρ
0 0
]
(2.88)
MZ† = −
λ
4pi2
(
1 + 4t1t2|ρ|
2
x212
) t2
x22
[
0 0
−2
√
t1t2
x212
ρ∗ 1
]
(2.89)
where we should evaluate the above solution on the large N saddle given in (2.54). It is
simple to find
〈O(SI(x))〉χ = −Tr(MZMZ†) =
λ
4pi2x212
x412
x21x
2
2
− 1
t1t2
x412
x21x
2
2
(2.90)
It now follows that
N∑
i1,i2
ti11 t
i2
2
〈
χ(1i1 )(x1)χ(1i2 )(x2)O(x)
〉
=
N∑
L=0
(
g2YM t1t2
4pi2x212
)L
N !
(N − L)!
(
λ
4pi2x212
x412
x21x
2
2
− 1
t1t2
x412
x21x
2
2
)
(2.91)
From the first term above, L = K contributes and for the second term L = K + 1
contributes. Summing these two terms we find(
g2YM
4pi2
)K+1
1
x2K−212
1
x21
1
x22
N !
(N −K)! (N − (N −K)) = K
(
g2YM
4pi2
)K+1
1
x2K−212
1
x21
1
x22
N !
(N −K)!
(2.92)
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which is indeed the exact result4. Notice that for the maximal giant (K = N) the second
term in (2.91) vanishes. Further, for any giant for which (N −K)/N → 0 as N →∞ it
is a subleading contribution at large N , so that the second term does not contribute at
the leading order in large N for giants which are nearly maximal.
2.4 Graph Duality
In this subsection we will explore the ρ description further. Specifically, we will explain
how the graphs of the ρ theory are related to the graphs of the original matrix model. In
[28] a close connection between Gopakumar’s “open-closed-open” duality[37] and the ρ
theory was pointed out. This implies that there is a one-to-one correspondence between
the graphs of the original matrix model and the graphs of the ρ theory. In this section
we are simply working some of these details out.
For simplicity, we will focus on Q = 2. The effective action is
Seff =
16pi2N
λ
|ρ|2 −N log
(
1 + 4
t1t2
|x12|2 |ρ|
2
)
=
16pi2N
λ
|ρ|2 −N 4t1t2
x212
|ρ|2 + N
2
(
4t1t2
x212
)2
|ρ|4 − N
3
(
4t1t2
x212
)3
|ρ|6 + · · ·
(2.93)
From this effective action we can see that the propagator for the ρ field is λ
16pi2N
. There are
also 2n point vertices with n = 1, 2, 3, .... Lets consider the simplest possible correlation
function: the two point function of two giant gravitons which each are constructed using
only 2 Zs. The relevant correlation function is
〈(Tr(Z)2 − Tr(Z2))(Tr(Z†)2 − Tr(Z† 2))〉 (2.94)
The graph duality exchanges edges with edges (so for each Z propagator there is a ρ
propagator) and it exchanges vertices and faces. Consider first 〈Tr(Z)2Tr(Z†)2〉. The
relevant ribbon graph with the ribbon colored in is given in Figure 1. Each single ribbon
has a single face (drawing the diagram on a sphere only cuts the sphere - it does not
split it into two) so the ρ Feynman diagram has two disconnected vertices. Here we are
making use of the fact that there is a one-to-one correspondence between the original
ribbon graphs and the new ρ Feynman diagrams.
Figure 1: The original ribbon graph is in black. The ρ graph is in red.
4The reader may be wondering how we managed to obtain the exact result. We have used the exact
expression from the ρ integration obtained earlier in this section. Thus, the only large N approximation
was in computing 〈O(SI(x))〉χ. This is exact because there are no subleading terms.
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The ρ diagram is shown in red. The value of the diagram is(
λ
16pi2N
)2(
N
4t1t2
x212
)2
=
(
λ
4pi2
)2
t21t
2
2
|x12|4 (2.95)
This is the leading contribution in the ribbon graph language - it would have been the
above expression multiplied by N2. The sign of the diagram is correct.
Now consider 〈Tr(Z2)Tr(Z†)2〉 or 〈Tr(Z)2Tr(Z† 2)〉. The relevant ribbon graph with
the ribbon colored in is given in Figure 2. The ribbon graph has a single face (again
drawing the diagram on a sphere only cuts the sphere - it does not split it into two) so
the ρ Feynman diagram again has one vertex.
Figure 2: The original ribbon graph is in black. The ρ graph is in red.
The ρ diagram is shown in red. The value of the diagram is
2
(
λ
16pi2N
)2(
−N
2
(
4t1t2
x212
)2)
= − 1
N
(
λ
4pi2
)2
t21t
2
2
|x12|4 (2.96)
This is a subleading contribution in the ribbon graph language - it is down by one factor
of N compared to the leading term, exactly as we see here. Note in addition that the
sign of this contribution has come out correctly.
Now consider 〈Tr(Z2)Tr(Z† 2)〉. The relevant ribbon graph with the ribbon colored in
is given in Figure 3. The ribbon graph has two faces (drawing the diagram on a sphere
cuts the sphere into two) so the ρ Feynman diagram has two vertices.
Figure 3: The original ribbon graph is in black. The ρ graph is in red.
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The ρ diagram is shown in red. The value of the diagram is(
λ
16pi2N
)2(
N
4t1t2
x212
)2
=
(
λ
4pi2
)2
t21t
2
2
|x12|4 (2.97)
The ribbon graph is a leading contribution so this is the correct N dependence. Also the
sign and exact form has come out correct.
3 Dual Giants
A dual giant graviton[11, 12] with momentum k is given by a Schur polynomial labeled
with a Young diagram that has a single row with k boxes. Denote a Young diagram that
has a single row with k boxes by (k). The Schur polynomial can be written as
χ(k)(Z) =
1
k!
∑
σ∈Sk
χ(k)(σ)Z
i1
iσ(1)
· · ·Zikiσ(k) (3.1)
where χ(k)(σ) is again a character of the symmetric group Sk. Lets write down a few
examples which will be useful below
χ (Z) = Tr(Z) (3.2)
χ (Z) =
1
2!
(
Tr(Z)2 + Tr(Z2)
)
(3.3)
χ (Z) =
1
3!
(
Tr(Z)3 + 3Tr(Z)Tr(Z2) + 2Tr(Z3)
)
(3.4)
3.1 Projectors
The sum (
P(k)
)I
J
=
1
k!
∑
σ∈Sk
χ(k)(σ)σ
I
J (3.5)
is again a projection operator, acting on V ⊗k.
(
P(k)
)I
J
projects onto the Λ = (k) com-
ponent in the direct sum decomposition (2.11). In terms of this projection operator, the
Schur polynomial can be written as
χ(k)(Z) = Tr(P(k)Z
⊗k) (3.6)
There is again an integral representation for the projector P(k), which will allow us
to further generalize the formulas written in [28]. The integral representation makes use
of zero dimensional complex vector variables with N components, ϕi, ϕ¯
j where i, j =
1, ..., N . Our normalization conventions are spelled out in∫
dN ϕ¯
∫
dNϕ e−ϕ¯
iϕi = 1 (3.7)
∫
dN ϕ¯
∫
dNϕ e−ϕ¯
iϕiϕ¯kϕl = δ
k
l (3.8)
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Using Wick’s theorem we have∫
dN ϕ¯
∫
dNϕ e−ϕ¯
iϕiϕ¯k1 · · · ϕ¯kqϕl1 · · ·ϕlq =
∑
σ∈Sq
σKL = k!(P(k))
K
L (3.9)
which provides the integral representation for the projector. Consequently, we have
Tr(P(k)Z) =
1
k!
∫
dN ϕ¯
∫
dNϕ e−ϕ¯
iϕi(ϕ¯iZji ϕj)
k (3.10)
Thus we can write the generating function for Schur polynomials with a single row as
∞∑
k=0
tkχ(k)(Z) =
∫
dN ϕ¯
∫
dNϕ e−ϕ¯
iϕi+tϕ¯
iZji ϕj (3.11)
An important point for us is that this is again an “action” that is quadratic in the fields
(here ϕ, ϕ¯) so we will be able to repeat much of the analysis we carried out for the giants.
Notice that after integrating over the ϕ fields we have
1
det(1− tZ) =
∞∑
k=0
tkχ(k)(Z) (3.12)
It is instructive to check this identity for the simple case that N = 2. A straight forwards
computation gives
1
(1− tz1)(1− tz2) = 1+t(z1+z2)+t
2(z21 +z1z2+z
2
2)+t
3(z31 +z
2
1z2+z1z
2
2 +z
3
2)+· · · (3.13)
To see that this is indeed correct, note that
χ (Z) = Tr(Z) = z1 + z2 (3.14)
χ (Z) =
1
2!
(
Tr(Z)2 + Tr(Z2)
)
=
1
2
(
(z1 + z2)
2 + (z21 + z
2
2)
)
= z21 + z1z2 + z
2
2 (3.15)
χ (Z) =
1
3!
(
Tr(Z)3 + 3Tr(Z)Tr(Z2) + 2Tr(Z3)
)
= z31 + z
2
1z2 + z1z
2
2 + z
3
2 (3.16)
3.2 Large N Effective Theory
We again consider the free theory. There are dual giant gravitons at position xA for
A = 1, 2, ..., Q. The dual giant graviton at xA corresponds to the Schur polynomial
χ(pA)(xA). Again, the Schur polynomial located at xA = (0, aA, 0, 0) is constructed using
the field Z(xA). In order to have a general discussion, we again consider a generating
function
∞∑
i1,i2,···iQ=1
ti11 t
i2
2 · · · tiQQ
〈
χ(i1)(x1)χ(i2)(x2) · · ·χ(iQ)(xQ)O
〉
=
∫
[dφI ]
∫ Q∏
K=1
[dϕ¯KdϕK ]e
− 1
g2
YM
∫
d4x(
∑6
I=1
1
2
Tr(∂µφI∂µφI)+g2YM
∑Q
K=1 δ(x−xK)ϕ¯iK(δji−tKZji )ϕKj)O(φI)
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(3.17)
where O is once more a general single trace operator and the measure is normalized as
above (see (2.31)). In what follows, O is again chosen normal ordered so contractions
of fields in O will vanish, as above. The integration over the (φI)ij field is a Gaussian
integral which is easily performed to find
−
∫
d4x
(
1
2
Tr(∂µφ
I∂µφI) + g2YM
Q∑
K=1
δ(x− xK)ϕ¯iK(δji − tKZji )ϕKj
)
=
∫
d4x
(
1
2
Tr
[
(φI − SI)∂µ∂µ(φI − SI)− SI∂µ∂µSI
]− g2YM Q∑
K=1
δ(x− xK)ϕ¯iKϕKi
)
(3.18)
where
(SI(x))ij =
g2YM
4pi2
Q∑
K=1
tKYIKϕ¯iKϕKj
|x− xK |2 (3.19)
Changing integration variables φI → φ˜I = φI − SI we find
∞∑
i1,i2,···iQ=1
ti11 t
i2
2 · · · tiQQ
〈
χ(i1)(x1)χ(i2)(x2) · · ·χ(iQ)(xQ)O(x)
〉
=
∫
[dφ˜I ]e
− 1
g2
YM
∫
d4x
∑6
I=1
1
2
Tr(∂µφ˜I∂µφ˜I)
∫ Q∏
K=1
[dϕ¯KdϕK ]
e
g2YM
8pi2
∑Q
K 6=J=1
tKtJ
~YK ·~YJ
x2
KJ
ϕ¯aKϕJaϕ¯
b
JϕKb−
∑K
K=1 ϕ¯
a
KϕKaO(φ˜I(x) + SI(x)) (3.20)
The integral over φ˜I will again Wick contract the φ˜Is appearing in O and, again, since
O is built normal ordered, these contributions vanish. Hence
∞∑
i1,i2,···iQ=1
ti11 t
i2
2 · · · tiQQ
〈
χ(i1)(x1)χ(i2)(x2) · · ·χ(iQ)(xQ)O(x)
〉
=
∫
[dφ˜I ]
∫ Q∏
K=1
[dϕ¯KdϕK ]e
− 1
g2
YM
∫
d4x
∑6
I=1
1
2
Tr(∂µφ˜I∂µφ˜I)
×e
g2YM
8pi2
∑Q
K 6=J=1
tKtJ
~YK ·~YJ
x2
KJ
ϕ¯aKϕJaϕ¯
b
JϕKb−
∑Q
K=1 ϕ¯
a
KϕKaO(SI(x))
=
∫ Q∏
K=1
[dϕ¯KdϕK ]e
g2YM
8pi2
∑Q
K 6=J=1
tJ tK
~YK ·~YJ
x2
KJ
ϕ¯aKϕJaϕ¯
b
JϕKb−
∑Q
K=1 ϕ¯
a
KϕKaO(SI(x))
(3.21)
In this last expression the integral does not converge. How do we understand this ex-
pression? We should expand the integral in a power series in the tk’s, choose a coefficient
of some monomial in the tk’s and then do the integral. For helpful background, see [39].
The last step in the construction of the effective action entails performing the H-S trans-
formation, which rewrites the quartic ϕ interaction as a quadratic interaction with an
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auxiliary bosonic field. After the H-S transformation we have
∞∑
i1,i2,···iQ=1
ti11 t
i2
2 · · · tiQQ
〈
χ(i1)(x1)χ(i2)(x2) · · ·χ(iQ)(xQ)O(x)
〉
=
∫
[dρ]
∫ Q∏
K=1
[dϕ¯KdϕK ]e
− 8pi2
g2
YM
Tr(ρ2)−2∑QK 6=J=1√ tKtJ ~YK ·~YJx2
KJ
ρKJ ϕ¯
a
KϕJa−
∑Q
K=1 ϕ¯
a
KϕKaO(SI(x))
(3.22)
where ρ is a Q × Q hermitian matrix variable with vanishing diagonal elements. The
integral over the ϕ, ϕ¯ variables is now simple and leads to
∞∑
i1,i2,···iQ=1
ti11 t
i2
2 · · · tiQQ
〈
χ(i1)(x1)χ(i2)(x2) · · ·χ(iQ)(xQ)O(x)
〉
=
∫
[dρ]e
− 8pi2N
λ
Tr(ρ2)−NTr log
[
δKJ+2
∑Q
K 6=J=1
√
tJ tK
~YK ·~YJ
x2
KJ
ρKJ
]
〈O(SI(x))〉ϕ (3.23)
and where 〈OI(SI(x))〉ϕ is defined by Wick contracting all pairs of ϕ, ϕ¯ fields according
to Wick’s theorem, with the basic contraction given by
〈ϕ¯aJϕKb〉 = δabM−1JK (3.24)
where
MJK = δJK + 2
√
tJtK ~YJ · ~YK
x2JK
ρJK (3.25)
Notice that the ϕ, ϕ¯ fields transform as vectors under U(N). We can now repeat the
discussion we carried out above: the large N limit of vector models is always given by
contracting the pairs of fields that share the same color index. Since O is a single trace
operator, it is a sum of terms of the form
O = Tr (φI1φI2φI3 · · ·φIJ) (3.26)
After integrating over φI the φs become Ss
O = Tr (SI1SI2 · · ·SIJ)
=
(
g2YM
4pi2
)J Q∑
K1,··· ,KJ=1
tK1 · · · tKJYI1K1 · · · YIJKJ
ϕ¯jJK1ϕK1j1ϕ¯
j1
K2
ϕK2j2 · · · ϕ¯jJ−1KJ ϕKJ jJ
|x− xK1|2 |x− xK2|2 · · · |x− xKJ |2
(3.27)
Thus, at the leading order in the large N expansion we have
〈O(SI(x))〉ϕ =
(
λ
4pi2
)J Q∑
K1,··· ,KJ=1
tK1 · · · tKJYI1K1 · · · YIJKJ
×(M
−1)K1K2(M
−1)K2K3 · · · (M−1)KJK1
|x− xK1|2 |x− xK2|2 · · · |x− xKJ |2
(3.28)
20
If we now define
ΦI(x) ≡ λ
4pi2
diag
(
t1YI1
|x− x1|2 ,
t2YI2
|x− x2|2 , · · · ,
tQYIQ
|x− xQ|2
)
(M−1) (3.29)
we have
〈O(SI(x))〉ϕ = TrQ(ΦI1(x)ΦI2(x) · · ·ΦIJ (x)) (3.30)
It is again possible to rewrite this as an overlap between a matrix product state
|Φ〉 =
6∑
I1,I2,···IJ=1
TrQ(Φ
I1(x)ΦI2(x) · · ·ΦIJ (x))|φI1 · · ·φIJ 〉 (3.31)
and a state corresponding to O
|O〉 = |φI1 · · ·φIJ 〉 (3.32)
as
〈O(SI(x))〉ϕ = 〈Φ|O〉 (3.33)
We will see that this is again a useful change in notation.
3.3 Simple tests
The simplest test we can consider is a two point function of dual giant gravitons. This
case corresponds to O = 1 and K = 2. The exact answer for the correlators we are
considering is
〈χ(J)(x1)χ†(J)(x2)〉 =
(N + J − 1)!
(N − 1)!
(
g2YM
4pi2
)J
1
|x1 − x2|2J (3.34)
where J is order N . We would like to show that this answer can be reproduced using the
effective theory. The effective theory computation entails evaluating
∞∑
i1,i2=1
ti11 t
i2
2
〈
χ(i1)(x1)χ(i2)(x2)
〉
=
∫
[dρ]e
− 8pi2N
λ
Tr(ρ2)−NTr log
[
δKJ +2
√
t1t2
x212
ρKJ
]
(3.35)
Since ρ is hermitian with vanishing diagonal elements we have
ρ =
[
0 ρ∗
ρ 0
]
(3.36)
Plugging this into the “effective action” we get
Seff =
16pi2N
λ
|ρ|2 +N log
[
1− 4t1t2
x212
|ρ|2
]
(3.37)
Thus, the integral we need to perform is
∞∑
i1,i2=1
ti11 t
i2
2
〈
χ(i1)(x1)χ(i2)(x2)
〉
=
∫
[dρ]
e−
16pi2N
λ
|ρ|2
(1− 4 t1t2
x212
|ρ|2)N (3.38)
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Now, as we explained above, because we are dealing with a formal expression, we should
expand the integrand and pick up a specific coefficient of a (t1t2)
n monomial. Only after
doing this should we do the integral. The formula we need is(
1
1− x
)N
=
∞∑
J=0
(N + J − 1)!
(N − 1)!J ! x
J (3.39)
It is now simple to find
∞∑
i1,i2=1
ti11 t
i2
2
〈
χ(i1)(x1)χ(i2)(x2)
〉
=
∞∑
J=0
(
4
t1t2
x212
)J
(N + J − 1)!
(N − 1)!J !
∫
[dρ]e−
16pi2N
λ
|ρ|2|ρ|2J
(3.40)
After a suitable change of variables the above integral can be expressed in terms of the
Γ function. The result is
∞∑
i1,i2=1
ti11 t
i2
2
〈
χ(i1)(x1)χ(i2)(x2)
〉
=
∞∑
J=0
(t1t2)
J (N + J − 1)!
(N − 1)!
(
g2YM
4pi2
)J
1
|x1 − x2|2J (3.41)
There are obvious generalizations of this check that we will not pursue here.
3.4 Graph Duality
Our goal in this subsection is to show that the graph duality that underlies the ρ theory
derived for the giant graviton correlation functions also plays a role for ρ theory derived
for the dual giant graviton correlation functions. We will do this by again studying the
graphs of the ρ theory and understanding how they are related to the graphs of the
original matrix model.
For simplicity, again consider Q = 2. The effective action for the dual giant gravitons
is
Seff =
16pi2N
λ
|ρ|2 +N log
(
1− 4 t1t2|x12|2 |ρ|
2
)
=
16pi2N
λ
|ρ|2 −N 4t1t2
x212
|ρ|2 − N
2
(
4t1t2
x212
)2
|ρ|4 − N
3
(
4t1t2
x212
)3
|ρ|6 + · · ·(3.42)
From this effective action we can see that the propagator for the ρ field is λ
16pi2N
which is
exactly what we had for the giants. There are also 2n point vertices with n = 1, 2, 3, ....
The most important difference as compared to the giant graviton effective theory is that
all interaction vertices here are positive. This is exactly what must happen: recall the
form of the Schur polynomials
χ (Z) =
1
3!
(
Tr(Z)3 − 3Tr(Z)Tr(Z2) + 2Tr(Z3))
χ (Z) =
1
3!
(
Tr(Z)3 + 3Tr(Z)Tr(Z2) + 2Tr(Z3)
)
(3.43)
To compute a giant graviton correlator we will have both positive and negative signs
- and this is coded in detail to the signs of vertices of the ρ theory of the giants. There
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are positive and negative signs because the character appearing in the Schur polynomial
can be both positive and negative. To compute a dual giant graviton correlator we will
have only positive signs - and this is coded into the positivity of all vertices of the ρ
theory of the dual giants. Only positive signs appear because the character appearing
in the Schur polynomial is always equal to 1. In Figure 4 we show the types of ribbon
graphs and the corresponding ρ graphs that contribute for n = 3 boxes. The detailed
expressions for the two different diagrams agree perfectly. The N dependence depends
on the number of vertices and propagators (each vertex gives an N and each propagator
a 1/N). The coefficient depends in detail on things like symmetry factors, which all work
out correctly. This again establishes a duality at the levels of graphs: there is one ρ graph
for each ribbon graph.
Figure 4: Ribbon graphs (in black) and ρ graphs (in red) for n = 3 fields.
4 Correlation functions of two giant gravitons and a
single trace operator
In this section we will reconsider the computation of correlation functions of two giant
gravitons and a single unprotected single trace operator. We will consider a single trace
operator that belongs to the SU(2) sector. Our main goal is to test if the selection rules
present for maximal giant gravitons are respected by correlators involving sub-maximal
giants. We find that the selection rules are respected only for the maximal giants and
operators close to the maximal giants.
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Our starting point is the formula
〈O(SI(x))〉χ = −TrQ(ΦI1(x)ΦI2(x) · · ·ΦIJ (x)) (4.1)
We consider Q = 2 giants, located at x1 and x2. The first one is constructed using the
matrix
Z(xµ) = Z(xµ) + Z†(xµ) + Y (xµ)− Y †(xµ) (4.2)
and the second one is constructed using its hermitian conjugate. We build our single
trace operator O using only Z and Y fields. The two point functions we are using have
the standard normalization
〈Zij(x)(Z†)kl (y)〉 =
g2YM
4pi2
1
|x− y|2 δ
i
lδ
k
j = 〈Y ij (x)(Y †)kl (y)〉 (4.3)
We will consider the case that our operator O is located at xµ0 = (0, 0, 0, 0) so that
〈Zij(x0)Zkl (y)〉 = 〈Zij(x0)(Z†)kl (y)〉 =
g2YM
4pi2
1
|y|2 δ
i
lδ
k
j (4.4)
〈Y ij (x0)Zkl (y)〉 = −〈Y ij (x0)(Z†)kl (y)〉 = −
g2YM
4pi2
1
|y|2 δ
i
lδ
k
j (4.5)
For an operator O = Tr(Zn1Y n2Zn3 · · · ) we have
〈O〉χ = −TrQ(Mn1Z Mn2Y Mn3Z · · · ) (4.6)
where
MZ = −
[
t1
x21
0
0 t2
x22
]
λ
4pi2
M−1 (4.7)
MY =
[−t1
x21
0
0 t2
x22
]
λ
4pi2
M−1 (4.8)
M−1 =
1
1 + 32 t1t2
x212
|ρ|2
 1 4√2t1t2x212 ρ
−4
√
2t1t2
x212
ρ∗ 1
 (4.9)
Based on experience with the planar limit we only expect integrability at large N , so we
will test the selection rules at large N . Thus, we will use these expressions at the saddle
point where
|ρ|2 = λ
16pi2
− x
2
12
32t1t2
(4.10)
Imagine that we are computing a correlation function of the form〈
χ(1K)(Z(x1))χ(1K)(Z†(x2))O(0)
〉
(4.11)
The single trace operator is a trace of a product of L fields with L even. Since there are
no self contractions allowed, this operator has a definite spatial dependence〈
χ(1K)(Z(x1))χ(1K)(Z†(x2))O(0)
〉 ∝ 1
xL1
1
xL2
1
x2K−L12
(4.12)
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This spatial dependence must be reproduced by the generating function
N∑
i1,i2
ti11 t
i2
2
〈
χ(1i1 )(Z(x1))χ(1i2 )(Z†(x2))O(0)
〉
=
N∑
R=0
e−R
(
t1t2λ
4pi2
)R
〈O〉χ (4.13)
Now, it is clear that 〈O〉χ is a function of t1x21 ,
t2
x22
and
x212
t1t2
. To obtain the correct spatial
dependence, we need to pick the monomial of the form(
t1
x21
)L
2
(
t2
x22
)L
2
(
x212
t1t2
)Q
(4.14)
from 〈O〉χ, and the term with R = K − L2 + Q from the sum. We have two constraints:
we must have 0 ≤ R ≤ N and by explicitly expanding 〈O〉χ we find that Q ≥ L2 . We can
easily find the coefficient of the term with Q = L
2
Tr(Mn1Z MYM
n2−n1
Z MY · · · ) =
(
λ
32pi4
)L
2 xL12
xL1 x
L
2
Tr(σn12 σ1σ
n2−n1
2 σ1 · · · ) (4.15)
The importance of this term follows because in certain circumstances, it is the only term
that contributes. Indeed, for the maximal giant which has K = N we have R = N−L
2
+Q.
The inequalities given above become N − L
2
+ Q ≤ N and Q ≥ L
2
which in fact implies
that Q = L
2
. When K < N extra terms will contribute, weighted with powers of N−K
N
.
When K is close to N so that we are very close to the maximal giant, this factor goes to
zero at large N so that only the term with Q = L
2
needs to be included. In these cases,
(4.15) together with the results of [33] immediately imply that the selection rules of [28]
are respected, suggesting that integrability is present. However, as soon as N−K
N
is of
order 1, the extra terms will contribute. We have verified numerically that in this case
the selection rules are not obeyed, strongly suggesting that sub-maximal giant graviton
correlators do not enjoy integrability.
In conclusion, our results suggest that the maximal and close to maximal giants lead
to an integrable problem, but sub-maximal giants don’t.
5 Correlation functions of two dual giant gravitons
and a single trace operator
We now consider the correlation functions in the dual giant graviton case. Following the
discussion for giant gravitons, we consider Q = 2 dual giant gravitons located at x1 and
x2 respectively and built using the matrix (4.2). The two-point correlation functions are
as above so that, for an operator O = Tr(Zn1Y n2Zn3 · · · ) we again have
〈O〉χ = TrQ(Mn1Z Mn2Y Mn3Z · · · ) (5.1)
where
MZ = −
[
t1
x21
0
0 t2
x22
]
λ
4pi2
M−1 (5.2)
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MY =
[−t1
x21
0
0 t2
x22
]
λ
4pi2
M−1 (5.3)
with the only change being the form of the matrix M . This difference is a result of the
fact that ρ is now a hermitian matrix. We have
M =
 1 4√2t1t2x212 ρ
4
√
2t1t2
x212
ρ∗ 1
 (5.4)
M−1 =
1
1− 32 t1t2
x212
|ρ|2
 1 −4√2t1t2x212 ρ
−4
√
2t1t2
x212
ρ∗ 1
 . (5.5)
Using these results we again find that once again there are a number of terms from
the expansion of 〈O〉χ that contribute. The term that respects the selection rules never
dominates over the terms that spoil it, so that for dual giants integrability does not appear
to be present. This difference between giant gravitons and dual giant gravitons can be
traced back to the fact that there is a maximum size for the giant gravitons, whereas the
dual giant gravitons can be arbitrarily large.
It is interesting to note that the dynamics of an open string attached to a maximal
giant graviton is integrable [40]. For open strings attached to giant gravitons that are
almost maximal, the dynamics is integrable at the leading order in the large N expan-
sion. Open strings attached to either less than maximal giant gravitons or to dual giant
gravitons do not lead to integrable dynamics [41].
6 Bound states of Giants and of dual giants
Giant gravitons correspond to Schur polynomials labeled with Young diagrams that have
a single column. Dual giant gravitons correspond to Schur polynomials labeled with
Young diagrams that have a single row. In general, a Schur polynomial will be labeled by
a Young diagram that has multiple rows and columns. This operator is dual to a bound
state of giant gravitons and dual giant gravitons. There are formulas[42] that express
any general Schur polynomial as a linear combination of products of Schur polynomials
with a single column or as a linear combination of products of Schur polynomials with a
single row. Using these formulas, in this section, we develop formulas that are applicable
to these bound states.
The relevant formulas are nicely illustrated with a few examples. Consider the two
giant graviton bound state given by
χ (6.1)
Both columns should be of order N - this example is just to illustrate the idea. We can
separate the above giant graviton bound state into “two pieces” by separating the two
columns, namely
χ χ (6.2)
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Use these operators as the diagonals of a matrix, ordered so that the length of the column
does not increase down the diagonal. To populate the complete matrix, start from the
diagonal element and add a box when you move right and remove a box when you move
left. The original Schur polynomial is given by the determinant of this matrix. For our
example
χ = det

χ χ
χ χ
 = χ χ − χ χ (6.3)
This is easy to verify using the products
χ χ = χ + χ + χ (6.4)
χ χ = χ + χ (6.5)
Here is a slightly more complicated example
χ = det

χ χ χ
χ χ χ
0 1 χ

(6.6)
There is an equally easy rule for the Schur polynomials corresponding to dual giant
gravitons. Here is an example
χ = det
[
χ χ
χ χ
]
(6.7)
Using these rules we are able to generalize our results to bound states of giant gravitons
and dual giant gravitons. Using equation (2.20), we can express a Schur polynomial dual
to a giant graviton as
χ(1p) =
1
p!
(
− d
dt
)p ∫
dχ¯N · · · dχ¯1
∫
dχ1 · · · dχN e−tχ¯iZji χj−χ¯iχi
∣∣∣∣∣
t=0
(6.8)
For convenience, we define the derivative operator
∂
(p)
t ≡
1
p!
(
− d
dt
)p ∣∣∣∣∣
t=0
(6.9)
so that (6.8) can be rewritten as
χ(1p) (Z) = ∂
(p)
t
∫
dχ¯N · · · dχ¯1
∫
dχ1 · · · dχN e−tχ¯iZji χj−χ¯iχi (6.10)
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For a bound state of giant gravitons, given by a Schur polynomial labeled by Young
diagram R with column lengths c1 ≥ c2 ≥ · · · ≥ cW , we define a W ×W matrix D(R)(D(R))
KL
= ∂
(cK+L−K)
tK
1 ≤ K,L ≤ W (6.11)
The Schur polynomial is given by
χR (Z) = det
(D(R)) ∫ W∏
K=1
[dχ¯KdχK ] e
−tK χ¯iKZji χKj−χ¯iKχKi (6.12)
In analogy to the bound state of giant gravitons, from (3.10), we can express a dual
giant graviton as
χ(k) = ∂¯
(k)
t
∫
dN ϕ¯
∫
dNϕ e−ϕ¯
iϕi+tϕ¯
iZji ϕj (6.13)
where the derivative operator
∂¯
(k)
t =
1
k!
(
d
dt
)k ∣∣∣
t=0
(6.14)
takes the k-th order derivative with respect to t and evaluates the result at t = 0.
For a bound state of dual giants, labeled by Young diagram R with row lengths
r1 ≥ r2 ≥ · · · ≥ rH , define a H ×H matrix D¯(R) as(D¯(R))
KL
= ∂¯
(rK+L−K)
tK
1 ≤ K,L ≤ H (6.15)
The bound state of dual giants is given by
χR (Z) = det
(D¯(R)) ∫ H∏
K=1
[dϕ¯KdϕK ] e
−ϕ¯iKϕKi+tK ϕ¯iKZji ϕKj (6.16)
Before leaving this section, we describe another approach to the bound state descrip-
tion which maybe a simpler description in some settings. To motivate the discussion,
consider the bound state of giants as (6.3). As we have explained above, using the gener-
ating function of previous sections, we need to extract the coefficient of t51t
2
2 for the first
term and t61t2 for the second term. This is cumbersome in practice and can be avoided
as we now explain. To combine the two terms, multiply the generating function with a
factor
1− t2
t1
= det
[
1 t−11
t2 1
]
. (6.17)
With above factor, the coefficient of t51t
2
2 term of the generating function represents the
bound state ((6.3)). The generalization to bound states of W giants is obvious. The
additional factor is now the determinant of a W ×W matrix
VW =

1 t−11 t
−2
1 · · · t−W+11
t2 1 t
−1
2 · · · t−W+22
t23 t3 1 · · ·
...
...
...
...
. . .
...
tW−1W t
W−2
W t
W−3
W · · · 1
 , (6.18)
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which can also be expressed as the product of a diagonal matrix with the Vandermonde
matrix
VW =

1
t2
t23
. . .
tW−1W


1 t−11 t
−2
1 · · · t−W+11
1 t−12 t
−2
2 · · · t−W+12
1 t−13 t
−2
3 · · ·
...
...
...
...
. . .
...
1 t−1W t
−2
W · · · t−W+1W
 . (6.19)
The determinant is therefore
det (VW ) =
(
W∏
i=1
ti−1i
) ∏
1≤i<j≤W
(
t−1j − t−1i
)
=
∏
1≤i<j≤W
(
1− tj
ti
)
. (6.20)
The generating function of bound states of W giants is given by
∑
c1,c2,···cW≤N
tc11 t
c2
2 · · · tcWW χ(1c11c2 ···1cW ) (Z) = det (VW )
∫ W∏
K=1
[dχ¯KdχK ] e
−tK χ¯iKZji χKj−χ¯iKχKi .
(6.21)
A remark on the use of (6.21) is in order. A well-define bound state is associated
with a Young diagram, whose column lengths satisfy N ≥ c1 ≥ c2 ≥ · · · ≥ cW . On
the r.h.s of (6.21), we do not have a convenient way to impose this constraint. Therefore
(6.21) contains many terms do not correspond to well-defined bound states, that is, terms
that do not satisfy c1 ≥ c2 ≥ · · · ≥ cW . Thus, when performing concrete computation
with this generating function, some care needs to be taken when extracting terms that
correspond to well-defined bound states.
Similarly, for bound states of H dual giants, we have
∑
r1,r2,...rH≥1
tr11 t
r2
2 · · · trHH χ(r1,r2,...,rH) (Z) = det (VH)
∫ H∏
K=1
[dϕ¯KdϕK ] e
−ϕ¯iKϕKi+tK ϕ¯iKZji ϕKj ,
(6.22)
where the matrix VH has the same form as (6.18)
VH =

1 t−11 t
−2
1 · · · t−H+11
t2 1 t
−1
2 · · · t−H+22
t23 t3 1 · · ·
...
...
...
...
. . .
...
tH−1H t
H−2
H t
H−3
H · · · 1
 . (6.23)
To distinguish these two approaches in what follows, we refer to the first as the
derivative approach and to the second as the polynomial approach.
6.1 Large N Effective Theory: Giant Bound States
In this section we will follow the derivative approach. Consider a three-point function
〈χR1 (Z1)χR2 (Z2)O〉, where O is a normal ordered single trace operator. The Young
diagram R1 has W1 columns with lengths c1 ≥ c2 ≥ · · · ≥ cW1 and the Young diagram R2
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has W2 columns with lengths cW1+1 ≥ cW1+2 ≥ · · · ≥ cW , where W = W1 +W2. Without
loss of generality, assume W1 ≥ W2. Use t1, t2, · · · , tW1 for the variables of the generating
function used in the construction of χR1 (Z1), where tK is the variable for the K-th giant
of the bound state. Similarly, tW1+1, . . . , tW are variables of the generating function for
χR2 (Z2) and tW1+K is for the K-th giant of the bound state. Denote D(R1) the derivative
operator acting on variables of χR1 (Z1) and D(R2) acting on those of χR2 (Z2).
With these conventions, we write
〈χR1 (Z1)χR2 (Z2)O〉 = det
(D(R1)) det (D(R2)) ∫ [dφI] W∏
K=1
[dχ¯KdχK ]
e
− 1
g2
YM
∫
d4x
[
1
2
Tr(∂µφI∂µφI)+g2YM
∑W
K=1 δ(x−xdK/W1e)χ¯iK
(
δji+tK(ZdK/W1e)
j
i
)
χKi
]
O (φI) (6.24)
where d·e is the ceiling function so that
ZdK/W1e =
{
Z1 1 ≤ K ≤ W1
Z2 W1 + 1 ≤ K ≤ W
, (6.25)
and the measure of φI is normalized as in (2.31). Following the analysis developed above,
complete the square to obtain
−
∫
d4x
[
1
2
Tr
(
∂µφ
I∂µφI
)
+ g2YM
W∑
K=1
δ(x− xdK/W1e)χ¯iK
(
δji + tK
(ZdK/W1e)ji)χKj
]
=
∫
d4x
[
1
2
Tr
[
∂µ
(
φI − SI) ∂µ (φI − SI)− SI∂µ∂µSI]− g2YM W∑
K=1
δ(x− xdK/W1e)χ¯iKχKi
]
(6.26)
where
(
SI (x)
)i
j
= −g
2
YM
4pi2
[
W1∑
K=1
tK (Y1)IK χ¯iKχKj
|x− xK | +
W∑
K=W1+1
tK (Y2)IK χ¯iKχKj
|x− xK |
]
(6.27)
Integrating over the φI fields and performing the HS transformation, we arrive at
〈χR1 (Z1)χR2 (Z2)O〉 = det
(D(R1)) det (D(R2))∫
[dρ]
∫ 2W∏
K=1
[dχ¯KdχK ] e
8pi2
g2
YM
Trρ2+2
∑′
K,J
√
tKtJ
~Y1·~Y2
x212
ρKJ χ¯
a
KχJa−
∑W
K=1 χ¯
a
KχKaO (SI) (6.28)
where Σ′K,J sums over the indices obeying dK/W1e 6= dJ/W1e. The anti-Hermitian matrix
variable ρ takes the form
ρ =
(
0 A
−A† 0
)
, A =

A11 A12 · · · A1W2
A21 A22 · · · A2W2
...
...
...
...
AW11 AW12 · · · AW1W2
 (6.29)
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where A is a W1 ×W2 complex matrix. Integrate over the fermion fields to find
〈χR1 (Z1)χR2 (Z2)O〉
= det
(D(R1)) det (D(R2)) ∫ [dρ]∫ e 8pi2g2YM Trρ2+NTr ln[δJK−2√ tKtJ ~Y1·~Y2x212 ρKJ] 〈O (SI)〉
χ
(6.30)
where
〈OI (SI)〉
χ
is defined by Wick contracting all pairs of χ, χ¯ according to Wick’s
theorem with the basic contraction given by
〈χ¯aJχKb〉 = δabM−1JK M−1JK = δJK − 2
√
tKtJ ~Y1 · ~Y2
x212
ρKJ (6.31)
We can also express integral in (6.30) in terms of the matrix A defined in (6.29).
Towards this end define the diagonal matrices
V1 = diag
(√
t1, . . . ,
√
tW1
)
V2 = diag
(√
tW1+1, . . . ,
√
tW
)
(6.32)
so that the matrix M can be written as
M =
 IW1 2√ ~Y1·~Y2x212 V1AV2
−2
√
~Y1·~Y2
x212
V2A
†V1 IW2
 (6.33)
where IW1 is a W1 ×W1 identity matrix. Its determinant is given by
detM = det
(
IW1 + 4
~Y1 · ~Y2
x212
V1AV2V2A
†V1
)
≡ detM1 (6.34)
where we have used the identity
det
(
A B
C D
)
= det (D) det
(
A−BD−1C) (6.35)
The equation (6.30) can be written as
〈χR1 (Z1)χR2 (Z2)O〉 = det
(D(R1)) det (D(R2)) ∫ [dA]∫ e− 16pi2g2YM TrA†A+NTr lnM1 〈O (SI)〉
χ
(6.36)
with the measure normalized as follows∫
[dA]
∫
e
− 16pi2
g2
YM
TrA†A
= 1 (6.37)
Using the identity(
A B
C D
)−1
=
(
(A−BD−1C)−1 − (A−BD−1C)−1BD−1
−D−1C (A−BD−1C)−1 D−1 +D−1C (A−BD−1C)−1BD−1
)
(6.38)
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we can also express M−1 in terms of M1
M−1 =
 M−11 −2√ ~Y1·~Y2x212 M−11 V1AV2
2
√
~Y1·~Y2
x212
V2A
†V1M−11 IW2 − 4 ~Y1·~Y2x212 V2A
†V1M−11 V1AV2
 . (6.39)
We have verified that the formulas of this section can be used to reproduce the result
for the two-point function of Schur polynomials with two columns. The exact result is
known 〈
χ(1J11J2 ) (Z)χ(1J11J2 )
(
Z†
)〉
=
N !
(N − J1)!
(N + 1)!
(N + 1− J2)!δJ1,J3δJ2,J4 . (6.40)
Our generating function agrees perfectly with this result. Since there are many details
and these results are not crucial for the arguments that follow, we have collected them
in Appendix A.
6.2 Large N Effective Theory: Dual Giant Bound States
In this section we will again follow the derivative approach. For bound states of dual
giants, again consider a three-point function 〈χR1 (Z1)χR2 (Z2)O〉, where O is a normal
ordered single trace operator. The Young diagram R1 has H1 columns with row lengths
r1 ≥ r2 ≥ · · · ≥ cH1 and the Young diagram R2 has H2 rows with row lengths rH1+1 ≥
cH1+2 ≥ · · · ≥ cH , where H = H1 + H2. Without loss of generality assume H1 ≥ H2.
Use t1, t2, · · · , tH1 for the variables of the generating function for χR1 (Z1), where tK is
the variable for the K-th dual giant of the bound state. Similarly, tH1+1, . . . , tH are
variables of the generating function for χR2 (Z2) and tH1+K is for the K-th dual giant of
the bound state. Denote the derivative operator acting on the variables of χR1 (Z1) by
D¯(R1). Similarly D¯(R2) acts on the variables of χR2 (Z2).
We can write
〈χR1 (Z1)χR2 (Z2)O〉 = det
(D¯(R1)) det (D¯(R2)) ∫ [dφI] H∏
K=1
[dϕ¯KdϕK ]
e
− 1
g2
YM
∫
d4x
[
1
2
Tr(∂µφI∂µφI)+g2YM
∑W
K=1 δ(x−xdK/H1e)ϕ¯iK
(
δji−tK(ZdK/H1e)
j
i
)
ϕKi
]
O (φI) (6.41)
where the measure [dφI ] is normalized as usual. After completing the square we find
−
∫
d4x
[
1
2
Tr
(
∂µφ
I∂µφI
)
+ g2YM
W∑
K=1
δ(x− xdK/H1e)ϕ¯iK
(
δji − tK
(ZdK/H1e)ji)ϕKj
]
=
∫
d4x
[
1
2
Tr
[
∂µ
(
φI − SI) ∂µ (φI − SI)− SI∂µ∂µSI]− g2YM H∑
K=1
δ(x− xdK/H1e)ϕ¯iKϕKi
]
(6.42)
where
(
SI (x)
)i
j
=
g2YM
4pi2
[
H1∑
K=1
tK (Y1)IK ϕ¯iKϕKj
|x− x1|2
+
H∑
K=H1+1
tK (Y2)IK ϕ¯iKϕKj
|x− x2|2
]
(6.43)
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Integrating over the φI fields and performing a H-S transformation, we find
〈χR1 (Z1)χR2 (Z2)O〉 = det
(D¯(R1)) det (D¯(R2))∫
[dρ]
∫ H∏
K=1
[dϕ¯KdϕK ] e
− 8pi2
g2
YM
Trρ2−2∑′K,J√ tKtJ ~Y1·~Y2x212 ρKJ ϕ¯aKϕJa−∑WK=1 ϕ¯aKϕKaO (SI) (6.44)
where Σ′K,J sums over the indices obeying dK/H1e 6= dJ/H1e. The Hermitian matrix
variable ρ takes the form
ρ =
(
0 A
A† 0
)
, A =

A11 A12 · · · A1H2
A21 A22 · · · A2H2
...
...
...
...
AH11 AH12 · · · AH1H2
 (6.45)
where A is a H1 ×H2 complex matrix. Finally, integrate over the ϕ fields to arrive at
〈χR1 (Z1)χR2 (Z2)O〉
= det
(D¯(R1)) det (D¯(R2)) ∫ [dρ]∫ e− 8pi2g2YM Trρ2−NTr ln[δJK+2√ tKtJ ~Y1·~Y2x212 ρKJ] 〈O (SI)〉
ϕ
(6.46)
where
〈OI (SI)〉
χ
is defined by Wick contracting all pairs of ϕ, ϕ¯ according to Wick’s
theorem, with the basic contraction given by
〈ϕ¯aJϕKb〉 = δabM−1JK (6.47)
where
M−1JK = δJK + 2
√
tKtJ ~Y1 · ~Y2
x212
ρKJ (6.48)
It is again useful to express integral in (6.46) in terms of the matrix A defined in
(6.45). Towards this end, define the diagonal matrices
V1 = diag
(√
t1, . . . ,
√
tH1
)
, V2 = diag
(√
tH1+1, . . . ,
√
tH
)
(6.49)
The matrix M is now
M =
 IH1 2√ ~Y1·~Y2x212 V1AV2
2
√
~Y1·~Y2
x212
V2A
†V1 IH2
 (6.50)
Its determinant is given by
detM = det
(
IH1 − 4
~Y1 · ~Y2
x212
V1AV2V2A
†V1
)
(6.51)
We define
M1 ≡ IH1 − 4
~Y1 · ~Y2
x212
V1AV2V2A
†V1 (6.52)
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which allows for the compact expression
M−1 =
 M−11 −2√ ~Y1·~Y2x212 M−11 V1AV2
−2
√
~Y1·~Y2
x212
V2A
†V1M−11 IH2 + 4
~Y1·~Y2
x212
V2A
†V1M−11 V1AV2
 (6.53)
The integral (6.46) becomes
〈χR1 (Z1)χR2 (Z2)O〉
= det
(D¯(R1)) det (D¯(R2)) ∫ [dA]∫ e− 16pi2g2YM TrA†A−NTr lnM1 〈O (SI)〉
ϕ
(6.54)
where the measure is normalized as∫
[dA]
∫
e
− 16pi2
g2
YM
TrA†A
= 1 (6.55)
7 Giants and Dual Giants constructed using more
than one matrix
The Schur polynomials provide a basis for the local observables of a matrix field theory
constructed using a single matrix. There is a generalization to the case that we build
observables using two matrices, known as the restricted Schur polynomial [23, 24]. The
restricted Schur polynomial is again constructed by taking the trace of a projector-like
object
χR,(r,s)αβ(Z, Y ) = Tr(PR,(r,s)αβ Z
⊗n ⊗ Y ⊗m) (7.1)
The PR,(r,s)αβ used in the construction of the restricted Schur polynomials are intertwining
maps. These maps can be thought of as matrices defined in the carrier space of represen-
tation R of Sn+m. R is a Young diagram with n+m boxes, written as R ` n+m. Sn+m
permutes the indices of the n+m matrices used to define the restricted Schur polynomial
operator. We then restrict to the Sn × Sm subgroup which permutes Y indices (or Z
indices) but does not permute Y with Z indices. The representation of the subgroup can
be labeled by a pair of Young diagrams (r, s) where r ` n records the representation for
the Zs and s ` m the representation for the Y s. Since the representation (r, s) can be
subduced more than once from R, we need a multiplicity label α to keep track of the copy
of (r, s) that we consider. We then have matrices Γ
(α)
(r,s)(σ) with σ ∈ Sn×Sm representing
the subgroup. The intertwining maps map between these representations
Γ
(α)
(r,s)(σ)PR,(r,s)αβ = PR,(r,s)αβΓ
(β)
(r,s)(σ) (7.2)
There is a dramatic simplification for giants (where R is a single column of m+n boxes)
and for dual giants (where R is a single row with n + m boxes). In these cases R is one
dimensional and it restricts to a single representation of the subgroup, given by taking r
to be a single row (column) with n boxes and taking s to be a single row (column) with
m boxes for a giant (or dual giant). Thus, we don’t need the multiplicity indices and the
intertwining maps are particularly simple - they are just the projectors PR themselves
χ(1n+m),((1n),(1m))(Z, Y ) = Tr(P(1n+m) Z
⊗n ⊗ Y ⊗m) (7.3)
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χ(n+m),((n),(m))(Z, Y ) = Tr(P(n+m) Z
⊗n ⊗ Y ⊗m) (7.4)
Repeating the analysis of previous sections we find
N∑
k1=0
N−k1∑
k2=0
tk1Z t
k2
Y χ(1k1+k2 ),((1k1 ),(1k2 ))(Z, Y ) =
∫
dχ¯N · · · dχ¯1
∫
dχ1 · · · dχN e−tZ χ¯iZ
j
i χj−tY χ¯iY ji χj−χ¯iχi
(7.5)
∞∑
k1=0
∞∑
k2=0
tk1Z t
k2
Y χ(k1+k2),((k1),(k2))(Z, Y ) =
∫
dN ϕ¯
∫
dNϕ etZ ϕ¯
iZji ϕj+tY ϕ¯
iY ji ϕj−ϕ¯iϕi (7.6)
The generalization to more than two matrices is now obvious.
7.1 Large N Effective Theory: Giants
Again start with the free theory. As above, we have giants at position xA for A =
1, 2, ..., Q. Imagine that the restricted Schur polynomials are built from two matrices Y
and Z. We can again be general and consider the generating function
N∑
n1,m1,···nQ,mQ=1
tn1Z1t
m1
Y 1 · · · tnQZQtmQY Q
〈
χ(1n1+m1 ),((1n1 ),(1m1 ))(x1) · · ·χ(1nQ+mQ ),((1nQ ),(1mQ ))(xQ)O
〉
=
∫
[dφI ]
∫ Q∏
K=1
[dχ¯KdχK ]
e
− 1
g2
YM
∫
d4x(
∑6
I=1
1
2
Tr(∂µφI∂µφI)+g2YM
∑Q
K=1 δ(x−xK)χ¯iK(δji+tZKZji +tYKYji )χKj)O(φI)
(7.7)
where O is a general single trace operator and the measure is normalized as before. O
is again chosen normal ordered so that contractions of fields in O vanish. We want to
integrate over the (φI)ij field, which is easily performed because the (free) “action” above
is quadratic in the φI fields, after the integral identity for the Schur polynomials has been
employed. Completing the square as usual we find
−
∫
d4x
(
1
2
Tr(∂µφ
I∂µφI) + g2YM
Q∑
K=1
δ(x− xK)χ¯iK(δji + tZKZji + tY KYji )χKj
)
= −
∫
d4x
(
−1
2
Tr
[
(φI − SI)∂µ∂µ(φI − SI)− SI∂µ∂µSI
]
+ g2YM
Q∑
K=1
δ(x− xK)χ¯iKχKi
)
(7.8)
where
(SI(x))ij = −
g2YM
4pi2
Q∑
K=1
(
tY KYIK + tZKZIK
)
χ¯iKχKj
|x− xK |2 (7.9)
Note that the solution is very similar to what we had when we considered giants build
from a single matrix: tKZIK before becomes tY KYIK + tZKZIK . The integration over φ
proceeds as before with this change in the value for S. For the H-S transformation
introduce the matrix, ρ. The answer after integrating over the fermions, is
N∑
n1,m1,n2,m2,···nQ,mQ=1
tn1Z1t
m1
Y 1 · · · tnQZQtmQY Q
〈
χ(1n1+m1 ),((1n1 ),(1m1 ))(x1) · · ·χ(1nQ+mQ ),((1nQ ),(1mQ ))(xQ)O
〉
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=∫
[dρ]e
8pi2N
λ
Tr(ρ2)+NTr log
[
δJK−2
√(
(tKY
~YK+tKZ ~ZK )·(tJY ~YJ+tJZ ~ZJ )
x2
KJ
)
ρKJ
]
〈O(SI(x))〉χ (7.10)
As a check of the above result consider the two-point function of giant gravitons. For
restricted Schur polynomials the two-point function is given by
〈χR,(r,s)αβ(Z, Y )χT,(t,u)µν(Z, Y )†〉
=
fRhooksR
hooksrhookss
(
g2YM
4pi2
)|R|
1
|x12|2|R| δRT δrtδsuδαµδβν (7.11)
where |R| is the number of boxes in R. In our present setup R is a single column of
J1 + J2 boxes, r is a single column of J1 boxes and s is a single column of J2 boxes. The
multiplicity labels α, β, µ and ν may be dropped since there is a single way to subduce
the representations. The two-point function is
〈χ1J1+J2 ,(1J1 ,1J2 )(Z, Y )χ1J1+J2 ,(1J1 ,1J2 )(Z, Y )†〉
=
N !
(N − (J1 + J2))!
(J1 + J2)!
J1!J2!
(
λ
4pi2
)J1+J2 1
|x12|2J1+J2 (7.12)
To recover this result take ~Y and ~Z to be orthonormal and take O = 1 so that the matrix
inside the logarithm in (7.10) becomes
M =
 1 −2√ t1Y t2Y +t1Zt2Zx212 ρ
2
√
t1Y t2Y +t1Zt2Z
x212
ρ∗ 1

The integral we need to compute is given by
16piN
λ
∫ ∞
0
rdr
∫ 2pi
0
dφe
− 16pi2N
λ
r2−N log
(
1+4
t1Y t2Y +t1Zt2Z
x212
r2
)
=
∫ ∞
0
dr˜ e
−r˜−N log
(
1+
g2YM (t1Y t2Y +t1Zt2Z )
4pi2x212
r˜
)
(7.13)
where ρ = reiφ and the normalisation condition on the ρ integral provides the constant
in front. Expand the integrand and perform the integral analytically, as before. The final
answer is
N∑
J=0
N !
(N − J)!
(
g2YM(t1Y t2Y + t1Zt2Z)
4pi2x212
)J
=
N∑
J=0
J∑
K=0
(
g2YM
4pi2x212
)J
N !
(N − J)!
(
J
K
)
(t1Y t2Y )
K(t1Zt2Z)
J−K (7.14)
For J1 Z-fields and J2 Y -fields identify J = J1 + J2 and K = J2 which yields the factor
N !
(N − (J1 + J2))2
(J1 + J2)!
J1!J2!
(
g2YM
4pi2x212
)J1+J2
(t1Y t2Y )
J2(t1Zt2Z)
J1 (7.15)
This is the expected answer (7.11).
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7.2 Large N Effective Theory: Maximal Giants
We again start with the free theory. As above, we have giants at position xA for A =
1, 2, ..., Q. Consider restricted Schur polynomials built from two matrices Z and X or Z
and X† and consider the generating function
N∑
m1,m2,···mQ=1
tm1 · · · tmQ
〈
χ(1N ),((1N−m1 ),(1m1 ))(x1) · · ·χ(1N ),((1N−mQ ),(1mQ ))(xQ)O
〉
=
∫
[dφI ]
∫ Q∏
K=1
[dχ¯KdχK ]
e
− 1
g2
YM
∫
d4x(
∑6
I=1
1
2
Tr(∂µφI∂µφI)+g2YM
∑Q
K=1 δ(x−xK)χ¯iK(ZjKi+tKXjKi)χKj)O(φI)
(7.16)
where O is again a general single trace operator and the measure is normalized as before.
O is chosen to be normal ordered so that contractions of fields in O vanish and it is
constructed using only Z and Y fields. Z is defined as above. We can choose XK to
be either X or X†. The procedure is by now routine: integrate over the (φI)ij fields by
completing the square. We find
−
∫
d4x
(
1
2
Tr(∂µφ
I∂µφI) + g2YM
Q∑
K=1
δ(x− xK)χ¯iK(ZjKi + tKXjKi)χKj
)
= −
∫
d4x
(
1
2
Tr
[
(φI + SI)∂µ∂µ(φ
I + SI)− SI∂µ∂µSI
])
(7.17)
where
(SI(x))ij = −
g2YM
4pi2
Q∑
K=1
(ZIK + tKXIK) χ¯iKχKj
|x− xK |2 . (7.18)
Now do the H-S transformation and integrate over the fermions to get
N∑
m1,m2,···mQ=1
tm1X · · · tmQX
〈
χ(1N ),((1N−m1 ),(1m1 ))(x1) · · ·χ(1N ),((1N−mQ ),(1mQ ))(xQ)O
〉
=
∫
[dρ]e
8pi2N
λ
Tr(ρ2)+NTr log
[
−2
√(
( ~ZK+tKXK )·( ~ZJ+tJXJ )
x2
KJ
)
ρKJ
]
〈OI(SI(x))〉χ (7.19)
Consider the case that a non-trivial O is included. Our starting point is again the
formula
〈O(SI(x))〉χ = −TrQ(ΦI1(x)ΦI2(x) · · ·ΦIJ (x)) (7.20)
where the ΦIs are all Y ’s and Z’s so that O belongs to the SU(2) sector. The simplest
case is again Q = 2 giants, located at (0, x1, 0, 0) and (0, x2, 0, 0) and they are both
given by maximal restricted Schur polynomials constructed using the matrices Z and
we choose X1 = X and X2 = X
†. Operator O is located at x0. For an operator
O = Tr(Zn1Y n2Zn3 · · · ) we will have
〈O〉χ = −TrQ(Mn1Z Mn2Y Mn3Z · · · ) (7.21)
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where
MZ = −
[
κ2 0
0 κ2
]
λ
4pi2
M−1 (7.22)
MY = −
[
−κx1
x201
0
0 −κx2
x202
]
λ
4pi2
M−1 (7.23)
M =
 0 −2√κ2 + t1t2|x12|2ρ
2
√
κ2 + t1t2|x12|2ρ
∗ 0
 (7.24)
M−1 =
1
4
(
κ2 + t1t2|x12|2 |ρ|2
)
 0 2√κ2 + t1t2|x12|2ρ
−2
√
κ2 + t1t2|x12|2ρ
∗ 0
 (7.25)
Up to an overall scaling which trivially comes out of O these are the expressions of
[28] so that we have non-trivial evidence that the maximal restricted Schur leads to an
integrable problem.
7.3 Large N Effective Theory: Dual Giants
The relevant generating function is
∞∑
n1,m1,n2,m2,···nQ,mQ=1
tn1Z1t
m1
Y 1 · · · tnQZQtmQY Q
〈
χ(n1+m1),((n1),(m1))(x1) · · ·χ(nQ+mQ),((nQ),(mQ))(xQ)O
〉
=
∫
[dφI ]
∫ Q∏
K=1
[dϕ¯KdϕK ]
e
− 1
g2
YM
∫
d4x(
∑6
I=1
1
2
Tr(∂µφI∂µφI)+g2YM
∑Q
K=1 δ(x−xK)ϕ¯iK(δji−tZKZji−tYKYji )ϕKj)OI(φI)
(7.26)
where O is again a normal ordered but otherwise general single trace operator and the
measure is normalized as above. Completing the square as usual, we find
−
∫
d4x
(
1
2
Tr(∂µφ
I∂µφI) + g2YM
Q∑
K=1
δ(x− xK)ϕ¯iK(δji − tZKZji − tY KYji )ϕKj
)
=
∫
d4x
(
1
2
Tr
[
(φI − SI)∂µ∂µ(φI − SI)− SI∂µ∂µSI
]− g2YM Q∑
K=1
δ(x− xK)ϕ¯iKϕKi
)
(7.27)
where
(SI(x))ij = −
g2YM
4pi2
Q∑
K=1
(
tY KYIK + tZKZIK
)
ϕ¯iKφKj
|x− xK |2 . (7.28)
After integrating over φ and trading ϕ for ρ, with the H-S transformation, we find
∞∑
n1,m1,n2,m2,···nQ,mQ=1
tn1Z1t
m1
Y 1 · · · tnQZQtmQY Q
〈
χ(n1+m1),((n1),(m1))(x1) · · ·χ(nQ+mQ),((nQ),(mQ))(xQ)O
〉
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=∫
[dρ]e
− 8pi2N
λ
Tr(ρ2)−NTr log
[
δJK+2
√(
(tKY
~YK+tKZ ~ZK )·(tJY ~YJ+tJZ ~ZJ )
x2
KJ
)
ρKJ
]
〈O(SI(x))〉χ (7.29)
As a simple test of this result, we will reproduce the two-point correlator of dual giants.
Choose ~Y and ~Z to be orthonormal and take O = 1. We then obtain
M =
 1 2√ t1Y t2Y +t1Zt2Zx212 ρ
2
√
t1Y t2Y +t1Zt2Z
x212
ρ∗ 1

The key computation is the following integration
1
Zρ
∫
[dρ]e
− 8pi2N
λ
Tr(ρ2)−N log
(
1−4 t1Y t2Y +t1Zt2Z
x212
|ρ|2
)
=
16piN
λ
∫
[dρ]
e−
16pi2N
λ
|ρ|2(
1− 4 t1Y t2Y +t1Zt2Z
x212
|ρ|2
)N
=
16piN
λ
∞∑
J=0
J∑
K=0
4J
x2J12
(N + J − 1)!
(N − 1)!J !
(
J
K
)
(t1Y t2Y )
K(t1Zt2Z)
J−K
∫
[dρ]e−
16pi2N
λ
|ρ|2|ρ|2J
(7.30)
The coefficient of the term with J = J1 + J2 and K = J2 reproduces the expected result
G2 =
(N + J1 + J2 − 1)!
(N − 1)!
(J1 + J2)!
J1!J2!
(
g2YM
4pi2
)J
1
|x1 − x2|2(J1+J2) (7.31)
Finally consider the correlator between the dual giants and a single trace operator O.
We need to compute the following effective one-point function
〈O〉χ = −TrQ(Mn1Z Mn2Y Mn3Z · · · ) (7.32)
for an operator O = Tr(Zn1Y n2Zn3 · · · ). Working as we did above, we find
M−1 = P
 1 −2√t1z1t2z2κ2 + t1x1 t2x2|x12|2 ρ
−2
√
t1z1t2z2κ
2 +
t1x1 t2x2
|x12|2 ρ
∗ 1
 (7.33)
where
P = 1
1− 4
(
t1z1t2z2κ
2 +
t1x1 t2x2
|x12|2
)
|ρ|2
(7.34)
and
MZ = −
[
κ2 0
0 κ2
]
λ
4pi2
M−1 (7.35)
MY = −
[
−κx1
x201
0
0 −κx2
x202
]
λ
4pi2
M−1 (7.36)
It is clear that the form of M−1 differs from what we found for the Schur polynomials.
However, MY and MZ are the same, which reflects the fact that the extra matrix X1,2 is
orthogonal to Z.
We are now in a position to test the selection rules. We again find that there is a term
which respects the selection rules and other terms which spoil them. There is never a
limit in which the term that respects integrability dominates, so that in the case of dual
giant gravitons integrability does not seem to play any role.
39
8 Conclusions
Recently[28] a formalism for the computation of correlators of two determinant operators
with one single trace was developed. This formalism is remarkably powerful and in fact
leads to a proposal for the all orders in λ answer, at large N . A key ingredient has
been integrability which manifested itself in selection rules enjoyed by the correlator. By
interpreting the effective field theory constructed in [28] in terms of projection operators
that implement symmetries under permuting indices of fields used to construct the de-
terminant, we have managed to generalize to include less than maximal giant gravitons
and dual giant gravitons constructed using one or more than one fields. The selection
rules that signal integrability are only obeyed for maximal and close to maximal giant
gravitons.
The effective field theory obtained in [28] was interpreted in terms of large N “col-
lective fields” which furnish the open string field theory on the giant gravitons. We have
interpreted the same effective field theory simply as a construction to implement cer-
tain symmetries present in the problem. To really prove that this is recovering the open
string field theory on the giant gravitons, there are a number of things one might try to
demonstrate. Lets focus, for simplicity on the free Yang-Mills theory, which corresponds
to the tensionless limit of the string. First, the ρ matrix that is being integrated over is
a K ×K matrix for the K-giant graviton problem, matching what we would expect. We
expect a ρ matrix for each direction traverse to the giant graviton’s worldvolume, i.e. we
expect a total of 6 ρ matrices. However, there is a single ρ matrix. Further, the ρ matrix
does not appear to be a field - its more like a constant matrix. The dependence on the
field theory coordinates was fixed when we integrated over the φI fields. This entailed
solving the φI equation of motion with a source, so it looks very much like the ρ field is
on-shell. We usually perform the path integral over all possible configurations so this is
a little unusual. The equation of motion of the ρ field is algebraic and not a differential
equation so it looks much more like an auxilliary field than a true dynamical field. At
low energies this open string field theory should reduce to a Yang-Mills theory. It does
not look clear how the algebraic equations of the effective field theory will manage to do
this. Clearly there are many more interesting avenues to pursue to clarify the dynamics
of the ρ field.
An attractive feature of the ρ theory is that all N dependence is explicit so it provides
a natural starting point for a systematic 1/N expansion. Indeed, because a factor of N
multiplies the ρ action, the loop counting parameter of the ρ theory is 1
N
. The collective
field theory of [43, 44] also makes all N dependence explicit and it too has loop counting
parameter equal to 1
N
. However, an important difference between collective field theory
and the ρ theory is that collective field theory carries out a systematic change of variables,
to gauge invariant variables, so that all degrees of freedom in the theory are accounted
for. There is a non-trivial Jacobian associated with this change of variables and it gives
rise to highly non-trivial non-linear interactions for the collective field. It is often possible
to repackage the large number of collective fields into higher dimensional fields[45, 46, 47].
Indeed, when applied to the original example of holography, the collective field theory
is a local theory in one higher dimension than the original matrix model[45]. Can the ρ
theory be understood as a truncation of the collective field theory of [43, 44] in which we
keep only the maximal giant graviton degrees of freedom?
It might also be interesting to understand if there is a connection between the ρ
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theory and the tiny graviton theory [48]. The tiny graviton theory provides an effective
description of giant gravitons with the angular momentum N
1
2  J  N and has
already been used [9] to reproduce non-perturbative (in 1/N) effects that are present in
giant graviton correlation functions.
A promising future direction is to compute the correlators of two maximal restricted
Schur operators and one non-protected single trace operator. This corresponds to con-
sidering maximal giant gravitons with two angular momenta on the S5. We have already
found some hints that integrability may be present, since the correlator computed in the
free limit of the theory respects the selection rules of [28]. Finally, to get further insight
into the ρ theory, it maybe interesting to understand the relation of the effective field
theory derived for restricted Schur polynomials to the SU(2) spin matrix theory[49, 50],
which was derived using the non-abelian Dirac-Born-Infeld action as a starting point.
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A The Two Giant Graviton Boundstate
In this Appendix we will first develop the polynomial approach to describe the giant
graviton bound state and then we will test its correctness by reproducing the two point
function of Schur polynomials with two columns. Our notation is spelled out in Section
6.1. Consider the three-point function 〈χR1 (Z1)χR2 (Z2)O〉, where O is a normal ordered
single trace operator. The generating function of two bound states with one normal
ordered single trace operator is
tc11 t
c2
2 · · · tcW1W1 t
cW1+1
W1+1
· · · tcWW
〈
χ(1c1 ···1cW1 ) (Z1)χ(1cW1+1 ···1cW ) (Z2)O
〉
= det
(
V (1)
)
det
(
V (2)
) ∫ [
dφI
]
e
− 1
g2
YM
∫
d4x [ 12 Tr(∂µφI∂µφI)]
W∏
K=1
[dχ¯KdχK ] e
− 1
g2
YM
∫
d4x
[
g2YM
∑W
K=1 δ(x−xdK/W1e)χ¯iK
(
δji+tK(ZdK/W1e)
j
i
)
χKi
]
O (φI)
(A.1)
where d·e is the ceiling function
ZdK/W1e =
{
Z1 1 ≤ K ≤ W1
Z2 W1 + 1 ≤ K ≤ W
, (A.2)
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and the measure of φI is normalized as in (2.31). Completing the square, we find
−
∫
d4x
[
1
2
T
(
∂µφ
I∂µφI
)
+ g2YM
W∑
K=1
δ(x− xdK/W1e)χ¯iK
(
δji + tK
(ZdK/W1e)ji)χKj
]
=
∫
d4x
[
1
2
T
[
∂µ
(
φI − SI) ∂µ (φI − SI)− SI∂µ∂µSI]− g2YM W∑
K=1
δ(x− xdK/W1e)χ¯iKχKi
]
where
(
SI (x)
)i
j
= −g
2
YM
4pi2
[
W1∑
K=1
tK (Y1)IK χ¯iKχKj
|x− x1|2
+
W∑
K=W1+1
tK (Y2)IK χ¯iKχKj
|x− x2|2
]
Integrating over the φI fields and performing a H-S transformation, we arrive at
tc11 t
c2
2 · · · tcW1W1 t
cW1+1
W1+1
· · · tcWW
〈
χ(1c1 ···1cW1 ) (Z1)χ(1cW1+1 ···1cW ) (Z2)O
〉
= det
(
V (1)
)
det
(
V (2)
) ∫
[dρ]
∫ W∏
K=1
[dχ¯KdχK ]
e
8pi2
g2
YM
Tρ2+2
∑′
K,J
√
tKtJ
~Y1·~Y2
x212
ρKJ χ¯
a
KχJa−
∑W
K=1 χ¯
a
KχKaOI (SI) (A.3)
where Σ′K,J sums over indices fulfilling dK/W1e 6= dJ/W1e. The anti-Hermitian matrix
variable ρ takes the form
ρ =
(
0 A
−A† 0
)
, A =

A11 A12 · · · A1W2
A21 A22 · · · A2W2
...
...
...
...
AW11 AW12 · · · AW1W2
 , (A.4)
A is a W1 ×W2 complex matrix. Integrate over the fermion fields to arrive at
tc11 t
c2
2 · · · tcW1W1 t
cW1+1
W1+1
· · · tcWW
〈
χ(1c1 ···1cW1 ) (Z1)χ(1cW1+1 ···1cW ) (Z2)O
〉
= det
(
V (1)
)
det
(
V (2)
) ∫
[dρ]
∫
e
8pi2
g2
YM
Tρ2+NT ln
[
δJK−2
√
tKtJ
~Y1·~Y2
x212
ρKJ
] 〈O (SI)〉
χ
, (A.5)
where
〈O (SI)〉
χ
is defined by Wick contracting all pairs of χ, χ¯ fields according to Wick’s
theorem with the basic contraction given by
〈χ¯aJχKb〉 = −δabM−1JK MJK = δJK − 2
√
tKtJ ~Y1 · ~Y2
x212
ρKJ (A.6)
As a test, of this generating function, we will compute the two-point function of Schur
polynomials with two columns. The exact result is
〈
χ(1J11J2 ) (Z)χ(1J31J4 )
(
Z†
)〉
=
N !
(N − J1)!
(N + 1)!
(N + 1− J2)!δJ1,J3δJ2,J4 (A.7)
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Parameterize the matrix A as
A =
(
z1 z2
z3 z4
)
, zi = rie
iθi (A.8)
We need to compute the integral∫ 4∏
i=1
dθiridri e
− 16pi2N
λ
∑4
i=1 r
2
i (detM)N (A.9)
Note that
detM = 1 +
16t1t2t3t4
x412
(
r22r
2
3 + r
2
1r
2
4 − 2r1r2r3r4 cos θ
)
(A.10)
+
4
x212
(
t1t3r
2
1 + t2t3r
2
3 + t1t4r
2
2 + t2t4r
2
4
)
(A.11)
where θ = θ1 + θ4 − θ2 − θ3. Expand (detM)N using multinomial coefficients(
n1 + n2 + · · ·+ np
n1, n2, . . . , np
)
=
(n1 + n2 + · · ·+ np)!
n1!n2! · · ·np! (A.12)
to obtain
(detM)N =
∑
∑
ni+
∑
ki+l+m˜=N
(
N
n1, n2, m˜, k1, k2, k3, k4, l
)(
16t1t2t3t4
x412
)n+m˜(
4
x212
)k
(
r22r
2
3
)n1 (r21r24)n2 (−2r1r2r3r4 cos θ)m˜ (t1t3r21)k1 (t1t4r22)k2 (t2t3r23)k3 (t2t4r24)k4 (A.13)
where n = n1 + n2 and k = k1 + k2 + k3 + k4. Integrate over θ4 to remove the cos θ
dependence in the expansion. The integral of cosm˜ θ is nonzero only when m˜ is even∫ 2pi
0
dθ4 (−2 cos θ)2m = 2pi
(
2m
m
)
=
(
2m
m
)∫ 2pi
0
dθ4 (A.14)
We can therefore replace the (−2 cos θ)m˜ factor in (detM)N with (2m
m
)
, 2m ≡ m˜. The
integration over θ4 can be dropped as it will be canceled by a normalization factor. Next
absorb m into the multinomial coefficient using(
N
n1, n2, 2m, k1, k2, k3, k4, l
)(
2m
m
)
=
(
N
n1, n2,m,m, k1, k2, k3, k4, l
)
(A.15)
to arrive at
(detM)N =(
N
n1, n2,m,m, k1, k2, k3, k4, l
)(
4
x212
)2n+4m+k
tn+2m+k121 t
n+2m+k34
2 t
n+2m+k13
3 t
n+2m+k24
4
× r2(n2+k1)1 r2(n1+k2)2 r2(n1+k3)3 r2(n2+k4)4 (r1r2r3r4)2m (A.16)
The final step of the computation entails extracting specific powers of t1, t2, t3, and t4.
With this final step in mind, we use new variables to simplify the powers of ti. The new
variables are
J = 2n+ 4m+ k, J1 = n+ 2m+ k12, J3 = n+ 2m+ k13 (A.17)
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Clearly, J is the total number of boxes in the Young diagram of the bound state while
J1 and J3 are the number of boxes in the first columns. This motivates the variables
k2 = J1 − n− 2m− k1, (A.18)
k3 = J3 − n− 2m− k1, (A.19)
k4 = J − J13 + k1, J13 ≡ J1 + J3 (A.20)
Then (detM)N now becomes
(detM)N =
(
N
n1, n2,m,m, k1, J1 − n− 2m− k1, J3 − n− 2m− k1, J − J13 + k1, l
)
×
(
4
x212
)J
tJ11 t
J−J1
2 t
J3
3 t
J−J3
4 r
2(n2+m+k1)
1 r
2(J1−n2−m−k1)
2 r
2(J3−n2−m−k1)
3 r
2(J−J13+n2+m+k1)
4
(A.21)
To obtain nonzero results, the total number of boxes of two bound states must be equal.
Define new indices, again to simplify the powers of ri, as follows
h = n2 +m+ k1, j1 = n1 +m, j2 = n2 +m, h ≥ n2 +m+ J13 − J (A.22)
We can eliminate n1, n2, and k1 to find
(detM)N =
(
N
j1 −m, j2 −m,m,m, h− j2, J1 − j1 − h, J3 − j1 − h, J − J13 + h− j2, l
)
×
(
4
x212
)J
tJ11 t
J−J1
2 t
J3
3 t
J−J3
4 r
2h
1 r
2(J1−h)
2 r
2(J3−h)
3 r
2(J−J13+h)
4 (A.23)
The ranges of the new indices are determined by requiring that the lower indices of the
multimonial coefficients are non-negative and less than or equal to N . The integration
over ri can easily be performed to find∫ ∏
ridri e
Seff =
(
λ
4pi2Nx212
)J
tJ11 t
J−J1
2 t
J3
3 t
J−J3
4 h! (J1 − h)! (J3 − h)! (J − J13 + h)!
×
(
N
j1 −m, j2 −m,m,m, h− j2, J1 − j1 − h, J3 − j1 − h, J − J13 + h− j2, l
)
(A.24)
where we have divided the above result by an appropriate normalization. For convenience,
denote ∫ ∏
ridri e
Seff ≡
∑
J,J1,J3
(
λ
4pi2Nx212
)J
tJ11 t
J−J1
2 t
J3
3 t
J−J3
4 F (J, J1, J3) (A.25)
The multinomial coefficients in F (J, J1, J3) can be factored into a product of binomial
coefficients and factorials, as follows
F (J, J1, J3) =
∑
h,m,j1,j2
h! (J1 − h)! (J3 − h)! (J − J13 + h)!
×
(
N
j1 −m, j2 −m,m,m, h− j2, J1 − j1 − h, J3 − j1 − h, J − J13 + h− j2, l
)
=
∑
h,m,j1,j2
N ! (j1!)
2 (j2!)
2
(j1 −m)! (j2 −m)! (m!)2 (N + j1 + j2 − J)!
(
h
j2
)(
J1 − h
j1
)(
J3 − h
j1
)(
J − J13 + h
j2
)
(A.26)
44
Using the Chu-Vandermonde identity
k∑
j=0
(
m
j
)(
n−m
k − j
)
=
(
n
k
)
(A.27)
we have∑
m
N ! (j1!)
2 (j2!)
2
(j1 −m)! (j2 −m)! (m!)2 (N + j1 + j2 − J)!
=
∑
m
(
j1
m
)(
j2
j2 −m
)
N !j1!j2!
(N + j1 + j2 − J)!
=
N ! (j1 + j2)!
(N + j1 + j2 − J)! (A.28)
Therefore
F (J, J1, J3) =
∑
h,j,j1
N !j!
(N + j − J)!
(
h
j − j1
)(
J1 − h
j1
)(
J3 − h
j1
)(
J − J13 + h
j − j1
)
≡
∑
j
N !j!
(N + j − J)!G (J, J1, J3, j) (A.29)
where we have defined
G (J, J1, J3, j) =
min(J1,J3)∑
h=J13−J,
j∑
j1=0
(
h
j − j1
)(
J1 − h
j1
)(
J3 − h
j1
)(
J − J13 + h
j − j1
)
(A.30)
With the help of explicit numerical evaluation, we have found an interesting formula for
G (J, J1, J3, j)
G (J, J1, J3, j) =
J−j−max(J1,J3)∑
i=0
(
j + i
i
)(
J + 1− j − i
j
)
, max (J1, J3) + j ≤ J ≤ J1 + J3
(A.31)
G (J, J1, J3, j) = 0, J < max (J1, J3) + j (A.32)
Using (A.31), we have
G (J, J1, J3, j) = G (J, J1, J3 + 1, j) , if J1 > J3, J ≤ J1 + J3 (A.33)
G (J, J1, J3, j) = G (J, J1 + 1, J3, j) if J1 < J3, J ≤ J1 + J3 (A.34)
and F (J, J1, J3) have the same properties. These relations will be used shortly. Now, we
need to multiply the path integral result with a factor
det
(
V (1)
)
det
(
V (2)
)
= 1− t2
t1
− t4
t3
+
t2t4
t1t3
(A.35)
The action of each term of (A.35) on the path integral result is equivalent to changing
the arguments of F (J, J1, J3) by one. As an example, multiplying with
t2
t1
we have
t2
t1
∫ ∏
ridri e
−Seff =
∑
J,J3
∑
J1≤N
(
λ
4pi2Nx212
)J
tJ1−11 t
J−J1+1
2 t
J3
3 t
J−J3
4 F (J, J1, J3)
=
∑
J,J3
∑
J1≤N−1
(
λ
4pi2Nx212
)J
tJ11 t
J−J1
2 t
J3
3 t
J−J3
4 F (J, J1 + 1, J3)
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Consequently we have
det
(
V (1)
)
det
(
V (2)
) ∫ ∏
ridri e
Seff =
∑
J,J1,J3
(
λ
4pi2Nx212
)J
tJ11 t
J−J1
2 t
J3
3 t
J−J3
4
[
F (J, J1, J3)−F (J, J1 + 1, J3)−F (J, J1, J3 + 1)+F (J, J1 + 1, J3 + 1)
]
(A.36)
As mentioned above, equation (A.36) contains many terms that do not correspond to
well defined Young diagrams. We need to impose the constraint J ≤ 2 min (J1, J3).
It is clear that terms on the r.h.s of (A.36) with J1 6= J3 vanishes. Assume J1 > J3
without loss of generality. Using (A.33), we see that F (J, J1, J3) = F (J, J1, J3 + 1) and
F (J, J1 + 1, J3) = F (J, J1 + 1, J3 + 1), from which it follows〈
χ(1J11J−J1 ) (Z)χ
†
(1J31J−J3 ) (Z)
〉
= 0, if J1 6= J3 (A.37)
Consider the case J1 = J3. Using (A.33), we have
F (J, J1 + 1, J3) = F (J, J1 + 1, J3 + 1) = F (J, J1, J3 + 1) (A.38)
and thus
tJ11 t
J−J1
2 t
J1
3 t
J−J1
4
〈
χ(1J11J−J1 ) (Z)χ
†
(1J11J−J1 ) (Z)
〉
=
∑
J1
∑
J≤2J1
(
λ
4pi2Nx212
)J
tJ11 t
J−J1
2 t
J1
3 t
J−J1
4
[
F (J, J1, J1)− F (J, J1 + 1, J1 + 1)
]
(A.39)
The difference between two F (J, J1, J1) can be expressed in terms of difference between
G (J, J1, J1, j) functions
F (J, J1, J1)−F (J, J1 + 1, J1 + 1) =
∑
j
N !j!
(N + j − J)! [G (J, J1, J1, j)−G (J, J1 + 1, J1 + 1, j)]
(A.40)
The only difference between G (J, J1, J1, j) and G (J, J1 + 1, J1 + 1, j) is that the former
has one extra term. Thus, we have
F (J, J1, J1)− F (J, J1 + 1, J1 + 1) =
∑
j
N !j!
(N + j − J)!
(
J − J1
J − j − J1
)(
J1 + 1
j
)
=
∑
j
N !j!
(N + j − J)!
(
J − J1
j
)(
J1 + 1
j
)
(A.41)
If we now let J2 = J − J1, and use the formula
J2∑
j=0
j!
(N − J1 − J2 + j)!
(
J2
j
)(
J1 + 1
j
)
=
(N + 1)!
(N − J1)! (N + 1− J2)! (A.42)
the demonstration is complete. We have numerically verified (A.42).
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