Abstract-In some channels subject to crosstalk or other types of additive interference, the noise is the sum of a dominant Gaussian noise and a relatively weak non-Gaussian contaminating noise. Although the capacity of such channels cannot be evaluated in general, we analyze the decrease in capacity, or sensitivity of the channel capacity to the weak contaminating noise. The main result of this paper is that for a very large class of contaminating noise processes, explicit expressions for the sensitivity of a discrete-time channel capacity do exist. Moreover, in those cases the sensitivity depends on the contaminating process distribution only through its autocorrelation function and so it coincides with the sensitivity with respect to a Gaussian contaminating noise with the same autocorrelation function.
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I. INTRODUCTION
A DDITIVE Gaussian noise channels subject to power constraints are one of the few examples in information theory where closed-form formulas for capacity exist. In some applications, such as channels subject to crosstalk or other types of additive interference, it is of interest to evaluate the capacity of channels where the noise consists of the sum of a dominant (so-called nominal) Gaussian noise {Ni} and a relatively weak contaminating noise ~=xx; +N; +Bz~ (1) where for convenience, we have normalized the power of { 2;) to lqq] = 1. Unfortunately, unless {Zi} is also a Gaussian process, no closed-form expressions are feasible for the capacity C(0) of channel (1) if B # 0. However, since an explicit expression for C(0) is indeed available, it makes sense to consider the sensitivity of the channel capacity to the weak contaminating noise defined as Sz = S = lim '(O) 112 '('). O-i0 The main result of this paper is that for a very large class of contaminating noise processes, explicit expressions for the Manuscript received April 5, 1994; revised May 20, 1995 . The material in this paper was presented in part at the 1995 IEEE International Symposium on Information Theory, Whistler, Canada, September 1995. This work was supported in part by the U. sensitivity of channel capacity do exist. Moreover, in those cases, the sensitivity depends on the contaminating process distribution only through its autocorrelation function. Let us first consider the case where {Zi} is Gaussian, and moreover, let us find the sensitivity of channel capacity in the special case when both {Ni} and { Zi} are independent, identically distributed. If the input power is constrained to P, a simple derivative of the Gaussian capacity formula
which means that 02 P/c?
The worst case degradation occurs for high signal-to-noise ratio; in which case we lose l/2 nat per symbol times the relative power of the contaminating noise. Conversely, for vanishing signal-to-noise ratio, the degradation in capacity decreases faster than 02. A nontrivial generalization of the simple formula in (4) is obtained in this paper by dropping the assumption that {Ni} and {Zi} are white. In that case, the channel capacity admits the well-known water-filling solution
where No(f) and Z(f) are the power spectral densities of the nominal and contaminating noises, respectively, and the water level Ke is adjusted so that the integral of the optimum input power spectral density So(f) is equal to P, where
We show in this paper that the sensitivity of the waterfilling channel capacity formula admits the following simple expression:
where KO is the nominal water level. Thus the sensitivity of Gaussian channel capacity is equal to (2Ko)-l nat times the inner product of the contaminating spectral density and the nominal optimal signal-to-noise spectral density. It follows that the sensitivity is maximized by a contaminating random process which concentrates its power at those 0018-9448/95$04.00 0 1995 IEEE frequencies where the optimal nominal signal-to-noise spectral density is maximum, which corresponds to the case where the nominal noise spectral density is minimum Note that the latter upper bound is independent of the input power. The worst case sensitivity is minimized over the nominal noise spectral density by white noise, in which case the sensitivity is equal to (4), regardless of the power spectral density of the contaminating process.
Let us now return to the general case of non-Gaussian contaminating noise. Since for a given power-spectral density, Gaussian noise minimizes capacity [l] it follows immediately that (8) is an upper bound to sensitivity for non-Gaussian contamination
(10)
In fact, in the applications that motivate our model (such as twisted pairs channels in subscriber loops), it is customary to evaluate lower bounds on capacity by replacing the additive interference by a Gaussian process with the same spectrum [2] even though the interference is far from Gaussian. 7-i PC results of this paper establish that (10) holds with equality ..;zi?ject to a mild regularity condition on the contaminating noi: . which is satisfied in most situations of practical interest.
It is interesting to point out that the results of [3] imply that the sensitivity of channel capacity does not increase if the decoder assumes that the noise statistics are Gaussian; in fact, the decoder can even assume that the noise is white without decreasing capacity as long as the encoder is allowed to aTcount for such a mismatch. 'I ;le rest of the paper is structured as follows. It is useful in cur development to use the measure of non-Gaussianness discussed in Section II along with its relationship to mutual information. Section III proves our main result for regular contaminating noise. Section IV shows that the sensitivity is equal to 0 if the contaminating noise is entropy singular. Section V gives a proof of (8) as the derivative of the waterfilling capacity.
II. NON-GAUSSLUNESS In this section we find a general decomposition of mutual information that will be useful throughout the paper. We apply this decomposition to the sensitivity problem in its most simple setting which avoids the major technical hurdles we will face in Section III and enables the use of existing results.
Throughout the paper, we will employ the notation x to denote a Gaussian random variable with the same mean and variance as the random variable X. The distribution of z will be denoted by ax.
We define the non-Gaussianness D(X) of a random variable X with finite variance as its distance (in the sense of
Obviously, D(X) > 0 with equality if and only if X is Gaussian. If X has point masses, then D(X) = +oo.
We can express non-Gaussianness as the difference between the differential entropies of x and X
where 7% is the entropy power of X , i.e., the variance of a Gaussian random variable with the same differential entropy as X .
It is immediate to generalize this concept and define the (joint) non-Gaussianness of several random variables
where Qxl...xK is the Gaussian density with the same mean and covariance matrix as (Xi, . . . , X,). Furthermore, we can define the conditional non-Gaussianness of X given Y using the conditional divergence [4]
where Qx~~(.]y) denotes the conditional density of X given --y = y, where (X, Y) are jointly Gaussian random variables with the same means, variances, and correlation coefficient as (XT y>.
It is easy to see that non-Gaussianness satisfies the telescoping property (18) Thus we have the decomposition of mutual information as
where we have used the symmetry of 1(X; Y) and 12(X; Y) to write the last equation.
The second-order information is obviously nonnegative; it may be greater or smaller than mutual information. For example, if X is not Gaussian and N is Gaussian and independent of X, then
and 1(X; N + X) < 12(X; N + X).
Note also that the decomposition in (19) is not useful for discrete random variables as in that case
The second-order information can be generalized to any number of random variables using the formula in [5, Th. 9.2.11. For the purposes of our results, it is important to use (19) in the special case where Y = X + V and X and V are independent. Since
Therefore, it follows from decomposition (19) that
a result anticipated in a continuous-time context by (22) Ihara [6] and which actually goes back to Shannon's 1948 paper [7] in a different guise.
In our setting, we are interested in the case where V is almost Gaussian: V = N + 82, with N a Gaussian random variable. The bounds in (22) and (23) immediately provide the following bounds for the sensitivity of the memoryless channel (1):
The following result proves that the nuisance term in (25) is zero, and, thus the exact formula (4) for the sensitivity of the capacity of the memoryless nominally Gaussian channel is established.
Theorem I: If N is Gaussian, Z has finite variance and N and 2 are independent, then
Proof Define the auxiliary random variable
for some constant M. Consider the following lower bound on differential entropy:
Thus ( 
The remaining differential entropy is taken care of using the following result. It is well known [S] that among all V with the same --variance, 1(X; X + V) is minimized by v where o(@) &pen& only on K.
Using Lemma 1 in order to evaluate h( N + 021s = 1) in --I(X;X+V)
I(X;X+ V). (23) (29) yields
This result follows immediately from decomposition (19) upon noting the inequality (from the divergence data-
But because of the assumption that 2 has finite (unit) variance, we can choose M so large that for any given S > 0 
where the expectation is with respect to Qe. If Qe = P~+ez, it turns out that I(0) = 0.
We have made use of the decomposition of mutual information in (19) in order to derive (25), which as we have seen leads to sensitivity formulas in simple cases. Other applications of (19) will be fruitfully used in the next section.
III. REGULAR CONTAMETATING NOISE
The capacity of the channel with colored noise can be written as the limit of the capacities of memoryless vector channels (32) where C,(e) is the capacity of the memoryless channel Yy=Xy+Ny+eq (33) where the average power of the input codewords is constrained to be less than or equal to P, and {.Za} and {NY} have the distributions of the consecutive noise samples (Ni, . . . , N,) and(Zi,.+., Zn). If C,(e) denotes the capacity of (33) where Pz-is substituted by a'~-, then (22) and (23) yield the well-known result [6] En(e) 5 c,(e) 5 T%(e) + D(N~ + e-2-y.
This implies that we could conclude that the sensitivity is equal to the sensitivity of the channel with contaminating Gaussian noise (i.e., the sensitivity of the water-filling formula which is found in Section V), if we could show that lilio Jim &Il(N"
Unfortunately, it is not possible to directly interchange the limits of (35) and the sought-after result is far from a direct consequence of Lemma 1. The key sufficient condition on the contaminating noise in our proof of (35) is that it is regular: Dejnition I (cc [IO]}: A random sequence {Zi} is called regular, if the g-algebra f-)M-,t) t is trivial, i.e., if it contains only events of probability 0 or 1, where AZ (-00, t) is the minimal a-algebra containing all events {Zi, E El, . . . ,ZL E Es} for any integers ii, . . . ,i, E (-co, t) and any Bore1 sets Ej of real line.
Regularity is one of the weakest conditions in the literature for capturing the weakening of dependence between past and present events as their time separation increases.
It is well known [ll, ch. IV, sec. 1 ] that a stationary Gaussian random sequence {Ni} is regular if and only if it has a spectral density Nu( f) and
Moreover, condition (36) means that C(0) is finite.
The purpose of this section is to show the following general result on the invariance of sensitivity to non-Gaussian noise.
Theorem 2: Assume that the contaminating noise is a regular, stationary, second-order process. Then (35) 
We will deal first with case i) of Theorem 2 where {Ni} is i.i.d. Using the nonnegativity of the second-order information, and the stationarity of {Vj} it will be enough for our purposes to show and Since (41) has been shown in Theorem I, the additional Thus in order to show that the right-hand side of (50) is o(e'), complexity over the memoryless case is brought about by the all we need to show is that the conditional variance of 21 given need to show (42). A main difficulty in the proof of (42) is Uj (0) and S = 1 converges to the unconditional variance, that 6' appears in both of the arguments of mutual information.
which is equal to unity, uniformly with respect to all integers We shall prove a statement stronger than ( (45) cannot prove directly that I(Zi; Uj(e)) t 0 uniformly in j as e -+ 0). Then, using this fact we show that using the result of Theorem 1. In order to lower-bound ~(2~ + wl; u,(e)ls = 1) vl + e.wqe)) we introduce again the auxiliary random variable (cf. (27) 
+ o(e2) (49) because (Nem-i,. . . , N-j) is independent on all other ranwhere o(6)") depens only on M, because for any cy > 0 dom variables.
Epy+"pj(e) = u, s = l] We estimate first the second term of the right-hand side of (54). It is readily shown that is uniformly bounded with respect to all u and j.
Putting together (45), (47), and (49) 
It is easy to see that the parameter m can be chosen such that for all j > m 1(21(M); Z-m-l,.
. . ,2-j) < s/3
because we assume that the sequence {Zi} is regular and 21 (M) has a finite number of values. Indeed, it follows from regularity of {Zi} that for m + cc [ll, ch. IV, sec. l] (see (60) at the bottom of this page) where d( ., .) is the variational distance between corresponding probability measures.
It is shown in [12] that
Thus choosing m large enough so that and using (61) we obtain (59). Then, we have
by virtue of (57). The inequality (53) for all j > m follows from (54), (55), (58), (59), and (62) if 6' < 00, where 190 was defined in (56) and m = m(M(S)) and M = M (S) are chosen such that the inequalities (57) and (59) --1,2 P2wwf) df is the c-entropy (rate-distortion function) of random variable E. converges by virtue of (68). The existence of the limit in mean
The inequality (65) shows that HE, (21 + @I) -+ 0 unisquare on the right-hand side of (68) Remark 2: In the theory of dynamical systems, entropysingular sequences are usually referred to as zero-entropy sequences. It should be noted that, normally, a stationary random sequence {Zi} is called singular if for any integer YJ the random object (. . . , &-a, ,&.-I, Zn) is anywhere tight in the random variable 2 = {Zi}, (cf. [5, sec. 51). It is known that any singular sequence {Zi} with a finite number of states is an entropy-singular sequence (see [5, Th. 6.2.11) .
Theorem 3: If {Ni} is a regular Gaussian stationary sequence and { Zi} is a second-order entropy-singular stationary sequence, then C(0) = C(0) for any 0 2 0 and, in particular, sz = 0.
Proof: We start by writing the obvious equality I(X"; Y") = I(X"; X" + N") + I(0.z"; X" + N" + ezn) -I(BZ"; Iv" + ez").
Let us show now that the entropy-singularity of { Zi} yields the relations lim LI(SZn; X" + N" + 192") n+oo n = Jla j)I(BP;
IV" + 02") = 0. (73) We need to prove only the second of the equalities in (73), because
0 5 I(0.z"; X" f N" + l9.z") 5 I(OZ"; N" + 02").
If { Ni} is a regular Gaussian stationary sequence and {Vi} is entropy-singular, then the sensitivity Sz of the channel capacity (1) satisfies Let S > 0 be an arbitrarily small positive number. Now, given this S, we choose E > 0 such that 
=~$~~I(fiBVn;lV"+8") =0
because {Vi} is an entropy-singular sequence. Now from (80) and (81) 
In this section we shall prove formula (8) for the sensitivity. According to Theorem 2 we can assume that the contaminating noise { Zi} is regular Gaussian satisfying condition ii) of Theorem 2. But for Gaussian contaminating noise we shall prove (8) without any additional conditions. we obtain using (76)-(78) that 5s (79) because the first term on the right-hand side is equal to zero by entropy-singularity of {Zi} and lim rl(t9.Zn (M) ; @Z"(M) + N") 5 C$")(O) < 5 n,--ic!c n by virtue of (75) and (74).
Since S > 0 can be arbitrarily small it follows from (79) that (73) is valid, which proves Theorem 3, because (73) and (72) lead to the equality Cz (6) = Cz (0) for all 6' > 0. 0 Corollary: Let {Zi} be a sum .zi=&J~+t/cG~, O<a<l where {Vi} and {Vi} are two independent stationary random sequences, such that Theorem 4: Let {Ni} be a regular Gaussian stationary process. Then the sensitivity of the channel capacity (1) with Gaussian contaminating noise {Zi} having a spectral density Z(f) is given by (8). This formula holds even if the integral on its right-hand side diverges.
Proof: The proof of this theorem is divided into two parts, depending on whether the power spectral density Z(f) is bounded. 
We evaluate now every integral in the right-hand side of (87). At first we observe that (93) also converges (recall that now we assume the boundedness of Z(f)). So, using the inequality In (1 + x) 5 x we obtain from (92)
because by statement b) of Lemma 3 and convergence of (93).
To obtain a lower bound for Js (0) let us introduce momentarily an additional condition
Then, using (95) and the inequality x 2 0 we also verify that
and so from (94) and (96) we conclude that Substituting (88)- (91), (97), and (98) into the right-hand side of (87) and noting that mes (As \ An) + mes An = mes An + o(l). B -+ 0 by b) of Lemma 3, we derive
This completes the proof of the theorem in Case A under the additional condition (95) and the assumption that the integral on the right-hand side of (8) converges.
Let us dispense with the condition (95). It should be noted that the right-hand side of (8) is an upper bound on the sensitivity Sz without the assumption (95) because it was used only for deriving a lower bound on Sa (see (96)). So, we need only prove that the right-hand side of (8) (107) and (108). In particular, (106) implies that 5'~ = 00 if the integral on the right-hand side of (106) diverges.
To end the proof of the theorem we need only show that the right-hand side of (106) is also an upper bound for Sz, if the integral converges.
Observe that for any integers n and m we have 
