Abstract. -We study the pullback maps on cohomology groups for equivariant rational maps (i.e., monomial maps) on toric varieties. Our method is based on the intersection theory on toric varieties. We use the method to determine the dynamical degrees of monomial maps and compute the degrees of the Cremona involution.
Introduction
For a meromorphic map f : X X on a compact Kähler manifold X of dimension n, and for 1 ≤ k ≤ n, there is a well-defined pullback map f * : H k,k (X; R) → H k,k (X; R). The k-th dynamical degree of f is then defined as
The dynamical degrees λ 1 ( f ), · · · , λ n ( f ) form an important family of birational invariants. The computation and properties of the first dynamical degree of various maps is an active research topic. On the other hand, much less is known about the higher dynamical degrees. In this paper, we focus on monomial maps, and we compute the higher dynamical degrees of dominant monomial maps.
Given an n × n integer matrix ψ = (a i, j ), the associated monomial map f : (C * ) n → (C * ) n is defined by f (x 1 , · · · , x n ) = (∏ This answers Question 9.9 in [9] . As a corollary, we also obtain the following formula for the topological entropy of monomial maps, which answers Question 9.1 in [9] .
Corollary. -The topological entropy of a dominant monomial map f is
log |µ i |.
The theory of toric varieties is a useful tool for understanding the dynamics of monomial maps, as was shown in the papers ( [3, 10, 11] ). Using the intersection theory on toric varieties, we are able to translate the computation of cohomology classes into much simpler computation involving cones and lattice points.
We note that C. Favre and E. Wulcan [4] have obtained the same results on dynamical degrees using related but different methods from ours.
In Section 2, we will review results from the intersection theory of toric varieties. Then a method to pull back cohomology classes by monomial maps on toric varieties is developed in Section 3. The method is applied in Section 4 to give a concrete formula for pulling back cohomology classes by monomial maps on (P 1 ) n . We use the formula to prove our main result about dynamical degrees. In the last section, we apply our method to compute the degrees of the Cremona involution J on P n .
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Intersection theory on toric varieties
In this section, we briefly review the intersection theory on toric varieties. Results are stated without proof. For more details, see [7] .
2.1.
Chow homology groups of toric varieties. -Following the notations of [5, 7] , we let X = X(∆) be a toric variety corresponding to a fan ∆ in a lattice N of rank n. Each cone τ ∈ ∆ corresponds to an orbit O τ of the torus action, and the closure of O τ in X(∆) is denoted by V (τ). Each V (τ) is invariant under the torus action. Conversely, every torus-invariant closed subvariety of X is of the form V (τ). The dimension of V (τ) is given by
For each cone τ, define N τ to be the sublattice of N generated by τ ∩ N, and
where the sum is over all cones σ ∈ ∆ which contain τ with dim(σ) = dim(τ) + 1, and n σ,τ is a lattice point in σ whose image generates the 1-dimensional lattice N σ /N τ . For an arbitrary variety X, we define the Chow group A k (X) as the group generated by the k-dimensional irreducible closed subvarieties of X, with relations generated by divisors of nonzero rational function on some (k + 1)-dimensional subvariety of X. In the case of toric varieties, there is a nice presentation of the Chow groups in terms of torus-invariant subvarieties and torus-invariant relations. 
for all cones τ ∈ ∆ (k+1) and all u ∈ M(τ). This proposition is an immediate consequence of the description of A k (X) in Proposition 2.1 and the isomorphism A k (X) ∼ = Hom(A k (X), Z).
2.3.
Relations with the usual (co)homology groups. -For a nonsingular complete toric variety X = X(∆), we have H k (X; Z) = 0 and H k (X; Z) = 0 for k odd (see [5, p.92 [5, p.102 
and p.106]). This means
and both isomorphisms double the degree. Moreover, suppose X is also projective, thus Kähler. We have the Hodge decomposition 
As a consequence, we have
Pulling back cohomology classes by a toric rational map
Let X be a compact Kähler manifold of dimension n, and f : X X be a dominant meromorphic map. For a smooth form θ on X, one defines the inverse image of θ by f , denoted f * θ, as follows: let Γ f ⊂ X × X be the graph of f , and letΓ f be a desingularization of Γ f . One has the following commutative diagram
here π 1 , π 2 are both holomorphic maps. We define
. This means, we interpret π * 2 θ as a current, and then push it forward by (π 1 ) * . The definition above does not depend on the choice of the desingularization of Γ f . Furthermore, f * induces a map on cohomology groups.
Although simple and intuitive, this definition is not easy to compute in general. In the following, we provide a method to compute the pull back of cohomology classes on toric varieties by toric maps.
3.1.
Constructing a good refinement∆ according to ∆ and ψ. -For the homomorphism ψ : N → N, we want to obtain a refinement∆ of the fan ∆ such that every cone in∆ is mapped by ψ R := ψ ⊗ Z R into some cone in ∆. Moreover, we want the fan∆ to be nonsingular, and the corresponding toric variety X(∆) to be projective. The existence and construction of such a refinement∆ is shown in [10, Section 1 and Section 2.1].
Therefore, we obtain the following diagram:
wheref and π are both toric morphisms. The morphismf is induced by ψ, and π is a birational morphism induced by the identity map on N.
Pulling back byf . -The mapf : X(∆) → X(∆) is a toric morphism. This means that if we let
Sincef is dominant, we have the following formula for the pull backf * c as a Minkowski weight of codimension k on∆ (see [7, Proposition 2.7] ). For τ ′ ∈∆ (k) , let τ be the smallest cone in ∆ that contains ψ(τ ′ ), then
Push forward by
The Poincaré duality holds for X(∆). This means, for each (1) on the complete variety X(∆). Then we have
The first equality is a special case of [7, Proposition 3.1(a)]. The second and the third equalities are due to Poincaré duality and the projection formula of intersection theory [6, p.325] . Finally, the cup product (f * c) ∪ (π * c σ ) applying on the cone {0} can be computed using
In the formula, we fix some generic vector v ∈ N, the sum is over all pairs (σ, τ) such that σ meets τ + v, and m σ,τ = [N :
Here "generic" means outside a union of finitely many proper linear subspaces of N R . For the proof of this theorem, and the precise specification of v being generic, see [7, Section 3] .
Dynamical degrees of a monomial map
The goal of this section is to compute the dynamical degrees of monomial maps. Since the dynamical degrees are birational invariants (see [8, Corollary 2.7] , we can choose any birational model to compute them. For monomial maps, the toric variety (P 1 ) n is a convenient model. We start by investigating the fan structure, the homology and the cohomology of (P 1 ) n , then use these information to compute the dynamical degree.
4.1. The fan structure of (P 1 ) n . -Throughout this section, let ∆ be the standard fan for X(∆) = (P 1 ) n , which is as follows. First, let e 1 , · · · , e n be the standard basis elements of N R ∼ = R n , then the rays of ∆ are generated by e 1 , · · · , e n and −e 1 , · · · , −e n . In general, the kdimensional cones are generated by {s 1 
Thus, k dimensional cones are in one-to-one correspondence with pairs (α, s), where α ⊆ n is a subset with k elements, and s is a map s : α → {−1, +1}. We denote s(i) by s i . Under this correspondence, we can denote a cone by σ = (α, s), and this means the cone of dimension |α|, generated by {s i · e i | i ∈ α}.
1. In [7] , the degree homomorphism is denoted by deg, so we use the same notion. But we will use deg for another meaning. Hopefully it will be clear from the context and cause no confusion.
The
Chow homology group of (P 1 ) n . -We know from Proposition 2.1 that A k ((P 1 ) n ) is generated by the classes of subvarieties V (σ) for σ = (α, s) with |α| = n − k. Concretely, in the coordinate ([x 1 :
For two cones σ 1 = (α 1 , s 1 ) and σ 2 = (α 2 , s 2 ) of the same dimension, the relations between the cohomology classes are given by
Thus, if s + ≡ +1 and let σ α = (α, s + ), then the classes [V (σ α )] will be a basis for A k ((P
Note that, since |α 1 | + |α 2 | = n, we have α 1 ∩ α 2 = / 0 if and only if α 1 ∪ α 2 = n. We use the notation α ′ = n− α for the complement of α. Thus the classes
4.3. The Chow cohomology groups of (P 1 ) n . -By (4.1), we conclude that a function c : ∆ (k) → Z is a Minkowski weight if we have c(σ 1 ) = c(σ 2 ) whenever span(σ 1 ) = span(σ 2 ). Since the Chow cohomology A k ((P 1 ) n ) is isomorphic to the group of Minkowski weights ∆ (k) → Z, we can write down a basis for A k ((P 1 ) n ) as follows. For each subset α ⊆ n with |α| = n − k, denote E α = span{e i |i ∈ α}, and define c α :
These c α form a basis for A k ((P 1 ) n ), and c α is the Poincaré dual to [V (σ α ′ )].
Pulling back cohomology classes by monomial maps on
is an integer matrix with nonzero determinant. For any subsets α, β ⊆ n, we let ψ α,β denote the submatrix of ψ obtained by the rows in α and the columns in β. This means, if we write ψ = (a i, j ), then ψ α,β is formed by those a i, j with i ∈ α and j ∈ β.
Theorem 4.1. -Let f be the dominant monomial map of (P 1 ) n induced by ψ. Then the map f * :
Note that with ψ : Z n → Z n , one define the exterior power
we define e α = e α 1 ∧ · · · ∧ e α n−k . Then {e α |α ⊆ n, |α| = n − k} form a basis for ∧ n−k Z n , and {e α ′ |α ⊆ n, |α| = n − k} form a basis for ∧ k Z n . They are dual basis in the sense that e α ∧ e α ′ = ±1 and e α ∧ e β ′ = 0 for α = β. With the basis e α ′ , the linear map ∧ k ψ is represented by the matrix det(
Thus the matrix in the theorem is obtained by taking absolute value of every entry of the matrix representing the map
We will need the following lemma.
Lemma 4.2. -With the notations above, we have
Proof. -We first identify ∧ n R n ∼ = R by sending (e 1 ∧ · · · ∧ e n ) → 1. Then we have
Multiplying by det(ψ) corresponds to applying (∧ n ψ) on ∧ n R n . Therefore,
The lemma follows after we apply absolute value on both sides of the equation.
Proof of Theorem 4.1. -Throughout the proof, we let α, β be two proper subsets of n 0 with |α| = |β| = n − k. First, we have a projective, smooth resolution X(∆) of (P 1 ) n = X(∆) with respect to the map f . Recall that f * = π * •f * . If we write N β := E β ∩ N, then the pullback f * c β is given by
Next, in order to find π * (f * c β ), we apply the projection formula method in section 3.3 to σ α ∈ ∆ (k) :
Here the pullback (π * c α ′ ) is the Minkowski weight defined by
Notice that (f * c β )(σ) and (π * c α ′ )(τ) are both nonzero if and only if σ ⊂ ψ −1 (E β ) and τ ⊂ E α ′ . This means that we only need to look at the cones σ and τ that are contained in the linear subspaces ψ −1 (E β ) and E α ′ , respectively.
Moreover, the sum is over all pairs (σ, τ) such that σ meets τ + v for a fixed generic v ∈ N. We know that, for a generic v, the linear spaces ψ −1 (E β ) and E α ′ + v will either be disjoint or intersecting at one point. If they are disjoint, then the intersection (ψ −1 E β ) ∩ E α ′ is of dimension ≥ 1, and the vectors in the set { ψ −1 (e i )|i ∈ β } ∪ { e j | j ∈ α ′ } are linearly dependent. This implies that the value det((ψ −1 ) α,β ) = 0, hence det(ψ β ′ ,α ′ ) = det(ψ) · det((ψ −1 ) α,β ) = 0 by Lemma 4.2. On the other hand, the sum is over the empty set, hence is also zero.
In the case that ψ −1 (E β ) and E α ′ + v intersect at one point for a fixed generic v, the intersection point will be in the relative interior of cones, and the sum contains exactly one term. In this case, we obtain the following:
Note that the index [N : ψ(N) + N β ] is always finite since we assume ψ ⊗ R has full rank. In the case that ψ −1 (E β ) and E α ′ + v intersect at one point, the index [N :
Observe that the (α, β)-entry of the matrix representing f * is exactly the number (π * (f * c β ))(σ α ). By Lemma 4.2, the theorem will be true once we can prove the following:
Proof of the lemma. -Without loss of generality, we assume that
The last equality is because
We observe that ψ maps (ψ −1 E β ) ∩ N bijectively onto ψ(N) ∩ N β , hence the two free abelian groups are isomorphic. In particular, if
we have the following matrix equation:
Here (w 1 , · · · , w n−k ) and (v 1 , · · · , v n−k ) denote the n × (n − k) matrices whose columns are formed by the column vectors w 1 , · · · , w n−k and v 1 , · · · , v n−k , respectively. The bottom k rows of the matrix (v 1 , · · · , v n−k ) are all zero, and we denotev i = t (a 1,i , · · · , a n−k,i ). Let (ψ −1 ) ·,β be the matrix formed by the columns in β, i.e., the first n − k columns under our assumption that β = {1, · · · , n − k}. Thus the right hand side of (4.2) is determined by the product (ψ −1 ) ·,β · (v 1 , · · · ,v n−k ), and we can reduce the matrix equation (4.2) to
, then we have an equation of submatrices of (4.3):
The index [N β : ψ(N) ∩ N β ] is equal to the (n − k)-dimensional volume of the parallelogram formed by a basis of the free abelian subgroup (ψ(N) ∩ N β ) ⊆ N β . By our assumption, v 1 , · · · , v n−k is such a basis, and its
The volume of the associated parallelogram is then | det(ŵ 1 , · · · ,ŵ n−k )|.
By taking the determinant and absolute values on both sides of the equation (4.4), we get
We conclude that
This proves the lemma.
Therefore, by Lemma 4.2 and Lemma 4.3, the proof of Theorem 4.1 is complete.
Dynamical degrees of monomial maps. -Now we are ready to prove Theorem 1.
Proof of Theorem 1. -We will use (P 1 ) n as our birational model to compute the dynamical degrees. The iterate f ℓ is induced by ψ ℓ . With respect to the basis {c α |α ⊆ n,
Let · be the norm defined by taking the maximum absolute value of coefficients. We have
This completes the proof.
Corollary. -The topological entropy of a birational monomial map f is given by the following formula
Proof. -The "≥" part is due to Hasselblatt and Propp (see [9, Theorem 5.1]). For the "≤" part, by [2, Theorem 1],
For monomial maps, the number ∑ |µ i |>1 log |µ i | is exactly the maximum on the right side of the inequality. Thus the corollary is proved.
Next, we consider monomial maps on P n . Since A k (P n ) ∼ = H 2k (P n ; Z) ∼ = Z for all k, the pull back f * of any rational map f is given by an integer, called the k-th degree of f , and is denoted by deg k ( f ) (see Russakovskii and Shiffman [12, p.914] ).
Recall that the norm of ( f ℓ )
and the number |µ 1 · · · µ k | is the spectral radius of the map (∧ k ψ). By a standard result of linear algebra (see [11, Lemma 6 .4]), we know that there exist two positive constants c 1 ≥ c 0 > 0, and an integer m with 0 ≤ m ≤ C(n, k), such that
Let g : (P 1 ) n → P n and g −1 : P n → (P 1 ) n be the birational map induced by identity map on the lattice N. Then f is birationally conjugate to the mapf := g • f • g −1 on P n . The pullback map (f ℓ ) * on H k,k (P n ; R) is represented by the k-th degree off ℓ . By a standard estimate on birational conjugation (see [8, Corollary 2.7] ), we know that
Combining the two estimates, we conclude the following estimate on the growth of k-th degree on P n . 
The degrees of the Cremona involution on P n
An important example of monomial maps is the Cremona involution J : P n P n . It is the map defined by J(z 1 
The rest of this section is devoted to the proof of this theorem. Throughout this section, ∆ will denote the standard fan associated to P n , and∆ will be the required refinement of ∆ with respect to the map J. 5.1. Fan structure of ∆ and (co)homology of P n . -Let n 0 = {0, 1, · · · , n}, e 1 , · · · , e n be the standard basis of N ∼ = Z n , and e 0 = −(e 1 + · · · + e n ). The cones in ∆ are generated by proper subsets of {e 0 , e 1 , · · · , e n }. For any proper subset α n 0 , we denote σ α to be the cone generated by those e i where i ∈ α, i.e., σ α = {∑ i∈α a i e i |a i ≥ 0}.
The dimension of σ α is |α|, thus σ α ∈ ∆ (k) ⇐⇒ |α| = n − k, and A k (P n ) is generated by the classes of V (σ α ) for |α| = n − k. The relations are given by [V (σ α 1 )] = [V (σ α 2 )] for any two α 1 , α 2 ⊂ n 0 with n − k elements.
As a consequence, a map c : ∆ (k) → Z is a Minkowski weight if and only if it is a constant function, i.e., c(σ 1 ) = c(σ 2 ) for all σ 1 , σ 2 ∈ ∆ (k) . Moreover, let c k : ∆ (k) → Z be the map defined by c k (σ) = 1 for all σ ∈ ∆ (k) , then the Chow cohomology group A k (P n ) ∼ = Z is generated by c k .
The involution J and its degrees. -
The map J is induced by the linear map −I, where I is the identity map on N. Thus, to obtain the refinement∆, we need to subdivide ∆ so that every cone after subdivision is mapped by −I into some cone of ∆, and we have the following diagram:
Both the maps π andJ are toric morphisms. This means, for each σ ′ ∈∆, there exist cones σ, τ ∈ ∆ such that σ ′ ⊆ σ and −σ ′ ⊆ τ. Notice that −σ ′ ⊆ τ is equivalent to σ ′ ⊆ −τ.
Proof of Theorem 5.1. -Let c k ∈ A k (P n ) and c n−k ∈ A n−k (P n ) be the generators of the two Chow cohomology groups of complementary dimensions. Then by the formula in Section 3.3, the k-th degree of the map J is given by
where the sum is over all pairs (σ ′ , τ ′ ) such that σ ′ meets τ ′ + v for a fixed generic v ∈ N. We analyze this sum in the following.
First, for τ ′ ∈∆ (n−k) , let τ ∈ ∆ be the smallest cone such that τ ′ ⊆ τ. We have the following formula for π * c n−k .
Similarly, for σ ′ ∈∆ (k) , let σ ∈ ∆ be the smallest cone containing −σ ′ , then
Therefore, in the sum (5.1), in order to have a nonzero summand, we must have τ ′ ⊆ τ and σ ′ ⊆ −σ for some τ, σ ∈ ∆ of codimensions (n − k) and k, respectively.
Next, notice that for a fixed generic v ∈ N, the two sets −σ and τ + v will either be disjoint or intersect at exactly one point. If they are disjoint, then for all those (σ ′ , τ ′ ) ∈∆ (k) ×∆ (n−k) with τ ′ ⊆ τ and σ ′ ⊆ −σ, the corresponding terms does not appear in the sum. If (−σ) ∩ (τ + v) = {P} a single point, then for generic v, we will have P ∈ σ ′ and P ∈ τ ′ + v for a unique pair (σ ′ , τ ′ ) ∈∆ (k) ×∆ (n−k) with τ ′ ⊆ τ and σ ′ ⊆ −σ. Only for this pair (σ ′ , τ ′ ), the corresponding term will appear in the summand, and the corresponding term is
The last equality is because of N σ ′ = N σ and N τ ′ = N τ . Therefore, we need to find out those (σ, τ) ∈ ∆ (k) × ∆ (n−k) such that (−σ) ∩ (τ + v) is a single point for a given generic v. Without loss of generality, we may assume that v = −(v 1 , · · · , v n ) where v 1 , · · · , v n are all positive integers. Then, we have
Let σ = σ α and τ = τ β for α, β ⊂ n 0 with |α| = n − k and |β| = k. We first want to show the following.
Claim.
-If (v 1 , · · · , v n ) ∈ σ + τ, then 0 ∈ α and 0 ∈ β.
Suppose, on the contrary, that 0 ∈ α or 0 ∈ β, then there must be some i ∈ {1, · · · , n} such that i ∈ α ∪ β. Without loss of generality, assume 1 ∈ α ∪ β. Then since e 0 = (−1, · · · , −1), and every point in σ + τ can be written in the form r 0 · e 0 + n ∑ i=2 r i · e i for r i ≥ 0, thus the first coordinate of every point in σ + τ is non-positive. However, the first coordinate of −v is v 1 > 0, they cannot be equal. So we conclude that 0 ∈ α and 0 ∈ β. Now that we know α ∪ β ⊂ {1, · · · , n}, our next claim is the following.
Claim. -We have α ∪ β = {1, · · · , n}. Thus, α and β form a partition of the set {1, · · · , n}.
Suppose, for example, that 1 ∈ α ∪ β, then the first coordinate of every point in σ + τ is 0. But, again, we have v 1 > 0 which leads to a contradiction, so the claim is proved Finally, for every partition α and β of the set {1, · · · , n} with |α| = n − k and |β| = k, there is a unique point in (−σ α ) ∩ (τ β + v). For example, if α = {1, · · · , k} and β = {k + 1, · · · , n}, then the unique point is (−v 1 , · · · , −v k , 0, · · · , 0). Furthermore, for every such partition α, β of {1, · · · , n}, we have There are C(n, k) such partitions of {1, · · · , n}, each will contribute 1 to the summation in (5.1). Therefore, we have deg k (J) = C(n, k) and this completes the proof.
