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Abst ract - -The  step-by-step Tau method m applied to find polynomial approximations to the 
solution of the nonhnear functional equation, 
(t) = -~ (t - 1) [1 + • (t)], t > 0, 
which armes in population dynamms The behavior of the approximate solutions is consistent with 
the theoretical results obtained elsewhere (~) 2005 Elsevmr Ltd. All rights reserved 
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1. INTRODUCTION 
In populatxon dynamics, the growth rate of a population of a single species is assumed to be 
controlled by a feedback mechanism that depends on the populat ion of the preceding eneration. 
Taking y(t)  to be the population at t ime t, the growth rate is characterized by the functional 
equation (with delayed negative feedback), 
f] (t) = [A - By  (t - h)] y (t) ,  t > 0, (1) 
where A,B  E R and h > 0 is the length of the "juvenile" period, i.e., the period before an 
offspring reaches "adulthood" and is able to reproduce. Wi th  z(t) = Bhy(ht )  and a = Ah,  the 
above equation becomes 
(t) = [~-  z ( t  - 1)] z (t) ,  (2) 
Furthermore, if we let x($) = c~-lz(t) - 1, the last equation is transformed into 
( t )  = -~z  (t - 1) [1 + x (t)] ,  (3) 
which is the subject of our treatment in this paper. The parameter c~ is real and positive, and 
x(t)  is assumed to be bounded and Lebesgue integrable in the interval ( -1 ,0] ,  but  otherwise it 
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is arbitrary. Accordingly, the existence and uniqueness of the solution are guaranteed for every 
initial choice of x(t), as long as it satisfies those crlteria [I] Extensive treatments of equations 
(2),(3) are to be found in [2] and [I], respectively, and we refer to [3] for a general theory of 
similar equations. Since no closed form analytical solution is available, we  resort to a spectral 
technique, the Tau  method, to obtain polynomial approximations to the solution of (3). A 
considerable number  of algebraic manipulations is involved in the derivation. Thus, a computer  
algebra software is needed to be able to handle the computational complexity. The  results m this 
paper are obtained using MATHEMATICA 3.0 package [4]. 
2. STEP-BY-STEP  TAU METHOD 
Starting with an arbitrary function on the interval (-i, 0], which w111 be a polynomial m the 
sequel, we derive an approximate polynomial solution for the next interval (0, I] and continue in 
this fashion into the subsequent intervals. As such, the time axis is divided into unit intervals 
Ik = (k, k+ 1], with k _> 0, and the restriction of the solution x(t) m the corresponding interval/k 
is denoted by xk(t), that is xk (t) = x(t)IteI~. This leads to the sequence of differential equations, 
~k (t) + ~Xk_l (t - l )xk  (t) = -~xk-1  (t - 1),  t • /k ,  (4) 
together with the already prescribed initial X_l(t), and subject o the conditions, 
hm xk (t) = xk-1 (k), k > 0. 
t-+k+ 
The exact solution on each interval Ik is found to be 
~ ( t )  - p~ (t)  xk_~ (k)  - ~ xk - ,  ( z  - 1) p~ (z )  dz  , (5) 
where Pk is the integrating factor, 
=o p 1 . 
It is clear that x- l ( t )  - -1  leads to the trivial solution x(t) - -1  for all t > 0. We will be 
considering those cases where x- l (t)  is a polynomml. 
Polynomial approximations of solutions of (4) are derived by way of utilizing the step-by- 
step Tau method of Ortiz [5]. In the standard Tau method, a polynomial perturbation term is 
introduced into the original differential equation and an exact polynomial solution (Tau solution) 
is obtained for the perturbed equation. The Tau solution is a polynomial approximation to the 
solution of the original equation. In the step-by-step Tau method, the domain of integration is
divided into subintervals and the standard Tau technique is applied separately in each subinterval. 
The Tau solutmn obtained in one interval is used as an input in the next interval. 
For each k _> 0, we define the linear differential operator, 
d ~)(k) .=  ~ ..~ o~Xk_ l  (t  -- 1),  
and consider the following perturbed form of equation (4), 
~)(k)Xk (t) = -~X~_ l  (t - 1) + Hk (t) ,  t • &,  (6) 
where Xk-l(t)  is the polynomial solution from the previous interval and the perturbation term 
Hk is defined in terms of shifted Legendre polynommls as 
?¢ 
.7 =0 
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with n being the desired degree of the approximating polynomials. The choice of Legendre over 
Chebyshev polynomials is motivated by their superior endpoint accuracy, as established in [6]. 
The polynomials we seek are assumed to be of the form, 
Xk (t) = ~-'a(k)P, 3 
3=0 
tEIk, 
and we require that X_ 1 (t) and x_ 1 (t) coincide on ( -1 ,  0], since they are arbitrary. Furthermore, 
the following initial condition is enforced for each k >__ 0, 
(k) = (k). (7) 
If t E Ik, then Xk- l ( t  - 1) is well defined and may be expressed as 
n n 
Xk-1 (t-- l )~  Ea~ k-l) (t-- 1)'= Eb~k-1)t  ', 
3=0 3=0 
where 
n--? ( 
b~ k-l) = E (-)~ 3 ~-i~ (k-l) 
i ) aJ+z ' 
and the differential operator becomes 
7)(k) = d ~b~k-nt 3" 
d~ +a 3=0 
We will follow the recursive formulation [7], whereby a set of canonical polynomials Q~)( t )  
associated with :D (k) Is defined in such a way that 7?(k)Q~)(t) = t m, with t E Ik. In vmw of the 
linearity of 7) (k), the canonical polynomials are generated in the following manner, 
n 
7)(k)t'~ = mtm-1 + atm E bJ k-1)t3 
3=0 
=mt m-1 + ab~k-1)t~+m + a E bj(k-1)t3+m 
3=0 
n--1 
= m:D(k)Q(km) 1 ~- olb(k-1)~(k)('l(k) q- O~ E b(k--1)~(k)()(k) -- n ~n+m 3 "v3Tm 
3=0 
n--1 
(k- l)  (k) = :D (k) ~-n(k) -ab  (k-~)~(k) + a~b 3 Q3+,~ 
2=0 
so that 
n--1 
t m = ~(k)  • ~k-1)~(k) _ ~ b(k-1),~(k) 
3=0 
and, after rearranging the indices, we are led to 
~--1 ] 
Q~)  = 1 (k-l) (k) 
c~b(a_l) t m-n  - (m - n) O(km)_n_ 1 - a E b, Qrn-n+, , 
3=0 
m>n (s) 
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Note that  the first n canonical  polynomials  {Q(o k), Q~k) , . . . ,  Q(~I}  remain  undefined. Let C} ~'r) 
denote the zth coefficient of the shifted Legendre polynomial  P* (t - k) with t E Ik .  It is defined 
as  
)( ) C}k'r) =( - - )~E z S r - - r - -1  (k÷l )  s. 
s=o ~+s i+s  
The exact po lynomia l  solut ion of the per turbed  equat ion (8) is set to be 
xk  (t) : ~ v ' ,  ~(k-~),-,(k) Z ' -}k)  (k,~,,-,) (k) -~/__. ,  v ,  ( t )+ c,  Q, (t) , 
3=0 3=0 L ~=0 
and if we take m --- n in (6), the first sum on the right becomes - I  and we have 
~ , ~-" C(k,2'~-,)O(k) 1 
x~ (t) = -1  + ~(~) r~n-' ,  _~ ~ (t) (9) 
3=0 L ~=0 
As such, equat ion (6) can be retr ieved by apply ing the operator  Z) (k) to both  sides of (9). The 
n + 1 unknown terms ~_}k) are introduced m order to account for the n undefined canonical  
po lynommls  in addi t ion to the init ial  condit ion imposed at t = k. The unknowns {T~k), . . . ,  T~ (k)} 
are calculated in terms of ~-0 (k) by sett ing equal to zero the coefficients of Q~k), 0 <_ 2 <_ n - 1, 
then we app ly  (7) to determine %(k). 
EXAMPLE. Let X_l ( t )  = 0.1t a + t - 0.5 in ( -1 ,0 ] ,  and choose n = 5. The Tau solutions in 
the successive intervals Ik are concatenated and shown in F igures 1-3 for a = 0.5, 1.5, 2.0, 
respectively. The first two are in agreement with Theorem 3 of [1]. If a _ 1.5 and x(0) > -1 ,  
then x(t)  vanishes as t tends to infinity. The th i rd  example is consistent with Theorem 4 of [1]: 
If a > ~r/2, there are solut ions x for which x(0) > -1  and x does not vanish as t ~ oo. 
The following polynomials  represent he Tau solutions in the intervals Ik, 0 < k < 6, for the 
case where c~ = 0.5 (Figure 1) 
X0 (t) = -0 .5000 + 0.4000t - 0.0024t 2 - 0.0627t 3 - 0.0023t 4 + 0.0022t 5, 
X1 (t) = -0 .4003 + 0.2198t + 0.0672t ~ - 0.0624t 3 + 0.0101t 4 + 0.0002t 5, 
)('2 (t) = -0 .2926 + 0.0626t + 0.1554t 2 - 0.0935t 3 + 0.0201t 4 - 0.0016t 5, 
)(3 (t) = -0  4632 + 0.4023t - 0.1093t 2 + 0.0078t 3 + 0.0009t 4 - 0.0001t 5, 
)(4 (t) = -0 .6342 + 0.6352t - 0.2362t 2 + 0.0424t a - 0.0038t 4 + 0.0001t 5, 
X5 (t) = -0 .4400 + 0.4463t - 0.1627t 2 + 0.0281t 3 - 0.0024t 4 + 0.00008fi, 
)(6 (t) = -0 .0014 + 0.0796t - 0.0398t 2 + 0.0075t 3 - 0.0006t 4 + 0.00002t 5. 
3 4 5 ~ ~ 8 
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Figure 1 X(t) m the mtervM [0, 7] with a = 0.5 
Tau Method Treatment 1771 
1 .5  
1 
0.5  
-0 .5  
P 
/ 
2 
Figure 2 X(t) m the interval [0, 12] with a -- 1.5 
Figure 3. X(t) m the interval [0, 14] with c~ ~ 2 0 
For the three cases above, similar results were obtained when a forward-difference scheme was 
applied, namely, 
x 3 = 0.1 (35) 3 +35-  0.5, 
x 3 : x2_ 1 - ~5x2_1_  N (1 + x2_1) , 
-N - l  <3<O,  
1 ~ 2 <- AN,  
where N = 50, 5 = l/N, and ~ is the length of the time interval. 
Furthermore, for the same imtial X- l ( t ) ,  the case where 0 < a << 1.5 was tested and the 
solution was found to vanish fairly fast. When a >> 1.5, the solution becomes very large in the 
first interval  (0, 1]. When X- l ( t ) ,  such that  X - l (0 )  < -1 ,  was tested, it resulted in Xo( t )  and 
X1 (t) assuming very large negat ive values, thus, m agreement with Theorem 1 in [1]: x(t )  ~ -co  
if x(o) < -1 .  
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