Abstract: This paper presents simple and efficient algorithms for the alleviation of line overloads and voltage violations by corrective rescheduling. The proposed approach utilises the decoupling of real and reactive power and the decomposition between optimisation without security constraints and optimisation to satisfy security constraints. Highlights of the proposed approach are: (i) a choice of performance index which ensures that alleviation of some of the existing violations does not create any fresh violations, thus avoiding the need for cycling in optimisation and, (ii) the use of a classical optimisation technique for faster solutions. Results for two sample test systems have been presented to validate the proposed algorithms. 
Abstract: This paper presents simple and efficient algorithms for the alleviation of line overloads and voltage violations by corrective rescheduling. The proposed approach utilises the decoupling of real and reactive power and the decomposition between optimisation without security constraints and optimisation to satisfy security constraints. Highlights of the proposed approach are: (i) a choice of performance index which ensures that alleviation of some of the existing violations does not create any fresh violations, thus avoiding the need for cycling in optimisation and, (ii) the use of a classical optimisation technique for faster solutions. Results for two sample test systems have been presented to validate the proposed algorithms. The operating point of a power system will undergo a change due to various contingencies and disturbances on the system. If the system survives the outage or disturbance, it will operate in a new steady state in which one or more transmission lines may be overloaded and hence voltage constraints at some buses may be violated. System dispatchers will resort to corrective rescheduling for removing constraint violations.
List of principal symbols
The problem of corrective rescheduling for the alleviation of overloads and voltage limit violations can be solved by decomposed or nondecomposed approaches. In the nondecomposed approach the unified single optimisation problem is solved with security constraints. This requires excessive computational storage and time. The decomposed approach is usually preferred keeping in view any computational requirements. Such an approach involves the solution of an optimisation problem without security constraints followed by solution of a corrective rescheduling problem to remove constraint violations with minimum deviation from the previously optimised schedule.
The alleviation of overloads and voltage limit violations can be achieved through the solution of a single large optimisation problem involving simultaneous real and reactive power rescheduling. However, the two subproblems (overload and voltage limit violation alleviation) are usually solved separately and sequentially, taking advantage of the famous (PS) and (Q-V) decoupling principle, thereby gaining substantial savings in computational time and storage.
A large number of research papers are available on the subject of base case optimisation and corrective rescheduling. Such methods [2, 5, [8] [9] [10] [11] employ various performance indices for optimisation. For active power dispatch the minimisation of operating cost is the usual criterion. For the reactive power subproblem it is the performance index, based on loss or voltage deviations, that provides the consideration.
Most methods of base case real and reactive power optimisation utilise linear, nonlinear or quadratic programming techniques [2] [3] [4] [5] [8] [9] [10] [11] . Medicherla et al. [6, 7] have criticised such optimisation techniques on the grounds that these methods are computationally expensive. They have developed an online overload alleviation model using Newton-Raphson load flow. However, the optimisation aspects cannot be completely ignored.
From the literature survey it appears that simple and efficient algorithms, similar to the 'classical economic dispatch' (ED), are not yet available for real time implementation. This is important because solution of this problem provides the starting point for overall 'security constrained optimisation' (SCO). Hence, the main objective here is to develop such algorithms. In this context it must be emphasised that evaluation of an approximate schedule, which is reasonably accurate and can be implemented in real time to mitigate emergencies, is far more important than an evaluation of a very accurate schedule which cannot be implemented in real time. For achieving this objective the following features are necessary and therefore have been incorporated in the proposed approach:
(i) Exploitation of weak PS and Q-V coupling to solve the real and reactive subproblems separately or sequentially depending on the requirements. This considerably reduces the dimensionality of the problem.
(ii) Inexplicit representation of the network through loss formulae and sensitivity coefficients. This eliminates the need for computationally expensive explicit network solutions during optimisation process.
(iii) Simpler and efficient optimisation strategies similar to classical ED.
(iv) All available algorithms in the literature on security constrained optimisation show that there is a possibility of producing new violations while removing existing violations. In the proposed approach all important monitored quantities are included in the performance index, thereby eliminating such a possibility.
(v) To improve computational efficiency and to reduce the dimensionality of the problem the following two step approach is adopted: first the optimisation problem is solved without security constraints, and secondly, with this solution in hand, the optimisation problem is resolved such that violations, if any, are removed with minimum deviation from the previously optimised schedule.
Alleviation of line overloads
Line overloads are eliminated by rescheduling real power generators, phase shifters, network switching and, as a last resort, by curtailment of interruptible loads.
Problem formulation and solution methodology
It is assumed that the problem of optimisation without security constraints has already been solved. It will now be shown how the security constraint is satisfied with minimum deviation from the previously optimised schedule. In the proposed formulation only real power generation scheduling is considered for enhancing security.
The objective then is to seek a generation correction schedule which minimises the following performance index (PI):
This is subject to the following incremental real power balance equation and inequalities on generation corrections:
The first term in eqn. 1 signifies a penalty on deviation in the operating cost from the previously optimised schedule. The second term signifies penalties on normalised line flows, which is normally used to rank the severity of line outage contingency. Stott et al. [1] have observed that line flow limits and voltage limits can never be precisely quantified and are not to be rigidly enforced. Hence, it is fully justified to treat the normalised line loadings as soft constraints. Optimisation with the proposed performance index leads to optimum redistribution of power flows which, simultaneously, curbs the excessive overloading tendency in all the lines as far as possible. However, it must be noted that the overload alleviation is subject to the availability of adequate corrective capability in the system. If such a capability is absent overload alleviation cannot be guaranteed. If the operating cost of the fcth generator is given by
then the change in generation schedule from the base case value PQ to FQ , the total change in operating cost, is given by
The line flows with new generation schedule can be obtained using generation shift factors [13] , as follows: (5) where a tt is the 'generation shift distribution factor' (GSDF). Substituting for AC T and f\ from eqns. 4 and 5 in eqn. 1 we have
Using the real power transmission loss formula [12] (below), the change AP t due to generation changes can be obtained as follows:
(8)
Hence, substituting from eqn. 8 into the incremental power balance equation, eqn. 2, we have or
where
That is a k puts a penalty on corresponding generation change. If losses are neglected, a k = 1. It is an inverse of the penalty factor (PF).
The optimality equations are obtained by differentiating the PI of eqn. 6 with respect to AP Gm and equating it to zero. That is
., NG and # slack
It is easy to see that all NG generations cannot be rescheduled independently. One of these has to be considered as a slack (dependent) variable represented as s.
After some simplification of optimality equations we have = e m form=l,...,JVG and (11) where B km and e m are constant terms. It may be noted that eqn. 10 (incremental power balance equation) and eqn. 11 are linear and hence can be solved very efficiently for evaluating the NG generation corrections.
Computational algorithm
The main steps in the computational algorithm are as follows:
Step 1: Read input data.
Step 2: Set low value of WF; say 0.1.
Step 3: Solve the set of eqns. 10 and 11 and obtain generation corrections.
Step 4: Check the limits on generation corrections. In case of violation, set the correction to the limiting value and go to step 3 for solving the reduced set of equations.
Step 5: Calculate AP Gm using eqns. 10 and 11.
Step 6: Calculate the modified flows using eqn. 5.
Step 7: Calculate PI according to
Step 8: Check if all line flows are within limits. If 'yes', stop.
Step 9: Check for convergence of PI in successive iterations. If there is no convergence increase WF and go to step 3
Step 10: Identify the lines still overloaded and for such lines Set f i = k i f i where 0 < k t ^ 1. This decides the per unit reduction in effective limit. It implies higher weightages for these overloaded lines. Then go to step 3.
From the proposed algorithm it can be seen that it is very well suited for real time applications because of its simplicity and computational efficiency. This stems from the following algorithm features:
(i) The linear set of optimality equations which may be solved very efficiently for real power generation corrections. Only the NG number of such equations have to be solved.
(ii) The algorithm does not require explicit network representation and computationally expensive power flow solutions.
If the corrections are out of limits then network switching or, in extreme cases, load curtailment may have to be taken to remove the overloads.
Alleviation of voltage violations
A good voltage profile is important for three reasons: (i) better security, (ii) good quality of supply, and (iii) low transmission loss. Hence, bus voltages must be maintained in a narrow band around specified value under all operating conditions. This has been recognised as one of the most important operational problems.
As explained earlier, a two step algorithm is adopted in order to reduce the size of the SCO problem. The solution for the first step, i.e. optimisation without security constraints by any one of the well established methods, is assumed to be available. It will now be shown how the second step of satisfying the security constraints can be implemented efficiently. Real powers have been already scheduled as explained in Section 2.
The objective in this case is to obtain a set of reactive control corrections, A(7 (i.e. AF G , AQ S , At), so as to bring all the bus voltages within specified limits. This is achieved by minimising the following PI: 
The minimisation is subject to the following incremental reactive power balance equation, inequalities on control corrections and reactive power generation changes:
(15)
AU P
The PI consists of three terms. The first term signifies a penalty on the total control effort. Individual control corrections are kept within limits by adjusting the weighting factors, WU P . Excursions of control in both directions are penalised. Similarly, the second term limits the violation of reactive generations at all PV buses. The weigh-ting factor, WQ P , will be a nonzero positive value only when it is found that reactive generation violation has taken place at the pth bus, otherwise WQ P is set to zero. where D pm and e m are constant terms. These NC -1 equations are solved together with the incremental reactive power balance equation (eqn. 22). It may be noted that these NC equations are also linear in nature and can be solved very efficiently for NC control corrections. Because of the computational efficiency and simplicity, the proposed method is suitable for real time applications.
Computational algorithm
Step 1: Read input data: (i) line data, (ii) base case voltage profile, (iii) limits on voltages, control corrections and reactive generations, (iv) reactive loss formula coefficients, (v) sensitivity factors SV and SQ.
Step 2: Calculate l p as denned in eqn. 21.
Step 3: Calculate h p coefficients given in eqn. 22.
Step 4: Select a dependent control bus s.
Step 5: Select all weighting factors WV n = 1.0, WQ k = 0, WV k = 1.0.
Step 6: Solve NC -1 linear optimality equations with incremental power balance equation and obtain control corrections.
Step 7: Check for limit violations for control corrections. If there are no limit violations, then go to step 8. Otherwise increase weighting factors, WU P for violated corrections and repeat from step 6.
Step 8: Calculate AQ Gk using eqn. 16 for k = 1, ..., NG and check for limit violations. If 'yes', increase corresponding weighting factors, WQ k and repeat from step 6. Otherwise go to step 9.
Step 9: Using eqn. 17 calculate all load bus voltage changes. If all bus voltages are within limits, go to step 10, otherwise increase the corresponding weighting factors, WV n , and repeat from step 6.
Step 10: Stop.
Simultaneous overload and voltage deviation alleviation algorithm has also been developed. The results, however, did not justify the increased complexity introduced by combining the two subproblems.
Results
The algorithms developed in Sections 2 and 3 have been implemented on 6 and 25-bus test systems (Appendices 7.1 and 7.2) to demonstrate their effectiveness in alleviating line overloads and voltage violations.
The base case and corrected generation schedules for overload minimisation are depicted in Table 1 for the 6-bus system. The corrected schedule has been obtained with the help of the algorithm of Section 2. Table 2 shows line flows with base case and corrected generation schedules. It is observed from this Table that line overload alleviation is achieved in the lines marked '*' with corresponding corrective rescheduling given in Table 1 . The algorithm of Section 3 has been employed for the alleviation of voltage violations. The system includes two OLTCs and two switchable reactors in addition to PV-bus voltage settings as control variables. Table 3 gives the base case and corrected values of control variables. t 4 and t 7 denote OLTC settings connected in lines 4 and 7, respectively. Q c4 . and Q c6 are reactive compensations at buses 4 and 6, respectively. Table 4 depicts the voltage profiles with and without control corrections. It is noted from Table 4 that initially all load bus voltages were violating the limits and with corrective rescheduling all load bus voltages were brought within limits (0.95 < V n < 1.05).
The new algorithms developed in Sections 2 and 3 have also been employed for alleviating line overloads Table 5 gives: (i) the base case generation schedule, and (ii) the corrected generation schedule are obtained by the overload alleviation algorithm of Section 2. Table 6 presents line flows with three real power generation reschedules presented in Table 1 . The overload alleviation was achieved by the corrected schedules in '*' marked lines. Table 7 depicts (i) the base PV-bus voltages, and (ii) the corrected PV-bus voltage by the voltage violation alleviation algorithm of Section 3. Table 8 shows the bus voltages with the PV-bus voltage schedules as given in Table 7 . It is observed that by both the corrected schedules the load bus voltages are brought within Bounds (0.98 < V, < 1.02).
Conclusion
Two new simple and efficient algorithms for the alleviation of line overloads and voltage violations by corrective rescheduling have been proposed. They utilise the decoupling of active and reactive optimisation problems. In order to reduce the size and complexity of the problem further, a decomposition between optimisation without security constraints and optimisation to satisfy security constraints was employed. The operating cost characteristics of the generators are given below:
C 2 (P G 2) = P G2 + 0.1P
G2
In the 6-bus system the shunt compensation is provided at buses 4 and 5. The limits on reactive power injections are:
OLTC are provided in lines 4 and 7 at buses 6 and 4, respectively. The limits on tap settings are: The operating cost characteristics of the generators are as follows:
Ci(P G i) = T .
