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The most popularly used statistic R2 has a fundamental weakness in model building: it
favors adding more predictors to the model because R2 can only increase. In effect, the
additional predictors start fitting the noise in data. Other criterion in selecting a regression
2
, AIC, SBC, and Mallow’s Cp does not guarantee the model selected
model such as Radj

will also make better prediction of future values. To avoid this, data scientists withhold a
percentage of the data for validation purposes. The PRESS statistic does something similar
by withholding each observation in calculating its own predicted value. In this paper, we
investigated the properties of PRESS statistic and explored how it performs compared to
other criterion in model selection. We also derived estimators of the parameters of interest in
linear regression that is based on PRESS, while maintaining desirable statistical properties of
estimators such as unbiasedness. A diagnostic statistic that looks at the impact of deleting
one observation from the estimation of MSE is also presented.
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CHAPTER 1
INTRODUCTION
The most popularly used statistic R2 has a fundamental weakness in model building: it
favors adding more predictors to the model because R2 can only increase. In effect, these
additional predictors start fitting noise in data. Other measures used in selecting a regression
2
model among candidate models include Radj
, Akaike Information Criterion (AIC), Schwarz

Bayesian Information Criterion (SBC), and a measure of performance of a candidate model
relative to the full model, Mallow’s Cp . Although useful information can be derived from
these measures, it does not guarantee that the model selected using any of these criterion
will not have variables that just add noise to the model, or make better prediction of future
values. This is due to the fact that all the observations in the dataset were utilized in model
building, hence what it provides as information is how well the model predicts the current
observations.
To avoid this, data scientists withhold a percentage of the data for validation purposes.
The PRESS statistic does something similar by withholding each observation in calculating its
own predicted value. In this approach, the residual e(i) is calculated by taking the difference
between the response variable Yi , and its predicted value when the i th observation is excluded
from model building, Ŷ(i) . That is,

1

e(i) = Yi − Ŷ(i)
Taking the sum of squares of these residuals yields the Prediction Error Sum of Squares
(PRESS) advocated by Allen in 1971 [2], defined as

P RESS =

n
X

2
e(i)

=

i=1

n
X

(Yi − Ŷ(i) )2

i=1

which have been used in many ways in researches involving regression analysis, including a
measure similar to R2 that is based on PRESS. The question of interest is, will an R2 based
on PRESS fix R2 ’s inherent weakness of fitting noise?

1.1

Statement of the Problem

While a number of researchers have recommended the use of the PRESS statistic in
model selection and diagnostic analysis in regression, properties of RP2 RESS or the PRESS
statistic have not been further looked at. In addition, a comparison of RP2 RESS and other
measures of model selection when it comes to model and variable selection have not been
explored. Estimation of parameters in regression analysis like error variance σ 2 , based on
PRESS have not been developed and studied. Since useful information can be generated
from using PRESS and PRESS-based statistics, scenarios where these measures would yield
better performance than the ones existing in literature warrants further investigation.

1.2

Research Objectives

The goal of this research is to study how statistics generated using leave-one-out approach
in cross-validation can be used in regression analysis. Specifically, this study aims to:

2

1. Investigate how measures based on PRESS statistic perform in model selection compared to other existing measures;
2. Derive the mathematical properties of the PRESS statistic;
3. Develop an unbiased estimator of the error variance, σ 2 , based on PRESS.
4. Develop an alternate measure of coefficient of determination based on PRESS; and
5. Determine a measure for identifying influential observations using leave-one-out approach.

1.3

Outline

This paper is organized as follows: Chapter 1 contains information on the background of
the study including the research objectives, and motivation for doing the research. Existing
methods of model selection, diagnostic analysis, as well as studies that have used PRESS
statistic are presented in Chapter 2. The behavior of RP2 RESS in the presence of unnecessary predictors in the model, as well as its performance in model selection compared to
other existing criterion were detailed in Chapter 3. In Chapter 4, more information about
the PRESS statistic including its properties are derived. PRESS-based measures for use in
estimation of the parameters in regression analysis such as error variance σ 2 and coefficient
of determination are presented in this chapter as well. In Chapter 5, we developed another
measure based on leave-one-out technique for use in identifying influential observations, and
compared its performance with other existing measures. Application to real world data sets
of the estimators and measures discussed in the earlier chapters were presented in Chapter 6.
Finally, summary of the results, limitations of the study, as well as further studies regarding
this topic are presented in Chapter 7.

3

CHAPTER 2
REVIEW OF LITERATURE
In this chapter, we divided the discussion into three sections: existing measures used in
model selection, statistics used in identifying influential observations, and existing research
involving the use of PRESS statistic.

2.1

Review of Existing Model Selection Measures

The issue of which measure to use in selecting the final model among many candidate
ones is still a debate among researchers. One measure is not deemed superior than other
measures in the absolute sense, and these criteria do not always recommend the same model
as the best model. We briefly discussed the advantages and disadvantages of using each
criterion for model selection in this section.

2.1.1

Information Criterion-based Measures

Among the model selection measures, many researchers advocated the use of measures
based on information criterion such as Akaike Information Criterion (AIC) and Schwarz
Bayesian Information Criterion (SBC). These two are similar in the sense that each adds
penalty term for the number of parameters in the model, with larger penalty applied when

4

using SBC as criterion. Both of these measures recommend as the best model that which has
the lowest value of the criterion used. In a study conducted by Brewer, Butler, and Cooksley
in 2016 [4], they found an advantage of using AIC is that this criterion is most favorable
in "minimizing the mean square errors of prediction, while SBC on the other hand tends to
select the true model as the sample size increases". Burnham and Anderson (2004) [6] stated
in their study that a disadvantage of using AIC is that its "value are not interpretable", and
largely depend on the sample size of the data set . Brewer and colleagues (2016) [4] further
emphasized the consistency property of SBC on the other hand is ideal, but only if "we know
what the true model is, and assuming we captured all possible variables to include in model
building". In comparing the performance of these two information criterion using simulated
data that is generated based on a true model, SBC is expected to have better performance
than AIC since, as Burnham and Anderson (2002) [5] stated the "aim of the study is to
select the generating model," which favors SBC.

2.1.2

Mallow’s Cp Criterion

Another measure used to assess the fit of regression models is the Mallow’s Cp . This
statistic compares models with different subset of parameters relative to the full model.
Murtaugh (1998) [18] in his analysis mentioned that in using this criterion, "a stepwise
procedure is used to add or delete predictors until a minimum value of Cp is obtained." In
comparing models through this measure, the model where the value of Cp is closest to p
(number of parameters) is considered to be a good model, and thus is recommended as the
final model. It is worth noting here that comparison relies heavily on the predictors that
the full model contains, hence for full models which contain several unnecessary predictors,
Gilmour (1996) [11] explained can sometimes lead to an underestimated value of σ 2 , that is
being used to compare with other candidate models.

5

2.1.3

Coefficient of Determination

A measure that is widely and most commonly used to assess the goodness-of-fit of the
model is the coefficient of determination, R2 . Its value is expressed in terms of percentages
which tells us how much of the variation in the dependent variable is accounted for by the
predictors in the model. Unlike the previous measures, this is much easier to understand and
interpret. The closer its value is to a 100%, the better the model is. A drawback on using
R2 though is that its value continue to increase as more parameters are added to the model.
This means the model with the highest R2 will always be the full model, regardless of whether
the variables contribute to prediction or not.
A development to R2 was formulated to address the problem of overfitting that is not
controlled by relying on R2 alone. This improvement is what we know today as the Adjusted
2
R2 or Radj
. The main difference in the fomula for calculating these two measures lies on

the type of estimators used, that is, R2 uses the biased estimator (divided by n in the
2
uses the unbiased estimator MSE in its calculation. In multiple
denominator), while Radj
2
linear regression, it is recommended to consider the value of Radj
in assessing how well the

variables in a candidate model explain the variations in the dependent variable. Unlike R2 ,
2
Radj
only increases when an improvement in the model is observed upon adding the predictor.

Its value is always lower or equal to R2 , and at times can be negative as well. This happens
when the value of R2 is very close to zero.

2.1.4

Cross-validation

Using any of the model selection measures discussed previously provides no guarantee
that the final model selected will perform well when predicting new observations. If calculated
using all the observations in the data, the model which has the lowest value of the information
2
criterion or the highest Radj
does not guarantee that the predictions made by utilizing the

model selected would still yield a low error, or produce high predictive ability as well. If model
6

selection is based solely on MSE, a model with the lowest MSE but estimated using all the
observations in the data, does not necessarily imply it will also be the model that will have
the lowest MSE when predicting observations that are not used to estimate the model. This
prompted many researchers to result to cross-validation approaches when selecting among
candidate models.
The basic idea of cross-validation is to split the current dataset into two groups: one to
be used for model building called training data, and another to assess the performance of the
model, or test data. This way, we can determine how good the model is in prediction since
the data we are using to test the model were not used in estimating the model itself. There
are many ways to perform cross-validation which we are going to look at briefly in the next
sections.

Exhaustive Cross-validation
As the name implies, this type of cross-validation considers all possible ways to split the
data into training and test set. The two popular ways of applying an exhaustive crossvalidation are leave-p-out and leave-one-out cross validation. The idea of leave-p-out is to
take p observations to serve as the test data, and the remaining observations to build the
model. This is done repeatedly until all observations are considered as test data, which
implies training and testing the model would be done a large number of times, which can be
computationally infeasible especially for large data sets.
The leave-one-out cross validation procedure reduces the number of times to train and
test the model while still exhausting all possible ways to split the data by simply taking one
observation at a time to serve as the test data, and the remaining n − 1 observations to
be utilized for model estimation. This process is similar to the jackknife procedure, but the
difference is the statistic of interest is calculated on the left-out samples, not on the kept
samples.

7

Non-exhaustive Cross-validation
Contrary to exhaustive type, the non-exhaustive cross-validation does not involve all possible ways of splitting the data into training and test data. Some of the ways to perform
non-exhaustive cross-validation include k-fold cross-validation, hold-out method, and repeated
random sub-sampling method.
The simplest among the three is the hold-out method, where the data is randomly split
into train and test data. There is no set percentage on how many should be selected as train
data and how many should serve as test data, but typically, more observations are marked as
training dataset. The repeated random sub-sampling method on the other hand is similar to
this approach, but the process is repeated several times. The drawback in using this approach
is some observations may not be selected as test data since the split is done at random. Using
any of the two approaches however implies that the variation in the results obtained will be
high when the analysis is repeated due to randomness of the data used as test and train
dataset.
Among the non-exhaustive cross-validation methods, the most popular among researchers
is the k-fold cross-validation technique. Friedman, et.al [10] describe this method as splitting
the dataset into k equal size folds, and each fold take turns on the role as the test data, while
the remaining k − 1 folds are used to train the model. This way assures all observations are
used to train and test the model exactly once.
In selecting the model using any of the cross-validation approaches, most researchers
recommend to select the model which has the lowest MSE calculated on the test data.

2.2

Identifying Influential Observations

Oftentimes, a dataset used in regression analysis may contain observations that can influence the results of the analysis. One example of an influential observation is the presence of
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outlying observations in either the Y values, X values, or both. Several statistics are present
in the literature to identify outlying observations. The most common approach is to examine the residuals obtained from the model, of which a number of variations are available.
From the ordinary residuals produced by the model, we can look at the standardized residual,
studentized residual, PRESS residual, or studentized PRESS residual.
Kutner, M. H., Nachtsheim, C. J., Neter, J., & Li, W. (2005) [14] discussed the differences among these residuals as follows: The standardized residual divides the error ei with
√
MSE; Studentized residual is calculated by looking at the value of each ei relative to its
p
standard deviation, hence it uses MSE(1 − hii ), where hii denotes the leverage value of the
observation, as divisor instead. Kutner and colleagues (2005) [14] have also discussed the use
of residuals produced through leave-one-out cross-validation for use in identifying outlying Y
observations. These includes the PRESS residual and the studentized PRESS residual, which
is calculated in the similar manner as the studentized residual, with the only difference being
the formula divides by MSE(i) instead of MSE. The observations that are outlying in Y values
are those which produced a relatively large value of any of these residuals.
Another source of influential observations are those that have high leverages. The test to
determine if an observation is high leverage is also the test used to identify outlying X values.
This test makes use of the leverage values from the hat matrix, given by the diagonals hii .
When we assume that each observation have equal leverages, then the average value of hii is
p/n. The observations with leverages exceeding twice the average value, that is hii > 2p/n
are marked as high leverage values.
In the event that a dataset have outlying or high leverage observations, we need to
test if these observations are in any way influential. Several measures which are also based
on the leave-one-out approach have been developed to identify influence of observations in
regression. These measures include DFFITS, which measures if an observation is influential in
its own predicted value. In the book by Belsley, Kuh, and Welsch (2005) [3], the benchmark
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recommended is to mark as influential those observations whose DFFITS value exceeds 1
p
for small to medium sample sizes, and exceeds 2 p/n for large sample sizes. Cook’s D on
the other hand, measures the influence of an observation to all predicted values. As stated
in the book by Kutner and colleagues (2005) [14] an observation which has Cook’s D value
exceeding the 50th percentile of F(p,n−p) is considered influential. Another test for identifying
influential observation is by examining the impact of an observation to the values of the slope
parameters, an information that is provided by the DFBETAS values. For small to medium
sample sizes, it is recommended to mark as influential those observations whose DFBETAS
exceeds 1, while for large sample sizes, Belsley and colleagues (2005) [3] recommended to
√
examine for influence those that exceed 2/ n.

2.3

Studies Involving PRESS Statistic

Several researchers have used the PRESS statistic in their studies as a tool to improve
the results of the research.
Chen, S., Hong, X., Harris, C. J., & Sharkey, P. M. (2004) [7] utilized PRESS statistic
by "combining it with orthogonal forward regression in order to obtain sparse linear-in-theweights regression models". Using PRESS statistic in this study allowed the authors to rely
solely on the data at hand to produce very sparse models. The algorithm is automated hence
producing the output required "without the need for the end-user to set a stopping criterion"
that the algorithm must satisfy to stop the model construction.
Some studies focused on how to use the PRESS statistic in partial least squares (PLS).
In a study conducted by Dodds & Heath (2001) [8], they developed an algorithm "for faster
calculation of PRESS statistic as applied to partial least squares regression". PRESS is already being used in partial least squares regression, but the traditional usage requires repeated
application of PLS, which takes a lot of time in PRESS estimation. In the improvement of

10

the algorithm these authors proposed, a reduction in run time has decreased significantly by
"avoiding matrix inversions". Another study that used PRESS statistic in PLS is a research
done by McWilliams & Montana (2013) [16]. Their study utilized PRESS statistic specifically
for two-block partial least squares regression. They replaced the usual leave-one-out cross
validation technique being used in determining how many latent variables should be retained.
By using this technique, it is no longer necessary to fit PLS several times, since PRESS is
calculated only through one run of partial least squares regression.
In another study conducted by Inan, G., Latif, M. A., & Preisser, J. (2019) [15], the authors proposed to use PRESS statistic to "select a working correlation structure in marginal
analysis of longitudinal data through estimating equations (GEE)". The GEE method is typically applied in longitudinal data analysis utilizing regression analysis. They were successfully
able to show that the proposed correlation matrix based on PRESS residuals works better
than the weighted error sum of squares criterion but the limitation of the proposed matrix is
it wasn’t able to outperform the Gaussian pseudo-likelihood criterion.
In these studies mentioned, researchers focused on using the PRESS statistic as a tool to
improve the researches that they are conducting. However, none of the researches mentioned
look deeply in the properties of the PRESS statistic itself, and how it can be used as a tool
for model selection and parameter estimation in linear regression. Even though leave-oneout approach in diagnostic testing is already utilized in literature, the effect of removing an
observation estimation of the error variance and how can it be used to determine influential
observations are not yet studied. Therefore, a closer look on how the PRESS statistic can be
utilized in model selection and parameter estimation, as well as how an observation influences
MSE is timely.
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CHAPTER 3
MODEL SELECTION USING PRESS
STATISTIC
As introduced in Chapter 1, the PRESS residuals are calculated as a leave-one-out cross
validation procedure wherein one row of observation is excluded from model building, and the
remaining n − 1 rows are used to fit a model that will be utilized to predict the value of the
deleted observation. Recall that the i th PRESS residual is calculated as:

e(i) = Yi − Ŷ(i)

and the PRESS statistic is calculated as the sum of squares of e(i) . That is,

PRESS =

n
X

e(i) 2 =

i=1

n
X

(Yi − Ŷ(i) )2

i=1

This process of calculating the PRESS statistic becomes tedious and requires a huge amount
of run-time when the sample becomes large. Therefore, an alternative way to calculate this
statistic was developed by researchers that allows PRESS to be calculated using a single fit
of the model to the data.
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3.1

Relationship between ei and e(i )

The i th PRESS residual can be expressed as a weighted term of the ordinary residual, ei .
In one of the lectures of Professor Shalabh of Indian Institute of Technology [20], the proof
of the relationship between the i th PRESS residual and the ordinary residual is established as
follows:
Let b(i) be the vector of regression coefficients estimated by deleting the i th observation.
Then b(i) can be written as:

−1

0
0
b(i) = (X(i)
X(i) ) X(i)
y(i)

where X(i) represents the matrix of X’s without the i th observation and y(i) is the vector of
responses without the i th observation.
Substituting this equation in the formula for calculating the i th PRESS residual, the following
equation is obtained:
e(i) = yi − ŷ(i)
= yi − xi b̂(i)
0
0
= yi − xi (X(i)
X(i) )−1 X(i)
y(i)

If we let x represent the i th row vector, then X 0 X − x 0 x represents the X 0 X matrix with the
i th row deleted from the model building, which as Dr. Shalabh [20] presented in his lecture,
can be written as

0

0

[X X − x x]

−1

0

= (X X)

−1
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(X 0 X)−1 x 0 x(X 0 X)−1
+
1 − x(X 0 X)−1 x 0

and we can write
−1
0
X(i) ]
[X(i)

(X 0 X)−1 xi0 xi (X 0 X)−1
= (X X) +
1 − x(X 0 X)−1 x 0
(X 0 X)−1 xi0 xi (X 0 X)−1
−1
= (X 0 X) +
1 − hii
−1

0

Plugging this expression in the formula of the i th PRESS residual above, the following relationship is established:
−1

0
0
e(i) = yi − xi (X(i)
X(i) ) X(i)
y(i)
"
#
−1 0
−1
0
0
(X
X)
x
x
(X
X)
i
−1
i
0
= yi − xi (X 0 X) +
X(i)
y(i)
1 − hii
0

= yi − xi (X X)

−1

0
X(i)
y(i)

−

0
y(i)
xi (X 0 X)−1 xi0 xi (X 0 X)−1 X(i)

1 − hii
0
hii xi (X X) X(i)
y(i)
0

−1

0
= yi − xi (X 0 X) X(i)
y(i) −

1 − hii
0
0
y(i)
y(i) − hii xi (X 0 X)−1 X(i)
(1 − hii )yi − (1 − hii )xi (X X) X(i)
−1

0

=

1 − hii
0

=

−1

(1 − hii )yi − xi (X X)

−1

0
y(i)
X(i)

1 − hii

0
0
y(i) in the formula above,
y(i) + xi0 yi , we can substitute X 0 y − xi0 yi for X(i)
Since X 0 y = X(i)

and the expression for e(i) would be

e(i) =
=
=
=
=

(1 − hii )yi − xi (X 0 X)−1 (X 0 y − xi0 yi )
1 − hii
(1 − hii )yi − xi (X 0 X)−1 X 0 y + xi (X 0 X)−1 xi0 yi
1 − hii)
(1 − hii )yi − xi b + hii yi
1 − hii
yi − xi b
1 − hii
ei
1 − hii
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Substituting this equivalent formula for e(i) in the PRESS statistic formula defined previously,
we have

PRESS =
=

n
X

e(i) 2

i=1
n 
X
i=1

ei
(1 − hii )

2

Using this equivalent expression for PRESS statistic leads to faster calculation as it is no
longer necessary to fit the model n times.

3.2

PRESS-based Measures for Model Selection

2
RPRESS

One use of PRESS statistic is a measure similar to the idea of Adjusted R2 in regression,
2
. This has been proposed by many researchers to be used in evaluating the ability
RPRESS
2
is
of the model to predict new observations. The formula for calculating RPRESS

PRESS
2
RPRESS
=1−
SSTv
Pn
=1−

ei2
i=1 (1−hii )2

SSTv

where
SSTv =

n
X

(Yi − Ȳ(i) )2

i=1

In this formula, SSTv is the sum of squared differences between the deleted observation and
2
the average of the n − 1 observations used in model building. Unlike the RPRESS
formula

that most researches and statistical software uses, the formula we used here is adapted from
Mediavilla F., Landram, F., and Shah, V. [17], since the use of this expression establishes
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independence of Yi from Ȳ(i) .
Similar to PRESS, an equivalent expression can be derived for SSTv that does not require
repeated process of deleting a row of observations and building a model to predict its value
using the remaining observations. Manipulating the formula for SSTv above, we can express
it as a weighted form of the usual SST , as shown in the proof below.

SSTv =

n
X

2

(Yi − Ȳ(i) )

i=1

=

n 
X
i=1

=

n 
X
i=1

Yi −

n−1
X
i=1

Yi
n−1
n−1

2

1 X
Yi
Yi −
n − 1 i=1

2

n−1 2
1 X
=
Yi −
Yi
n−1
n − 1 i=1
i=1

2 X
n 
n−1 2
X
1
=
nYi − Yi −
Yi
n−1
i=1
i=1
2 X


n 
n−1 2
X
1
nYi − Yi +
Yi
=
n−1
i=1
i=1

2 X
2
n 
n
X
1
=
nYi −
Yi
n−1
i=1
i=1

2 X
2
n 
1
=
nYi − nȲ
n−1
i=1

2 X
n
n
2
=
(Yi − Ȳ )
n−1
i=1

2
n
=
SST
n−1
n 
X
n−1

If we combine the equivalent expressions for both PRESS and SSTv , we can calculate
2
RPRESS
by fitting just a single regression by means of the following formula:
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ei2
i=1 (1−hii )2
2
n
SST
n−1

Pn
2
RPRESS
=1−

2
Behavior of RPRESS

3.3

2
To gain a better insight regarding the behavior of RPRESS
in multiple linear regression,

a simulated data set was used for exploratory analysis.

3.3.1

Data Simulation

We begin with generating a dataset consisting of a response variable Y, with 3 predictors
based on a specified value of R2 . The linear model for this data is given as:

Y = β0 + β1 X1 + β2 X2 + β3 X3 + 
and to start the simulation, the values for the betas are set as follows: β0 = 0.2, β1 = 0.3,
β2 = 0.5, and β3 = 0.6. Substituting these values in the linear model, we will generate the
dataset based on the model

Y = 0.2 + 0.3X1 + 0.5X2 + 0.6X3 + 

For the values of the response variable Y and the 3 X’s, the following algorithm was used:
1. Specify the variance-covariance matrix for the X’s.
2. Specify the population means of X’s.
3. Generate the X’s from a multivariate normal distribution using the mean and variancecovariance matrix defined on steps 1 and 2.
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4. Specify the desired value of R2 .
5. Calculate σ 2
6. Generate values for  from a normal distribution with µ = 0 and sd = σ.
7. Calculate the value of the response variable Y in the linear model, by substituting the
generated values of the X’s and .
For the initial simulation, the variance-covariance matrix used is


1 0 0



Σ=
0
1
0




0 0 1
hence we assumed that the predictor variables are not correlated with each other. The mean


vector specified for the X’s is 0 0 0 , and these were the values used as parameters for
the multivariate normal distribution.
To calculate the error variance σ 2 based on a set value of R2 and regression coefficients,
the true value of R2 is expressed as:

R2 = 1 −

σ2
V ar (Y )

Deriving the Var(Y ) from this formula, we get

Var(Y ) =

σ2
1 − R2

From a linear model Y = β0 + β1 X1 + β2 X2 + β3 X3 + , getting the variance of this model
assuming X’s are uncorrelated, and X’s are N(0, 1) yields the expression

Var(Y) = β12 + β22 + β32 + σ 2
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Substituting the equivalent formula for Var(Y ) derived earlier in this equation yields
σ2
= β12 + β22 + β32 + σ 2
1 − R2
Solving for σ 2 in this equation give us the expression as
σ 2 = (1 − R2 )(β12 + β22 + β32 ) + σ 2 (1 − R2 )
σ 2 − σ 2 (1 − R2 ) = (1 − R2 )(β12 + β22 + β32 )
σ 2 (1 − (1 − R2 )) = (1 − R2 )(β12 + β22 + β32 )
σ 2 R2 = (1 − R2 )(β12 + β22 + β32 )
σ2 =

1 − R2 2
(β1 + β22 + β32 )
R2

To investigate the effect of R2 , two values of R2 was set used: 0.5 and 0.8. Using these
values and the formula for σ 2 derived earlier, we have for R2 = 0.5,
1 − R2
σ = (β1 + β2 + β3 ) ∗
R2
1 − 0.5
= (0.32 + 0.52 + 0.62 ) ∗
0.5
2

2

2

2

= 0.7
hence  is generated from N(0, 0.8367). As for when R2 = 0.8,
1 − R2
R2
1 − 0.8
= (0.32 + 0.52 + 0.62 ) ∗
0.8

σ 2 = (β1 2 + β2 2 + β3 2 ) ∗

= 0.175
hence  is generated from N(0, 0.4183).
To examine if the algorithm works, 10,000 datasets of 80 samples each where generated.
The linear model was fitted on each dataset, and the histograms of the R2 are shown in
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Figure 3.1.

Figure 3.1: Histograms of the R-square of simulated data.

From the histograms above, using the proposed algorithm, the datasets generated have R2
values that are close to the target R2 on the average. Comparing the R2 values of these
2
2
datasets with RPRESS
values, it is shown in Figure 3.2 that for the true model, RPRESS
is

slightly lower than R2 when we have 3 predictors in the model.
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Figure 3.2: Boxplots of R2 and RP2 RESS of the simulated data.

The average values of these two measures from 10,000 simulations are summarized in
Table 3.1. The values obtained support the findings in the boxplot from Figure 3.2, as when
2
the target R2 of the dataset is 0.50, the RPRESS
generated is 0.4767 on the average, but
2
for dataset with a target R2 of 0.80, the RPRESS
of the dataset is 0.7911 on the average.
2
From here we can say the difference in the values of R2 and RPRESS
are much evident for

datasets with lower R2 .
2
Table 3.1: Comparison of average values of R2 and RPRESS
of the true model.

R2 = 0.50
R2 = 0.80

R2
0.5161
0.8068
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2
RPRESS
0.4767
0.7911

3.3.2

Adding Unnecessary Predictors

2
Using the data set from the simulation, we next looked at how RPRESS
changes as

we add unnecessary predictors in the model. We added an increasing number of unnecessary
predictors, generated as permutation of numbers from 1 to n = 80, to investigate the behavior
2
2
of RPRESS
. The average values of R2 and RPRESS
from 10,000 simulations at each value

of t, the number of unnecessary predictors added in the true model, are summarized in Table
3.2.
2
Table 3.2: Average values of R2 and RPRESS
against increasing t.

t
0
10
20
30
40
50
60
70

Target R2 = 0.50
2
R2
RPRESS
0.5160575 0.4765777
0.6316936 0.47037013
0.6873045 0.37429071
0.7437106 0.23502655
0.7993726 0.01189862
0.8551959 -0.40655875
0.9110295 -1.43300708
0.9666267 -7.76059992

Target R2 = 0.80
2
R2
RPRESS
0.8068476 0.79110150
0.8632518 0.78033522
0.8839046 0.76769397
0.9048568 0.71602092
0.9255226 0.63320042
0.9462467 0.47784410
0.9669745 0.09690701
0.9876143 -2.25133636

From Table 3.2, we can see that R2 as expected, continue to increase as we add more predictors in the model, regardless of whether these predictors contribute to predictive ability of
2
the model or not. RPRESS
on the other hand, decreases as more unnecessary predictors are

added, and can also take negative values in the presence of too many unnecessary predictors
2
in the model. In addition, the difference in the values of R2 and RPRESS
is higher when the

target R2 is 0.50, as opposed to when the target R2 is at a higher value of 0.80. As shown in
Figures 3.3 and 3.4, the separation between the two measures increases with t. The diagonal
2
line in the plot depicts the line where R2 and RPRESS
would be equal.
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2
Figure 3.3: Graphs of R2 and RPRESS
against t for t = 0 − 30.

2
Figure 3.4: Graphs of R2 and RPRESS
against t for t = 40 − 70.

2
The red dots on the plots comparing the values of R2 and RPRESS
with increasing value of

t depicts the values from when the target R2 = 0.5, while the blue dots represent the values
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when the target R2 = 0.80. The plots clearly shows as we increase the number of unnecessary
2
predictors in the model, the dots move further away from the line where R2 = RPRESS
, and

the red dots depart faster than the blue dots. From these simulations, we can summarized
2
the characteristics of RPRESS
as follows:

2
1. RPRESS
is always lower than R2 .

2. Contrary to R2 which increases with increasing number of unnecessary predictors,
2
RPRESS
value decreases when the number of unnecessary predictors in the model

increases.
2
3. RPRESS
can take on negative values in the presence of too many unnecessary predictors

in the model.
2
4. The value of RPRESS
decreases faster when unnecessary predictors are added in the

model, for datasets with smaller value of R2 .
2
These characteristics of RPRESS
shows the measure is more sensitive in identifying unnec-

essary predictors in the model compared to R2 for the case where the predictors of the true
2
model are uncorrelated. In the next section, we will compare the performance of RPRESS

with R2 and other measures of model selection under different scenarios.

3.4

2
Comparison of RPRESS
with Other Model Selection

Criterion
2
To get a better assessment of the performance of RPRESS
in model selection, we simu-

lated datasets under different scenarios and compared the performance of existing methods
2
2
such as Radj
, AIC, SBC, and Mallow’s Cp , with that of RPRESS
. Since the difference is much
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evident when the target R2 of the dataset is small, we set the target R2 for each scenario
considered at 0.5.
We split the discussion into two sets: Set 1: Small Samples, and Set 2: Large Samples.
For each set, four cases were investigated: Case 1: Uncorrelated X’s, Same Beta Values,
Case 2: Uncorrelated X’s, Increasing Beta Values, Case 3: Correlated X’s, Same Beta
Values, and Case 4: Correlated X’s, Increasing Beta Values. For the same beta values,
the dataset was generated from the model: Yi = 0.2 + 0.3X1 + 0.3X2 + 0.3X3 + i while
for the increasing beta values case, we used the model from the simulation earlier, that is,
Yi = 0.2 + 0.3X1 + 0.5X2 + 0.6X3 + i .
For each case, the simulation was done 10,000 times, and each criterion was used as a
2
2
measure to select the best model. For R2 , Radj
, and RPRESS
, we select as the best model

the one with the highest value of these measures. For AIC and SBC, the model with the
lowest value of the criterion used was selected as the best model. As for Mallow’s Cp the
model with the lowest value of Cp − p among the candidate models except for the full model
was selected as the best model.

Small Sample
For the small sample case, a sample of size 15 was used, and we added 5 unnecessary
predictors to the true model, hence the full model in this case has 8 predictors. Since the
sample size is small, all subset regression was performed, and the steps in identifying the best
model are as follows:
1. Generate all 28 = 256 models using the all subset regression function from olsrr package
in R.
2. For each simulation run, select the best model for each number of predictors in the
model (best1, best2, best3. . . , best8) based on the criterion used.
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3. Select the best model among the best1, best2, . . . , best8 using the same scheme in
Step 2.
4. Repeat Step 2 and Step 3 for all 10,000 simulations.
5. Count the number of times each model was selected as the best model (out of 10,000
runs).
6. Summarized the number of times the true model was selected as the best model by
each criterion.

Case 1: Uncorrelated X’s, Same Beta Values
Following the steps described above, we found that the model with the highest frequency
2
2
, Radj
, AIC, SBC, and Mallow’s Cp , is the true
of selection as the best model using RPRESS

model. R2 as expected, selected the full model as the best model in all 10,000 simulations.
The number of times each criterion selected the true model as the best model are summarized
in Table 3.3.
Table 3.3: Frequency of correct identification of each criterion for small samples, case 1.

Criterion
2
RPRESS
SBC
Mallow’s Cp
AIC
2
Radj
R2

Number of Correct Identifications
1844
1808
1674
1262
774
0

2
Table 3.3 shows among the criterion used, RPRESS
correctly identified the true model

as the best model 18.44% of the time. SBC has the next highest frequency at 18.08% which
2
2
is close to RPRESS
, followed by Mallow’s Cp at 16.74%, AIC at 12.62%, while Radj
only

identified the true model as best model at a low percentage of 7.74%.
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Case 2: Uncorrelated X’s, Increasing Beta Values
To determine if the values of the betas used in simulation has an effect on model selection,
we simulated data set using increasing values of the slopes of betas for this case. Again, the
results of simulations identified the true model as the best model with the highest frequency
for each criterion apart, from R2 . The number of correct identifications out of 10,000
simulations made by each criterion are shown in Table 3.4.
Table 3.4: Frequency of correct identification of each criterion for small samples, case 2.

Criterion
2
RPRESS
SBC
Mallow’s Cp
AIC
2
Radj
R2

Number of Correct Identifications
1396
1393
1220
1009
634
0

2
has the highest number of correct identifications at 13.96%,
From Table 3.4, RPRESS

followed by SBC at 13.93%. Notice that the difference between the two criterion is much
lower compared to case 1. Mallow’s Cp was only able to identify the true model as the best
2
model 12.20% of the time, followed by AIC at 10.09%, Radj
at 6.34%, and R2 at 0%.

Case 3: Correlated X’s, Same Beta Values
Next, we considered how the measures used in model selection will perform when the X’s
of the true model are correlated. For simplicity, the correlation among the 3 true X’s are set
at the same value of 0.25. We first consider the event where the slopes of the beta values
used are the same. Following the procedure described earlier, we found the true model still
has the highest frequency of selection as the best model using all the criterion except for R2 .
However, the frequency of correct identifications is much lower in this case as shown in Table
3.5.
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Table 3.5: Frequency of correct identification of each criterion for small samples, case 3.

Criterion
2
RPRESS
SBC
Mallow’s Cp
AIC
2
Radj
R2

Number of Correct Identifications
830
820
715
685
500
0

2
From Table 3.5, we can see that RPRESS
still has the highest number of correct identifi-

cations compared to other criterion at 8.30%. This value was much lower than case 1 where
2
the X’s are uncorrelated, wherein the percentage of correct identification made by RPRESS
is

18.44%. SBC still has the next highest number of correct identifications at 8.20%, followed
2
by Mallow’s Cp at 7.15%, AIC at 6.85%, Radj
at 5%, and R2 at 0%.

Case 4: Correlated X’s, Increasing Beta Values
Lastly for the small sample set, we looked at the performance of each criterion when the
X’s of the true model are correlated, and increasing value of the slopes of betas are used in
the simulation. Contrary to the other cases, the model with the highest frequency of selection
2
as the best model by each criterion apart from R2 and Radj
is the model with only X2 and
2
X3 as predictors. Using Radj
as the criterion for model selection, the true model emerged to
2
be the best model selected with the highest frequency. RPRESS
, AIC, SBC, and Mallow’s

Cp all identified the true model as the best model with the second highest frequency. The
number of times the true model was identified as the best model using each of the criterion
are summarized in Table 3.6.
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Table 3.6: Frequency of correct identification of each criterion for small samples, case 4.

Criterion
SBC
2
RPRESS
Mallow’s Cp
AIC
2
Radj
R2

Number of Correct Identifications
655
654
626
540
425
0

2
In this case, SBC has the highest number of correct identification at 6.55%, but RPRESS

closely follows at 6.54%. Mallow’s Cp is not that far from the two at 6.26%, followed by AIC
2
at 5.40%. Even though Radj
identified the true model as the best model with the highest

frequency among candidate models, the percentage of correct identification is only 4.25%.
2
has the best
From the results of the simulations done under different scenarios, RPRESS

performance in terms of identifying the true model as the best model among the criterion
considered, for small sample sizes.

Large Sample
After examining the performance of each criterion in the small sample case, we next
looked at the comparison among these criterion in the large sample case. In this section, we
used the same sample size used in earlier simulation, n = 80. Due to the large number of
candidate models, we considered only a number of candidate models to look at. Based on
the all subset regression done for small samples, the smaller models have higher chance of
selection as the best model hence we considered as candidate models all possible combination
of X’s of the true model. We then adapted the increasing number of unnecessary predictors
added in the model done in the earlier simulation as other candidate models. To summarize,
the candidate models considered in this section are as follows:
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Table 3.7: List of candidate models considered for the large sample case.

Model
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Predictors in the Model
X1
X2
X3
X1 , X2
X1 , X3
X2 , X3
X1 , X2 , X3
X1 , X2 , X3 , t1 − t10
X1 , X2 , X3 , t1 − t20
X1 , X2 , X3 , t1 − t30
X1 , X2 , X3 , t1 − t40
X1 , X2 , X3 , t1 − t50
X1 , X2 , X3 , t1 − t60
X1 , X2 , X3 , t1 − t70

The steps in identifying the best model are as follows:
1. Fit all the candidate models.
2. For each simulation, identify the best model based on the criterion used (maximum for
2
2
, minimum for AIC, SBC, and Cp − p for Mallow’s Cp ).
, and RPRESS
R2 , Radj

3. Count the number of times each candidate model was selected as the best model for
each criterion used.
4. Summarized the number of times the true model was identified as the best model by
each criterion.
We examined the performance of each criterion under the same scenarios considered for
small sample case.

Case 1: Uncorrelated X’s, Same Beta Values
We first looked at comparing the number of times the true model will be selected as the
best model when the X’s of the true model are uncorrelated, and same values of slope of
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betas were used in simulation. Based on the results, the model with the highest frequency
2
of selection as the best model using SBC, Mallow’s Cp , and RPRESS
criterion is the true
2
on the other hand, selected the full model as the best model with
model. R2 , AIC, and Radj

the highest frequency among candidate models. The number of times each criterion identified
the true model as the best model is summarized in Table 3.8.
Table 3.8: Frequency of correct identification of each criterion for large samples, case 1.

Criterion
2
RPRESS
SBC
Mallow’s Cp
2
Radj
AIC
R2

Number of Correct Identifications
9604
9284
7050
1118
279
0

2
still has the highest number of correct identifications at 96.04%, closely
In this case, RPRESS
2
followed by SBC at 92.84%. Mallow’s Cp has 70.50% of correct identifications, while Radj

was only able to identify the true model as best model 11.18% of the time. AIC has relatively
low percentage at 2.79%, and as expected, R2 has 0% correct identification.

Case 2: Uncorrelated X’s, Increasing Beta Values
Next, we considered again the effect of having increasing values of the slopes for the betas
2
used for simulation. Similar to the results obtained for the same beta values, RPRESS
, SBC,

and Mallow’s Cp are the only criteria which selected the true model as the best model with
the highest frequency among candidate models. All the other criterion used again pointed
to the full model as the best model. The number of correct identifications made by each
criterion are summarized in Table 3.9.
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Table 3.9: Frequency of correct identification of each criterion for large samples, case 2.

Criterion
2
RPRESS
Mallow’s Cp
SBC
2
Radj
AIC
R2

Number of Correct Identifications
9272
5996
5969
1100
253
0

2
The results show that when increasing value of betas are used, RPRESS
still has the

highest number of correct identifications at 92.72%. Mallow’s Cp this time is the second
2
highest at 59.96%, closely followed by SBC at 59.69%. Radj
was only able to identify the

true model as the best model 11% of the time, while the lowest percentages are again
observed using AIC and R2 at 2.53% and 0% respectively.

Case 3: Correlated X’s, Same Beta Values
We now consider the case when the X’s of the true model are correlated. Similar to what
was done in the small sample case, the correlation between X’s was set at the same value of
2
,
0.25. The results of the simulation done are pretty similar in the sense that only RPRESS

SBC, and Mallow’s Cp identified the true model as the best model with the highest frequency
among candidate ones, while the rest identified the full model as the best model. The number
of times each criterion correctly identified the true model as the best model are summarized
in the Table 3.10.
Table 3.10: Frequency of correct identification of each criterion for large samples, case 3.

Criterion
2
RPRESS
Mallow’s Cp
SBC
2
Radj
AIC
R2

Number of Correct Identifications
9677
6453
6318
938
239
0
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2
RPRESS
again has the highest frequency of correct identification at 96.77%, followed by

Mallow’s Cp at 64.53% and SBC at 63.18%. The other criteria have relatively low percentage
2
was only able to identify the correct model 9.38% of
compared to the other three as Radj

the time, AIC at 2.39%, and R2 at 0%.

Case 4: Correlated X’s, Increasing Beta Values
For the last scenario, we again looked at the case where the X’s are correlated, and
increasing values of beta are used for simulation. The number of times each criterion identified
the true model as the best model out of 10,000 simulations are summarized in Table 3.11.
Table 3.11: Frequency of correct identification of each criterion for large samples, case 4.

Criterion
2
RPRESS
Mallow’s Cp
SBC
2
Radj
AIC
R2

Number of Correct Identifications
8087
4482
3065
1230
74
0

2
From Table 3.11, we can see that RPRESS
again has the highest percentage of correct

identifications at 80.87%, which is the lowest percentage observed for the criterion among
the scenarios examined for the large sample case. Mallow’s Cp is still the second highest when
2
it comes to percentage of correct identifications at 44.82%, followed by SBC at 30.65%, Radj

at 12.30%, AIC at a low percentage of 7.4%, and lastly, R2 at 0%.
2
The simulations done for both small and large sample case show RPRESS
correctly iden-

tifies the true model as the best model more frequently compared to the other criterion used.
2
For small sample case, the percentages between RPRESS
and SBC are close to each other,
2
while for the large sample case, the percentage for RPRESS
is much higher than the other

criteria for the candidate models considered. We also noticed that Mallow’s Cp has better
performance than SBC in the large sample case for most of the scenarios considered. With
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regard to the information criterion measures, SBC has much better performance than AIC
2
in all scenarios examined. In the large sample case, only RPRESS
, Mallow’s Cp , and SBC

are consistent in identifying the true model as the best model, while other measures as R2 ,
2
identified the full model as the best model in all scenarios considered. These
AIC, and Radj
2
simulations show RPRESS
is competitive in all sorts of conditions, and we recommend to use
2
2
RPRESS
as criterion for model selection, by selecting the model with the highest RPRESS

among the candidate models.
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CHAPTER 4
PARAMETER ESTIMATION USING
PRESS
2
Previous chapter showed RPRESS
statistic works well in model selection when compared

to other statistics. In this chapter, we looked at how the PRESS statistic can be used
in estimating the parameters in regression analysis, namely the error variance σ 2 , and the
coefficient of determination ρ2 .

4.1

Properties of the PRESS Statistic

To better understand the behavior of the PRESS statistic, it is necessary to determine
what its expected value and variance is. If we express the equivalent formula for the PRESS
statistic in quadratic form we have:
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PRESS =

n
X
i=1

ei2
(1 − hii )2




1
  (1−h11 )2


= e1 · · · en 



..
.

0

 
···
0  e1 
.
.. 
...
.
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 . 
 
· · · (1−h1nn )2
en

= e 0 Ae
This allows us to use the formula for expectations in quadratic forms. Adapting the theorem
on expectations of quadratic forms from the book by Searle and Gruber (2016) [19], the
following is used in the derivation of the expected value and variance of the PRESS statistic.
Theorem 1. When x is N(µ, V )
i. E(x 0 Ax) = tr (AV ) + µ0 Aµ
ii. The r th cumulant of x 0 Ax is Kr (x 0 Ax) = 2r −1 (r-1)![tr(AV )r + rµ0 A(V A)r −1 µ]
Corollary 1.1 An important application of the theorem is the value of its second part when
r = 2, for then it gives the variance of x 0 Ax.
V (x 0 Ax)=2tr(AV )2 + 4µ0 A(V A)µ
Corollary 1.2 When x is N(0, V )
V (x 0 Ax)=2tr(AV )2
Since the equation for PRESS statistic is expressed in terms of the regular residual ei , we
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first derive the properties of the residual vector e. If we write e in vector form we have
e = Y − Ŷ
= Y − HY
= (I − H)Y
= (I − H)(Xβ + )
= (I − H)
where  ∼ N(0, σ 2 I). The expected value of e is
E(e) = E[(I − H)]
= (I − H)E[]
=0
and the variance of e is given as
V (e) = V [(I − H)]
= (I − H)0 V [](I − H)
= (I − H)0 (I − H)σ 2
= σ 2 (I − H)
Applying these properties of e and the equations for expectations of quadratic forms defined
above, the expected value of PRESS statistic is
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E[PRESS] = tr(AΣe ) + µ0e Aµe
= tr(Aσ 2 (I − H))
= σ 2 tr(A(I − H))

1
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 .
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−hn1
· · · (1 − hnn )

−h1n
· · · (1−h11 )2 
.. 
..
.
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1−hnn
· · · (1−hnn )2

−h1n
· · · (1−h11 )2 
.. 
...
. 


1
· · · (1−hnn )

σ2
σ2
σ2
+
+ ··· +
1 − h11 1 − h22
1 − hnn
n
X
1
= σ2
1 − hii
i=1
=

As for the variance of the PRESS statistic, Corollary 1.2 can be used in deriving the variance
of PRESS statistic since the residuals have mean equal to zero. Applying this equation, the
variance of PRESS is calculated as
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V [PRESS] = V [e 0 Ae]
= 2tr[(AΣe )2 ]
= 2tr[AΣe AΣe ]
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From the expected value of the PRESS statistic, we can see that it is not an unbiased estimator of the error variance σ 2 . In the next section, we used the results from the expectation
and variance to derive an unbiased estimator based on PRESS.
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4.2

Estimators Based on PRESS

Estimator of σ 2
Another use of the PRESS statistic is by means of estimating the parameters of interest
in linear regression such error variance σ 2 , and the coefficient of determination ρ2 . In this
section, we will present estimators for these parameters that were derived based on PRESS.
Pn
Recall from section 4.1 that E[PRESS] = σ 2 i=1 (1/(1 − hii )), which makes PRESS a
biased estimator of σ 2 . To derive an unbiased estimator, MSE ∗ , we divide the expected
value of PRESS statistic by the extra term multiplied to σ 2 . Hence we have,
PRESS
MSE ∗ = Pn
1

i=1 1−hii

To check if the proposed estimator is unbiased, we next derived the expected value of MSE ∗
as shown below.
#

"

PRESS
E[MSE ∗ ] = E Pn
1

i=1 1−hii

= Pn

1

1
i=1 1−hii

= Pn

1

1
i=1 1−hii

= σ2
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E[PRESS]
σ

2

n
X
i=1

1
1 − hii

The variance of this estimator is
"
V [MSE ∗ ] = V

PRESS
Pn
1

#

i=1 1−hii

=

1

!2
V [PRESS]

Pn

1
i=1 1−hii

n
X

2σ 4

= Pn
( i=1

1
2
1−hii )

i=1

X
hij2
1
+
(1 − hii )2
(1 − hii )2 (1 − hjj )2
i6=j

!

Estimator of Coefficient of Determination
Using the value of MSE ∗ from previous section, we can further define a measure of
coefficient of determination of the model based on this estimator. Recall that the formula
2
for Radj
uses MSE which is also unbiased for σ 2 . If we substitute the PRESS-based unbiased
2
estimator MSE ∗ in its place and define this as RMSE
∗ , then we have

2
RMSE
∗ = 1 −

MSE ∗
MST

To evaluate the performance of these MSE ∗ -based estimators compared to the MSE-based
statistics, we will examine how well these measures estimate σ 2 and ρ2 under different scenarios, using a simulated dataset.

4.3

Comparison of MSE with MSE ∗

Earlier in the chapter, we showed MSE ∗ is an unbiased estimator of σ 2 and derived its
variance. In order to compare its performance with MSE, we now derive the properties of
MSE using Theorem 1 from section 4.1.
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Properties of MSE
Recall that MSE is calculated as
Pn
MSE =

ei2
n−p
i=1

If we write this in matrix equation, we have


1
MSE =
e
n−p 1

=


 
 1 · · · 0 e1 
. .
 
.. . . ...   ... 
· · · en 

 

 
0 · · · 1 en

1
e 0 Ae
n−p

Applying Theorem 1 from section 4.1 on expectations of quadratic forms, we can show
1
E[e 0 Ae]
n−p
1
=
tr(AΣe ) + µ0e Aµe
n−p
1
σ 2 tr(A(I − H))
=
n−p
1
=
σ 2 (n − p)
n−p

E[MSE] =

= σ2
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Hence, MSE is an unbiased estimator of σ 2 . As for its variance, we have
V [MSE] =
=
=
=
=
=
=

1
V [e 0 Ae]
(n − p)2
1
2tr[(AΣe )2 ]
(n − p)2
1
2tr[Σe Σe ]
(n − p)2
1
2tr[σ 4 (I − H)(I − H)]
(n − p)2
2σ 4
tr(I − H)
(n − p)2
2σ 4
(n − p)
(n − p)2
2σ 4
(n − p)

Comparison of Values and Expectations
We would begin the comparison between MSE and MSE ∗ as estimators of the error
variance σ 2 to visualize how these measures will behave under different scenarios. We considered the small sample case of n = 15 and large sample case of n = 80 to see if there’s
any difference in the performance of these estimators when it comes to sample sizes. The
dataset was generated from the model Yi = 0.2 + 0.3X1 + 0.5X2 + 0.6X3 + i , considering
two values of R2 , 0.5 and 0.8. The average values of these estimators were calculated from
10,000 simulations, and the results are summarized in Table 4.1.
Table 4.1: Average value of MSE and MSE ∗ obtained from 10,000 simulations.

MSE
MSE ∗

Target R2 = 0.50
n = 15
n = 80
0.7002998 0.7010016
0.7000478 0.7010099

Target R2 = 0.80
n = 15
n = 80
0.1753079 0.1746392
0.1756186 0.1746322

From Table 4.1, we can see that the two estimators have average values that are very close
to each other. Both estimators have an average of 0.7 for when the target R2 of the data is
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0.50, which is the true value of σ 2 in this case. As for when the target R2 of the data is 0.8,
recall that the true value of σ 2 is 0.175. As we can see from Table 4.1, the average values
of the two estimators for this case is around 0.175 for both sample sizes considered. The
histograms of the values of MSE and MSE ∗ for all 10,000 simulations are shown in Figures
4.1 and 4.2 respectively.

Figure 4.1: Histograms of the values of MSE and MSE ∗ of the original data, when n = 15.
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Figure 4.2: Histograms of the values of MSE and MSE ∗ of the original data, when n = 80.

The histograms above shows that for both sample sizes considered, the center of the distribution is at the true value of σ 2 . The shape of the distribution gets closer to the normal
distribution as sample size increases.

Presence of Unnecessary Predictors
We next looked at how the estimators would behave when we add unnecessary predictors
in the model. Since there’s not much difference in the values using small and large sample
sizes, we only considered the large sample size to get a better view of the behavior of these
two predictors, as we add increasing value of unnecessary predictors (t). The average values
of MSE and MSE ∗ obtained from 10,000 simulations are summarized in Table 4.2.
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Table 4.2: Comparison of the average values of MSE and MSE ∗ against t.

t
10
20
30
40
50
60
70

Target R2 = 0.50
MSE
MSE ∗
0.7018883 0.7018646
0.7022523 0.7020158
0.7005181 0.7003876
0.7006884 0.7007103
0.7001856 0.7000933
0.6991246 0.6978189
0.6990812 0.6988362

Target R2 = 0.80
MSE
MSE ∗
0.1754721 0.1754661
0.1755631 0.1755039
0.1751295 0.1750969
0.1751721 0.1751776
0.1750464 0.1750233
0.1747811 0.1744547
0.1747703 0.1747091

Table 4.2 shows that for the two R2 values considered, both estimators have similar values
on the average, for each number of unnecessary predictors added in the model. The averages
are around the true value of 0.70 for R2 = 0.5, and 0.175 for R2 = 0.80. This shows the two
estimators are not affected by noise added to the model, since both retain the value around
the true value of σ 2 , no matter how many unnecessary predictors are added in the model.
The boxplots of the values of MSE and MSE ∗ obtained from all 10,000 simulations are
shown in the Figure 4.3. In here we can see that the distribution of the values of the two
estimators are similar for each value of t considered, and the median value of the boxplot are
at the true value of σ 2 for both R2 values considered. This confirms the fact that the two
estimators are both unbiased estimators of σ 2 .
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Figure 4.3: Boxplot of the values of MSE and MSE ∗ against increasing t.

We next consider the variances of MSE and MSE ∗ for all 10,000 simulations as summarized on Table 4.3. For reference, we also included the variances for the true model.
Table 4.3: Variance of MSE and MSE ∗ against t.

t
0
10
20
30
40
50
60
70

Target R2 = 0.50
V (MSE)
V (MSE ∗ )
0.01290150 0.01295897
0.01493267 0.01518071
0.01735484 0.01767295
0.02115206 0.02180666
0.02672698 0.02775787
0.03763146 0.04018834
0.06129927 0.06530778
0.16245565 0.17512615

Target R2 = 0.80
V (MSE)
V (MSE ∗ )
0.0008078587 0.0008111775
0.0009332919 0.0009487941
0.0010846773 0.0011045593
0.0013220035 0.0013629161
0.0016704364 0.0017348667
0.0023519663 0.0025117710
0.0038312042 0.0040817364
0.0101534783 0.0109453844

The variances of the two estimators are roughly similar for each value of t considered. Notice
as well that the variances increases as the number of unnecessary predictors added to the
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model increases. Based on these findings, we can say the two estimators are unbiased and
have similar variances.

Presence of High Leverage Observation
It is now of interest to determine when MSE ∗ will exhibit a different behavior than MSE.
Since the expression for MSE and MSE ∗ differ only in the weights defined by hii , we next
considered how these two measures will behave in the presence of a high leverage observation. Using the dataset from large sample simulation, we multiplied at random, one row of
observations in the original data generated by 10, and the values of MSE and MSE ∗ are recalculated. The averages of the values of the two estimators are recalculated and summarized
in Table 4.4.
Table 4.4: Average values of MSE and MSE ∗ in the presence of high leverage observation.

Target R2 = 0.5
Target R2 = 0.8

MSE
0.6985894
0.1752674

MSE ∗
0.6994938
0.1756499

The values from Table 4.4 shows the estimates obtained using the two estimators are still
around the true value of σ 2 even after introducing a high leverage observation on the data
set. The estimates obtained using MSE ∗ are slightly higher then MSE and if we look at
the histograms for all 10,000 simulations shown in Figure 4.4, the distribution of MSE ∗
is slightly skewed, while MSE remains the same. The center of the distribution of the
histograms remain at the true value of σ 2 .
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Figure 4.4: Histograms of the values of MSE and MSE ∗ with one row of high leverage observation
for the true model.

We next considered how the estimates would change when unnecessary predictors are added
to this dataset with one row of high leverage observations. The average values of MSE
and MSE ∗ were calculated from 10,000 simulations against increasing t, and the results are
summarized in Table 4.5.
Table 4.5: Average values of MSE and MSE ∗ with high leverage observation against t.

t
10
20
30
40
50
60
70

Target R2 = 0.5
MSE
MSE ∗
0.7016340 0.7018289
0.7020226 0.7018041
0.7004115 0.7005636
0.7014941 0.7024049
0.7014174 0.7023331
0.7011643 0.7021079
0.6972112 0.6969289
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Target R2 = 0.8
MSE
MSE ∗
0.1754085 0.1754572
0.1755057 0.1754510
0.1751029 0.1751409
0.1753735 0.1756012
0.1753543 0.1755833
0.1752911 0.1755270
0.1743028 0.1742322

Table 4.5 shows very little difference in the values of MSE and MSE ∗ for all values of t
considered. The values for both estimators remain around the true value of σ 2 for a given
R2 . If we consider the distribution of the values obtained for all 10,000 simulations, we can
see that the boxplots in Figure 4.5 for MSE ∗ are slightly more skewed than MSE.

Figure 4.5: Boxplots of the values of MSE and MSE ∗ with one row of high leverage observation
against t.

We next examined the variances of these estimators when we have high leverage observation. The summary of the averages from the simulations are shown in Table 4.6.
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Table 4.6: Variances of MSE and MSE ∗ with high leverage observation against t.

t
0
10
20
30
40
50
60
70

Target R2 = 0.5
V (MSE) V (MSE ∗ )
0.0129959 0.0160262
0.7014813 0.7132713
0.7022561 0.7139524
0.7004823 0.6982091
0.7008956 0.6994733
0.7010001 0.7016136
0.7001110 0.7013401
0.6978204 0.6990277

Target R2 = 0.8
V (MSE)
V (MSE ∗ )
0.00082481 0.00103553
0.01495204 0.01917282
0.01741832 0.02150688
0.02097623 0.02543537
0.02664785 0.03256307
0.03712110 0.04283250
0.06015367 0.06563006
0.15754777 0.16827974

Table 4.6 shows the variances of the two estimators are roughly similar, although MSE ∗
variances are a bit higher than MSE. From here we can say that when the data set has high
leverage observation, MSE ∗ becomes skewed towards were the high leverages are.

Presence of Multiple High Leverage Observations
To further examine how the proposed estimator of σ 2 behaves when there are multiple
high leverage observations present in the data, we increased the number of arbitrary high
leverage observations by multiplying four rows of true X’s by a constant. The 3r d row of X’s
was multiplied by 10, the 20th row by 30, 40th row by 60, and 60th row by 80. The average
values of these estimators obtained from 10,000 simulations are summarized in Table 4.7.
Table 4.7: Average values of MSE and MSE ∗ with multiple high leverage observations.

Target R2 = 0.5
Target R2 = 0.8

MSE
0.7003002
0.1751297

MSE ∗
0.6969574
0.1753682

Table 4.7 shows the average values of MSE and MSE ∗ are close to the true value of σ 2
even when we have multiple high leverage observations in the data. For the data where the
target R2 is 0.80, MSE ∗ have slightly higher average than MSE. When we graph the results
for all 10,000 simulations, MSE ∗ is skewed to where the high leverage observations lie, as
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shown in Figure 4.6.

Figure 4.6: Histograms of the values of MSE and MSE ∗ with several high leverage observations for
the true model.

We next considered adding unnecessary predictors in this data with several high leverage
observations. The averages obtained for each value of t are summarized in Table 4.8.
Table 4.8: Average values of MSE and MSE ∗ with several high leverage observations against t.

t
10
20
30
40
50
60
70

Target R2 = 0.5
MSE
MSE ∗
0.7010720 0.7023039
0.7014364 0.6997730
0.6979080 0.6931982
0.7023180 0.7088799
0.6989399 0.7004500
0.6964178 0.6933096
0.6981777 0.6989176
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Target R2 = 0.8
MSE
MSE ∗
0.1746956 0.1747825
0.1747828 0.1744924
0.1745758 0.1753525
0.1744727 0.1734131
0.1748467 0.1759288
0.1760498 0.1783686
0.1764799 0.1761799

Table 4.8 shows the average values of MSE and MSE ∗ are still close to each other for each
value of t. In most cases for when the target R2 of the data is high, MSE ∗ is a little higher
than MSE. The boxplots in Figure 4.7 shows that MSE ∗ values are more skewed than MSE
as well.

Figure 4.7: Boxplots of the values of MSE and MSE ∗ with several high leverage observations against
t.

From these simulation studies conducted, we showed the proposed estimator MSE ∗ provides a more conservative estimate of σ 2 since it assigns to each residual the weights that
corresponds to the observation’s leverage value. The high leverages also increased the variance for MSE ∗ since it properly assigns the corresponding leverage hii for the residual. Hence,
MSE ∗ is preferable estimator of σ 2 when we have high leverage in the data set that cannot
be excluded from the study.
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4.4

Comparison of Estimators of Coefficient of Determination

In Chapter 3, we saw that R2 will continue to increase when we add predictors in the
model, hence relying on R2 to estimate the true coefficient of determination is not plausible.
2
In this section, we considered the refinement of R2 , which is Radj
, for comparison with our
2
2
proposed estimator, RMSE
∗ . In theory, Radj will only increase when the variable added to the

model contributes to the goodness-of-fit to the data. Using the data generated from the
2
2
previous section, we first looked at how the values of Radj
and RMSE
∗ behave, in the true

model. Using the large sample size to see if there’s any difference in the estimation, the
average of the values obtained from 10,000 simulations are summarized in Table 4.9.
2 and R2
Table 4.9: Average value of Radj
MSE ∗ of the true model from 10,000 simulations.

2
Radj
2
RMSE
∗

Target R2 = 0.5
0.4775260
0.4775618

Target R2 = 0.8
0.7867513
0.7867482

2
2
and RMSE
Table 4.9 shows that on the average, the values of Radj
∗ are close to each other,

and close to the value of the target R2 . The histograms in Figure 4.8 of the values obtained
from all 10,000 simulations show that for both measures, the center of the distribution are
at the target value of R2 .
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2 and R2
Figure 4.8: Histograms of the values of Radj
MSE ∗ of the true model.

We next looked at the behavior of these measures after gradually adding unnecessary
predictors in the model. Again, we let t be the number of unnecessary predictors added,
and the average of the values obtained from all 10,000 simulations for these measures are
summarized in Table 4.10.
2 and R2
Table 4.10: Average values of Radj
MSE ∗ against increasing t.

t
10
20
30
40
50
60
70

Target R2 = 0.5
2
2
Radj
RMSE
∗
0.4767752 0.4769041
0.4775154 0.4773029
0.4745464 0.4746828
0.4751128 0.4752130
0.4741798 0.4743522
0.4781434 0.4785433
0.4791206 0.4802307

Target R2 = 0.8
2
2
Radj
RMSE
∗
0.7865679 0.7865234
0.7860316 0.7860325
0.7865649 0.7865625
0.7862029 0.7864284
0.7867514 0.7866487
0.7862765 0.7862036
0.7855504 0.7858969

From the values in Table 4.10, it is shown that the two measures are very similar to each
other. Neither of the two estimators are affected by having too many unnecessary predictors
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in the model as their values stay around the value of the target R2 of the dataset, despite
increasing the value of t up to 70. The boxplots obtained from all 1000 simulations at each
value of t considered are shown in Figure 4.9.

2 and R2
Figure 4.9: Boxplots of values of Radj
MSE ∗ at each t.

The boxplots in Figure 4.9 show the distribution of the two measures for estimating the
coefficient of determination are similar. The median value also stays at the target value of
R2 set for simulation, despite adding unnecessary predictors in the model.

Presence of High Leverage Observation
We next introduced a row of high leverage observation in the data by multiplying one
row of the X values at random by 10 on the data set used in the previous section. After
2
2
recalculating the average Radj
and RMSE
∗ for the true model, the values in Table 4.11 show

a little increase in the average values for both measures.
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2 and R2
Table 4.11: Averages of Radj
MSE ∗ of the true model with high leverage observation.

2
Radj
2
RMSE
∗

Target R2 = 0.5
0.5328502
0.5328156

Target R2 = 0.8
0.8214694
0.8214870

The histograms in Figure 4.10 show the distribution of these measures from 10,000 simulations. In comparison with the histograms obtained when there are no high leverage observations in the dataset, the histograms below shifted a little to the right.

2 and R2
Figure 4.10: Histograms of values of Radj
MSE ∗ of the true model in the presence of a high
leverage observation.

To investigate how these measures will change in the presence of high leverage observation and
noise in the model, we gradually added unnecessary predictors to this data set. The average
of the values obtained from 10,000 simulations at each number of unnecessary predictors
added (t) are summarized in Table 4.12.
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2 and R2
Table 4.12: Averages of Radj
MSE ∗ with high leverage observation against t.

t
10
20
30
40
50
60
70

Target R2 = 0.5
2
2
Radj
RMSE
∗
0.5321257 0.5321608
0.5327443 0.5324948
0.5298893 0.5299592
0.5306374 0.5306911
0.5297857 0.5297881
0.5338807 0.5343078
0.5340189 0.5350808

Target R2 = 0.8
2
2
Radj
RMSE
∗
0.8214520 0.8214125
0.8208524 0.8208347
0.8213597 0.8213730
0.8209702 0.8211384
0.8214859 0.8213981
0.8210523 0.8210000
0.8205841 0.8208580

Table 4.12 shows the values obtained from the simulations for the two measures are close to
each other. These averages stay around the target value of R2 , hence the two measures are
not much affected by having too much noise in the model. The averages slightly increased
when there is a row of high leverage observation in the dataset. The difference in the values
2
is attributed to the weight that RMSE
∗ assigns to each residual, since it uses the actual hii
2
instead equal weights used in Radj
. Thus, these MSE ∗ -based measures are more useful when

we are dealing with a dataset that contains high leverage values.
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CHAPTER 5
IDENTIFYING INFLUENTIAL
OBSERVATIONS
In this chapter, we look at how leave-one-out-approach can be used in diagnostic analysis.
Kutner and colleagues (2005) discussed the use of measures in identifying outlying observations and high leverage observations which includes standardized and studentized residuals,
as well as PRESS and studentized PRESS residuals. When an observation is identified as
outlying or high leverage, the next step is to examine whether any of these observations are
influential. Measures used to examine influence of an observation are based on leave-one-outapproach which include statistics such as DFFITS, DFBETAS, and Cook’s D. While DFFITS
and Cook’s D looks at the influence of an observation on the predicted value, DFBETAS give
information on the influence of an observation in estimating the slope parameters in regression. We adopt the same approach used in developing these statistics focusing on the impact
of an observation in estimation of MSE. We first present the derivation of the statistic,
then use simulation to compare the performance of the proposed estimator against existing
measures in identifying influential observations.
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5.1

Derivation of DFMSE

Let the impact of the i th observation on MSE be denoted as DFMSE. The formula for
calculating DFMSE is,
DFMSE = MSE − MSE(i)
where MSE represents the mean squared error using all observations, and MSE(i) is the mean
squared error when the i th observation is deleted. To avoid the long process of deleting one
observation and recalculating MSE, the relationship between MSE and MSE(i) as presented
in the book by Kutner and colleagues (2005) [14] is utilized:

(n − p)MSE = (n − p − 1)MSE(i) +

ei2
1 − hii

Solving for MSE(i) in this equation we have,

(n − p − 1)MSE(i) = (n − p)MSE −

ei2
1 − hii

(n − p)MSE
ei2
−
(n − p − 1)
(n − p − 1)(1 − hii )
(n − p)MSE(1 − hii ) − ei2
=
(n − p − 1)(1 − hii )
SSE(1 − hii ) − ei2
=
(n − p − 1)(1 − hii )

MSE(i) =

If we plug-in the formula for MSE and this equivalent expression for MSE(i) we get

DFMSE =

SSE
SSE(1 − hii ) − ei2
−
n − p (n − p − 1)(1 − hii )

Since the equation for DFMSE depends largely on the units of the data, we expanded the
formula for DFMSE to better quantify the change that the i th information has on MSE. We
decided to look at the percent change in MSE and the standardized DFMSE. The formula
for calculating these statistics are as follows:
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%∆MSE =

DFMSE
MSE

Standardized DFMSE =
where SE(MSE) = MSE

q

DFMSE
SE(MSE)

2
n−p .

Benchmark Values
In coming up with a benchmark for %∆MSE, we looked at the weights that MSE assigns
to each squared residual. In the MSE formula, each ei2 is assigned a weight of 1/(n −
p). Hence, if the observations are equally influential, then deleting one observation from
estimation should account for a change in MSE value of around 1/(n − p). Applying the
same principle used in DFFITS and DFBETAS, an observation is considered influential if the
change in MSE exceeds twice 1/(n − p). Hence, the proposed benchmark for %∆MSE is
2
n−p .

Since the standardized DFMSE differs from %∆MSE only by the constant, then the

suggested benchmark for standardized DFMSE is as follows:
r
BM for Standardized DFMSE = BM for %∆MSE ∗
r
2
n−p
=
∗
n−p
2
r
2
=
n−p

n−p
2

Next, we look at how these statistics and the proposed benchmarks work in identifying influential observations.
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5.2

Comparison of Proposed Measures with Existing Measures

To examine the behavior of the proposed estimators in identifying influential observations
on MSE, simulation was done using different combinations of sample size and number of
predictors in the model. The summary of the values used are shown in Table 5.1.
Table 5.1: Combination of sample size and number of parameters used in simulation.

Case
Case
Case
Case
Case
Case
Case

1:
2:
3:
4:
5:
6:
7:

Small Samples, Small p
Small Samples, Large p
Medium Samples, Small p
Medium Samples, Large p
Large Samples, Small p
Large Samples, Medium p
Large Samples, Large p

n
15
15
30
30
80
80
80

p
4
9
4
14
4
24
64

Note here that p in the table pertains to the number of predictors plus intercept. The model
used in data simulation is Yi = 0.2 + 0.3X1 + 0.5X2 + 0.6X3 + i , with a target R2 of 0.50.
The simulation was done 10,000 times, and for each case, one simulation result is shown
to visualize the outcome. For comparison, we also calculated DFFITS and Cook’s D values
for all cases, and included results from DFBETAS for the small p case to determine any
differences in the output.

Case 1: Small Samples, Small p
We first look at the small sample case using the true model. The benchmarks are calculated and summarized in Table 5.2.
Table 5.2: Benchmark values for the measures considered in Case 1.

DFFITS

Cook’s D

DFBETAS

±1

50th percentile of F4,11 = 0.8932

±1
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%∆MSE
2
15−4

= 0.1818

Standardized
q DFMSE
2
15−4

= 0.4264

The results from one of the simulated data along with the benchmarks for DFFITS and
Cook’s D are shown in Figure 5.1.

Figure 5.1: Plots of DFFITS (left) and Cook’s D (right) for Case 1.

Based on the DFFITS values, we found observations 8 and 15 to be influential in its own
predicted value. If we look at how each observation impacts all the predicted values, Cook’s
D tells us that none of the observation exceeds the benchmark. Here, the largest value of
Cook’s D was observed for observation 15 at 0.2838. If we calculate the percentile that
corresponds to this value, we found observation is only at 12th percentile, hence although it
sticks out of the Cook’s D plot, it is not that influential.
Next, we examined if any of the observations are influential on the estimation of the
coefficients. The graph for the DFBETAS are shown in Figure 5.2. As we can see from the
individual plots, none of the observations fall outside the benchmark, hence none of them are
influential on the estimation of coefficient values.
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Figure 5.2: Plots of DFBETAS for Case 1.

We next looked at the results from our proposed measures. From Figure 5.3, we can see that
observations 8 and 15 stood out among the other cases on the plot. These two observations
also exceeded the benchmark for the two measures, hence are influential in estimation of
MSE. Note that these two observations were also influential according to DFFITS.
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Figure 5.3: Plots of %∆MSE (left) and standardized DFMSE (right) for Case 1.

Case 2: Small Samples, Large P
We next considered the case where we kept the same sample size of 15, but added 5
unnecessary predictors in the model. The benchmarks for this case are in Table 5.3.
Table 5.3: Benchmarks for the measures considered in Case 2.

DFFITS

Cook’s D

%∆MSE

±1

50th percentile of F9,6 = 1.039

2
15−9

= 0.3333

Standardized
q DFMSE
2
15−9

= 0.5774

We first looked at the results from DFFITS and Cook’s D. The graphs from the results of
one simulation are shown below. From Figure 5.4, we can see that observations 6, 8, 9,
13, and 15 all exceed the DFFITS benchmark, hence are considered influential on their own
predicted value. From the Cook’s D plot (right of Figure 5.4), observation 15 exceeds the
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benchmark of 1.039. The Cook’s D value of this observation is 1.282, which corresponds to
the 61st percentile. Hence, observation 15 is influential on all predicted values.

Figure 5.4: Plots of DFFITS (left) and Cook’s D (right) for Case 2.

When we consider the results obtained from the proposed estimators, Figure 5.5 shows only
observations 9 and 15 to exceed the benchmark, hence are influential on the estimation of
MSE. These observations were also found influential by DFFITS, and observation 15 is also
influential according to Cook’s D.
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Figure 5.5: Plot of %∆MSE (left) and standardized DFMSE (right) for Case 2.

Case 3: Medium Sample Size, Small p
We next considered the case where we have medium sample size, and small p. Here we
used a sample of size 30, and fit the true model. The benchmark values for the measured
used in this case are shown in Table 5.4.
Table 5.4: Benchmark values for the measures considered in Case 3.

DFFITS

Cook’s D

DFBETAS

±1

50th percentile of F4,26 = 0.8615

±1
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%∆MSE
2
30−4

= 0.0769

Standardized
q DFMSE
2
30−4

= 0.2774

The results from DFFITS and Cook’s D measures are shown in Figure 5.6. Here, we
found observation 13 to be influential on its own predicted value according to DFFITS. The
Cook’s D value of this observation is 0.8118 which corresponds to the 47th percentile of
F(4,26) , hence not influential on all predicted values.

Figure 5.6: Plot of DFFITS (left) and Cook’s D (right) for Case 3.

When we examined if there are any observation that is influential on the estimation of the
regression coefficients, we found all DFBETAS values to fall within the benchmark, hence no
observations are influential based on DFBETAS as shown in Figure 5.7.

68

Figure 5.7: Plot of DFBETAS for Case 3.

When we consider the results from the same simulation using our proposed measures, we
found observations 8, 13, and 26 to exceed the benchmark values. Although observation 13
was found influential by DFFITS, none of the measures identified observations 8, and 26 to
be influential. This shows the proposed estimators bring in new information in identifying
influential observations. The graph for these two proposed measures are shown in Figure 5.8.
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Figure 5.8: Plot of %∆MSE (left) and standardized DFMSE (right) for Case 3.

Case 4: Medium Sample Size, Large p
We next looked at the case where we keep the sample size at 30, but add 10 unnecessary
predictors to the true model. The benchmarks used for this case are summarized in Table
5.5.
Table 5.5: Benchmark values for the measures considered for Case 4.

DFFITS

Cook’s D

%∆MSE

±1

50th percentile of F14,16 = 0.994

2
30−14

= 0.125

Standardized
q DFMSE
2
30−14

= 0.3536

Upon examining the plots obtained for DFFITS and Cook’s D in Figure 5.9, we found observations 4, 6, 8, 13, 14, 19, 21, 27, and 30 to exceed the benchmark of DFFITS, and hence
influential on their own predicted value. The Cook’s D plot however, show all the observations
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to fall within the 50th percentile of F(14,16) . If we looked at the highest Cook’s D obtained,
we get a value of 0.3714 for observation 8 which corresponds to the 3r d percentile, hence
not influential on all predicted values.

Figure 5.9: Plot of DFFITS (left) and Cook’s D (right) for Case 4.

If we consider the plot in Figure 5.10 for the same simulation result for using the proposed
measures for identifying influential observations, we found only 4 observations to exceed the
benchmark values. These are observations 4, 8, 14, 19, which are also found influential by
DFFITS.
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Figure 5.10: Plot of %∆MSE (left) and standardized DFMSE (right) for Case 4.

Case 5: Large Sample, Small p
Now, we considered a large sample of size 80, and combined it with different values of p,
to see how the proposed measures work on large sample size. We first looked at the large
sample case using the true model. Here, the benchmark values are calculated in Table 5.6.
Table 5.6: Benchmark values for the measures considered in Case 5.

DFFITS

Cook’s D

p
±2 4/80 = ±0.447

50th percentile of
F4,76 = 0.847

DFBETAS
√2
80

= 0.224

%∆MSE
2
80−4

= 0.0263

Standardized
DFMSE
q
2
80−4 = 0.1622

We first examined one of the simulation results obtained for DFFITS and Cook’s D. Here we
found several observations that are influential on their own predicted value as identified by
DFFITS. These are observations 5, 25, 36, 53, and 71, all having DFFITS values exceeding
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±0.4475. As for Cook’s D, all the observations fall within the benchmark. The observation
with the highest Cook’s D value of 0.196 is observation 25, but this corresponds to the 6th
percentile only of F(4,76) , hence not influential to all predicted values. The results are shown
in Figure 5.11

Figure 5.11: Plot of DFFITS (left) and Cook’s D (right) for Case 5.

We next considered the DFBETAS values to determine if any observation is influential on the
estimation of the regression coefficients. In this large sample case, the benchmark for DFBETAS was calculated to be 0.224, and when the values are plotted, we found all observations
to fall within the benchmark for all regression coefficients, as shown in Figure 5.12.
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Figure 5.12: Plot of DFBETAS for Case 5.

As for the proposed measures, result shows observations 25, 44, 71, and 78 to be influential
in estimation of MSE, as the %∆MSE and Standardized DFMSE fall outside the benchmark
for these observations. Observations 25 and 71 were also found influential by DFFITS, but
not observations 44 and 78. The results are shown in Figure 5.13.
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Figure 5.13: Plot of %∆MSE (left) and standardized DFMSE (right) for Case 5.

Case 6: Large Samples, Medium p
We next considered adding 20 unnecessary predictors to the true model and determine
how the proposed measures work under this scenario. The benchmark values for this case
were calculated and summarized in Table 5.7.
Table 5.7: Benchmark values for the measures considered in Case 6.

DFFITS
±2

p
24/80 = ±1.095

Cook’s D

Standardized
DFMSE

%∆MSE

50th percentile of
F24,56 = 0.9841

2
80−24

= 0.0357

q

2
80−24

= 0.1890

The results of the DFFITS and Cook’s D measures for one of the simulations are shown in
Figure 5.14.
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Figure 5.14: Plot of DFFITS (left) and Cook’s D (right) for Case 6.

Observations 3, 15, 27, 35, 43, 56, and 63 were found to be influential in their own predicted
value according to DFFITS, while Cook’s D plot shows all observations to fall within the
benchmark, hence none of the observations are influential on all fitted values.
Considering the plots for the proposed measures for this same simulation result, we found
observations 3, 27, 35, and 63 to exceed the benchmark values. Observations 15 and 56
lie on the benchmark, hence we did not consider these as influential in this case. These
observations were all found to be influential by DFFITS as shown in Figure 5.15.
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Figure 5.15: Plot of %∆MSE (left) and standardized DFMSE (right) for Case 6.

Case 7: Large Samples, Large p
Lastly, we looked at the case where both n and p are large values. Here we kept the
sample size at 80, but added 60 unnecessary predictors to the true model. The benchmark
values for this case were calculated and shown in Table 5.8.
Table 5.8: Benchmark values for the measures considered for Case 7.

DFFITS

Cook’s D

p
±2 64/80 = ±1.789

50th percentile of
F64,16 = 1.032

Standardized
DFMSE

%∆MSE
2
80−64

= 0.125

q

2
80−64

= 0.3536

The plot for DFFITS and Cook’s D obtained from one of the simulations are shown in Figure
5.16. Here we found all observations to fall within the benchmark of Cook’s D, while a
number of observations fall outside of the DFFITS benchmark.
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Figure 5.16: Plot of DFFITS (left) and Cook’s D (right) for Case 7.

If we consider the plot for the proposed measures on Figure 5.17, the results show only 5
observations to be influential on the estimation of MSE. These are observations 4, 13, 19,
25, and 26, which were also found to be influential by DFFITS.
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Figure 5.17: Plot of %∆MSE (left) and standardized DFMSE (right) for Case 7.

These simulations show the proposed measures bring in extra information when identifying
influential observations since the results using these measures and the existing ones in literature are not always the same. Some observations are influential in its own predicted value as
determined by DFFITS, but are not influential in estimating MSE according to %∆MSE and
standardized DFMSE. On the other hand, the proposed measures found some observations
that are influential in estimation of MSE, but not influential on the predicted value as in
Case 3, for example.

5.3

Evaluation of the Proposed Benchmarks

Earlier in the chapter, the proposed benchmarks for %∆MSE and standardized DFMSE
were presented and used in the simulation studies. The benchmark for %∆MSE was proposed
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to be 2/(n − p) based on the assumption that each observation accounts for 1/(n − p)
change in MSE when deleted from estimation. The proposed benchmark for standardized
p
DFMSE was obtained as 2/(n − p). Here we examined if the estimate change in MSE will
correspond to what we found in the simulation studies. The average change in MSE from
all 10,000 simulations were calculated and presented in Table 5.9.
Table 5.9: Average value of %∆MSE as compared to the proposed benchmark values.

Case
n = 15, p = 4
n = 15, p = 9
n = 30, p = 4
n = 30, p = 14
n = 80, p = 4
n = 80, p = 24
n = 80, p = 64

Average %∆MSE
0.09231594
0.17592760
0.03801533
0.06238537
0.01281237
0.01743408
0.06242486

1
n−p

2
n−p

0.0909
0.1667
0.0385
0.0625
0.0132
0.0179
0.0625

0.1818
0.3333
0.0769
0.1250
0.0263
0.0357
0.1250

From Table 5.9, we found that the average %∆MSE are close to the assumed change in
MSE attributed by deleting one observation. Hence, we adapted the same approach in
the criterion used for DFFITS and DFBETAS, to mark as influential the observations that
exceed twice the average change, hence resulting to our proposed benchmark for %∆MSE
and standardized DFMSE. Since the results obtained using our proposed measures are similar,
we recommend to use Standardized DFMSE as criterion for identifying influential observations
in MSE estimation as its benchmark is also much closer to DFFITS benchmark.
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CHAPTER 6
APPLICATION TO REAL DATA
In this chapter, we looked at how to use RP2 RESS statistic in model selection using two
historical datasets. For comparison purposes, we also included other measures of model
selection. Based on the model selected, the parameters of regression such as coefficient
of determination and error variance σ 2 were calculated using the proposed estimators, and
compared to MSE and R2 . Finally diagnostic analysis using both existing and proposed
measures was done to determine influential observations in the dataset.
Two datasets from the faraway [9] package in R was used. The variables included in these
datasets are summarized in Table 6.1.
Table 6.1: Variables included in the datasets used for analysis.

Sample Size
Response Variable
Predictors

Chicago Data
47
Volact
Race, Fire Theft, Age, Income

Galapagos Island
30
Species
Endemics, Area, Elevation,
Nearest, Scruz, Adjacent

We analyzed the Chicago data first, and further information regarding the datasets used are
given on each section.
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6.1

Analysis of Chicago Data

The Chicago dataset in the faraway package is a collection of observations obtained from
47 zipcodes in Chicago, with the intent to analyze the relationship between insurance redlining
and racial composition. The response variable here is the variable volact which represents
the new FAIR plan policies and renewals per 100 housing units. The predictor variables are:
race(racial composition in percent minority), fire (fires per 100 housing units), theft (theft
per 1000 population), age(percent of housing units built before 1939), and income(median
family income in thousand dollars). To select a model for volact, best subset regression was
performed, and the values of the criterion for each number of predictors are summarized in
Table 6.2.
Table 6.2: Summary of the model criterion values obtained for the best subset model using Chicago
data.

Predictors

R2

race
0.5767
race age
0.7609
race fire age
0.7857
race fire theft age 0.7918
race fire theft age
0.7939
income

RP2 RESS

2
Radj

AIC

SBC

0.5609
0.7409
0.7511
0.7175

0.5673
0.7501
0.7708
0.7720

227.4835
202.6357
199.4857
200.1342

233.0339
210.0363
208.7364
211.2351

Mallow’s
Cp
41.2026
6.5602
3.6242
4.4160

0.5417 0.7688 201.6597 214.6108 6.0000

Based on the values obtained, the 3-predictor model has the highest RP2 RESS among the best
subset candidate models. This is also the model that AIC, SBC, and Mallow’s Cp selected as
the best model. However, if we look at the RP2 RESS values of the 2-predictor and 3-predictor
model, there’s only a little difference between the two models, and either of the two models
are sufficient to predict volact. Using AIC or Mallow’s Cp criterion would recommend the
3-predictor or 4-predictor model as these have the lowest values when using these criterion.
SBC criterion has the same result as RP2 RESS as the 2-predictor and 3-predictor models have
the lowest SBC. When the values of SBC and RP2 RESS are compared, the latter give more
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meaningful interpretation as it is similar to R2 , unlike SBC which the values only has meaning
when compared to other models’ SBC. For parameter estimation and diagnostic analysis,
we’ll use the 3-predictor model as it has the highest RP2 RESS .

Parameter Estimation
We calculated the values of the estimators of coefficient of determination and error vari2
ance, and compared these with Radj
and MSE. The summary of the results using the

3-predictor model are shown in Table 6.3.
Table 6.3: Summary of the values of MSE-based and MSE ∗ based estimators using 3-predictor
model.

MSE
3.606295

MSE ∗
3.648493

2
Radj
0.7707816

2
RMSE
∗
0.7680994

The results obtained from using the 3-predictor model shows the values of MSE and MSE ∗ ,
2
2
∗
as well as Radj
and RMSE
values slightly
∗ are very close to each other, with the MSE

lower than MSE-based since the MSE ∗ -based measures uses the actual leverage values in
estimation instead of n − p.

Identifying Influential Observations
Next, we examined if any of the observations are influential to the predicted values, coefficients, and MSE. The plots for DFFITS, Cook’s D, %∆MSE and Standardized DFMSE
are shown in Figure 6.1.
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Figure 6.1: Plot of DFFITS, Cook’s D, %∆MSE, and standardized DFMSE using best model for
Chicago Data.

The benchmarks for the measures are DFFITS = ±1, Cook’s D = 0.8526 (50th Percentile
of F(4,43) ), %∆MSE = 0.0465, and Standardized DFMSE = 0.2157. From the results in the
figure above, observation 24 is influential on its own predicted value according to DFFITS, but
not influential to all predicted values based on Cook’s D. The proposed measures identified 7
observations that are influential in estimating MSE, including observation 24 that is identified
by DFFITS. We next look at if any of the observations are influential on the estimation of
the regression coefficients. The plot of the DFBETAS are shown in Figure 6.2.
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Figure 6.2: Plot of DFBETAS using best model for Chicago Data.

From the figure above, none of the observations are influential according to DFBETAS
criterion.

6.2

Analysis of Galapagos Island Data

The Galapagos island data, also taken from faraway [9] package in R, consists of 30
galapagos islands and variables that describes each island such as Species (Number of ppecies
found on the island), Endemics (number of Endemics species), Area (area of the island in
km2 ), Elevation (highest elevation on the island), Nearest (distance from the nearest island),
Scruz (distance from Santa Cruz island), and Adjacent (area of the adjacent island in km2 ).
In this data set, the goal is to determine relationship between the number of species found on
the island, and the other variables on the data set. The results of the best subset regression
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is summarized in Table 6.4.
Table 6.4: Summary of the model criterion values obtained for the best subset model using Galapagos
island data.

Predictors
Endemics
Endemics Adjacent
Endemics Area
Elevation
Endemics Area
Elevation Nearest
Endemics Area Elevation
Nearest Adjacent
Endemics Area Elevation
Nearest Scruz Adjacent

Mallow’s
Cp
0.9426 0.9256 0.9406 288.8915 293.0951 0.0741
0.9455 0.9228 0.9415 289.3112 294.9160 0.7362
R2

RP2 RESS

2
Radj

AIC

SBC

0.9492 0.3636 0.9433 289.2430 296.2490 1.0884
0.9493 0.3587 0.9412 291.1647 299.5719 3.0282
0.9494 0.1159 0.9388 293.1359 302.9443 5.0061
0.9494 0.1064 0.9362 295.1280 306.3376

7.000

From the values of the criterion considered on the table above, 1-predictor model is the best
2
model based on RP2 RESS , AIC, SBC, and Mallow’s Cp . Radj
selected the 3-predictor model as

the best model as it has the highest value of this criterion among the other models. From the
values of RP2 RESS , the candidate models are clearly the 1-predictor and 2-predictors model
2
since their values are much higher compared to the other models. AIC and Radj
values for all

the models are close to each other, while SBC and Mallow’s Cp produced values for the 1, 2,
and 3-predictors model that are close to each other as well. Here, we select the 1-predictor
model as the best model, and use it for parameter estimation and diagnostic analysis.

Parameter Estimation
Table 6.5 shows the summary of the values for the MSE-based and MSE ∗ -based estimators of the error variance σ 2 and the coefficient of determination. From the table, we can
2
2
see that MSE ∗ has higher estimate compared to MSE, hence RMSE
∗ is also lower than Radj .

The difference is attributed to the hii as the data set contains high leverage observations as
shown in Figure 6.3.
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Table 6.5: Summary of the values of MSE-based and MSE ∗ based estimators using 1-predictor
model.

MSE
754.2624

MSE ∗
940.0592

2
Radj
0.9405513

2
RMSE
∗
0.9284622

Figure 6.3: Plot of leverage values using best model for Galapagos Island Data.

In this case, the high leverage observations need to be examined, and in the event that these
2
∗
observations cannot be deleted from the analysis, the proposed estimators RMSE
∗ and MSE

provides a more conservative estimate of the parameters since it assigns the corresponding
hii to each residual.

Identifying Influential Observations
Since the dataset has high leverage observations, we next look at whether these observations are actually influential. The graphs of DFFITS, Cook’s D, %∆MSE, and Standardized
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DFMSE are shown in Figure 6.4, where 2 of the 5 high leverage observations are influential
according to DFFITS, Cook’s D, and the proposed measures %∆MSE, and standardized
DFMSE.

Figure 6.4: Plot of DFFITS, Cook’s D, %∆MSE, and standardized DFMSE using best model for
Galapagos Island Data.
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Figure 6.5: Plot of DFBETAS using best model for Galapagos Island Data.

We next look at the graph of DFBETAS in Figure 6.5 to examine if there are any observations influential on the estimation of the regression coefficients. Figure 6.5 show these same
observations to exceed the benchmark, hence these two observations are influential overall.

From the analysis done on these two datasets, we illustrated the use of the RP2 RESS
2
in model selection, and how the proposed estimators MSE ∗ and RMSE
∗ provide a better

estimate of the regression parameters when the dataset have high leverage observations that
cannot be deleted from the analysis. We also demonstrated how %∆MSE and standardized
DFMSE identifies infuential observations that DFFITS and Cook’s D sometimes do not
identify. Hence, additional information can be obtained from the proposed estimators in this
study.
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CHAPTER 7
SUMMARY AND FUTURE WORK
The research that we conducted provided a deeper understanding of the behavior of
PRESS statistic and PRESS-based measures in multiple linear regression.
For model selection, our simulation studies show the statistic RP2 RESS is competitive with
2
existing measures in model selection such as R2 , Radj
, AIC, SBC, and Mallow’s Cp , as it

was able to determine the true model as best model with a high percentage compared to
other measures mentioned. In these simulation studies, RP2 RESS has the highest frequency
of correct identifications especially in cases where the X’s are uncorrelated. Although results
for the small sample case are similar between RP2 RESS and SBC, the values of RP2 RESS are
easier to understand than SBC since it has the same flavor as R2 . When the model under
consideration has RP2 RESS close to 1, the model has good predictive ability, while values close
to 0 or even negative values imply the model contains predictors that can be excluded from
model building. This observation show RP2 RESS is more sensitive than other measures when
it comes to detecting presence of unnecessary predictors in the model. SBC and AIC on
the other hand only becomes meaningful when we compare their values with other candidate
models.
Upon deriving the mathematical properties of PRESS statistic, we found PRESS is a
biased estimator of error variance σ 2 . However, knowing the properties allowed us to construct
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an unbiased estimator or σ 2 based on PRESS, MSE ∗ , and correspondingly, an estimator of
2
coefficient of determination based on MSE ∗ , which we represent as RMSE
∗ . These proposed
2
when the data have no outliers or high
estimators have similar performance to MSE and Radj

leverage observations. When the dataset do have high leverage observations present, MSE ∗
becomes skewed towards where the high leverage ones are. In the analysis of Galapagos
Islands data for example, several islands where found to be high leverage observations hence
resulting to a difference in estimates provided by MSE and MSE ∗ . In this scenario, since
some islands do have higher endemics compared to other islands, assigning equal weights
to the errors produced an underestimated value of error variance when MSE is used. Our
proposed estimators provide more conservative estimate of σ 2 and ρ2 since the weights that
the proposed estimator assigns to each residual is the corresponding leverage value attributed
to that observation.
In identifying influential observations, the research that we conducted produced an additional measure that can be utilized to further assess whether the dataset has observations
that influence the results of the analysis. The leave-one-out approach was applied to create a
statistic that determines the influence of an observation in estimating MSE. Our simulation
results show cases wherein our proposed estimators identified some observations as influential that were not influential when existing diagnostic measures were used. This shows our
proposed measure adds extra information in diagnostic analysis and can be combined with
DFFITS, Cook’s D, and DFBETAS in the overall assessment of influence of each observation. The benchmarks that we recommended for use to accompany the proposed measure
is supported by the results of the simulation studies done. The assumed percent change of
1
n−p

that is attributed to a deletion of an observation from estimation of MSE was found to

be close to the empirical average percent change calculated from 10,000 simulations, under
different combinations of n and p. Applying the same approach used in the benchmark for
DFFITS and DFBETAS, our proposed measure marks an observation as influential when it
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exceeds twice the expected average change of

1
n−p .

Future Work
The simulation studies that we did are limited to σ 2 = 1 from where the X’s of the true
model was generated. Future studies can look into the effect of generating the data from
a distribution with higher variance or unequal variances for the predictors of the true model.
Simulation studies also show that there seem to be a linear association between R2 and
RP2 RESS which may further be investigated. Other combination of sample size and number
of predictors, as well as different combinations of unnecessary predictors added to the true
model in exploring the comparative performance of RP2 RESS with other measures of model
selection may further be explored.
For the proposed measures in estimation of parameters in regression, introducing a cluster of high leverage observations and its effect on MSE ∗ instead of random high leverage
observations on the data can be further looked at. The effect of having correlated X’s in the
true model in the estimates obtained using the proposed measures are also of interest. Other
scenarios where MSE ∗ would be prefered over the traditional MSE can be explored, as well
as the possibility of extending the use of MSE ∗ in other test that uses MSE can be further
examined.
It will also be of interest to examine how different MSE(i) will be when the data is
generated from a non-normal distribution. In addition, the event where MSE and MSE(i)
will be very close to 0 may be further investigated. In general, how measures based on PRESS
statistic will behave when we have missing observations in the dataset, and expanding the
analysis to include leave-k-out or k-fold cross-validation for comparison with the leave-oneout technique may be conducted to gain further assessment how well PRESS-based measures
performs against other cross-validation techniques.
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