History
In 1753, the famous mathematician Leonhard Euler conjectured that it would take at least k kth powers to sum to an kth power. This is known as the Euler ' [3] .
In 1998, Randy L. Ekl defined Euler's Extended Conjecture [4] . This can be simply stated as:
The diophantine equation (k, m, n), has no (positive) integer solution for k > m + n, other than the trivial case when all x i = y i (or its permutation).
Here is a list of the most important discovered solutions, in chronological order: (4 The current most wanted solutions are (6, 1, 5) and (6, 2, 4). In 1999, Jean-Charles Meyrignac started a distributed project [5] to enumerate all solutions to (6, 2, 5), in the hope to discover a solution to (6, 1, 5) or (6, 2, 4), if one of the terms is zero.
The algorithm was designed by Giovanni Resta, and required only a few megabytes of memory. The smallest known solution was discovered independently by Edward Brisse and Giovanni Resta in 1999: (6, 2, 5) 1117 6 + 770 6 = 1092 6 + 861 6 + 602 6 + 212 6 + 84 6 . After 11 years of computation (and almost 310 years of total computer time), all solutions with the biggest term less than 88000 were discovered. In 2008, Robert Gerbicz wrote a much faster program, requiring a larger memory set.
Computation
D. J. Bernstein in 1999 wrote a great article about how to enumerate solutions of p(a) + q(b) = r(c) + s(d), in this article he applied his method to various Euler systems. I've used a different way, in spite of this it is worth to read Bernstein's classic article. [6] To start with from Fermat's little theorem it is easy to see that x p−1 (mod p) is one, if x is relative prime to p, and zero if x is divisible by p (here p is prime). For p = 7 this gives that a 6 + b 6 ≡ u 7 (mod p), where u 7 is the number of terms of {a, b} which are not divisible by 7. Therefore c 6 + d 6 + e 6 + f 6 + g 6 ≡ u 7 (mod 7), hence on the right side there are also u 7 terms which are relative prime to 7. So at least three terms of these are divisible by 7 (because u 7 ≤ 2), let's call these e, f, g. Note that u 7 = 0 can't be, otherwise all terms are divisible by 7, and that wouldn't be a primitive solution; so at least one of a, b and at least one of c, d are relative prime to 7. Hence (a 6 + b 6 ) − (c 6 + d 6 ) = e 6 + f 6 + g 6 , here e, f, g are divisible by 7, it gives that (a 6 + b 6 ) − (c 6 + d 6 ) is divisible by 7 6 = 117649. In modular tricks this gives us the largest speedup.
In addition to this we can get more modular speedup. This time by Euler-Fermat theorem: x ϕ(m) ≡ 1 (mod m) if gcd(x, m) = 1, apply this for m = 9: x 6 ≡ 1 (mod 9) if gcd(x, 9) = 1, and trivially: x 6 ≡ 0 (mod 9) if gcd(x, 9) > 1. Again by a similar proof as above we get that at least three terms of the right side are divisible by 3, and this gives that at least one of the e, f, g terms is divisible by three. It isn't hard to see that x 6 (mod 8) is one if x is odd and zero if x is even. We can obtain again that at least three terms on the right side is even, so at least one of the e, f, g terms is even.
Moreover there are "deeper" modular tricks, I will show one. Note that (a
), we learned that x 6 ≡ {0, 1} (mod 7), from this: Better method: choose a p prime number near N 1.5 and consider the equation modulo p. Fix 0 ≤ r p < p and generate all triplets, where e 6 + f 6 + g 6 ≡ r p (mod p). For each 0 ≤ w < p remainder do the following: first generate all (a, b) pairs for that a 6 + b 6 ≡ w (mod p). We can do it in O(N) time: for each 0 ≤ a < N we know that b 6 ≡ w−a 6 (mod p), and if p is in form 3k+2 then this has got at most two solutions (modulo p), so by a precomputed The consequence is that in memory we are good, but we lost the above modular tricks. The great news is that we can use all of them! For e, f, g triplets it is easy to see that if e 6 +f 6 +g 6 ≡ r p (mod p) then (
6 ≡ rp 7 6 (mod p), and here 0 ≤
are integers. Furthermore at least one of the e, f, g is even and at least one of them is divisible by three. To use the factor of 7
6 : fix 0 < v < 7 6 and generate all (a, b) pairs for that a 6 + b 6 ≡ v (mod 7 6 ), and place this pair to the T s list, where (a 6 + b 6 ) ≡ s (mod p). Use these lists to get solutions of (a 6 + b 6 ) − (c 6 + d 6 ) ≡ r p (mod p): one solution from T s and one from T s−rp . I must also point out that we can use the "deeper" tricks, and in the code we avoid the binary searches, for this reason we get a speedup by O(log N). Using the big factor of 7 6 modify also the size of p.
All in all the computation time to determine all solutions up to N is O(N 4 ) (with a very small multiplier), and it uses O(N 1.5 ) memory.
Summary
In practise our first Boinc search up to N = 117649 took 70 GHz years (this is measured on AMD Phenom processor) and used 128MB of Ram. We found 32 new primitive solutions and rediscovered all previously known solutions. The second bigger search up to N = 250000 took about 740 GHz years (in other words this means more than 2 * 10 19 floating point operations) with an improved code and used at most 540MB of Ram. Note that we computed each workunit at least twice to ensure that we don't miss a solution, so a single search would take about half of the above time. This time we found 196 new solutions, thus up to N = 250000 there are 377 primitive solutions of the Euler(6, 2, 5) system. Thanks to those 4470 users who computed at least one workunit! Special thanks go to Uwe Beckert [7] for providing and operating the Boinc distributed volunteer project.
Appendix
(primitive solutions up to 250000 and the discoverer's name, the solutions are sorted in lexicographical order) 
