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RÉSUMÉ. Dans ce papier nous considérons une équation de la chaleur linéaire avec une condition
de Dirichlet homogène sur tout le bord, mais dont la condition initiale est inconnue. À la place on
dispose d’une condition supplémentaire de type Neumann sur une partie du bord. Ce problème est
donc mal posé.
Nous proposons d’abords une condition nécessaire et suffisante sur les données pour assurer l’exis-
tence et l’unicité de solution; ce qui nous permettra ensuite de donner une reconstitution de la condi-
tion initiale.
ABSTRACT. In this paper we are concerned in a linear heat equation with a homogeneous Dirichlet
condition on the whole boundary,but without initial condition. In place we have an additional nonhomo-
geneous Neumann condition on a part of the boundary. This is a misstated problem. Under sufficient
conditions on the data, we prove that the problem has a unique solution. Once the existence and the
uniqueness of the solution hold, we may propose to find out the initial condition
MOTS-CLÉS : Équation de la chaleur, Inégalité de Carleman, Contrôle optimal.
KEYWORDS : Heat equation, Carleman Inequality, Optimal control.
1. Position du problème aux limites, et position du problème
de reconstitution de la condition initiale
Soient N ∈ N∗ et Ω un ouvert borné de RN de frontière Γ de classe C2. Soit aussi Γ0
un sous ensemble ouvert et connexe de Γ. Pour un temps T > 0, on poseQ = Ω× (0, T ),
Σ = Γ × (0, T ) et Σ0 = Γ0 × (0, T ). Pour a ∈ L∞(Q), h ∈ L2(Σ0), on considère le
système associé à l’équation de la chaleur linéaire suivante :
y′ −∆y + a y = 0 dans Q, (1)
y = 0 sur Σ, (2)
∂y
∂ν
= h sur Σ0, (3)
où y′ = ∂y∂t , ∆ =
∂2
∂x21
+...+ ∂
2
∂x2N
, et ∂∂ν est la dérivée normale à Γ dirigée vers l’extérieur
de Ω.
Le système (1),(2),(3) est un problème aux limites non classique car (3) est une
condition surdéterminée par rapport à la condition (2), et de plus il n’y a pas de condition
initiale. C’est un problème mal posé.
Le but de cet article est justement de reconstituer la condition initiale du système
(1),(2),(3). Cette reconstitution de la condition initiale est un problème inverse que nous
posons plus précisément.
En effet, si le système (1),(2),(3) admet une solution unique y, alors on peut déterminer
la condition initiale y(0) de façon unique. Le principe de cette recherche est de considérer
cette condition initiale
y(0) = u (4)
comme un contrôle à déterminer de façon optimale [9]. De plus d’après l’inégalité 14
ci-dessous on a que y(0) ∈ L2(Ω).
Soit donc v ∈ L2(Ω), on introduit deux systèmes dont les états respectifs y1(v) et
y2(v) sont donnés par
y1
′ −∆y1 + a y1 =0 dans Q (5a)
y1 = 0 sur Σ (5b)
y1(t = 0) =v dans Ω (5c)
et
y2
′ −∆y2 + a y2 = 0 dans Q (6a)
∂y2
∂ν
= h sur Σ0, y2 =0 sur Σ \ Σ0 (6b)
y2(t = 0) = v dans Ω. (6c)
On introduit la fonctionnelle
G(v) =
∫
Q
(
y1(v)− y2(v)
)2
dxdt. (7)
Lorsque v = u on a y1(u) = y2(u) = y, et l’on peut écrire
inf
v∈L2(Ω)
G(v) = 0 i.e. il existe u unique tel que G(u) = 0. (8)
(8) est équivalent au problème (1),(2),(3).
Il s’agit maintenant de trouver u à partir de (8). Cependant sous la forme (7), J(v)
n’est pas coercive. Alors on procède à une régularisation. Plus précisément, pour ε > 0,
on introduit
Gε(v) = G(v) + ε‖v‖2L2(Ω). (9)
Gε étant coercive, strictement convexe et continue, il existe un unique uε ∈ L2(Ω) tel
que
Gε(uε) = inf
v∈L2(Ω)
Gε(v). (10)
Le résultat principal est le suivant :
Théorème 1.1. uε → u dans L2(Ω) fortement, lorsque ε→ 0.
Mais avant de traiter ce problème inverse nous résolvons le problème aux limites non
classique (1),(2),(3) en donnant une condition nécessaire et suffisante pour qu’il admette
une solution unique.
Ainsi ce présent article a deux objectifs. Le premier objectif est de résoudre le pro-
blème (1),(2),(3). Ce qui donne lieu au deuxième objectif qui est de reconstituer la condi-
tion initiale y(0) = u.
À la Section 2 on résout le problème aux limites non classique. À la Section 3 on traite le
problème inverse en donnant la preuve du théorème 1.1.
2. Résolution du problème aux limites non classique
On note par
L =
∂
∂t
−∆ + a (11)
l’opérateur de la chaleur, par
L∗ = − ∂
∂t
−∆ + a (12)
son opérateur adjoint, et on introduit l’espace
V =
{
ρ ∈ C∞(Q) , ρ = 0 sur Σ
}
. (13)
La résolution de (1),(2),(3) passe par un problème de contrôle optimal et un problème
de contrôlabilité à zéro. Et l’outil essentiel qui servira à cet effet est l’inégalité d’observa-
bilité suivante :
Proposition 2.1 (Inégalité d’observabilité). Il existe une fonction θ strictement positive
sur Q, avec
1
θ
est bornée, et il existe une constante C = C(Ω,Γ0) > 0 telles que pour
tout ρ ∈ V , on ait∫
Ω
|ρ(0)|2dx+
∫
Q
1
θ2
|ρ|2dxdt ≤ C
(∫
Q
|Lρ|2dxdt+
∫
Σ0
∣∣∣∂ρ
∂ν
∣∣∣2dσdt). (14)
Remarque 2.1. L’inégalité (14) résulte d’une inégalité de Carleman globale [7], [5].
On retrouve des inégalités d’observabilité de ce genre dans [18, 17, 16, 15] par exemple.
2.1. Un problème de contrôle optimal
La formulation du problème de contrôle optimal passe par la mise en place d’un
cadre hilbertien. Plus précisément on considère l’application Π défini sur V par Π(ρ) =(∫
Q
|Lρ|2dxdt+
∫
Σ0
∣∣∣∂ρ
∂ν
∣∣∣2dσdt) 12 . Alors d’après (14) Π est une norme sur V . Main-
tenant soit V le complété de V pour cette norme, V est un espace de Hilbert. On note
Π(ρ) = ‖ρ‖V .
Soit K le sous espace de V défini par
K =
{
ρ ∈ V , Lρ = 0
}
. (15)
On introduit la fonction-coût J définie pour z ∈ K par
J(z) =
1
2
∥∥∥∂z
∂ν
− h
∥∥∥2
L2(Σ0)
, (16)
et on considère le problème de contrôle optimal : trouver
inf
z∈K
J(z). (17)
2.1.1. Existence et unicité de la solution
On a les résultats suivants.
Lemme 2.1. K est non vide, fermé et convexe.
Preuve.
Pour ρ0 ∈ H10 (Ω) on sait qu’il existe un unique ρ ∈ L2((0, T ), H2(Ω) ∩H10 (Ω)) ∩
H1((0, T ), L2(Ω)) solution de
Lρ = 0 in Q,
ρ = 0 on Σ,
ρ(0) = ρ0 in Ω.
Ce qui signifie que ρ ∈ K, donc K est non vide. Finalement, K étant un sous espace
vectoriel de V , nous avons que K est fermé et convexe.
Lemme 2.2. J est coercive, i.e. :
lim
‖z‖V→+∞
J(z) = +∞ quand z ∈ K.
Preuve.
Nous definissons la norme dans K par induction de la norme de V . Par définition de
la norme dans V , nous avons
‖ρ‖2V = ‖Lρ‖2L2(Q) +
∥∥∥∂ρ
∂ν
∥∥∥2
L2(Σ0)
. (18)
Ainsi, pour ρ ∈ K on a
‖ρ‖V =
∥∥∥∂ρ
∂ν
∥∥∥
L2(Σ0)
. (19)
Sachant que la fonction coût définie en (16) peut être reécrite comme suit
2J(z) =
∥∥∥∂z
∂ν
− h
∥∥∥2
L2(Σ0)
=
∥∥∥∂z
∂ν
∥∥∥2
L2(Σ0)
− 2〈∂z
∂ν
, h〉L2(Σ0) + ‖h‖
2
L2(Σ0)
,
en utilisant d’un côté l’inégalité de Cauchy-Schwartz, et d’un autre côté, l’inégalité de
Young , on obtient∫
Σ0
∂z
∂ν
h dxdt ≤
∥∥∥∂z
∂ν
∥∥∥‖h‖ ≤ 1
2ε
∥∥∥∂z
∂ν
∥∥∥2 + ε
2
‖h‖2 ∀ε > 0. (20)
Ainsi
2J(z) ≥
(
1− 1
ε
)∥∥∥∂z
∂ν
∥∥∥2
L2(Σ0)
+ (1− ε)‖h‖2L2(Σ0). (21)
Maintenant, soit ε > 0 tel que
1
ε
< 1 et α = 12
(
1− 1ε
)
. Donc α > 0. On pose
β =
1
2
(
1− ε
)
‖h‖2L2(Σ0).
Par conséquent, d’après (21) on a
J(z) ≥ α‖z‖2V + β, ∀z ∈ K. (22)
Ce qui montre que J est coercive.
De plus comme J est strictement convexe et continue sur K, le problème (17) admet
une solution unique y caractérisée par la condition d’optimalité :∫
Σ0
(∂y
∂ν
− h
)∂ρ
∂ν
dσdt = 0, ∀ρ ∈ K, (23)
2.1.2. Système d’optimalité approché
On interprète la relation (23) par pénalisation [9]. Plus précisément, pour ε > 0 on
introduit la fonction coût pénalisée
Jε(z) =
1
2
∥∥∥∂z
∂ν
− h
∥∥∥2
L2(Σ0)
+
1
2ε
∥∥Lz∥∥2
L2(Q)
. (24)
où z ∈ A qui est défini par
A =

Lz ∈ L2(Q)
∂z
∂ν
∈ L2(Σ0)
z = 0 on Σ.
(25)
Alors le problème pénalisé :
inf
z∈A
Jε(z) (26)
admet une solution unique yε caractérisée par la proposition suivante qui donne le système
d’optimalité approché.
Proposition 2.2. yε ∈ V est la solution optimale du problème pénalisé (26) si et seule-
ment si, il existe pε ∈ L2
(
0, T ;H
1
2 (Ω)
)
tel que le couple (yε, pε) soit solution du système
du système d’optimalité approché :
y′ε −∆yε + a yε = −εpε dans Q,
yε = 0 sur Σ,
(27)

−p′ε −∆pε + a pε = 0 dans Q,
pε =
(
h− ∂yε
∂ν
)
χΣ0 sur Σ,
pε(T ) = pε(0) = 0.
(28)
De plus il existe C > 0 tel que
‖yε‖V ≤ C, (29)
‖pε‖
L2
(
0,T ;H
1
2 (Ω)
) + ‖p′ε‖L2(0,T ;H− 12 (Ω)) ≤ C. (30)
Preuve.
On exprime la condition d’optimalité d’Euler-Lagrange qui caractérise yε :
J ′ε(yε)(ρ) = 0 ∀ρ ∈ A. (31)
Après calculs nous avons
∫
Σ0
(∂yε
∂ν
− h
)∂ρ
∂ν
dσdt+
1
ε
∫
Q
(
Lyε
)
Lρdxdt = 0 ∀ρ ∈ A. (32)
On pose
pε = −
1
ε
(
Lyε
)
. (33)
Alors pε ∈ L2(Q) et on reécrit(32) comme suit :
∫
Σ0
(∂yε
∂ν
− h
)∂ρ
∂ν
dσdt−
∫
Q
pεLρdxdt = 0 ∀ρ ∈ A. (34)
En prenant ρ ∈ D(Q) dans (34) et en intégrant par parties sur Q, nous obtenons
〈
L∗pε, ρ
〉
D′(Q),D(Q) = 0, (35)
duquel on déduit que
L∗pε = −p
′
ε −∆pε + a pε = 0 in Q. (36)
Comme pε ∈ L2(0, T ;L2(Ω)), nous avons p
′
ε ∈ H−1(0, T ;L2(Ω)) qui d’après(36)
montre que ∆pε ∈ H−1(0, T ;L2(Ω)). Ainsi p
′
ε ∈ H−1(0, T ;L2(Ω)) et ∆pε ∈ H−1(0, T ;L2(Ω)).
Par conséquent pε|Σ et ∂pε∂ν |Σ existe et appartiennent respectivement àH
−1(0, T ;H−
1
2 (Γ))
et H−1(0, T ;H−
3
2 (Γ)).
D’autre part, d’après (36), nous avons p
′
ε ∈ L2(0, T ;H−2(Ω)) car pε ∈ L2(0, T ;L2(Ω))
et alors ∆pε ∈ L2(0, T ;H−2(Ω)). De ce fait, pε ∈ C([0, T ], H−1(Ω)), de sorte que
pε(0) et pε(T ) ont un sens dans H−1(Ω).
En multipliant (36) par ρ ∈ C∞(Q) tel que ρ = 0 sur Σ et en intégrant par parties sur
Q, on obtient que
0 = −〈pε(T ), ρ(T )〉H−1(Ω), H10 (Ω) + 〈pε(0), ρ(0)〉H−1(Ω), H10 (Ω)
+
∫
Q
Lρ pε dxdt+ 〈pε,
∂ρ
∂ν
〉
H−1((0,T ),H−
1
2 (Γ)), H10 ((0,T ),H
1
2 (Γ))
,
(37)
où 〈., .〉X,X′ est le crochet de dualité entre X et son dual X ′.
En combinant (34) et (37), nous avons
0 = −〈pε(T ), ρ(T )〉H−1(Ω), H10 (Ω) + 〈pε(0), ρ(0)〉H−1(Ω), H10 (Ω)
+
∫
Σ0
(∂yε
∂ν
− h
)∂ρ
∂ν
dσdt
+ 〈pε,
∂ρ
∂ν
〉
H−1(0,T ;H−
1
2 (Γ)), H10 (0,T ;H
1
2 (Γ))
,
∀ρ ∈ C∞(Q) tel que ρ = 0 on Σ.
(38)
En choisissant ρ(T ) = ρ(0) = 0 dans Ω dans(38), on déduit que
0 =
〈[
pε +
(∂yε
∂ν
− h
)
χΣ0
]
,
∂ρ
∂ν
〉
H−1(0,T ;H−
1
2 (Γ)), H10 (0,T ;H
1
2 (Γ))
.
Ainsi
pε =
(
h− ∂yε
∂ν
)
χΣ0 sur Σ. (39)
En choisissant encore dans (38) ρ(T ) = 0 dans Ω, puis ρ(0) = 0 dans Ω, on déduit
successivement
pε(0) = 0, (40)
et
pε(T ) = 0. (41)
Les équations (36), (39) (40) et (41) donnent (28). Il reste à montrer (29) et (30) pour
compléter la preuve de la Proposition 2.2.
Sachant que K ⊂ A, nous avons que la solution optimale y du problème (17) appar-
tient à A. Ainsi, on peut écrire
Jε(yε) ≤ Jε(y) = J(y), (42)
de ce fait, à partir de la structure de Jε nous avons∥∥∂yε
∂ν
− h
∥∥
L2(Σ0)
≤
√
2J(y) (43)
et ∥∥Lyε − f∥∥L2(Q) ≤ C√2εJ(y). (44)
On en déduit donc qu’il existe C > 0 tel que
‖yε‖2V =
∥∥∥∂yε
∂ν
∥∥∥2
L2(Σ0)
+ ‖Lyε‖2L2(Q) ≤ C (45)
et nous avons (29).
Finalement les relations (36), (39), (41) d’une part, l’estimation (43) d’autre part montrent
que pε est borné dans L2
(
0, T ;H
1
2 (Ω)
)
et par conséquent on obtient (30) .
2.1.3. Convergence de la méthode de pénalisation
Maintenant nous donnons le système d’optimalité singulier qui caractérise la solution
optimale du problème (17).
Proposition 2.3. y est solution optimale de (17) si et seulement si il existe p ∈ L2
(
0, T ;H
1
2 (Ω)
)
tel que (y, p) satisfasse le système d’optimalité singulier suivant (SOS)
y′ −∆y + a y = 0 dans Q,
y = 0 sur Σ,
(46)

−p′ −∆p+ a p = 0 dans Q,
p =
(
h− ∂y
∂ν
)
χΣ0 sur Σ,
p(T ) = p(0) = 0.
(47)
Preuve.
D’après (29), il existe ŷ ∈ V tel que
yε ⇀ ŷ dans V faiblement. (48)
Ce qui veut dire que
Lyε ⇀ Lŷ dans L
2(Q) faiblement, (49)
∂yε
∂ν
⇀
∂ŷ
∂ν
dans L2(Σ0) faiblement, (50)
de par la définition de la norme dans l’espace de Hilbert V . À partir de là, en combinant
(44) et (49), on déduit que
Lŷ = 0.
En résumé nous avons prouvé que ŷ ∈ V et Lŷ = 0. Ce qui veut dire que
ŷ ∈ K.
De par la définition de Jε, nous avons
∥∥∂yε
∂ν
− h
∥∥
L2(Σ0)
≤ Jε(yε),
qui d’après (50) implique que
J(ŷ) =
∥∥∂ŷ
∂ν
− h
∥∥
L2(Σ0)
≤ lim inf
ε→0
Jε(yε). (51)
D’un autre côté, on obtient d’après (42) que
lim inf Jε(yε) ≤ J(y), (52)
en combinant cette dernière égalité avec (51), nous obtenons J(ŷ) ≤ J(y). Ainsi,
nous déduisons que
ŷ = y. (53)
Il reste à établir (47).
En utilisant (30) on a qu’il existe p ∈ L2
(
0, T ;H
1
2 (Ω)
)
tel que
pε ⇀ p faiblement dans L
2
(
0, T ;H
1
2 (Ω)
)
; (54)
en particulier,
pε ⇀ p faiblement D′(Q). (55)
Par conséquent,
L∗pε ⇀ L
∗p in D′(Q). (56)
Comme L∗pε = 0 in Q, on déduit que
L∗p = −p′ −4p+ a p = 0 in Q. (57)
Comme p ∈ L2(0, T ;L2(Ω)), on a p′ ∈ H−1(0, T ;L2(Ω)) qui d’après (57) donne
∆p ∈ H−1(0, T ;L2(Ω)). Ainsi p ∈ H−1(0, T ;L2(Ω)) et ∆p ∈ H−1(0, T ;L2(Ω)). Par
conséquent p|Σ et ∂p∂ν |Σ existent et appartiennent respectivement à H
−1(0, T ;H−
1
2 (Γ))
et H−1(0, T ;H−
3
2 (Γ)). D’un autre côté, d’après(57), on a que p
′ ∈ L2(0, T ;H−2(Ω))
puisque p ∈ L2(0, T ;L2(Ω)) et ∆p ∈ L2(0, T ;H−2(Ω)). D’où p ∈ C([0, T ], H−1(Ω)),
de sorte que p(0) et p(T ) ont un sens dans H−1(Ω).
En multipliant (57) par ρ ∈ C∞(Q) tel que ρ = 0 sur Σ on obtient
0 =
∫
Q
Lρ pε dxdt
+
〈(
h− ∂yε
∂ν
)
,
∂ρ
∂ν
〉
H−1(0,T ;H−
1
2 (Γ0)), H10 (0,T ;H
1
2 (Γ0))
.
(58)
On passe à la limite dans (58) en utilisant (54), (50) et (53), on obtient alors
0 =
∫
Q
Lρ p dxdt+
〈(
h− ∂y
∂ν
)
,
∂ρ
∂ν
〉
H−1(0,T ;H−
1
2 (Γ0)), H10 (0,T ;H
1
2 (Γ0))
∀ρ ∈ C∞(Q) such that ρ = 0 on Σ.
En intégrant cette relation par parties sur Q, on obtient
0 = 〈p(T ), ρ(T )〉H−1(Ω), H10 (Ω) − 〈p(0), ρ(0)〉H−1(Ω), H10 (Ω)
−
〈
∂ρ
∂ν
, p
〉
H−1(0,T ;H−
1
2 (Γ)), H10 (0,T ;H
1
2 (Γ))
+
〈(
h− ∂yε
∂ν
)
,
∂ρ
∂ν
〉
H−1(0,T ;H−
1
2 (Γ0)), H10 (0,T ;H
1
2 (Γ0))
∀ρ ∈ C∞(Q) tel que ρ = 0 on Σ.
(59)
En choisissant ρ(0) = ρ(T ) = 0 dans (59) il vient
〈(
p+
∂y
∂ν
− h
)
χΣ0 ,
∂ρ
∂ν
〉
H−1(0,T ;H−
1
2 (Γ)),H10 (0,T ;H
1
2 (Γ))
= 0,
duquel on déduit que
p =
(
h− ∂y
∂ν
)
χΣ0 on Σ. (60)
Maintenant, en choisissant successivement ρ(T ) = 0 puis ρ(0) = 0, on obtient respecti-
vement
p(0) = 0 dans Ω (61)
and
p(T ) = 0 dans Ω. (62)
Les relations (57), (60), (61) et (62) montrent que p est solution du système (47).
2.2. Un problème de contrôlabilité à zéro
Pour v ∈ L2(Σ0) on considère le problème de Cauchy-Dirichlet pour l’équation de la
chaleur rétrograde
−φ′ −4φ+ aφ = 0 dans Q, (63a)
φ =vχΣ0 sur Σ, (63b)
φ(t = T ) = 0 dans Ω. (63c)
Le système (63) admet une solution unique φ dans l’espaceL2(0, T ;H2(Ω))∩H1(0, T ;L2(Ω))
([13]). On note φ = φ(v). En se basant sur les résultats de la controlabilité à zéro de
l’équation de la chaleur, on sait qu’il existe un contrôle v ∈ L2(Σ0) tel que
φ(t = 0) = 0. (64)
Ainsi on pose
U =
{
v ∈ L2(Σ0) , φ(t = 0) = 0
}
; (65)
qui est donc non vide.
D’autre part U est non réduit au singleton {0} ! En effet, pour w ∈ L2
(
T
2 , T ;L
2(Γ0)
)
avec w non nulle, soit ϕ(w) solution du système rétrograde
−φ′ −4φ+ aφ = 0 dans Ω×]T2 , T [
φ = w sur Γ0×]T2 , T [
φ = 0 sur
(
Γ \ Γ0
)
×]T2 , T [
φ(T ) = 0 dans Ω,
(66)
et il existe ŵ ∈ L2
(
0, T2 ;L
2(Γ0)
)
tel que si φ(ŵ) est solution du système rétrograde
−φ′ −4φ+ aφ = 0 dans Ω×]0, T2 [
φ = ŵ sur Γ0×]0, T2 [
φ = 0 sur
(
Γ \ Γ0
)
×]0, T2 [
φ(T2 ) = φ(w)(
T
2 ) dans Ω,
(67)
alors
φ(w)(0) = 0; (68)
par suite
v =

w sur Γ0×]T2 , T [
ŵ sur Γ0×]0, T2 [
(69)
est tel que v ∈ U et v 6= 0.
2.3. Résolution du problème aux limites non classique
Nous avons maintenant les outils pour résoudre le problème (1),(2),(3).
Théorème 2.1. Soit h ∈ L2(Σ0), les propriétés suivantes sont équivalentes :
(i) le problème (1),(2),(3) admet une solution unique ;
(ii) h ∈ U ⊥.
Preuve.
Supposons qu’on ait (i). Soit v ∈ U , on multiplie (1) par φ(v) solution de (63) et
on intègre par parties. Il vient∫
Ω
y(T )φ(v)(T ) dx −
∫
Ω
y(0)φ(v)(0) dx+
∫
Q
yL∗φ(v) dxdt−
∫
Σ
∂y
∂ν
φ(v) dσdt
+
∫
Σ
y
∂φ(v)
∂ν
dσdt =
∫
Q
fφ(v) dxdt,
(70)
i.e. ∫
Σ0
hv dσdt = 0. (71)
Réciproquement supposons qu’on ait (ii) et soit y la solution du problème de
contrôle optimal (17). Comme y ∈ K on a y ∈ V et Ly = 0. En d’autres termes
y′ −4y + ay = 0 dans Q (72)
y = 0 sur Σ, (73)
et
∂y
∂ν
∈ L2(Σ0). (74)
y est solution de (17), alors la relation (47) montre que
h− ∂y
∂ν
∈ U . (75)
Maintenant on mutiplie (1) par ϕ(v) solution de (63) avec v ∈ U , puis on obtient en
intégrant par parties sur Q :
∫
Σ0
∂y
∂ν
φ(v) dσdt = 0. (76)
Or d’après (ii) on a
∫
Σ0
hv dσdt = 0, (77)
et donc
∫
Σ0
∂y
∂ν
v dσdt =
∫
Σ0
hv dσdt ∀v ∈ U , (78)
que l’on peut réecrire
∫
Σ0
(∂y
∂ν
− h
)
v dσdt = 0 ∀v ∈ U . (79)
U étant un sous espace de L2(Σ0), alors en particulier pour
v =
(∂y
∂ν
− h
)
χΣ0 (80)
dans (79), il vient
∫
Σ0
(∂y
∂ν
− h
)2
dσdt = 0 (81)
qui implique
∂y
∂ν
− h = 0 sur Σ0. (82)
3. Reconstitution de la condition initiale
3.1. Système d’obtimalité approché
Théorème 3.1. Le système d’optimalité à résoudre pour obtenir uε est

y1
′ −∆y1 + ay1 = 0 dans Q
y2
′ −∆y2 + ay2 = 0 dans Q
−p1 ′ −∆p1 + ap1 = y1 − y2 dans Q
−p2 ′ −∆p2 + ap2 = y1 − y2 dans Q
y1 = 0 sur Σ
∂y2
∂ν
= h sur Σ0, y2 = 0 sur Σ \ Σ0
p1 = 0 sur Σ
∂p2
∂ν
= 0 sur Σ0 , p2 = 0 sur Σ \ Σ0
y1(0) = y2(0) = −
1
ε
(
p1(0)− p2(0)
)
dans Ω
p1(T ) = 0 dans Ω
p2(T ) = 0 dans Ω.
(83)
où le couple (p1, p2) représente l’état adjoint adjoint de uε.
Preuve.
On note (G′ε(uε), w) la différentielle au sens de Gâteaux de Gε au point uε appli-
quée à w ∈ L2(Ω). Par définition de uε on a (G′ε(uε), w) ≥ 0 ∀w ∈ L2(Ω).
On calcule (G′ε(uε), v − uε) et on trouve la condition d’optimalité de (10) :
∫
Q
(
y1(uε)− y2(uε)
) (
y1(v)− y2(v)− y1(uε) + y2(uε)
)
dxdt
+ ε(uε, v − uε)L2(Ω) ≥ 0 ∀v ∈ L2(Ω).
(84)
En effet, comme les applications v 7→ y1(v) et v 7→ y2(v) sont affines, on a
G(uε + λ(v − uε)) =
∫
Q
(
y1
(
uε + λ(v − uε)
)
− y2
(
uε + λ(v − uε)
))2
=
∫
Q
(
y1
(
(1− λ)uε + λv
)
− y2
(
(1− λ)uε + λv
))2
=
∫
Q
(
(1− λ)y1(uε) + λy1(v)− (1− λ)y2(uε)− λy2(v)
)2
=
∫
Q
(
y1(uε)− y2(uε) + λ
(
y1(v)− y2(v)− y1(uε) + y2(uε)
))2
=
∫
Q
(
y1(uε)− y2(uε)
)2
+ 2λ
∫
Q
(
y1(uε)− y2(uε)
)(
y1(v)− y2(v)− y1(uε) + y2(uε)
)
+ λ2
∫
Q
(
y1(v)− y2(v)− y1(uε) + y2(uε)
)
= G(uε) + 2λ
∫
Q
(
y1(uε)− y2(uε)
)(
y1(v)− y2(v)− y1(uε) + y2(uε)
)
+ λ2
∫
Q
(
y1(v)− y2(v)− y1(uε) + y2(uε)
)
,
ce qui combiné avec (9) et (10), donne (84).
Comme l’expression (84) est en fonction de l’état y(uε), on utilise l’état adjoint pour
l’écrire en fonction du contrôle optimal uε.
Ici l’état adjoint est le couple p = (p1, p2) défini par
− p1 ′ −∆p1 + ap1 = y1(uε)− y2(uε) dans Q (85a)
p1 = 0 sur Σ (85b)
p1(T ) = 0 dans Ω (85c)
et
− p2 ′ −∆p2 + ap2 = y1(uε)− y2(uε) dans Q (86a)
∂p2
∂ν
= 0 sur Σ0 , p2 = 0 sur Σ \ Σ0 (86b)
p2(T ) = 0 dans Ω. (86c)
On multiplie (85a) par y1(v)− y1(uε) et on intègre par parties pour obtenir∫
Q
(
y1(uε)− y2(uε)
)(
y1(v)− y1(uε)
)
= −
∫
Ω
p1(T )
(
y1(v)− y1(uε)
)
(T )
+
∫
Ω
p1(0)
(
y1(v)− y1(uε)
)
(0)
+
∫
Q
p1L
(
y1(v)− y1(uε)
)
−
∫
Σ
∂p1
∂ν
(
y1(v)− y1(uε)
)
+
∫
Σ
p1
∂
∂ν
(
y1(v)− y1(uε)
)
.
(87)
En tenant compte des conditions aux limites de p1 et y1(v)− y1(uε) on a∫
Q
(
y1(uε)− y2(uε)
)(
y1(v)− y1(uε)
)
=
∫
Ω
p1(0)
(
y1(v)− y1(uε)
)
(0), (88)
i.e. ∫
Q
(
y1(uε)− y2(uε)
)(
y1(v)− y1(uε)
)
=
∫
Ω
p1(0)(v − uε) (89)
De même on mutiplie (86a) et y2(v) − y2(uε) puis on intègre par parties, et en tenant
compte des conditions aux limites on obtient∫
Q
(
y1(uε)− y2(uε)
)(
y2(v)− y2(uε)
)
=
∫
Ω
p2(0)(v − uε). (90)
On fait la différence entre (89) et (90), ce qui permet de reécrire (84) sous la forme :∫
Ω
(
p1(x, 0)− p2(x, 0) + εuε
)
(v − uε) dx ≥ 0 ∀v ∈ L2(Ω). (91)
En prenant v = uε ± w dans (91)on obtient
p1(0)− p2(0) + εuε = 0, (92)
d’où
uε = −
1
ε
(
p1(0)− p2(0)
)
. (93)
3.2. Preuve du théorème 1.1
Reste maintenant à chercher u. On a
Gε(uε) ≤ Gε(v) ∀v ∈ L2(Ω), (94)
alors
Gε(uε) ≤ Gε(u), (95)
i.e.
Gε(uε) ≤ ε‖u‖2L2(Ω). (96)
Et de par la structure de Gε cela donne
G(uε) ≤ ε‖u‖2L2(Ω) (97)
et
‖uε‖L2(Ω) ≤ ‖u‖L2(Ω). (98)
D’après (98), il existe u∗ ∈ L2(Ω) et une sous suite encore notée (uε) tel que uε ⇀ u∗
dans L2(Ω) faible.
G étant faiblement semi-continue inférieurement (fsci) on a
G(u∗) ≤ limG(uε). (99)
En associant (97) et (99) on obtient G(u∗) = 0, i.e. u∗ = u (d’après (??)).
Il nous reste maintenant à établir que cette convergence vers u est forte. Notons
(G′(u), w) la différentielle au sens de Gâteaux de J au point u appliqué à w ∈ L2(Ω).
On a
(G′(u), v − u) ≥ 0 ∀v ∈ L2(Ω). (100)
De même (G′ε(uε), v − uε) ≥ 0 ∀v ∈ L2(Ω) où
(G′ε(uε), v − uε) = (G′(uε), v − uε) + ε(uε, v − uε)L2(Ω);
donc
(G′(uε), v − uε) + ε(uε, v − uε)L2(Ω) ≥ 0 ∀v ∈ L2(Ω). (101)
On prend v = uε dans (100) et v = u dans (101), puis on fait la somme qui donne
− (G′(u)−G′(uε), u− uε) + ε(uε, u− uε)L2(Ω) ≥ 0. (102)
Par monotonie de G′ on a (G′(u)−G′(uε), u− uε) ≥ 0. D’où l’on tire de (102) que
(uε, u− uε)L2(Ω) ≥ 0. (103)
On a
‖uε − u‖2L2(Ω) = (uε − u, uε − u)L2(Ω) = −(uε, u− uε)L2(Ω) − (u, uε − u)L2(Ω),
qui d’après (103) donne
‖uε − u‖2L2(Ω) ≤ −(u, uε − u)L2(Ω) ; (104)
le membre de droite tend vers 0 du fait de la convergence faible de uε vers u, donc le
membre de gauche tend aussi vers 0 et on a la convergence forte de uε vers u.
D’un point de vue numérique ce théorème montre que plus ε est petit, plus uε consti-
tue une bonne approximation de u = y(0). La résolution du problème inverse est donc
achevé.
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