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The Subtropical Front is a global ocean boundary separating warm, salty 
Subtropical Water from relatively cool, fresh Subantarctic Water.  Near Dunedin, on the 
east coast of the South Island of New Zealand, the front is located in the vicinity of the 
continental shelf break, just 20–40 km offshore.  At this boundary, mixing processes are 
important in the transfer of heat, salt, and nutrients between the two water masses.  
Seismic oceanography involves the acquisition of marine seismic reflection data 
normally used for subseafloor imaging, repurposed to image the water column.  Seismic 
reflections come from temperature and salinity contrasts within the ocean. 
Four different applications of the seismic oceanography method were examined in 
this study, including the first dedicated seismic oceanographic cruises in Australasia.  
First, seismic data acquired over decades of petroleum exploration were reprocessed, 
revealing significant seismic reflectivity associated with Subtropical, Subantarctic, and 
Antarctic Intermediate Waters.  The reflectivity patterns were interpreted based on 
synthetic seismograms calculated from historical oceanographic data, and the location of 
the Subtropical Front was confirmed using satellite sea-surface temperatures as well as 
near-surface temperatures calculated from the seismic data themselves. 
High-frequency electro-acoustic seismic data were acquired along with 
conductivity-temperature-depth profiles (CTDs) on four cruises along the historically 
well-studied Munida Transect.  While the seismic data did not produce discernible water-
column reflections above the background noise field, synthetic seismograms produced 
from the CTDs contributed to a better understanding of the water masses in the region, 
including an examination of temporal variability in reflectivity. 
A larger-scale cruise was also carried out, where high-frequency generator-injector 
air gun seismic data were acquired, accompanied by expendable temperature-depth 
probes.  These data produced seismic images with reflections clearly associated with the 
temperature gradients at the Subtropical Front.  Repeat acquisition over a period of days 
showed the dynamic nature of the boundary. 
Finally, CTD data were collected by a chase boat during the acquisition of a 
petroleum industry 3D seismic survey.  These data definitively connect strong seismic 
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reflections in the seismic image to offshore waters with high temperatures and salinities, 
and particularly allow for the interpretation of a lens-like reflective feature as an eddy.  
The swath seismic data also allow the three-dimensionality of reflections to be examined. 
This study demonstrates the feasibility of investigating oceanographic features in 
this region using seismic oceanography and provides a methodological comparison to 
guide future projects.  Legacy seismic data are a vast data source, well-suited for mapping 
water mass boundaries throughout the water column, helping to determine the regional 
distribution and variability of oceanographic features.  High-resolution seismic 
acquisition produces cross-sectional subsurface images of the Subtropical Front at scales 
typically unachievable using conventional oceanographic methods.  These images reveal 
characteristic differences in the expression of the front at the surface compared to the 
subsurface.  Combining seismic images with in-situ oceanographic data corroborates the 
identification of high-temperature, high-salinity waters found well offshore of the 
Subtropical Front, masked by the presence of a surface mixed layer.  These waters appear 
in features resembling meanders and eddies that could represent a significant mechanism 
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Chapter 1: Introduction and background 
1.1  Introduction 
This study consists of an application of the technique known as seismic 
oceanography to a region of the ocean off the east coast of the South Island of New 
Zealand.  Seismic oceanography is an adaptation of the conventional marine seismic 
method to examine the water column as opposed to the seafloor and subseafloor 
sediments and rocks.  The offshore region east of the city of Dunedin is of particular 
interest oceanographically due to the presence of the Subtropical Front – an important 
ocean boundary separating warm, saline Subtropical Water from cooler, fresher 
Subantarctic Water.  The purpose of the study was to comprehensively apply the seismic 
oceanographic method to examine the Subtropical Front and associated water masses.  
This included applying seismic oceanographic processing methods to existing seismic 
data, acquiring new seismic data using different sources and receivers at different scales, 
and acquiring new oceanographic data concurrently with seismic acquisition to be able to 
“ground-truth” the seismic data.  Particular objectives were to determine what 
oceanographic features could be imaged seismically and what methods are optimal in this 
region, thereby laying foundations for future seismic oceanographic studies. 
In this chapter, the motivation behind this thesis and relevant background 
information are given.  This includes a description of conventional marine seismic 
methods and an explanation of seismic oceanography as an extension of marine reflection 
seismology to studying the water column.  Previously published seismic oceanography 
studies are summarized in order to give context to this work as both an adaptation of 
existing methods to a new region and a development of new techniques.  The study area 
is described, including the significant oceanographic features known to be present and 
previous studies in the region.  Finally, the scope and objectives of the thesis are outlined, 
as well as the organisation of the rest of the chapters. 
1.2  Motivation 
In the same way that marine reflection seismology can be used to map subseafloor 
rock formations, seismic oceanography can produce detailed images of the thermohaline 
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structure of the ocean.  An example of such an image is shown in Figure 1.1.  The 
interesting potential of these water column images comes from their high horizontal 
resolution compared to conventional oceanographic data.  Detailed descriptions of marine 
reflection seismology, seismic oceanography, and conventional oceanographic methods 
are provided later in this chapter (Sections 1.3 and 1.4); as explained in those sections, 
typical oceanographic methods include hydrographic profiling, which has good vertical 
sampling (on the order of metres) but relatively poor horizontal sampling (~1–10 km 
between profiles), and satellite remote sensing, which is laterally extensive with sampling 
on the order of kilometres but is limited to the surface.  By comparison, seismic images 
have both vertical and horizontal resolutions on the order of metres to tens of metres, span 
lateral distances of tens of kilometres, and reach depths of several kilometres into the 
subsurface.  Seismic oceanography therefore has great potential for studying 
submesoscale (on the order of 1–10 km) oceanographic features.  The method has been 
applied to the examination of fronts, water masses, currents, eddies, thermohaline 
intrusions, internal waves, and mixing processes (e.g. Ruddick, 2018). 
While seismic oceanography has been used successfully in many parts of the world, 
at the outset of this study it had not yet been tried in Australasia.  Aspects of the physical 
oceanography of southeastern New Zealand (further described in Section 1.6) suggest that 
seismic oceanography could have great potential in this region, providing the motivation 
for this study.  The Subtropical Front is a major global oceanographic feature, significant 
for its role in the transfer of heat, salt, and nutrients, with implications for biological 
productivity and climate.  Locally, its position is strongly controlled by the bathymetric 
constraints of the submarine New Zealand landmass (e.g. Smith et al., 2013).  The front 
separates two distinct water masses and is associated with the Southland Current and 
known eddy features.  In this region, existing seismic data is abundant and acquisition of 
additional seismic data is ongoing.  As a result, seismic oceanography presents an 
opportunity to examine the temporal and spatial variability of the Subtropical Front, the 
Southland Current, water masses, and eddies, providing insight into important mixing 
processes in this region.  This potential led to the design of this study as an initial 
application of seismic oceanography to the study of the Subtropical Front offshore New 
Zealand, including the examination of seismic data acquired for other purposes and the 
design of new surveys tailored to the specific requirements of the region.  In order to 
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understand this study in context, the next four sections provide relevant background 
information on conventional marine seismology methods (Section 1.3), the discipline of 
seismic oceanography (Section 1.4), the study area for this work (Section 1.5), and the 
local oceanographic features in the region (Section 1.6). 
 
Figure 1.1: (Top) Image revealing the seafloor and subseafloor structures produced using marine 
seismic surveying.  (Bottom) Image revealing thermohaline structures in the water column 
produced using seismic oceanography, an adaptation of the conventional marine seismic method.  
The seismic line (CB82-94) is located east of Dunedin and is discussed further in Chapter 2. 
1.3  Marine reflection seismology 
Since seismic oceanography represents a particular application of conventional 
marine seismology, an initial understanding of the wider discipline is useful.  Relevant 
aspects of the technique are presented in this section, including the typical equipment and 
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general data processing steps used.  Important concepts such as vertical and horizontal 
resolution and the use of synthetic seismograms as an interpretation tool are also outlined. 
1.3.1  Overview 
The discipline of exploration seismology is well described by Sheriff and Geldart 
(1995), Kearey et al. (2002), and many others.  Definitions of particular terms can be 
found in Sheriff (2002).  The method involves the generation of seismic waves on or near 
the surface of the Earth for the purpose of determining the location, orientation, and nature 
of physical bodies in the subsurface (e.g., sedimentary layers or contrasting rock units); 
this is accomplished by measuring the travel times of the waves between the source and 
various receivers, as well as their amplitudes.  Seismic waves are elastic disturbances 
generated by a source, and include compressional and shear body waves, and surface 
waves.  The body waves travel into the subsurface; some of them are refracted and 
reflected and return to the surface where they are recorded.  The travel times of the waves 
are controlled by the velocity of the layers.  Travel times also allow for the determination 
of the paths taken by the waves and therefore the location and orientation of the layering.  
The partitioning of the waves at an interface into refracted and reflected waves affects the 
amplitudes of the recorded waves; the process is determined by the contrast in acoustic 
impedance at the interface, which itself is the product of the density and velocity of the 
layers. 
1.3.2  Acquisition methods 
Seismic surveying can be carried out on land or at sea; the methods are well-
described by Evans (1997).  Figure 1.2 illustrates a typical marine seismic survey.  A 
survey involves instruments deployed from a ship travelling at speeds of approximately 
5–6 knots (2.5–3 m/s).  Acoustic waves (compressional waves in a fluid) are created by 
a source towed below the sea surface.  These waves travel through the water column to 
the seafloor and through the subseafloor rock layers.  Reflections from the seafloor and 
subseafloor layers are recorded by a series of sensors towed behind the ship in a streamer 
(a cable with neutral buoyancy).  A typical marine seismic source is an air gun, which 
produces a discharge of compressed air.  Often an array of air guns is used to increase the 
output energy of the source; the individual air guns are timed such that an optimal pulse 
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(with a broad frequency spectrum and minimal reverberations) is produced through 
constructive and destructive interference of the discharges.  Smaller sources use other 
methods to create seismic waves by producing a void in the water.  For example, a sparker 
uses electricity to vaporize a parcel of water, while a Boomer uses electromagnetic energy 
to push two plates apart in the water.  Typical source depths range from less than a metre 
up to 15 m.  Depending on the type of source, it can be fired at an interval of between a 
second to tens of seconds, resulting in an effective source point spacing of metres to tens 
of metres due to the continuous motion of the ship.  The receivers are hydrophones, which 
are typically piezoelectric pressure sensors, converting changes in water pressure due to 
the arrival of the acoustic waves into a voltage which is recorded as a time series.  The 
hydrophones are towed behind the ship typically several metres and up to 20 m below the 
surface in a streamer that is tens to thousands of metres long.  Tens to hundreds of 
hydrophones are used in a typical survey, spaced between tens of centimetres to tens of 
metres apart.  The choice of source and receiver spacing and depth as well as number of 
receivers are determined by a range of factors, including the depth of investigation, 
desired vertical and horizontal resolution, local noise conditions, and cost.  A 2D survey 
involves a ship towing a single streamer in a straight line, with the source and receivers 
in a single plane, producing a vertical cross-sectional image of the subsurface.  A 3D 
survey involves either a ship towing multiple streamers or more than one ship working 
together; by recording data from sources and receivers in different planes, 3D images of 
the subsurface can be constructed.  Typically, a single ship towing multiple streamers 
performs the 3D survey by acquiring data along parallel sail lines; along each sail line a 
swath of data is recorded and data from neighbouring swaths are combined to produce 
the full 3D volume. 
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Figure 1.2: Illustration of a conventional 2D marine seismic survey.  Acoustic waves created by 
a seismic source towed behind a vessel travel into the subsurface where they are refracted and 
reflected.  Reflections returning to the surface are recorded by hydrophones in a streamer trailing 
behind the vessel.  The travel times and amplitudes of the recorded waves are used to deduce the 
nature of subsurface structures. 
1.3.3  Data processing 
Recorded data are amplified, filtered, and digitized.  The data then undergo a series 
of processing steps to create an image of the subsurface showing the location of interfaces 
in depth.  Seismic data processing is comprehensively discussed by Yilmaz (2001).  A 
general marine seismic processing flow involves noise removal, gain application, 
deconvolution, common-midpoint gathering, normal-moveout correction, stacking, and 
migration.  Commonly, low-frequency but high-amplitude noise caused by waves and 
swell on the ocean surface (referred to as swell noise) is present in marine data; low-cut 
frequency filtering can be used to remove the noise, which otherwise masks the signal.  
Gain correction recovers amplitude losses due to geometric spreading and attenuation that 
occur as the seismic signal travels, which has the effect of boosting the amplitudes of 
reflections coming from deeper reflectors.  Deconvolution is a process of inverse filtering 
designed to remove the imprint of the source pulse on the recorded signal.  Until this 
stage, the data are organized as shot records, gathers of the recorded traces from the firing 
of the source at a single location.  Each trace has an associated source point (shotpoint) 
position, receiver position, and midpoint, which is the location mid-way between source 
and receiver and therefore represents the theoretical reflection point position.  Since 
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multiple source points are used in a survey, with the receiver positions changing for each 
source point due to the boat motion, multiple traces in a survey will have the same 
midpoint.  This is desired as those traces with a common midpoint can then be combined.  
The data are reorganized into these common-midpoint gathers, or CMPs.  Reflections in 
CMPs follow hyperbolic travel time paths, due to the different geometries of the source-
midpoint-receiver paths.  The shape of the hyperbolic path is also controlled by the 
velocity of the seismic waves.  Analysis of the reflection hyperbolae allows for a model 
of the velocities of the subsurface to be determined.  Normal-moveout (NMO) correction 
is performed, which is a time adjustment for each sample in a trace based on the velocities 
and source-receiver separation that effectively flattens the reflection hyperbolae.  
Stacking is then applied, which is a weighted summation of the traces in each CMP, 
producing a single trace for each midpoint position, with reflections located at times equal 
to their zero-offset travel times (the time taken for a wave to travel from the source to the 
reflector and back to a receiver co-located at the source).  Finally, migration is a process 
necessary when dipping layers or diffractions from layer edges are present.  It is required 
due to the assumption during CMP gathering that reflections come from mid-way 
between the source and receiver, which is not the case when dipping layers or diffractors 
are present.  Migration has the effect of collapsing diffractions back to their location of 
origin and moving dipping reflections in the image from their apparent position to their 
true subsurface positions. 
1.3.4  Resolution and image quality 
Important concepts that govern the quality of the final seismic image, and therefore 
the suitability of the technique for different applications, are resolution and signal-to-
noise ratio.  Resolution refers to the size of the smallest layer that can be detected, both 
vertically and horizontally.  The concepts are discussed, for example, by Lines and 
Newrick (2004).  The vertical resolution is controlled by the temporal frequencies in the 
data.  Since the seismic data are digitized, the maximum frequency that can be properly 
represented in the data (i.e. without aliasing) is the Nyquist frequency, which is equal to 
half the sampling frequency (the inverse of the temporal sample rate).  Anti-alias filtering 
before digitization ensures that frequencies above the Nyquist frequency are removed.  
The range of frequencies contained in seismic data is also controlled by the source output, 
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attenuation, and the presence of noise; typically frequencies range from several Hz to 
thousands of Hz.  The dominant frequency of the signal, combined with the velocity of 
the wave, determines the wavelength of the signal.  The wavelength controls the vertical 
and horizontal resolution.  Resolution criteria in the vertical sense relate the wavelength 
to the smallest layer thickness that can be resolved.  Various criteria exist; a common one 
is the Rayleigh criterion known from optics, which equates resolvable thickness to one 
quarter of the wavelength.  Typical seismic wavelengths are in the range of tens to several 
hundreds of metres, which means that typical vertical resolution is on the order of metres 
to tens of metres.  Seismic deconvolution attempts to increase the vertical resolution of 
the seismic image by boosting the high-frequency content of the data and therefore 
increasing the dominant frequency.  Horizontal resolution can also be understood from 
optical concepts, in this case the Fresnel zone.  The Fresnel zone is the region on the 
reflecting interface that produces energy that interferes constructively, meaning that the 
energy that arrives at the receiver from this area is no more than half a wavelength out of 
phase.  The Fresnel zone diameter is equal to the square root of the product of the 
wavelength and twice the depth of the reflector, and can be thought of as the smallest 
possible “hole” that can be detected in a reflector.  Seismic migration is a processing step 
that improves the horizontal resolution of the image; after migration the reflector depth 
can be set conceptually to zero, reducing the Fresnel zone diameter to half the wavelength.  
Lindsey (1989) provides a detailed explanation of the Fresnel zone in the context of 
seismic data. 
Signal-to-noise ratio refers to how dominant the signal (reflections from subsurface 
interfaces) in a seismic trace is with respect to the noise.  Noise consists of other 
recordings in the trace: both random, including electrical spikes, and coherent, such as 
swell.  While processing can reduce noise, it will always remain in the final image to 
some degree.  Only if the signal-to-noise ratio is high enough will the reflections be strong 
and coherent enough for useful interpretation.  Filtering is one method for removing noise 
during processing, but the most powerful noise reduction method is stacking.  The signal-
to-noise ratio theoretically improves as the square root of the fold of the stack, due to 
destructive interference of random noise.  The fold is the number of traces summed 
together during stacking, and is determined by the number of receivers, the receiver 
spacing, and the shot spacing.  Therefore, assigning the acquisition parameters in a 
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seismic survey is important to maximize both fold and bandwidth, in order to obtain a 
high-quality final image. 
1.3.5  Synthetic seismograms 
Reflections in the final seismic image indicate the location and geometry of 
different subsurface interfaces.  To help interpret the geological significance of the 
reflective interfaces, synthetic seismograms can be used.  Synthetic seismograms are a 
simulation of the seismic response of a particular earth model.  They are generally created 
from borehole data such as well logs, where measurements of earth properties are made 
at different depth intervals.  If density and seismic velocity are measured this provides a 
depth series of acoustic impedance values.  As mentioned earlier, seismic reflection 
amplitudes are governed by the acoustic impedance of the subsurface layering.  This is 
because the reflection coefficient at an interface, which is the ratio of the amplitude of the 
reflected wave to that of the incident wave, is determined by the acoustic impedances of 
the layers on either side of the interface.  In the simplest case of vertical incidence, which 
can be considered to be the case for the stacked seismic image, the reflection coefficient 
is calculated as the difference between the impedances in the layers below and above the 
interface, divided by the sum of the two impedances.  Since the convolutional model in 
seismology describes the seismic trace as a time series of band-limited reflection 
coefficients, computing a simple model seismic trace can be achieved by calculating 
reflection coefficients from measured acoustic impedance values in depth, converting 
depth to time using measured seismic velocity, and convolving with a wavelet that 
represents the bandwidth of the seismic source.  The predicted seismic response can then 
be compared to the measured seismic data at the location of the borehole to match the 
expected travel times and seismic character (e.g. amplitude, polarity) of different 
interfaces and layers of interest. 
1.4  Seismic oceanography 
With the overview of marine reflection seismology provided in the previous section, 
seismic oceanography can be understood as an adaptation of conventional techniques.  
Figure 1.3 illustrates the difference; in seismic oceanography reflections from within the 
water column are also recorded, allowing those features to be mapped in the same way as 
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subseafloor structures would be in a conventional marine seismic survey.  In the ocean, 
the reflections still come from contrasts in acoustic impedance, with the seismic velocity 
and density of the layers now controlled by underlying oceanographic properties such as 
pressure, temperature, and salinity.  Generally, density in the water column increases with 
depth due to the effects of pressure and buoyancy, but temperature and salinity also affect 
density; increasing the temperature of seawater decreases its density, while increasing the 
salinity increases its density.  Velocity (oceanic sound speed) in the deeper part of the 
water column also increases with depth due to pressure, but at shallow depths tends to 
decrease with depth due to the effect of decreasing temperature on compressibility, 
typically resulting in a sound speed minimum at mid-depths.  These property relationships 
are well established, and described in detail for example by Talley et al. (2011). 
In this section, the evolution of seismic oceanography is described, from its 
inception to its present state, showing how the method has grown into an important tool 
with great potential in the study area.  An overview of common physical oceanographic 
methods that are used within the field of seismic oceanography is also given.  Key studies 
are described that are relevant for later discussion in comparison to this work, with respect 
to data processing, the use of “legacy” seismic data (acquired for other purposes and now 
available in the public domain), the design of dedicated cruises, the study of eddies, the 
collection of high-frequency data, and the examination of temporal variability. 
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Figure 1.3: Illustration of a seismic oceanography survey, for comparison with a conventional 
marine seismic survey (Figure 1.2).  Reflections originating from contrasts within the water 
column are recorded. 
1.4.1  Early observations 
In most marine seismic processing, the water column is considered to be a constant- 
or near-constant-velocity layer that does not produce reflections.  Reflections from 
subseafloor layers are the focus of most of marine seismic acquisition, and often the 
portion of the image above the seafloor is muted (amplitudes set to zero), to avoid 
processing artefacts caused by subseafloor reflection energy leaking into that part of the 
image, especially during migration.  However, it was noted in the early days of marine 
seismic exploration that it was possible to observe reflections coming from interfaces 
within the ocean in seismic data.  One example is the images produced by Hunt et al. 
(1967) of a deep layer of hot brine in the Red Sea.  Their seismic survey generated 
reflections from the seafloor near the brine pools and subsurface structures such as 
faulting that could explain the origin of those features.  Notably, they also observed 
horizontal water-column reflections in the hot brine areas, and attribute them to the 
contrast in density between the hot brine and the overlying water.  They also use the 
absence of water-column reflections in other areas to suggest that no brine was present in 
those areas.  Bouma et al. (1983) also identified horizontal reflections indicating a brine 
pool in single-channel seismic data in the Gulf of Mexico acquired to examine near-
seafloor sedimentary features.  They observed that the interface was present in low- to 
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moderate-frequency data using an air gun source (35–80 Hz) and a minisparker source 
(200–500 Hz), but not present in high-frequency data using a transducer source (3.5 kHz).  
Another example of water-column reflections is found in the well-referenced seismic 
processing manual of Yilmaz (2001); his Figure 11.2-2. shows a seismic section 
containing reflections within the water layer, attributed to density contrasts caused by 
temperature and salinity variations.  
Gonella and Michon (1988) describe the first seismic survey with the primary 
purpose of examining water-column reflections instead of the seafloor and subseafloor.  
They produced images with reflections at depths between 600 and 1500 m near a subsea 
ridge in the eastern North Atlantic.  They exclude a biological reason for the reflections 
due to the frequencies of the data and the lack of significant diurnal changes in the 
reflection patterns.  They also do not attribute the reflections to ocean structures since the 
velocity gradients at the depths of the reflections are similar to those in a deeper layer 
where reflections are not observed.  Rather, they reason that the reflections are the result 
of M2 tide internal waves reflected off the slope, due to their wavy shape and inclination 
matching that expected for internal waves.  Internal waves are explained further in 
Subsection 1.4.6; the M2 tide is the lunar semi-diurnal tide. 
Phillips and Dean (1991) carried out a survey off the east coast of North America 
designed to study water masses and structures using seismic data.  They provide details 
on the processing of the data designed to enhance the water-column reflections, including 
the importance of removing the direct arrival which they accomplish with both low-cut 
filtering (filtering that removes frequencies below a given cut-off) and dip filtering 
(filtering that removes events with a given slope in offset-time space).  During their 
survey, temperatures were measured in the water column using expendable 
bathythermographs (XBTs), from which sound speeds are calculated.  The calculated 
sound speeds are compared to the normal-moveout (NMO) velocities determined from 
the seismic data; these observations are used to match the seismic reflections to measured 
oceanographic property changes.  In particular, they find that the reflections correspond 
to boundaries between water masses. 
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1.4.2  Expansion of the method 
The early studies described above all identified reflections in the water column, but 
differed in attributing the reflections to either density contrasts, internal waves, and 
velocity contrasts.  While the study by Phillips and Dean (1991) was thorough, it was not 
until Holbrook et al. (2003) published another example of water-column reflections in 
marine seismic data that the discipline of seismic oceanography began its proliferation.  
Over the next decade, the potential of the method was explored in detail, with the 
production of many remarkable images of the water column using seismic reflection data, 
and greater understanding of the origin of the reflections. 
Like Phillips and Dean (1991), the study of Holbrook et al. (2003) involved seismic 
images from near the Grand Banks in the North Atlantic, and included XBT 
measurements to provide observations of ocean temperature (and derived sound speed) 
with depth.  Holbrook et al. also used sea-surface temperature measurements (SST) to 
identify the position of a front separating important water masses at the surface.  They 
identify different water masses in the seismic images as Phillips and Dean were also 
successful in doing and describe the different water masses in terms of their seismic 
character (whether regions are characterized by strong or weak reflectivity, continuous or 
discontinuous reflections, and horizontal or dipping reflections).  However, Holbrook et 
al. also identify correlations between individual seismic reflections and smaller scale 
temperature variations within a given water mass, and for the first time suggest the 
potential of seismic oceanography for studying these oceanic fine-scale structures, such 
as thermohaline intrusions.  They calculate that reflections observed in their data could 
come from temperature contrasts of as little as 0.1°C and from layers as small as 4 m, and 
observe reflections down to depths of 3000 m.  Holbrook et al. also observe undulations 
in reflections which they interpret as internal waves, and reflections in “dome” patterns 
that they suggest could be eddies. 
Once it became clear that water-column reflections are generally present in 
conventional marine seismic data, studies began to take advantage of seismic data 
acquired for other purposes, such as petroleum exploration, by reprocessing the data for 
seismic oceanography.  Phillips and Dean (1991) showed how conventional processing 
did not image the water column well, but simple modifications to the processing flow 
could be applied to achieve high-quality images using the same data.  Studies such as 
14 Chapter 1: Introduction and background 
 
Jones et al. (2008) followed, discussing optimal methods for processing seismic data for 
the water column.  Jones et al. advocate a simple processing flow consisting of amplitude 
scaling, noise removal, normal-moveout correction using a constant velocity, and 
stacking, without migration.  The simple flow allows for rapid and consistent processing 
of large quantities of existing seismic data, and they argue that it is preferred over more 
detailed processing for that reason.  They also highlight the importance of removing the 
direct arrival, as did Phillips and Dean.  While Phillips and Dean used frequency-
wavenumber (f-k) filtering to remove the direct arrival, the method used by Jones et al. is 
to use a median filter.  This approach, which is also used by Biescas et al. (2008) and 
Pinheiro et al. (2010), is similar to the removal of downgoing waves in conventional VSP 
(vertical seismic profile) processing (e.g. Hardage, 1983).  Other methods used include 
tau-p filtering (e.g. Krahmann et al., 2008), Karhunen-Loeve filtering (e.g. Geli et al., 
2009), and Singular Value Decomposition (e.g. Ménesguen et al., 2012; Piété et al., 
2013). 
Deconvolution is often not applied to seismic oceanographic data, due to the 
introduction of artefacts, as mentioned by Hildebrand et al. (2012), though Biescas et al. 
(2010) discuss the possibility and benefits of using deconvolution to improve resolution.  
Another aspect of seismic processing that has been analysed is the choice of velocities 
for normal-moveout correction.  Fortin and Holbrook (2009) compare velocities derived 
from the seismic data, such as are used in conventional processing, to those derived from 
oceanographic data.  They found that velocities derived from the seismic data produced 
images with the most coherent reflections, which is not surprising given that those 
velocities are chosen to optimally flatten the reflections and thus ensure the most 
constructive interference during stacking.  Fortin and Holbrook argue that achieving an 
image with the greatest number of reflections and the most continuous reflections is ideal.  
This was in contrast to Jones et al. (2008) who reasoned that using a constant velocity 
equal to the known or measured sound speed of seawater is the best approach, as the 
additional variation in reflection moveout is likely due to physical movement of the 
oceanographic features during seismic acquisition, and therefore the velocity chosen to 
artificially flatten the reflection is not physically meaningful.  They overcome the 
detrimental effects of stacking reflections that are not completely flattened by limiting the 
offset range in their stack.  Jones et al. do not include migration in their processing flow, 
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but migration is commonly included in seismic oceanography processing, typically as a 
poststack time migration (e.g. Nandi et al., 2004; Tsuji et al., 2005; Biescas et al., 2008).  
Some studies advocate for prestack time migration (e.g. Yamashita et al., 2011), or even 
use prestack depth migration (e.g. Krahmann et al., 2008; Tang & Zheng, 2011), as these 
are more theoretically correct where horizontal velocity gradients are present. 
1.4.3  Incorporating physical oceanography 
While reprocessing existing seismic data that was acquired for other purposes is 
useful in producing images of the water column, understanding the origins of the features 
observed in the images has become the main focus for seismic oceanography.  This 
requires measuring oceanographic properties to complement the seismic data.  
Temperature and salinity are the main properties of interest, as they combine with 
pressure or depth to determine the seismic velocity and density, thus controlling the 
acoustic impedance contrasts which produce seismic reflections.  Common methods used 
to measure oceanographic properties are described, for example, by Talley et al. (2011). 
Expendable bathythermographs (XBTs) mentioned previously provide 
measurements of temperature with depth, which allow the temperature structure of the 
water column to be matched to observed seismic reflections.  They involve a torpedo-
shaped probe deployed from a ship that measures temperature using a thermistor at a set 
time sample rate.  A wire connects the probe back to the ship and spools out freely as the 
probe falls.  The time samples are converted to depth using known “fall-rate equation” 
that is empirically derived.  Conductivity-temperature-depth profiles (CTDs) also provide 
temperature measurements in the water column.  A group of sensors is lowered from the 
ship, collecting pressure, temperature, and conductivity data.  Other properties such as 
fluorescence and dissolved oxygen can also be measured, and water samples at particular 
depths are also taken in some cases.  Depth is calculated from pressure, and salinity is 
calculated from conductivity and temperature using known equations (e.g. Fofonoff & 
Millard, 1983). 
Because they include salinity data, CTDs provide a more complete picture of the 
water column compared to XBTs.  However, the advantage of expendable probes is that 
they can be quickly deployed while the ship is moving, while CTDs generally require that 
the ship stops.  This is especially important during seismic acquisition, where stopping 
16 Chapter 1: Introduction and background 
 
involves halting data collection since the streamers must be reeled in to avoid tangling or 
being caught in the propeller.  Most seismic oceanography studies either involve 
expendable probes or use a second vessel following behind the seismic vessel to collect 
CTDs.  Expendable CTDs (XCTDs) are similar to XBTs but include a conductivity 
sensor.  However, CTDs provide more accurate depth information by measuring pressure 
directly, instead of calculating depth from the fall rate, and they also avoid the cost and 
environmental impact of expendable probes. 
In addition to temperature measurements at depth, sea-surface temperature (SST) is 
also an important data source in seismic oceanography.  Surface temperatures over a 
region can be used to identify features seen in seismic images such as fronts (boundaries 
between distinct water masses that can be recognized by regions of enhanced temperature 
gradients).  Surface temperatures can be measured by ship from intake water using a 
thermosalinograph, or more extensively by satellite.  Satellite SST data are produced by 
measuring visible-infrared or microwave electromagnetic radiation from the sea surface.  
Sea-surface salinity (SSS) can similarly be used to identify oceanographic features, with 
data either from shipboard measurements or more recently from satellites.  Satellite data 
can also provide information on sea-surface height (SSH) and sea-level anomaly (SLA) 
using radar altimetry; these datasets can be used to identify features such as eddies.  
Satellite-based oceanographic observations are described in further detail by, for 
example, Martin (2014). 
Eddies and currents can also be identified using instruments that measure fluid flow, 
such as ADCPs (Acoustic Doppler Current Profilers) or XCPs (Expendable Current 
Profilers).  ADCP instruments emit an acoustic pulse and determine current velocity by 
measuring the Doppler shift in frequency of the returning pulse reflected from particles 
in the water.  Source frequencies are in the kHz–MHz range; lower frequencies penetrate 
deeper but provide lower vertical resolution.  An alternate method of determining current 
velocity is used by XCPs, where the electromagnetic force produced by the motion of the 
conductive seawater through the Earth’s magnetic field is measured. 
Oceanographic datasets used in seismic oceanography provide information on a 
range of scales, generally identifying features described as submesoscale (1–10 km) to 
mesoscale (10–100 km).  Typical lateral sampling using CTDs and XBTs is on the order 
of 1–10 km due to the time taken for the instruments to be deployed.  Similarly, satellite 
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data have spatial sampling in the range of one to tens of kilometres.  This means that 
horizontally, seismic data are higher resolution than these oceanographic datasets.  
However, CTDs and XBTs provide higher vertical resolution, as they involve depth 
sampling on the order of every metre. 
While Phillips and Dean (1991) and Holbrook et al. (2003) incorporated a small 
amount of oceanographic data to illustrate a correlation between seismic reflections and 
contrasts in oceanographic properties and to understand the general distribution of water 
masses, subsequent studies often involved the collection of oceanographic data in a more 
systematic way.  The first such survey was published by Nandi et al. (2004).  Using a 
second ship following the seismic vessel, they collected XBT and XCTD data along 
seismic lines in the Norwegian Sea.  Overlaying the two datasets illustrated the match 
between seismic reflections and temperature variations.  In addition, computed 
temperature and salinity gradients were shown to be highly correlated to seismic 
reflectivity, in particular the magnitude of the gradient and the amplitude of the seismic 
reflection.  They observed that a temperature contrast as small as 0.03°C could be 
correlated with a seismic reflection.  With the dense XBT measurements, Nandi et al. 
were also able to contour isotherms along the profiles and make the distinction between 
seismic reflections that locally follow isotherms, which they interpret as thermohaline 
intrusions, and those that locally cross isotherms, which they interpret as internal waves, 
discussed further in Subsection 1.4.6. 
Mirshak et al. (2010) collected XBT data at an even denser spacing than the Nandi 
et al. study (~1 km compared to ~5 km), at a location in the North Atlantic off the coast 
of Canada.  The study also included CTDs, which were used to add salinity information 
to the temperature data from the denser XBT profiles.  The salinity and temperature values 
were used to compute reflection coefficients, which were then convolved with a seismic 
wavelet to produce synthetic seismic sections for the lines.  Comparisons between the 
recorded and simulated seismic sections show that the recorded seismic data are better 
able to resolve oceanographic features than the simulated seismic data, despite the very 
dense spacing of the XBT profiles.  The seismic data show features related to a 
temperature front at the edge of the Gulf Stream, including a coherent dipping structure 
that they interpret as a cool water “tendril”, potentially related to a cold feature present in 
SST data, a lens-like feature that appears to be a warm water eddy, and a thin vertical 
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band of reflections that correlates to deep temperature interleaving.  The Mirshak et al. 
study also included a repeat XBT transect along one of the lines, allowing for the 
examination of temporal changes in the oceanographic features and helping to understand 
their effect on the seismic images.  While they did not have repeat seismic data to 
complete the analysis, the computed synthetic seismic data showed the expected changes 
in the images, which were significant in areas near the core of the Gulf Stream, but small 
in areas with weaker currents. 
Tsuji et al. (2005) examined time-lapse changes in recorded seismic data, with 81 
seismic sections acquired across the Kuroshio Current, off the coast of southern Japan, 
over the course of 57 days.  Their seismic images display reflections with horizontal 
continuity over distances of 40 km, with similar patterns observed in all of the profiles, 
including general dip of reflections.  However, the details of the images show substantial 
changes in individual reflections with time.  Unfortunately, their data did not include 
coincident repeat oceanographic transects, so the observed variations in seismic 
reflections could not be matched to particular variations in oceanographic properties.  The 
study of Nakamura et al. (2006) for the first time had both repeat seismic transects and 
repeat oceanographic measurements, and as a result was able to examine time-lapse 
changes in the Kuroshio Current, albeit in a different location than the Tsuji et al. study.   
They repeated one seismic line three times over the course of three days.  Like in the Tsuji 
et al. data, overall reflectivity patterns are similar between the lines.  However, differences 
are clear, and match synthetic seismograms calculated from XCTDs on the three passes.  
Nakamura et al. also include ADCP and XCP data along the seismic lines, which 
represented the first time that these types of data were presented as part of a seismic 
oceanographic study, though even the early study of Gonella and Michon (1988) 
suggested acquiring such data.  The seismic images match the temperature structures 
along the profile much more closely than they match the ADCP data, but a couple of the 
XCP measurements show a correlation between seismic reflections and change in current 
direction at the boundary between two water masses.  They interpret the origin of the 
seismic reflections to be from interleaving of the two water masses at that boundary.  One 
complication in the repeated seismic profiles is that different sources were used in the 
three passes; while this was a good comparison between sources, it meant that differences 
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observed in the three profiles are partially due to changes in the source, as opposed to 
completely a result of changes in oceanographic structures. 
1.4.4  Studies of eddies 
One of the main regions where seismic oceanography has been used extensively is 
in the eastern North Atlantic, beginning with Gonella and Michon (1988).  Several studies 
have looked at legacy seismic data in the region, incorporating historical oceanographic 
data to aid in the interpretation of the seismic data.  A main oceanographic feature in the 
region are Mediterranean eddies (“meddies”), which are large rotating lenses of warm, 
salty water that comes from the Mediterranean Sea and flows out into the Atlantic Ocean.  
Biescas et al. (2008) produced images of three meddies, showing that seismic imaging 
could provide data at unprecedented lateral resolution over these features.  While they 
identified the meddies based on their seismic character, including shape, size, and depth, 
rather than any direct oceanographic measurements, they use historical CTD data to 
understand the seismic character of the different regions associated with known meddies: 
the weakly reflective core (or multiple cores in some cases) with very small temperature 
and salinity gradients, and the reflective bands at the top, bottom, and edges that form 
concentric oval shapes, associated with high property gradients.  In particular, they find 
that the upper boundary of the meddy has fewer but stronger and more continuous 
reflections compared to the lower boundary, which has many short, weak reflections, and 
they suggest that this is evidence of different processes controlling the formation of the 
layers in the two regions. 
Buffett et al. (2009) examine seismic data from the same survey as Biescas et al. 
(2008), but focus on other oceanographic features of the region, including general water 
mass identification based on three seismic reflectivity “zones” (a moderately reflective 
region, a highly reflective region, and a non-reflective region), and corroborated by 
historical CTD data.  Their images also show lens-like features, interpreted as meddies as 
in the Biescas et al. study, and dipping reflections near the continental shelf, which they 
interpret to be the core of the Mediterranean Undercurrent.  They find that reflection 
continuity and amplitudes decrease in lines located further downstream along the path of 
the current, which they suggest is consistent with mixing occurring, resulting in reduction 
of the temperature and salinity contrasts.  Pinheiro et al. (2010) show one of the same 
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lines as Buffett et al. (2009), which provides an interesting comparison of different 
processing techniques.  They incorporate SST and SLA data to confirm the interpretation 
of the lens-like features as meddies or in some cases, cyclones (which rotate in the 
opposite direction to meddies), based on their surface signatures.  Quentel et al. (2011) 
analyse different legacy seismic lines in a similar region.  They use historical CTD and 
ADCP data to identify meddies and cyclones based on their subsurface signatures.  They 
then interpret lens-like features in the seismic images as meddies or fragments of the 
Mediterranean Undercurrent based on their shape and location.   They present evidence, 
through calculations of synthetic seismic reflectivity from the CTD data, that meddies, 
cyclones, and undercurrents can be distinguished based on seismic character.  Unlike the 
meddy studies based on legacy seismic data, the images of a meddy produced by Quentel 
et al. (2010) are accompanied by coincident CTD and XBT data, acquired as part of the 
GO-project.  High salinities are found where the lens-like features are observed in the 
seismic data, confirming the presence of a meddy.  The temperature and salinity 
measurements also allow for the calculation of geostrophic velocities from density, 
helping to conclusively identify the anticyclonic meddy as well as a submesoscale 
cyclonic eddy.  While the submesoscale eddy is well-imaged in the seismic data, it would 
not be readily identified in SLA data due to its smaller size, thereby demonstrating the 
usefulness of the seismic oceanography method in studying these features. 
Further studies of meddies have focused on understanding complexities 
surrounding the well-defined lens-like cores.  In the case of Biescas et al. (2010), 
reflections observed at the edges of meddies are attributed to interleaving with pre-
existing layers that have been disrupted by the meddy moving through them.  More 
steeply dipping reflections at the edges of meddies were a main focus of Pinheiro et al. 
(2010), who point out that these structures would not be seen in CTD sections due the 
typical wide station spacing.  Similarly, Ménesguen et al. (2012) reason that the high 
lateral resolution of the seismic data is key to their successful imaging of spatially 
repeating stacks of seismic reflections interpreted to be from spiral arms winding around 
a meddy.  Similar features are also identified in the seismic line examined by Song et al. 
(2011), though in both of these studies the identifications do not include corroboration by 
oceanographic measurements. 
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The success of seismic oceanography in examining meddies led to studies of other 
eddies around the world.  The previously mentioned Mirshak et al. (2010) study includes 
the identification of a warm-core eddy in vicinity of the Gulf Stream in the western North 
Atlantic, corroborated by XBT data.  Also in the North Atlantic, Jones et al. (2010) image 
lenses thought to be warm-core eddies related to the Mediterranean Outflow in legacy 
data offshore Ireland.  In the South Atlantic, Sheen et al. (2009) image two blank lenses 
associated with the Subantarctic Front on the Falkland Plateau.  In this case the lenses are 
interpreted to contain cool well-mixed water.  In the Northwest Pacific, Yamashita et al. 
(2011) image a warm-core ring associated with the Kuroshio Current in seismic data 
acquired for a deep crustal study off the coast of Japan.  The feature has a concave 
reflection structure and is identified by satellite altimetry data.  A repeat pass along the 
same seismic line shows changes in the reflective structures over a two-and-a-half-day 
period.  Notably, Yamashita et al. identify previous-shot multiples (i.e. reverberations) as 
a significant source of noise in the seismic data; they advocate prestack migration as a 
method to suppress the noise during processing.  In the South China Sea, Tang et al. 
(2013) show a legacy seismic line containing a submesoscale lens-like structure.  Despite 
SLA data indicating the presence of an eddy at the surface, Tang et al. interpret the lens 
to be the core of a subsurface current as opposed to the subsurface extension of the eddy, 
based on the velocity field from a regional ocean circulation model.  In the North Pacific, 
Tang, Gulick, and Sun (2014) image a surface warm-core eddy in two intersecting seismic 
lines from the Gulf of Alaska.  They corroborate the identification with coincident surface 
temperature and salinity measurements, as well as SLA data.  The eddy in question 
features symmetrical bowl-like and lens-like reflections, with concentric alternating 
reflective and blank zones around the core.  Asymmetric reflections at the edge of the 
eddy are interpreted to be a spiral arm structure; the coincident SST and SSS data 
corroborate this interpretation, with anomalously cold, fresh water entrained in the 
surrounding warm, salty water. 
1.4.5  High-frequency imaging 
The studies of Mediterranean eddies also spawned an interest in higher-frequency 
seismic imaging.  Hobbs et al. (2009) show data from the GO-project; one aspect of the 
project was the acquisition of higher-frequency seismic data using different seismic 
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sources.  Nakamura et al. (2006) had experimented with different sized sources, finding 
that a small higher-frequency GI gun could produce similar images to a larger air gun 
source, at least at shallow (<500 m) depths; the smaller energy of the source was 
compensated for by higher fold, due to a smaller shot spacing as less time is required to 
recharge the air guns for a smaller source.  While Nakamura et al. used their different 
sources in repeat passes on a transect, Hobbs et al. show data from a single multi-
frequency line.  A low-frequency air gun source and a high-frequency air gun source were 
used for alternating shotpoints, thereby producing two simultaneous images along the 
same line but with different frequency contents (10–40 Hz vs 40–120 Hz).  The profiles 
cross a meddy, confirmed by XBT data, and the seismic data show different, 
complementary views of the reflective structures.  There are examples where reflections 
are present in the low-frequency data but not the high-frequency data, which are attributed 
to large but gradual property contrasts, and others where the opposite effect is seen, which 
are attributed to the presence of very small layers.  The authors recommend acquisition 
of broadband data, and describe potential acquisition systems to achieve this, including 
different sized sources that would operate alternately and multiple streamers at different 
depths. 
A particular observation made by Hobbs et al. (2009) is that some long, dipping 
reflections in low-frequency data are found to be composed of stacks of short, horizontal 
reflections in the high-frequency data.  Geli et al. (2009) expand on this phenomenon 
using GO-project high-frequency GI gun data and some synthetic modelling, showing 
that the steep apparent dips in the low-frequency data are artefacts.  The high-frequency 
data show additional detail in layering near the boundaries of a meddy, though Geli et al. 
discuss the difficulties in achieving the same image quality as that produced from lower-
frequency data, due to low signal-to-noise ratio from small, low-energy sources.  
Fundamentally, the frequency content of seismic data is controlled by the seismic source, 
but some enhancement of high frequencies can be achieved during processing using 
deconvolution.  Biescas et al. (2010) show the effects of deconvolution in images of 
thermohaline staircase layers, which manifest as stacks of coherent reflections up to 
50 km long.  Deconvolution is shown to be effective in reducing reflection sidelobes in 
the images, though they mention the challenge presented by applying deconvolution in 
low signal-to-noise data, as it produces high-frequency noise. 
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High frequencies are important not only in achieving better vertical resolution in 
seismic data, but in imaging the shallow part of the ocean.  An early study by Geli et al. 
(2005) showed seismic images using a small high-frequency source from offshore Brazil.  
The images contain shallow reflections at depths between 100 and 230 m coming from 
the top, the bottom, and within the thermocline (a layer containing high temperature 
gradients), confirmed by XBT data.  Carniel et al. (2012) show results from a cruise 
focusing on the shallow waters of the Adriatic Sea.  They present seismic data with 
coincident oceanographic data, successfully imaging near-seafloor reflections associated 
with bottom waters 50–150 m deep.  Piété et al. (2013) also focus on shallow-water 
imaging, comparing four existing seismic surveys with different acquisition parameters, 
including data from the GO-project.  The seismic images show reflections in the upper 
10–150 m, which are interpreted using XBTs as seasonal thermocline layers, an overflow 
feature, and a remanent winter mixed layer (a homogeneous layer created by turbulence).  
They show that a strong, high-frequency source is best, but recognise that most seismic 
acquisition set-ups have difficulty imaging shallow layers due to strong direct arrivals 
interfering with shallow reflections and large near offsets and hydrophone group 
separations.  Piété et al. then show a new acquisition system designed to image the 
thermocline, which used a sparker source and four short (10 m) streamers to maintain 
small offsets and group spacings.  The resulting seismic images show a strong 
thermocline reflection corroborated by CTD data at a depth of 30 m, with vertical 
displacements that are interpreted to be the result of internal waves, a feature discussed 
in the next subsection. 
1.4.6  Internal waves, mixing, and temporal variation 
Piété et al. (2013) make the case that the undulations seen in the seismic reflections 
are on a scale that would not be sampled by conventional oceanographic techniques, 
demonstrating the value of seismic oceanography in studying internal waves.  Internal 
waves are a common feature interpreted in seismic images of the water column, beginning 
with the early work of Gonella and Michon (1988).  Internal waves are subsurface gravity 
waves occurring at interfaces between layers that have different densities or within layers 
containing vertical density gradients (e.g. Talley et al., 2011).  Internal waves imaged in 
seismic data fall in two main categories.  The first is dipping reflections with slopes 
24 Chapter 1: Introduction and background 
 
greater than those of the local temperature and salinity gradients, often interpreted to have 
a tidal origin.  This type of reflection was observed on the continental slope by Gonella 
and Michon (1988) as well as in two datasets offshore Norway: one shown by Nandi et 
al. (2004) and Holbrook et al. (2009), and the other by Sarkar et al. (2015).  The reflections 
are identified based on their slope matching that predicted for internal tides, calculated 
from the density structure of the water column.  The second category of internal wave 
observations is small undulations in sub-horizontal reflections, such as those mentioned 
by Piété et al. (2013) at the thermocline, and by Song et al. (2009) and Tang and Zheng 
(2011) in seismic images from the South China Sea.  Holbrook and Fer (2005) analyse 
these quasi-sinusoidally undulating reflections in seismic data from the same survey as 
the previously mentioned Nandi et al. (2004) study.  By digitizing the reflections and 
analysing the resulting vertical displacements, they find that the horizontal wavenumber 
power spectra of the undulating reflections match the expected spectra of internal waves 
known from oceanographic models.  They note a change in the reflections from the 
offshore portion of the section to near the continental slope, with an increase in the 
amplitude of the oscillations, which they attribute to increased energy from the internal 
waves interacting with the sloping seafloor. 
Krahmann et al. (2008) perform a similar analysis as Holbrook and Fer (2005), in 
legacy data where meddies are present.  They find a similar spectral distribution for their 
reflections and also find an increase in internal wave energy in shallow water and near a 
meddy.  In one line, Krahmann et al. find that internal wave energy is lower on one side 
of a seafloor ridge than the other.  Biescas et al. (2010) discuss the same seismic profile; 
though without the spectral analysis, they make a similar observation in that reflections 
from thermohaline staircase layers are more prominent on one side of the ridge, become 
disrupted as the ridge is approached, and are not present on the other side.  They attribute 
the disruption of the layers to turbulent mixing.  Fer et al. (2010) examine similar staircase 
layers in the western North Atlantic; their spectral analysis confirms that where staircases 
are present there is a very low level of internal wave energy compared to adjacent regions. 
The analysis of internal wave spectra involves tracking mainly sub-horizontal 
reflections that are believed to follow isopycnals (constant density contours).  Other 
reflections that follow isopycnals have significant dips; their slopes can be used to 
calculate geostrophic velocities, helping to quantify flow in eddies (e.g. Tang, Gulick, & 
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Sun, 2014) and currents (e.g. Sheen et al., 2011).  Modelling by Krahmann et al. (2009) 
from CTD data inside a meddy supports the association between reflection and isopycnal 
slopes, at least at short time scales.  However, reflections that cross isopycnals, but are 
unrelated to internal tides, can also occur, such as those observed at the edges of a meddy 
by Pinheiro et al. (2010).  The modelling and inversion work of Biescas et al. (2014) 
(further discussed in Subsections 1.4.7 and 1.4.8) indicates that while reflections and 
isopycnals may correspond in the case of simple vertical thermal gradients, they generally 
do not correspond, particularly when lateral thermal gradients are present. 
Building on the techniques developed by Holbrook and Fer (2005) and Krahmann 
et al. (2008), several studies followed that focused on quantifying mixing from seismic 
data.  Sheen et al. (2009) compute mixing rates in seismic images from the Falkland 
Plateau by using a best-fit model of the wavenumber slope spectra; the model combines 
internal waves dominating at low wavenumbers and turbulence dominating at high 
wavenumbers.  They perform the analysis in different parts of the seismic image to 
examine the spatial variability of the mixing, finding that higher mixing rates are present 
near areas of rough seafloor and at the edges of a large blank lens, with less mixing present 
at the top of the lens.  Using the same technique on a nearby line from the Falkland 
Trough, Sheen et al. (2011) find enhanced mixing near the edges of the trough compared 
to the middle.  Eakin et al. (2011) analyse vertically coherent undulating reflections in a 
region of rough seafloor topography in the Caribbean.  They interpret the reflections to 
be internal lee waves.  Their spectral analysis shows that in regions where the lee-wave 
reflections are absent, the spectra match the expected oceanographic models, but where 
the lee waves are present, the spectra accordingly show locally enhanced internal wave 
energy. 
Rather than an approach based on spectral analysis, Buffett et al. (2010) use 
calculations of stochastic parameters to identify heterogeneity associated with mixing 
near a meddy.  Song et al. (2011) also examine a meddy, but simply use squared seismic 
amplitudes as a proxy for mixing intensity.  They find more intense mixing near the sides 
and top of the meddy, weaker mixing near the bottom, and an absence of mixing in the 
middle of the feature.  In a further study, Song et al. (2012) analyse a seismic image in 
the South China Sea with many undulating reflections.  They compute vertical 
displacements from digitized reflections, as in the Holbrook and Fer (2005) technique, 
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but instead of computing wavenumber spectra they decompose the vertical displacement 
field into various frequency components.  By examining the spatial distribution of these 
components, they find that different depth ranges are dominated by internal waves of 
different characteristic wavelengths. 
A further work by Holbrook et al. (2013) expanded the spectral method, focusing 
on the turbulence range of the spectra and building on the mixing rate calculations of 
Sheen et al. (2009).  They apply the method to data from both the South China Sea and 
from the Pacific, off the coast of Nicaragua, looking at the spatial distribution of 
turbulence and corroborating their diffusivity estimates with XCP data.  They discuss the 
importance of suppressing random and shot-generated noise in the seismic images before 
analysis.  Part of the work includes calculating wavenumber slope spectra from the 
seismic data themselves as opposed to from tracked reflections, mostly to determine if 
the data are suitable for the spectral analysis.  Fortin et al. (2016) combine the two 
methods, primarily computing slope spectra from the seismic data and then applying 
scaling factors computed from slope spectra of tracked reflections.  They find high 
turbulence near the seafloor and in areas where lee waves appear to break, in data from 
the same survey as the Eakin et al. (2011) study.  Falder et al. (2016) reanalyse the dataset 
of Sheen et al. (2009) using methods building on the work of Holbrook et al. (2013).  
Their work has a particular focus on the part of the spectra representing the crossover 
between internal wave and turbulent regimes.  Dickinson et al. (2017) present data from 
the Gulf of Mexico where the spectra are dominated by internal waves and noise, with 
the turbulent range largely absent.  They use the internal wave range to calculate 
diapycnal diffusivity and find high values at depth near the slope and areas of rough 
seafloor and low values at shallower depths within the strong thermocline.  
Studies examining mixing using seismic data recognize that one complication of 
interpreting seismic images as snapshots of the internal wavefield is that the seismic 
reflectors move during data acquisition, potentially causing blurring during stacking (e.g. 
Sheen et al., 2009; Falder et al., 2016; Dickinson et al., 2017).  Evidence for temporal 
variation of seismic reflections was clear in the previously mentioned time-lapse studies 
of the Kuroshio Current; reflections change in repeat seismic profiles along the same line 
over 3 days in the case of the Nakamura et al. (2006) data, and 57 days in the Tsuji et al. 
(2005) data, though the overall reflective patterns stay similar.  Yamashita et al. (2011) 
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also show a repeat seismic profile with differences described as “subtle” in the part of the 
image with a time delay of half a day and increasing to “marked” differences where the 
time delay was 2.5 days (p. 23).  Pearse et al. (2003) show a repeat profile from the 
Holbrook et al. (2003) survey, which shows that while the main front is stable, most of 
the reflective structures change substantially over the scale of days.  On shorter time 
scales, Geli et al. (2009) show the results from four repeat passes over a 10 km long 
profile, each temporally separated by a period of four hours and accompanied by XBT 
data.  They do not discuss in detail the observed differences in the seismic images but 
present them as evidence of “short-scale temporal variation of the water column” (p. 4).  
Instead of showing a repeat profile, Jones et al. (2008) show an example of a line from 
the Rockall Trough in the North Atlantic that contains an acquisition gap of 8 hours, 
where the line was interrupted and then restarted.  Individual reflections on either side of 
the temporal gap show a sharp discontinuity, though the overall zone of reflectivity 
remains stable.  The reflectivity pattern matches that computed from a CTD, despite a 
time difference of a year.  Jones et al. (2010) provide a more detailed analysis of temporal 
variation in the region, comparing images from closely spaced adjacent lines 1–71 days 
apart, as well as overlapping sections from interrupted and restarted lines 3–17 hours 
apart.  Not surprisingly, the most significant differences are in lines acquired months 
apart; over smaller time scales there are some examples of reflections remaining similar 
over several hours, and other examples of drastic changes in the reflectivity. 
Evidence for reflector motion affecting internal wave spectra is shown by 
Vsemirnova et al. (2009).  They show two adjacent seismic lines from the GO-project 
shot in opposite directions; undulating reflections appear to have different wavelengths 
in the two lines.  Their synthetic modelling confirms this to occur when the seismic vessel 
moves in the same direction and then in the opposite direction to how the internal waves 
are moving.  The resulting slope spectra are accordingly distorted.  Jones et al. (2008) 
calculate that in their survey area an internal wave crest could move 1 km laterally within 
the timeframe required to create a common-midpoint gather, meaning that “significant 
smearing” could be occurring in stacking (p. 55).  They suggest that analysing prestack 
seismic data could reduce the impact of temporal changes, since a single shot record 
(acquired over a few seconds) is much closer to a snapshot than a stack, where multiple 
shot records (acquired over a period of up to ~20 minutes) are combined together.  Buffett 
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et al. (2012) use an approach where they create several offset-limited stacks to show the 
movement of reflections over time at a given location.  A fully prestack approach is used 
by Sheen et al. (2012) to examine the movement of a reflective structure in the South 
Atlantic.  They calculate the velocity of a vertically rotating subsurface vortex by tracking 
wave crests in shotpoint (time) vs common-midpoint (distance) space.  Tang, Wang, et 
al. (2014) use a similar approach to track wave crests in prestack data and calculate wave 
velocities for shallow internal solitary waves in the South China Sea.  A different 
approach by Klaeschen et al. (2009) quantified the movement of reflectors near a meddy 
by laterally shifting prestack-migrated shot records based on a range of reflector velocities 
and finding the optimal velocity based on the coherence of the resulting stacks.  Huang et 
al. (2012) perform a related analysis that involves tracking individual reflections in 
prestack-migrated shot records, showing examples from the South China Sea and a 
meddy.  Before applying these methods to field seismic data, both Klaeschen et al. and 
Huang et al. demonstrate the success of their techniques on model seismic data, discussed 
in the next subsection. 
1.4.7  Modelling 
Synthetic seismic data have an important role in understanding seismic 
oceanography data.  The extraction of mixing rates and analysis of movement of reflectors 
are both examples where modelling has been used (e.g. Holbrook et al., 2013; Fortin et 
al., 2016; Vsemirnova et al., 2009; Klaeschen et al., 2009; Huang et al., 2012).  The most 
fundamental type of modelling used in seismic oceanography is the synthetic 
seismogram.  As discussed in Subsection 1.3.5, a synthetic seismic trace is computed as 
a convolution of a source wavelet with a reflectivity series, where the reflectivity values 
are computed from density and velocity profiles; the densities and velocities are in turn 
computed from temperature and salinity measurements from CTDs or other 
oceanographic methods.  In the case of oceanographic and seismic data collected 
simultaneously, reflections observed in the recorded seismic images can be tied to their 
corresponding reflections in the synthetic seismogram, allowing them to be definitively 
connected to particular temperature and salinity features (e.g. Nakamura et al., 2006; 
Blacic & Holbrook., 2010).  In other cases, where only historical oceanographic data are 
available, synthetics still allow for general reflective patterns to be matched, providing 
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useful information to help interpret the seismic images.  This includes water mass 
identifications (e.g. Tsuji et al., 2005; Sheen et al., 2011, 2012) as well as the 
understanding of spatial variations in reflective patterns, as in the differences between the 
margins and centre of an eddy examined by Tang, Gulick, and Sun (2014).  Many other 
studies do not compute full synthetic seismograms, instead matching features by simply 
overlaying temperature or sound speed profiles on the seismic data (e.g. Carniel et al., 
2012; Holbrook et al., 2003), comparing gradients of temperature, sound speed, and 
density to the seismic images (e.g. Nandi et al., 2004; Biescas et al., 2008; Carniel et al., 
2012), or computing reflectivity without convolving with a wavelet (e.g. Quentel et al., 
2010, 2011; Piété et al., 2013) 
Ruddick et al. (2009) show the computation of a synthetic seismogram in detail, 
examining how much it matches the vertical temperature, salinity, sound speed, and 
density gradients from a CTD at the edge of a meddy.  They find that most of the 
reflections in the synthetic are associated with temperature variations, with only 17% 
associated with salinity, and that sound velocity fluctuations account for 99% of the 
reflections compared to density fluctuations.  Krahmann et al. (2008) also suggest that 
compared to sound speed, density only has a minor effect on the impedance contrasts, 
and that temperature is the major factor controlling the sound speed variations.  Biescas 
et al. (2008) similarly find that velocity gradients dominate the reflectivity, though the 
contribution of density is greater at the boundaries of a meddy.  A further study by Sallarès 
et al. (2009) calculated the percentage contribution to reflectivity by each of temperature, 
salinity, sound speed and density by expressing the reflection coefficient as a function of 
the partial derivatives of each of those four quantities.  They found that along a combined 
XBT and CTD section crossing the Mediterranean Undercurrent, sound speed accounted 
for 90–95% of the reflectivity compared to density, and temperature contributed an 
average of 80% compared to salinity.  They recognize spatial variations in these 
contributions, especially for salinity which ranged from as low as 15% up to 40%, 
suggesting that different oceanographic processes are occurring.  The calculations of 
Buffett et al. (2009) on legacy CTD data in a similar region find that the range of 
contribution of sound speed is 78–91% and that of temperature is 60–83%.  Sarkar et al. 
(2015) give an example of salinity fluctuations dominating over temperature, representing 
55–60% of the reflectivity in the upper 50 m of the water column in their data near 79°N.  
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This shows the importance of calculating synthetic seismograms in understanding the 
origin of reflections in a particular region.  The study by Vsemirnova et al. (2012) uses 
synthetics to suggest that temperature and salinity variations alone cannot explain certain 
reflections near the seafloor.  They provide evidence that the reflections are from turbidity 
layers and show that suspended sediment changes the sound speed and density enough to 
produce seismic reflections, without temperature and salinity variations.  Hildebrand et 
al. (2012) show seismic reflections from a hydrocarbon layer in the water column created 
by the Deepwater Horizon oil spill; however, their examinations of coincident 
oceanographic data suggest that the reflections are due to a temperature anomaly in the 
layer as opposed to the presence of hydrocarbons. 
One advantage of computing a full synthetic seismogram as opposed to just 
examining property gradients is that the effect of the bandwidth of the seismic source can 
be understood.  Different frequency contents change the appearance of the resulting 
synthetic seismograms, especially in the case of closely spaced reflectors in depth, as the 
reflections from these interfaces overlap and interfere with each other.  Geli et al. (2009) 
show an example of synthetic seismograms computed from a CTD in a meddy with two 
different source wavelets, mimicking their GO-project high-frequency and low-frequency 
datasets.  They show that in the case of low-frequency data, strong reflections do not 
necessarily correspond with a single sharp interface; rather they can be caused by a 
transition zone with many small layers. 
Computing synthetic seismograms from a series of oceanographic profiles along a 
line can be used to create a 2D synthetic seismogram, for comparison with a stacked 
seismic section.  Often the oceanographic profiles are interpolated laterally to create a 
dense 2D reflectivity section, which is then convolved with a source wavelet to create the 
synthetic seismic image.  Krahmann et al. (2009), Song et al. (2009), and Mirshak et al. 
(2010) all use this approach to turn multiple CTD or XBT profiles into synthetic seismic 
sections to compare with recorded seismic data in order to better understand the observed 
reflections.  The reflectivity sections themselves can also be modelled, instead of 
constructed from measured oceanographic properties, in order to simulate data from 
particular features of interest.  This approach was used by Geli et al. (2009) to understand 
dipping reflections, by Ménesguen et al. (2009) to understand the imaging of an eddy 
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with different frequency sources, and by Holbrook et al. (2013) and Fortin et al. (2016) 
to understand internal waves. 
A more advanced way to produce a 2D synthetic seismic section is to model 
prestack data, producing synthetic shot records that are then processed like field data to 
produce a stack.  This was the approach used by Vsemirnova et al. (2009), Klaeschen et 
al. (2009), and Huang et al. (2012) in studying the effect of reflector motion due to internal 
waves.  Fer et al. (2010) present a 2D synthetic shot record as part of their modelling to 
understand how thermohaline staircase reflections could manifest in the seismic data.  
Kormann et al. (2008, 2010) develop a prestack modelling method specifically for seismic 
oceanography, arguing that conventional acoustic modelling methods are not suited to the 
weak impedance contrasts found in the water column because their boundary conditions 
are not sufficient. 
Ji and Lin (2013) build on the Kormann et al. (2008, 2010) algorithm to simulate 
seismic data around an eddy.  Their main purpose is not to image the eddy, rather it is to 
examine the effect of the eddy on the seismic image of the seafloor and subseafloor layers.  
They find that the presence of the eddy can produce depth errors of tens of metres on 
subsurface reflectors.  In this way, seismic oceanography can potentially provide value 
back to conventional marine seismic surveying, by better understanding sound speed 
variations in the water column.  These variations produce time shifts in reflections from 
the seafloor and subseafloor layers, which degrade the resulting seismic images, 
especially in the crossline direction of 3D surveys where data from multiple sail lines are 
combined.  Four-dimensional seismic surveys, which involve repeating 3D surveys over 
months or years to examine changes in the subsurface related to fluid flow, are especially 
vulnerable to these variations in sound speed.  Jones et al. (2010) show oceanographic 
data in a survey region offshore Ireland demonstrating that the water column sound speed 
varies by up to 10 m/s, shifting the seafloor reflection by as much as 15 ms (~10 m).  They 
suggest that the superior horizontal resolution of seismic data compared to oceanographic 
data means that the seismic images provide vital additional information on the expected 
sound speed variability in a survey region.  While methods have been developed in 
seismic processing to correct for these sound speed variations (e.g. MacKay et al., 2003; 
Bertrand & Macbeth, 2005; Lacombe et al., 2009), they generally approach the problem 
in terms of applying small time shifts to compensate for average sound speed variations.  
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Jones et al. indicate that more rigorous methods may be needed to account for complex 
vertical and horizontal variability, such as using detailed sound speed models created 
from inversion of the seismic data itself.  Inversion is discussed in the next subsection. 
1.4.8  Inversion 
Seismic inversion can be described as inverse modelling, where physical properties 
are recovered from seismic images (e.g. Lines & Newrick, 2004).  The potential to 
quantitatively extract properties such as sound speed, density, temperature, and salinity 
is of great interest in seismic oceanography, given the high horizontal resolution that the 
seismic data provide compared to conventional oceanographic methods.  A simple type 
of inversion was performed by Vsemirnova et al. (2012) in their study of reflections 
caused by turbidity layers, where they convert reflection amplitudes into estimates for 
sediment concentration, based on calculations from synthetic modelling.  A more 
comprehensive inversion of seismic oceanography data is shown by Papenberg et al. 
(2010).  They assume that the amplitudes of the final processed seismic image represent 
reflection coefficients, and then convert the reflectivity into sound speed assuming a 
known density structure from CTDs.  This is accomplished with the recursive approach 
of Oldenburg et al. (1983) from conventional seismic processing; starting with a known 
sound speed value at the sea surface, at each successive depth the sound speed below the 
interface can be calculated from the reflection coefficient and the sound speed above the 
interface.  Papenberg et al. then calculate temperature from sound speed with the help of 
a temperature-salinity-depth (T-S(z)) relationship also from CTDs.  A point emphasized 
in their work is that special processing of the seismic data is required before inversion in 
order to preserve the correct amplitudes of reflections, with special care taken in filtering 
and the application of an important deconvolution step to remove the effect of the source 
wavelet.  Despite deconvolution, the seismic-derived reflection coefficients are still 
bandlimited, missing important low frequencies.  During the inversion, these low 
frequencies (<6 Hz) are incorporated into the final sound speed estimates using a smooth 
background model from XBTs.  Application of their method to GO-project data produced 
temperature and salinity sections across meddies with comparisons to coincident XBT 
data showing mean error estimates of 0.1°C. 
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Often inversion methods are iterative.  Once modelling methods are robust in 
turning given property values into realistic synthetic seismic data, inversion is possible 
through iteratively updating the property models based on differences between the 
measured and synthetic seismic data, until the seismic datasets match.  Song et al. (2010) 
show this type of poststack inversion.  They use commercial inversion software 
commonly used for conventional seismic data, which relies on data from wells to 
constrain the inversion.  In the case of seismic oceanography, the “wells” are CTD or 
XBT profiles, and they are used to create an initial impedance model from which a 
synthetic seismic stack is created.  The impedance model is iteratively updated based on 
the match between the real and synthetic seismic data, until a best fit is found.  Song et 
al. apply the method to the synthetic seismic section produced by Ruddick et al. (2009) 
over a meddy.  The synthetic data were created using 13 CTDs; Song et al. use four of 
the CTDs as “wells” in the inversion and compare the results of the inversion to five other 
CTDs.  Huang et al. (2011) apply this same method of poststack inversion to GO-project 
data.  The line shown by Huang et al. is ~60 km long line and has 24 XBTs used to 
constrain the inversion.  The inversion produces a sound speed model from impedance 
based on an assumed density-sound speed relationship.  Following Papenberg et al. 
(2010), temperature and salinity are then calculated from sound speed assuming a known 
T-S(z) function.  Comparisons to two CTDs not used in the inversion, other than to 
develop the T-S(z) function, showed root-mean-squared error of 0.26°C for temperature 
and 0.07 for salinity. 
Biescas et al. (2014) improve on the method of Papenberg et al. (2010) by inverting 
for density.  Instead of the conventional approach of considering impedance to be a 
function of sound speed and a known density, they express impedance as a function of 
temperature, salinity, and potential density.  Their ability to invert for temperature and 
salinity is still based on an empirical temperature-salinity-pressure relationship derived 
from CTDs, though they use a neural network approach as opposed to the T-S(z) function 
used by Papenberg et al. (2010).  In the same way as Papenberg et al., they use XBTs to 
provide the low-frequency (<10 Hz) impedance data and the seismic data to provide the 
high frequencies.  Their 82.5 km long seismic line had 32 coincident XBTs, as well as 
four CTDs acquired from a chase boat.  They express their error estimates for their 
inversions as standard deviations, of 0.1°C for temperature, 0.09 for salinity, and 
34 Chapter 1: Introduction and background 
 
0.02 kg/m3 for potential density.  Biescas et al. (2014) also discuss the importance of 
processing for inversion; they include angle of incidence and receiver directivity 
corrections to deal with the large offset-to-depth ratios for seismic oceanographic data.  
An advantage of inverting for potential density is that it provides additional information 
to interpret oceanographic features, as in the distinction between reflections that follow 
isopycnals and those that cross isopycnals. 
The above are examples of poststack inversion applied to seismic oceanography, 
but inversion can also be applied before stacking.  The first example of prestack inversion 
applied to seismic oceanography is the amplitude-versus-offset (AVO) analysis of 
Páramo and Holbrook (2005).  AVO is often used in conventional marine seismic data to 
infer fluid content in porous rock formations.  The technique is based on the dependence 
of reflection coefficients on angle of incidence in addition to impedance contrasts.  By 
measuring amplitudes along a reflection in a CMP gather, the sound speed and density 
changes at the interface can be determined by matching to known equations.  Páramo and 
Holbrook analyse two reflections at depths around 450 m and find that they result from 
sound speed changes of -6 and -1.2 m/s, and density changes of 0.0008 and 0.0004 kg/m3.  
The sound speed changes were converted to temperature contrasts of -1.46 and -0.3°C 
assuming a known salinity; these inverted properties were corroborated by XBT data. 
Wood et al. (2008) use another prestack inversion method known as full waveform 
inversion to extract a sound speed profile from a CMP gather.  Full waveform inversion 
involves modelling the entire seismic wavefield (i.e. including refractions, multiples, 
mode conversions, etc.), as opposed to focusing on primary reflections.  Subsurface 
properties are determined by matching the observed seismic data to synthetic seismic data 
produced by propagating the seismic wavefield through a property model, which is 
iteratively updated based on the match between observed and synthetic data.  The method 
used by Wood et al. is 1D (i.e. continuous flat layers) and assumes constant density.  They 
produce a temperature-depth profile from a CMP gather and compare it to a coincident 
XBT.  The inversion generally recovers temperature within 0.5°C and produces a very 
good match if the inversion is supplied with a low-frequency initial model.  Padhi et al. 
(2010) use a different full waveform inversion algorithm, which is less sensitive to the 
initial model as it is not linearized (see Lines & Newrick, 2004), but is computationally 
intensive.  Their method also assumes a constant density, but instead of using an initial 
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sound speed model derived from low-pass-filtered XBTs, they use NMO velocities from 
the seismic processing.  Padhi et al. apply the inversion to field data from Costa Rica with 
a coincident XBT.  Kormann et al. (2011) apply a 1D full waveform inversion algorithm 
to synthetic zero-offset traces from GO-project data.  Their method assumes constant 
density and uses a constant-velocity initial model.  It is a multi-scale technique, meaning 
that they sequentially invert for different frequency bands, first inverting for low 
frequencies, then higher frequencies, and finally repeating the lowest frequencies.  After 
inverting for sound speed, Kormann et al. then solve for temperature and salinity using 
the same neural network approach as Biescas et al. (2014).  Bornstein et al. (2013) modify 
the Kormann et al. (2011) method to directly invert for temperature and salinity, instead 
of first inverting for sound speed and then using a T-S(z) relationship.  Again, the method 
is only applied to synthetic zero-offset traces, but it demonstrates the feasibility of the 
technique. 
1.4.9  Three-dimensional imaging 
Seismic oceanography has now been applied to many regions around the world.  In 
addition to the localities mentioned previously, studies have also been carried out in the 
Antarctic (e.g. Petronio et al., 2010), in the region of the Agulhas Plateau off the coast of 
South Africa (e.g. Uenzelmann-Neben et al., 2008; Rice et al., 2014), and in >1500 m 
deep waters offshore Greenland (e.g. Müller-Michaelis, 2014).  However, all of the 
studies cited in this chapter so far involved only 2D seismic data, producing cross-
sectional views of oceanographic features.  Studies such as Jones et al. (2008) and 
Mirshak et al. (2010) alluded to the potential of using 3D seismic data to give a more 
complete understanding of ocean features, but to date the only study to show such data is 
that of Blacic and Holbrook (2010).  The acquisition system described by Piété et al. 
(2013) featured four parallel streamers, but they did not seem to treat the data as a swath, 
rather they stacked all traces into a 2D section.  Blacic and Holbrook (2010) present a 
swath acquired using an 8-streamer set-up, with XBTs collected along the line.  They 
show mostly the results of preliminary processing of the swath, where they treat each 
streamer as an individual 2D line, but this approach still allowed for tracking of particular 
reflections between lines, thereby determining their shape in 3D.  The XBT profiles show 
a relatively uniform thermocline in the area of the seismic survey, and mostly horizonal 
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reflections are imaged in the seismic data.  Blacic and Holbrook attribute the source of 
the reflections to be internal waves and demonstrate that the reflections have undulating 
shapes in 3D, which allow wave orientations to be determined by fitting a sinusoidal 
surface to the reflections.  
1.4.10  Comparison to acoustic oceanography 
While seismic oceanography has developed into a useful method for investigating 
the water column, it is not the only technique that involves the use of sound waves in the 
ocean.  Acoustic methods have been used for many decades in oceanography, as described 
for example by Talley et al. (2011).  As mentioned previously, Acoustic Doppler Current 
Profiler (ADCP) instruments are used to measure current velocities using the frequency 
shift of a reflected acoustic pulse.  A more widely used acoustic method is echo sounding 
to measure bathymetry, where an acoustic pulse is emitted and reflects off the seafloor; 
the time of the return is converted to depth using an average sound speed.  Multi-beam 
methods involve an array of echo sounders to provide a 2D swath of bathymetry per 
measurement point.  Side-scan sonar is similar to multi-beam but uses the intensity of the 
reflected pulse as opposed to its travel time as an indication of depth.  A particular 
application of echo sounding is in the detection of marine organisms by high-frequency 
acoustic scattering, as in the case of fish finder instruments.  Early echo sounding led to 
the discovery of “deep scattering layers” (e.g. Marshall, 1951; Hersey & Backus, 1962), 
which are mid-water acoustically reflective layers.  These DSLs are caused by scattering 
of frequencies in the kHz range from marine organisms, particularly by resonant 
scattering from contained air bubbles such as swim-bladders of fish.  The layers 
commonly exhibit diurnal vertical migration of up to several hundred metres.  More 
generally, sonar is used to determine the distance to many types of objects in the ocean, 
such as the classic application of submarine detection.  Passive sonar involves using 
hydrophones to measure ambient noise in the ocean.   
Most sonar methods involve higher frequencies than those used in a typical seismic 
survey.  Despite this difference, the abundance of acoustic methods in oceanography has 
meant that the propagation of sound in the ocean is well understood.  Equations have been 
developed for sound speed as a function of physical properties such as pressure (or depth), 
temperature, and salinity.  Common equations are those of Wilson (1960), Del Grosso 
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(1974), Chen and Millero (1977), and Mackenzie (1981); a more modern formulation 
comes from the equation of state of seawater TEOS-10 (e.g. IOC et al., 2010).  As 
mentioned previously, a typical sound speed profile with depth shows a decrease in sound 
speed in the shallow part of the water column as temperature decreases, followed by an 
increase in sound speed at greater depths as the effect of increasing pressure dominates.  
The resulting sound speed minimum acts as a waveguide and allows for long-distance 
horizontal transmission of sound.  The discipline of ocean acoustic tomography (e.g. 
Munk & Wunsch, 1979) uses this phenomenon to map ocean temperature structure and 
currents, and their variability over time, from changes in sound speed.  Compared to other 
acoustic oceanography methods, the frequencies used in acoustic tomography are more 
similar to those used in seismic surveys, but the methods still differ significantly in that 
acoustic tomography involves primarily horizontally propagating refracted waves while 
seismic surveying involves reflected waves propagating mainly vertically. 
1.5  Study area 
As described in the previous section, seismic oceanography has evolved into a 
valuable technique to enhance the understanding of oceanographic features in many parts 
of the world.  This provided the motivation for this study as an application of seismic 
oceanography to a new area where it had not previously been employed.  The region off 
the southeast coast of New Zealand was chosen, as the area is one where abundant seismic 
data serendipitously coincide with a significant oceanographic setting (Figure 1.4).  The 
seismic data have primarily been acquired during petroleum exploration initiatives over 
the past 40 years.  In this region lies the Subtropical Front, which separates warm, saline 
Subtropical Water from relatively cool, fresh Subantarctic Water.  This global front 
primarily lies between 30 and 45°S, but it is deflected further south by the landmass of 
New Zealand and runs up the southeast coast of the South Island.  In this area, the front 
approximately follows the continental shelf break and is associated with the northward-
flowing Southland Current (Sutton, 2003).  The oceanographic features of the study area 
are further discussed in the next section.  The front has been extensively studied in this 
region, meaning that historical oceanographic data in the form of CTDs and satellite SST 
were also available to be used.  The study area was limited to the region south of 
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Christchurch and east of Stewart Island; the proximity to the city of Dunedin allowed for 
the collection of data using the University of Otago’s research vessel. 
 
Figure 1.4: Seismic data in the New Zealand Petroleum and Minerals Technical Database.  The 
seismic lines are coloured according to year of acquisition.  The black dashed line shows the 
approximate location of the Subtropical Front, after Hopkins et al. (2010) and Smith et al. (2013). 
1.6  Oceanographic features of the study area 
To understand the oceanographic features that could be targeted using seismic 
oceanography in the study area, relevant background is given in this section.  This 
includes a review of key studies contributing to the understanding of the Subtropical Front 
in New Zealand waters, the surface and subsurface water masses present, and particular 
features of interest such as the Southland Current and eddies.  The significance and 
variability of the Subtropical Front are also described.  Figure 1.5 illustrates the 
geographic, bathymetric, and oceanographic features that are referred to in this section.  
Chiswell et al. (2015) provide a broad overview of the physical oceanography of New 
Zealand.  General oceanographic terms and features are further described, for example, 
by Talley et al. (2011).  Unless indicated otherwise, salinities in this thesis will be reported 
on the Practical Salinity Scale (UNESCO, 1981) and are therefore unitless. 
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Figure 1.5: Geographic, bathymetric, and oceanographic features in the study area, after Neil et 
al. (2004).  Arrows indicate surface currents.  Background colours indicate sea-surface 
temperatures in °C.  STW: Subtropical Water.  STF: Subtropical Front.  SAW: Subantarctic 
Water.  SF: Southland Front. 
1.6.1  Surface water masses and the Subtropical Front 
A water mass is defined as “a body of water that has had its properties set by a 
single identifiable process”, which results in it having distinctive characteristics such as 
temperature or salinity (Talley et al., 2011, p. 68).  As mentioned previously, two surface 
water masses are present in the study area: Subtropical and Subantarctic Waters.  Warm, 
saline Subtropical Water (STW) is found in the Tasman Sea west of New Zealand and 
north of the Chatham Rise on the east coast of New Zealand.  Subantarctic Water (SAW) 
is lower in both temperature and salinity compared to STW and occupies most of the 
offshore region in the study area, south and east of the South Island and south of the 
Chatham Rise. 
The two surface water masses STW and SAW are separated by the Subtropical 
Front (STF), or Subtropical Convergence.  Fronts are “inclined boundaries between 
different bodies of water having contrasted characteristics”; a convergence occurs where 
density contrasts and surface winds cause the surface waters on either side of the frontal 
boundary to move towards each other and sink (Suckow et al., 1995, p. 52).  The STF is 
40 Chapter 1: Introduction and background 
 
a circumpolar feature recognized by enhanced gradients in sea-surface temperature and 
salinity (e.g. Orsi, 1995).  Early studies of the STF used ship-based measurements of 
surface and subsurface temperatures and salinities.  Deacon (1937) found the Subtropical 
Convergence near New Zealand at approximately 43°S, though its position varied 
seasonally, moving further south in the summer and northwards in winter.  Deacon noted 
that in the Tasman Sea the convergence is not a sharp boundary, but it appears to follow 
the 12°C isotherm and 34.9 isohaline.  The characteristic surface temperature difference 
across the convergence is 4–5°C and the salinity changes by 0.5 (Deacon, 1982).  A 
subsurface high-salinity “tongue” protruding southwards is a recognizable feature of the 
STF (e.g. Belkin, 1988; Deacon, 1945); south of New Zealand Deacon (1937, p. 65) found 
this “highly saline subsurface stratum” extending as far as 51–52°S. 
Garner (1954, 1959) further examined the STF around New Zealand and refined its 
position.  He found that from the Tasman Sea the STF swings south of New Zealand and 
that east of New Zealand it generally runs eastwards offshore from Banks Peninsula.  
Garner (1959) observed that the STF follows the 15°C isotherm in summer (February) 
and 10°C isotherm in winter (August), and the isohalines of 34.7–34.8 year-round; the 
boundary is “characterized at the surface by steep horizontal gradients of temperature and 
salinity” (p. 315).  Burling (1961) noted similarly that there is a steep salinity gradient at 
the convergence but described a “much less pronounced temperature gradient” (p. 25).  
The greater clarity and seasonal consistency of the STF in surface salinity compared to 
surface temperature is due to climatic factors which influence temperature more than 
salinity (Garner, 1962).  Near the coast, even the surface salinity signature of the front 
may be complicated due to dilution from freshwater run-off (Butler et al., 1992); as a 
result, the subsurface temperature and salinity structure (up to 500 m) may be a more 
reliable indicator of the STF position as opposed to surface temperatures and salinities 
(e.g. Burling, 1961; Ridgway, 1975; Edwards & Emery, 1982; Jeffrey, 1986; Orsi et al., 
1995).  In the subsurface, Burling (1961) and Garner (1962) both observed the 
characteristic salinity maximum associated with the STF in the New Zealand region.  
Garner (1962) found the saline layer east and southwest of New Zealand but described 
the tongue as “barely discernible” southeast of New Zealand (p. 20). 
Definitions of the STF in the New Zealand region give bounds for the properties of 
STW and SAW.  Deacon (1937) described STW near the Subtropical Convergence as 
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having a temperature of “at least 11.5°C in winter and 14.5°C in summer”, with a salinity 
of between 34.9 and 35.5 (p. 72).  Garner’s (1961) temperature limits for STW are similar 
(>10°C in August and >15°C in February), but with slightly lower salinity limits of 
>34.6–34.7.  East of New Zealand, Burling (1961) described SAW as having surface 
salinities less than 34.4 and surface temperatures less than 13°C.  In addition to 
differences in temperature and salinity, Subtropical and Subantarctic Waters are also 
distinguishable by the species of organisms present in the two water masses (e.g. Bary, 
1959; Jillett, 1976; Robertson et al., 1978) as well as by nutrient content (e.g. Vincent et 
al., 1991; Butler et al., 1992; Bradford-Grieve et al., 1997). 
The Chatham Rise is an area where the STF has been well studied at the surface 
and in the subsurface.  Heath (1968, 1973a) described the STF as featuring isotherms, 
isohalines, and isopycnals in the upper 600 m sloping down northwards, and a high-
salinity tongue extending southwards at depths of 100–300 m.  Gilmour and Cole (1979) 
found the salinity maximum associated with a temperature inversion between 200 and 
450 m.  Vincent et al. (1991) described the tongue extending southward from the Chatham 
Rise for at least 150 km.  Sutton (2001) observed the high-salinity tongue in spring 
(October) at a depth of 200 m, but not in autumn (April), and states that “strong 
interleaving in the salinity field near the base of the mixed layer from the CTD survey 
suggests that the STF over Chatham Rise is a formation region for the subsurface salinity 
tongue” (p. 31049).  Heath (1975a) described the STF as a “zone” or gradual change in 
properties as opposed to an abrupt change.  A zone of mixed waters fits with the earlier 
view of Burling (1961) that there is no definable characteristic to separate STW from 
SAW at the STF; rather the waters of the convergence region have intermediate properties 
or properties of both water types but at different depths.  Evidence for mixing of STW 
and SAW in the Chatham Rise region was also observed by Garner (1967) who described 
temperature inversions which “represent an interfingering of waters from both north and 
south of this boundary zone” (p. 13) and Gilmour and Cole (1979) who found spatially 
variable fine structure “from previous interleaving of water masses” in temperature 
profiles (p. 556).  Sutton (2001) also described significant fine-scale variability associated 
with the STF over the Chatham Rise, with observations of “lenses” of salty water (p. 
31049) as well as frequent plumes of warm water that extend southeastwards and plumes 
of cold water that extend northwestwards.  Chiswell (2002) observed an “intrusion of 
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SAW that has become imbedded in the STW to the north” of the Chatham Rise at a depth 
of ~200 m (p. 286).  Similar observations of a zone of mixing have been made near the 
STF south and southeast of New Zealand; these include temperature and salinity 
inversions between 100 and 500 m in the Bounty Trough resulting from the “diffuse 
remains” of the subsurface tongue (Heath, 1975a, p. 23), a “remnant of subsurface high-
salinity water” southwest of Stewart Island (Butler et al., 1992, p. 145), and “patchy 
mixing” as seen by variable salinity gradients off the coast of Otago (Chiswell, 1996, p. 
4).  
Observations of a region of mixing between STW and SAW fit in with a more 
modern view of the STF, that is in fact a broad frontal zone (the STFZ or Subtropical 
Frontal Zone) bounded by two fronts, the North-STF and South-STF (e.g. Belkin, 1988).  
Sutton (2001) observed this double-front structure over the northern and southern flanks 
of the Chatham Rise, with the fronts extending to depths of 300–400 m and the frontal 
zone ~150 km wide.  Further east of New Zealand, Belkin (1988) found the STFZ to be 
400–500 km wide, and extending to a depth of 450 m.  The double-front structure is also 
observed in the Tasman Sea at isohalines of 34.7–34.9 (South-STF) and 35.1–35.2 
(North-STF) (e.g. Jeffrey, 1986; Stanton & Ridgway, 1988; Hamilton, 2006).  Instead of 
using a surface isohaline, the position of the South-STF can also be defined by the 
southward extent of the subsurface salinity tongue (e.g. Butler et al., 1992; Smith et al., 
2013). 
The concept of the STFZ with more than one front accounts for some of the 
discrepancy in reporting of the STF position west and south of New Zealand (e.g. Jeffrey, 
1986; Hamilton, 2006; Smith et al., 2013).  Early studies often showed the STF as 
discontinuous around New Zealand, either intersecting the west coast of the North Island 
(e.g. Deacon, 1937; Wyrtki, 1960, 1962), terminating on the continental shelf near 
Stewart Island (e.g. Garner, 1959; Brodie, 1960; Heath, 1973a), intersecting the 
southwest coast of the South Island (e.g. Garner, 1962; Deacon, 1982; Jenks et al., 1982), 
or simply “poorly defined” in the Tasman Sea (e.g. Belkin, 1988; Belkin & Gordon, 
1996).  Others showed a continuous STF region south of New Zealand (e.g. Burling, 
1961; Houtman, 1966), though variation in the exact position of the STF remained, either 
running across the continental shelf through Foveaux Strait or south of Stewart Island 
near 47.5°S (e.g. Edwards & Emery, 1982; Chiswell, 1996; Hopkins et al., 2010), or 
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following around the shelf near 49°S (e.g. Heath, 1981, 1985; Uddstrom & Oien, 1999; 
Smith et al., 2013).  Though some variability may be present due to meandering or 
temporal changes (e.g. Hamilton, 2006; Jeffrey, 1986; Belkin & Cornillon, 2003; Smith 
et al., 2013), the current view is that both the North-STF and South-STF cross the Tasman 
Sea; the North-STF intersects the west coast of the South Island (e.g. Hamilton, 2006) 
and the South-STF turns south of New Zealand, running around the edge of the 
continental shelf south of Stewart Island (e.g. Hamilton, 2006; Smith et al., 2013; 
Chiswell et al., 2015).  South and east of New Zealand, the South-STF is bathymetrically 
steered and continues up the east coast of the South Island (e.g. Heath, 1981; Smith et al., 
2013), reaching the Chatham Rise where turns eastwards and is again accompanied by 
the North-STF (e.g. Belkin, 1988; Sutton, 2001).  Because the shallow Chatham Rise 
limits north–south flow of both STW and SAW, it controls the position of the STF in that 
region (Heath, 1975b, 1976). 
The portion of the South-STF following the shelf edge off the southeast coast of the 
South Island was named the Southland Front by Burling (1961), who observed in that 
area a “distinctive front associated with the southern edge of the Subtropical 
Convergence” (p. 37).  Burling (1961) described the SF as continuous south and east of 
New Zealand, characterised by isotherms and isohalines between 8–9°C and 34.5–34.6 
sloping steeply northwards, forming “sharp horizontal gradients at depths greater than 
about 70 m” (p. 38).  The SF is recognisable at the surface as the sharply defined boundary 
between a band of warm water on the shelf running along the Otago coast and cooler 
offshore waters (e.g. Vincent et al., 1991; Butler et al., 1992; Chiswell, 1994).  It is 
“bathymetrically locked to the shelf of the east coast of the South Island” (Chiswell et al., 
2015, p. 302).  Chiswell (1996) observed a subsurface high-salinity tongue associated 
with the SF at depths of ~150–400 m along the shelf.  The properties of the SF are 
discussed further in Subsection 1.6.6, particularly with respect to its seasonal variability. 
As the local manifestation of the South-STF, the Southland Front separates offshore 
SAW from the mixture of STW and SAW found in the frontal zone.  Jillett (1969) 
described the SF and associated water masses in the study area offshore Otago.  In his 
data, the Southland Front appears as an abrupt 1.5–2°C change in surface temperatures 
over ~2.5 km.  Inshore of the SF, on the mid- to outer shelf, is warm, salty water of the 
STFZ; this is modified STW, the result of mixing with SAW (Jillett calls this Southland 
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Current Water, as discussed in Subsection 1.6.3).  Further inshore is another surface water 
mass called Neritic Water (NW), which is modified STW that has been freshened due to 
mixing with coastal runoff.  Offshore of the SF is low-temperature, low-salinity SAW.  
The SF is an area of mixing between the modified STW and SAW (e.g. Jillett, 1976; 
Chiswell, 1996); similarly, there is a mixed zone between Neritic and Subtropical Waters 
(e.g. Jillett, 1976).  Jillett (1969) defines the modified STW as having a minimum salinity 
of 34.5 in winter and 34.6 in summer, with a minimum temperature of 9.5°C in winter 
and 12°C in summer; SAW is fresher and cooler than STW; Neritic Water is fresher than 
STW, and warmer than STW in summer but cooler than STW in winter. 
In addition to the properties discussed above, surface water masses typically 
develop a “mixed layer”, which is a homogeneous near-surface layer created by turbulent 
mixing from wind and waves with a thickness between 10 and 300 m (e.g. Suckow et al., 
1995).  A thermocline, or region of strong vertical temperature gradients, separates the 
mixed layer from the waters beneath; the strength of the thermocline and thickness of the 
mixed layer often vary seasonally (e.g. Suckow et al., 1995). 
1.6.2  Subsurface water masses 
Subantarctic Mode Water (SAMW) is present in the study area as a subsurface 
water mass.  Mode water refers to “a layer of nearly vertically homogeneous water found 
over a relatively large geographical area” (Hanawa & Talley, 2001, p. 373).  Subantarctic 
Mode Water is characterized by a thick layer with a thermostad (i.e. very low vertical 
gradient in temperature); the thermostad temperature of SAMW west of New Zealand is 
between 8 and 9°C, while a cooler (~7°C), fresher SAMW is found south and east of New 
Zealand (e.g. McCartney, 1977).  The salinity of the 7°C SAMW found in the study area 
is typically 34.35–34.4 (Chiswell et al., 2015).  The difference in properties between 
SAMW located west and east of New Zealand is thought to be due to a restriction in 
eastward flow caused by the Campbell Plateau (e.g. Rintoul & Bullister, 1999; Morris et 
al., 2001). 
At greater depths, Antarctic Intermediate Water (AAIW) is found, characterised by 
a salinity minimum (e.g. Deacon, 1937).  Heath (1985) shows the core of AAIW around 
New Zealand, changing from around 700 m deep south of the STF to 1000 m deep north 
of the STF.  Bostock et al. (2013) make the distinction between four subtypes of AAIW; 
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the subtype found in the study area is a fresh Southern Ocean subtype, while the AAIW 
found in the Tasman Sea and north of the Chatham Rise is more saline.  West of New 
Zealand, similar distinctions between Tasman Sea and Southern Ocean AAIW are made 
by Rintoul and Bullister (1999) and Hamilton (2006).  Near the Chatham Rise, the distinct 
varieties of AAIW have salinity minima of 34.27–34.3 at ~500–600 m in the south and 
34.46 at ~1000 m in the north (Chiswell & Sutton, 1998; Chiswell, 2002).  The 
temperature of Southern Ocean AAIW is in the range of ~3–7°C (Carter et al., 2008). 
Below AAIW, salinities increase with depth towards a maximum representing 
Circumpolar Deep Water (CDW).  Upper Circumpolar Deep Water (UCDW) is found at 
depths of approximately 1400–2500 m and Lower Circumpolar Deep Water (LCDW) is 
found from ~2500 m to >3500 m, with the salinity maximum reaching values of 34.7–
34.75 (Carter et al., 2008).  Water depths in the study area are typically <2000 m.  The 
UCDW core is represented by a potential temperature of 2.5°C, and the core of LCDW is 
between 1.3 and 1.8°C (Talley et al., 2011). 
1.6.3  The Southland Current 
Associated with the Southland Front is the Southland Current, which runs 
northeastwards off the southeast coast of the South Island.  The Southland Current was 
named by Garner (1961), identified based on surface temperature and salinities that 
implied flow of Subtropical Water from the Tasman Sea through Foveaux Strait to the 
east coast of the South Island.  This flow was verified by studies using drift cards, which 
travelled southwards along the southwest coast of the South Island, eastwards through 
Foveaux Strait, and then northwards along the South Island’s east coast (e.g. Brodie, 
1960; Garner, 1961; Robertson, 1980; Jenks et al., 1982).  Temperatures, salinities, and 
plankton species confirmed the presence of waters of subtropical origin in Foveaux Strait 
and around Stewart Island (Bary, 1959; Houtman, 1966), as well as on the Otago shelf 
(Jillett, 1969, 1976).  Following the lead of Jillett (1969), the term “Southland Current 
Water” has commonly been applied to the modified warm, saline Subtropical Water on 
the shelf, bounded to the east by the Southland Front; however, the Southland Current 
includes Subantarctic Water as well.  This was initially suggested by Burling (1961), who 
described the current as originating southwest of Stewart Island and containing “both 
Subtropical Convergence water and an admixture of Australasian Subantarctic Water” 
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(p. 51).  Heath (1975b, p. 61) also indicated that both “the Subtropical Water over the 
continental shelf and upper part of the continental slope” and “the Subantarctic Water 
further offshore on the slope” flow northwards together, as evidenced in CTD transects 
by the westward-dipping zone of strong temperature and salinity gradients where they 
meet.  In another study involving CTD data, Heath (1975a) referred to the Southland 
Current as a “combined north-eastwards flow of coastal, Subtropical, and Subantarctic 
Waters” (p. 24), with the Subtropical Water originating from an eastward flow across 
Snares Shelf, and the Subantarctic Water originating from flow along the continental 
slope of the Campbell Plateau.  The importance of the subantarctic contribution to the 
Southland Current was made clear by the study of Sutton (2003), who calculated using 
CTD transects that the Southland Current transports 90% SAW and only 10% STW.  
Sutton also showed that the current extends over 100 km offshore, well onto the 
continental slope as opposed to being confined to the shelf, and found that the Southland 
Front is located inshore of the core of the current, as opposed to at its offshore edge. 
Estimates of the speed of the Southland Current come from studies using drift cards, 
such as Robertson (1980) who found a minimum current velocity of 14.9 cm/s off the 
Otago coast, current meters, such as Chiswell (1996) who showed mean flow of 23.8 cm/s 
off South Otago and 14.4 cm/s off North Otago, and satellite SST data, such as Shaw 
(1998) who calculated a speed of 31 cm/s by tracking the movement of a plume of STW 
near Dunedin.  Chiswell (1996) found significant variability in the speed of the Southland 
Current, as evidenced by standard deviations of 14.8 cm/s and 9 cm/s for the South and 
North Otago locations, with wind a principal factor responsible for the variability.  While 
the flow is predominantly northeastwards, Chiswell (1996) also recorded several short 
instances of flow reversal; similarly, a current drogue deployed by Heath (1973c) offshore 
Dunedin moved southwest, likely due to the presence of northeast winds.  Transects of 
CTD data can also be used to calculate current speed and transport volume using 
geostrophic methods.  Heath (1972) determined a surface speed of 8 cm/s off Dunedin 
from a short transect, Heath (1975a) calculated a surface speed with respect to 500 dbar 
of 20 cm/s from another transect off Dunedin, and Morris et al. (2001) found a mean flow 
off Otago, averaged over the uppermost 300 m, of 10 cm/s.  Geostrophic calculations of 
transport volume for the Southland Current include 0.75–1 Sv off Dunedin (Heath, 1972), 
2.2 Sv off South Otago and 10.4 Sv off North Otago (Chiswell, 1996), a mean of 9 Sv off 
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the Otago coast from 3 cruises (Morris et al., 2001), and a mean of 8.3 Sv from 8 transects 
on the Otago coast (Sutton, 2003).  One of the Sutton (2003) transects showed a 
bifurcation of the Southland Current, with a weak flow reversal in the middle.  Heath 
(1973c) calculated a transport volume of only 0.07 Sv through Foveaux Strait, showing 
that most of the west–east transport feeding the Southland Current occurs across Snares 
Shelf and on the continental slope as opposed to through the strait.  Morris et al. (2001) 
found a transport of only 2 Sv of STW south of New Zealand, indicating that most of the 
flow in the ~9 Sv Southland Current consists of SAW. 
Oceanographic models also produce estimates of transport volumes for the 
Southland Current, including 9 Sv in Hurlburt et al. (2008), and 10–18 Sv in Rickard et 
al. (2005).  In addition, these regional circulation models clearly demonstrate the 
importance of bathymetry in creating the northward flow of the Southland Current along 
the coast (e.g. Bye et al., 1979; Tilburg et al., 2001, 2002; Hurlburt et al., 2008).  Models 
also reveal deeper water circulation including anticyclonic flow around the Campbell 
Plateau and cyclonic flow in the Bounty Trough (e.g. Rickard et al., 2005; Hurlburt et al., 
2008), confirmed by observations from floats (e.g. Davis, 1998; Chiswell & Rickard, 
2006) and consistent with CTD data (e.g. Heath, 1975a; Morris et al., 2001).  The model 
of Hurlburt et al. (2008) shows the southern part of the Southland Current as a merging 
of this deeper flow around the Campbell Plateau (which brings cool water westwards 
towards the coast near 48°S) with the shallower flow of water coming from the southwest 
around Stewart Island; the models of Rickard et al. (2005), Chiswell and Rickard (2006), 
and to a lesser extent Bye et al. (1979), also show this pattern. 
The CTD transects of Morris et al. (2001) indicate that the waters of the Southland 
Current cool and freshen downstream due to mixing of STW and SAW.  Jillett (1969) 
also mentions downstream modification of Southland Current Water, both cooling by 
mixing with SAW as well as dilution by freshwater discharge from rivers.  In addition to 
mixing with offshore SAW, Heath (1970, 1972) attributes cooling of the Southland 
Current to the upward forcing of deep SAW by shallowing bathymetry near Banks 
Peninsula.  Chiswell (2000), however, finds “little evidence that salinity within the core 
of the current weakens as one progresses up the coast” (p. 307), based on four CTD 
transects.  In addition to changes in hydrological properties along the current, studies 
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using CTDs and circulation models indicate that the volume transported by the current 
may increase towards the north (e.g. Chiswell, 1996; Sutton, 2003; Rickard et al., 2005). 
1.6.4  Oceanographic significance 
The frontal zone is an important region for enhanced biological productivity 
throughout the ecosystem, from phytoplankton to fisheries (e.g. Butler et al., 1992; 
Bradford-Grieve et al., 1999; Murphy et al., 2001; Chiswell, 2002).  The front also acts 
as a biogeographical barrier to species (e.g. Jillett, 1976; Robertson et al., 1978).  One 
mechanism resulting in increased phytoplankton growth in this region is thought be the 
mixing of nutrient-depleted Subtropical Water and nutrient-rich Subantarctic Water at the 
Subtropical Front, or by way of eddies shed from the front (e.g. Banse & English, 1997; 
Hadfield et al., 2007).  In addition to the transport of nutrients, the front is also an area 
where heat, salt, and momentum are exchanged, with a corresponding effect on 
atmospheric circulation and climate (e.g. Chiswell, 2001; Hopkins et al., 2010; Smith et 
al., 2013). 
Another reason that this region is of particular interest to oceanographers is its role 
in the global carbon cycle.  The Subantarctic waters of the Southern Ocean south of the 
STF are characterised as high nitrate-low chlorophyll (HNLC) (Banse & English, 1997), 
in other words rich in nutrients but low in biomass, meaning that the biological 
productivity is limited by other factors such as light or iron (e.g. Boyd et al., 1999; Boyd 
et al., 2004).  Iron enrichment experiments (e.g. Boyd et al., 2000; Boyd, 2004) suggest 
that iron supply is a major control on phytoplankton growth in the region.  Increased 
productivity results in drawdown of CO2 from the atmosphere, making the Southern 
Ocean a significant potential carbon sink (e.g. Currie & Hunter, 1998). 
1.6.5  The Munida Transect 
Air-sea CO2 flux is one topic that has been studied on a well-known oceanographic 
transect in the study area, the Munida Transect (e.g. Currie & Hunter, 1999; Currie et al., 
2011; Brix et al., 2013).  The transect runs for ~60 km offshore from the Otago Peninsula, 
crossing the STF.  A detailed location map for the transect is shown in subsequent 
chapters, e.g. Figure 3.1.  It has been the site of regular cruises since 1997, producing a 
primarily bi-monthly time series of surface traces (including temperature, salinity, CO2 
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partial pressure, etc.), with water sampling at discrete stations along the transect.  Since 
2001, CTDs have also been collected, providing data on Subantarctic Water to a depth of 
500 m at the seaward end of the transect (e.g. Brix et al., 2013) as well as the upper water 
column (<120 m) at eight stations along the transect (e.g. Jones et al., 2013).  In addition 
to the studies of CO2 flux, data from Munida Transect cruises have also been used for 
research on nitrate concentrations (Sherlock et al., 2007; Van Hale & Frew, 2010), pH 
(Ohline et al., 2007), trace metals such as cadmium and iron (Gault-Ringold et al., 2012; 
Sander et al., 2015; Velasquez et al., 2011), and biomass (Jones et al., 2013; Baltar et al., 
2015). 
The location for the Munida Transect was based on the earlier transect of Jillett 
(1969, 1976), which ran offshore from Taiaroa Head for 66 km in a direction slightly 
south of east to avoid the canyons that cut into the shelf.  Sea-surface temperatures and 
salinities were measured along the transect monthly over a 15-month period.  The transect 
also included four equidistant locations where water samples were collected over the full 
water column and analysed for temperature, salinity, and zooplankton concentrations.  On 
a similarly located transect with 6 stations, Robertson (1980) sampled temperatures and 
salinities at the surface and a depth of 50 m as part of a study of planktonic fish egg 
distributions.  Murdoch (1989) and Murdoch et al. (1990) expanded on these works to 
include several additional parallel transects, producing grid coverage on the shelf.  
Measurements of surface temperature, salinity, and zooplankton distribution allowed for 
the characterization of an eddy north of the Otago Peninsula.  Hawke (1989, 1995) and 
Hawke and Hunter (1992) used CTDs along one of the Murdoch transects as well as other 
more regional transects from the Otago shelf to examine nutrient distributions.  
Subsequent cruises in locations similar to the Jillett and eventual Munida transects 
included studies of trace metals (Croot & Hunter, 1998) and optical properties 
(Pfannkuche, 2002).  Five stations along the original Jillett transect were also used by 
Kirchlechner (1999) for CTDs in a study of phytoplankton and nutrients. 
1.6.6  Seasonal variability of water masses and the Subtropical Front 
Because of repeat data collection in same location, studies along the Munida 
Transect provide important information on seasonal variability of oceanographic features 
in the study area.  Studies such as Jillett (1969), Robertson (1980), and Jones et al. (2013) 
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find strong seasonal variations in sea-surface temperature, with the highest values inshore 
in late summer (February) and the lowest values offshore in late winter (August).  Neritic 
Water has higher temperatures than Southland Current Water in summer but lower 
temperatures in winter.  Surface salinities along the transect show less seasonal variation; 
the largest fluctuations are from dilution events affecting Neritic Water.  The location of 
the Southland Front moves inshore in summer and offshore in winter.  For example, in 
the Jones et al. (2013) study, the SF was found 28–40 km from shore in summer and 35–
50 km from shore in winter over the sampling period from mid 2009 to late 2010; the 
width and strength of the frontal zone were variable.  Frontal strength is significant as it 
impacts the amount of mixing and transport across the boundary (e.g. Baer Jones, 2012). 
An important finding of Jillett (1969) was that warming and/or dilution of Neritic 
Water can lower its density such that it extends seaward over the Southland Current 
Water; similarly, warming of the offshore SAW, particularly in summer, can cause it to 
move shoreward resulting in the Southland Current Water becoming hidden beneath the 
surface.  This has been observed in subsequent Munida Transect studies, such as Murdoch 
et al. (1990) (spring), Currie and Hunter (1999) (summer and early autumn), and Jones et 
al. (2013) (late spring and summer).  Currie et al. (2011) suggest that this phenomenon 
causes blurring of the STF at the surface.  In addition to instances when the high-salinity 
“core” of Southland Current Water becomes completely hidden beneath the surface, the 
seaward extension of STW into SAW as a subsurface “tongue” has also been described 
by Jillett (1969) in spring and summer as well as by Kirchlechner (1999) in summer and 
autumn. 
Another source of information on seasonal variability besides repeat CTD transects 
is satellite data, though one challenge with the use of such data to study the STF is the 
presence of cloud.  Notably, Heath (1973b) suggests that low cloud is formed by the 
presence of the front, as warm air moves across a region of strong temperature gradients 
to overlie cool water.  Despite this, satellite studies provide important information on sea-
surface temperature distribution and temporal changes.  Chiswell (1994) used satellite 
data over a 2-year period to confirm a strong seasonal cycle in SST, with temperatures at 
a maximum in February and a minimum in August.  Shaw et al. (1999) found a similar 
seasonal variability in temperature for STW and SAW near the Southland Front in 
10 years of satellite data.  Temperature gradients in the Chiswell study also indicate that 
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the Southland Front is strongest in winter, while the Subtropical Front over the Chatham 
Rise is more variable.  In addition to these observations of temporal variability, satellite 
data has been an important resource in analysing the spatial variability of the STF.  Butler 
et al. (1992) used 5 years of satellite SST images in conjunction with CTD data to 
characterize the STF off southern New Zealand; they describe the Southland Front as a 
stable feature, a sharp gradient in SST following the 200 m isobath.  The Chiswell (1994) 
study also suggested that the Southland Front has low spatial variability, a narrow feature 
confined near the coast; in contrast, the STF at the Chatham Rise was found to be much 
wider and spatially variable, with some seasonal north–south oscillation. 
Temporal and spatial variability of the Southland Front were extensively examined 
by Shaw (1998) and Shaw and Vennell (2001).  Satellite data from 1989–1992 show that 
the front had an average width of 8 km and a temperature drop of 1.8°C, with a mean 
temperature of 9°C in winter and 13°C in summer.  The mean position of the SF appears 
to be strongly controlled by bathymetry; it is located consistently near the 500 m isobath.  
Variability in the position of the front increases along the front to the northeast, perhaps 
due to the presence of more plumes and meanders; this may be related to the decrease in 
steepness of the continental slope.  Seasonally, the front appears overall to move inshore 
in summer and seaward in winter.  The three years of satellite data suggest that the 
temperature difference across the front stays stable seasonally, but that the width of the 
front decreases in winter; this creates the largest SST gradient in winter.  This last finding 
is consistent with the Chiswell (1994) study; however, work by Uddstrom and Oien 
(1999) suggests the opposite.  Their more regional study of SST variability using satellite 
data from 1993–1997 found that the Southland Front has the weakest gradient in winter 
and the strongest in spring and autumn.  A longer-term study by Hopkins et al. (2010), 
using satellite data from 1985–2005, found that the front has the highest gradients in 
summer and winter, with variability along the front, and the temperature difference is 
greater in summer than in winter.  Consistent with the Shaw findings, Hopkins et al. 
(2010) show that the front moves shoreward in summer and seaward in winter, and on 
average follows the shelf break at a water depth of 560 m.  However, while the Shaw 
study found that the width and temperature difference both decrease along the front, 
keeping the temperature gradient constant, the Hopkins study suggests that the width of 
the front increases, resulting in a decreasing temperature gradient towards the northeast.  
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Compared to the Shaw study, Hopkins et al. (2010) also found a much larger average 
width (18 km vs 8 km) and as a result a smaller gradient (0.097°C/km vs 0.28°C/km) for 
the front, though this may be due to the different resolutions of the satellite data.  Multi-
year satellite studies also allow for the examination of the interannual variability of the 
SF, finding significant correlation between SST gradient and the El Niño-Southern 
Oscillation (Shaw & Vennell, 2001; Hopkins et al., 2010), as well as an overall increase 
in the temperature differential across the front over multiple decades (Smith, 2017). 
1.6.7  Eddies 
Satellite studies are also important in identifying eddies associated with the STF.  
Butler et al. (1992, p. 138) identify a “large eddy-like feature” in the Bounty Trough with 
high surface temperatures in a summer satellite image.  They also see “offshoots and 
whirls” along the Southland Front in an autumn satellite image as evidence for mixing of 
warm and cool water.  Similarly, Chiswell (2001) visually identifies oscillations in the 
front with wavelengths on the order of ten to several hundreds of km; the oscillations are 
caused by interleaving of northward intrusions of SAW into STW and similar southward 
intrusions of STW into SAW.  Chiswell (1994, p. 188) suggests that “mesoscale meanders 
and eddies” are responsible for much of the variability in the position of the front over 
the Chatham Rise.  Barnes (1985, p. 409) also describes many small eddies and “hook-
like patterns” in the front along the southern portion of the Chatham Rise, and Boyd et al. 
(1999, p. 13398) show a satellite image with “characteristic meanders and filaments” in 
the same region. 
One area with persistent plumes and eddy features is the Mernoo Saddle at the 
western end of the Chatham Rise.  Shaw and Vennell (2000) describe a “wisp” of 
Subantarctic Water flowing northwards for much of the year, while plumes of Subtropical 
Water protrude southward through the saddle in winter and early spring, and then flow 
eastward along the Chatham Rise and disperse.  Vincent et al. (1991, p. 24) also identify 
“large eddies and areas of diffuse mixing” near the Mernoo Saddle, with the eddies 
recognized from warm circular features in the SST images, corroborated by CTD data. 
Other evidence for eddies near the STF from CTD data includes the work of 
Chiswell and Sutton (1998).  They describe a 30 km wide eddy located north of the STF 
at the Chatham Rise that contains Antarctic Intermediate Water from south of the STF.  
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They also mention an unpublished example of a similar intrusion found south of the STF 
containing northern AAIW.  In addition to this evidence of the transfer of cold water 
across the front, Williams (2004) presents an example of an eddy containing warm 
Subtropical Water found south of the STF.   Identification of the 130 km wide warm-core 
eddy is corroborated by ADCP data and by satellite SSH.  Williams postulates that the 
eddy formed east of the South Island and south of the Chatham Rise, and suggests that 
these eddies form regularly, especially in the late autumn to early winter, based on SST 
images.  Bryden and Joyce (1978) also found a weak eddy in a similar area, with mixing 
of STW and SAW indicated in CTD data.  Even the early work of Garner (1959) described 
the presence of “isolated patches of warmer water” south of the sharp surface temperature 
gradients of the STF, representing “boundary eddies or masses of warm water which have 
broken off” (p. 332).  Burling (1961, p. 42) also described an eddy and a “high-salinity 
pocket” 50–90 m deep, south of the STF.  Heath (1976) noted that the distribution of 
properties in the high-salinity tongue near the Chatham Rise is not uniform, rather it 
contains “areas of significantly higher salinity imbedded in it” (p. 1155).  Belkin (1988) 
and Kostianoy and Belkin (1989) suggest that these isolated cells are intrathermocline 
“lens-like” eddies.  In other parts of the world, warm-core eddies formed in the vicinity 
of the STF are known to be important in the southward transport of warm, salty, nutrient-
rich water across the front (e.g. Froneman et al., 1999), making these features of great 
interest in this region as well. 
1.7  Previous work using seismic oceanography in the study 
area 
During the course of this study, Matthew Smillie completed a related project as part 
of a M.Sc. thesis (Smillie, 2013).  He reprocessed three seismic lines acquired by the 
petroleum industry; one from a 2006 survey and two from a 2008 survey in approximately 
the same location.  Smillie identified four regions in the seismic images with differing 
seismic character; these he related to known water masses in the region: the Subtropical 
Front, Subantarctic Water, and upper and lower Antarctic Intermediate Waters.  These 
identifications were based on the geometry and position of the seismic regions, as 
opposed to by using coincident oceanographic data, as those data were not available.  
Importantly, Smillie identified several features resembling lenses, and interpreted them 
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to be submesoscale eddies due to their similarity in appearance to previously published 
examples of eddies imaged using seismic oceanography.  Gorman et al. (2018) discuss 
the preliminary interpretations developed during the Smillie study, including the 
oceanographic framework and the lens-like features.  These findings are discussed in 
subsequent chapters in relation to the results of this project. 
1.8  Objectives and scope 
This study was designed to examine the Subtropical Front and associated water-
mass mixing off the southeast coast of the South Island of New Zealand using the methods 
of seismic oceanography.  Three major objectives were motivated by gaps in current 
knowledge amongst the previous studies described in this chapter. 
The first objective was to demonstrate a proof of concept for seismic oceanography 
methods in this region, as well as providing a comparison of techniques, thereby laying 
the groundwork for future projects.  This was motivated by a lack of previous seismic 
oceanography studies in the region, and the potential for optimisation of seismic 
oceanographic methods.  The scope of this work included reprocessing of existing seismic 
data, in a more comprehensive manner to that of Smillie (2013) by examining more data 
over a larger area and time span, and by incorporating existing oceanographic data.  This 
built on the processing techniques developed by Phillips and Dean (1991), Jones et al. 
(2008), and others.  This aspect of the study also included the development of techniques 
to enhance the interpretability of legacy seismic data, such as the calculation of direct-
arrival temperatures with comparisons to satellite SST data, calculations of synthetic 
seismograms from CTD data, and seismic facies analyses.  Another aspect of the study 
involved the acquisition and analysis of the first-ever dedicated seismic oceanographic 
cruises in Australasia, including high-frequency Boomer seismic data and coincident 
CTD data, as well as larger-scale GI gun seismic data and simultaneous XBT data.  These 
cruises were based on similar studies such as Nandi et al. (2004), Mirshak et al. (2010), 
and Tsuji et al. (2005), and in particular, high-frequency surveys such as Geli et al. (2005, 
2009).  Finally, the study included the acquisition of the first industry-partnered seismic 
oceanographic cruise in the region, including 3D seismic data and coincident CTD data, 
which builds on the work of Blacic and Holbrook (2010), the only previously published 
study involving water-column swath seismic data.  These cruises provided images of the 
1.9  Organisation of the thesis 55 
 
STF and associated water masses with interpretations validated by oceanographic data, 
including an examination of time-lapse changes. 
The second objective was to examine the structure and variability of the Subtropical 
Front in the region.  Previous oceanographic studies such as that of Jillett (1969) suggest 
that subsurface water masses near the front can be masked at the surface, and that the 
effects can be seasonal.  Variability of the STF has been studied, as discussed in 
Subsection 1.6.6, but largely via surface satellite data or CTD transects, resulting in a lack 
of high-resolution (<10 km spatial sampling) of the STF in the subsurface.  To address 
this, the project involved producing high-resolution seismic images of the STF and 
associated water masses, with interpretations validated by oceanographic data, and 
examining time-lapse changes in repeat seismic lines.  Cruises involving high-frequency 
data acquisition were carried out along the Munida Transect, as previous studies confirm 
that the front and water masses of interest are present there and any resulting observations 
in this study could be linked to previous work. 
The third objective was to identify and characterise eddies associated with the STF.  
This was motivated by previous studies discussed in Subsection 1.6.4 which suggest that 
eddies may represent an important mechanism for mixing in the region.  Conventional 
oceanographic methods such as CTD transects are unlikely to sample small eddies due to 
their low spatial resolution, but seismic oceanographic studies show many examples of 
successful high-resolution imaging of eddies around the world, as discussed in Subsection 
1.4.4.  This study addressed this objective through the identification of eddy-like features 
in legacy seismic data, corroborated by surface temperatures where possible, as well as 
in newly acquired coincident seismic and oceanographic data. 
1.9  Organisation of the thesis 
In Chapter 1, the motivation behind the study was given and the discipline of 
seismic oceanography as an extension of marine seismic methods for studying the water 
column was introduced.  Applicable oceanographic concepts and features were reviewed, 
as well as previous work in the study area.  Finally, the thesis project was outlined as a 
comprehensive seismic oceanographic investigation of the Subtropical Front off the coast 
of southeastern New Zealand, including legacy seismic data processing and 
interpretation, and three types of dedicated seismic oceanography cruises: high-frequency 
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Boomer seismic data, high-frequency air gun seismic data, and industry-scale swath 
seismic data. 
In Chapter 2, the legacy seismic data will be presented, including data processing 
as well as the integration of additional data to aid in interpretation.  These additional data 
types include satellite sea-surface temperatures, temperatures extracted from seismic 
direct-arrival times, and seismic facies determined using synthetic seismograms from 
regional CTD data.  Oceanographic features are identified and interpreted.  Observations 
of spatial and temporal variability are made. 
In Chapter 3, a first set of high-frequency seismic data cruises along the Munida 
Transect are presented.  The acquisition of single- and multi-channel Boomer seismic 
data with coincident CTD data is described.  The data processing methods and results are 
presented, including the integration of satellite SST data and the computation of synthetic 
seismograms.  Seasonal changes in oceanographic data and the resulting seismic 
signatures are examined. 
In Chapter 4, a second type of high-frequency seismic data cruise, along and near 
the Munida Transect, is presented.  The acquisition of research-scale multi-channel 
seismic data with coincident XBT data is described, along with the processing methods 
used.  The results are presented, including detailed interpretation of features observed in 
both seismic and oceanographic data, and observations of time-lapse changes. 
In Chapter 5, industry-scale swath seismic data with coincident CTD data are 
presented.  The processing of the data is discussed, and the results are presented, including 
interpretations of oceanographic features by way of synthetic seismograms.  An 
examination of the 3D structure of observed water column features and comparisons to 
legacy seismic data are made. 
In Chapter 6, a comparison of the different methods employed in the study is made, 
as well as a synthesis of the oceanographic observations and interpretations provided by 
the different methods.  Findings regarding the water masses in the study area, the 
Subtropical Front, the Southland Current, eddies, and the difference between surface and 
subsurface expressions of features are discussed.  Areas for future work are outlined and 
final conclusions are drawn.  
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Chapter 2: Legacy seismic data 
2.1  Introduction 
Over the past few decades, seismic oceanography has become an important 
technique for extracting oceanographic information from conventional marine seismic 
reflection data.  Most marine seismic data are collected for petroleum exploration and as 
a result, large quantities of these data exist, all over the world.  Unfortunately, data from 
this vast seismic archive generally are not accompanied by oceanographic measurements 
such as those from conductivity-temperature-depth profiles (CTDs).  This means that 
interpretation of the water-column images and inversion of the data for oceanographic 
properties are very difficult.  As a result, large quantities of existing seismic data are 
overlooked for seismic oceanography due to the lack of coincident oceanographic 
measurements. 
In this chapter, the results of processing legacy seismic data available within the 
study area are shown.  Processing of these data produced reflectivity images of the water 
column representing cross-sectional views of temperature and salinity structure.  These 
legacy seismic data, which are regionally extensive and represent several decades of 
temporal sampling, are then shown to be successfully interpreted oceanographically.  This 
involved the development of techniques to incorporate additional data, including: 
combining the seismic data with satellite sea-surface temperatures as well as similar near-
surface temperatures extracted from the seismic data themselves; and, performing seismic 
facies analysis using CTD data in the area collected for other purposes.  Including 
additional data types helps to overcome the generally critical disadvantage of a lack of 
coincident oceanographic data to accompany the seismic data; in this case, it allowed for 
preliminary identifications of water masses and features associated with the Subtropical 
Front in the seismic images, including spatial distributions and some aspects of temporal 
variability, providing a foundation for further investigations. 
2.2  Available seismic data 
Off the southeast coast of the South Island, several extensive sets of 2D seismic 
reflection data exist, acquired during petroleum exploration initiatives since the 1970s in 
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the Canterbury and Great South Basins.  These datasets span the continental shelf, slope, 
and rise in water depths from several metres to more than 1500 m; they are optimally 
located for investigations of water variability caused by interactions between shoreline 
processes and deep-water currents.  In particular, these seismic datasets provide an 
excellent opportunity to use seismic oceanography to study the Subtropical Front. 
The map in Figure 2.1 shows some of the many seismic lines around the South 
Island of New Zealand.  The purpose of this study was an initial examination of seismic 
oceanographic features in the offshore region near Dunedin; therefore, data were chosen 
that: (1) were between 45–50°S, and 169–173°E; (2) consisted of newer seismic surveys, 
as older surveys (pre-1980s) generally are lower fold and would produce poorer quality 
images; and (3) had the original field data (as opposed to only stacked data) available so 
that reprocessing was possible.  Data were also limited to longer lines that go across the 
shelf break, covering the entire expected frontal area; other short lines mostly on the shelf 
were not examined.  Figure 2.1 also shows the subset of lines that were used in the study; 
they are from the CB82, CB84, DUN06, and OMV08 surveys.  Field seismic data were 
obtained from the New Zealand Petroleum and Minerals Technical Data Archive, in the 
form of raw shot records in SEG-Y format.  Three of the lines used in this study were 
examined by Smillie (2013): DUN06-13P, OMV08-42, and OMV08-45. 
 
Figure 2.1: Legacy seismic surveys available in the study area (left) and the subset chosen for 
reprocessing in this study (right). 
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2.3  Seismic processing methods 
The seismic data were reprocessed for the water column.  This included simple 
modifications to gain, filtering, and velocity analysis in order to shift the focus of the 
seismic images from subseafloor impedance contrasts, associated with rocks of varying 
density and velocity, to impedance contrasts within the water column, associated with 
water masses of varying temperature and salinity.  For the legacy seismic data, a 
processing flow was chosen such that it could be applied quickly and easily to a large 
quantity of data without requiring many modifications; this would allow many different 
datasets to be processed and would result in images that were comparable.  This was a 
different goal than choosing a processing flow to be applied to only a few lines; that type 
of flow was used in Chapters 3, 4, and 5, as the availability of coincident oceanographic 
data made it important to optimise the flow in detail in order to obtain the best quality 
seismic images possible.  The goal for the legacy seismic data was to process a variety of 
data to determine whether or not seismic oceanography would work in this area and 
produce images suitable for identifying common features and making preliminary 
interpretations. 
The processing flow applied to the legacy data was based on conventional seismic 
processing techniques, as described by Yilmaz (2001), incorporating modifications used 
by others in processing data for seismic oceanography, such as those used by Phillips and 
Dean (1991), Biescas et al. (2008), Buffett et al. (2009), and Pinheiro et al. (2010).  In 
particular, the flow is similar to that used by Jones et al. (2008), consisting of amplitude 
scaling, direct-arrival removal via linear moveout and median filtering, constant-velocity 
normal-moveout correction, and stacking.  Steps in the flow were chosen based on what 
works in other areas but were modified to suit the data from this region.  While the flow 
was designed to apply to all datasets equally, slight differences were required for 
processing older (1980s) seismic data compared with newer (2000s) seismic data since 
the older data were noisier, lower frequency, and lower fold.  A summary of the steps 
involved in the processing flow is shown in Figure 2.2.  Processing was performed using 
the GLOBE Claritas software package. 
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Figure 2.2: Summary of processing flow applied to legacy seismic data. 
After inputting the raw shot records, any shots listed as “bad” in the observers logs 
for the seismic survey, such as source misfires, were removed.  The survey geometry was 
then added to the trace headers.  A nominal geometry was applied, meaning the theoretical 
source-receiver offsets and depths were used as opposed to the measured and interpolated 
source and receiver positions given in a .p190 file for example.  This choice was made 
for efficiency, as the nominal geometry is the same for all lines in a survey, and for 
consistency, as the older datasets do not have detailed geometry data.  This choice is 
discussed further in Subsection 2.9.1.  Generally, the older datasets had a 25–27 m source 
spacing and 120 channels also with a 25–27 m spacing, covering offsets from between 
168 and 204 m up to 3.4 km and resulting in a nominal fold of 60.  The newer datasets 
also had a 25 m shot spacing but more receivers and a smaller receiver spacing.  Typically, 
480 channels at 12.5 m were recorded, with offsets from between 130 and 149 m up to 
6.1 km, resulting in a nominal fold of 120. 
A 100 ms cosine taper was applied to the start and end of each trace in the newer 
datasets before bandpass filtering to avoid artefacts created by sharp cut-offs of low 
frequencies; this was not necessary in the older datasets because of the lack of low 
frequencies due to filtering during acquisition.  A filter was then applied to remove swell 
and random noise, especially in the new datasets where low-frequency noise dominates 
the raw records.  For the older datasets, a zero-phase 2/15 Hz highpass filter was used, 
whereas for the newer datasets, a minimum-phase 5/10 Hz highpass filter was used.  
These were chosen based on the spectral content of the shot records and the effect of the 
2.3  Seismic processing methods 61 
 
filter on the phase of the direct arrivals and reflections.  Figure 2.3 shows a shot record 
from a 2008 dataset before and after filtering.  These data and the other prestack seismic 
data in this section are plotted using a variable-area-wiggle-trace display, where the 
recorded data from each channel are shown as a vertically oriented oscillating line, with 
the area under the positive amplitude portion of the curve shaded. 
 
 
Figure 2.3: Raw shot record (top) displaying linear direct arrivals, hyperbolic seafloor and 
subseafloor reflections, and high amplitude, low-frequency swell noise.  After filtering (bottom), 
much of the swell noise is removed, though some higher-frequency noise remains. 
Filtering was then applied to remove the direct arrivals.  This involved first applying 
a linear moveout to each shot record, then balancing the amplitudes of the traces in a 
50 ms window centred around the direct arrival.  A 21-trace median filter (11-trace for 
the older datasets) was applied to enhance the direct arrival and remove other arrivals.  
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Then the amplitude balancing was removed to restore the original relative trace 
amplitudes, and the linear moveout was also removed.  The resulting records containing 
isolated direct arrivals were then subtracted from the original shot records to produce the 
filtered records.  Figure 2.4 shows the shot record from Figure 2.3 after direct arrival 
filtering, as well as the removed direct arrivals.  The choice of velocity used for the linear 
moveout was determined for each dataset based on what value was required to best flatten 
the direct arrivals.  This was 1485 m/s for the CB82 and CB84 data, and 1495 m/s for the 
DUN06 and OMV08 data.  The differences partly result from variations in the 
temperature of the near-surface water layer, as examined in Section 2.5. 
 
 
Figure 2.4: Shot record from previous figure after direct-arrival filtering (top).  Much of the direct 
arrival has been removed and hyperbolic reflections are now visible in the water column (red 
arrows).  The removed signal (bottom) contains only direct arrivals in the water column, but some 
of the subsurface reflections are also affected. 
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A time shift was applied to account for the start-of-data delay, caused by the 
recording system starting at a specified time before the source is fired.  For the newer 
datasets this was expected to be 50 ms.  However, the 50 ms shift resulted in non-
hyperbolic reflections in the water column, i.e. reflections that could not be flattened with 
normal moveout at realistic velocities.  A shift of 65 ms was more effective.  The 
explanation could be due to errors in timing or in the geometry, perhaps with cable stretch 
affecting the near offset or receiver spacing.  This issue is examined further in Chapter 4.  
For the legacy data, the modified value was used so that the NMO velocities would be 
realistic and the reflections would stack well; any depth uncertainties that would result 
from using the wrong static shift were considered acceptable in order to achieve better 
imaging.  With the older datasets, a shift of 15 ms was used for the CB84 survey, while 
no shift was required for the CB82 survey. 
Gain correction was then applied.  For the older datasets, an automatic gain control 
(AGC) with a window of 100 ms was used.  For the newer datasets, a spherical divergence 
correction was used.  Spherical divergence is more theoretically correct, but in the noisy 
older data the exponential nature of the operator was found to unacceptably increase the 
amplitudes of noise in the water column.  The AGC was more effective in that case, 
producing cleaner stacked sections, with the downside being some loss of relative 
amplitudes of reflections; with no coincident oceanographic data, this was deemed 
acceptable. 
The final stage of prestack filtering was a frequency-wavenumber (f-k) filter 
applied to remove previous-shot multiples, which are subsurface reflections from one shot 
that wrap around into the water column portion of the next shot.  This filtering was 
required only in the newer datasets, where the previous-shot reverberations were more 
visible and the presence of more channels (480 per shot as opposed to 120) allowed for 
better delineation of the primary and multiple reflections in f-k space.  The f-k filter was 
applied after normal-moveout correction; this same process is sometimes applied in 
conventional seismic processing to attack a variety of multiples.  After NMO correction, 
the primary reflections are flattened while the multiples are not; in f-k space they can be 
differentiated and the non-flattened events can be removed.  Dip limits of +/-2 ms/trace 
were used for the filtering.  Figure 2.5 shows a shot record before and after f-k filtering, 
as well as the removed noise. 





Figure 2.5: (Top) Shot record before f-k filtering but after gain correction.  (Middle) Shot record 
after f-k filtering; hyperbolic water-column reflections have been greatly enhanced.  (Bottom) 
Energy removed by the f-k filter; residual direct arrivals, previous-shot multiples, and noise have 
been removed.  Some subsurface reflection energy has also been removed by the filter. 
2.3  Seismic processing methods 65 
 
The complete prestack filtering process for the newer datasets is illustrated by the 
progression from the raw shot in Figure 2.3 (top panel), to the final shot in Figure 2.5 





Figure 2.6: (Top) Raw shot record from CB82 survey.  (Middle) Shot record after bandpass and 
direct-arrival filtering revealing hyperbolic water-column reflections (red arrows).  (Bottom) Shot 
record after gain correction displaying equalized amplitudes. 
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The shot records were then sorted to create common-midpoint (CMP) gathers.  
While these gathers are constructed using the surface midpoint locations between sources 
and receivers, they are considered to represent traces that sample the same subsurface 
location (i.e come from a common depth point or CDP); as a result, the software package 
GLOBE Claritas labels them CDP gathers (and refers CDP numbers for stacked traces), 
as opposed to CMP gathers (and CMP numbers).  Traces were binned at the natural CMP 
spacing, equal to half the receiver spacing, which was 6.25 m for the newer datasets and 
12.5 m for the older datasets.  Normal-moveout correction was then applied to flatten the 
reflections in each CMP gather.  Constant velocities were used for the NMO correction; 
this approach was used by Jones et al. (2008), though others advocate for variable 
velocities as discussed in Subsection 2.9.1.  Constant velocities were found to produce 
images of sufficient quality, and the use of constant velocities is highly efficient compared 
to using conventional velocity-picking processes.  For the older datasets a velocity of 
1485 m/s stacked the reflections the best, while 1480 m/s was chosen for the newer 
datasets.  A stretch mute of 150% was used.  Figure 2.7 shows CMP gathers from both 
newer and older datasets before and after application of NMO. 
After NMO correction, the data were stacked.  This consists of summing all traces 
in a CMP gather to produce a single trace at each CMP location.   Stacking of the newer 
datasets was limited to the near 200 channels as the large source-receiver offsets tended 
to only contribute noise to the stack.  All channels were stacked in the older datasets, as 
they had fewer total channels available to stack.  Some of the far channels are already 
affected by the NMO stretch mute, but the channel restriction is a simple way to allow 
for a more lenient stretch mute; this achieves what is often seen in manually picked mutes, 
where the mute is more lenient at shallow depths where fold is low and the inclusion of 
stretched traces is acceptable, and harsher at greater depths where fold is greater and the 
need to include stretched traces is far less.  The 200-channel limit occurs near a 
CDPTRACE value of 50 in the gather from the OMV08 survey in Figure 2.7; this 
corresponds to an offset limit in the stack of ~2.6 km for the newer datasets. 
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Figure 2.7: Common-midpoint gathers: OMV08 survey, before NMO correction (top left) and 
after NMO correction (top right); CB82 survey, before NMO (bottom left) and after NMO 
(bottom right).  The stretch mute is shown by the solid black line; data above this line are muted.  
NMO correction flattens the water-column reflections (e.g. red arrows) so that they will 
constructively interfere when the traces are stacked.  Subsurface reflections (e.g. yellow arrows) 
are not flattened due to the use of a constant velocity suitable for the water column; however, 
imaging the subsurface is not of interest in this case. 
After stacking, a bandpass filter of 2/15/100/120 Hz was applied to the older 
datasets to remove random noise on the high and low ends of the spectrum.  This filtering 
was not needed in the newer datasets.  A coherency f-x domain filter was then applied to 
the stacks, again with the goal of reducing random noise.  On the noisier older datasets, a 
trace mixing process (module FXRUNMIX) was used, with a filter width of 11 traces and 
a maximum accepted dip of 15 ms/trace.  On the newer datasets, a prediction filter was 
more effective (module FXDECON), with a filter width of 19 traces. 
Finally, a gun-and-cable static shift was applied to the data to account for the depths 
of the sources and receivers.  Since the air guns and streamer are both beneath the sea 
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surface, measured reflector depths are slightly smaller than their true depths relative to 
the sea surface; the static shift corrects for this.  Figure 2.8 and Figure 2.9 show stacks 
from the OMV08 and CB82 datasets before and after poststack filtering.  The poststack 
seismic data are plotted using a variable-density display, where the amplitudes of each 
trace are represented by gradational colour scale.  Comparison of the two figures shows 
that poststack filtering has a greater effect in the older datasets.  Additional processing 
steps, such as migration, were not applied to these data.  The processing flow is discussed 
further in Subsection 2.9.1. 
 
 
Figure 2.8: Stack of line OMV08-42 before filtering (top) and in its final form after filtering 
(bottom).  Random noise in the water column is reduced by the filtering; this is most apparent in 
the lower part of the water column. 




Figure 2.9: Stack of line CB82-94 before filtering (top) and in its final form after filtering 
(bottom).  Random noise in the water column is significantly reduced by the filtering. 
2.4  Results 
The processed seismic sections were examined to see if water column features could 
be identified.  Previous work in other parts of the world suggested that features should be 
visible, but these data were the first to be examined offshore New Zealand, or indeed in 
the Australasian region.  As illustrated by the stacked sections of lines OMV08-42 (Figure 
2.8) and CB82-94 (Figure 2.9), water column-reflections are clearly visible and are 
present in large numbers.  This was the case in all lines processed in this study.  The final 
processed versions of two more lines are shown below in Figure 2.10 and Figure 2.11.  
Figure 2.12 shows the locations of key lines on a map of the study area. 
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Figure 2.10: Final stack of line CB84-02, consisting of three separate segments due to 
interruptions in acquisition: CB84-02B (left), CB84-02A (middle), and CB84-2 (right). 
 
 
Figure 2.11: Final stack of the northwestern half (top) and southeastern half (bottom) of the 
shore-perpendicular line DUN06-23P. 




Figure 2.12: (Top) Map showing locations of seismic lines from the CB82 (red) and CB84 
(yellow) surveys in the northern portion of the study area.  (Bottom) Map of the DUN06 (blue) 
and OMV08 (green) surveys in the southern portion of the study area.  Colour shades are used to 
show line segment breaks.  The prefix DUN06- has been omitted from the DUN06 labels. 
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Different zones can be identified in the seismic images, and various features 
reoccur, which allows for potential oceanographic interpretations.  This approach was 
used in previous studies of legacy seismic data, including Biescas et al. (2008) and Buffett 
et al. (2009) in the Mediterranean, Tang and Zheng (2011) in the South China Sea, and 
Sarkar et al. (2015) in the North Atlantic.  Though the vertical axis on the stacked sections 
is in time, an approximate conversion to depth can be made by multiplying the time by 
half the average water-column velocity. 
Older lines such as CB82-94 (Figure 2.9) and CB84-02 (Figure 2.10) in the northern 
portion of the study area contain strong reflections in the upper 500 m (~670 ms).  The 
reflections most commonly are either horizontal or dip shoreward at between 1 and 3°.  
Weaker and more discontinuous reflections are also visible between 500 and 900 m (670–
1200 ms).  The deeper portion of the water column is noisy, with few reflections visible.  
Newer lines such as OMV08-42 (Figure 2.8) and DUN06-23P (Figure 2.11) are 
characterised by less noise and more continuous reflections.  The strongest reflections 
again appear near the shelf break in the upper 500 m, in a generally wedge-shaped zone 
with a base that dips shoreward.  One or two strong shallow horizontal reflections are also 
present at 75–130 m (100–175 ms), extending continuously over most of the offshore 
portion of the lines.  With less noise in the images, blank zones or regions of very low 
reflectivity become apparent, such as the area in line DUN06-23P surrounding shotpoint 
5500 at a depth of 325 m (430 ms).  Though the deep offshore portion of the water column 
is also mostly non-reflective, some weak discontinuous reflections are visible at up to 
1150 m (1530 ms).  Reflections mid-water column are more continuous than in the older 
datasets, most evident at depths between 450 and 750 m (600–1000 ms). 
The dominant frequency of reflections in the newer lines is higher (~30–45 Hz) than 
that of the older lines (~20–25 Hz).  These dominant frequencies were estimated by 
determining the period of strong, isolated reflections, as well as by examining the peak 
of the frequency spectrum computed in a window containing the reflections of interest.  
Taking the high end of those frequency ranges and using the concepts of resolution 
discussed in Subsection 1.3.4 give estimates for vertical resolution of 15 m for the older 
datasets and 8 m for the newer datasets (Rayleigh criterion of one-quarter wavelength), 
and horizontal resolution of 30 m for the older datasets and 16 m for the newer datasets 
(minimum Fresnel zone diameter of one-half wavelength). 
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The lines displayed to this point are all shore-perpendicular, oriented approximately 
NW–SE.  In total, 37 shore-perpendicular lines were examined.  A full listing of lines is 
given in the Appendix.  Overall, the lines show a regular pattern to the reflectivity; key 
features are summarised in Figure 2.13.  A wedge-shaped zone of high reflectivity is 
located near the shelf break, with reflections intersecting the seafloor at depths averaging 
450 m at a point 5–10 km from the shelf break.  This wedge-shaped zone tapers offshore 
and ends at an average distance of 45 km from the shelf break.  Individual strong 
reflections within this zone are typically continuous for ~5 km, though some extend for 
10–15 km.  Most commonly, the reflections dip shoreward at 1 to 2°, with the overall 
base of the wedge dipping shoreward at 2 to 4°.  Some reflections show small offshore 
dips (<1°), especially in the uppermost part of the wedge.  In 7 of the 37 lines, a non- or 
weakly reflective zone is located inshore of the wedge, extending to depths of around 
250 m and an average distance of 8 km from the shelf break; a clear example of this is in 
line OMV08-42 (e.g. Figure 2.13). 
A blank or weakly reflective zone is typically present immediately below and 
seaward of the reflective wedge.  This zone generally extends to a depth of 700 m where 
it intersects the seafloor, at a point averaging 20 km from the shelf break, and shallows at 
a dip of ~1° following the reflective wedge as it tapers offshore.  The non-reflective zone 
is on average 300 m thick and extends for 30 km. 
Seaward of and below the blank zone is a moderately reflective zone.  This zone 
extends to a depth of approximately 1000 m.  Within this zone are some strong reflections, 
mostly at depths of around 800 m near the seafloor and shallowing to a zone between 400 
and 800 m further offshore.  These reflections have dips of up to 2°, both shoreward and 
seaward.  This zone also contains some smaller non-reflective areas, appearing as isolated 
blank lenses at depths averaging 300 m, with typical thicknesses of 250 m and average 
widths of 8 km.  Smillie (2013) and Gorman et al. (2018) identified these lens-like 
features as submesoscale eddies due to their shape and comparability to eddies imaged 
by seismic oceanography in other parts of the world. 
Above the moderately reflective zone, in the shallow offshore portion of most of 
the lines, is a strong, laterally continuous reflection typically at a depth of 75 m.  In some 
cases, a second, parallel reflection is present around 100 m.  These reflections extend 
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continuously for more than 100 km in most lines; in line DUN06-02 the reflection can be 
traced for 300 km, right to the end of the line. 
The deep (>1000 m) portion of the lines contains an overall non-reflective zone, 
though some discontinuous (<5 km), sub-horizontal reflections are present.  The deepest 
reflection in a line typically appears around 1150 m.  The deepest observed reflection in 
any line appears at a depth of 1300 m in line DUN06-10P. 
Reflections in all parts of the water column, but especially those in the reflective 
wedge, are often undulatory, with average wavelengths and amplitudes of 1 km and 10 m, 
respectively.  Parallel undulations affect vertical stacks of as many as seven reflections.  
In previous studies these undulatory reflections have been interpreted to be due to internal 
waves, as discussed in Section 1.4. 
 
 
Figure 2.13: Annotated version of lines DUN06-23P (top) and OMV08-42 (bottom) showing key 
features identified in shore-perpendicular seismic lines.  A: highly reflective wedge-shaped zone.  
B: blank or weakly-reflective zone.  C: moderately reflective zone.  D: strong shallow reflections 
E: deep non-reflective zone.  F: inshore weakly reflective zone.  G: blank lenses. 
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A total of 19 lines running shore-parallel were also examined, such as DUN06-22P 
(Figure 2.14).  In the shore-parallel lines similar general features are visible as those seen 
in the shore-perpendicular lines.  Comparing the manifestation of features in the parallel 
and perpendicular sections gives some insight into their 3D geometries.  The highly 
reflective zone near the shelf break contains strong reflections, many of which are sub-
horizontal in the shore-parallel lines; the base of this zone, which dips shoreward in the 
shore-perpendicular lines, is undulatory in the shore-parallel lines.  The reflections at the 
base appear to be longer and shallower (~3–4°) when dipping to the southwest, and 
shorter but steeper (~4–15°) when dipping to the northeast.  The images suggest that the 
reflective wedge is generally oriented with a shore-perpendicular dip, but its most 
offshore extent meanders towards and away from shore.  The edges of the meanders are 
more gently inclined in the downstream direction of the Southland Current, and steeper 
in the upstream direction.  Reflection dips of up to ~5° are consistent with observations 
in previous seismic oceanography studies (e.g. Holbrook et al., 2003); reflections with 
steeper apparent dips may actually be composed of inclined stacks of short, flat reflections 
that are not resolved in lower frequency seismic data, as observed by Geli et al. (2009). 
The same blank zones beneath the wedge are visible in the shore-parallel lines, 
separating the highly reflective upper zone from the more moderately reflective lower 
zone.  The moderate reflections in the middle portion of the water column are typically 
sub-horizontal.  Undulations in the reflections are again the norm, with average 
wavelengths and amplitudes of 1.5 km and 15 m, respectively, slightly larger than those 
observed in the shore-perpendicular lines. 




Figure 2.14: Top: final stack of the northeastern portion of shore-parallel line DUN06-22P.  
Bottom: annotated version showing key features.  A: highly reflective zone.  B: blank zone.  C: 
moderately reflective zone. 
In some cases, moderate to strong reflections are present in most of the upper half 
of the water column of offshore lines, in contrast to the general patterns outlined above.  
Some of these reflections are associated with features that superficially resemble images 
of eddies in other seismic oceanography studies mentioned in Section 1.4.  Line DUN06-
02P (Figure 2.15) is an example of this in a shore-parallel line, and DUN06-10P (Figure 
2.16) is an example in a shore-perpendicular line.  Small, blank lenses such as those 
discussed previously also appear to be present, albeit as part of larger structures.  The 2P 
feature (Figure 2.15) has a concentric appearance, with a total width of ~70 km and blank 
lenses between 2 and 8 km in width alternating with zones of steep reflections or near-
vertical stacks of short reflections.  Two strong reflections are at the base of the feature 
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at 650–700 m (870–930 ms), extending continuously for ~45 km.  The 10P feature (Figure 
2.16) also shows near-horizontal reflections in the middle of the feature and steep 
reflections (up to 5°) or stacks of reflections at the edges.  This feature is approximately 
55 km wide, with a basal reflection near 675 m (~900 ms), and contains a weakly 
reflective lens approximately 7 km wide and 275 m thick.  Several other images contain 
steep reflections in the upper half of the water column, though are less obviously 
associated with a larger reflective feature.  An example is line DUN06-17P (Figure 2.17), 
where steep reflections of different dips appear in a similar location; individual reflections 
dip at as much as 3°, and stacks of short reflections are even steeper, from 4° up to near 
vertical.  A weakly reflective zone, >15 km wide and approximately 700 m thick, is next 
to these steeply dipping reflections. 
 
Figure 2.15: Final stack of the southwestern portion of line DUN06-02P containing a large, 
reflective feature (CDPs 13000–24000) with smaller blank lenses (highlighted by black arrows). 
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Figure 2.16: Final stack of the southeastern portion of line DUN06-10P containing a large, 
reflective feature (CDPs 14000–22500) with a smaller blank lens (black arrow) and steeply 
dipping reflections near its edge (e.g. red arrow). 
 
Figure 2.17: Final stack of the northeastern portion of line DUN06-17P containing dipping 
reflections (highlighted by red arrows) to the left of a weakly reflective lens-shaped zone (CDPs 
4000–6500). 
While the features described in this section are interesting and some common 
patterns in overall reflectivity emerge, any oceanographic interpretations are somewhat 
uncertain since they are based primarily on location and geometry.  Oceanographic data 
that would help with the interpretations of these features are typically only available if 
the seismic data are acquired specifically for seismic oceanography studies, and thus 
generally are not available in the case of legacy seismic data.  However, certain types of 
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oceanographic data are available even in the case of legacy seismic data, including 
satellite sea-surface temperature (SST) data and regional conductivity-temperature-depth 
profiles (CTDs).  In the next two sections (2.5 and 2.6), these additional datasets are 
incorporated to help interpret the features observed in the seismic images.  The 
oceanographic interpretations are then revisited in Section 2.7 after inclusion of these 
data. 
2.5  Additional data, part 1: SST and seismic near-surface 
temperature analysis 
2.5.1  Sea-Surface temperatures for Subtropical Front identification 
Since the Subtropical Front is the major oceanographic feature in the study area, 
identifying its location in the seismic images is a logical first step in making sense of the 
observed reflectivity patterns.  Sea-surface temperature data, as described in Sections 1.4 
and 1.6, are useful in identifying fronts, both when measured directly from a vessel or 
when observed using satellites.  Measured SST is not typically available for legacy 
seismic data, but satellite SST is widely available.  The STF off the coast of New Zealand 
can easily be identified in satellite SST data (e.g. Shaw & Vennell, 2001; Hopkins et al., 
2010), making it possible to find its position in a satellite image from a period coinciding 
to the seismic acquisition and then to link that position to reflections observed in the 
seismic image.  Sea-surface temperature data have been included in previous seismic 
oceanography studies as described in Section 1.4, such as Holbrook et al. (2003), who 
used measured SST to corroborate their interpretation of a front in a seismic image, and 
Pinheiro et al. (2010), who used satellite SST and sea-level anomaly data to identify the 
position of an eddy imaged in their seismic data. 
The satellite SST data used in this study are from the Advanced Very High 
Resolution Radiometer (AVHRR) Pathfinder Sea-Surface Temperature Version 5 from 
NOAA (see Casey et al., 2010), as well as from the Moderate Resolution Imaging 
Spectroradiometer (MODIS) from the Ocean Color Group at NASA (see Minnett et al., 
2002).  Both are twice-daily global SST data on a 1/24° latitude-longitude (~4 km) grid.  
Multi-day, weekly, monthly, and yearly composite images are also available.  Figure 2.18 
shows a general view of the STF separating warm STW from cool SAW in a yearly SST 
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composite from 1982.  The approximate position of the front appears near 45°S in the 
Tasman Sea as well as east of New Zealand, but is deflected southward by the landmass 
of New Zealand, running up the east coast of the South Island where it is associated with 
the northeast-flowing Southland Current. 
Figure 2.18 also shows a more detailed view of the study area, with the location of 
the seismic lines shown on a monthly composite SST image from February 2006, when 
most of the DUN06 survey was acquired.  This image suggests that the STF should be 
seen in the shore-perpendicular lines that run closest to shore, with most of the seismic 
lines located seaward of the STF position.  Since the position of the STF is known to vary 
temporally (e.g. Hopkins et al., 2010), examining SST images from the exact time of 
seismic data acquisition is important.  Of the seismic lines in this study, up to five lines 
were acquired in a single day, with some longer lines covering a two-day window.  
Because of the size of the surveys, two lines in the same survey could be separated 
temporally by weeks, and in the most extreme case of the OMV08 survey, up to 4 months, 
a scale at which seasonal variations in the STF position would become important.  
Temporal variability is further discussed in Section 2.8. 
 
Figure 2.18: (Left) Regional view of satellite sea-surface temperatures highlighting the 
approximate surface position of the Subtropical Front (STF), separating Subtropical Water (STW) 
and Subantarctic Water (SAW), as well as the Southland Current (SC).  (Right) Expanded view 
of satellite sea-surface temperatures in the study area, with locations of seismic lines. 
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For each line, all relatively cloud-free images from the time of the seismic data 
acquisition were examined.  For the older surveys only the Pathfinder SST data were 
available, as the two satellites with the MODIS sensor were not launched until 1999 and 
2002 (satellites Terra and Aqua, respectively).  For the newer surveys, both Pathfinder 
and MODIS data were used.  However, because of frequent cloud cover, daily SST data 
were often not available for the time and location where seismic acquisition occurred.  
Line DUN06-23P is a rare example of a line that crosses the STF and has cloud-free SST 
images from the day the seismic data were acquired.  Figure 2.19 shows one of the three 
SST images, as well as a transect along the seismic line created from the SST data.  The 
transects were created simply by extracting any grid cells in the SST image that the 
seismic line passes through. 
The transect shows the front as a drop in temperature from 12–12.5°C to 11–11.5°C.  
That temperature range and the SST map indicate that line may not fully cross the front, 
as higher temperatures are present further inshore.  The transect shows some variation 
between the three images; two are from MODIS Aqua (day and night passes) and one is 
from MODIS Terra.  The Aqua night pass is only cloud-free in the nearshore part of the 
line.  The horizontal axis of the transect is labelled by shotpoint, which is the same as the 
seismic images to allow for features in the transect to be directly compared; the shotpoint 
spacing is 25 m.  The SST image has a grid size of 4 km, which corresponds to 160 
shotpoints, though the spacing of points along the extracted transect appears smaller than 
that in some cases because the line cuts through the grid at an angle and any cells 
intersected by the line are projected onto the line.  Gaps in the extracted transect occur 
where cloud covers part of the line.  All three SST profiles show the front occurring over 
a region with a width of at least 1000 shotpoints (25 km), centred around shotpoint 7600, 
which is near the shelf break in the seismic image.  The transect is compared in detail to 
the seismic image in Subsection 2.5.3. 
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Figure 2.19: (Left) Satellite SST image from February 28, 2006, when line DUN06-23P was 
acquired.  (Right) Transects along line DUN06-23P extracted from SST images.  The shotpoint 
spacing is 25 m. 
For lines where cloud-free SST data were not available for the day of seismic 
acquisition, composite SST images were used.  However, in many cases in this region the 
composite needs to be created over a long period (several weeks to a month) to produce 
a cloud-free image.  Because of temporal variation in the STF, in composite images the 
position of the front is blurred and the ability to connect the satellite SST back to specific 
features in the seismic “snapshot” is reduced.  Line OMV08-81 illustrates this, as shown 
in Figure 2.20.  It is clear from the SST data that the line crosses the STF, but in the 
various SST composites the position of the STF varies.  The temperatures in the offshore 
portion of the transect are also quite variable.  All of the composites are from 8-day 
windows that include the day of seismic acquisition. 
Since the STF is a major feature in the SST transects, it can still be identified in line 
OMV08-81, despite the variability in the composites.  However, smaller features that are 
observed in the seismic data, such as the lens-like features, would not be readily 
identifiable.  The daily images as shown for line DUN06-23P could potentially be used 
to identify small features, as the amount of variability is much less, but cloud-free daily 
images are rare.  To help overcome this, a technique was developed to extract sea-surface 
temperatures from the seismic data themselves.  As explained in the next subsection, the 
technique involves picking seismic direct-arrival times from the shot records along the 
seismic lines. 
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Figure 2.20: (Left) Composite satellite SST image from March 21–28, 2006, during which time 
line OMV08-81 was acquired.  (Right) Transects along line OMV08-81 extracted from SST 
images.  The shotpoint spacing is 25 m. 
2.5.2  Near-surface temperatures calculated from seismic direct arrivals 
The previous subsection showed that SST data are useful in identifying the location 
of the surface expression of the STF in the study area.  However, since measured SST are 
not available for the legacy seismic data and the amount of cloud-free satellite data 
available is low in this region, the applicability of the method is somewhat limited.  In 
this subsection, a technique whereby sea-surface temperatures are extracted directly from 
the seismic data is outlined.  These temperatures are then, by definition, available for all 
lines and are contemporaneous with the seismic data.  The temperatures come from 
analysing the seismic direct arrivals, mentioned previously during seismic processing as 
strong linear events that need to be removed by filtering.  Though they were not useful in 
creating the seismic images, they are useful in this technique as they represent signal 
travelling directly from the source to the receivers (as opposed to being reflected at depth).  
The linear nature of the direct arrivals indicates that the energy travels approximately in 
a straight line.  Since the distances between the source and each receiver are known, the 
arrival times can be used to calculate sound speed, which can in turn be converted into 
water temperature.  As the source and receivers in these surveys are at depths of 5–14 m 
below the surface, the calculated temperatures are here referred to as near-surface 
temperatures as opposed to true sea-surface temperatures. 
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The method for calculating near-surface temperatures directly from the seismic data 
consists of (1) picking “first-break” (direct arrival) times on a shot record, (2) fitting a 
straight line to those times, (3) calculating the inverse slope of the line, which equates to 
sound speed, and (4) converting sound speed into temperature.  A first-break pick is the 
time at which a seismic trace records the first-arriving energy, i.e. when it first deviates 
away from zero amplitude due to the arrival of the seismic signal.  Figure 2.21 illustrates 
steps 1–3 in six different shot records; first-break picks are indicated in red, and the value 
for velocity given in the top right of each panel is the sound speed calculated from the 
inverse slope of the best-fit line for those first-break picks.  Only the first 75 channels are 
shown for each shot.  The direct-arrival event appears similar in all records.  Some energy 
is seen in the traces before the first breaks due to filter artefacts, but the direct arrival is 
clearly visible as a coherent, linear event in all traces.  The offshore records do not display 
any other events, while the nearshore records display hyperbolic reflections from the 
seafloor and subseafloor layers.  In all but the first record, the first-arriving energy 
corresponds to the direct arrival in all traces, and the first-break times form a single line 
with an inverse slope equal to the sound speed of the water.  In shallow water, while the 
direct arrival is the first-arriving energy at small source-receiver offsets, the hyperbolic 
reflections become the first-arriving energy at longer offsets, limiting the linear portion 
of the first breaks to a smaller number of traces.  In very shallow water, the direct arrival 
cannot be reliably picked in any traces.  The left-hand panels in Figure 2.21 show three 
shot records from line DUN06-23P: shot 7800 has a sound speed of 1504 m/s; shot 5800 
further offshore has a sound speed of 1498 m/s, and shot 3800 has a value of 1502 m/s.  
The right-hand panels are from line OMV08-81: shots 3000, 4000, and 5000 yield sound 
speeds of 1500, 1487, and 1496 m/s, respectively.  By completing this analysis for each 
shot record along the seismic line, a profile of sound speed along the line is created. 
This type of first-break analysis is used routinely in land seismic processing to 
determine near-surface rock and sediment velocities for use in calculating static time 
shifts applied during processing.  As a result, seismic processing software contain 
functions for picking first breaks; here, GLOBE Claritas was used.  To create the picks, 
a zero-phase 5/10 Hz high-pass filter first was applied to remove swell noise from the raw 
shots that masks the direct arrival.  An initial pick was then created with a linear moveout 
calculation using an initial sound speed guess of 1500 m/s and the nominal source-
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receiver offsets of each trace.  The negative-to-positive zero-crossing was chosen for the 
refined pick as it was the most easily picked part of the direct-arrival waveform, especially 
at far offsets where the direct arrival is weaker.  A cross-correlation algorithm was used 
to propagate the pick from trace to trace.  A slight modification was used on the CB84 
dataset, where the zero-crossing was not a consistent pick; since a trough was the more 
reliable part of the waveform, a -90° phase shift was applied to the shots to turn the trough 
into a zero-crossing; this allowed the zero-crossing to be picked as in the other datasets. 
The first break cannot be picked on all channels because the direct-arrival amplitude 
decreases with offset, eventually becoming indistinguishable amongst the background 
noise.  However, because the direct arrival is linear, picks on all channels are not needed 
to produce a good estimate of the slope.  On the older datasets, a linear fit made on picks 
for the first 20 channels was used.  For the newer datasets, a slight non-linearity in the 
near channels was observed, so the range of channels 20–50 was chosen.  Eventually, a 
two-point slope calculated from channels 20 and 50 was used instead of the linear fit over 
all of the channels in the range; this allowed for much more efficient picking on a large 
number of lines and produced an adequate slope estimate.  The inverse slope of the direct 
arrival on each shot gives a sound speed value for the near surface in each shot along the 
seismic line.  A spatial 11-point median filter was applied to the sound speed profiles to 
reduce noise.  Justification for these choices is given in Subsection 2.9.2. 
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Figure 2.21: Shot records from lines DUN06-23P (left) and OMV08-81 (right), with picked first-
break times indicated in red.  Headers shown at the top of each panel include OFFSET in 
decimetres and SPARE2 which contains the pick times (x100) in ms.  The direct-arrival velocity 
calculated from the slope of the line formed by those picks is shown in the top-right of each panel. 
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The sound speeds are then converted to equivalent water temperature along the 
seismic line.  The Mackenzie (1981) equation was used, which relates sound speed in m/s 
(c), temperature in °C (T), salinity in ppt (S), and depth in m (D): 
𝑐 = 1448.96 + 4.591 × 𝑇 − 5.304𝑥10−2 × 𝑇2 + 2.374𝑥10−4 × 𝑇3
+ 1.340 × (𝑆 − 35) + 1.630𝑥10−2 × 𝐷 + 1.675𝑥10−7 × 𝐷2
− 1.025𝑥10−2 × 𝑇 × (𝑆 − 35) − 7.139𝑥10−13 × 𝑇 × 𝐷3 
The Mackenzie sound speed equation was used for simplicity.  Since it is only cubic 
in temperature it is easily rearranged to solve for temperature, as opposed to other possible 
sound speed equations that contain higher-power terms for temperature.  The equation is 
valid over a range sufficient for the water masses in this study (-2–30°C, 25–40 ppt, 0–
8000 m).  In order to compute temperature, the equation requires input values for not only 
sound speed, but also salinity and depth.  To determine reasonable input values, the 
sensitivity of the calculated temperatures was explored.  For depth, a range that spans the 
possible source and receiver depths (5–14 m) was examined.  For salinity, a range of 
33.84–35.16 ppt was used, which covers expected values of salinity for water masses in 
the region (see Section 1.6).  The Mackenzie equation requires salinities expressed in ppt 
as opposed to unitless salinities on the Practical Salinity Scale.  The conversion between 
Absolute Salinity (salinity expressed as a mass fraction of dissolved solids) and Practical 
Salinity (salinity determined from an electrical conductivity ratio) is a factor of 
approximately 0.47% (e.g. Millero et al., 2008; IOC et al., 2010).  Therefore, the range 
of 33.84–35.16 ppt is approximately equivalent to 33.7–35 on the Practical Salinity Scale. 
Figure 2.22 shows the temperatures calculated along the nearshore portion of line 
DUN06-23P.  The sensitivity of temperature to the depth range is very small.  Salinity 
has a larger effect, up to 0.5°C; however, the variation associated with the salinity 
uncertainty is still relatively small compared to the range of temperatures encountered 
along the line (3.23°C).  For the purpose of comparing the near-surface temperatures to 
the seismic images, it was deemed reasonable to simply choose a single mid-range value 
of 10 m for depth and 34.5 ppt for salinity (~34.34 on the Practical Salinity Scale) to be 
used for all shots on all lines.  Uncertainty associated with this choice is further discussed 
in Subsection 2.9.2.  By comparing the resulting profiles to the satellite sea-surface 
temperature transects on lines where high-quality SST data were available, the seismic-
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derived near-surface temperatures could be validated, as demonstrated in the next 
subsection. 
 
Figure 2.22: Near-surface temperature profile derived from seismic direct arrivals for line 
DUN06-23P.  Sensitivity in temperature to expected variability in depth (yellow and green 
curves) and salinity (red and blue curves) are shown; the black curve represents the mid-range 
estimate of 10 m and 34.5 ppt. 
2.5.3  Near-surface temperature results for the Subtropical Front 
Figure 2.23 shows the near-surface temperatures (NST) derived from seismic direct 
arrivals for line DUN06-23P, along with the average of the satellite sea-surface 
temperature (SST) profiles plotted previously for the line (Figure 2.19).  Overall, the two 
curves show a good match.  The Subtropical Front is clear in both profiles in the same 
location, though it appears to be much sharper in the seismic near-surface temperatures 
than the satellite SST.  In the SST it is located between shotpoints 7300 and 8000, 
corresponding to a width of 17.5 km, but it is very localized around shotpoint 7780 in the 
NST, with the temperature drop occurring over only 6 shotpoints or 150 m.  This may be 
related to the higher spatial resolution of the NST, with a temperature derived for each 
shot at a spacing of 25 m, compared to the 4 km grid size for the SST.  The SST curve is 
smoother in the rest of the line as well.  In both profiles, the temperatures are lowest just 
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seaward of the STF, before rising again gradually and stabilizing further offshore.  While 
the trend of the two curves is very similar, there is a discrepancy in the actual temperature 
values, with the SST values smaller and showing a lower range than the NST.  There are 
a number of possible reasons for this difference, including the sensitivity of the calculated 
sound speeds to errors in time and offset as well as uncertainty introduced by the NST 
method; these factors are all discussed further in Subsection 2.9.2.  The exact 
temperatures values calculated from the seismic direct arrivals do not seem to match the 
expected temperatures; however, since the front appears in an obvious way, in the correct 
location, and the overall pattern shows a very good match, the NST are still useful for 
showing the temperature trend and for locating major features in the profiles. 
Comparing the temperature profile along the seismic line to the seismic image itself, 
observations can be made as to what reflective features correspond to surface temperature 
changes.  The shelf break is seen in the seismic image at shotpoint 7600, meaning that the 
STF, expected at shotpoint 7780 in the NST, is located on the shelf.  As a result, there is 
no corresponding feature in the seismic image at the surface location of the STF.  
However, the reflective wedge-shaped zone occurs just seaward of the surface STF 
position, extending out from the shelf break to around shotpoint 5400; this corresponds 
to the region of low surface temperatures located just offshore of the front in both SST 
and NST.  Further offshore, between shotpoints 1000 and 5600, the SST and NST 
temperatures are moderate; this region corresponds to where the strong and continuous 
pair of shallow offshore reflections is present in the seismic image. 




Figure 2.23: Satellite sea-surface temperatures (SST) and near-surface temperatures from seismic 
direct arrivals (NST) for line DUN06-23P (top), and corresponding seismic image (bottom).  The 
Subtropical Front, seen as a large drop in temperature, occurs near the shelf break in the seismic 
image.  Low temperatures seaward of the STF correspond to the wedge-shaped reflective zone, 
extending from the shelf break out to around shotpoint 5400.  Strong, continuous, shallow 
reflections are present in the rest of the line, where temperatures are moderate and less variable. 
Line OMV08-81 shows a similar correlation between surface temperatures and 
reflectivity patterns.  Figure 2.24 shows the calculated NST along the line, compared to 
the average of the six 8-day composites shown previously (Figure 2.20).  The correlation 
between the two curves is not as good as for line DUN06-23P, though this is expected 
since the SST images are composites.  The seaward end of the SST profile is especially 
variable, with large fluctuations.  As with DUN06-23P, the SST and NST values along 
the line do not match but show a similar trend, with temperatures dropping at the front, 
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cool temperatures immediately seaward of the front, and temperatures then increasing 
before stabilizing or decreasing slightly again.  The NST curve is not present at shotpoints 
less than 2540 due to shallow water depths on the shelf, and the resulting interference of 
seafloor and subseafloor reflections with the direct-arrival picks, as explained previously.  
Figure 2.25 shows the middle portion of line OMV08-81, with SST, NST, and the seismic 
image.  In this line, the surface location of the STF appears to be seaward of the shelf 
break, with the sharp drop in NST occurring between shotpoints 3480 and 3540.  In the 
seismic image, a possible expression of the STF is seen, with a strong shoreward-dipping 
reflection coming to the surface around shotpoint 3500.  As in line DUN06-23P, the 
reflective wedge appears in the region where the surface temperatures are low, and a 
strong, continuous reflection occurs where the slightly warmer offshore temperatures are 
present, starting around shotpoint 5200. 
 
Figure 2.24: Satellite sea-surface temperatures (SST) and near-surface temperatures derived from 
seismic direct arrivals (NST) for line OMV08-81.  The shotpoint spacing is 25 m. 




Figure 2.25: Satellite sea-surface temperatures (SST) and near-surface temperatures from seismic 
direct arrivals (NST) for the middle portion of line OMV08-81 (top), and corresponding seismic 
image (bottom).  The Subtropical Front is seen as a large drop in temperature near shotpoint 3500, 
associated with a dipping reflection coming to the surface.  Low temperatures seaward of the STF 
correspond to the wedge-shaped reflective zone, extending to around shotpoint 5400.  A strong, 
continuous, shallow reflection is present further offshore, where temperatures are moderate. 
Lines DUN06-23P (Figure 2.23) and OMV08-81 (Figure 2.25) show the promise 
of being able to compare the near-surface temperatures extracted from seismic data to 
reflective features in the seismic images in order to help with the interpretation of those 
features.  Though it is useful to have satellite sea-surface temperature data to corroborate 
the direct-arrival temperatures, the NST can be used on their own or where only very 
poor-quality SST data are available.  One such case is line CB82-94, where only a month-
long composite is sufficiently cloud-free to be used; even then, the image still contains 
2.5  Additional data, part 1: SST and seismic near-surface temperature analysis 93 
 
gaps along the line.  Figure 2.26 and Figure 2.27 show the SST image, the extracted SST 
and computed NST profiles, and the seismic image for the line. 
The temperature profiles both show the Subtropical Front as a 2°C drop in 
temperature.  Unlike the DUN06 and OMV08 data, the NST range is the same as the SST 
range, though the NST values are slightly lower than the SST.  The NST curve shows the 
main temperature drop near shotpoint 1500, at a location seaward of the shelf break, 
which corresponds to where a dipping reflection comes to the surface in the seismic data; 
this is similar to line OMV08-81.  The region inshore of the front is largely non-reflective.  
Further offshore, at shotpoints greater than 1500, the reflective wedge region is present. 
 
Figure 2.26: (Left) Monthly satellite sea-surface temperature composite from December 1982, 
when seismic line CB82-94 was acquired.  (Right) Expanded view of the area outlined by the 
black box.  The extracted SST transect is shown in Figure 2.27. 




Figure 2.27: Satellite sea-surface temperatures (SST) and near-surface temperatures from seismic 
direct arrivals (NST) for line CB82-94 (top), and corresponding seismic image (bottom).  The 
Subtropical Front is seen as a large drop in temperature mainly near shotpoint 1500, associated 
with a dipping reflection coming to the surface.  A low reflectivity region is seen inshore of the 
STF.  A tapering zone of high reflectivity occurs seaward of the STF. 
Lines CB84-16 and CB84-14 form another transect across the STF, in the 
northernmost part of the study area.  Figure 2.28 and Figure 2.29 show the SST, NST, 
and seismic image for the two lines, which are treated as a single transect.  Here, 
temperatures clearly are lowest in the middle of the transect and increase again offshore, 
similar to DUN06-23P and OMV08-81.  The front occurs near the shelf break.  Moderate 
reflectivity extends across most of the shallow part of the seismic images associated with 
the low-temperature region in the middle of the transect.  The reflective region tapers 
towards the seaward end of the line as temperatures increase again.  Unfortunately, the 
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line does not extend very far into the high-temperature region further offshore, so the 
seismic expression of this feature is not clear. 
Overall, the SST and NST profiles on lines crossing the STF show a clear 
temperature drop at the front, cool temperatures immediately seaward of the front, and 
generally slightly warmer temperatures further offshore.  The STF is located either near 
the shelf break or slightly offshore, separating Subtropical Water located inshore of the 
front from Subantarctic Water further offshore.  When the surface position of the STF is 
seaward of the shelf break, a shoreward-dipping reflection appears in the seismic image 
coming to the surface at that location.  In the line where the front is furthest offshore 
(CB82-94), the region inshore of the dipping reflection is largely non-reflective, 
suggesting that STW may have a low-reflectivity signature.  The highly reflective wedge-
shaped zone seaward of the surface STF position is associated with the low-temperature 
region in the SST and NST profiles.  This may be the expression of the Southland Current, 
creating a “tongue” of cool water extending up the coast (e.g. Heath, 1972; Shaw & 
Vennell, 2000; Hopkins et al., 2010).  The Southland Current is known to contain a 
mixture of STW and SAW (e.g. Sutton, 2003); the mixing or interfacing between two 
water masses would explain the high reflectivity in the seismic images.  Further offshore, 
where temperatures are more moderate, a strong single shallow reflection, or pair of 
reflections, is present in the seismic images. 
 
Figure 2.28: (Left) Composite satellite sea-surface temperature image from March 13–20, 1984, 
when seismic lines CB84-16 and CB84-14 were acquired.  (Right) Expanded view of the area 
outlined by the black box.  The extracted SST transect is shown in Figure 2.29. 




Figure 2.29: Satellite sea-surface temperatures (SST) and near-surface temperatures from seismic 
direct arrivals (NST) for lines CB84-16 and -14 (top), and corresponding seismic images 
(bottom).  The Subtropical Front is seen as a large drop in temperature at the shelf break.  A low-
reflectivity region is seen inshore of the STF.  A tapering zone of high reflectivity occurs seaward 
of the STF. 
2.5.4  Near-surface temperatures for offshore features 
Seismic lines not crossing the Subtropical Front were also examined using satellite 
sea-surface temperatures and seismic near-surface temperatures.  Features that were noted 
previously in those seismic images included blank lenses and larger reflective lens-like 
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features.  The previous subsection showed that large-scale surface temperature features 
such as the STF were clear in the SST and NST, meaning that there is potential for seeing 
a surface temperature signature associated with the large offshore reflective bodies, 
especially if they represent eddies.  However, identifying small-scale features, such as the 
blank lenses, may be unfeasible given the low resolution of the SST and the noisiness or 
uncertainty in the NST.  Only daily SST images were used in the analysis of these 
features, as small features would probably be lost in the averaging associated with 
creating composite images. 
Line DUN06-15P is one where a large bowl-like reflective feature is present in the 
seismic image and a relatively cloud-free daily satellite SST image is available, as shown 
in Figure 2.30.  The SST image shows some higher-temperature blobs intersected by the 
seismic line.  The extracted SST transect, computed seismic near-surface temperatures, 
and seismic image are shown in Figure 2.31.  The SST profile shows slightly elevated 
temperatures between shotpoints 3000 and 6000.  The NST profile also shows anomalous 
temperatures between shotpoints 3600 and 6000, which corresponds to the presence of 
the highly reflective feature in the seismic image.  Overall, the NST curve is elevated over 
the feature, but it does show pronounced fluctuations, in a fairly symmetric sawtooth 
pattern.  The different resolutions of the SST and NST may explain the difference in the 
two curves, with the SST having smoothed out the fluctuations.  If the NST curve is 
accurate in identifying alternating zones of warmer and cooler water, it may indicate the 
presence of spiral arms or entrained anomalous waters wrapping around the eddy, as 
observed by Song et al. (2011), Ménesguen et al. (2012), and Tang, Gulick, and Sun 
(2014).  The juxtaposition of two different water masses would explain the high 
reflectivity seen in the seismic data, as large property contrasts would be present. 
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Figure 2.30: (Left) Satellite sea-surface temperature image from March 15, 2006, when seismic 
line DUN06-15P was acquired.  (Right) Expanded view of the area outlined by the black box.  
The extracted SST transect is shown in Figure 2.31. 
 
  
Figure 2.31: Satellite sea-surface temperatures (SST) and near-surface temperatures from seismic 
direct arrivals (NST) for line DUN06-15P (top), and corresponding seismic image (bottom).  
Elevated surface temperatures are seen over a highly reflective feature between shotpoints 3800 
and 6000.  Symmetric fluctuations are present in the NST over the feature. 
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Figure 2.32 shows an expanded view of the reflective feature in line DUN06-15P, 
for comparison with a similar feature found in line DUN06-07P.  Though no satellite SST 
are available for that line, the seismic near-surface temperatures show a similar symmetric 
sawtooth pattern over the feature.  Figure 2.33 shows the NST for line DUN06-07P and 
the corresponding seismic image, with the reflective feature present between shotpoints 
1600 and 3300.  The figure also shows the NST from the equivalent portion of line 
DUN06-15P to show the similarity in the pattern of the temperature fluctuations.  
Comparison of the two seismic images in Figure 2.32 and Figure 2.33 shows similarities 
in the strong reflections mid-water column that steepen and come to the surface at the 
edges of the features, creating an overall bowl shape.  The DUN06-07P feature is slightly 
smaller and overall less reflective than the one in DUN06-15P; correspondingly, the 
temperature fluctuations are lower amplitude in the DUN06-07P NST profile than in that 
of DUN06-15P. 
 
Figure 2.32: Seismic image of the reflective feature in line DUN06-15P for comparison to line 
DUN06-07P in the next figure. 




Figure 2.33: Near-surface temperatures from seismic direct arrivals (NST) for line DUN06-07P 
(top), and corresponding seismic image (bottom).  Symmetric fluctuations are present in the NST 
over the reflective feature between shotpoints 1600 and 3300.  The NST from line DUN06-15P 
are also shown for comparison. 
Line DUN06-10P was shown previously as an example of an offshore reflective 
feature, one where a blank lens was present as part of a larger feature.  Again, cloud-free 
SST data were not available for the time of acquisition, but as shown in Figure 2.34, the 
NST profile for the line shows locally elevated temperatures over the feature.  The 
elevated temperatures are similar to the features in the previous two lines, but the 
fluctuation pattern observed in lines DUN06-15P and DUN06-07P is not present. 




Figure 2.34: Near-surface temperatures from seismic direct arrivals (NST) for line DUN06-10P 
(top), and corresponding seismic image (bottom).  Elevated temperatures are present in the NST 
over the reflective feature between shotpoints 7600 and 9600. 
Line DUN06-02P was also shown previously as an example of a potential eddy.  
Figure 2.35 shows the feature, containing strong mid-water-column reflections, blank 
lenses, and zones of steeply dipping reflections.  Based on the three previous lines, it 
would be reasonable to expect elevated surface temperatures over this feature as well, and 
the NST curve does show elevated temperatures around shotpoint 5900.  However, 
temperatures increase even further at the right-hand edge of the profile.  This figure only 
shows the southwestern portion of line DUN06-02P; Figure 2.36 and Figure 2.37 show 
the SST, NST, and seismic image for the entire line.  The SST image is from the day after 
seismic acquisition, but the trend of the SST and NST is the same.  While there may be 
slightly higher surface temperatures locally over the reflective feature, the temperatures 
are much higher on the northeastern half of the line.  These higher temperatures are not 
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associated with a distinct reflective feature in the seismic image; instead, more continuous 
moderate reflectivity is present. 
 
 
Figure 2.35: Satellite sea-surface temperatures (SST) and near-surface temperatures from seismic 
direct arrivals (NST) for the southwestern end of line DUN06-02P (top), and corresponding 
seismic image (bottom).  The SST transect was extracted from the image in Figure 2.36. 
2.5  Additional data, part 1: SST and seismic near-surface temperature analysis 103 
 
 
Figure 2.36: (Left) Satellite sea-surface temperature image from March 1, 2006, the day after 
seismic line DUN06-02P was acquired.  (Right) Expanded view of the area outlined by the black 
box.  The full extracted SST transect is shown in Figure 2.37. 
 
  
Figure 2.37: Satellite sea-surface temperatures (SST) and near-surface temperatures from seismic 
direct arrivals (NST) for the entire line DUN06-02P (top), and corresponding seismic image 
(bottom). 
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The overall temperature profile along line DUN06-02P suggests that the link 
between strong reflective lenses in the seismic data and warm surface temperatures is 
somewhat tenuous.  Some of the features may indeed be eddies containing warm 
Subtropical Water, but some may represent mixing or interfacing of another kind.  While 
this does not help with the conclusive oceanographic interpretation of these features, it 
does show the value of the NST analysis in differentiating features that look similar in 
the seismic images; without the surface temperatures, the feature in line DUN06-02P 
would have been assumed to be a warm core eddy, when it instead appears to be related 
to anomalously cool water.  One explanation for the discrepancy in these observations is 
that, as mentioned previously, the offshore seismic images contain a strong, continuous, 
shallow reflection.  This may indicate the presence of a surface layer with vastly different 
properties than the underlying water masses, which could prevent the subsurface features 
from having a clear surface expression. 
As with most legacy seismic data, interpretation of the interesting reflective features 
in the seismic images without the benefit of oceanographic data is very difficult.  By 
incorporating near-surface temperatures extracted from the seismic data and satellite sea-
surface temperatures where available, some initial observations were possible, especially 
with respect to the Subtropical Front.  However, due to the subsurface nature of most of 
the reflective features in the seismic images, further information is required to understand 
their origin; this is explored in the next section. 
2.6  Additional data, part 2: CTDs and seismic facies analysis 
The previous section showed how sea-surface temperatures were useful in helping 
to interpret oceanographic features in the seismic images.  However, the method is limited 
to features that have an expression at the sea surface.  Many of the reflectivity patterns in 
the seismic images are deeper in the water column, so having oceanographic information 
in the subsurface is required to help with the interpretation of those features.  
Conductivity-temperature-depth profiles (CTDs) are an oceanographic data type that can 
be used to understand water column properties with depth, as they provide a vertical series 
of temperature and salinity measurements at a given location.  Importantly, a CTD can be 
used to compute a synthetic seismogram, which gives the predicted seismic response for 
a water column with those properties, allowing for direct comparison to the recorded 
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seismic data.  Ideally CTDs are contemporaneous and spatially coincident with seismic 
acquisition so that the synthetic seismograms and recorded seismic data match exactly in 
time and space.  However, in the case of legacy seismic data, coincident CTDs are rarely 
available.  Despite this, regional CTD data from times that do not correspond to seismic 
acquisition can still be used.  These “legacy” CTDs are not expected to produce synthetics 
that match the recorded seismic data exactly, but overall patterns should still emerge 
because of the characteristic temperature and salinity distributions of water masses in the 
region.  Though most dedicated seismic oceanography studies have coincident CTD data, 
there is a precedent for using regional or legacy CTDs, as discussed in Section 1.4.  
Examples include Biescas (2008) using existing CTDs over meddies to understand the 
reflective character in seismic images, and Quentel et al. (2011) using synthetic 
reflectivity profiles to identify the different seismic expression of meddies, cyclones, and 
undercurrents. 
The overall approach used here was to identify different seismic facies, or zones 
with distinct seismic character, and then use the CTD data to deduce the oceanographic 
properties of each zone.  Water masses in the region were identified using the CTD data 
by means of temperature-salinity cross-plots.  Synthetic seismograms computed from the 
CTDs were then used to identify the seismic character of each water mass.  Similar 
common reflectivity patterns emerge from the CTD synthetics as they do in the seismic 
images, which allows for the same zones to be identified and a connection between a 
given seismic facies and a particular water mass to be made.  “Seismic facies” is a term 
borrowed from similar analyses in conventional seismic interpretation methods where 
different rock types have characteristic property groupings in cross-plot space and can 
therefore be identified in both well logs and seismic data. 
2.6.1  Identification of seismic facies 
Examination of the processed seismic lines in Section 2.4 showed common patterns 
to the reflectivity.  The following zones could be identified: 
Facies 1: Non- to weakly reflective region.  Occurs within 15 km of the shelf break, 
inshore of Facies 2, at depths typically less than 300 m (~0.4 s). 
106 Chapter 2: Legacy seismic data 
 
Facies 2: Strongly reflective region.  Wedge-shaped zone, tapering offshore.  
Occurs near the shelf break, at depths typically less than 500 m (~0.67 s).  Extends up to 
100 km from the shelf break.  Contains strong, negative-polarity reflections. 
Facies 3: Non-reflective region.  Occurs below and seaward of Facies 2 at depths 
typically <750 m (~1 s).  Also found in localized lenses further offshore within Facies 4. 
Facies 4: Moderately reflective region.  Occurs below and seaward of Facies 3 at 
depths less than 1150 m (~1.53 s). 
Facies 5: Non- to weakly reflective region in the deepest part of the water column.  
Occurs at depths typically greater than 650 m (~0.87 s).  Overlain by Facies 4. 
Facies 6: Strong, continuous, negative-polarity reflection (or set of two reflections) 
at depths of 50–150 m (~0.07–0.2 s).  Underlain by Facies 4. 
Figure 2.38 and Figure 2.39 show seismic lines with the six different zones 
identified.  Note that the large offshore reflective features previously identified as 
possible eddies were not picked as a unique seismic facies; instead they were included in 
Facies 4.  This is because they are mostly distinguishable by their shape, instead of being 
vastly different in reflective character from the rest of Facies 4; there are other moderate 
to strong reflections present in Facies 4 that do not appear to be part of these eddy-like 
features.  The offshore blank lenses, however, were picked as part of Facies 3 as their 
seismic character is sufficiently different than the surrounding Facies 4 to be identified. 
Boundaries between the different seismic facies in all lines were picked as horizons 
in the software package IHS Markit Kingdom, allowing them to be mapped throughout 
the study area, as shown in Figure 2.40.  The base of each zone is shown, except for Facies 
5 where the top is shown; since Facies 5 is the deepest layer in the water column, its base 
is the seafloor.  Facies 1 is not widely distributed, present near the shelf break in only a 
few lines.  The base of the reflective wedge (Facies 2) is seen to shallow away from shore, 
and its seaward extent meanders towards and away from shore.  The base of the blank 
zone (Facies 3) also shallows further offshore, and the presence of picks further seaward 
shows a distribution of offshore blank lenses.  The top of the deep layer (Facies 5) also 
shallows in deeper water.  Since Facies 4 typically overlies Facies 5, the base of Facies 
and the top of Facies 5 are often the same.  Facies 4 is present in all lines except those 
2.6  Additional data, part 2: CTDs and seismic facies analysis 107 
 
limited to shallow water.  Facies 6 is widely distributed in the offshore region; its inshore 
limit corresponds to the seaward limit of Facies 2. 
 
 
Figure 2.38: Shore-perpendicular lines OMV08-42 (top) and OMV08-45 (bottom) with Facies 
1–6 identified. 
 
Figure 2.39: Shore-parallel line DUN06-22P (left) shows Facies 2 overlying Facies 3 and 4.  In 
deeper water, shore-parallel line DUN06-17P (right) shows Facies 6 overlying Facies 4 and 5. 





Figure 2.40: Interpreted boundaries of seismic facies: base of Facies 1 (top left), base of Facies 
2 (top right), base of Facies 3 (middle left), base of Facies 4 (middle right), top of Facies 5 (bottom 
left), and base of Facies 6 (bottom right). 
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2.6.2  Synthetic seismograms from CTD data 
In order to understand the different facies identified in the seismic images, 46 CTDs 
acquired by the National Institute for Water and Atmospheric Research (NIWA) between 
1993 and 2000 were analysed.  Figure 2.41 shows a map of the CTDs.  The data were 
from the Inflow 1, Inflow 2, SAA1, SAA2, SAA3, and Box cruises, provided in final 
processed form as temperature and salinity values at 2 dbar pressure increments.  In order 
to compute synthetic seismograms, the data were imported into MATLAB.  The GSW 
Oceanographic toolbox (see McDougall & Barker, 2011) was used to perform 
oceanographic calculations, such as converting pressure to depth (function 
gsw_z_from_p) and temperature to potential temperature (function gsw_pt_from_t), as 
well as calculating sound speed and density (functions gsw_sound_speed and gsw_rho).  
The CREWES toolbox (see Margrave & Lamoureux, 2019) was used to compute the 
synthetic seismograms from the sound speed and density profiles and to convert depth to 
seismic two-way traveltime (function theosimple). 
 
Figure 2.41: Map of the legacy CTDs used in the analysis of seismic facies.  Seismic line 
locations are also shown for reference. 
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As outlined in Subsection 1.3.5, a synthetic seismogram is a simulation of what a 
seismic trace would look like if recorded over a given “earth model” with layers of 
specified sound speed and density.  It allows for reflections seen in the seismic data to be 
tied to their corresponding layer boundaries or property contrasts.  Starting with a depth 
series of sound speed and density values, each sample is considered to represent a 
constant-property layer with a thickness equal to the sample interval.  The acoustic 
impedance is then calculated for each layer as the product of sound speed and density, 
and the reflection coefficient is calculated at the boundary between each layer.  The 
reflection coefficient at a layer boundary is equal to the difference between the 
impedances of the two layers, divided by the sum of the two impedances.  Using the sound 
speed of each layer and the layer thicknesses, the depth series is converted into a time 
series, where time is the seismic two-way traveltime (the time axis on a seismic image).  
The reflectivity (time series of reflection coefficients) is then convolved with a source 
wavelet to produce the synthetic seismogram.  The convolution has the effect of filtering 
the reflectivity to the bandwidth of the source.  The source wavelet is chosen to mimic 
that of the recorded seismic data being compared to the synthetic seismogram.  In this 
case, a Ricker wavelet with a dominant frequency of 60 Hz was used, created using the 
function ricker.  This wavelet is somewhat higher frequency than the dominant frequency 
of reflections observed in the seismic images but is still representative of legacy seismic 
data; an exact match is not critical in this case as the goal is not to tie individual reflections 
in the recorded and synthetic seismic traces, rather to look at overall patterns. 
Figure 2.42 shows the steps involved in computing the synthetic seismogram from 
a CTD.  In general, high amplitudes in the synthetic seismogram occur where there are 
rapid changes in temperature and salinity with depth.  Regions of low amplitudes occur 
where properties are either constant or changing very gradually with depth.  This 
seismogram shows a region of strong reflections in the shallow portion, underlain by a 
weakly reflective region, and a few moderate reflections near the bottom.  The shallow 
region of high reflectivity corresponds to where temperatures drop from around 10 to 
7.5°C, and salinities decrease from 34.6 to 34.45.  The weakly reflective region is where 
temperature and salinity decrease gradually, from 7.5 to 6.5°C and 34.45 to 34.35, 
respectively.   At the bottom of the profile, the moderate reflections occur where the 
temperature drops to 6°C and the salinity to 34.3.  This process of identifying regions 
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with different reflective character and finding their corresponding oceanographic 
properties was performed on all CTDs, as illustrated next. 
 
 
Figure 2.42: Calculation of a synthetic seismogram from a CTD.  Top, left to right: Temperature 
(blue) and salinity (red) measured in depth are converted to sound speed (black) and density 
(pink).  Acoustic impedance (green) is computed as the product of sound speed and density.  
Bottom, left to right: Acoustic impedance (green) is plotted again, as a function of time instead 
of depth.  Reflection coefficients (red) are computed from impedance gradients.  A seismic 
wavelet (blue) is then convolved with the reflection coefficients, producing the seismogram 
(black). 
112 Chapter 2: Legacy seismic data 
 
2.6.3  Water mass identifications 
All of the CTDs were acquired as part of various transects; examining them in the 
context of those transects was useful to help understand the spatial distribution of the 
different water masses and corresponding reflective zones.  One such transect, consisting 
of seven CTDs from the Inflow 2 cruise, is shown in Figure 2.43 and Figure 2.44.  The 
map in Figure 2.43 shows the CTD locations on a monthly composite satellite SST image 
from the time of their acquisition (May 1994), showing that the STF intersects the CTD 
transect near station 3.  Figure 2.44 shows contoured sections of temperature and salinity 
along the transect, overlain by the calculated synthetic seismograms. 
 
Figure 2.43: Locations of seven CTDs from NIWA’s Inflow 2 cruise, overlain on satellite sea-
surface temperature data from May 1994. 




Figure 2.44: Temperature (top) and salinity (bottom) for the seven CTDs shown in Figure 2.43.  
Coloured bars represent the measured CTD values; grey contours represent the spatial distribution 
of the properties between CTDs.  Synthetic seismograms for each CTD are overlain as black 
traces. 
Consistent with the SST image, the first two CTDs show warm temperatures near 
the surface, and the strong temperature gradients at the surface between stations 2 and 3 
indicate the surface location of the STF.  Further offshore, the near-surface temperatures 
are lowest at station 4 and increase again slightly in stations 5–7; this is a pattern that was 
commonly observed in the SST images in Section 2.5.  Beneath the surface, shoreward-
dipping contours of temperature and salinity in stations 3 and 4 indicate the location of 
the STF in the subsurface, and the corresponding Southland Current.  In stations 5–7, 
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temperature decreases gradually with depth, while salinity increases in the bottom part of 
the profiles. 
The synthetic seismograms in this shore-perpendicular transect show the same 
reflectivity patterns that were identified as seismic facies in the shore-perpendicular 
legacy seismic images.  The offshore stations 5–7 show a strong, shallow reflection and 
a deep weakly reflective zone, with moderate reflectivity in between.  The strong, shallow 
reflection corresponds to the thermocline separating a suface mixed layer from the 
subsurface waters.  Nearshore stations 1 and 2 have synthetic seismograms that are 
weakly reflective.  Stations 3 and 4 show a shallow region of moderate to strong 
reflections overlying a weak to non-reflective zone, with moderate reflectivity at the 
bottom of the synthetics.  Figure 2.45 shows the transect again, this time separated into 
the different seismic facies that were identified.  The same six seismic facies as before 
are used, with the addition of Facies 0, which was not identified before because it occurs 
only in water depths too shallow to be seen in the seismic images.  Though Facies 0 and 
1 have similar reflective character, their oceanographic properties are distinct, as shown 
in Figure 2.46,with Facies 0 having low salinities and Facies 1 having high salinities. 
 
Figure 2.45: Transect of seven CTDs with synthetic seismograms divided into Facies 0–6. 
By examining the temperature and salinity characteristics of the different seismic 
facies, their oceanographic significance can be understood.  Temperature-salinity cross-
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plots are useful in this process, helping to identify the different water masses that are 
present.  Potential temperature relative to 0 m, rather than in-situ temperature, is used for 
this analysis, as it accounts for the effect of pressure on temperature caused by the 
compressibility of water and therefore better characterises the different water masses.  
Figure 2.46 shows where the seismic facies identified in the transect in Figure 2.45 plot 
in temperature-salinity space.  Also shown is a T-S plot of all 46 CTDs with labels 
indicating the known water masses in the region, introduced in Section 1.6 and discussed 
further below.  These water mass identifications are based particularly on Jillett (1969), 
Shaw and Vennell (2001), Smith et al. (2013), and Chiswell et al. (2015). 
  
Figure 2.46: Temperature-salinity cross-plots.  Left: seven-CTD transect, divided into seismic 
facies.  Right: all CTDs, with water masses identified.  NW: Neritic Water.  STW: Subtropical 
Water.  SC: Southland Current Water.  SASW: Subantarctic Surface Water.  SAW: Subantarctic 
Water.  SAMW: Subantarctic Mode Water.  AAIW: Antarctic Intermediate Water.  UCDW: 
Upper Circumpolar Deep Water.  Potential density contours are shown in red. 
Similar facies categorisations were made for all of the CTD transects.  As shown in 
Figure 2.46, it is clear that the seismic facies, representing zones with different reflective 
character, separate into different regions of temperature-salinity space, allowing them to 
be identified as different water masses.  The cross-plot analysis results in the following 
intepretation of the seismic facies: 
Facies 0: Neritic Water.  High temperatures and low salinities.  Found on the 
continental shelf. 
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Facies 1: Subtropical Water.  High temperatures and salinities.  Found on the shelf 
and near the shelf break. 
Facies 2: Southland Current Water, a mixture of Subtropical Water and Subantarctic 
Water.  Represents the subsurface Subtropical Front/Southland Current core.  Found near 
the shelf break. 
Facies 3: Subantarctic Mode Water, a homogeneous type of Subantarctic water.  
Near-constant temperature and salinity. 
Facies 4: Subantarctic Water.  Variable temperatures and salinities. 
Facies 5: Antarctic Intermediate Water.  Found in deep water.  Characterized by a 
salinity minimum.  The upper part of AAIW may be included in Facies 4; similarly, Facies 
5 includes transitional waters between lower AAIW and UCDW. 
Facies 6: Subantarctic Surface Water.  Warmed Subantarctic Water found offshore 
near the sea surface above a strong thermocline, with moderate temperatures and low 
salinities. 
Another factor included in these interpretations was the spatial distribution of the 
facies.  Figure 2.47 shows maps of the CTD locations where each of Facies 1–6 were 
identified.  The distributions match those seen in the seismic images in Figure 2.40, 
confirming the oceanographic interpretation of each of the seismic facies.  Facies 1, STW, 
is found only inshore.  Facies 6, SASW, is found only offshore.  Facies 5, AAIW, is found 
in deep water.  Facies 3 is mostly located near Facies 2, but with some occurrences further 
offshore; this is similar to the distribution seen in the seismic data, where isolated blank 
lenses were observed offshore, in addition to the non-reflective areas adjacent to Facies 
2.  Of particular interest are a couple of occurrences of Facies 2 far from shore, away from 
the typical distribution of Facies 2 near the shelf break.  These samples may be related to 
the large, reflective eddy-like features examined in previous sections.  While these 
features were not identified in the seismic data as distinct from Facies 4 in terms of their 
reflectivity, in the oceanographic data they are clearly differentiated due to their higher 
temperature and salinity values.  This is discussed further in the next section, where 
overall interpretations of the seismic images are made. 





Figure 2.47: Locations of CTDs where Facies 1–6 were identified in synthetic seismograms. 
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2.7  Seismic interpretations 
2.7.1  Overall interpretations 
By combining the results from incorporating near-surface temperatures and seismic 
facies, overall seismic interpretations can be made.  Figure 2.48–Figure 2.50 show 
interpreted versions of the previously displayed lines CB82-94, DUN06-23P, and 
OMV08-81.  Oceanographic features are labelled based on the findings from the previous 
two sections.  Lines are drawn to give an indication of boundaries between water masses, 
though in reality the transition between water masses would be gradational. 
The surface expression of the Subtropical Front is shown, as determined by satellite 
SST and seismic-derived near-surface temperatures.  It appears near the shelf break in 
most lines.  Occasionally it is located seaward of the shelf break, associated with a dipping 
reflection in the seismic image.  The reflection has a negative polarity, supporting the 
interpretation as an interface separating warmer Subtropical Water above and inshore of 
cooler Subantarctic Water located below and further seaward.  The STW appears as a 
low-reflectivity region if present.  On the shelf, both Neritic Water and Subtropical Water 
should be present, but the seismic data do not image these shallow depths. 
The reflective region just offshore of the surface location of the STF is interpreted 
as the subsurface expression of the STF, representing Southland Current Water.  This is 
a region of high temperature gradients, containing a mixture of Subtropical and 
Subantarctic Waters.  The interfacing between these two water types explains the many 
strong reflections present in this zone.  The near-surface temperatures overlying the 
region are low, and in some of the SST images the low-temperature region appears as a 
“tongue” of cool water running up the coast, seeming to reflect the presence of the 
Southland Current flowing northeast (e.g. Heath, 1972; Shaw & Vennell, 2000; Hopkins 
et al., 2010).  Slightly higher surface temperatures are found further offshore where the 
current core is not present.  The shoreward dip of individual reflections in the zone as 
well as the base of the wedge-shaped region is consistent with the orientation of isotherms 
expected for a current flowing in a northeast direction. 
Subantarctic water is present seaward of the Subtropical Front.  A type of 
homogeneous SAW that is non-reflective in the seismic images is found near the 
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reflective Southland Current region.  This is interpreted to be Subantarctic Mode Water 
due to its vertical homogeneity, as demonstrated by minimal property gradients, 
particularly with respect to temperature (e.g. McCartney, 1977; 1982).  Its association 
with the SC zone may indicate that it is also carried with the current.  This SAMW is 
distinct from other SAW present further offshore which has more variable temperatures 
and salinities and appears more reflective in the seismic images.  Overlying the offshore 
SAW is a surface mixed layer.  A strong thermocline separating the layer of warmer 
Subantarctic Surface Water from the underlying subsurface SAW is consistent with the 
observed strong, negative-polarity reflection near the surface in the seismic images.  
Reflections mid-water column offshore indicate the transition between Subantarctic 
Water and the underlying Antarctic Intermediate Water.  Deep AAIW is nonreflective in 
the seismic images as it has very low temperature and salinity gradients. 
The offshore SAW also contains some non-reflective SAMW lenses (outlined with 
dashed lines in Figure 2.49 and Figure 2.50) as well as larger high-reflectivity features 
that visually resemble eddies.  The interpretation of these features is discussed in the next 
subsection. 
 
Figure 2.48: Interpreted seismic line CB82-94. 
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Figure 2.49: Interpreted seismic line DUN06-23P. 
 
Figure 2.50: Interpreted seismic line OMV08-81. 
2.7.2  Interpretations of eddy-like features 
Non-reflective lenses located offshore in the seismic images are interpreted to 
contain Subantarctic Mode Water based on the CTD data examined in Section 2.6.  The 
distribution of Facies 3 in Figure 2.47 showed occurrences of the SAMW water mass in 
the offshore region.  The CTD data cannot show that these occurrences are in lens-shaped 
bodies, but that is how they appear in the seismic images.  Smillie (2013) and Gorman et 
al. (2018) interpret the lenses observed in lines DUN06-13P, OMV08-42, and OMV08-
45 as submesoscale eddies based on their shape, size, and comparability to other eddies 
identified in seismic oceanography studies.  The five lenses measured by Smillie (2013) 
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had an average width of 15 km and thickness of 500 m, occurring at depths around 350 m.  
The additional lines examined in this chapter show many more of these lenses.  Some of 
these have been shown in previous figures; Figure 2.51 shows a further example.  Twenty-
one measured occurrences in the seismic images gave an average width of 10 km and 
thickness of 250 m, with an average depth of 300 m for the middle of the lens.  They were 
observed at distances of approximately 75 to 250 km from the coast. 
 
Figure 2.51: Additional example of blank lenses in line DUN06-03A.  The lens located near 
shotpoint 3100 is 8 km wide, 250 m deep, and centred at a depth of 360 m.  Two smaller lenses 
are also present near shotpoints 4450 and 4800. 
The observations from this chapter are still consistent with the interpretation of 
these lenses as submesoscale eddies but raise the possibility of a core of SAMW as 
opposed to a core of warm STW as in other eddies associated with the Subtropical Front.  
The relatively small size of these lenses and their location at depth typically beneath a 
strong mixed-layer reflection mean that a signature is not obvious in the satellite SST and 
near-surface temperatures, which would help differentiate between warm-core and cold-
core eddies. 
Some of the blank lenses appear as part of larger reflective features, which may 
represent larger scale mixing of SAMW with the surrounding more variable SAW.  The 
most seaward of the seismic lines are located in the Bounty Trough, where cyclonic 
circulation and different types of Subantarctic waters, including SAMW, are known to be 
present (e.g. Morris et al., 2001), supporting this interpretation.  The feature observed in 
line DUN06-02P is interpreted as an example of this mixing, where surface temperatures 
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showed a cool water tendril intersecting the line near a large, moderately reflective feature 
containing several blank lenses (Figure 2.35–Figure 2.37). 
The other eddy-like features identified in the seismic images are the larger regions 
of high reflectivity found offshore in the upper half of the water column.  Figure 2.52 
shows an additional example of one of these features.  In total, seven of these features 
were identified, with an average width of 50 km and extending from just beneath the 
surface mixed-layer reflections to a depth of between 350 and 800 m.  They were found 
between 150 and 250 km from the coast.  The high amplitudes of the reflections indicate 
large property contrasts, suggesting mixing or interfacing of distinctly different water 
types.  The satellite SST and seismic-derived NST show high temperatures associated 
with these features in most cases.  These observations suggest an interpretation of these 
features as warm-core eddies, containing Subtropical Water or a mixture of STW and 




Figure 2.52: Additional example of an offshore reflective feature in line DUN06-14A, associated 
with a local increase in near-surface temperatures. 
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The facies analysis in Section 2.6 also provided evidence supporting the 
interpretation of the large, reflective features as warm-core eddies.  In Figure 2.47, the 
CTD data showed two offshore occurrences of Facies 2, the STW/SAW mixture that 
produces high reflectivity in the synthetic seismograms.  The transect featuring the first 
of the two occurrences is shown in Figure 2.53 and Figure 2.54.  The temperature-salinity 
cross-plot shows that Facies 2 is present in stations 3–5 as expected, just seaward of the 
surface position of the STF near station 3 in the satellite SST image.  However, Facies 2 
is also present in the furthest offshore station 7, but is absent at station 6, indicating that 
this may be a separate occurrence.  There is also a local high in satellite SST at the 
seaward end of the line near station 7, suggesting a possible eddy interpretation for the 
Facies 2 present in station 7.  The temperature and salinity sections in Figure 2.54 confirm 
the presence of warm, salty water at depths between 100 and 250 m in the furthest 
offshore CTD, which results in a high reflectivity signature in the synthetic seismogram.  
This is absent in the adjacent CTD from station 6. 
 
Figure 2.53: (Left) Locations of seven CTDs from NIWA’s Inflow 2 cruise, overlain on satellite 
sea-surface temperature data from May 1994.  (Right) Temperature-salinity cross-plot for the 
CTDs. 




Figure 2.54: Temperature (top) and salinity (bottom) for the seven CTDs shown in Figure 2.53.  
Coloured bars represent the measured values along each CTD; grey contours represent the spatial 
distribution of the properties between CTDs.  Synthetic seismograms for each CTD are overlain 
as black traces. 
The second transect where an offshore occurrence of Facies 2 was identified is 
shown in Figure 2.55 and Figure 2.56.  In this case the satellite SST shows uniformly cool 
temperatures over the offshore portion of the transect, as opposed to the previous example 
where an offshore high in SST was seen.  Despite no warm offshore surface temperatures, 
the temperature-salinity cross-plot suggests that Facies 2 is present in all stations seaward 
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of the STF, including the most seaward station 6.  The temperature and salinity sections 
show the presence of warm, salty, highly reflective water in the subsurface, masked by a 
deep, cool surface mixed layer.  In station 6 this STW/SAW mix occurs at depths between 
200 and 350 m, with the zone of high reflectivity extending to 600 m, associated with 
underlying temperature gradients.  Because of the gap in the transect between stations 5 
and 6, it is unclear whether this reflective water is in a continuous layer from station 2 to 
station 6 or if its presence in station 6 consists of a separate occurrence like in the previous 
example.  This is a winter transect, so is less likely to be representative of the seismic 
images which were all acquired between November and March, but it still shows how a 
strong mixed layer can cause a disconnect between surface and subsurface temperatures, 
and also shows that relatively warm, salty, highly reflective waters can be present over 
100 km seaward of the surface position of the STF.  Based on these two CTD transects, 
the offshore occurrences of warm, salty water could represent warm-core eddies or 
meanders in the STF, in the first transect associated with high SST and in the second 
masked by a surface layer. 
 
Figure 2.55: (Left) Locations of six CTDs from NIWA’s SAA 3 cruise, overlain on satellite sea-
surface temperature from July 1999.  (Right) Temperature-salinity cross-plot for the CTDs. 




Figure 2.56: Temperature (top) and salinity (bottom) for the six CTDs shown in Figure 2.55.  
Coloured bars represent the measured values along each CTD; grey contours represent the spatial 
distribution of the properties between CTDs.  Synthetic seismograms for each CTD are overlain 
as black traces. 
The legacy seismic images, despite incorporating surface temperatures and regional 
CTD data, are not enough to conclusively interpret either the blank lenses or offshore 
reflective features as eddies, but they suggest that further investigation is warranted with 
dedicated seismic oceanography cruises where coincident seismic and oceanographic 
data are acquired.  Since smaller eddies and features overlain by a strong mixed layer are 
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unlikely to be seen in SST data, and the low spatial resolution of CTD transects makes 
sampling a small eddy with more than one profile unlikely, the value of using seismic 
images as part of investigations into eddies in this region is demonstrated.  The seismic 
images have a high spatial resolution and lines covering hundreds of km, allowing for full 
spatial coverage of a feature and a more complete picture of its regional context. 
2.8  Spatial and temporal variability 
With oceanographic interpretations made on all seismic lines in the study area, the 
spatial and temporal variability of a range of features could be examined.  Spatial 
variability becomes apparent by comparing lines in different parts of a survey where the 
same features are observed.  Embedded in these spatial comparisons is some temporal 
variability, as lines in different parts of a survey are usually also acquired at different 
times.  However, temporal variability can be isolated by comparing lines in the same 
location that were acquired at different times, in particular lines that intersect each other 
and repeat profiles along the same line.  Examples of studies that examine time-lapse 
changes in legacy seismic data, either from adjacent lines or overlapping segments in 
lines containing acquisition gaps, were discussed in Section 1.4; these include Jones et al. 
(2008, 2010), Sheen et al. (2009), and Tang et al. (2013). 
2.8.1  Subtropical Front/Southland Current 
The Subtropical Front and associated Southland Current Water can be identified 
throughout the surveys in lines near the shelf break.  Figure 2.57 shows a comparison of 
the ten shore-perpendicular lines from the DUN06 survey, from the northernmost line at 
the top to the southernmost line at the bottom.  The lines are spaced between 10 and 40 km 
apart and are displayed such that they are lined up approximately based on distance from 
the shelf break.  While the overall pattern in the lines is similar, there is significant 
variability between the images.  Some of the reflective wedge regions are gradually 
tapering (e.g. lines 5 and 23), while others have a blunt offshore end (e.g. lines 10, 12, 
and 13).  The seaward extent of the wedge also changes significantly, by approximately 
25 km between lines 7 and 9 for example, suggesting variation in the width of the front 
or current.  Some of the wedge regions have reflective zones that droop down into the 
underlying blank zone (e.g. lines 6 and 13) or appear to have a double wedge shape (e.g. 
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lines 4 and 7).  These could represent meanders in the current, potentially producing 
eddies that end up as separate reflective bodies such as those observed in the previous 
section.  In CTD transects across the Southland Current, Sutton (2003) found a case where 
the current bifurcated, with a weak flow reversal in the middle; the double-wedge-shaped 
reflective zone may represent such a feature. 
These observations suggest that considerable spatial variability is associated with 
the STF, particularly in the seaward extent of Southland Current Water.  However, there 
is probably also a temporal contribution to the variability, as the lines in Figure 2.57 were 
acquired at different times, from February 18 (line 3) to March 27 (line 10).  Still, 
significant differences are seen in lines acquired within a day or two of each other, for 
example lines 5 and 6 (March 9), lines 7, 9, and 10 (March 26–28), and lines 12 and 13 
(March 23–24).  A spatial component to the variability is also supported by shore-parallel 
lines that also suggest movement of the reflective wedge in and out of the plane of the 
section (e.g. line DUN06-22P in Figure 2.14).  Most likely, the front and current represent 
a dynamic feature with a combination of both spatial and temporal variability.  Temporal 
variability is further examined below by comparing intersecting lines. 





Figure 2.57: Images of the Subtropical Front/Southland Current Water from shore-perpendicular 
lines from the north (top) to the south (bottom) of the DUN06 survey.  Line numbers are displayed 
at the bottom right of each image.  (Figure continues on next page.) 




Figure 2.57 (continued): Images of the Subtropical Front/Southland Current Water from shore-
perpendicular lines from the north (top) to the south (bottom) of the DUN06 survey.  Line 
numbers are displayed at the bottom right of each image.  (Line 10 from the previous page is 
repeated to provide continuity.) 
The DUN06 survey provides an opportunity to examine lines that intersect each 
other, both lines acquired at similar times and lines acquired at different times.  Seven 
composite lines are examined in this and the next two subsections.  The locations of these 
composites are shown in Figure 2.58.  The composite section 22P–03B–21P shown in 
Figure 2.59 consists of three intersecting lines acquired at similar times, from February 
18–20.  There is good continuity in the three images, with Southland Current reflections, 
blank SAMW, and underlying SAW reflections that are all in similar locations over the 
three-day time period.  Individual reflections do show some discontinuity, suggesting that 
the fine-scale stratification changes over a shorter time scale than the larger water mass 
boundaries.  The biggest discontinuity is in the mixed-layer reflections offshore.  The 
similarity of the three images indicates that there is temporal stability of the 
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oceanographic features over a time scale of a few days; therefore, the significant 
variability seen in parallel lines acquired within a day or two in Figure 2.57 is probably 
spatial rather than temporal in origin. 
 
Figure 2.58: Map showing the locations of composite sections formed from intersecting lines 
examined for temporal variability. 
 
Figure 2.59: Composite section 22P–03B–21P showing temporal continuity in reflections over a 
three-day period. A location map is shown in Figure 2.58. 
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The composite section 22P–10B–21P shown in Figure 2.60 consists of three 
intersecting lines acquired at different times, with lines 22P and 21P acquired between 
February 18–20 and line 10B acquired on March 27.  The 22P–10B intersection is still 
remarkably continuous, despite the time lag, especially in the Southland Current 
reflections.  Discontinuity is present in the underlying SAW reflections, though the 
locations of the SC–SAMW–SAW boundaries are the same.  At the 10B–21P 
intersection, reflections throughout the water column show discontinuity between the two 
images, including SAMW–SAW–AAIW boundaries.  This suggests stability in the 
position of the Southland Current Water in a single location, even on the timescale of 
weeks, while more temporal variability is present further offshore in the SAW.  The SAW 
reflections were seen in CTD data to result from heterogeneities in temperature and 
salinity and are therefore not likely to remain in the same location over a long period of 
time, given large-scale circulation patterns. 
 
Figure 2.60: Composite section 22P–10B–21P showing temporal continuity in the reflective 
wedge over a five-week period.  Some variability is visible in SAW reflections, indicated by 
discontinuous reflections in the red-highlighted part of the line intersections.  A location map is 
shown in Figure 2.58. 
Composite section 22P–07A–21P shown in Figure 2.61 consists of three 
intersecting lines acquired with the same time lag to the previous composite, with lines 
22P and 21P acquired between February 18–20 and line 07A acquired on March 27.  In 
this case, the Southland Current reflections are very discontinuous.  The difference 
between this image and the previous figure may be that the 07A line is one of those 
identified as having a double wedge form, which could represent a meander in the current.  
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These meanders at the seaward edge of the SC may be temporary or variable features, 
leading to a poor match in intersecting lines, while the main body of the SC is more stable, 
creating a good match in intersecting lines despite a time lag. 
 
Figure 2.61: Composite section 22P–07A–21P showing temporal variability in reflections over 
a five-week period, indicated by discontinuous reflections in the red-highlighted part of the line 
intersections.  A location map is shown in Figure 2.58. 
Tracking the interpreted position of the Southland Current Water in all seismic lines 
allows for some overall observations of its spatial variability to be made.  Figure 2.62 
shows a map view of the position of the Subtropical Front from near-surface temperatures 
and the Southland Current Water from the interpreted base of the reflective wedge in the 
seismic data.  As observed previously, the surface position of the STF follows the shelf 
break and the Southland Current Water extends further offshore, representing a difference 
between the surface and subsurface expressions of the front.  The seaward extent of the 
SC meanders from line to line, but there appears to be an overall narrowing of the current 
from south to north.  The broader part of the current in the south, where the reflective 
wedge extends much further offshore, is associated with shallower bathymetry.  In the 
southern part of the study area the STF position is determined only from satellite SST, as 
there are no shore-perpendicular seismic lines from which seismic near-surface 
temperatures could be extracted.  The front is shown to follow the shelf break, a position 
that is consistent with Smith et al. (2013).  While there is some uncertainty in the literature 
regarding the position of the STF in this southern region between the “around-shelf” 
pathway of Smith et al. (2013) and an “across-shelf” pathway in previous studies 
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(discussed in Subsection 1.6.1), neither case has the STF moving further seaward than the 
shelf break.  Since the seaward boundary of the reflective wedge is further offshore in the 
south, this implies that the current is indeed broader in that area and narrows further north.  
The northernmost lines where the reflective wedge is its narrowest are from the 1982 and 
1984 surveys, compared to the newer 2006 and 2008 surveys in the south, so there could 
be a long-term temporal change causing this difference.  However, the narrowing is 
consistent with previous studies suggesting that the Southland Current strengthens as it 
moves northwards (e.g. Chiswell, 1996; Sutton, 2003; Rickard et al., 2005).  The 
overlapping 2006 and 2008 surveys provide an opportunity to examine longer-term 
temporal variability in the observed oceanographic features; this is the subject of 
Subsection 2.8.4.  First, the spatial and short-term temporal variability of offshore features 
is examined, in the next two subsections. 
 
Figure 2.62: Map of the basal boundary of the reflective wedge interpreted in all seismic lines.  
The seaward limit of this boundary represents the subsurface extent of Southland Current Water 
(purple dashed line separating SC from SAW).  Also shown is the surface position of the 
Subtropical Front (black dashed line labelled STF). 
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2.8.2  Subantarctic Water and Antarctic Intermediate Water 
The intersecting lines examined in the previous subsection showed some spatial and 
temporal variability in Subantarctic Water near the offshore boundary of the Southland 
Current Water.  While much of the reflectivity further offshore is moderate compared to 
the highly reflective SC, some spatial continuity of features is still observable.  Figure 
2.63 shows the offshore portion of parallel lines DUN06-05P and -06P, both acquired on 
March 9.  The lines are separated by 10 km but show similarities in the steeply dipping 
reflections in Subantarctic Water adjacent to a non-reflective zone of Subantarctic Mode 
Water.  The underlying Antarctic Intermediate Waters and SAW–AAIW boundary are 
also similar in both lines. 
 
 
Figure 2.63: Offshore portions of adjacent lines DUN06-05P (top) and DUN06-06P (bottom), 
both acquired on March 9. 
Figure 2.64 similarly shows parallel lines DUN06-11P, -12P, and -13P.  Lines 11P 
and 12P are separated by 10 km, and lines 12P and 13P by 20 km.  Line 13P was acquired 
on March 23–24, followed by line 12P on March 24, and line 11P on March 25.  Again, 
there is a strong resemblance between the lines.  In the left half of the images some weakly 
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Figure 2.64: Offshore portions of adjacent lines DUN06-11P (top), DUN06-12P (middle), and 
DUN06-13P (bottom), acquired March 23–25. 
Observations of similar reflective patterns in adjacent lines suggests some spatial 
continuity to features present offshore.  As with the Southland Current Water, temporal 
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variability in the SAW and AAIW can be examined by comparing lines that intersect.  
Figure 2.65 shows the composite section 17P–04B–02P, where lines DUN06-04B and -
02P were acquired at similar times (February 26–27 and February 27–28, respectively), 
and line DUN06-17P was acquired three weeks later (March 22–23).  All three segments 
show good continuity in the SAW reflections and SAW–AAIW boundary.  Some 
individual reflections are different, but the pattern of reflectivity is very similar, even with 
the time delay and the presence of a large SAMW lens in line 17P.  The stability of these 
SAW reflections compared to the more variable SAW and SAMW observed near the 
Southland Current Water suggests that features are more dynamic closer to the current 
core, while features are more stable further offshore. 
 
Figure 2.65: Composite section 17P–04B–02P showing temporal continuity in reflections over a 
3-week period.  A location map is shown in Figure 2.58. 
Since the SAW–AAIW boundary seems temporally stable, tracking its position 
through all interpreted lines should give a reasonable indication of its overall spatial 
distribution.  As mapped in Figure 2.66, the boundary is shallower offshore and deepens 
towards the shelf break.  This is probably related to the overall circulation pattern, as it 
mirrors the dipping base of the reflective wedge produced by the tilted isotherms of the 
Southland Current Water. 
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Figure 2.66: Map of the boundary between Subantarctic Water and Antarctic Intermediate Water 
interpreted in all seismic lines. 
2.8.3  Eddies 
The previous subsection showed that the reflective features found in the offshore 
regions of the study area generally show spatial and temporal continuity.  However, the 
offshore regions also contain anomalous high-reflectivity features previously interpreted 
as eddies.  The spatial and temporal variability of these features is of particular interest, 
and intersecting lines again allows for this to be examined. 
Figure 2.67 shows three intersecting lines in the location of the feature identified in 
line DUN06-02P (Figure 2.37) related to mixing of SAW and SAMW.  Lines DUN06-
23P and -02P were acquired within a 3-day period from February 27 to March 1 and show 
continuity in their reflective pattern, though not many strong reflections are present at the 
intersection.  Line DUN06-13P was acquired March 23–24, and with this time delay the 
intersection with line 2P shows marked discontinuity, suggesting that the feature in line 
2P is much more dynamic than the typical offshore SAW reflections. 
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Figure 2.67: Composite section 23P–02P–13P showing temporal variability in reflections over a 
25-day period, indicated by discontinuous reflections in the red-highlighted part of the line 
intersection.  A location map is shown in Figure 2.58. 
The highly reflective offshore features interpreted as possible warm-core eddies are 
found in four lines, two shore-parallel and two-shore perpendicular, acquired over an 8-
day period.  Figure 2.68 shows three intersecting line segments.  Lines DUN06-15P and 
-07P show good continuity in the middle of the high-reflectivity region, despite a time 
lag of 6 days.  The continuity suggests that the two lines could be imaging the same eddy, 
and that the eddy is stable over that time interval.  There is more variability at the 
intersection between lines DUN06-07P and -14B, even though the two lines were 
acquired during an overlapping time period.  This may indicate that the edges of the eddy 
are more temporally variable than the centre of the eddy; this is similar to the observations 
of the Southland Current made in Subsection 2.8.1. 
140 Chapter 2: Legacy seismic data 
 
 
Figure 2.68: Composite section 15P–07P–14B showing overall temporal continuity in reflections 
over a 7-day period.  A location map is shown in Figure 2.58. 
Figure 2.69 shows another view of the feature.  All three line segments show good 
continuity in the strong reflections in the upper half of the water column, with a time lag 
of 1–2 days at the intersections.  This continuity is again evidence that despite the 
dynamic nature of the eddy features, shown by their overall variability in the seismic 
images, there is also stability in the reflectivity over a time period of at least several days. 
 
Figure 2.69: Composite section 15P–10P–14B/A showing overall temporal continuity in 
reflections over a 6-day period.  A location map is shown in Figure 2.58. 
2.8.4  Seasonal variability 
Lines from the overlapping DUN06 and OMV08 surveys allow for an examination 
of longer-term temporal variability, including variability over different seasons.  Four sets 
of overlapping segments, closely spaced adjacent lines, or intersecting near-parallel lines 
are compared below, with lines acquired between November (late spring) and March 
2.8  Spatial and temporal variability 141 
 
(early autumn).  Figure 2.70 shows a map of locations of the four sets of lines.  They are 
(1) OMV08-42, OMV08-45, and DUN06-13P, (2) DUN06-23P and OMV08-81, (3) 
OMV08-17 and DUN06-03A/P, and (4) OMV08-97-1/2/3/4 and DUN06-22P/B/A. 
 
Figure 2.70: Map showing locations of four sets of lines (1-red, 2-yellow, 3-green, 4-blue) 
examined for long-term and seasonal variability in subsequent figures. 
The first set of lines was previously examined by Smillie (2013) and Gorman et al. 
(2018).  Line OMV08-42 was acquired December 25–26, 2007, OMV08-45 was acquired 
January 17–18, 2008, and DUN06-13P was acquired March 23–24, 2006.  The three lines 
are near parallel and separated by 3 and 2 km, respectively.  Figure 2.71 shows the three 
seismic images.  The three lines appear to show the reflective wedge moving further 
offshore from December to March.  Smillie attributed this to the front being wider and 
further offshore in autumn compared to summer, citing the SST study of Hopkins et al. 
(2010).  The January OMV08-45 image also shows blank STW near the shelf break that 
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is not observed in the December OMV08-42 image, which may be related to the seaward 
movement of the front.  Unfortunately, the March DUN06-13P image does not run close 
enough to the shelf break to confirm this trend.  Most other occurrences of STW 
previously identified in Subsection 2.6.1 are from lines acquired in February, so its 
presence off the shelf break may indeed be a summer to early autumn phenomenon.  The 
December OMV08-42 line also displays a much weaker mixed-layer reflection compared 
to the January and March lines, which may represent the strengthening of the mixed layer 




Figure 2.71: Closely spaced parallel lines OMV08-42 (top) from December 2007, OMV08-45 
(middle) from January 2008, and DUN06-13P (bottom) from March 2006. 
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The second set of lines consists of DUN06-23P, acquired from February 28–March 
1, 2006, and the near-parallel intersecting line OMV08-81, acquired March 20–21, 2008.  
Figure 2.72 shows the two seismic images.  The strong reflective wedge associated with 
the STF is similar in both images, as are the strong offshore mixed-layer reflections.  The 
similarity in the two lines that are from different years but approximately the same time 
of year suggests that the previous differences observed between the 2007–08 summer and 
the 2006 early autumn are indeed seasonal differences as opposed to interannual 
differences.  The OMV08-81 line shows some offshore high reflectivity that may indicate 
the presence of an eddy feature which is not found in the DUN06-23P line. 
 
 
Figure 2.72: Intersecting lines DUN06-23P (top) from March 2006 and OMV08-81 (bottom) 
from March 2008. 
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The third set of lines includes OMV08-17, acquired November 11, 2007, and 
DUN06-03A/P, acquired February 17–18, 2006.  The lines are parallel and separated by 
2 km.  Figure 2.73 shows the two seismic images.  The major difference between the lines 
is that the November OMV08-17 image is only weakly reflective in the upper portion of 
the water column with a weak, variable mixed-layer reflection, while the February 
DUN06-03 image displays a more typical strong, continuous mixed-layer reflection and 
moderate reflectivity in the upper half of the water column.  This difference in the mixed 
layer is similar to that observed in set 1 between the December line and the January and 
March lines, indicating the strengthening of the mixed layer from spring to summer. 
  
 
Figure 2.73: Closely spaced parallel lines OMV08-17 (top) from November 2007 and DUN06-
03A/P (bottom) from February 2006. 
The last set of lines consists of the shore-parallel lines DUN06-22P/B/A and 
OMV08-97-1/2/3/4.  These are examined in two parts, one in the north and one in the 
south.  In the north, OMV08-97-1, acquired November 24, 2007, OMV08-97-3, acquired 
December 5, 2007, and DUN06-22P, acquired February 18–19, 2006, are compared 
(Figure 2.74).  In the south, OMV08-97-2, acquired November 29, 2007, DUN06-22B/A, 
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acquired February 19, 2006, and OMV08-97-4, acquired March 9–10, 2008, are 
compared (Figure 2.75).  Both figures show that the reflective wedge is further inshore 
and therefore not intersected by the lines in late November and December, compared to 
the lines in February and March, where the strong, shallow reflections are visible.  This 




Figure 2.74: Near-parallel lines OMV08-97-3/1 (top) from November–December 2007 and 
DUN06-22P (bottom) from February 2006. 
In Figure 2.75, the March 2008 OMV08-97-4 line is much more similar to the 
February 2006 DUN06-22B/A line than it is to the November 2007 OMV08-97-2 line 
from the same survey.  As observed in the comparison from set 2, this is an indication 
that the differences between the November/December and February/March images are 
seasonal as opposed to representing annual changes between the years 2006 and 2008. 





Figure 2.75: Near-parallel lines OMV08-97-2 (top) from November 2007, DUN06-22B/A 
(middle) from February 2006, and OMV08-97-4 (bottom) from March 2008. 
2.9  Discussion 
2.9.1  Legacy seismic processing 
The seismic images displayed in this chapter were created using a processing flow 
designed to be simple and easily applied to many lines.  As a result, though suitable for 
this study, there are some differences between this flow and those used in other studies.  
A particular comparison can be made between the chosen flow and that used by Smillie 
(2013), as three of the same lines were processed.  The three major aspects of the flow 
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that differ are the geometry applied to the traces, the stacking velocities used for normal 
moveout, and the inclusion of migration; these are discussed below. 
The first aspect of the processing flow that differs is the geometry applied to the 
traces.  Either the nominal geometry, whereby the streamer is assumed to be straight 
behind the boat and the shot and receiver spacings are constant, or the measured 
geometry, whereby individual coordinates for each shot and receiver are determined 
during acquisition, can be used.  In this study, the nominal geometry was used.  For 
straight, 2D marine seismic lines in the absence of strong streamer feathering (where 
currents push the streamer offline creating an oblique angle of the streamer with respect 
to the seismic line), the nominal geometry is very similar to the measured geometry.  The 
additional precision of the measured geometry is important for detailed velocity-picking 
analysis and exact positioning of features, neither of which applied to this part of the 
study.  In addition, older seismic lines do not have measured geometry data due to the 
absence of modern positioning technology, so for consistency the choice was made to use 
the nominal geometry for all lines in this study.  As discussed previously, a small static 
time shift was applied to the newer seismic datasets, necessary to account for non-
hyperbolic moveout in the reflections.  Uncertainty in the geometry was a factor that could 
account for this non-hyperbolic moveout.  However, tests showed that using the measured 
geometry was not sufficient to solve the issue. 
The second aspect of the processing flow that requires discussion is the choice of 
velocities used for normal moveout.  Many studies, including that of Smillie (2013) use 
hand-picked stacking velocities, whereas a constant velocity was used in this study.  
Hand-picked velocities are shown by Fortin and Holbrook (2009) to produce more clear, 
continuous reflections in the final image compared to a constant velocity.  In addition, 
variable stacking velocities can provide a way to differentiate between layers in seismic 
images and interpret the layers as different rock (or water) types.  However, Jones et al. 
(2008) advocate for constant velocities in order to make the processing more automated 
and argue that many sources for variability in stacking velocities in the water column, 
such as reflector motion, make interpreting the hand-picked velocities meaningless 
anyway.  The potential benefit from using hand-picking velocities is examined further in 
Chapters 4 and 5, but for the legacy data examined in this chapter it was determined that 
using a constant velocity was adequate for imaging and that the additional time required 
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for interactive velocity picking was not justifiable, especially as coincident oceanographic 
data were not available to confirm potential layer interpretations. 
The final aspect of the processing flow to be discussed is the inclusion of migration.  
In this chapter, migration was omitted from the flow, whereas a poststack migration was 
included by Smillie (2013).  Other studies also include poststack migration (e.g. Buffett 
et al., 2009), or even prestack migration (e.g. Krahmann et al., 2008).  Theoretically, 
migration is required to correctly position reflections in the seismic image.  However, 
when reflection dips are small, the effect of migration is minimal.  In the images produced 
in this chapter, the low reflection dips meant that migration would not greatly change the 
reflection positions.  This is confirmed in subsequent chapters where the effect of 
migration is demonstrated.  In the case of legacy data, where general interpretations were 
the goal as opposed to detailed examination of individual reflections, the choice was made 
to omit migration, again allowing for a faster and more automated processing flow. 
Figure 2.76 shows a comparison of the final images for line DUN06-13P processed 
using the flow used by Smillie (2013) and that used in this study.  The Smillie flow uses 
the measured geometry, hand-picked velocities, and migration, while the flow in this 
study uses the nominal geometry, constant velocities, and no migration.  A major 
difference in the images is that the Smillie line has had a seafloor mute applied in order 
for migration to be performed and as a result shows zero amplitudes at and below the 
seafloor.  However, the images are very similar in the water column.  There are some 
slight differences in the amplitudes of water-column reflections, with some reflections 
more pronounced and slightly higher frequency in the Smillie image probably due to the 
use of hand-picked velocities, which produce optimal stacking of each individual 
reflection. 




Figure 2.76: Final seismic image from line DUN06-13P as processed by Smillie (2013) (top) and 
processed using the flow from this study (bottom). 
The use of different processing flows applied to the same data is not unique to this 
study.  Examples in the seismic oceanography literature include the processing of line 
IAM-5 by both Pinheiro et al. (2010) and Buffett et al. (2009), as well as that of line IAM-
4 by Krahmann et al. (2008) and Biescas et al. (2008).  In all cases, slightly different 
images are produced using the slightly different processing flows.  Even when overall 
processing flows are similar, differences often appear in the final images due to the 
particular parameters chosen in each step of the flow, and because some of the steps are 
interactive, such as velocity picking. 
Overall, the flow used in this study produced images that were of sufficient quality 
for the interpretation of general features.  In the absence of coincident oceanographic data, 
slight improvements that would be achieved with a more time-consuming and optimized 
flow were deemed unnecessary for the legacy seismic data.  In Chapters 3, 4, and 5, 
different processing flows are used in order to accommodate the various types of seismic 
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data involved and to better integrate the oceanographic data acquired in association with 
those surveys. 
2.9.2  Near-surface temperature analysis 
In Section 2.5, near-surface temperatures were calculated from seismic direct-
arrival times and were used to help with the interpretation of reflective features in the 
seismic images.  The NST curves were corroborated by satellite sea-surface temperatures 
where possible and were found to display similar trends but have some discrepancy in the 
actual values of temperature.  There are several sources for uncertainty in the NST.  The 
method whereby direct-arrival times are picked and a linear fit is made involved a number 
of choices.  First was the point on the waveform where the pick was made; for these data 
the swell noise dominates the raw records, so a filter was applied before picks were made, 
and the pick was made on a zero-crossing.  This choice ensured a consistent, robust pick 
that would be easily automated over many shot records.  The linear fit to the zero-crossing 
was judged to be parallel to the true first breaks in the unfiltered records, so the slopes 
should be the same and the resulting sound speed estimate should be representative of the 
direct arrival. 
In the case of the older datasets only the first 20 channels were used to establish the 
linear fit.  More channels could have been used, but the picks become noisier at greater 
source-receiver offsets and their inclusion did not justify the time required to make the 
picks.  In addition, in shallower water the direct arrival is no longer the first arrival at 
longer offsets due to normal moveout of the seafloor and subseafloor reflections.  The 
shallow water depths are important as the STF is generally located near the shelf break.  
A larger channel range would either limit the technique to deeper water or require editing 
of the picks to exclude reflections.  Using the first 20 channels in the older datasets 
corresponded to a source-receiver offset range of up to 475–500 m, depending on the 
survey. 
The profile that results from calculating a sound speed at each shot location is noisy, 
reflecting the sensitivity of the method to small variations in travel time.  Since the 
calculation at each shotpoint involves averaging over hundreds of metres of water 
between the source and the farthest channel included, large changes in temperature over 
the distance of a single shot spacing are unrealistic and it is therefore reasonable to 
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spatially filter the resulting profile.  By applying an 11-point median filter to the 
calculated near-surface temperatures, the profile is smoother and better able to show 
trends and large-scale features.  A median filter is used as it is able to preserve edges, 
such as the temperature drop at the STF which is the main feature of interest.  Figure 2.77 
shows the picks made on all 120 channels of a shot record from line CB82-94 to 
demonstrate the increase in noise in picks at far offsets.  Figure 2.78 and Figure 2.79 show 
the resulting NST profile along the line created using different channel ranges and the 
effect of the median filter applied to the profile.  The difference between the filtered and 
unfiltered temperature profiles gives an indication of the uncertainty associated with the 
NST calculation method. 
 
Figure 2.77: Direct-arrival time picks on shot 2500 from line CB82-94.  Left: picks plotted as a 
function of offset, showing different channel ranges used for slope calculations.  Right: time 
difference between picks and expected arrival time based on a best-fit slope of 1482 m/s.  Picks 
are near-linear at small offsets and become noisy at far offsets. 
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Figure 2.78: Near-surface temperatures along line CB82-94 calculated from direct-arrival time 
picks over different channel ranges.  Using only 10 channels produces the most variable NST 
curve.  Using 60 channels introduces some spurious values due to noisy picks.  Using 20 or 40 
channels produces similar curves, but the 20-channel range allows for more coverage in shallower 
water depths (low shot numbers). 
 
Figure 2.79: Near-surface temperatures computed along line CB82-94, before and after median 
filtering. 
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For the newer datasets, less noise allowed for a greater number of channels to be 
picked easily.  Since the picks were for the most part very linear, a two-point slope from 
picks on two channels was found to be sufficient as opposed to making picks on many 
channels and calculating a least-squares fit.  The two channels chosen were channels 20 
and 50, which corresponded to an offset range of 375 m.  The very near offsets displayed 
some non-linearity which is indicative of uncertainty in the geometry of the survey, as 
discussed previously when the processing of the seismic data was described, so the first-
break picks for channels less than 20 were not included.  The non-linearity was present 
when both the nominal and measured geometries were used.  Figure 2.80 shows the picks 
for the first 250 channels on a shot record from line DUN06-23P.  Figure 2.81 and Figure 
2.82 show the resulting NST profile along the line created using different channel ranges 
as well as the two-point slope method, and the effect of the median filter.  Again, the 
spread of the unfiltered temperatures around the filtered temperature profile is suggestive 
of the uncertainty range on the NST. 
 
Figure 2.80: Direct-arrival time picks on shot 3000 from line DUN06-23P.  Left: picks plotted 
as a function of offset, showing different channel ranges used for slope calculations.  Right: time 
difference between picks and expected arrival time based on a best-fit slope of 1502 m/s.  Picks 
are non-linear at very small offsets, near linear at moderate offsets, and become noisy at far 
offsets. 
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Figure 2.81: Near-surface temperatures computed along line DUN06-23P calculated from a 
linear best-fit to direct-arrival time picks over different channel ranges.  The smallest channel 
range shows the effect of non-linearity in the picks at small offsets.  The other three curves are 
similar over most of the line, though using the largest channel range introduces some spurious 
values due to noisy picks.  Using the 20–50 channel range allows for more coverage in shallower 
water depths (high shot numbers). 
 
Figure 2.82: Near-surface temperatures computed using a 2-point slope between channels 20 and 
50 along line DUN06-23P, before and after median filtering.  For comparison, the filtered NST 
profile computed by a best-fit slope using all channels between 20 and 50 is also shown.  The 
2-point slope produces a very similar profile to that from the linear fit and was therefore the 
preferred method as it allows for much greater efficiency in picking. 
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As seen in Section 2.5, temperatures calculated from seismic direct arrivals are 
well-correlated to those from satellite measurements, showing that the extraction of 
temperatures from seismic direct arrivals is a viable technique.  There is, however, some 
discrepancy in the actual temperature values.  Some of the discrepancy may be real.  
Firstly, the satellite and seismic datasets are not temporally coincident in sampling the 
water masses.  Even if the SST are from the same day as the seismic data it is unlikely 
that the satellite pass occurred at the same time as the seismic acquisition, and the SST 
are a snapshot in time whereas the seismic line is acquired over the course of several 
hours.  Secondly, even if measured simultaneously, the satellite SST and seismic-derived 
near-surface temperatures are not identical measurements, since the satellite is measuring 
the properties of the uppermost surface of the ocean, while the seismic direct arrivals pass 
through the ocean at the depths of the seismic source and receivers (several to tens of 
metres below the surface).  Because of the thermocline, this would mean that NST values 
would be expected to be smaller than SST values in this region.  Differences between 
NST and SST could also occur because of the assumptions made in the conversion of 
direct-arrival sound speed to temperature.  As shown in Subsection 2.5.2, different values 
of depth and salinity used in the Mackenzie (1981) equation for sound speed result in 
temperature differences of up to half a degree. 
Generally, NST computed from the older seismic datasets in this study are 1–2.5°C 
cooler than the corresponding SST, which could be accounted for by the factors 
mentioned previously.  However, in the newer seismic datasets, SST values were smaller 
than NST and showed a smaller range of variation, which suggests that error in the NST 
method is the more likely source in the case of the newer data.  Errors in time picks or 
geometry could cause a bulk shift in the direct-arrival temperatures.  In addition to the 
previously identified uncertainty in the nominal geometry of the newer datasets, factors 
such as cable stretch, streamer feathering, or strong currents could change the effective 
source-receiver offsets or receiver spacings.  Small error in time or offset can cause 
significant error in temperature because of the sensitivity of temperature to sound speed.  
In this region, a 1°C temperature difference corresponds to only a 10 m/s change in sound 
speed, which in the case of a sound speed of 1500 m/s over an offset of 500 m 
approximately corresponds to an error of only 2 ms in time or 3 m in distance.  However, 
despite the discrepancy between NST and SST, and uncertainty in the accuracy of the 
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NST, both datasets show similar trends.  The large (~2°C) temperature change at the 
surface location of the Subtropical Front is easily identified.  Features associated with 
smaller temperature variations are more uncertain; for example, the sawtooth temperature 
pattern over eddies seen in NST but not SST could result from strong currents affecting 
the apparent direct-arrival velocities or altering the source-receiver geometry because of 
streamer feathering as opposed to true alternation of warm and cool surface waters. 
Overall, in the absence of direct measurements of oceanographic properties such as 
temperature and salinity, the interpretation of the oceanic significance of water-column 
reflections can be problematic.  The results shown in this chapter demonstrate that linking 
visible reflections to contrasts in surface temperatures enhances the interpretability of 
water-column seismic images in this region.  When satellite sea-surface temperatures are 
available, then near-surface temperatures determined from seismic data can be 
corroborated; when SST data are not available at the time of seismic acquisition due to 
cloud, the seismic near-surface temperatures can be used on their own, enabling the 
method to be applied to all seismic datasets.  Though not a substitute for using CTDs or 
XBTs to “ground-truth” seismic data over a range of depths, the method of incorporating 
seismic-derived near-surface temperatures at least allows for confirmation of 
interpretations of water bodies associated with reflections that intersect the surface.  In 
this way, the method is similar to the incorporation of surface geology (e.g., outcropping 
exposures and fault traces) in the interpretation of seismic data where there is no 
subsurface data available (e.g., from logged or cored petroleum wells). 
The seismic images do display a significant amount of reflectivity not manifested 
by variations in direct-arrival or satellite-derived temperatures, showing that some 
features do not have a surface expression.  Instead, they are masked by a homogeneous 
mixed layer.  This masking demonstrates the value of using seismic data to gain a 
complete understanding of the true complexity of the water column.  Sea-surface 
temperatures are valuable but are limited to explaining processes linked to the surface; 
CTD data sample the entire water column but have poor spatial resolution; in contrast, 
seismic data provide regionally extensive coverage over the entire water column. 
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2.9.3  Facies analysis and oceanographic interpretations 
By identifying zones in the seismic images that contain characteristic reflectivity 
patterns and making similar identifications in synthetic seismograms created from 
regional CTD data, oceanographic interpretations of the subsurface features in the seismic 
images were made.  This process was described in Sections 2.6 and 2.7.  As in any seismic 
interpretation, ambiguity is present.  In particular, the identification of zones based on 
them containing low, medium, or high reflectivity indicates only that layering is present 
to varying degrees, as opposed to indicating what is contained in the layers.  The blank 
zone interpreted as STW and the blank zone interpreted as homogeneous SAMW have 
the same seismic character and therefore were only differentiated by their spatial 
relationship to other reflective zones.  Similarly, when viewed in isolation, reflective 
Southland Current Water is very similar in the seismic images to some reflective features 
in offshore Subantarctic Water. 
Three of the lines used in this study were examined by Smillie (2013) and Gorman 
et al. (2018).  The seismic interpretations in those works were more preliminary, based 
on a single legacy CTD transect.  As a result, there are some slight differences in the 
water mass identifications made in this chapter, which were based on a much larger 
amount of CTD data as well as on surface temperature analyses.  The two regions 
identified in this study and in Gorman et al. as STW and SC were both labelled “Southland 
Front” by Smillie.  The reflective region mid-water column in the offshore portion of 
most images has also been interpreted differently.  Smillie labelled this zone “Upper 
AAIW”, and the underlying weakly reflective zone “Lower AAIW”.  Gorman et al. use 
the term Transition Zone “TZ”, separating “SAW” from “AAIW”.  In this study that zone 
of moderate reflectivity is included in Facies 4 (Subantarctic Water), though it is 
recognised that the temperature and salinity properties of these waters include the 
transition into upper AAIW, as discussed in Subsection 2.6.3.  Finally, the blank zone 
that was included as “SAW” by Smillie and Gorman et al. was labelled as Subantarctic 
Mode Water in this study due to its homogeneous properties in CTD data and in order to 
distinguish it from the more reflective Subantarctic Water in the seismic images. 
Interpretations of eddy features are especially uncertain without coincident CTD 
data.  Smillie (2013) and Gorman et al. (2018) identify ten blank lenses in the three 
seismic lines and interpret them to be submesoscale eddies based on their lens-like shape 
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and similarity to eddies imaged by seismic oceanography studies elsewhere in the world.   
The focus of this study with respect to eddies was on larger offshore reflective features, 
some of which contain similar blank lenses.  Surface temperatures and one legacy CTD 
transect suggest that these larger features could be eddies containing Subtropical Water.  
However, another large feature containing blank lenses was associated with low surface 
temperatures and was interpreted to be related to mixing of different types of Subantarctic 
waters.  As mentioned previously, facies analysis was ambiguous as to whether blank 
zones are Subtropical Water or Subantarctic Mode Water.  As a result, to further our 
understanding of eddies in this region, dedicated cruises where seismic data and 
oceanographic data are acquired simultaneously are necessary, and are the subject of 
subsequent chapters. 
However, despite some uncertainty, these preliminary interpretations give a good 
overall framework for the types of features that can be imaged with seismic oceanography 
in this region.  A finding of particular importance is the clear distinction between the 
surface expression of the Subtropical Front, as seen in surface temperatures, and the 
subsurface expression of the STF, as seen in the seismic images and CTD data.  The 
subsurface expression of the STF extends much further offshore than the surface 
expression of the STF and occurs over a much broader region.  The seismic images allow 
for variability in the subsurface expression of the STF to be examined.  While shorter-
term variability may be responsible for some of the difference between images, overall 
seasonal trends emerge, including seaward movement of the subsurface STF from late 
spring to early autumn, and strengthening of the mixed layer over the same period. 
Examination of additional legacy seismic data using the same approach as that taken 
in this study would help to confirm the interpretations made here.  In particular, datasets 
such as the remainder of the OMV08 survey and the OMV10 survey are located in the 
same region and have many more seismic lines at smaller line spacings than the DUN06 
survey.  One downside of the more recent surveys is that fewer of the lines cross the shelf 
break and therefore are not expected to cross the surface expression of the STF.  However, 
these datasets would allow for further examination of offshore features and provide more 
opportunity to look at their spatial and temporal variability.  Additional legacy data would 
be particularly helpful with understanding eddy-like features in the seismic images.  In 
the DUN06 survey, four seismic lines appeared to show different views of the same eddy 
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over a period of eight days, which raises the possibility that eddies of this type could be 
relatively stable features seen in other datasets from different years.  Having denser 
seismic line spacings would increase the chances of any given feature being imaged in 
multiple lines, especially smaller features like the blank lenses.  Comparing seismic 
images from additional surveys, including those from different years and different 
seasons, would also help remove some uncertainty in this study where some differences 
between images from DUN06 and OMV08 could be attributed (at least in part) to slightly 
different acquisition parameters, as opposed to true temporal variation.  Comparing 
closely spaced parallel lines from the same survey is in some ways preferable to 
comparing overlapping segments on the same line (such as segments -P/A/B/C 
or -1/2/3/4) since repeat segments generally occur because a line is interrupted due to 
equipment failure or poor weather conditions and then restarted at a later time; some 
variability is therefore expected in the images on overlapping segments simply due to the 
different acquisition conditions. 
2.10  Summary 
In this chapter, seismic data previously acquired for the purpose of subsurface 
exploration were reprocessed to create images of the water column in the vicinity of the 
Subtropical Front.  These legacy seismic data represent a regionally and temporally 
extensive resource, with far more transects and a much higher subsurface spatial 
resolution compared to conventional oceanographic profiling.  The reprocessing 
primarily involved tailoring the filtering, gain, and stacking velocities to the water-
column reflections as opposed to the subseafloor reflections.  However, as in the case of 
other legacy seismic datasets, the seismic data in this chapter suffer from a lack of 
“ground-truthing” to measured oceanographic properties, due to the absence of coincident 
CTD or XBT data.  While patterns emerge in the images and common reflective features 
can be mapped, making interpretations of the features is somewhat subjective.  The focus 
of many seismic oceanography projects has shifted away from legacy seismic data to 
dedicated seismic oceanography cruises, leaving the huge reservoir of legacy seismic data 
largely untapped.  In this chapter, different methods to incorporate historical or peripheral 
oceanographic data as well as to extract oceanographic information from the seismic data 
themselves were demonstrated.  Although not a replacement for dedicated cruises, the 
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methods presented here establish a complementary approach, providing a way to take 
advantage of the large volume of legacy seismic data available. 
The first method was to examine available satellite sea-surface temperature (SST) 
data and make direct comparisons of reflective features in the seismic data to features 
present in the surface temperature data.  Since SST data are not always available for the 
time of seismic acquisition due to cloud, a technique was developed to calculate near-
surface temperature (NST) estimates from the seismic direct-arrival times.  Though not 
identical, the SST and NST profiles are well-correlated, meaning that the NST can be 
used in isolation when SST are not available.  The NST profiles allowed for the 
identification of major surface temperature features including the Subtropical Front, the 
Southland Current, and offshore features interpreted to be eddies.  These identifications 
help with the interpretation of the reflective regions in the seismic images, though the 
method is limited to features that have a surface expression.  Individual reflections that 
intersect the surface can be correlated to changes in the near-surface temperatures, 
allowing for the interpretation of their oceanographic significance. 
The second method involved using historical conductivity-temperature-depth 
profiles available in the study area to identify the water masses present in the region.  
Synthetic seismograms were computed from the CTDs to determine the reflective 
character of the different water masses.  Commonality in the patterns of reflectivity in the 
seismic images and synthetic seismograms allowed for the identification of six seismic 
facies, or zones of characteristic reflectivity.  Once identified, the spatial distribution of 
the different water masses was examined, both through the CTD data and seismic data. 
Combining the two methods allowed for oceanographic interpretations of the 
features observed in the seismic images to be made.  Subtropical Water is present on the 
shelf and near the shelf break and is largely non-reflective.  The Subtropical Front at the 
surface is seen in SST and NST data to be located near the shelf break.  Seaward of the 
surface expression of the STF, a zone of high reflectivity was identified as Southland 
Current Water, consisting of a mixture of STW and SAW and representing the subsurface 
expression of the STF.  This zone corresponds to lower surface temperatures in SST and 
NST associated with the flow of the Southland Current.  In the subsurface, a non-
reflective zone identified as homogeneous Subantarctic Mode Water is often present 
adjacent to this zone of high reflectivity.  Further offshore, moderately reflective, 
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heterogeneous Subantarctic Water is present.  At the surface, a mixed layer producing a 
strong, sub-horizontal reflection is typical.  In the deep portion of the water column, 
weakly or non-reflective Antarctic Intermediate Water is present.  Non-reflective lens-
shaped features are present in the offshore region, some of which are contained in larger 
reflective features.  These are interpreted to be eddies.  One large feature corresponded to 
low surface temperatures and likely represents mixing of Subantarctic Mode Water and 
more heterogeneous Subantarctic Water.  Other features have a warm (or alternating 
warm and cool) surface temperature expression suggesting a warm Subtropical Water 
core (or mixing of STW and SAW).  A mixed layer is often present overlying these 
features, which may mask the surface expression in some cases, particularly for smaller 
features like the non-reflective lenses, making an exact interpretation difficult. 
Comparing features observed in different seismic lines allowed for the analysis of 
spatial and temporal variability.  The high-reflectivity region associated with the 
STF/Southland Current Water shows strong spatial variability, especially at its offshore 
extent.  The zone narrows from south to north in the study area.  The inshore portion of 
the zone shows temporal continuity of reflections over several weeks, while the offshore 
portion is more variable.  Much of the reflectivity in Subantarctic and Antarctic 
Intermediate Waters shows temporal continuity over several weeks.  The boundary 
between these water masses shallows further offshore.  Eddy features are temporally 
variable over a period of weeks, but show temporal stability in reflections over several 
days.  They are also spatially variable.  Seasonally, the subsurface expression of the 
Subtropical Front appears to be further inshore in late spring to early summer (November–
December) and further offshore in late summer and early autumn (February–March). 
These interpretations, all based on legacy seismic data without the availability of 
coincident CTDs or XBTs, show the potential of seismic oceanography in increasing our 
understanding of the variability of the Subtropical Front and associated features in this 
region.  This work provides a foundation for further studies of legacy seismic data, but 
more importantly assists in the planning of dedicated seismic oceanography cruises; these 
cruises, such as those described in the next three chapters, where oceanographic data are 
collected simultaneously with seismic data, can allow for more confident and more 
detailed oceanographic interpretations and can focus on temporal or spatial scales outside 
of those available in the legacy data. 
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Chapter 3: High-frequency Boomer seismic 
data with coincident CTD data 
3.1  Introduction 
In the previous chapter, the processing of petroleum-industry seismic data produced 
interesting images of the water column, showing great potential for seismic oceanography 
in the region southeast of Dunedin, New Zealand.  Available oceanographic data, 
including satellite sea-surface temperatures and non-contemporaneous regional CTDs, 
were combined with techniques such as direct-arrival temperature extraction and seismic 
facies analysis, to provide a framework for the interpretation of the seismic images.  
While successful in partially overcoming the lack of coincident oceanographic data 
required to yield a complete and confident seismic interpretation, these methods cannot 
fully replace the coordinated acquisition of oceanographic and seismic data, as has been 
shown to be successful in other studies.  To gain deeper insight into the water masses 
present in the study area and their interaction, a dedicated seismic oceanography cruise 
was needed.  While the acquisition set-up used by the petroleum industry to collect the 
seismic data from Chapter 2 yields very high-quality data, it would also be prohibitively 
expensive for this project.  A less expensive, and as a result smaller, more research-scale 
seismic cruise was therefore required.  A side benefit of the smaller set-up would be the 
potential to expand on higher-frequency imaging of the shallow part of the water column, 
which is lacking in the industry-scale seismic data. 
In this chapter, four cruises on the RV Polaris II along the well-studied Munida 
Transect are described.  The four cruises were carried out over one year, with both high-
frequency seismic data and CTDs collected.   The objectives for the cruises were to (1) 
carry out the first dedicated seismic oceanography cruise in Australasia and determine the 
minimum requirements for successful acquisition in this region, (2) collect coincident 
seismic and oceanographic data, including time-lapse (both diurnal and seasonal) data to 
examine the variability of the STF and associated water masses, (3) compare the surface 
and subsurface expressions of the STF by incorporating satellite SST and ship-borne 
surface temperature and salinity measurements, and (4) connect the CTD data to the 
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seismic data by way of synthetic seismograms, also allowing for the enhancement of 
previous seismic interpretations in the region (such as those from Chapter 2). 
3.2  Data acquisition 
The cruises were carried out along the Munida Transect, described in Subsection 
1.6.5.  This is a location where the Subtropical Front is known to be present, and data 
collected could be analysed in the context of previous oceanographic studies along the 
transect.  It was also chosen due to its proximity to the University of Otago, which allowed 
for the use of the RV Polaris II, minimized transit time, and allowed for flexibility in 
scheduling to allow most of the cruises to be undertaken in ideal weather conditions.  Four 
cruises were carried out over the course of a year: August 23 and November 30, 2010, 
and March 15 and June 20–21, 2011, in order to examine seasonal changes in the water 
masses. 
The Munida Transect starts off Taiaroa Head, near the mouth of the Otago Harbour, 
and runs for approximately 65 km east, with eight CTD stations along the transect (Figure 
3.1).  The transect crosses the shelf break; water depths between Stations 1 to 8 increase 
from approximately 80 m to over 1300 m.  In this study, CTD data were collected at each 
of the stations and Boomer seismic data were recorded in segments between each CTD 
station.  Data were recorded both on the way out and way back in, thereby recording time-
lapse changes over the period covered by the cruise, typically 24 hours.  When cloud-free 
conditions allowed, satellite sea-surface temperature data were used to supplement the 
CTD data collected.  The SST data are from the MODIS dataset, obtained from the NASA 
Ocean Color Archive, as described in Subsection 2.5.1. 
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Figure 3.1: Map of the Munida Transect, showing eight CTD stations (black circles), and Boomer 
seismic segments from August 2010 (red lines), November 2010 (green lines), March 2011 
(yellow lines), and June 2011 (blue lines).  The inset is an enlargement showing the March 2011 
segments more clearly. 
3.2.1  Cruise 1: August 2010 
The first data collection took place August 23, 2010 with ideal weather conditions.  
Fifteen CTDs were collected: at Stations 1–7 on the outbound leg, at Station 8 at the turn-
around, and at Stations 1–7 on the inbound leg.  Table 1 lists the positions of the CTD 
stations and the water depth at each location.  The CTD used was a Sea-Bird Electronics 
model SBE-19, with a maximum depth of 500 m.  Temperature, conductivity, pressure, 
dissolved oxygen, and fluorescence were recorded, though the latter two were not 
analysed for this study.  Sunny skies allowed for satellite sea-surface temperature data to 
be used for this cruise. 
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Table 1: CTD station locations for Munida Transect cruises 
Station Water depth (m) Latitude (°S) Longitude (°E) 
1 80 45:47.0601 170:54.8378 
2 122 45:47.3570 170:59.5761 
3 131 45:47.8213 171:04.4167 
4 730 45:48.2043 171:09.5181 
5 800 45:48.7022 171:14.7366 
6 1000 45:49.1183 171:20.7789 
7 1200 45:49.5396 171:26.5474 
8 1311 45:50.2142 171:32.7544 
 
Fifteen segments of seismic data were collected: seg01out from Taiaroa Head to 
CTD Station 1, seg02out–seg08out between CTD Stations 1 and 8 on the outbound leg, 
and seg08in–seg02in between CTD Stations 8 and 1 on the inbound leg.  The record 
length increased from 0.75 s for the nearshore segments to 2 s for the segments in deeper 
water, so as to record the seafloor reflection in all cases, but allow for more closely spaced 
shotpoints in shallower water.  The trigger separation was set equal to the record length 
so the effective trace spacing also increased with water depth, as the boat speed remained 
approximately constant at 4 knots (~2 m/s).  In all cases the sample rate was 0.2 ms.  
Seg04out was broken into two as it was started with a record length of 1 s, but changed 
to 1.5 s (seg04bout) when the water depth increased and it became clear that 1 s was not 
sufficient to image the seafloor.  Data were not recorded on the way in from CTD Station 
1 to Taiaroa Head in the interest of time.  The ship’s track was recorded continuously via 
GPS and a trace of surface water temperature and salinity was also recorded continuously. 
Seismic data were recorded using a Ferranti Ocean Research Equipment GeoPulse 
Boomer Sub-Bottom Profiler.  The system consists of a catamaran-mounted acoustic 
source, a source power supply, a hydrophone array, and a receiver.  The source is a 
“Boomer” electro-acoustic source (Model 5813A) capable of an energy output of 175–
525 J.  Upon triggering, the power source (Model 5420A) sends a high-voltage discharge 
to the Boomer, which causes two electromagnetic plates to crash, producing a seismic 
signal.  The catamaran (Model 5812A) consists of two PVC floats and a steel frame, 
which keeps the source depth near zero below the surface of the water.  For the August 
cruise the energy output for the Boomer was set to 175 J.  The hydrophone array (Model 
5110A) consists of 20 piezoelectric elements at 6-inch (~15 cm) intervals, wired in series 
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(i.e. producing single-channel data) and housed in a streamer casing 25 feet (7.62 m) long, 
connected to a tow cable.  The casing is filled with a fluid that results in a slight negative 
buoyancy to keep the streamer beneath the sea surface.  The Boomer was trailed from the 
port side of the ship and the streamer from the starboard side, 5.8 m apart, though 
movement of the Boomer and streamer in the water behind the boat resulted in them being 
separated by a variable distance, usually closer to 10 m.  Both were located approximately 
15 m from the stern, which is an additional 12 m behind the ship’s GPS antenna. 
The signal was subjected to a pre-amp gain of 24 dB, and sent to the receiver (Model 
5210A).  The receiver interacts with a computer running the Triton SB-Logger software.  
The software sends the trigger signal to the receiver via the key in, and the receiver then 
sends the trigger via key out to the power source to trigger the Boomer and also begins 
recording.  The recorded signal from the hydrophone streamer is gained and filtered and 
is sent to the computer via signal out where the Triton software receives the processed 
analogue signal.  The software then digitizes the signal (24-bit), displays the data, and 
records it in 32-bit SEG-Y format.  The software also receives GPS data via a COM port 
and inserts the latitude and longitude into the SEG-Y headers as arc-seconds*1000.  The 
seismic data was output in SEG-Y format with a separate file for each line segment.  Trace 
headers contained coordinates corresponding to the navigation point position at the 
closest reading to the time the shot was fired. 
3.2.2  Cruise 2: November 2010 
The second data collection took place on November 30, 2010.  Sea state was again 
favourable, though skies were cloudy.  The seismic system used was the same as for the 
August cruise, with one change: the Boomer power was increased to the maximum 525 J 
to attempt to increase the signal-to-noise ratio.  In addition to the SBE-19 CTD, a SBE-
25 CTD was also used as it allowed for collection of CTD data to greater depths (the SBE 
19 had a maximum depth of 500 m).  Both CTDs were deployed at the first two stations 
on the outbound leg for comparison purposes, and only the SBE-25 was deployed at the 
remainder of the stations.  Fourteen segments of seismic data were collected: seg01out–
seg07out between CTD Stations 1 and 8 on the outbound leg, and seg07in–seg01in 
between CTD Stations 8 and 1 on the inbound leg.  This naming convention is not the 
same as the previous cruise since that cruise had seg01out prior to CTD station 1.  Data 
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were not recorded between Taiaroa Head and CTD Station 1 on either the outbound or 
inbound legs in the interest of time. 
3.2.3  Cruise 3: March 2011 
The third data collection took place on March 15, 2011.  In an attempt to further 
increase the signal-to-noise ratio of the seismic data, a multi-channel Boomer system was 
borrowed from NIWA.  The NIWA seismic source is an Applied Acoustics Model AA300 
Boomer plate mounted on an Applied Acoustics CAT200 surface tow vehicle.  The 
Boomer is powered by the Applied Acoustics CSP300-P power source, delivering 300 J 
per shot.  The streamer is a Geometrics GeoEel Digital Streamer, consisting of two 12.5 m 
active sections each containing 16 hydrophones spaced at 0.78125 m.  The number of 
channels per active section is 8, meaning that the hydrophone group spacing is 1.5625 m 
and that there are 2 hydrophones per group.  Each active section is connected by an 8-
channel A/D module that converts the eight analog input signals to digital data that are 
output via Ethernet cable to the Geometrics GeoEel Streamer Power Supply Unit.  The 
SPSU is powered by a Xantrex 48–60 VDC power supply.  An external trigger was used 
to trigger both the SPSU to initiate recording and also the Boomer power source to initiate 
source firing.  The trigger interval was set at 100 ms greater than the record length to 
allow for data transmission after each shot.  Recorded data were sent via Ethernet from 
the SPSU to the computer.  The GeoEel Seismic Controller software was used to record 
the data in SEG-D format.  No acquisition filters were applied.  Navigation data were 
included in the SEG-D headers using a serial input COM port.  Preamp gain was set to 
0 dB in an attempt to avoid clipping of swell noise.  The Boomer was trailed from the 
starboard side of the ship, 16 m from the stern.  The streamer was trailed from the port 
side, with the first channel also 16 m from the stern. 
Because of the borrowing arrangement, the timing of the cruise was not flexible, 
and the weather was unfortunately not suitable for seismic acquisition.  The cruise was 
aborted early, with only two segments of seismic data and three CTDs acquired.  The 
CTD used was the SBE-25 that was used on the November cruise.  The weather 
conditions also meant that satellite SST data were not available, and a composite image 
would be required. 
168 Chapter 3: High-frequency Boomer seismic data with coincident CTD data 
 
3.2.4  Cruise 4: June 2011 
For this cruise on June 20–21, 2011, the NIWA multi-channel Boomer system was 
again used, this time in good (though cloudy) weather conditions.  The multi-channel 
streamer was used for all 15 segments of seismic data acquired, and both the University 
of Otago’s Ferranti Boomer (used for cruises 1 and 2) and NIWA’s Applied Acoustics 
Boomer (used for cruise 3) were deployed, allowing for a comparison to be made between 
the two sources.  Seg00out was collected between Taiaroa Head and CTD Station 1 using 
the UO Boomer.  Segments seg01out–seg07out were collected between CTD Stations 1 
and 8 using NIWA’s Boomer, though a triggering problem resulted in no meaningful data 
on seg07out.  Seg07in was started using the University of Otago’s Boomer but it failed 
and so the rest of the segment was completed with NIWA’s Boomer (seg07in_1).  
Segments seg06in–seg01in were collected between CTD Stations 7 and 1 on the way in, 
using NIWA’s Boomer.  The set-up for the NIWA Boomer was the same as that used for 
cruise 3.  When the UO Boomer was used, the GeoEel Seismic Controller was used to 
trigger the recording and also the seismic source, instead of the external trigger.  
Otherwise, the rest of the set-up was the same.  The UO Boomer power supply was set at 
325 J, to be as similar as possible to the 300 J NIWA Boomer.  In all cases, the Boomer 
was trailed from the port side of the ship, 26.8 m from the stern.  The streamer was trailed 
from the starboard side, with 20.7 m between the stern and the first channel.  The SBE-
25 was again used for CTD data collection at all eight stations.  The data files for two 
CTDs, located at Stations 2 and 3 on the outbound leg, became corrupted and so were 
unusable. 
3.3  Seismic data processing 
The seismic data consisted of single-channel data for cruises 1 and 2, and multi-
channel data for cruises 3 and 4.  The processing flows were therefore different for the 
two types of data.  For the single-channel data, the processing flow was similar to that 
used in previous Boomer seismic work off the coast of Dunedin, as described, for 
example, by Gorman et al. (2013).  The flow involves windowing the data to remove the 
curved ends of lines, swell filtering, bandpass filtering, gain, and coherency filtering.  The 
multi-channel data processing flow was an extension of the single-channel flow, 
incorporating aspects of the flow used for the larger-scale seismic data processed in 
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Chapter 2.  It involved geometry correction, direct-arrival filtering, bandpass filtering, 
gain, multi-channel swell statics, stacking, and coherency filtering.  The GLOBE Claritas 
software package was used for the seismic processing. 
3.3.1  Single-channel processing 
Each line from the August and November cruises was read into Claritas and the 
headers were set so that each line was treated as a stack, where the CMP number for each 
trace was equal to the shot number.  Next, the lines were windowed by removing traces 
at the curved ends of the lines where the boat was turning or stopping to acquire CTD 
data.  To determine the range of shot numbers to remove, the trace coordinates were 
plotted in IHS Markit Kingdom software, and visually the straight-line segments were 
identified.  The trace coordinates were taken to be those in the headers, i.e. the boat 
position at the time of the shot, rather than the true CMP position (approximately 27 m 
behind the boat’s GPS antenna); this difference was neglected for the purpose of the 
analysis. 
On lines where the seafloor reflection was visible, a swell filter was then applied.  
This process was the same as that used in previous studies (e.g. Gorman et al., 2013).  The 
principle behind the swell filter is that the source and receiver move up and down with 
the surface swell so that when the data are plotted assuming a flat sea surface, the swell 
causes shifts in the seafloor reflection, making it appear wavy when it is actually smooth.  
The assumption is made that the seafloor is actually smooth on the scale of the swell; true 
seafloor roughness on the scale of the swell is removed by the filter.  To perform the 
filtering, the seafloor reflection was picked, and then those picks were smoothed by 
averaging the times of 50 adjacent traces.  The difference in time between the raw and 
smoothed picks was applied as a static shift to each trace to remove the effect of the swell.  
Segments 1 to 4 from the August cruise and segments 1–3 from the November cruise 
were filtered; the seafloor reflection was not coherent enough to be picked in the other 
lines. 
A zero-phase bandpass filter was applied with trapezoidal corner frequencies of 
100/200/1000/1500 Hz.  The filter pass-band was designed by examining the seafloor and 
subseafloor reflections in the lines on the shelf, and was then applied to all other lines.  
Gain correction was applied using a short-window median automatic gain control (AGC), 
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with an operator length of 25 ms; this type of gain was used to balance amplitudes of 
reflections throughout the entire section, so that the dynamic range of the images was not 
dominated by the strong direct arrivals and seafloor reflections.  A disadvantage of the 
AGC is that relative amplitudes of reflections are not preserved, but it was found to 
perform better than spherical divergence as the latter tended to increase amplitudes of 
noise undesirably.  In order to enhance the lateral continuity of reflections, a coherency 
filter was applied.  The method chosen was the FXRUNMIX module, which applies a 
weighted trace summation in the frequency-space domain, with a filter length of 5 and a 
maximum preserved dip of 5 ms/trace. 
3.3.2  Multi-channel processing 
The shot records for each line were read into Claritas and the source-receiver 
geometry was assigned to the headers.  First, boat positions from GPS coordinates were 
plotted in MATLAB and smoothed to avoid irregularities in projecting the Boomer off 
the back of the boat.  Source positions were then calculated by projecting the Boomer 
using the smoothed heading of the boat and the measured distance from the Boomer to 
the GPS antenna.  A 9-trace running average was used to smooth the boat positions and 
headings.  Receiver positions and trace midpoints were calculated in Claritas, based on 
the calculated source positions and the measured source-receiver geometry.  Nominal 
trace offsets were also assigned to the headers.  During the survey, relative movement of 
the Boomer and streamer due to swell was observed, which resulted in a discrepancy 
between the nominal offset and the true offset.  To determine the true offsets, the direct 
arrival was picked in Claritas after the application of a linear moveout correction using a 
velocity of 1500 m/s.  If the offsets used for the LMO were equal to the true offsets, the 
direct arrival would be completely flattened; any time shift observed was therefore 
deemed to be due to an error in offset.  The offsets were corrected by the amount required 
to account for the time shift between the picked direct arrival and the expected direct-
arrival time. 
Next, a 180° phase shift was applied to the data so that the polarity of the multi-
channel data would match that of the single-channel data, and to match the SEG polarity 
convention, which results in the seafloor reflection appearing as a positive reflection.  The 
same bandpass filter applied to the single-channel data (100/200/1000/1500 Hz) was then 
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applied, after tapering the top and bottom 5 ms of the traces to avoid filter edge artefacts.  
A direct-arrival filter was then applied, using a similar method to that used in Chapter 2: 
applying linear moveout at 1500 m/s, followed by balancing in a 15 ms window centred 
at the direct arrival, 9-trace median filtering, removal of the amplitude balancing, and 
removal of the linear moveout.  The direct-arrival-filtered data were then taken as the 
difference between the original data and the median-filtered data.   
Following this filtering process, the data were sorted into common-midpoint 
gathers, according to trace midpoints computed during the geometry assignment.  Binning 
was performed at a spacing that was larger than the natural spacing of 0.78125 m (half 
the receiver spacing).  The bin spacings were chosen to be approximately equal to the 
trace spacings from the single-channel cruises in order to better compare the datasets.  
Because of different record lengths and boat speeds, this resulted in binning at twice the 
natural spacing for the shallow-water segments 0–2, four times the natural spacing for 
segments 3 and 4, five times the natural spacing for segment 5, and six times the natural 
spacing for the deep-water segments 6 and 7.  This also resulted in an approximately 
uniform fold of 14 for all segments, whereas the fold would have varied between two and 
seven if the natural bin spacing had been used.  Normal-moveout correction was then 
applied using a constant velocity of 1500 m/s.  Velocity analysis was not performed due 
to a lack of coherent water-column reflections and the small offsets (<30 m) in the data. 
Swell filtering was then applied to the data, in a manner similar to that applied in 
the single-channel case.  The seafloor reflection times were picked on segments 0–3, 
where the reflection was coherent.  Those times were then smoothed using an operator 
length of 200, as opposed to 50 used on the single-channel data to account for multiple 
traces occurring in the same location.  Static shifts equal to the time difference between 
the raw and smoothed picks were then applied to each trace.  After swell filtering, gain 
was applied using a 25 ms median AGC operator.  The data were stacked and a 
FXRUNMIX coherency filter was applied, using the same settings as the single-channel 
data. 
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3.4  Oceanographic data processing 
3.4.1  CTD processing  
The CTD data were processed using Sea-Bird SBE Data Processing software, 
following descriptions by Katherine Baer Jones for work processing CTDs on the Munida 
Transect (personal communication, October 19, 2010).  The general flow consisted of 
data conversion, followed by filtering, temperature-conductivity alignment, cell thermal 
mass correction, surface soak removal, and binning.  This flow is consistent with 
generally accepted CTD processing procedures, such as those described in UNESCO 
(1988) and Millard & Yang (1993). 
The raw CTD files are recorded in a hexadecimal file format.  An instrument 
configuration file is also recorded, containing the calibration parameters for the 
instrument.  A pressure offset was later added into the configuration file because the 
pressure sensor was observed to give negative readings in air on deck and during the 
surface soak (the time period where the CTD is put in the water and kept at a shallow 
depth to equilibrate before descending).  The pressure offset values used were: -0.25 dbar 
for the SBE-19, -3.764 dbar for the SBE-25 in November, -4.384 dbar for the SBE-25 in 
March, and -5 dbar for the SBE-25 in June.  The data conversion module was then run to 
convert the voltages recorded by the sensors into values for pressure, temperature, and 
conductivity, in a .cnv format file.  Next, the wildedit module was run with default 
parameters to remove large non-physical spikes in temperature and conductivity.  Care 
was taken to ensure that the wildedit did not flag any good data samples, and as a result 
a few data spikes had to be manually removed as they survived the wildedit process.  
Spikes in the data were rare: for example, the June cruise contained seven such single-
sample spikes, five of which were removed by wildedit and two that were flagged 
manually.  The data recorded at Station 6 on the way out in November showed bad 
(negative) temperature readings between 10 and 26 m, removal of which created a data 
gap.  Figure 3.2 illustrates an example of the wildedit and manual filtering process. 
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Figure 3.2: Filtering applied to remove spikes in temperature for Station 5-out from the June 
cruise.  Left: original data.  Middle: data after automatic filtering using the wildedit module.  
Right: data after manual removal of spike at 260 dbar. 
From this point, two different processing flows were followed: one aimed at 
producing typical oceanographic data output (smoothed, binned data ideal for contour 
plots) and the second geared towards the production of synthetic seismograms (with 
minimal filtering and binning to preserve as much vertical resolution, and therefore 
seismic frequency content, as possible).  The first step in both flows was filtering.  In both 
flows, the pressure values were filtered with the default values given for the particular 
CTD models; the filtering was necessary to preserve resolution in pressure, especially for 
the SBE-25, which produces coarse raw pressure values.  Temperature and conductivity 
values were filtered only in the oceanographic processing flow, and again the 
recommended default values were used.  The next step in the processing is the Align CTD 
module, which corrects for the time delay of the sensors, and especially the delay between 
temperature and conductivity readings of the same parcel of water caused by the physical 
separation of the two sensors.  Comparison of temperature and conductivity traces in 
downcasts and upcasts allowed for the pressure sensor delays to be determined: the SBE-
19 showed a delay of 0.5 s, while the SBE-25 did not show a delay.  The delay for the 
SBE-19 appeared to be less consistent than the SBE-25; this is probably due to the 
configuration of the sensors on the instrument, with the temperature probe on the SBE-
19 next to the intake for the conductivity sensor, rather than the temperature and 
conductivity sensors both within the same pumped duct as on the SBE-25.  A delay of 
0.06 s was used for conductivity relative to temperature for the SBE-25 in all cases, while 
the SBE-19 values were -0.7 s for August and -0.4 s for November. 
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After the alignment step, a cell thermal mass correction was applied to correct the 
conductivity values for the temperature changes caused by the heating and cooling of the 
sensor; the default values were used.  Due to the strong temperature gradients in the data, 
this correction was not negligible.  Following that, a loop edit was performed, which flags 
data values measured when the CTD is stationary or moving upwards during the 
downcast, caused by ship heave.  These values are removed because it is likely that the 
sensors are not encountering pure, unaffected water, rather water that has been disturbed 
already by the motion of the CTD instrument.  The minimum velocity used to flag values 
was 0.5 m/s, compared to the average descent velocity of 1 m/s.  The poor weather 
conditions during the March cruise resulted in a large amount of ship heave, and the loop 
edit resulted in a data gap at a depth of 38 m for Station 3.  The values recorded during 
the surface soak were also flagged for removal.  The pressure, temperature, and 
conductivity data were then used to derive additional oceanographic parameters, 
including salinity, potential temperature, depth, descent rate, density, and sound velocity, 
using the built-in derivation formulae in the SBE Data Processing software.  Next, in the 
oceanographic processing flow only, the data were averaged into 2 dbar bins, and finally, 
ascii files were exported with the final processed data resulting from both flows.  Figure 
3.3 shows the CTD data after various stages of processing. 
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Figure 3.3: Portion of CTD data from Station 5-out during stages of processing using the 
oceanographic flow.  Top row, left to right: raw data, data after pressure correction, and data after 
filtering.  Bottom row, left to right: data after loop editing and surface soak removal, data after 
salinity derivation, and data after binning. 
Irregularities in the derived salinity were used as an additional check to ensure that 
the Align CTD delays were optimal; misalignment of temperature and conductivity 
curves would result in spikes in salinity at strong temperature contrasts.  The high sample 
rate used in the November SBE-25 data (8 scans/s vs 4 scans/s in March and June, and 
2 scans/s using the SBE-19 in August and November) seemed to result in spikier salinity 
that was not corrected by the Align CTD module.  The filtering applied in the 
oceanographic processing flow remedies this somewhat but not completely.  Figure 3.4 
shows the effect of the Align CTD and cell thermal mass processing steps for both the 
oceanographic and synthetic seismic processing flows. 
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Figure 3.4: Portion of CTD data from Station 5-out during stages of processing using the 
oceanographic processing flow (top row) and synthetic seismic processing flow (bottom row).  
From left to right: data after filtering showing salinity spikes due to temperature-conductivity 
misalignment, data after Align CTD correction showing fewer salinity spikes, and data after cell 
thermal mass correction showing changes in salinity.  The Align CTD correction is not successful 
in removing all salinity spikes, especially in the synthetic seismic flow. 
The deployment of both the SBE-19 and SBE-25 CTDs for the first 3 stations on 
the outbound leg of the November cruise allowed for some additional understanding of 
the errors involved in the data.  For instance, the pressure offset values could be 
confirmed, given the known configuration of the two CTD instruments deployed on the 
same cable with the SBE-25 located 0.75 m below the SBE-19.  Figure 3.5 shows the 
CTD data for Station 1 in November for both the SBE-19 and the SBE-25.  In addition to 
the difference in sample rate resulting in different vertical resolutions (discussed in further 
detail in Subsection 3.5.6), the SBE-25 salinity values appear to be on average 0.02 larger 
than the SBE-19 values, resulting from a discrepancy in conductivity values of 
~0.002 S/m.  To assess the potential of error in pressure causing this shift, the CTD data 
were run through the processing flow without the pressure offset.  In that case, the derived 
salinity values would be only affected by a bulk shift of approximately 0.0005 per dbar 
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of pressure offset.  As a result, the differences in salinity between the SBE-19 and SBE-
25 are likely due to calibration error of the sensors, and not from an error in the pressure 
offset value chosen.  Figure 3.5 also illustrates the difference between the output of the 
two processing flows in terms of the vertical resolution of the final profiles. 
 
Figure 3.5: Comparison between CTD instruments SBE-19 and SBE-25 for Station 1-out, 
November 2010.  Left: temperature and salinity from oceanographic processing flow.  Right: 
temperature and salinity from synthetic seismic processing flow. 
3.4.2  Derived oceanographic properties 
In addition to properties derived using the SBE Data Processing software, including 
depth, potential temperature, salinity, and in-situ density, the CTD ascii files were 
imported into MATLAB for further analysis.  In MATLAB, the functions gsw_rho and 
gsw_sound_speed from the GSW Oceanographic toolbox were used to calculate potential 
density relative to 0 m and TEOS-10 sound speed.  Current velocities were also calculated 
from density profiles, following the procedure used by Sutton (2003) for the NIWA CTD 
sections in the same area.  First, the dynamic height anomaly was calculated at each of 
the CTD stations from salinity, temperature, and pressure using the function 
gsw_geo_strf_dyn_height.  Then the geostrophic velocity was calculated at the midpoint 
between each of the CTD stations using the function gsw_geostrophic_velocity.  Finally, 
the relative velocities were converted to absolute velocities by assuming zero velocity at 
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the sea bottom, i.e. by subtracting the velocity for the bottommost sample from all other 
velocities at that location. 
3.4.3  Calculation of synthetic seismograms 
As explained in Subsection 2.6.2, synthetic seismograms can be calculated from 
measured oceanographic properties to show what the seismic response would be given a 
particular source wavelet.  In this way, the different oceanographic features could be 
examined in terms of what the seismic data should show.  The CREWES Toolbox in 
MATLAB, particularly the theosimple function, was used to calculate the synthetic 
seismograms from density and sound speed, as was done in Chapter 2 for the NIWA 
CTDs. 
Two different source wavelets were used for synthetic seismogram computation for 
comparison of the expected seismic response: one representing a Boomer source pass-
band, and one representing the legacy seismic data presented in Chapter 2.  The Boomer 
wavelet used was a 100/200/1000/1500 Hz Ormsby wavelet (created with function 
ormsby), representing the entire pass-band of the Boomer source found during seismic 
processing in Section 3.3.  The legacy wavelet used was a Ricker wavelet (created with 
function ricker) with a dominant frequency of 60 Hz.  The purpose of creating synthetic 
seismograms with the legacy wavelet was to assist with comparing the synthetic seismic 
character of the observed water masses to legacy seismic images in the previous chapter, 
helping to confirm and enhance the interpretations that were made. 
The different sample rates used for the CTD data acquisition as discussed in Section 
3.4 (2 scans/s using the SBE-19 in August and November, 8 scans/s for November using 
the SBE-25, and 4 scans/s in March and June) equate to different depth sample rates, 
which is relevant in calculating the vertical resolution achievable in the synthetic 
seismograms.  Using a descent rate of 1 m/s, which is the average descent and ascent rate 
for all of the casts, the resulting depth sample rates are: 0.5 m for August and November 
SBE-19, 0.125 m for November SBE-25, and 0.25 m for March and June.  An average 
sound speed of 1500 m/s means that the Nyquist frequencies (theoretical maximum 
frequency that can be represented in the synthetic seismogram – see Subsection 1.3.4) for 
those three depth sample rates are 750 Hz, 3000 Hz, and 1500 Hz, respectively.  
Comparing these values to the source signature of the Boomer indicates that only the 
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latter two sample rates are sufficient to produce synthetic seismograms representing the 
full frequency range in the Boomer seismic data.  The synthetic seismograms for the 
August and November SBE-19 data therefore do not contain the higher-frequency portion 
of the Boomer spectrum, and are slightly lower frequency than the November SBE-25, 
March, and June synthetics. 
3.5  Results 
3.5.1  Seismic data 
The processed data for the August and November (single-channel) cruises and the 
March and June (multi-channel) cruises were plotted in MATLAB.  Figure 3.6 and Figure 
3.7 show a comparison of the four cruises on two shallow-water segments.  Water-column 
reflections are not visible, other than the direct arrival, which is prominent in the August 
and November data and largely removed by filtering in the March and June data.  The 
seafloor and subseafloor reflections are clearly seen in the images, which allows for a 
comparison between the cruises.  Compared to the August data, the November data 
display stronger and deeper reflections as a result of the increased source strength.  The 
March and June data show that the multi-channel acquisition was more effective in 
imaging the subsurface than the August and November single-channel acquisition; this is 
especially the case in deeper water (e.g. Figure 3.7 compared to Figure 3.6).  A larger 
number of reflections are visible in the multi-channel data and the reflections have greater 
continuity, though they appear to be slightly lower frequency.  The aborted March cruise 
shows the effect of poor weather with higher noise levels compared to June.  The seafloor 
multiple is visible in all of the images, in addition to multiples from other subseafloor 
reflectors, at times equal to double those of the primary reflections. 






Figure 3.6: Seismic images from the outbound segment between CTD Stations 1 and 2 for (from 
top to bottom) the August, November, March, and June cruises. 






Figure 3.7: Seismic images from the outbound segment between CTD Stations 2 and 3 for (from 
top to bottom) the August, November, March, and June cruises. 
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Figure 3.8 illustrates a similar comparison for three of the cruises on a deep-water 
segment.  Compared to the previous figures, the deeper seafloor is not imaged as easily, 
and the difference between the single- and multi-channel data is much greater.  Some 
subseafloor reflections are visible in the November data, but the data are very noisy.  The 
June data display several subseafloor reflections, and also appear to contain reflections 
within the water column.  However, it is clear from the time and geometry of the 
reflections that they consist of a set of previous-shot seafloor multiples, with each arrival 
occurring at double the primary reflection travel time minus the record length and start-
of-data delay.  These are similar to the seafloor multiples seen in the shallow-water 
segments in the previous figures, but they have wrapped around the bottom of the record 
and now occur at smaller apparent travel times compared to the primary reflections.  
Using a longer record length would have avoided this potential confusion, but at the time 
of acquisition the multiples were not visible in the raw data and shorter record lengths 
were chosen as they helped achieve the smallest possible shot spacing and therefore 
maximum horizontal resolution and fold in the data.  In the multi-channel seismic data, a 
variable or randomised shot timing could also have been used to mitigate this problem by 
causing the multiples to be misaligned in the traces being stacked together. 





Figure 3.8: Seismic images from the inbound segment between CTD Stations 6 and 7 for (from 
top to bottom) the August, November, and June cruises.  Data were not recorded on this segment 
in March.  Previous-shot multiples are visible in the water column in the June data (red arrows). 
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While the previous-shot multiples are most obvious in the segment shown in Figure 
3.8, they are present in other segments.  Figure 3.9 and Figure 3.10 show the three 
segments near the shelf break from the November and June cruises, including both the 
outbound and inbound legs.  In the June data the seafloor multiple can be traced from the 
shallow-water portion of the image, down and off the bottom of the record in the first 
segment; it then reappears in the shallow part of the image as a previous-shot multiple 
and continues, albeit in a discontinuous manner due to the uneven seafloor, through the 
other two segments, getting deeper as the primary seafloor reflection also gets deeper.  
Slight differences in the seafloor and subseafloor reflections, and correspondingly in the 
seafloor multiple, are observed between outbound and inbound legs and also between the 
November and June cruises.  These differences can be explained by slight variations in 
the locations of the seismic lines; as illustrated in Figure 3.1, the ship’s track was not 
identical during each cruise. 
In addition to the seafloor multiple appearing in the water column, a second set of 
apparent water-column reflections is also visible in the shallow portion of the right-hand 
segment of both the June outbound and inbound images, and to a lesser extent in a similar 
location in the November images.  This region is highlighted by a blue box and shown in 
more detail in Figure 3.11.  These reflections appear more promising in terms of having 
an origin within the water column itself.  However, a potential explanation for them could 
also be previous-shot reflections.  The seafloor approaches the end of the record in these 
segments, so any subseafloor reflections, such as are observed just below the seafloor in 
adjacent segments, would wrap around to the top of the section, in a manner similar to 
that of the seafloor multiple.  Again, a longer record length would alleviate this problem; 
this is apparent when examining the June image from Figure 3.8, which is the segment 
adjacent to those shown in Figure 3.10, but with a record length that was 0.5 s longer.  
The shallow reflections in seg05in look like they should continue in the adjacent seg06in; 
their absence in seg06in may be because the longer record length means that they have 
not wrapped around. 
Ordinarily, water-column reflections and subseafloor reflections can be 
differentiated in CMP gathers, as the normal-moveout velocity for subseafloor reflections 
should be higher than that of the water-column reflections.  However, the small offsets 
and small difference between water velocity and shallow sediment velocity make it 
3.5  Results 185 
 
difficult to differentiate in these data.  Also, the reflections are not particularly strong or 
continuous in the CMP gathers due to low signal-to-noise, making it difficult to analyse 
their moveout velocities.  Further evidence for the origin of these apparent water-column 
reflections comes from examining the synthetic seismograms produced from the CTD 
data in Subsection 3.4.3; the synthetics can indicate if water-column reflections are 
expected in these locations, and whether they should appear similar in outbound and 
inbound legs, and in different seasons.  This analysis is performed in Subsection 3.5.6. 



































































































































































































































































































































































































Figure 3.11: Enlarged view of shallow reflections from blue boxes in Figure 3.9 and Figure 3.10.  
These reflections probably result from wrap-around of previous-shot subseafloor reflections. 
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3.5.2  Temperature and salinity sections  
The CTD data were plotted in MATLAB; temperature is displayed in Figure 3.12, 
and salinity is displayed in Figure 3.13.  The subseafloor region is shaded grey.  Since the 
seafloor was not well-imaged in the Boomer seismic data, the shaded seafloor was created 
using a seafloor horizon picked on seismic data from a subsequent cruise along the 
Munida Transect that will be discussed in Chapter 4; the seafloor times were converted 
to approximate depths using a constant velocity of 1500 m/s.  The measured surface 
temperature and salinity traces are also displayed as coloured bands at the surface of each 
section, but were not included as data for the contouring algorithm.  Dark blue portions 
in surface traces, especially in salinity, indicate data gaps caused by the boat stopping 
near the CTD stations.  The surface traces are discussed further in Subsection 3.5.3. 
Both the temperature and salinity sections show the Subtropical Front as a 
shoreward-dipping to near-vertical region of strong property gradients.  The gradients are 
strongest in the November sections and weakest in the June sections, shown by the 
spacing of the contours.  The highest gradients are found near the 8.5 or 9°C isotherm and 
the 34.55 isohaline.  This is consistent with the Burling (1961) definition of the Southland 
Front as characterised by sloping isolines of 8–9°C and 34.5–34.6.  Taking the position 
of the front to be represented by those contour lines results in several observations.  
Firstly, the front intersects the shelf break at approximate depths of between 300 and 
500 m, with the greater depths appearing in the June sections.  The front also appears to 
be the most vertical in orientation in August and more inclined in November and June, 
with warm, salty water extending the furthest offshore in November compared to the other 
sections.  Though the March sections are incomplete, the first few stations show the 
highest temperatures of all the cruises.  The November sections show the highest 
salinities.  The deep portion of the water column (>500 m) was only sampled in November 
and June, but shows great similarities between the two sections, despite large differences 
at shallower depths. 






Figure 3.12: Temperature sections from the four cruises, outbound and inbound legs. 






Figure 3.13: Salinity sections from the four cruises, outbound and inbound legs. 
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In Figure 3.12 and Figure 3.13 the shallow portion of the water column features a 
mixed layer of homogeneous water, separated from deeper water by a region of strong 
vertical property gradients.  This layer is particularly evident in the November 
temperature sections, with a thickness of approximately 25 m.  The mixed layer is less 
strongly developed and deeper in the August and June sections, with thicknesses of 150–
250 m.  The November sections also feature a very homogeneous water mass below the 
mixed layer with a temperature of 7–7.5°C.  Differences between the outbound and 
inbound sections are significant at all depths, though are especially great in the shallow 
portion of the sections; temporal changes and spatial variability in the water masses are 
further discussed in Subsection 3.6.1. 
3.5.3  Surface traces and satellite SST 
In addition to the subsurface changes observable in the CTD sections, changes are 
also present in the surface temperatures and salinities both diurnally and seasonally.  The 
surface traces were displayed in Figure 3.12 and Figure 3.13 but are examined in more 
detail in this subsection.  Figure 3.14 shows the surface temperature traces for the four 
cruises.  The Subtropical Front appears as an approximate 2°C temperature drop in 
August (from near 10 to 8°C), November (from 13.5–14 to 11.5°C), and June (from 11 
to 9°C).  The midpoint of each of these gradient regions is indicated by an arrow in Figure 
3.14.  Taking this to represent the surface location of the STF shows that the position of 
the front varies, from between CTD Stations 4 and 5 in August, Stations 2 and 4 in 
November, and Stations 3 and 4 in June.  The incomplete trace in March is not sufficient 
to determine if the front was crossed; a 1°C temperature drop was observed near Station 
1. 
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Figure 3.14: Surface temperature traces from the four cruises, outbound and inbound legs.  The 
locations of the CTD stations are also shown.  Arrows indicate the approximate position of the 
STF in outbound (down arrows) and inbound legs (up arrows). 
The salinity surface traces for the four cruises (Figure 3.15) show the front as a drop 
from around 34.7 to near 34.3, with less variation between the seasons.  Taking the 
midpoint of this gradient, a value of approximately 34.5, allows the position of the front 
to be located, as shown by the arrows in the figure.  The location of the Subtropical Front 
observed in the surface salinities coincides with the front observed in surface 
temperatures, except in the case of the November section where the front appears more 
variable and further offshore in salinity (the gradient region occurs between Stations 3 
and 5 in salinity, instead of between Stations 2 and 4 in temperature).  In March, the 
salinity trace indicates that the front was not crossed, with salinities of 34.66 at the end 
of the line near Station 3.  The salinity traces also show a neritic front inshore of the 
Subtropical Front, separating low-salinity water near shore from high-salinity water 
further offshore. 
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Figure 3.15: Surface salinity traces from the four cruises, outbound and inbound legs.  The 
locations of the CTD stations are also shown.  Arrows indicate the approximate position of the 
STF in outbound (down arrows) and inbound legs (up arrows). 
Satellite sea-surface temperatures provide additional insight into the surface 
temperatures observed, as the satellite data can provide information about spatial 
variability.  Motion of the front that appears to be on- or offshore in the surface 
temperature traces may be meandering of the front moving in or out of the plane of the 
section.  The four SST images used were daily images T2010235 and T201033 level 3 
gridded MODIS Terra data for the August and November cruises, and the 8-day 
composite images A2011073-080 and A2011169-176 level 3 gridded MODIS Aqua data 
for the March and June cruises.  These are displayed in Figure 3.16. 
The SST images show the front furthest offshore in winter (August), as was seen in 
the surface temperature trace in Figure 3.14.  The SST data also show the front furthest 
inshore in March, with a similar overall temperature drop of ~2°C in all seasons, though 
temperatures are coolest in August and warmest in November.  The spatial temperature 
gradients appear stronger in the August and November images and weaker in March and 
June, though this may be due to the compositing of 8 days compared to the daily images. 
Both surface datasets (surface traces and SST) indicate that the front is furthest 
inshore in the summer and early autumn (November and March), while the subsurface 
datasets (CTDs from the previous subsection) show that warm, salty water is present 
3.5  Results 195 
 
furthest offshore in November.  This indicates a difference in the surface and subsurface 
expressions of the front, to be discussed further in Subsections 3.6.1 and 3.6.2. 
 
 
Figure 3.16: Satellite sea-surface temperature maps for the four cruises: August 2010 (top left), 
November 2010 (top right), March 2011 (bottom left), and June 2011 (bottom right). 
3.5.4  Water Mass Analysis 
To further examine the water masses present in the CTD sections, temperature-
salinity cross-plots were created in MATLAB.  Potential temperature relative to 0 m was 
used, as calculated during the CTD processing described in Subsection 3.4.2.  Figure 3.17 
displays the cross-plots. 






Figure 3.17: Temperature-salinity cross-plots from the four cruises, outbound and inbound legs. 
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Seven water masses are observable in the T-S cross-plots, based on the known 
oceanographic properties of the region discussed in Section 1.6 and identifications made 
in Subsection 2.6.3.  Some seasonal variability can also be observed.  High-temperature, 
high-salinity (>34.6) Subtropical Water (STW) is seen in all sections at Stations 1–3 as 
well as at Station 4 in August and even as far offshore as Station 5 in November.  A high-
temperature but lower-salinity water mass is present in August, November, and March, 
but absent in June; this is Neritic Water (NW).  The NW is cooler than STW in August 
but warmer than STW in November and March.  Lower-temperature (<9°C), lower-
salinity (<34.45) Subantarctic Water (SAW) is present at Stations 5–8 in all sections.  In 
November, warmed Subantarctic Surface Water (SASW) is present at Stations 6–8, at 
similar salinities but higher temperatures compared to the SAW.  A region of mixed 
properties between STW and SAW, identified as Southland Current Water (SC), is 
present in August at Station 4, and in November and June at Stations 4–6.  A strong cluster 
of samples between 7 and 7.5°C and near a salinity of 34.4 at Stations 4–8 indicates the 
presence of Subantarctic Mode Water (SAMW).  A salinity minimum at a temperature of 
~4°C signifies the core of Antarctic Intermediate Water (AAIW) in deep water at Stations 
7 and 8.  The T-S plot for the March cruise shows that while a temperature front was 
observed in the surface trace, it is a neritic front rather than the Subtropical Front as 
temperatures and salinities of all recorded data samples are larger than those expected for 
Subantarctic Water. 
3.5.5  Potential density and current velocity 
Figure 3.18 shows sections of potential density relative to 0 m for the four cruises.  
Densities generally increase from top left to bottom right.  Low-density Neritic Water is 
visible in the shallow portion of the water column on the shelf in the August, March, and 
November sections, underlain by strong density gradients.  Strong gradients are also 
present beneath the mixed layer in the November section, and to a lesser extent in June.  
The contours generally dip shoreward, with lower-density water inshore of higher-density 
water, indicating the presence of a northward-flowing current. 






Figure 3.18: Potential density relative to 0 m for the four cruises, outbound and inbound legs. 
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Figure 3.19 shows the geostrophic current velocities relative to a level of no motion 
at the seafloor calculated from the density distributions.  The current velocity sections are 
interpreted to represent the flow of the Southland Current, with the results comparable to 
Sutton (2003).  The assumptions made that the velocity is zero at the bottom of each CTD 
and that the current flow is well represented because the sections are approximately 
orthogonal to the shelf break are the same as those made by Sutton.  For the August 
current velocity sections, the CTDs did not reach the seafloor since the instrument had a 
maximum depth range of 500 m; for this cruise the velocities are relative to the 
bottommost sample in each CTD so the resulting current velocities are referenced to a 
level of no motion at 500 m.  The March section is not shown due to the small number of 
CTDs.  The June outbound section had two missing CTDs, resulting in the larger gap 
between samples in the nearshore portion of the section. 
The current velocity sections show significant changes in the strength of the current 
between the outbound and inbound legs, as well as seasonally; the strongest flow is 
observed in June.  However, all of the sections show the strongest part of the current 
centred between Stations 4 and 5, ~8 km off the shelf break near a seafloor depth of 
700 m.  While it may be an artefact of the low spatial resolution, the strong part of the 
current appears to be stable in its position between cruises; this is despite the variation 
that was observed previously in the location of the STF shown by surface and subsurface 
temperatures and salinities (Subsections 3.5.2 and 3.5.3). 





Figure 3.19: Geostrophic current velocities for the August, November, and June cruises, 
outbound and inbound legs. 
The November and June sections show an additional region of flow that is weaker, 
deeper, and further seaward than the strongest part of the current.  The August data appear 
to show less flow in the offshore portion of the sections.  However, this is likely an artefact 
caused by the lack of measurements below 500 m.  Figure 3.20 illustrates the effect of 
recalculating the current velocities for the June inbound leg using a level of no motion of 
500 m as opposed to the seafloor, to simulate the August scenario more closely.  The 
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resulting section is much more similar to the August sections, with the strong portion of 
the current still observed off the shelf break, but with the offshore portion of the current 
greatly reduced.  It is likely that the offshore portion of the current is still present in the 
August data, but is not visible due to the depth limitation in the CTD sampling. 
  
Figure 3.20: Geostrophic current velocities for the June cruise, inbound leg, calculated with a 
level of no motion at the seafloor (left) and a level of no motion at 500 m (right), for comparison 
with the August cruise. 
The significant portion of the current in the seaward part of the sections was 
highlighted by Sutton (2003).  Figure 3.21 shows a comparison between the November 
cruise current velocities and Sutton’s October 2000 section, which is in the same location.  
Both sections show a significant, deep region of northward flow in the offshore region.  
The November cruise data show a slight separation between the offshore portion of the 
current and the stronger part of the current just off the shelf break.  This may be absent in 
the Sutton section due to lower spatial sampling, or it may be an example of a slight 
bifurcation in the current, observed by Sutton in another transect.  The November section 
shows much a higher maximum current velocity compared to the Sutton section, again 
suggesting high variability in the flow of the current as observed in the difference between 
outbound and inbound legs in Figure 3.19. 
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Figure 3.21: Geostrophic current velocities for the November cruise, outbound leg (left), and the 
October 2000 Box cruise from Sutton (2003). 
3.5.6  Synthetic seismograms 
Figure 3.22 shows the sound speed sections for the four cruises, which were used 
as an input for the synthetic seismograms.  The sound speeds were calculated from the 
temperature and salinity sections.  Generally, in the shallow part of the sections, sound 
speed correlates with temperature, shown by high sound speeds in the warm STW and 
November mixed layer.  With depth, sound speed decreases following decreasing 
temperatures.  However, sound speed is also affected by pressure, and this effect is seen 
to take over as sound speed increases again as temperatures stay relatively constant in the 
SAW/SAMW layer.  Deeper still, sound speed again decreases as temperatures start to 
decrease in the transition to AAIW, and the pressure effect is masked by the effect of 
temperature change.  As expected, the largest sound speeds are seen in the March section, 
and the smallest overall are in August, in accordance with the temperature observations.  
The sound speed sections also reflect the diurnal time-lapse changes seen in the 
temperature sections, with significant variability between outbound and inbound legs. 






Figure 3.22: Sound speed sections for the four cruises, outbound and inbound legs. 
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Overall, regions of large temperature and salinity gradients correspond to regions 
of large sound speed gradients.  These sound speed gradients, in addition to regions of 
high density gradients, are where seismic reflections are expected.  This is illustrated in 
Figure 3.23, which shows the CTD data and synthetic seismogram for Station 4 on the 
inbound leg of the November cruise.  Temperature and salinity are plotted against depth, 
as are the calculated sound speeds and densities.  The temperature, salinity, sound speed, 
and density gradients are also shown, as well as the resulting seismic reflection 
coefficients, which are scaled impedance gradients (impedance being the product of 
sound speed and density).  Temperature is a larger contributor to seismic reflectivity 
compared to salinity, as evidenced by the magnitudes of the gradients; similarly, velocity 
dominates over density. 
 
Figure 3.23: Computation of synthetic seismogram for CTD Station 4 from the November 
inbound leg. Left two panels: temperature (blue), salinity (red), sound speed (black), and density 
(green) as a function of depth.  Middle four panels: vertical gradients of the same four properties.  
Right-hand panel: calculated reflection coefficients. 
In Figure 3.24 the reflection coefficients are re-plotted as a function of seismic two-
way traveltime; the sound speeds are used to convert from depth to time.  The reflection 
coefficients are then convolved with the seismic wavelet to produce a synthetic 
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seismogram.  The frequency content of the wavelet determines the frequency content of 
the synthetic seismogram.  The legacy seismic wavelet is much lower frequency than the 
Boomer wavelet, resulting in a seismic trace that contains less detail, but still shows 
reflectivity in similar areas.  In certain cases, such as the base of the mixed layer at a depth 
of approximately 25 m (0.03 s), and the deeper portion of the water column (>500 m or 
0.67 s), the legacy synthetic shows reflections that are more prominent than in the Boomer 
synthetic; this is discussed further in Subsection 3.6.3. 
 
Figure 3.24: Computation of synthetic seismogram for CTD Station 4 from the November 
inbound leg. From left to right: (1) reflection coefficients as a function of seismic two-way 
traveltime, (2) legacy seismic wavelet, (3) synthetic seismogram calculated using legacy wavelet, 
(4) Boomer seismic wavelet, (5) synthetic seismogram calculated using Boomer wavelet, and (6) 
legacy and (7) Boomer wavelets shown on an expanded time scale to highlight the difference in 
frequency content and implied vertical resolution. 
Figure 3.25–Figure 3.28 show the synthetic seismograms computed for each CTD 
using the Boomer wavelet, overlain on temperature and salinity sections from each of the 
four cruises; the colour representations for temperature and salinity are the same as those 
used in Figure 3.12 and Figure 3.13.  The synthetics illustrate the expected seismic 
response of each water mass and boundary observed in the temperature and salinity 
sections. 
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The synthetic seismograms for the August cruise (Figure 3.25) show generally low 
seismic reflectivity.  The strongest reflections are visible at the neritic front in Station 1 
on the shelf, most obvious in the salinity section for the outbound cruise.  Some weak 
reflections are seen associated with the high property gradients of the Subtropical Front 
in Stations 4 and 5 at depths up to 500 m.  However, some almost equally strong 
reflections are visible in Stations 6 (inbound) and 8 in the upper 200 m where there are 
temperature and salinity variations in the SAW. 
The November synthetic seismograms (Figure 3.26) show higher reflection 
amplitudes compared to August.  There are strong reflections in the shallow part of the 
sections (<75 m), with the neritic front visible in Stations 1 and 2, and the base of the 
mixed layer of SASW visible in Stations 6–8.  Other than the neritic front, the STW on 
the shelf is only weakly reflective.  Strong reflections associated with the STF are seen 
near the surface (<100 m) in Stations 4–6, as well as deeper down in Stations 4 and 5 
(~150–400 m).  Tracing these two sets of reflections between CTDs suggests that they 
form a wedge shape, following the high gradient zone from the surface, originating near 
the location of the front in the surface traces between Stations 3 and 4, and moving first 
seaward (by ~18 km) out to Station 6 and then back inshore with depth (seen especially 
in the salinity sections).  The remainder of the water column is fairly non-reflective, in 
particular the SAMW.  Some weak reflections are visible in the deeper portions of 
Stations 6–8 (<600 m) as the SAW transitions to AAIW.  There is significant variability 
between the outbound and inbound legs, primarily in the STF reflections, both in strength 
and location.  The strong reflections at the base of the warm, salty water in Station 5 
shallow from a depth of ~200 m in the outbound leg to ~150 m in the inbound leg. 
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The March synthetic seismograms are shown in Figure 3.27.  The figure shows only 
the portion of the transect on the shelf, since only the first three CTD stations were 
occupied.  The synthetic seismograms show similar features to those seen on the shelf in 
the August and November data, with reflections at the neritic front visible in Station 1.  
The STW is generally non-reflective as in the November sections, though there are a few 
weak reflections associated with temperature variations within the STW in Stations 2 and 




Figure 3.27: Synthetic seismograms overlain on temperature (top) and salinity (bottom) from the 
March cruise. 
The June synthetic seismograms (Figure 3.28) show overall reflection amplitudes 
in between those of August and November.  Prominent reflections associated with the 
high gradients of the STF are present in a wedge-shaped zone in Stations 4-6, occurring 
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at all depths (up to 600 m) in Station 4 and tapering seaward to the uppermost ~200 m in 
Station 6.  The upper boundary of the zone is slightly deeper (~50 m) in Station 6 than in 
Station 4 where it is near the surface, indicating a small dip in the seaward direction; the 
intersection of this upper boundary with the sea surface occurs in the vicinity of the 
surface expression of the STF in the surface temperature and salinity traces, near Station 
4 in the outbound leg and between Stations 3 and 4 in the inbound leg.  Similar to 
November, though the overall wedge-shaped zone of reflectivity remains the same 
between outbound and inbound legs, significant changes in the position and strength of 
individual STF reflections are seen.  Weak reflectivity is also present in the deeper portion 
(>600 m) of Stations 6–8, associated with the temperature and salinity changes of the 
SAW–AAIW transition. 
Overall, the synthetic seismic sections show the following: (1) the neritic front, 
when present, is characterized by strong reflections on the shelf; (2) strong, horizontal, 
shallow reflections offshore indicate the presence of a well-developed mixed-layer 
containing warm SASW; (3) deep, weak reflections are associated with the transition 
zone between SAW and AAIW; (4) the STF is characterized by moderate to strong 
reflections near and just off the shelf break, forming a wedge-shaped zone.  By 
interpolating reflections seen in adjacent CTDs, it can be inferred that the wedge-shaped 
zone consists of both shoreward-dipping reflections originating at depths of up to 600 m 
and slightly seaward-dipping reflections near the surface that link up to form the tip of 
the wedge.  The shallow seaward-dipping reflections can be traced to the surface near 
where the surface expression of the STF occurs in the measured surface temperature and 
salinity traces; the tip of the wedge extends up to ~18 km seaward of the surface position 
of the STF.  The deep shoreward-dipping reflections are found in the region of highest 
calculated geostrophic current velocities; this supports the interpretation of the reflective 
wedge as a representation of Southland Current Water, a zone of mixed STW and SAW 
associated with the core of the Southland Current.  The STF/SC reflections are strongest 
in November when gradients are highest due to the presence of a wedge of particularly 
warm, salty water; these reflections are weakest in August when the front is fairly vertical, 
and temperature and salinity gradients are weakest.  The neritic front and mixed-layer 
reflections also show seasonal variability, while the deep SAW–AAIW reflections are 
relatively stable.  Diurnal changes are most prevalent in the STF reflections. 
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Figure 3.29 shows a comparison between the synthetic seismograms and the 
processed seismic data from Subsection 3.5.1 in order to examine the shallow water-
column reflections observed in the seismic images from November and June.  
Temperatures from the CTDs used to create the synthetic seismograms are also shown, 
on the same scale as in Figure 3.12.  When these reflections were initially examined in 
Figure 3.11, their potential origin as subseafloor reflections from previous shots was 
discussed.  The synthetic seismograms allow for the examination of an alternate 
explanation, that they are in fact reflections originating from within the water column.  
The synthetics seismograms do show a correlation with some of the potential water-
column reflections, for example in the shallow portion of the November inbound leg as 
well as deeper reflections in the June outbound leg (near 0.28 s) and inbound leg (near 
0.17–0.2 s and 0.33 s).  However, in the June synthetics, shallower portions of the traces 
show equally strong reflectivity compared to the deeper portions, but do not have 
corresponding reflections in the recorded seismic data.  In addition, even where the 
reflections appear to correlate with the synthetics, the reflections are only present in the 
seismic data to the left of the synthetics (seg05, inshore of the CTD location) and not the 
right of the synthetics (seg06, seaward of the CTD location).  As discussed previously, 
this favours an explanation of the reflections as previous-shot artefacts, as the longer 
record lengths in the seg06 images prevent the wrapping around of the subseafloor 
reflections.  In addition, the November outbound data (shown in the top panel) do not 
contain any water-column reflections, even though the November outbound and inbound 
synthetics show similarly strong reflectivity.  A significant difference between those two 
legs is that due to slight variation in line location, the seafloor near CTD Station 6 in the 
inbound leg is deeper (see Figure 3.9), meaning that the subseafloor reflections are closer 
to the bottom of the record in the inbound leg and more likely to wrap around. 
Overall, the synthetic seismogram comparisons in Figure 3.29 suggest that the 
water-column reflections seen in the seismic data are probably best explained as 
subseafloor reflections from previous shots.  Although it is possible that some of the 
reflections could have been produced within the water column, changes to the seismic 
acquisition parameters are clearly required to produce more prominent and unambiguous 
water-column reflections.  This is discussed further in Subsection 3.6.3. 






Figure 3.29: Comparison of synthetic seismograms for CTD Station 6 to shallow seismic 
reflections from Figure 3.11.  Coloured bars underlying the synthetics represent temperature. 
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3.6  Discussion 
3.6.1  Time-lapse changes 
The temperature and salinity measurements, both from surface traces and from 
CTDs, show the STF at the surface and at depth changing seasonally.  With only three 
complete surveys (August, November, and June), the sample size is small for examining 
seasonal changes, as shorter-term temporal and spatial variability may also be present; 
however, the movement of the front is consistent with descriptions from previous studies 
discussed in Section 1.6.  In particular, the surface location of the STF is furthest inshore 
in summer and furthest offshore in winter as expected from studies of satellite SST (e.g. 
Shaw & Vennell, 2001; Hopkins et al., 2010).  Significantly though, these CTD data show 
the subsurface expression of the STF to experience an opposite effect, with warm, salty 
water extending the furthest offshore in summer in a wedge beneath the cooler surface 
layer.  This demonstrates a difference between the surface and subsurface expressions of 
the STF and shows the value of having subsurface data like CTDs as a supplement to 
satellite data; by extension, it also shows the potential for seismic oceanography, which 
produces subsurface data at a much higher lateral resolution than CTDs.  Another 
indicator that subsurface data are important is that the STF location in November is 
considerably different between the surface temperature and surface salinity traces, 
whereas in the subsurface the front is fairly similar.  Surface processes may be affecting 
the apparent position of the front at the surface, particularly with respect to temperature, 
which might unduly suggest large variability in the subsurface when far less is actually 
present. 
The data also show time-lapse effects on a time scale that is much smaller than the 
seasonal changes through differences in the outbound and inbound legs of the cruises.  In 
all four cruises, both in temperature and salinity measurements, and by way of both 
surface traces and CTDs, differences are observed.  The position of the STF changes 
significantly laterally and with depth.  For example, in the August cruise the 8.5°C 
contour at Station 4 (representing part of the temperature gradient associated with the 
STF) moves from a depth of just over 400 m to near 325 m from the outbound to inbound 
leg (a time difference of ~8.5 h).  The surface traces show lateral movement of this same 
boundary from a position at 171.2°E to 171.24°E, a distance of approximately 4 km.  In 
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November and June, individual isolines and associated synthetic reflections move in 
depth by up to 50 m, and the surface trace positions between outbound and inbound legs 
change by even more than in August (~8 km).  These large differences suggest variability 
in the front spatially, with the differences caused by the movement of water into and out 
of the plane of the section, associated with the shore-parallel flow observed in the 
calculated potential density and current velocity sections. 
3.6.2  Seismic character 
Though the synthetic seismograms were not useful in matching observed seismic 
reflections to property variations in the CTD data, due to the poor signal-to-noise ratio in 
the Boomer seismic data, they were still useful in determining the expected seismic 
character of different water masses, as discussed previously in Subsection 3.5.6.  The 
synthetics can also be compared to those presented in Chapter 2, to add to the 
understanding of the legacy seismic data interpretations.  As discussed in Subsection 
3.4.3, two sets of synthetic seismograms were created from the Munida Transect CTD 
data.  Those created with a high-frequency Boomer wavelet were shown previously in 
Subsection 3.5.6; those created using a lower-frequency legacy seismic wavelet for the 
inbound legs of the August and November cruises are shown next (Figure 3.30).  In 
addition, temperature, salinity, and synthetic seismograms from the October 2000 Box 
cruise from Sutton (2003) are shown.  The temperature and salinity colour scales are again 
the same as those used in Figure 3.12 and Figure 3.13. 
Comparing the legacy wavelet synthetics in Figure 3.30 to the Boomer synthetics 
shown previously (Figure 3.25 and Figure 3.26) shows that the zones of reflectivity are 
very similar.  However, the Boomer synthetics tend to show many closely spaced 
reflections which in the legacy synthetics exist as a single, more distinct reflection.  This 
is as expected from the different frequency contents, as observed in Figure 3.24 and 
further discussed in the next subsection.  Overall, the similarities in reflective patterns 
lend support to the interpretations made from the legacy seismic data in Chapter 2 with 
respect to water mass identifications and seasonal variability.  The synthetic seismograms 
for the four Munida Transect cruises show that the highest reflectivity was observed in 
summer, which is also when the majority of commercial seismic data are acquired due to 
more favourable sea states.  This means that the timing is optimal for recording strong 
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reflections in the data.  Legacy seismic data from the summer season should show strong 
reflectivity in a shoreward-dipping region off the shelf break at the STF, weak to moderate 
reflectivity offshore at the SAW to AAIW transition, and strong, shallow reflections if a 
well-developed mixed layer is present and if the shallow part of the water column is 
successfully imaged in the data.  An important finding from the synthetics is that the 
observed shallow, seaward-dipping reflections associated with the surface expression of 
the front would likely not be observed in the legacy data since the shallow part of the 
water column is generally not imaged due to large (>100 m) near offsets and direct-arrival 
contamination.  This partly explains why the expression of the STF in near-surface 
reflectivity in the legacy seismic data occurs further seaward than the surface expression 
of the front, such as would be seen in SST data or direct-arrival temperatures. 
The synthetic seismograms from this chapter can also be used to further understand 
the seasonal differences observed in the legacy seismic data.  These included changes 
from November to March including the seaward movement of the reflective wedge, the 
appearance of STW off the shelf break, and the strengthening of the mixed layer.  
Unfortunately, the March Munida Transect cruise was aborted early so the STF region 
was not sampled, but the CTD data do show the warmest temperatures on the shelf in 
March and the presence of warm, salty water further offshore in late November compared 
to the June and August data, suggesting an annual cycle that is consistent with the legacy 
seismic observations.  An additional set of CTDs from the Munida Transect region comes 
from the Box cruise data shown in Figure 3.30.  These data are from October, so it is 
reasonable to expect the data to fall somewhere in between those from the August and 
November Munida Transect cruises.  This appears to be the case.  The shallow portion of 
the section resembles the August cruise, with no strong, shallow mixed-layer reflections 
visible.  However, there are strong reflections in the subsurface just off the shelf break 
associated with large temperature and salinity gradients at the front, similar to those in 
the November cruise.  The Box cruise section extends further offshore than the Munida 
Transect, and the synthetics reveal that the zone of moderate reflectivity corresponding 
to the interface between SAW and AAIW continues to shallow moving further from shore 
(to ~500 m), and the reflections may even strengthen.  The synthetic seismic sections in 
this chapter provide further evidence that the changes in reflectivity patterns observed in 
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the legacy seismic data in Chapter 2 most likely have a contribution from seasonal 




Figure 3.30: Synthetic seismograms created using lower-frequency legacy wavelet overlain on 
temperature (left) and salinity (right) from the inbound Munida Transect cruises in August (top) 
and November (middle), and the October 2000 Box cruise of Sutton (2003) (bottom). 
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3.6.3  Seismic method 
Synthetic seismograms created using the CTD data from the four cruises show that 
the Munida Transect is in an optimal location to examine the Subtropical Front using 
seismic oceanography.  The synthetics also show that the frequency content of the 
Boomer seismic source is suitable to produce reflections from the water mass boundaries 
of interest, especially from the zone of high temperature and salinity gradients associated 
with the STF.  However, the seismic acquisition set-up that was used did not produce data 
with a high enough signal-to-noise ratio to observe water-column reflections, other than 
a few probable previous-shot artefacts.  The high-frequency, short streamer system was 
chosen to avoid the problem that occurs with typical industry-scale seismic data where 
the shallow portion of the water column is not well-imaged due to a large near offset and 
a long source wavelet, as mentioned previously.  Options to increase the signal-to-noise 
ratio include a more powerful source, perhaps a sparker which could emit similar 
frequencies as the Boomer, or more receivers to increase fold.  Piété et al. (2013) describe 
a set-up such as this that was designed for imaging the shallow part of the water column, 
focusing on the thermocline, which could prove useful for the shallow water segments of 
the Munida Transect. 
Even with a higher signal-to-noise ratio, the frequency content of the Boomer 
wavelet may somewhat limit the number of water-column reflections that are successfully 
imaged.  The synthetic seismograms shown in Figure 3.24 suggest that in some cases, 
such as for the base of the mixed layer and deeper in the water column, the Boomer 
wavelet may be too high frequency for the gradational nature of the boundaries.  At those 
interfaces, the lower-frequency legacy wavelet can produce more distinct reflections.  
However, for the interfaces associated with the STF, both synthetics show strong 
reflections, and the Boomer wavelet has the advantage of higher vertical resolution, 
potentially imaging a greater number of discrete layers within the overall gradient zone.  
The concept of different sources being optimal for imaging different targets is illustrated 
by the Bouma et al. (1983) study mentioned in Subsection 1.4.1 as an early example of 
water-column imaging.  While their high-frequency (3.5 kHz) source produced the most 
detailed image of an irregular seafloor compared to their air gun (35–80 Hz) and 
minisparker (200–500 Hz) sources, it failed to produce a reflection from a seawater-brine 
interface.  The seawater-brine reflection is present in the records from the other two 
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sources and is much sharper in the minisparker data than the low-frequency, reverberating 
air gun reflection.  The comparison shows that while it is desirable to have the highest 
frequency source possible in order to achieve the highest resolution possible, there is a 
limit to how high-frequency a source can be while remaining suitable for imaging in the 
water column, particularly when targeting more gradational interfaces.  Hobbs et al. 
(2009) make a similar observation in their comparison of low- and high-frequency 
sources used to image a meddy; they suggest that >95% of the seismic reflectivity is 
captured by frequencies less than 200 Hz, due to the gradational nature of water-column 
boundaries. 
Another observation from the Munida Transect data was that in deeper water, 
longer record lengths (or irregular trigger times) should be used to avoid confusion with 
previous-shot multiples; this would also mean larger (or irregular) source spacings and 
therefore lower fold, meaning even larger changes to the source power or number of 
receivers would be necessary to achieve high signal-to-noise levels.  Therefore, a set-up 
using a small air gun, which would be slightly lower frequency than the Boomer but with 
more source power, and a longer streamer, such as that used by Geli et al. (2009) for 
example, could be more suitable for imaging the front off the shelf; this finding led to the 
cruise described in Chapter 4. 
In deep water, the multi-channel data produced clearly superior images compared 
to the single-channel data.  On the shelf, however, the images of the shallow subsurface 
from the single-channel system were of similar quality to those from the multi-channel 
system, with perhaps slightly less signal penetration but with higher frequency content.  
The reason for this is likely that the single-channel data still involve the summation of 
signal from twenty individual hydrophone elements, which provides some random noise 
reduction in the same way as stacking traces in multi-channel data does.  The multi-
channel data involve summation of more spatially and temporally varied signals so are 
able to better reduce random noise, but at the detriment of some high frequencies because 
of small static shifts occurring due to variations in position of the source and receiver.  
These variations in position due to boat motion and swell had a significant effect on the 
data.  Stacking the multi-channel data using the nominal geometry and without correcting 
for swell produced much poorer images.  As a result, steps were taken to correct the 
offsets of the traces, which involved using the direct-arrival times.  While in the case of 
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legacy seismic data the direct-arrival times were used to calculate changes in sound speed 
and therefore water temperature since the positions of the source and receivers were well 
known, here those direct-arrival times had to be used to correct the geometry of the source 
and receivers, and a constant water-column velocity was assumed.  The multi-channel 
data should also have an advantage over single-channel data in that they provide 
information about the seismic velocities of the material from normal moveout; however, 
in this case the short offsets and therefore negligible differences in moveout meant that 
this was not possible. 
3.7  Summary 
In this chapter, four cruises on the RV Polaris II along the Munida Transect were 
described.  The four cruises were carried out over the course of a year, with each cruise 
lasting approximately 24 hours and involving data collection both on the outbound and 
inbound legs along the transect.  Boomer seismic data were acquired, with a source 
frequency band between 100 and 1500 Hz.  Both single- and multi-channel recording 
systems were used.  At eight stations along the transect, CTDs were acquired to measure 
temperature and salinity over the full depth of the water column.  Surface temperatures 
and salinities were also measured along the transect, and satellite SST data were examined 
for comparison. 
To our knowledge, these cruises were the first seismic oceanography cruises 
conducted in Australasia.  Previous seismic data analysed for seismic oceanography (i.e. 
legacy seismic data) were not accompanied by oceanographic measurements, making 
interpretations difficult.  These cruises were an attempt to bridge this gap.  Unfortunately, 
the Boomer seismic data proved too noisy and perhaps too high frequency to yield images 
with reflections from oceanographic features.  Some reflections were observed within the 
water column in the seismic data but were interpreted to be subseafloor reflections from 
previous shots.  However, oceanographic data of high quality were collected and allowed 
for the positive identification of the water masses of interest in the area.  In particular, 
Neritic Water, Subtropical Water, Subantarctic Water, Subantarctic Mode Water, 
Subantarctic Surface Water, and Antarctic Intermediate Water were observed.  The 
Subtropical Front and associated Southland Current were identified. 
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The oceanographic data show time-lapse changes, both on diurnal and seasonal 
timescales.  The outbound and inbound legs of the cruises show significant changes in 
the position of the surface expression of the STF, the distributions of temperature and 
salinity at depth, and the resulting density and current velocity profiles.  These changes 
are understandable in terms of lateral property variations moving past the sampling 
locations with the predominant current; the lateral variability is visible in satellite SST 
images.  On a seasonal timescale, much larger changes are observed in the strength and 
position of the STF.  Though short-term variability may also contribute to the observed 
changes, in winter the front is more vertical, and a deep mixed layer is present; in summer 
the front is more inclined, with warm, salty water extending far offshore, and a shallow 
but strong mixed layer. 
The measurement of surface temperature and salinity traces allowed for an 
important observation of the difference between the surface and subsurface expressions 
of the STF that was suggested by the legacy seismic interpretations in Chapter 2 but 
without confirmation from subsurface oceanographic data.  In this chapter, with the 
exception of August (winter), the surface expression of the front seen in the surface traces 
and corroborating satellite SST data clearly differs from the subsurface expression, shown 
by a dipping region of high temperature and salinity gradients in the CTD sections.  In 
general, warm, salty water in the subsurface extends further offshore than is observed in 
at the surface, by up to ~18 km in November.  In addition, the surface and subsurface 
expressions move in opposite directions seasonally: in summer the surface expression is 
its furthest inshore but the subsurface expression extends its furthest offshore; in winter 
the front moves further offshore at the surface, with the corresponding subsurface 
expression moving further inshore as the front becomes more vertical. 
Though seismic data were not of high enough quality to observe water-column 
reflections, the CTD data did allow for the calculation of synthetic seismograms, which 
determine the expected seismic response of the water column.  The seismic character 
along the transect shows strong reflectivity at the high property gradients corresponding 
to the Subtropical Front, in the location of high flow in the Southland Current.  The 
transition zone between SAW and AAIW is also reflective.  Non-reflective areas of STW 
and SAMW were indicated.  These identifications allow for more confidence in the 
interpretations of legacy seismic data made in Chapter 2, though the lack of coincident 
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seismic and oceanographic data still leaves uncertainty in the details of the observed 
reflections.  The need for acquisition of seismic data using a stronger source, while still 
making oceanographic measurements was evident; the resulting cruise is the subject of 
Chapter 4. 
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Chapter 4: High-frequency GI gun seismic 
data with coincident XBT data 
4.1  Introduction 
As discussed in Chapter 3, Boomer seismic data acquired along the Munida 
Transect offshore Dunedin were not successful in imaging reflections from water mass 
interfaces.  The data were too noisy, with too low-power a source, and perhaps too high-
frequency for the gradational nature of the interfaces, as confirmed by synthetic 
seismograms.  The CTD sections did provide valuable information about the water 
masses present as well as the location of the Subtropical Front, including time-lapse 
changes over a period of hours and between seasons.  Despite this, the need remained for 
higher-frequency seismic data accompanied by coincident oceanographic measurements 
to further complement the industry-scale legacy seismic data.  The logical next step was 
to try a set-up with a more powerful and slightly lower-frequency source than the Boomer, 
along with a longer, higher-channel hydrophone streamer to increase fold. 
In this chapter, a dedicated seismic oceanography cruise on the RV Kaharoa along 
and near the Munida Transect is described.  The cruise involved multi-channel seismic 
data with coincident oceanographic measurements in the form of expendable 
bathythermographs (XBTs).  The goals were (1) to test an affordable research-scale set-
up that could be used for dedicated seismic oceanography cruises, (2) to acquire higher-
frequency seismic data for comparison with legacy seismic data, particularly in the 
shallow part of the water column, (3) to acquire coincident oceanographic data to 
“ground-truth” reflections seen in this seismic data set as well as in legacy seismic data 
where similar features are seen, (4) to further characterise the structure of the STF at the 
surface and in the subsurface, and (5) to further examine time-lapse changes, determining 
if reflective features observed are stable or changing over the time-scale of the survey. 
4.2  Data acquisition 
Data were acquired using the RV Kaharoa from January 20–24, 2012.  Two 
transects were chosen (Figure 4.1): transect MUN along the Munida Transect, the site of 
previous investigations (Chapter 3 and Subsection 1.6.5), and transect CB along industry 
224 Chapter 4: High-frequency GI gun seismic data with coincident XBT data 
 
seismic line CB82-94 from the CB82 survey (Chapter 2).  This allowed for the 
comparison of the collected seismic and oceanographic data to previous CTDs and 
Boomer seismic data along the Munida Transect, and to previous industry-scale seismic 
data along CB82-94.  The locations for the line endpoints are given in Table 2.  Due to 
an error in the geodetic datum, transect CB was not exactly in the same location as line 
CB82-94; the two lines are approximately parallel, but with transect CB located 0.002° 
(~200 m) southwest of CB82-94. 
 
Figure 4.1: Location map for transects MUN, along the previously studied Munida Transect, and 
CB, along industry seismic line CB82-94.  Waypoints MUN-W, MUN-E, CB-NW, CB-NE, IP, 
and STN 4 are labelled; coordinates are given in Table 2.  Black circles along transect MUN 
indicate locations of Munida Transect CTD Stations. 
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Table 2: Locations of key waypoints for seismic data acquisition 
Waypoint Name Description Latitude (°S) Longitude (°E) 
MUN-W Western end of transect MUN, 
Munida Transect CTD Station 1 
45.7843 170.9140 
MUN-E Eastern end of transect MUN, 
Munida Transect CTD Station 8 
45.8369 171.5459 
CB-NW Northwestern end of transect CB 45.4644 170.8709 
CB-SE Southeastern end of transect CB 46.0111 171.6358 
IP Intersection point between MUN and CB 45.8219 171.3696 
STN4 Munida Transect CTD Station 4 45.8034 171.1586 
 
The initial cruise plan was to acquire six passes along transect MUN and four passes 
along transect CB for the purpose of examining time-lapse changes, but weather 
conditions were not favourable during the cruise.  As a result, only two full passes 
(KAH1201-1 on Jan. 20 and KAH1201-3 on Jan. 21) and one partial pass (KAH1201-2 
on Jan. 20) were acquired along transect MUN.  One near-complete pass along transect 
CB was acquired (KAH1201-5 on Jan. 21); the line was aborted early due to weather 
conditions but most of the line was completed.  Line KAH1201-4 (a transit line between 
transect MUN and transect CB on Jan. 21), was also acquired.  Lines KAH1201-6, -7, 
and -8 were acquired Jan. 23–24 for the purpose of looking at nearshore geologic 
structures as weather conditions would not allow seismic acquisition further offshore.  
They were not analysed as part of this study.  Table 3 provides a summary of the seismic 
data acquisition. 




Numbers XBT Deployment  
KAH1201-1 MUN, pass 1 1000–3023 Every 1 nmi, every 0.5 nmi near 
shelf break 
KAH1201-2 MUN, pass 2 - aborted 4000–4439 At MUN-E 
 
KAH1201-3 MUN, pass 3 5145–7143 At MUN-W, STN4, IP, MUN-E 
KAH1201-4 MUN-CB transit 8000–8800 None 
 
KAH1201-5 CB, pass 1 - aborted 9000–11730 Every 1 nmi 
 
KAH1201-6 Near shore, heading NE 15000–15582 None 
 
KAH1201-7 Near shore, heading SW 16000–17212 None 
 
KAH1201-8 Near shore, heading SE 20025–20400 None 
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Table 3 (continued): Seismic data acquisition summary. 
Seismic Line 
Name Start Location End Location Start Time (UTC) End Time (UTC) 
KAH1201-1 MUN-W MUN-E 20/01/2012 1:02 20/01/2012 7:05 
KAH1201-2 MUN-E 45.8260 S,  
171.4260 E 
20/01/2012 7:15 20/01/2012 8:34 
KAH1201-3 MUN-W MUN-E 20/01/2012 19:53 21/01/2012 1:52 
KAH1201-4 MUN-E CB-SE 21/01/2012 1:54 21/01/2012 4:18 
KAH1201-5 CB-SE 45.5812 S,  
171.0030 E 
21/01/2012 4:24 21/01/2012 12:36 
KAH1201-6 45.5542 S,  
170.8313 E 
45.4413 S,  
170.9353 E 
23/01/2012 18:16 23/01/2012 20:01 
KAH1201-7 45.4485 S,  
170.9355 E 
45.6673 S,  
170.7355 E 
23/01/2012 20:09 23/01/2012 23:47 
KAH1201-8 45.6673 S,  
170.7387 E 
45.7379 S,  
170.8210 E 
23/01/2012 23:55 24/01/2012 1:11 
 
4.2.1  Seismic data 
Seismic data were acquired using a Sodera 45/105 in3 GI (Generator-Injector) gun 
operating at a depth of 5 m.  A Geometrics GeoEel Digital Streamer was used, consisting 
of three active segments each 100 m long, with a total of 24 groups spaced at 12.5 m.  
Each group included 16 equally spaced hydrophone elements.  The streamer was flown 
at a depth of 2.5 m, except on line KAH1201-2, where it was set to 4 m during bad 
weather.  The depth of the streamer was controlled by a 5011 Digicourse bird at the head 
of each the three active segments.  The near source-receiver offset was 30 m and the 
crossline offset between source and streamer was 8.2 m.  The source was fired every 
10.8 s with the vessel travelling at 4.5 kts, giving an average shot spacing of 25 m, thus 
yielding a nominal fold of 6.  A sample rate of 1 ms was used, with a record length of 5 s.  
Shot records were saved as SEG-D files.  Shot locations were interpolated from the ship’s 
GPS navigation system (which included differential GPS for the majority of the survey), 
and were saved as log files. 
4.2.2  Oceanographic data 
Oceanographic data were collected in the form of expendable bathythermographs 
(XBTs), providing measurements of temperature with depth at select locations along the 
seismic lines.  The Sippican MK-21/ISA Bathythermograph Data Acquisition System 
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was used, including the WinMK-21 Data Acquisition and Post-Processing Software and 
the Hand-Held Launcher Model LM-3A.  XBT data files were saved in the Raw Data 
Format .rdf.  The XBTs were deployed at an average spacing of 1 nautical mile 
(~1.85 km) along lines KAH1201-1 and KAH1201-5, with repeat measurements at select 
locations along KAH1201-2 and -3 (see Table 3).  Additional locations near the shelf 
break and near Munida Transect Station 4 were also sampled to try to capture more detail 
near the Subtropical Front.  The locations for all XBTs are listed in Table 4; numbered 
waypoints refer to 0.5 nmi markers along the transects.  Some XBTs shorted out early, 
probably due to currents or wind blowing the copper wire into contact with the hull of the 
ship.  Varying the position of deployment from one side of the ship to the other helped 
avoid this.  Two types of XBTs were used:  40 Sippican Deep Blue XBTs for shallower 
seafloor depths and 40 Sippican T5 XBTs for deeper water.  Two types were used because 
the Deep Blue XBTs are cheaper but are only able to record to depths of 760 m, while the 
T5 XBTs are more expensive but can record to 1830 m.  The switch from one type of 
probe to the other was made near the position of the 750 m isobath labelled in Figure 4.1.  
The filename prefix Td in Table 4 indicates that a Deep Blue XBT was used; prefix T5 
indicates that a T5 probe was used.  Since it was not possible for the ship to stop while 
seismic data collection was underway, CTDs were not acquired.  Expendable 
conductivity-temperature-depth probes (XCTDs) were considered but were excluded for 
budgeting reasons, as they were quoted as 10 times more expensive than the XBTs.  Other 
options like a second vessel for CTDs or a tow-yo CTD were not available.  Instead, the 
previously acquired CTDs along the Munida Transect from Chapter 3 were used to 
complement the XBTs, as described in the next subsection; Figure 4.2 shows the locations 
of the XBTs and CTDs. 
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Table 4: Expendable Bathythermograph deployment summary.  Seismic line numbers have the 
prefix “KAH1201-”. 
File name 
Latitude Longitude Line XBT Way- 
File name 
Latitude Longitude Line XBT Way- 
(°S) (°E) # # point (°S) (°E) # # point 
Td_00003 - - test - - T5_00042 45.8364 171.542 3 5 MUNE 
Td_00004 45.7835 170.9148 1 1 2 T5_00043 45.8367 171.5454 3 6 MUNE 
Td_00006 45.7864 170.9375 1 2 4 T5_00044 45.837 171.5501 3 7 MUNE 
Td_00007 45.7873 170.9492 1 3 5 T5_00045 46.0103 171.6346 5 1 1 
Td_00008 45.7884 170.961 1 4 6 T5_00046 45.9992 171.6192 5 2 3 
Td_00009 45.7893 170.9732 1 5 7 T5_00047 45.9875 171.6025 5 3 5 
Td_00010 45.7911 170.995 1 6 8 T5_00048 45.9753 171.5854 5 4 7 
Td_00011 45.7933 171.0208 1 7 10 T5_00049 45.9633 171.569 5 5 9 
Td_00012 45.7952 171.0434 1 8 12 T5_00050 45.9515 171.552 5 6 11 
Td_00013 45.7972 171.0677 1 9 14 T5_00051 45.9396 171.5351 5 7 13 
Td_00014 45.7991 171.0905 1 10 16 T5_00052 45.9266 171.5169 5 8 15 
Td_00015 45.8012 171.1155 1 11 18 T5_00053 45.9161 171.5015 5 9 17 
Td_00016 45.8021 171.127 1 12 19 T5_00054 45.9041 171.485 5 10 19 
Td_00017 45.803 171.1385 1 13 20 T5_00055 45.8919 171.468 5 11 21 
Td_00018 45.8041 171.1498 1 14 21 T5_00056 45.8806 171.4511 5 12 23 
Td_00019 45.805 171.1621 1 15 22 T5_00057 45.8694 171.4352 5 13 25 
Td_00020 45.806 171.1735 1 16 23 T5_00058 45.8558 171.4198 5 14 27 
Td_00021 45.807 171.1857 1 17 24 T5_00059 45.8439 171.402 5 15 29 
Td_00022 45.8079 171.1977 1 18 25 T5_00060 45.8337 171.3855 5 16 31 
Td_00023 45.8091 171.2096 1 19 26 T5_00061 45.8216 171.3687 5 17 33 
Td_00024 45.8097 171.2221 1 20 27 T5_00062 45.8104 171.352 5 18 35 
Td_00025 45.8106 171.2333 1 21 28 T5_00063 45.7972 171.3349 5 19 37 
Td_00026 45.8115 171.2446 1 22 29 T5_00064 45.7863 171.3187 5 20 39 
T5_00027 45.8136 171.2691 1 23 31 T5_00065 45.7737 171.302 5 21 41 
T5_00028 45.8156 171.2938 1 24 33 T5_00066 45.7613 171.2839 5 22 43 
T5_00029 45.8177 171.3167 1 25 35 Td_00067 45.7507 171.2679 5 23 45 
T5_00030 45.8194 171.3392 1 26 37 Td_00068 45.7386 171.2519 5 24 47 
T5_00031 45.8215 171.3629 1 27 39 Td_00069 45.7265 171.2356 5 25 49 
T5_00032 45.8234 171.3867 1 28 41 Td_00070 45.7146 171.2181 5 26 51 
T5_00033 45.8256 171.4117 1 29 43 Td_00071 45.703 171.2013 5 27 53 
T5_00034 45.8275 171.4353 1 30 45 Td_00072 45.6914 171.1853 5 28 55 
T5_00035 45.8295 171.4602 1 31 47 Td_00073 45.6789 171.1681 5 29 57 
T5_00036 45.8314 171.482 1 32 49 Td_00074 45.6641 171.1488 5 30 59 
T5_00037 45.8335 171.5064 1 33 51 Td_00075 45.654 171.1348 5 31 61 
T5_00038 45.8355 171.5319 1 34 53 Td_00076 45.6425 171.1186 5 32 63 
T5_00039 45.8367 171.5456 2 1 MUNE Td_00077 45.6397 171.1148 5 33 63 
Td_00040 45.7847 170.9185 3 1 MUNW Td_00078 45.6252 171.0946 5 34 66 
Td_00041 45.8045 171.1589 3 2 STN4 Td_00079 45.6125 171.077 5 35 68 
T5_00040 45.8219 171.3672 3 3 IP Td_00080 45.6005 171.0602 5 36 70 
T5_00041 45.8222 171.3721 3 4 IP Td_00081 45.5876 171.0422 5 37 72 
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4.2.3  Additional data 
To supplement the data acquired during the cruise, three sets of additional data were 
used.  The first consisted of the CTD data acquired during the RV Polaris II cruises along 
the Munida Transect, described in Chapter 3.  These were used to compare to the XBT 
data, especially along transect MUN.  In addition, the CTDs were used to overcome the 
lack of salinity measurements in the XBT data, for example during the computation of 
synthetic seismograms (Subsection 4.3.3).  The CTDs from the November 2010 cruise 
were used, as they were the closest to representing the seasonal conditions encountered 
in January (the other options were the August 2010 and June 2011 cruises, as the March 
2011 cruise was aborted early).  The CTD locations are shown in Figure 4.2 along with 
the XBT locations.  The second dataset used comprised satellite sea-surface temperature 
data from MODIS, as described in Subsection 2.5.1.  These data consisted of derived and 
gridded sea-surface temperature values at a resolution of approximately 4 km with a cloud 
mask applied.  For the duration of the cruise, the daily SST maps were contaminated with 
cloud; as a result, a composite map encompassing the 8-day period January 17–24, 2012 
(dataset T20120172012024.L3m_8D_SST_4) was required to provide coverage over the 
study area.  The resulting SST map (Figure 4.2) was used to identify the approximate 
location of the surface expression of the Subtropical Front for comparison to the features 
observed in the XBTs and seismic data (Section 4.4).  The third dataset incorporated was 
the processed legacy seismic line CB82-94 from Chapter 2.  This image was used to 
compare to the seismic data acquired along transect CB, coincident to CB82-94 
(Subsection 4.5.6). 
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Figure 4.2: Additional data: previously acquired CTDs along the Munida transect (filled blue 
circles labelled by station number) shown in relation to XBT deployment locations (open black 
circles), overlain on a composite sea-surface temperature map for the time period January 17–24, 
2012. 
4.3  Data processing methods 
First, the XBT data were processed, as this allowed for the measured sound speed 
values to be used during the seismic processing.  Next, the seismic data were processed; 
the flow used was similar to that applied to the legacy seismic data, with additional 
emphasis on improving signal-to-noise ratio as these seismic data are lower fold than the 
legacy data.  Finally, the XBTs were used to calculate synthetic seismograms to allow the 
oceanographic and seismic datasets to integrated and interpreted. 
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4.3.1  Processing of XBT data 
The raw XBT (.rdf) data files were first converted to Export Data Format (.edf) files 
using the WinMK-21 software.  The converted files are in ASCII format and contain the 
XBT temperature data as a function of depth.  The depth values for each temperature 
sample are determined from a drop-rate equation, which models the probe depth at a given 
time from its initial entry into the water.  The equation contains a first-order term in time 
which represents a terminal velocity for the probe, as well as a second-order term in time 
which accounts for the slight decrease in probe mass as the wire unspools.  The default 
manufacturer-provided depth equations were used for both the DB and T5 probes.  The 
equations differ for the two probe types due to their varying weights and shapes; as a 
result the two probes have slightly different sample rates in depth: 0.5 m for the DB XBTs 
vs 0.7 m for the T5 XBTs. 
The .edf files were imported into MATLAB, where the bottoms of the temperature 
profiles were edited to cut off the portion where probe has already hit the seafloor but is 
still recording.  This depth was determined by identifying the depth after which the 
recorded temperature remains constant; there is some uncertainty in this process, 
especially in regions of low temperature gradients.  Spurious samples at the top of the 
temperature profiles were also removed; these were likely caused by readings taken 
before the probe entered the water, or in the time taken for the probe to equilibrate with 
the water.  One XBT (file T5_00035) had an anomalous two-sample spike in temperature 
of approximately 1°C present in a section of relatively uniform temperatures.  Similar to 
the de-spiking process applied to CTDs in Subsection 3.4.1, this spike was interpreted to 
be an error in sampling and those two samples were replaced by linearly interpolating 
from neighbouring samples. 
The locations of the XBT deployments were determined from the seismic observer 
logs.  They were taken to be equal to the vessel position logged for the seismic shot record 
taken nearest the time the XBT was launched.  These locations allowed for the 
construction of temperature profiles along the seismic lines by contouring the individual 
XBTs in MATLAB.  Surface temperature traces were computed by averaging the 
temperature for each XBT over the uppermost 5 m and plotting as a function of surface 
location, for use in identifying the surface expression of the Subtropical Front and 
comparing to the SST map. 
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Sound speed values were calculated from the temperature values using the 
Mackenzie (1981) equation, assuming a constant salinity of 34.4, which corresponds to 
an approximate average salinity determined from the CTD sections along the Munida 
Transect.  Both RMS and interval velocities were calculated for use in seismic processing. 
4.3.2  Processing of seismic data 
The steps applied in processing the seismic data are described in this subsection and 
summarized in Figure 4.3.  Processing was performed using the GLOBE Claritas software 
package.  Further discussion of the processing flow is found in Subsection 4.6.2. 
 
Figure 4.3: Summary of processing flow applied to seismic data. 
The raw seismic shot records are dominated by low-frequency swell noise which 
requires filtering.  First a 100 ms cosine taper was applied to the start and end of each 
trace to avoid ringing caused by filtering sharp edges of low-frequency events cut off at 
the start or end of the trace.  The taper length of 100 ms does not affect the start of the 
data because of the 100 ms gun delay.  A 10/20 Hz, zero phase, high-pass filter was 
applied.  Next, a phase shift of 180° was applied to reverse the polarity of the traces to 
match the SEG polarity convention where the first break is a trough (negative amplitudes) 
and an increase in impedance corresponds to a reflection arrival that has positive 
amplitudes (a peak), such as is observed in the seafloor reflection.  Figure 4.4 shows two 
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shot records, both raw and filtered versions.  After filtering, several bad shots were 
visually identified and removed.  These shots were either misfires or had a source 
signature that was different than the rest of the shots, with direct and reflected arrivals 
time-delayed and ringy in character.  Figure 4.5 shows an example of a bad shot. 
 
Figure 4.4: Shots 11349 and 11350 as recorded (left) and after high-pass filtering (right). 
 
Figure 4.5: Comparison of three good shots (11249, 11251, and 11252) and a bad shot (11250). 
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The survey geometry was added into the headers of the shot records, including 
source locations from the GPS log files, and source-receiver offsets and depths as 
described in Subsection 4.2.1.  A 100 ms static shift was applied to account for the gun 
delay.  However, this nominal geometry did not result in shot records with the direct 
arrival projecting through zero time at zero offset.  In addition, the linear moveout 
velocity of the direct arrival with this geometry was approximately 1480 m/s, much lower 
than the observed sound speeds in the shallow part of the XBTs (~1495–1505 m/s).  To 
account for these discrepancies, a modified geometry was determined and applied to the 
shot records.  This process is discussed further in Subsection 4.6.2.  The modified 
geometry had a receiver spacing of 12.625 m instead of 12.5 m, a near offset of 48 m 
instead of 30 m, and a static shift of 110 ms instead of 100 ms. 
Additional filtering was applied to the shot records to remove the direct arrival.  
This process was the same as that applied to the legacy seismic data in Chapter 2.  A 
linear moveout was applied using a constant velocity that best flattened the direct arrival 
(1498 m/s), and then the amplitudes of the traces in the shot record were balanced in a 
50 ms window around the direct arrival.  A 5-trace median filter was applied to enhance 
the direct arrival, the linear moveout was removed, and the relative amplitudes of the 
traces were restored by removing the effect of the amplitude balancing.  The result was 
subtracted from the original shot records to produce shot records with the direct arrivals 
removed (Figure 4.6). 
The data were then sorted into common-midpoint gathers.  Because of the noisy 
nature of the data, the CMP binning was done using twice the natural midpoint spacing 
(12.625 m instead of 6.3125 m), in order to increase the nominal fold of the data from 6 
to 12.  To correct for amplitude decay with time, a gain correction was applied to the data.  
An AGC (automatic gain control) of 50 ms was chosen, the same as was used in the 
processing of the older legacy seismic data in Chapter 2.  As discussed in that chapter, 
though an exponential gain would be more theoretically correct, it was found to amplify 
noise excessively in the lower portion of the section.  Similarly, a longer AGC operator 
creates a low-amplitude “shadow zone” above the seafloor, which is also undesirable; the 
shorter AGC operator was found to be the best option, though it somewhat complicates 
the interpretation of the seismic sections as the relative amplitudes of the various 
reflections are potentially distorted. 
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Figure 4.6: Shot 11349 before (left) and after (middle) direct-arrival filtering.  The right-hand 
panel shows the enhanced direct arrival subtracted from the shot record during filtering.  The 
subseafloor reflections are negatively impacted by the filtering, but the water-column reflections 
are enhanced.  The direct arrival is not completely removed, but is greatly reduced. 
Normal moveout was applied to the CMP gathers, including a stretch mute of 100%.  
For lines KAH1201-1, and -5, RMS velocities calculated from the XBTs were used; for 
the other lines a constant velocity of 1495 m/s was used.  The choice of velocities used 
for stacking is further discussed in Subsection 4.6.2.  Before stacking, a harsher bandpass 
filter was applied: 15/30 Hz on the low end to remove additional swell noise still present 
after the direct-arrival filtering, and 150/180 Hz on the high end to remove noise at 
frequencies above the signal band.  A short-window (10 ms) AGC was applied before 
filtering and then removed after filtering; this mainly acts as a step-function in gain at the 
seafloor, which equalizes water column and subseafloor reflection amplitudes, helping 
avoid filter artefacts at the edges of high amplitude events such as the seafloor; removing 
the AGC after filtering essentially restores the ungained reflection amplitudes for 
frequencies in the pass-band.  An alternative to this process would be to mute the 
subseafloor data, though it would be more time-consuming as the seafloor times would 
require picking in all traces of each shot or CMP gather.  Next, a surgical inside mute was 
applied to the top of the first few channels where the direct arrival was not successfully 
filtered.  The mute was linear, from 75 ms on channel 1 to 40 ms on channel 9.  Channels 
1, 9, and 17 were then removed due to excess noise, possibly caused by the depth-control 
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devices (“birds”) at the start of each of the three streamer segments.  Figure 4.7 shows a 
CMP gather with and without NMO, filtering, and muting applied. 
 
Figure 4.7: Common-midpoint gather 4683 from line KAH1201-5.  From left to right: (1) before 
the application of normal moveout, (2) after NMO showing stretch mute limit (black line), (3) 
after stretch mute and bandpass filter, showing surgical mute limit (black line), and (4) after 
removal of noisy channels 1, 9, and 17 and surgical muting of remnants of the direct arrival on 
the near channels. 
The data were then stacked.  A poststack zero-phase bandpass filter was applied 
with a frequency ramp of 25/40 Hz on the low end to remove residual low-frequency 
noise that was not removed by the stacking process, and the same 150/80 Hz ramp on the 
high end as before stack.  The seafloor reflection arrival times were picked and the data 
were muted starting 20 ms above that time in order to remove the high-amplitude seafloor 
and subseafloor reflections in addition to any wavelet sidelobes from the seafloor 
reflection prior to migration.  A poststack deconvolution was then applied, in the form of 
a zero-phase spectral whitening over the frequency band 25/40/150/180 Hz.  The length 
of the smoothing operator in the frequency domain was 5 Hz. 
The data were migrated using a finite-difference time-domain algorithm (module 
FDMIG).  For lines KAH1201-1, and -5, interval velocities calculated from the XBTs 
were used; for the other lines a constant 1490 m/s was used.  A post-migration coherency 
filter was applied to remove random noise (module FXRUNMIX), consisting of a 5-trace 
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weighted summation in the f-x domain.  The 25/40/150/180 Hz bandpass filter and the 
seafloor mute were reapplied to remove noise created by the migration.  A 45 ms taper 
was applied at the top of the section to remove migration artefacts created in the portion 
of the section where there was no signal due to the near offset.  Finally, a static shift of 
6 ms for line KAH1201-2 and 5 ms for the other lines was applied to account for the 
source and receiver depths.  Figure 4.8 shows a portion of line KAH1201-5 after stacking 
and again after migration and final post-migration processing. 
Though all five lines were binned on separate CMP grids (called CDP grids in the 
processing software) during the processing, for repeat lines such as KAH1201-1, -2, and 
-3 which were all along the same Munida Transect, it was useful to convert them to a 
single CMP (CDP) grid so that the final images could be directly compared.  The midpoint 
coordinates in the trace headers CDP_X and CDP_Y were used to map the nearest CDP 
number from the repeat line to the corresponding CDP number from the original line.  
Lines KAH1201-2, and -3, were mapped onto the CDP grid for line KAH1201-1, and line 
KAH1201-5 was mapped onto the CDP grid for line CB82-94. 
The processing of line CB82-94 was previously described in Chapter 2.  The general 
processing flow is similar to that applied to the KAH1201 lines, though it involved fewer 
targeted noise removal techniques and did not include spectral whitening or migration.  
The main differences between the two lines are their frequency content (evident from the 
different filter bandwidths) and their fold; the larger number of channels in the CB82-94 
survey (120 vs 24) results in a nominal fold of 60 rather than the 12 achieved by the 
KAH1201 processing. 




Figure 4.8: Portion of line KAH1201-5 after stacking (top) and after migration and final filtering 
(bottom). 
4.3.3  Calculation of synthetic seismograms 
Synthetic seismograms were calculated from the XBTs for use in comparing to the 
processed seismic data.  They were computed in MATLAB using functions in the 
CREWES toolbox, following a similar process to that used on the CTDs in Subsection 
3.4.3.  For initial evaluations, a source wavelet was chosen to be a zero-phase Ormsby 
wavelet with a frequency range of 25/40/150/180 Hz, to match the final bandpass filters 
applied to the seismic data.  Since salinity measurements were not made, a constant 
salinity was used in calculating the synthetic seismograms.  In order to test the effect of 
this assumption, synthetic seismograms were calculated from the Munida transect CTDs 
using (1) the measured salinities, (2) a constant salinity, and (3) a constant density.  As 
illustrated in Figure 4.9, there are differences in the synthetics, including changes in the 
amplitudes of major reflections, but the major reflections are still present in all cases and 
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overall the synthetics are similar.  As a result, the constant salinity assumption was 
deemed acceptable for the purpose of tying the XBT synthetics to reflections observed in 
the seismic data. 
 
Figure 4.9: Comparison of synthetic seismograms calculated from the CTD at Station 4 using the 
measured salinities, a constant salinity, and a constant density.  The two panels show the shallow 
half (top) and deep half (bottom) of the seismic traces. 
For detailed ties of the synthetic seismograms to the processed seismic data, a 
second set of synthetics was computed.  The wavelet used was modelled on a wavelet 
extracted from the processed seismic data.  The extraction was performed in a window 
around a strong, isolated water-column reflection in the final image from line KAH1201-
5.  Figure 4.10 shows a synthetic seismogram computed from an XBT.  As illustrated, the 
seismic reflection coefficients amount to a scaled version of the vertical sound speed 
gradient, transformed from depth to vertical two-way traveltime by means of a time-depth 
curve calculated from the sound speed profile.  The synthetic seismic trace results from 
the convolution of the wavelet and the reflection coefficients.  By comparing the synthetic 
seismic trace to the recorded seismic traces from CDPs nearby the location of the XBT, 
the observed reflections in the recorded seismic data can be matched to the corresponding 
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features in the temperature profile, thereby allowing for an interpretation of their 
oceanographic significance.  These detailed comparisons are shown in Section 4.5. 
 
Figure 4.10: Synthetic seismogram calculation for XBT 34 on line KAH1201-5.  From left to 
right: (1) temperature as a function of depth, (2) calculated sound speed as a function of depth, 
(3) calculated temperature (T, blue) and sound speed (V, black) vertical gradients as a function of 
depth, (4) computed seismic reflection coefficients as a function of time (black) along with 
seismic wavelet (blue) displayed as an inset, (5) resulting synthetic seismic trace, and (6) synthetic 
seismic trace (blue) displayed on nearby recorded seismic traces (red). 
4.4  Results 
4.4.1  Oceanographic results 
The XBT data were plotted in MATLAB in order to identify the range of water 
masses present.  Figure 4.11 shows all of the temperature profiles plotted as a function of 
depth, and as a histogram.  Both displays show a prominent water mass near 7°C.  At 
depth the temperatures decrease and approach a minimum of 3°C.  The histogram also 
shows local maxima near 5 and 12°C.  To further understand these observations, the CTD 
data from November 2010 were also plotted; Figure 4.12 shows a temperature-salinity 
cross-plot with water masses identified, as well as a temperature histogram.  Comparing 
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the histograms shows that the XBTs recorded a larger range of temperatures, reaching 
several degrees warmer than the CTDs.  The warmer temperatures observed in the XBTs 
near the surface are interpreted to be a seasonal effect, as the XBT data are from February, 
whereas the CTD data are from November.  Despite this difference, the general look of 
the distributions is similar.  The maximum at 7–7.5°C is present in the CTD data, and 
from the T-S cross-plot this is confirmed to be Subantarctic Mode Water, with a salinity 
near 34.4, as identified in Chapters 2 and 3.  The local maximum in the histogram at 10–
10.5°C, is observed to consist primarily of modified Subtropical Water, with high salinity.  
This maximum is at slightly cooler temperatures than in the XBT histogram (~12°C), as 
expected for November compared to February.  Some warm but less salty Subantarctic 
Surface Water is also present, contributing to this maximum.  The cool water at depth is 
Antarctic Intermediate Water, with a salinity minimum, producing the local maximum at 
5°C in both temperature histograms.  The highest temperatures in the CTD data are from 
Neritic Water; this is likely to be the case in the XBT data as well.  Though the 
identification of water masses from temperature alone is difficult, as seen by the T-S 
cross-plot where water masses can have similar temperatures but distinctively different 
salinities, the similarities in the XBT and CTD temperature distributions gives confidence 
in their identification.  The spatial distribution of the temperature data is also useful in 
understanding the water masses present; Figure 4.13 and Figure 4.14 show the XBT and 
CTD temperature data plotted in cross-sectional views. 
 
Figure 4.11: All XBTs plotted as a function of depth (left) and plotted as a histogram (right). 
242 Chapter 4: High-frequency GI gun seismic data with coincident XBT data 
 
 
Figure 4.12: November 2010 CTD data plotted as a temperature-salinity cross-plot (left) and 
plotted as a temperature histogram (right). 
The XBT section from KAH1201-1 and the CTD temperature data from November 
2010 (Figure 4.13) are similar in their general pattern, with the XBT data having higher 
horizontal resolution due to the greater number of profiles.  The main water masses 
identified above are present in distinct regions, with warm STW on the shelf and 
extending offshore in a wedge shape, separated by a strong temperature gradient that dips 
shoreward from cooler SAW and a thick homogeneous layer of SAMW.  The SAW and 
SAMW are overlain by a surface mixed layer of SASW with a sharp thermocline, and 
underlain by AAIW with a broader transition zone separating the water masses.  Small 
areas of temperature inversions can be seen in the middle of the section, particularly on 
the 8, 9, and 10°C contours. 
As in Chapter 3, the position of the Subtropical Front can be identified at the surface 
and in the subsurface.  The surface traces show the STF as a ~2°C temperature drop, with 
the approximate midpoint of this gradient region shown by arrows in Figure 4.13.  In the 
subsurface the STF is identified by the region of closely spaced isotherms, approximately 
centred around the 9°C contour.  Differences between the two sections are consistent with 
seasonal changes: the CTD section from November displays cooler temperatures inshore 
and in the offshore mixed layer, with the warm water in the subsurface not extending as 
far seaward as in the February XBT section.  However, the November surface trace shows 
the Subtropical Front slightly further offshore than in the February XBT section, with the 
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surface gradient region present over kilometres 8–19 compared to kilometres 7–14.  This 
is consistent with seasonal observations in Chapter 3: February being more typical of 
summer conditions, when the surface expression of the front is at its furthest inshore, 
while warm waters in the subsurface extend their furthest seaward.  The surface traces 
are discussed further below in the context of satellite SST data. 
The XBT section from line KAH1201-5 (Figure 4.14) shows a similar pattern to 
line 1.  Temperatures are slightly higher in the warm water wedge, with the 11.5–12°C 
contour region occupying a greater area, whereas the 10.5–11°C contour region was 
larger in line 1.  The surface temperature drop occurs over a longer distance than in line 
1 (over kms 66–50 compared to kms 7–14), but this is partly expected due to the more 
oblique angle of the line (see Figure 4.15 below).  The midpoint of this gradient region is 
taken to represent the surface position of the STF, and is indicated in Figure 4.14 by an 
arrow.  One feature that is present in line KAH1201-5 is a minimum in surface 
temperatures in the middle of the section (kms 50–30), in the region overlying the warm 
water wedge, with warmer surface temperatures both inshore and offshore; this feature 
was noted in Chapter 2, and is seen to a lesser degree in line KAH1201-1.  Temperature 
inversions are again visible, in the 8–12°C contours. 




Figure 4.13: Temperature cross-sections for line KAH1201-1 from XBT data (top) and from 
November 2010 CTD data along the same line (bottom).  Measurement locations are indicated by 
triangles at a depth of 0 m.  Surface temperature traces are also displayed at the top of each section 
(solid blue lines).  The approximate position of the surface STF is indicated by the blue arrows. 
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Figure 4.14: Temperature cross-section for line KAH1201-5 from XBT data.  Measurement 
locations are indicated by triangles at a depth of 0 m.  The XBT surface temperature trace is 
displayed at the top of the section (solid blue line).  The approximate position of the surface STF 
is indicated by the blue arrow. 
The surface temperature traces from the XBTs calculated by averaging the 
uppermost 5 m were then compared to the satellite SST data from the time of the seismic 
survey to confirm the identified locations of the Subtropical Front.  Figure 4.15 shows a 
map of the SST data with the locations of lines KAH1201-1 and KAH1201-5 overlain; 
Figure 4.16 shows the extracted SST temperatures along those lines, compared to the 
XBT surface traces.  Because of the different depths that the temperatures represent, the 
values are not expected to be identical; however, they show a very good correlation.  Both 
datasets show offshore temperatures between 12 and 12.5°C, and a temperature increase 
towards shore of 2–2.5°C.  There is a difference in the location of the temperature change 
in the XBTs and SST for line KAH1201-1; since the SST image is an 8-day composite, 
any movement in the front during that time could explain the difference in apparent 
location.  In addition, the minimum in surface temperatures in the middle of line 
KAH1201-5 is not observed in the satellite SST; this may also be the result of the 
composite.  Some cool (<12°C) temperatures are seen in the SST image but not in the 
XBT data; this may be the result of residual cloud contamination in the satellite SST 
image.  The SST map shows that neither XBT section reached far enough inshore to 
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record the warmest temperatures on the shoreward side of the front, but the temperature 
drops recorded in the XBT sections do correspond to where the Subtropical Front would 
be located based on the satellite SST data.  The surface trace temperature drops in the 
XBT data are therefore considered representative of the surface expression of the STF; 
again, the midpoint of the gradient region is taken as the location of the front (blue 
arrows).  These locations can then be used to compare with the seismic images. 
 
Figure 4.15: Satellite sea-surface temperature data, reproduced from Figure 4.2, with the 
locations of lines KAH01-1 and KAH01-5. 
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Figure 4.16: Satellite SST (blue dots) extracted from Figure 4.15 along lines KAH1201-1 (top) 
and KAH1201-5 (bottom), as well as XBT surface traces (solid blue) along the same lines.  The 
approximate position of STF in the surface traces is indicated by the blue arrows. 
The temperature cross-sections in Figure 4.13 and Figure 4.14 show that the 
subsurface expression of the STF, seen as the dipping region of enhanced temperature 
gradients, centred around the 9°C isotherm and separating the warmer STW from cooler 
SAW, extends much further offshore (by up to ~25km) than the surface location of the 
STF as seen in the surface traces. This difference in the surface and subsurface 
expressions of the STF is significant, and is consistent with observations of the STF in 
Chapter 3.  The XBT data show the surface expression on the shelf or near the shelf break, 
while the subsurface expression is a broader region extending much further offshore.  The 
strong mixed layer overprints the subsurface expression of the front in the offshore region, 
which means that it is not visible in the satellite SST data. 
4.4.2  Synthetic seismograms 
Figure 4.17 shows sound speed cross-sections for lines KAH1201-1 and -5, as 
calculated from the XBT temperatures.  These sound speeds were used as the input for 
the synthetic seismograms, as well as for seismic processing.  The cross-sections show 
similar features to the temperature sections, as expected due to the strong correlation 
between sound speed and temperature.  The sections also show the competing effect of 
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pressure on sound speed; in the deeper-water portions of the sections, sound speed first 
decreases as a function of depth (decreasing temperature is the dominant effect), then 
increases (increasing pressure is the dominant effect, while temperature remains fairly 
constant in the SAMW), then decreases again (as temperature decreases again), then 
increases again (as pressure increases while temperatures change less rapidly approaching 
AAIW).  Regions of rapid change in sound speed are those areas where seismic reflections 
are expected: especially obvious are the base of the mixed layer and the dipping region 
separating STW from SAW. 
The resulting synthetic seismograms are plotted in Figure 4.18 for line KAH1201-
1 and in Figure 4.19 for KAH1201-5, overlain on both temperature and vertical 
temperature gradient sections.  These figures identify oceanographic features that are 
expected to be imaged in the seismic data, specifically what the different water masses 
will look like and what boundaries should be visible.  Compared to the synthetic sections 
created from CTDs in the previous chapter, interpolating reflections between XBT 
synthetics is much easier due to the denser horizontal sampling, giving a greater sense of 
the continuity of reflections expected in the recorded seismic images.  One strong, 
continuous seismic response is associated with large temperature gradients at the base of 
the mixed layer in both sections (at depths of ~50–100 m), present in offshore regions 
(over kms 30–50 in line 1 and kms 0–30 in line 5).  Another region of high reflectivity is 
present in the shoreward-dipping zone of high temperature gradients separating STW and 
SAW that intersects the shelf break at depths between ~200 and 400 m; this extends out 
to approximately the 30 km mark on both lines.  Moderate temperature gradients are also 
present in both lines at the SAW to AAIW transition in a shoreward-dipping region at 
depths between 600 and 1000 m, but the seismic response in this region is weak at the 
frequencies used in these synthetics, particularly in line 5.  Lower frequencies may 
produce more prominent reflections in these deeper regions, as was observed in the 
Boomer-legacy synthetic comparison in Subsection 3.5.6. 




Figure 4.17: Sound speed cross-sections calculated from XBTs for lines KAH1201-1 (top) and 
KAH1201-5 (bottom). 




Figure 4.18: Synthetic seismograms for line KAH1201-1 overlain on temperature (top) and 
vertical temperature gradient (bottom). 




Figure 4.19: Synthetic seismograms for line KAH1201-5 overlain on temperature (top) and 
vertical temperature gradient (bottom). 
Figure 4.20 and Figure 4.21 are enlarged views of the previous two figures, showing 
the shallow water column in more detail.  In addition to the shallow reflections associated 
with the base of the mixed layer and the shoreward-dipping zone of reflectivity 
representing the subsurface STF, Line 1 in particular also shows a seaward-dipping 
reflection at shallow depths (0–50 m) in the middle of the section (kms 15–30), 
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approaching the surface near the surface location of the STF.  The seaward- and 
shoreward-dipping reflections in both lines trace the outline of the warm-water wedge.  
Line 1 also displays a shoreward-dipping reflection on the shelf (kms 2–7), particularly 
visible in the gradient section, which could be a neritic front (observed in Chapter 3). 
 
 
Figure 4.20: Enlarged view of synthetic seismograms for line KAH1201-1 overlain on 
temperature (top) and vertical temperature gradient (bottom).  Shoreward- and seaward-dipping 
reflective zones are highlighted. 




Figure 4.21: Enlarged view of synthetic seismograms for line KAH1201-5 overlain on 
temperature (top) and vertical temperature gradient (bottom).  Shoreward- and seaward-dipping 
reflective zones are highlighted. 
4.4.3  Seismic images 
Figure 4.22–Figure 4.25 show the final processed versions of all five seismic lines.  
All lines show strong reflectivity between 0.05 and 0.5 s; above 0.05 s (~40 m) muting of 
the direct arrival has removed any data, and below 0.5 s (375 m) reflections are not visible 
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over the noise level.  To show the shallow reflectivity in more detail, Figure 4.26–Figure 
4.28 show enlarged views of the upper 0.5 s of lines KAH1201-1, -3, and -5.  Annotations 
show several reflective regions.  In particular, strong reflections are visible at around 0.1 s 
(75 m) in the offshore region, sometimes in vertical stacks going down to 0.25 s (~190 m) 
in isolated areas.  Blank zones are present on the shelf and near the shelf break, and below 
the strong offshore reflections.  Dipping reflections are visible near the shelf break, with 
dips ranging from 1 to 3°.  Above these shoreward-dipping reflections is a seaward-
dipping reflection near the surface, especially in lines KAH1201-1 (Figure 4.26) and 
KAH1201-5 (Figure 4.28), with a dip around 0.3°.  Undulations are visible in most of the 
reflections, with the largest amplitudes in the shallow reflections in line KAH1201-3 
(Figure 4.27); these are interpreted to be internal waves and are examined further below. 
 
Figure 4.22: Processed seismic line KAH1201-1, along transect MUN. 
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Figure 4.23: Processed seismic line KAH1201-3, along transect MUN. 
   
Figure 4.24: Left: processed seismic line KAH1201-2, along the eastern end of transect MUN.  
Right: processed seismic line KAH1201-4, connecting transects MUN and CB. 
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Figure 4.26: Shallow portion of processed seismic line KAH1201-1, along transect MUN, with 
key features annotated. 
 
Figure 4.27: Shallow portion of processed seismic line KAH1201-3, along transect MUN, with 
key features annotated. 
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4.5  Seismic interpretations 
The reflections observed in the seismic sections displayed above can be interpreted 
in terms of their oceanographic significance by examining the XBT temperatures and 
synthetic seismograms.  Figure 4.29 shows portions of lines KAH1201-1, -3, and -5 
overlain by XBT temperatures.  As expected, the offshore strong, shallow reflections 
correlate to the base of the mixed layer, separating warm SASW from cooler SAW 
beneath.  The shoreward-dipping reflections occur in the region where temperatures 
transition from warm STW to cool SAW (from orange ~11.5°C to light blue ~8°C) in the 
subsurface expression of the STF.  Above and inshore of the shoreward-dipping reflective 
wedge is a blank zone, corresponding to STW temperatures (reds ≥12°C).  The non-
reflective zone beneath the mixed layer offshore occurs in a region where temperatures 
are relatively stable between 7 and 7.5°C (dark blue to purple), suggesting the presence 
of SAMW.  The expected transition between SAW and AAIW was shown to be at depths 
between 500 and 1000 m in the synthetic seismograms in the previous section; as 
expected, reflections corresponding to this zone are not observed in the seismic lines, as 
they would occur below 0.5 s (375 m) where the deepest reflections are observed.  
Examining individual synthetic ties gives more insight into the reflective features 
observed. 





Figure 4.29: Processed seismic lines KAH1201-1, -3, and -5 in the top, middle, and bottom 
panels, respectively, with XBT temperatures overlain as coloured bars. 
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4.5.1  Mixed Layer 
The base of the mixed layer, separating warm SASW from cooler SAW, is a 
strongly reflective feature in all five seismic lines.  Variations in its seismic character can 
be seen in the synthetic seismograms.  Figure 4.30 (a) shows a location where the 
thermocline is simple, with one strong reflection occurring at a sharp change in 
temperature and a with weak reflectivity corresponding to smooth gradational change 
below.  In other locations, shown in Figure 4.30 (b) and (c), a stack of reflections results 
from additional steps in the temperature profile, where the change in temperature occurs 
in discrete layers as opposed to a single gradient.  This second case is interpreted to occur 
when previous mixing events reaching different depths are preserved.  Undulations 
interpreted to be internal waves are seen in the mixed-layer reflections; these are 
examined further in Subsection 4.5.5.  In most of the detailed synthetic ties in this section, 
a small time shift has been applied to the recorded seismic data to best match the synthetic 
and recorded traces; the size of the shift is shown in the top right of each figure panel, 
averaging -6 ms (~4.5 m upwards); this is discussed further in Subsection 4.6.3. 
 
Figure 4.30: Synthetic seismic ties for mixed-layer reflections.  (a) A single reflection.  (Figure 
continues on next page.) 




Figure 4.30 (continued): Synthetic seismic ties for mixed-layer reflections.  (b) Two reflections, 
and (c) multiple reflections. 
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4.5.2  Subantarctic Water 
Figure 4.29 previously showed Subantarctic Mode Water as a non-reflective zone 
with temperatures in the dark blue to purple range (7–7.5°C).  The synthetic ties in Figure 
4.30 above show this blank zone in the bottom half of the synthetic and recorded seismic 
data.  However, in other areas the seismic sections also show a few deeper reflections 
beneath the offshore mixed-layer reflections, two examples of which are shown in the 
synthetic ties below.  The reflections correlate to temperature variations in the upper 
portion of the SAW, where temperature fluctuates in the ~7–8°C range.  In both examples 
in Figure 4.31 the XBTs show temperature inversions, especially apparent in (a) with a 
strong, positive-polarity reflection (peak), compared to most of the seismic reflections 
which are negative polarity (troughs) due to decreasing temperature.  This observation is 
consistent with the idea of two types of SAW, distinguishing between reflective SAW 
(with variable temperature) and non-reflective (with near-constant temperature) SAMW, 
as discussed in Chapters 2 and 3. 




Figure 4.31: Synthetic seismic ties for SAW reflections: (top) a strong positive reflection from a 
temperature inversion, and (bottom) weaker reflections from temperature fluctuations. 
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4.5.3  Subtropical Water 
Figure 4.29 previously showed a large non-reflective zone with warm temperatures 
in the shallow, inshore portion of the image, corresponding to Subtropical Water.  
Reflections are visible at the base of this zone near the shelf break, and in particular on 
line 5 where canyons cut through the shelf break.  Figure 4.32 shows the synthetic ties 
for this region, confirming the non-reflective nature of the shallow STW, and the single 
or multiple reflections coming from decreases in temperature where the gradients 
associated with the Subtropical Front begin. 
 
Figure 4.32: Synthetic seismic ties for STW.  A primarily blank zone of temperatures ≥12°C 
overlies: (a) a moderate reflection near the shelf break.  (Figure continues on next page.) 




Figure 4.32 (continued): Synthetic seismic ties for STW.  A primarily blank zone of 
temperatures ≥12°C overlies: (b) a single strong reflection in a canyon and (c) multiple reflections 
within a canyon. 
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4.5.4  Subtropical Front 
Figure 4.29 previously showed the STF as dipping reflections associated with high 
temperature gradients in the subsurface, with warm non-reflective STW above, cool 
weakly reflective SAW below, and temperatures indicating a mixture of the two water 
masses in between.  Figure 4.33 shows synthetic ties in this region, with distinct dipping 
reflections where the temperature gradient contains multiple steps over a range of depths, 
and a stack of reflections where the isotherms come together at the tip of the wedge, with 
internal waves prevalent. 
 
Figure 4.33: Synthetic seismic ties for the STF reflective wedge.  (a) Multiple reflections with 
distinct steps in the temperature profile.  (Figure continues on next page.) 




Figure 4.33 (continued): Synthetic seismic ties for the STF reflective wedge.  (b) Multiple 
reflections in the middle of the wedge.  (c) Multiple reflections packed together at the tip of the 
wedge. 
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The STF region also shows examples of temperature inversions and associated 
positive-polarity reflections.  Synthetics in (b) and (c) above show temperature 
inversions, but the associated seismic peaks are not easily identified due to interference 
with adjacent reflections.  Another example is shown in Figure 4.34, where the reflection 
is slightly more isolated.  None of the seismic peaks associated with temperature 
inversions in the STF region or shown previously within the SAW are particularly 
continuous laterally, suggesting perhaps that these features are not stable. 
 
Figure 4.34: Synthetic seismic tie for the STF reflective wedge showing a temperature inversion 
and associated positive-polarity seismic reflection. 
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One positive-polarity reflection that is laterally continuous is in the shallow region 
overlying the STF reflective wedge; this is the seaward-dipping reflection identified 
earlier potentially connecting the surface and subsurface expressions of the front.  Figure 
4.35 shows synthetic ties for this feature.  In (a) at the deeper end of the feature (~80 m), 
the reflection has negative polarity and is similar to the base of the mixed layer, with a 
temperature drop from near 12 to 10.5°C.  In (b) and (c) at the shallower end of the feature 
(~60 m), there is a temperature inversion, with temperatures near 12°C above and below, 
and a small region of cooler 11.5°C water in between; additionaly, a positive-polarity 
reflection is present.  This feature is interpreted to represent the boundary between warm, 
shallow SASW present in the mixed layer offshore and warm STW or STW/SAW mix 
present on the shelf and in the subsurface wedge.  The temperature difference between 
the warm SASW and the warm subsurface STW is small, but the salinity difference would 
be large; salinity data would likely show this boundary more clearly; this was the case in 
the CTD data from Chapter 3 where the top of the wedge of warm, salty water was more 
distinct in the salinity sections compared to the temperature sections. 
 
Figure 4.35: Synthetic seismic ties for a seaward-dipping shallow reflection above the STF 
wedge.  (a) A single negative-polarity reflection similar to the base of the mixed layer.  (Figure 
continues on next page.) 




Figure 4.35 (continued): Synthetic seismic ties for a seaward-dipping shallow reflection above 
the STF wedge.  (b) and (c) A positive-polarity reflection associated with a temperature inversion, 
probably separating overlying SASW from underlying STW. 
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4.5.5  Additional features: eddies and internal waves 
Unlike the legacy seismic data in Chapter 2, the KAH1201 seismic lines do not 
display any lens-like features.  This may be due to the limited depths imaged and the 
higher noise levels making true “blank” areas less distinct.  One feature in line KAH1201-
3 may be an eddy; as shown in Figure 4.36 it consists of a “V”-shaped reflection in the 
base of the mixed layer, with a vertical stack of reflections extending below the feature, 
similar to the edges of some lenses seen in the legacy seismic data and highlighted by 
Gorman et al. (2018).  There are no XBTs in the middle of the feature, so its interpretation 
is speculative.  Alternatively, the “V” may be part of an undulation associated with an 
internal wave.  Internal waves are further analysed by comparing the seismic images 
along lines KAH1201-3, -4, and -5 in Figure 4.37, as they were acquired continuously 
but in three different directions (~E–W, ~N–S, and ~SE–NW). 
 
Figure 4.36: Synthetic seismic tie for possible eddy feature, with a “V”-shaped reflection and 
short stacked reflections beneath. 
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Internal waves were identified previously as the reason for undulations observed on 
otherwise continuous reflections in the seismic data, especially on the STF and mixed-
layer reflections.  These undulations are visible in all five seismic lines, at depths ranging 
from 50 to 300 m, with apparent wavelengths from 50 m to over 4 km and apparent 
amplitudes from 2 to 50 m.  In Figure 4.37 the internal waves appear most undulatory on 
line 3, least undulatory on line 4, and moderate on line 5.  Since these three lines were 
acquired continuously, this variability could be a result of the different orientations of the 
three lines, cutting through the internal waves at different angles.  This explanation 
suggests an orientation for the waves that is near perpendicular to the shelf, so that a more 
shore-perpendicular (E–W) line like line 3 cuts across peaks and troughs and displays the 
minimum apparent wavelength and maximum apparent amplitude, while a more shore-
parallel (N–S) line like line 4 cuts along a peak or trough and so the waves have a much 
longer apparent wavelength, and an oblique line like line 5 (SE–NW) is somewhere in 
the middle.  Internal tides could result in internal waves of this orientation as the various 
layers interact with the shelf break, creating waves that travel along interfaces in a 
direction perpendicular to shore.  Further analysis of internal waves in these images, 
including potential spectral analysis, is left for future work. 
4.5.6  Comparison to legacy seismic data 
With the synthetic seismograms allowing for positive identification of 
oceanographic features in the KAH1201 seismic lines, a more confident interpretation of 
the legacy seismic line CB82-94 can be made.  In Chapter 2 a preliminary interpretation 
was made, but because KAH1201-5 and CB82-94 are in the same location, the features 
identified in KAH1201-5 can be traced to CB82-94.  Figure 4.38 shows both lines on the 
same scale.  The two seismic lines show similarities in their reflectivity pattern, but also 
show strong differences.  Similarities include the reflections in the canyons just off the 
shelf break, the strong shallow reflections offshore, and the shoreward-dipping 
reflections.  These are consistent with the base of the STW, the base of the mixed layer, 
and the subsurface expression of the STF.  The features are not identical, however, as 
expected due to the 30-year time gap between the images.  Seasonally, the two lines are 
similar, with CB82-94 acquired in late December, compared to the late January KAH1201 
cruise.  Observable differences include the canyon reflection (at CDPs 2000–2500) that 
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is deeper by about 0.2 s (~150 m) in the CB82-94 line and dipping reflections (CDPs 
2700–3250 and 3600–4200) that are deeper by a similar amount and approximately twice 
as steep (~2°) in CB82-94, perhaps indicating a stronger front and current at that time.  
The non-reflective STW does not appear to extend as far offshore in CB82-94 (ending 
near CDP 3200 vs 3800 in KAH1201-5, a difference of ~5 km), and the reflective wedge 
extends further offshore (CDP 4800 vs 4600, ~2.5 km).  The mixed layer region at CDPs 
>5250 in the CB82-94 image is composed of two strong continuous reflections extending 
to ~0.24 s (~180 m), as opposed to the mostly solitary, shallower (~0.05–0.16 s or 40–
120 m) mixed layer reflection in the KAH1201-5 image. 
 
 
Figure 4.38: Comparison of line KAH1201-5 (top) and legacy seismic line CB82-94 (bottom) 
from the same location. 
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Additional general differences between the lines are a result of the vastly different 
acquisition parameters.  These include the higher frequency content of line KAH1201-5; 
a comparison of the single canyon reflection gives a wavelength of 6.5 m in KAH1201-5 
and 20 m in CB82-94, indicating that the KAH1201 data can image layers that are a third 
of the size of those observed by the legacy seismic set-up.  The smaller near offset in the 
source-streamer geometry of KAH1201 results in more detail at shallow depths, 
especially with the seaward-dipping reflection connecting the surface and subsurface 
expressions of the front, but the lower fold results in greatly reduced reflectivity observed 
in the deeper portion of the water column.  The CB82-94 line has a larger gap in the 
shallow part of the image (~60 m vs 40 m) due to direct-arrival interference and muting, 
but shows significant reflectivity at greater depths, which the synthetic seismograms 
suggest is the transition between SAW and AAIW.  The deep, non-reflective AAIW and 
a possible lens or eddy-like feature at the end of the line between CDPs 6400 and 6800 
are also present in the CB82-94 image.  Since the eddy feature is centred near 0.5 s 
(375 m) in the legacy data and the KAH1201 data show no reflectivity below 0.5 s it is 
possible that these features may be present in the KAH1201 data but are not (or only 
partially) imaged. 
As mentioned previously, both the KAH1201-5 and CB82-94 lines show a strong 
reflection in the canyons that cut the shelf break; the XBT data show this to be the base 
of the STW.  Further seaward this boundary is dipping, but within the canyons it is fairly 
flat.  The dip of the isotherms (and corresponding reflections) should be related to the 
flow of the Southland Current, so this flattening may indicate a restriction of flow or 
sheltering of water within the canyons.  More seismic lines in areas with and without 
these canyons would need to be examined to confirm this interpretation. 
4.5.7  Time-lapse comparisons 
The differences between two seismic images in the same location with a time gap 
of 30 years (line KAH1201-5 and CB82-94) give some insight into potential long-term 
time-lapse changes, with the general reflective pattern remaining similar, but also with 
significant changes in the position and orientation of reflections.  Shorter-term time-lapse 
changes can be observed by comparing lines KAH1201-1, -2, and -3, all acquired along 
transect MUN, with lines 1 and 2 acquired continuously, followed by a gap of 11 hours 
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and 20 minutes before the start of line 3.  Initial comparisons of the lines made previously 
showed overall similarities, but also significant changes in the mixed-layer reflection and 
associated internal waves, as well as in the reflections associated with the STF.  In 
particular, the difference between lines 1 and 3 is striking, given their identical location 
and short time between acquisition.  Figure 4.39 shows in more detail the difference in 
the reflective wedge in the two lines, with XBT temperatures overlain.  The bulk of the 
reflective wedge moved shoreward in line 3 (approximately from CDP 3000 to 2400, or 
7.5 km), but the XBTs show that warm STW (indicated by the blank zone with red 
temperatures and the reflection at its base) moved further seaward (~from CDP 1500 to 
1700, or 2.5 km).  This is similar to the change observed between lines KAH1201-5 and 
CB82-94: in line CB82-94 the STW did not extend as far offshore, but the reflective 
wedge extended further than in line 5.  If the motion of the front (as represented by the 
reflective wedge) was confined to the plane of the section, movement of ~7.5 km in the 
~19 hours elapsed between lines KAH1201-1 and -3 would suggest a minimum velocity 
of ~0.1 m/s.  However, as mentioned previously in Chapter 2, some of the apparent 
variability in the reflective wedge is likely spatial in origin.  Both shore-parallel legacy 
seismic lines and maps of the STF (at the surface in satellite SST data and in the 
subsurface from tracking the base of the SC reflections through the legacy seismic data) 
indicate a high degree of meandering in the front towards and away from shore.  These 
meanders would be carried within the overall flow of the Southland Current and pass 
through the position of the seismic line, causing apparent along-section movement of the 
water mass boundaries and associated reflections. 




Figure 4.39: Portion of lines KAH1201-1 (top) and KAH1201-3 (bottom) acquired in the same 
location, with a time delay of 19 hours.  XBT temperatures are overlain in colour. 
The offshore portions of lines 1, 2, and 3, also show significant differences (Figure 
4.40).  Lines 1 and 2 were acquired consecutively, so the extreme right-hand side of both 
images is nearly identical with only a 10-minute delay as the ship turned, but the 
differences in the rest of the image are large, with individual reflections not able to be 
correlated between the two images.  Despite that, the character of the two images is 
4.5  Seismic interpretations 279 
 
similar, especially when compared to line 3.  Line 3 contains strong, continuous stacks of 
reflections, with long-wavelength perturbations, whereas lines 1 and 2 contain reflections 
that are weaker and less laterally continuous, with shorter wavelength internal waves.  
The difference could be due to the surface weather conditions, with strong winds causing 
the termination of line 2 and the nearly 12-hour time delay before the start of acquisition 
of line 3, potentially resulting in mixing of the surface layer and the development of a 
new, sharper and more continuous thermocline.  Some of the difference could also be 
because of weather-induced data quality deterioration causing reflections to appear 
weaker and less continuous in lines 1 and 2. 
During the surveys, XBTs were repeated at different locations, which provide more 
insight into the differences observed in the seismic data from repeat passes.  The XBTs 
from the extreme seaward ends of the lines in Figure 4.40 are displayed in Figure 4.41.  
The two XBTs from line 1 and 2 were acquired 25 minutes apart, and the XBT from line 
3 was acquired 18.5 hours later.  The three temperature profiles are nearly identical in the 
mixed layer and below the thermocline.  The XBTs from lines 2 and 3 are most similar, 
despite the larger time delay, suggesting that spatial differences are the greater factor 
when considering changes in the base of the mixed layer, rather than time lapse changes 
over these time scales.  This is also evident by the significant lateral changes in the mixed-
layer reflections seen in the seismic sections.  Internal waves displacing the mixed-layer 
reflections are also likely to contribute to the time-lapse changes. 





Figure 4.40: Portion of lines KAH1201-1 (a), KAH1201-2 (b) and KAH1201-3 (c) acquired in 
the same location.  XBT temperatures are overlain in colour.  Ten minutes elapsed between the 
end of line 1 and the start of line 2, and ~12 h between the end of line 2 and the start of line 3. 
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Figure 4.41: Portion of lines KAH1201-1 (a), KAH1201-2 (b) and KAH1201-3 (c) acquired in 
the same location.  XBT temperatures are overlain (locations shown by vertical dotted lines) and 
plotted together in (d).  The time delay between XBTs 1-34 and 2-1 was 25 minutes, and between 
2-1 and 3-6 was 18.5 hours. 
Figure 4.42 shows the XBTs taken along transect MUN at CTD station 4, occupied 
during lines KAH1201-1 and -3.  The two XBTs on line 1 were acquired 6 minutes apart, 
and show great similarity in the temperature profile, as well as similarity in the seismic 
character laterally between the two locations.  The XBT on line 3, 19 hours later, shows 
much warmer temperatures over most of the depth range displayed, and more steps in the 
temperature profile compared to the smoother gradient on line 1.  As a result, the seismic 
section displays a greater number of reflections in the middle of the image.  As noted 
previously, this change is very striking as it occurred over such a short time period and 
demonstrates the highly dynamic nature of the STF in this region.  A change of 1°C in 
temperature at the same location in less than 24 hours suggests significant meandering of 
the front spatially, at least at depth; unfortunately a surface temperature trace was not 
available for line 3 to compare the surface position of the STF between the two lines. 
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Figure 4.42: Portion of lines KAH1201-1 (a) and KAH1201-3 (b) acquired in the same location.  
XBT temperatures are overlain (locations shown by vertical dotted lines) and plotted together in 
(c).  The time delay between XBTs 1-14 and 1-15 was 6 minutes, and between 1-15 and 3-2 was 
19 hours. 
The last location sampled with XBTs repeatedly was the intersection point between 
transects MUN and CB.  It was visited three times, during the recording of lines 
KAH1201-1, -3, and -5 (Figure 4.43).  The three temperature profiles again show 
differences in the thermocline at the base of mixed layer, with line 1 showing a deep 
strong reflection, line 3 showing a shallow strong reflection, and line 5 showing several 
moderate reflections.  The XBT from line 3 differs from the other two profiles at depth, 
with cooler temperatures measured.  The previous comparison of lines 1 and 3 noted that 
the reflective wedge and associated high temperature-gradient region moved shoreward 
between the two lines; the process appears to have been reversed by the time of the 
acquisition of line 5.  Another possibility is that the temperature difference at depth in 
line 3 is related to the possible eddy noted previously; though this XBT just misses the 
stack of reflections extending downwards from the “V” to 0.31s, it may be showing the 
effect of the feature.  Either way, the changes in the seismic images and temperature 
profiles are evidence for a highly variable front over short timescales (on the order of 
hours). 
4.6  Discussion 283 
 
 
Figure 4.43: Portion of lines KAH1201-1 (a), KAH1201-3 (b), and KAH1201-5 (c) acquired at 
the intersection point of transects MUN and CB.  Temperatures from XBTs are overlain at 
locations shown by vertical dotted lines and are plotted together in (d).  The time delay between 
XBTs 1-27 and 3-4 was 19 hours, and between XBTs 3-4 and 5-18 was 8 hours. 
4.6  Discussion 
The results of this cruise included high-frequency seismic images, dense XBT 
sections, and synthetic seismograms.  This allowed for interpretations to be made 
regarding the types of oceanographic features that can be imaged seismically in this 
region, building on the results from the previous two chapters.  Mixed-layer reflections, 
Subtropical Front reflections, and internal waves were imaged.  The XBT data were 
compared to previous CTD data, and the seismic data were compared to previous legacy 
seismic data, giving support to current and previous interpretations.  Time-lapse effects 
were examined in both seismic and XBT data.  The results demonstrate that this 
affordable research-scale experiment could be used for dedicated seismic oceanography 
cruises examining shallow oceanographic features.  The cruise yielded reasonable quality, 
high-frequency seismic data, with coincident oceanographic data.  This cruise was the 
first time that unambiguous water-column reflections were visible in a dedicated seismic 
oceanographic cruise in this area.  The seismic data provided images with much higher 
horizontal resolution than XBT sections alone and than previous CTD sections.  In this 
section, the method, seismic processing, and interpretations are discussed further, to 
284 Chapter 4: High-frequency GI gun seismic data with coincident XBT data 
 
examine the limitations of the data analysis, choices made during processing, and 
potential improvements that could be made in future. 
4.6.1  Method 
The purpose of this cruise was to examine the potential of a lower-cost seismic 
acquisition set-up in investigating the Subtropical Front and associated water masses.  
The National Institute for Water and Atmosphere’s RV Kaharoa was chosen for the 
cruise.  It is 37 m long and had previously been used for small-scale seismic acquisition 
(e.g. Barnes et al., 2016).  Its size limits the scale of seismic acquisition that is possible 
to a single GI gun source and a short streamer, as the deck area limits the size of air 
compressor and streamer reel that can be used.  However, it allows for the acquisition of 
high-frequency seismic data on a scale larger than that possible on the RV Polaris II at a 
much more affordable price than industrial scale seismic acquisition.  The frequency 
content of the resulting seismic data was higher than the legacy seismic data from Chapter 
2 and lower than the Boomer seismic data from Chapter 3; it compares favourably to 
other high-frequency seismic oceanography studies discussed in Section 1.4, such as 
Hobbs et al. (2009), Carniel et al. (2012), and Piété et al. (2013).  The acquisition of repeat 
seismic lines along the same transect to examine time lapse changes was similar to the 
works of Tsuji et al. (2005), Nakamura et al. (2006), and Geli et al. (2009), for example.  
Expendable bathythermographs were used to acquire oceanographic data, in a manner 
similar to other single-vessel seismic oceanography cruises (e.g. Nandi et al., 2004; 
Nakamura et al., 2006).  The XBT deployment worked well, giving dense (every 1–2 km) 
full water-column temperature measurements along the seismic lines.  An Acoustic 
Doppler Current Profiler could have been included but was deemed unfeasible due to the 
small science crew.  Though the resulting seismic data were noisy, the cruise still 
demonstrated the potential of this set-up for studying the STF, and more generally for 
other shallow seismic oceanographic studies.  Weather conditions were not favourable 
for the cruise, so it is likely that the same acquisition set-up would produce higher-quality 
data under better conditions. 
Improvements in the quality of the seismic data would be useful in future cruises, 
especially in recording signal from deeper in the water column, which could perhaps be 
achieved using a longer streamer with more channels and a more powerful source, though 
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a different vessel would likely be required.  Improved weather conditions would allow 
for more passes along the transects to further examine time-lapse effects.  Complete XBT 
coverage for repeat passes would be useful, instead of deployment only at a few specified 
locations, since time-lapse changes appear to be large between lines on the scale of hours.  
Measurements of salinity would be important as well, perhaps using XCTDs despite their 
increased cost, to confirm water mass identification and the detailed structure of the STF.  
The measurement of surface temperature and salinity traces along all lines would aid in 
differentiating the surface and subsurface expressions of the front, as well as providing 
information about the temporal variability of the front at the surface, particularly if daily 
satellite SST data are not available as was the case for this cruise.  Acquiring ADCP data 
would allow additional information about current structure to be gathered, which would 
be useful in further delineating the Southland Current and any eddy features imaged 
seismically. 
4.6.2  Seismic processing 
During seismic processing, several choices were made that were specific to this 
dataset.  Firstly was the application of a correction to the survey geometry.  After the 
initial geometry application and the inclusion of the nominal 100 ms gun delay, it was 
observed that the direct arrivals did not cross through zero offset at zero time; instead, 
there was a 20 ms discrepancy.  Also, the linear moveout velocity for the direct arrival 
was too low given the known water velocity calculated from the XBT temperatures.  The 
difference in velocity could be explained by slight stretching of the seismic streamer; a 
1% stretch would yield a receiver spacing of 12.625 m instead of 12.5 m, which changes 
the LMO velocity from 1480 m/s (too low) to 1495 m/s (reasonable).  Stretch within the 
tow cable and stretch sections would also result in a different near offset, which could 
also change the direct arrival’s time-offset intercept.  However, either a time shift 
(correction to the gun delay) or an offset shift (correction to the near offset), or even a 
combination of the two, could correct the intercept.  To figure out the most reasonable 
choice, the normal moveout of the seafloor reflection was examined, using the known 
XBT-derived water velocities, in a location where the seafloor is approximately flat based 
on the stacked sections.  In addition, the resulting seafloor depths from the reflection times 
were compared to the depths from the XBT depth cut-offs.  An unrealistic time shift or 
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near offset would result in a seafloor reflection that does not flatten after NMO at a 
reasonable velocity, or is at an unreasonable depth, or that has non-hyperbolic moveout.  
Four cases were tested: (1) 100 ms static with nominal geometry (no correction), (2) 
120 ms static with nominal geometry (time correction only), (3) 100 ms static with 
modified geometry (offset correction only), and (4) 110 ms static with modified geometry 




Figure 4.44: Direct-arrival time picks plotted as travel time vs offset for four cases: (a) original, 
(b) time shift of +20 ms, (c) near offset shift of +26 m, (d) time shift of +10 ms and near offset 
shift of +18 m.  Equations of best-fit lines show that cases 2–4 all result in a reasonable direct-
arrival velocity (slope) and near-zero intercept. 
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All three cases shown by (b), (c), and (d) in Figure 4.44  show an acceptably 
corrected direct-arrival velocity and a near-zero time-offset intercept compared to the 
uncorrected case (a).  However, Figure 4.45 shows that the best results (i.e. the flattest 
seafloor reflection after NMO correction) came from case 4; as a result, the geometry in 
processing was changed to a new receiver spacing of 12.625 m and a new near offset of 
48 m, with a start-of-data delay static of 110 ms.  A geometry modification such as this 
is not generally required in seismic processing as deeper reflections are less affected by 
errors in offset, and usually slight changes in picked NMO velocities can mask the errors.  
However, in this case with very shallow reflections, small errors in geometry affect the 
moveout significantly.  The resulting error in velocity is only on the order of 10 m/s; for 
rock velocities this would be negligible but in the case of the water column it results in 
unreasonable temperatures, compared to those measured by the XBTs.  For imaging 
purposes the stacking velocities do not need to be physically reasonable, but in order to 
make inferences about water column properties based on those velocities, matching the 
seismic velocities to the XBT velocities is important.  To avoid the requirement for 
geometry corrections in future cruises, very careful examination of the time delays in the 
source and recording system and meticulous measurement of the source and streamer 
geometries should be conducted.  This is critical in order to have confidence that small 
changes in velocities correspond to small changes in water properties, especially when 
detailed oceanographic measurements are not being made. 




Figure 4.45: Normal-moveout-corrected seafloor reflection for four cases: (a) original, (b) time 
shift of +20 ms, (c) near offset shift of +26 m, (d) time shift of +10 ms and near offset shift of 
+18 m.  The NMO velocities used were those that resulted in the flattest reflection, indicated at 
the top of each panel.  Cases 1 and 2 do not flatten well, and the best NMO velocities are not 
physically reasonable for the measured water temperatures.  Cases 3 and 4 flatten at the expected 
water velocity, but case 3 has more significant residual non-hyperbolic moveout (concave-down 
shape). 
The second choice made during processing was the type of gain.  A short-window 
AGC was used, which is not usually an ideal gain method as it typically destroys the 
relative amplitudes of reflections at different times.  However, in these data which are 
noise-dominated, the AGC produced the best results compared to other methods.  
Spherical divergence is generally preferred, but in this case the exponential nature of the 
gain boosted the amplitude of noise in the deeper part of the water column unreasonably; 
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the noise then dominated the dynamic range of the processed data and made the 
reflections less visible.  Despite the use of AGC, the relative amplitudes of the reflections 
appeared to be preserved adaquately in the portion of the image where reflections are 
visible; this is confirmed by synthetic seismic ties that show that reflections of differing 
amplitudes are still present in the data and match the predicted amplitudes in the 
synthetics remarkably well (e.g. Figure 4.34 and Figure 4.35). 
Notable processing steps that were omitted for the KAH1201 data were temporal 
deconvolution and f-k filtering.  Deconvolution resulted in intolerable levels of noise and 
did not significantly improve the frequency spectrum of the data.  To reduce swell noise, 
f-k filtering was attempted but was unsuccessful, probably because the small number of 
channels means that most coherent noise is spatially aliased.  An unconventional choice 
was made to remove channels 1, 9, and 17 from the data.  These channels were the first 
channels of each of the three streamer sections and were much noisier than the other 
traces.  While the fold of the stack was impacted negatively, the result of stacking 
including the noisy channels was worse than the lower-fold stack from including only the 
remaining channels. 
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Another choice made in processing involved stacking velocities.  The issue of using 
either a constant velocity, velocities derived from oceanographic data, or hand-picked 
stacking velocities was examined by Fortin and Holbrook (2009), and was discussed 
previously in Chapter 2.  Velocities for the KAH1201 data were not hand-picked due to 
a lack of abundant coherent reflections and the small offsets.  For these data, the 
difference between using constant velocities and the XBT-derived velocities appears to 
be negligible; the small offsets are likely the reason for the insensitivity to moveout 
velocity, as well as the small range in time over which reflections are observed.  Figure 
4.46 and Figure 4.47 show the result of using different velocities for NMO on common-
midpoint gathers and in stacks; differences are very subtle. 
 
Figure 4.46: Common-midpoint gathers with NMO applied using different velocities.  From left 
to right: 1480 m/s, 1495 m/s, 1515 m/s, and XBT-derived velocities. 
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Figure 4.47: Portions of line KAH1201-5 created by stacking with different NMO velocities.  
From top left to bottom right: 1480 m/s, 1495 m/s, 1515 m/s, and XBT-derived velocities. 
The decision to apply migration to legacy seismic data was discussed previously in 
Chapter 2.  For the KAH1201 data, poststack migration was applied.  In theory, migration 
should be required to achieve the correct dips for dipping reflections and to collapse 
diffractions; it can also provide some noise reduction.  Figure 4.48 shows the effect of 
migration on the KAH1201 data; the difference is not obvious.  The section shows that 
even reflections that appear to have steep dips are not visibly changed.  This is because 
these “steep” dips are in reality only up to a maximum of 12°; according to the migration 
equation that relates the tangent of the apparent (pre-migration) dip to the sine of the true 
(post-migration) dip (e.g. Kearey et al., 2002; Sheriff, 2002), migration would only 
change these dips by a maximum of 0.3°.  Diffractions are not visible in the data, which 
is not surprising as sharp lateral contrasts are not easily supported in the water column.  
The risk of including migration in the processing flow (when it does not appear to be 
beneficial) is the introduction of migration artefacts into the data, including those due to 
insufficient spatial sampling and the spreading of noise spikes.  Figure 4.48 shows some 
noise spreading in the deeper portion of the image, but it is not detrimental overall to the 
image.  As a result, the choice was made to leave migration in the processing flow.  Since 
the effect of migration was negligible, the choice of migration velocity was not 
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particularly important.  No noticeable difference was observed comparing constant 
velocities and XBT-derived interval velocities.  For those lines having complete XBT 
coverage, the XBT-derived velocities were used; for the others a constant 1490 m/s was 
used. 
 
Figure 4.48: Comparison of stacked data (top) and migrated data (bottom).  All post-migration 
filtering has been applied to the stacked data as well so that migration is the only difference 
between the two.  The left-hand panels show a part of the section with “steep” dips; migration 
does not result in visible differences in the image.  The right-hand panels show a part of the section 
with deep residual noise; the noise is spread slightly with migration but is not detrimental to the 
overall image. 
4.6.3  Interpretations 
The seismic processing flow that was used resulted in images that were of good 
enough quality to allow for oceanographic interpretations to be made.  Having ties 
between the recorded seismic data and the XBT-derived synthetic seismograms gave 
confidence in the identification of specific features in the seismic data, which is otherwise 
difficult – such as in the case of legacy seismic data.  The synthetic ties, although good, 
were not perfect, partly because the synthetic seismograms were based on temperature 
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only, rather than on temperature and salinity.  Discrepancies also could have resulted from 
noise in the seismic data and in differences in frequency content.  Errors were also 
apparent in the process of cutting off the XBTs at the seafloor, since this was based only 
on where the temperatures appeared to stop changing or became unrealistic; examples are 
in the shallow XBTs where the temperature traces extend beyond the seafloor recorded 
in the seismic data (as seen in Figure 4.29), and the XBT that shorted out at the end of 
line 3 where temperatures are warmer than the surrounding XBTs at that depth (as seen 
in Figure 4.40).  It was often necessary to shift the synthetic traces in time slightly to 
match the waveforms in the recorded seismic data; the shift averaged ~6 ms (4.5 m).  
Reasons for this include: (1) errors in time-depth conversion (e.g., errors in depth caused 
by the XBT fall-rate equation or in sound speeds calculated from temperature without 
salinity measurements, particularly in the near surface), (2) errors in the XBT location 
(including drifting of the probe away from the seismic line during its fall and improper 
positioning along the seismic line), (3) differences in the phase of the two traces (i.e. 
between the wavelet used in calculating the synthetic and the true embedded wavelet in 
the recorded seismic data), and (4) physical changes in the water column during the 
different time periods represented by XBT and seismic acquisition (e.g,. each trace in the 
stack is a composite of shots acquired over ~1 minute).  However, ties were generally 
good, and allowed for the first time in this study to conclusively match reflections 
observed in the seismic data to their corresponding oceanographic features. 
The oceanographic features that were identified in the seismic data, building on 
interpretations from previous chapters, are summarized in Figure 4.49.  They include a 
mixed layer consisting of Subantarctic Surface Water, separated by a strong thermocline 
from underlying Subantarctic waters.  The mixing history of the near-surface layer is 
preserved in the character of the mixed layer as either a single reflection or multiple, 
stacked reflections.  The Subantarctic waters are mostly homogeneous and non-reflective 
(suggesting SAMW), but there are areas of reflective SAW which correspond to areas of 
greater temperature variability.  Because of higher background noise levels in the 
KAH1201 data compared to the legacy data in Chapter 2, the distinction between SAW 
and SAMW in the seismic images is less clear.  Nearshore Subtropical Water is also 
largely non-reflective.  Separating the STW and SAW is a wedge-shaped region of 
shoreward-dipping reflections corresponding to the Subtropical Front, containing water 
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with mixed STW/SAW properties (Southland Current Water).  The wedge is also 
delineated by an overlying seaward-dipping reflection; this reflection appears to connect 
the surface expression of the STF seen in surface traces and satellite SST to the subsurface 
expression of the front (the shoreward-dipping reflections).  Internal waves are interpreted 
to be responsible for undulations in the seismic reflections near the tip of the reflective 
wedge and in the offshore mixed layer.  This interpretation framework can be applied to 
seismic data that do not have coincident oceanographic data, such as legacy seismic data; 
interpretations made in Chapter 2 can be confirmed.  The interpretations made from the 
KAH1201 data cannot explain all features seen in the legacy data; rather, the two 
complement each other.  The KAH1201 data show more detail in the shallow features 
such as the mixed-layer reflections and the seaward-dipping portion of the STF, but do 
not image the deeper features such as AAIW, the SAW–AAIW boundary, and eddy-like 
features within the SAW layer. 
 
Figure 4.49: Summary of seismic interpretations.  The schematic represents approximately 50 km 
horizontally and 1 km in depth.  STW: Subtropical Water, STF: Subtropical Front, SC: Southland 
Current Water, SASW: Subantarctic Surface Water, SAW: Subantarctic Water, SAMW: 
Subantarctic Mode Water, AAIW: Antarctic Intermediate Water.  The boundary between SAW 
and AAIW is not imaged in the KAH1201 seismic data. 
4.7  Conclusions 
In this chapter, a seismic oceanography cruise on the RV Kaharoa was described.  
The cruise involved the acquisition of 12-fold seismic data using a 300 m long streamer 
and a single GI gun source.  During the seismic acquisition, oceanographic data were also 
acquired in the form of 80 XBTs.  The data were acquired along two transects, coincident 
with previously analysed seismic data and CTDs.  The survey consisted of the first-ever 
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successful seismic oceanography cruise in Australasia, producing seismic data with 
significant reflectivity in the upper 500 ms (375 m) of the water column and with dense 
temperature measurements along the two transects. 
Previous attempts to acquire high-frequency seismic data along the Munida 
Transect were unsuccessful due to a poor signal-to-noise ratio (Chapter 3).  The 
KAH1201 survey provided good-quality high-frequency seismic data, producing images 
with significantly more detail in the shallow portion of the water column (<150 m) 
compared to legacy seismic data.  Comparisons between line KAH1201-5 and CB82-94, 
the corresponding legacy seismic image along the same transect, illustrate the successful 
high-frequency imaging.  Though the legacy data is able to image reflections in the deeper 
portion of the water column, smaller and shallower layers are able to be resolved in the 
KAH1201 data. 
Though CTD data were acquired during previous surveys along the Munida 
Transect (Chapter 3), this survey included the first simultaneous collection of 
oceanographic data and good-quality seismic data.  The use of XBTs proved convenient 
compared to CTDs, as they could be deployed while the vessel was underway and 
acquiring seismic data, without requiring a second vessel.  The XBTs provided a more 
detailed view of the temperature structure in the water column due to the denser horizontal 
sampling compared to previous CTD transects (average spacing of ~1.4 km in XBTs 
along KAH1201-1 vs ~7 km in CTDs).  In particular, the data illustrate the presence of 
Subtropical Water, Subantarctic Water, and a mixing zone between the two, deeper 
Antarctic Intermediate Water, and a well-developed mixed layer offshore.  Subantarctic 
Mode Water is also present, characterised by a distinct maximum in the XBT temperature 
distribution.  Surface traces constructed from the XBTs were also tied to satellite sea-
surface temperatures, which was important in comparing the surface and subsurface 
expressions of the Subtropical Front; this confirmed and built on observations from 
previous work using CTDs (Chapter 3).  Notably, the surface and subsurface expressions 
of the STF were found to be linked but separated by a significant distance (~25 km). 
Synthetic seismograms were created from the XBTs.  Compared to synthetics 
created from CTDs, the XBT synthetics are not as complete as they do not contain 
contributions from salinity variations.  However, tests on synthetics created from CTDs 
along the same transect showed that the majority of the reflective character was captured 
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by the temperature-only synthetics.  The data from this survey allowed for the first time 
in this study the direct tying of reflections between seismic and oceanographic data.  In 
addition, the reflections in the KAH1201 seismic were tied to similar reflective features 
in the legacy seismic line CB82-94.  Using the synthetics, prominent reflections are 
confirmed to be originating from the base of the mixed layer and from the Subtropical 
Front in the subsurface, seen as high temperature gradient regions.  Overall, similar 
reflective features are observed in both the KAH1201 and CB82-94 data, which provides 
confidence in the interpretation of significant oceanographic features in legacy seismic 
data.  This provides support for previous interpretations of water column features 
(Chapter 2 and Gorman et al., 2018), and also for interpretation of further legacy seismic 
data in the same framework.  The reflections associated with the Subtropical Front show 
in particular that the subsurface expression of the front is much more complex than 
suggested by its surface expression, consisting of a highly variable zone of mixing 
including temperature inversions.  This illustrates the value of seismic oceanography in 
this region, as the seismic data have a horizontal resolution that cannot practically be 
achieved using CTDs or XBTs; even with the dense XBT deployment used in this survey, 
the seismic images still represent over 100 times greater spatial sampling than the XBT 
sections, with a 12.65 m trace spacing compared to the ~1.85 km XBT spacing. 
Another first for this survey was the acquisition of time-lapse seismic data over the 
Subtropical Front.  Though Smillie’s (2013) study examined nearby surveys that were 
acquired 2 years apart, this survey involved the acquisition of short-turnaround time-lapse 
images of the identical transect.  Time-lapse changes in reflections were significant over 
small timescales.  There were large changes in the mixed-layer reflections and the internal 
waves affecting the mixed layer, even on the scale of minutes as seen in changes between 
lines KAH1201-1 and -2.  There were also significant changes in the reflections 
associated with the STF over the scale of hours, as seen in changes between lines 
KAH1201-1 and -3.  In general the seismic data show that features and patterns are 
consistent between datasets, which allows for confidence in interpreting future data 
without acquiring large amounts of coincident oceanographic data.  However, the time-
lapse passes show that for detailed analysis, as opposed to general interpretations, the 
acquisition of significant oceanographic data on each repeat pass is needed at this stage 
to deepen our understanding of the reflective changes in the seismic data. 
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Importantly, this survey helped in determining the minimum requirements for a 
successful seismic oceanography cruise studying the Subtropical Front in New Zealand 
waters.  Previous cruises showed that Boomer seismic acquisition was insufficient; this 
cruise tested a relatively affordable research-scale set-up and showed that it can produce 
satisfactory seismic data and adequate accompanying oceanographic data, even in poor 
weather conditions.  The cruise illustrated that data for seismic oceanography in this 
region can be acquired on a small boat on a much smaller scale than an industry seismic 
survey, and is a legitimate starting model for future cruises. 
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Chapter 5: Industry-scale swath seismic data 
with coincident CTD data 
5.1  Introduction 
The previous chapter showed results from a dedicated seismic oceanography cruise 
southeast of the South Island where high-frequency seismic data were acquired 
simultaneously with water-column temperatures from expendable bathythermographs.  
The resulting seismic images showed reflections from the uppermost few hundred metres 
of the water column.  These reflections were interpreted based on synthetic seismograms 
as coming from regions of strong temperature gradients at the Subtropical Front and the 
base of an offshore mixed layer.  These data produced the most complete understanding 
to date of the seismic oceanography of the region.  However, compared to the legacy 
seismic images shown in Chapter 2, the high-frequency seismic images are noisy and do 
not show reflections from the deeper part of the water column.  The next step in this study 
was therefore to acquire high-quality seismic data similar to the legacy data from Chapter 
2, whilst also measuring water-column temperatures and salinities to allow for more 
confident interpretations of reflections compared to those possible using legacy or high-
frequency data alone. 
In this chapter, the results from a petroleum industry 3D seismic survey with 
coincident oceanographic data are shown.  The seismic survey produced swath data, 
where multiple seismic streamers are towed behind the seismic vessel to create a 3D 
image as opposed to a conventional 2D seismic image.  The oceanographic data consisted 
of conductivity-temperature-depth profiles (CTDs) acquired using a chase boat trailing 
behind the seismic vessel.  The objectives for this cruise were to (1) collect industry 
quality seismic data with coincident oceanographic data for the first time in this region, 
(2) interpret the oceanographic significance of seismic reflections by creating synthetic 
seismograms from the CTDs, (3) compare the resulting seismic images to legacy data and 
seismic data from previous cruises, and (4) examine the three-dimensional nature of 
water-column reflections in this region. 
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5.2  Data acquisition 
The 3D seismic survey OMV12 was conducted in the Great South Basin southeast 
of Dunedin by the Polarcus Alima on behalf of partners Shell, OMV, Mitsui, and PTEEP.  
As shown in Figure 5.1, the survey is in vicinity of previously studied legacy seismic 
surveys DUN06 and OMV08.  On January 25, 2012, one of the chase boats used to 
support the seismic acquisition, the Ocean Pioneer, was made available to collect 
oceanographic data following along behind the seismic vessel for the entire sail line 
OMV12-1088.  The chase boat would stop, collect a CTD over the full water column, 
then catch up to the seismic vessel and repeat the process as many times as possible during 
the sail line.  Six CTDs were collected over the ~96 km long line.  Figure 5.1 shows the 
locations of the CTDs along the sail line, as well as the location of sail line 1088 in the 
larger OMV12 survey area. 
5.2.1  Seismic data 
The seismic data collected along sail line OMV12-1088 were made available to this 
study.  The line included 3600 shots, spaced at 25 m, acquired between 0340 h and 1410 h 
on January 25th.  The shots were acquired in a flip-flop arrangement, where two source 
arrays (separated by 75 m in the crossline direction) alternated firing to decrease the time 
between shots by avoiding the full recharge time for the array.  The source depth was 8 m.  
Eight 6-km long streamers were used to record data, each containing 480 receiver groups 
separated by 12.5 m.  The streamers were separated in the crossline direction by between 
150 and 187.5 m, increasing from front to tail in a fan geometry, and were deployed at a 
depth of 9 m.  This survey geometry produced source-receiver near offsets ranging from 
89 m for the innermost streamers up to 581 m for the outermost streamers.  Data were 
recorded at a sample rate of 2 ms.  Only the first 2 s of each shot record were provided 
for this study in order to include the water column but avoid confidential subseafloor 
regions of interest. 




Figure 5.1: (Top) Location of 3D seismic survey OMV12 (purple) along with legacy seismic 
surveys DUN06 (blue), OMV12 (green), and CB82-94 (red).  The dark purple line within the 
OMV12 area is sail line OMV12-1088.  (Bottom) Larger view of the 53 OMV12 sail line locations 
with OMV12-1088 highlighted in red and the locations of CTDs shown as blue dots. 
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5.2.2  Oceanographic data 
Conductivity, temperature, pressure, and sound speed were measured using a 
Valeport MIDAS SVX2 instrument, which combines a conventional CTD with a time-
of-flight sound velocity sensor.  The instrument was available as it was deployed as part 
of the normal 3D seismic survey operations to collect TS Dips, which are sound speed 
measurements at the depths of the seismic source and receivers obtained to convert time 
to distance for positioning purposes.  For the six profiles acquired for this study, the 
instrument was set up to collect full water column profiles from the surface down to the 
seafloor and back up to the surface, sampling at 1 dbar pressure intervals.  During 
collection of each of the profiles, the position of the vessel changed, primarily due to drift.  
Figure 5.2 shows a more detailed map of the locations of the profiles and Table 5 gives 
the start and end locations for each profile.  For the purpose of comparing synthetic 
seismograms created from the CTDs to the seismic images, the position of each CTD was 
taken as the closest position to the seismic line, as shown previously in Figure 5.1. 
 
Figure 5.2: Conductivity-temperature-depth profile locations along seismic sail line 1088.  The 
start and end locations of each cast are shown. 
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Table 5: Conductivity-temperature-depth profile locations. 
Cast Start Time Start Location Depth (m) End Time End Location 

























5.2.3  Additional data 
Previous chapters demonstrated the value in incorporating additional sources of 
data to help with oceanographic interpretations.  Regional CTD data and legacy seismic 
data from Chapter 2 were again used to complement the data acquired in this chapter.  
Satellite sea-surface temperature data from the MODIS SST dataset discussed in previous 
chapters were available for the time of the cruise.  The SST data were downloaded from 
the Ocean Color Group at NASA and consist of twice-daily SST on a 4 km grid as well 
as multi-day and monthly composites. 
5.3  Data processing methods 
5.3.1  Seismic processing 
The seismic data were processed in a manner similar to the legacy seismic lines in 
Chapter 2 with modifications for 3D data.  In addition, some steps used in Chapter 4 that 
were not applied to legacy data were included, such as spectral whitening and migration.  
These were applied in order to create the best possible tie between the processed seismic 
images and the synthetic seismograms computed from CTD data.  The seismic data were 
provided in SEG-Y format with trace coordinates already in the headers, so geometry 
application was not required as part of the flow.  The data had been assigned CMP bins 
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with a 6.25 m inline spacing and 37.5 m crossline spacing, on a grid oriented with an 
inline azimuth of 130°.  Figure 5.3 summarizes the processing flow. 
 
Figure 5.3: Summary of processing flow applied to OMV12 data. 
Figure 5.4 (a) shows a raw shot record from the survey.  The strong vertical banding 
is high amplitude, low-frequency swell noise.  The first step of the processing was a 
minimum phase 5/10 Hz high-pass Butterworth filter applied to the shot records to 
remove the swell noise.  A 100 ms cosine taper was applied to the start and end of each 
trace before filtering to reduce filter artefacts.  Figure 5.4 (b) shows the full shot record 
after bandpass filtering.  Much of the swell noise is removed, enhancing the direct arrivals 
and seafloor/subseafloor reflections, and revealing some hyperbolic water-column 
reflections.  The data recorded from all eight parallel streamers are shown, illustrating the 
3D nature of the direct arrival and reflections.  Despite the taper, some filter artefacts are 
still present at the top and bottom of the shot record.  Because only the top 2 s of raw data 
were provided, the far channels on each streamer do not contain any useful data since 
moveout on the direct arrival and reflections means that they arrive at times later than 2 s.  
As a result, traces with offsets greater than 3000 m were removed for the rest of the 
processing flow.  The effect of not having full shot records in the data processing is 
discussed in Subsection 5.6.1. 




Figure 5.4: a) Raw shot record from OMV12.  b) Shot record after bandpass filtering, showing 
direct arrivals and reflections on all eight streamers.  The far channels on each streamer do not 
contain useful data because of moveout.  Filter artefacts are present at the top and bottom of the 
record. 
The bottom taper was then reapplied to remove the filter artefacts at the bottom of 
the record; because of normal-moveout correction the artefacts at far offsets would create 
noise in the stack if not removed.  Next, a direct-arrival filter similar to that used in 
Chapters 2 and 4 was applied.  Linear moveout at 1500 m/s was applied to flatten the 
direct arrival, and then amplitudes were balanced in a 50 ms window centred around the 
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direct arrival.  A 21-trace median filter was applied to isolate the direct arrival and the 
amplitude scaling and linear moveout were removed.  The result was subtracted from the 
original records to produce the filtered shot records.  Each streamer was filtered 
separately; small static shifts between streamers made simultaneously filtering all 
streamers in a shot record less effective.  Figure 5.5 shows the effect of the direct-arrival 
filtering on shot 1050; only the data from streamer 5 are shown.  The filter largely 
removes the near-linear direct arrivals, though some noise remains in the first few traces.  
Some signal associated with the seafloor and subseafloor reflections is also removed by 
the filter, but as in previous chapters this was deemed acceptable given the substantial 
improvements in signal-to-noise ratio in the water column.  A minor amount of water 
column signal is unfortunately removed; this occurs at far offsets where the water-column 
reflections have the same slope as the direct arrivals; again this was deemed acceptable 
given the overall benefits of the filter. 
Figure 5.6 shows the result of the direct-arrival filtering on streamer 1 from shot 
1050.  Streamer 5 shown in the previous figure was trailed almost directly behind the 
source so resembles a shot record from a 2D seismic survey, but in streamer 1 the direct 
arrival does not appear to be linear.  This is because the streamer is offset laterally from 
the source, so source-receiver offsets do not increase linearly.  Despite this, after linear 
moveout correction the direct arrival is still flattened so the direct-arrival filter is as 
effective as it was on streamer 5.  In fact, the filter appears to be even more effective on 
streamer 1 as there is less residual noise in the near few traces; this is probably because 
of the larger distance from source to streamer due to the crossline offset. 





Figure 5.5: (Top) Streamer 5 from shot record 1050 after bandpass filtering and tapering, 
displaying near-linear direct arrivals and hyperbolic seafloor, subseafloor, and water-column 
reflections, as well as filter artefacts at the top of the record.  (Middle) Data after direct-arrival 
filtering.  The direct arrivals have been largely removed, making water-column reflections more 
visible especially in the shallow part of the record.  (Bottom) Noise removed by the direct-arrival 
filtering; subseafloor reflections are also impacted. 





Figure 5.6: (Top) Streamer 1 from shot record 1050 after bandpass filtering and tapering.  
(Middle) Data after direct-arrival filtering.  (Bottom) Noise removed by the direct-arrival filtering.  
Direct arrivals are not linear due to crossline offsets but are still removed effectively by the filter. 
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After direct-arrival filtering, spherical divergence gain correction was applied to the 
data.  Then, frequency-wavenumber (f-k) filtering was applied to remove residual noise 
and previous-shot multiples, as in Chapter 2.  Dip limits of +/-1 ms/trace were used.  
Figure 5.7 and Figure 5.8 show the effect of gain and f-k filtering on shots records 1050 
and 4400.  Previous-shot multiples are more prevalent in the deeper water shot 4400, 
visible as near-horizontal events in the unfiltered shot record.  Though some subseafloor 
reflections are impacted by the filter, water-column reflections are greatly enhanced, and 
previous-shot multiples are largely eliminated.  Figure 5.9 shows the same f-k filtering 
process on shot 4400, this time with NMO applied for display purposes.  Normal moveout 
is a processing step applied later to the data after resorting into common-midpoint gathers 
that has the effect of flattening reflection events before stacking.  Applying NMO to the 
shot record shows how the f-k filter is able to separate water-column reflections, which 
appear horizontal after NMO, from previous-shot multiples, which appear as upwardly 
curving events.  The previous-shot multiples are greatly under-corrected by NMO at 
water column velocities, since they represent reflections from subsurface layers in 
previous shots which have much higher velocities, and so are not flattened.  After 
filtering, the horizontal reflections are retained, and the upwardly curving reflections are 
removed.  The effect of the f-k filter is further discussed in Subsection 5.6.1. 





Figure 5.7: (Top) Streamer 5 from shot record 1050 after gain correction; comparison to the 
middle panel of Figure 5.5 shows the effect of gain increasing deeper water column reflection 
amplitudes.  (Middle) Data after f-k filtering showing the enhancement of hyperbolic water-
column reflections.  (Bottom) Noise removed by f-k filter including random noise and residual 
direct arrivals; the filter also affects subseafloor reflections. 





Figure 5.8: (Top) Streamer 4 from shot record 4400 before f-k filtering but after gain correction 
showing many previous-shot multiples as near-horizontal reflections.  (Middle) Data after f-k 
filtering showing the enhancement of hyperbolic water-column reflections.  (Bottom) Noise 
removed by f-k filter including random noise, previous-shot multiples and residual direct arrivals; 
the filter also affects subseafloor reflections. 





Figure 5.9: Same as Figure 5.8 but with normal-moveout correction applied to better illustrate 
how the previous-shot multiples are removed by f-k filtering.  While the water column primary 
reflections are flattened by NMO correction, the previous-shot multiples are under-corrected and 
appear as upward-curving events, allowing them to be removed by the filter. 
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The data were resorted from shot records into common-midpoint gathers according 
to the CMP binning provided.  Normal-moveout correction was then applied to flatten 
hyperbolic reflection events.  Velocities used for the correction were picked interactively 
at a grid spacing of 200 CMPs.  A stretch mute of 150% was applied during the NMO 
correction.  Figure 5.10 and Figure 5.11 show three CMP gathers before and after NMO 
was applied.  These CMP gathers contain traces from the shot records shown in previous 
figures.  The effect of only having the uppermost 2 s of data is clear in the CMP gathers 
after NMO, where data are missing at far offsets in the deeper part of the records.  This 
is discussed further in Subsection 5.6.1. 
 
 
Figure 5.10: Common-midpoint gathers before (left) and after (right) NMO correction.  Top row: 
CMP containing trace from shot record 1050, streamer 5.  Bottom row: CMP containing trace 
from shot record 1050, streamer 1.  After NMO correction, previously hyperbolic reflection 
events are flattened.  Solid black line shows NMO stretch mute; data above this line are muted. 
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Figure 5.11: Common-midpoint gather containing trace from shot record 4400, streamer 4 before 
NMO correction (left) and after (right).  After NMO correction, previously hyperbolic reflection 
events are flattened.  Solid black line shows NMO stretch mute; data above this line are muted. 
The data were then stacked, producing a 3D volume of data with 23 inlines and 
15116 crosslines.  An inline near the centre of the volume is shown in Figure 5.12 (top 
panel).  Further processing was carried out after stacking to improve the final image.  
Firstly, deconvolution was applied to remove the filtering effect of the source wavelet.  
As in Chapter 4 this was accomplished using zero-phase spectral whitening with a 
frequency smoothing operator of 5 Hz.  Frequencies over the range 2/15/100/150 Hz were 
equalized.  A 10/20/60/80 Hz zero-phase bandpass filter was then applied to remove 
frequency ranges dominated by noise.  The spectral whitening and bandpass filter were 
performed after first applying a short-window (50 ms) automatic gain control (AGC) in 
order to equalize amplitudes between the water column and subseafloor reflections.  The 
gain was then removed after filtering to restore the relative amplitudes.  This process 
avoids filter artefacts from the high amplitude seafloor reflection appearing in the water 
column.  In order to prepare the data for migration, a seafloor mute was then applied 
based on a picked horizon.  The mute was applied with a 60 ms cosine taper.  Figure 5.12 
(bottom panel) shows the data after poststack filtering.  While the differences are visually 
subtle, Figure 5.13 illustrates the effect of the deconvolution step.  The frequency spectra 
for the stack before and after filtering show that while the dominant frequency does not 
change, frequencies in the 40–80 Hz range are boosted by the spectral whitening. 




Figure 5.12: Inline 1088 from stacked data (top) and after poststack filtering including 
deconvolution and muting of reflections related to the seafloor and subseafloor geology (bottom). 
 
Figure 5.13: Effect of deconvolution on inline 1088.  Left: frequency spectrum before 
deconvolution.  Right: frequency spectrum after deconvolution showing increased energy from 
40–80 Hz. 
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Migration was then applied to the data using a 2.5D finite-difference migration 
algorithm, which involves migration of each inline followed by migration of each 
crossline in order to migrate the entire 3D volume.  The purpose of migration is to increase 
horizontal resolution by collapsing diffractions and restoring true reflection dips.  Figure 
5.14 shows a portion of inline 1088 before and after migration.  The migration produces 
improvements in the clarity and continuity of reflections with wave-like features. 
To produce the final image after migration, the seafloor mute was reapplied, and a 
taper was applied to the top of the section to remove any noise created by the migration 
in these regions.  Unlike in Chapter 4, postmigration coherency and bandpass filtering 
were not applied, as the greater signal-to-noise ratio meant that these were not required.  
Finally, a time shift was applied to account for the depth of the seismic source and 




Figure 5.14: Portion of inline 1088 before (top) and after (bottom) migration.  Undulations in 
reflections are sharpened by the migration process. 
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Figure 5.15: Inline 1088 after final processing including migration. 
5.3.2  Seismic near-surface temperature analysis 
In addition to the imaging process described above, the seismic data were also used 
to compute near-surface temperatures, following the method used on the legacy data in 
Chapter 2.  As detailed in Subsection 2.5.2, the near-surface temperatures are calculated 
from seismic direct-arrival times, measured by way of “first breaks” on the seismic traces.  
In the case of the OMV12 3D data, each shot record consists of 8 streamers, so first-break 
times were picked on all streamers.  The first 100 channels on each streamer were picked; 
beyond this the picks became more difficult due to the decreasing first-arrival energy 
compared to the background noise.  As in Chapter 2, picking was performed using 
GLOBE Claritas.  Figure 5.16 and Figure 5.17 show the first break picks for shot 4400.  
While the direct arrivals do not appear linear on streamers that are not directly in line with 
the source, plotting the first-break times against source-receiver offset shows that the 
arrivals do indeed fit a straight line, as shown in Figure 5.18. 




Figure 5.16: First-break picks on shot 4400 for the first 100 channels on each of the eight 
streamers.  Picks on streamers 4 and 5 appear near linear as those streamers trail almost directly 
behind the shot.  Picks on other streamers appear more curved and occur later in time due to the 
crossline separation between the shot and receivers. 




Figure 5.17: Enlarged view of first break picks on streamers 1 (top) and 4 (bottom).  At farther 
offsets, picks become more difficult due to the decreasing amplitude of the direct arrival compared 
to the background noise.  An example of an erroneous pick is seen on channel 94 (streamer 1). 
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Figure 5.18: Direct-arrival time picks for shot 4400.  Left: plotted as a function of offset, with a 
linear fit corresponding to a slope of 1499.8 m/s.  Right: time difference between picks and 
expected arrival time from the linear fit.  Picks become somewhat non-linear at mid-offsets and 
noisy at far offsets. 
The inverse slope of the line fitted to the first break picks represents the sound speed 
of the direct arrival.  Figure 5.18 shows that there are multiple picks at a given source-
receiver offset, due to the multiple streamers in the OMV12 data, unlike in Chapter 2 for 
the 2D legacy data (e.g. Figure 2.80).  Figure 5.18 also shows that the picks become 
noisier and less linear at far offsets, so a limited range was chosen for the slope 
calculation, as was the case in Chapter 2.  For the OMV12 data, the best-fit line was 
calculated over an offset range of 0–600 m, corresponding to approximately 250 channels 
per shot.  This maximum offset is similar to that used for the newer legacy data (~610 m 
for channel 50, the far channel used for those data).  This process is shown for several 
shots along the line in Figure 5.19. 




Figure 5.19: Direct-arrival time picks, best-fit slopes, and residuals for an offset range of 0–600 
m for four shots along line OMV12-1088. 
Once the slope of the best-fit line for each shot was determined, the same procedure 
as used in Chapter 2 was applied, including a spatial 11-point median filter and the use of 
the Mackenzie (1981) equation to convert sound speed into water temperature.  The 
streamer depth of 9 m and a salinity of 34.4 were used in the Mackenzie equation.  As 
shown in Figure 5.20, the filtered direct-arrival sound speeds range from ~1497–1501 m/s 
along the line.  This corresponds to a near-surface temperature range of ~12.2–13.4°C.  
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The calculated near-surface temperatures are plotted in Subsection 5.4.2, where they are 
compared to available satellite sea-surface temperature data to help interpret the features 
observed in the seismic data. 
 
Figure 5.20: Direct-arrival sound speeds calculated from best-fit slopes for all shots along line 
OMV12-1088, before and after application of an 11-point median filter. 
5.3.3  CTD processing  
The CTD data files contained the measured values of time-of-flight sound speed, 
pressure, temperature, and conductivity, along with derived parameters salinity, density 
anomaly, and calculated sound speed.  The data could not be processed in the same way 
as the CTDs from Chapter 3 because the data were already binned at approximately 1 m 
intervals, as opposed to regularly sampled in time.  In particular, the “Align CTD” step 
that corrects for the time delay of the temperature and conductivity sensors could not be 
applied, and the filtering and loop edit steps were different.  Processing of the OMV12 
CTDs was performed in MATLAB. 
An initial temperature-salinity cross-plot of the raw data showed salinity values that 
were higher than expected.  As shown in Figure 5.21 (a), the raw salinities do not match 
those from NIWA CTDs in the Great South Basin region from Chapter 2 and the 
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University of Otago CTDs acquired along the Munida Transect from Chapter 3.  While 
some variability is expected, the curves should be similar especially for the deep waters 
occupying the low-temperature region.  Temperatures and pressures seem reasonable, as 
shown in Figure 5.21 (b), compared to the NIWA and Munida Transect CTDs as well as 
the XBTs from Chapter 4.  The high salinities may be caused by error in measured 
conductivities, due to miscalibration or drift of the conductivity sensor. 
 
Figure 5.21: (a) Raw temperature-salinity plot for OMV12 CTDs (green) compared to reference 
CTDs showing salinity error.  (b) Temperature vs pressure plot for OMV12 CTDs (red) compared 
to reference CTDs and XBTs. 
In order to correct the salinities derived from the CTDs, a bulk shift was applied to 
the conductivity values and salinity was recalculated using the function gsw_c_to_sp 
from the GSW Oceanographic toolbox used in previous chapters.  Figure 5.22 (a) shows 
the raw and corrected conductivity values as a function of pressure, compared to the 
NIWA and Munida Transect CTDs.  Figure 5.22 (b) shows the temperature-salinity cross-
plot for the recalculated salinities.  The value chosen for the conductivity shift was based 
on visually matching the corrected temperature-salinity plot to that of the NIWA and 
Munida Transect CTDs.  The shift was also based on matching a strong peak in the 
temperature-salinity distribution.  As shown in the histograms in Figure 5.23, a high 
frequency of samples occurs at 7.1°C, 34.38, representing a significant homogeneous 
water mass.  The OMV12 CTDs show a similar clustering, the location of which matches 
after the salinity values are corrected by the conductivity shift.  A value of -0.092 mS/cm 
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was chosen for the conductivity correction.  The CTDs in Chapter 3 showed a small offset 
in conductivity when two different instruments were deployed simultaneously, so it seems 
reasonable that this could be the reason for the abnormal salinity values, though in that 
case the offset was a much smaller 0.02 mS/cm.  The resulting temperature-salinity curve 
in Figure 5.22 (b) is a reasonable match in the low-temperature region and the high-
temperature, high-salinity region, while not causing salinities to be too low in the middle 
temperature portion of the curve (~5–6°C).  Some mismatch remains, however, indicating 
the possibility that the error may not be represented by a constant shift in conductivity, or 
that errors in temperature and/or pressure are also a factor. 
 
Figure 5.22: (a) Conductivity vs pressure plot for OMV12 CTDs compared to reference CTDs, 
before (green) and after (red) correction.  (b) Temperature-salinity plot for OMV12 CTDs 
compared to reference CTDs showing recalculated salinities (red).  Salinities are now a much 
better match compared to the raw salinities in Figure 5.21 (a). 




Figure 5.23: Histogram representations of temperature-salinity plots for NIWA CTDs from the 
Great South Basin region (a and c) and OMV12 CTDs after salinity correction (b and d).  The 
enlarged views in c) and d) show that the peak in the distributions is in the same location, as 
highlighted by the white star at 7.1°C, 34.38. 
After recalculation, salinities were filtered.  First, the large spikes in salinity at 
shallow depths were removed.  These spikes were present where there were large 
gradients in temperature so are likely due to a slight misalignment of conductivity and 
temperature sensors, as was observed in Chapter 3.  Since the OMV12 CTD data were 
already binned, the spikes were removed manually, as opposed to by using more 
sophisticated processing techniques as were applied in Subsection 3.4.1.  To smooth some 
of the more minor spikes for the oceanographic sections, a simple 3-point boxcar filter 
was also applied.  Figure 5.24 shows salinity as a function of pressure for the raw CTDs, 
after the conductivity correction, and after filtering. 
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Figure 5.24: Salinity vs pressure for OMV12 CTDs before (yellow) and after (red) filtering to 
remove large deviations at shallow depths and isolated spikes.  Raw salinities and reference CTDs 
are also plotted for comparison. 
The downgoing and upgoing portions of each CTD were separated and a simple 
loop edit was applied.  The loop edit removes samples measured when the CTD was 
stationary or moving upwards on the downcast, these were identified as samples where 
pressure had not increased from the previous sample.  Derived oceanographic properties 
were then recalculated.  The measured pressure values in the raw data files already had a 
rough conversion from dbar to m applied to them; this was undone, and depth was 
recalculated using the function gsw_z_from_p.  For the purpose of creating oceanographic 
sections, the data were re-binned to a 2 m interval.  Sound speed and in-situ density, as 
well as potential temperature and potential density relative to 0 m were also calculated 
using the functions gsw_sound_speed, gsw_rho, and gsw_pt_from_t.  Figure 5.25 and 
Figure 5.26 show the resulting potential density and sound speed profiles as a function of 
depth, including a comparison to those calculated from the uncorrected salinities and the 
reference NIWA and Munida Transect CTDs.  Figure 5.26 (a) and the enlarged view in 
Figure 5.26 (b) also show the sound speed profiles as measured by the time-of-flight 
sensor, which provides an independent measure of sound speed.  Since the sound speed 
values calculated using the corrected salinities are a good match to those measured by the 
time-of-flight sensor, it suggests that the chosen conductivity correction was reasonable. 
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Figure 5.25: Potential density vs depth for OMV12 CTDs compared to reference CTDs, before 
(green) and after (red) salinity correction. 
 
Figure 5.26: (a) Sound speed vs depth for OMV12 CTDs compared to reference CTDs, calculated 
before (green) and after (red) salinity correction.  Also shown are the time-of-flight measured 
sound speeds (yellow).  The enlarged view (b) shows that the recalculated salinities produce a 
better match between measured and calculated sound speeds than the raw salinities. 
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5.3.4  Synthetic seismograms 
The processed CTD data were used to calculate synthetic seismograms, as in 
previous chapters.  The calculation method followed the process described in Subsection 
2.6.2, utilizing the function theosimple from the CREWES MATLAB toolbox.  For each 
CTD, the in-situ density and time-of-flight sound speed profiles with depth were used to 
calculate acoustic impedances and reflection coefficients at each depth level.  The depth 
series of reflection coefficients were converted to seismic two-way traveltime using the 
sound speed values, and the resulting reflectivity time series were convolved with a 
source wavelet to yield the synthetic seismic traces.  The source wavelet was designed 
from the frequency spectrum of the final processed seismic data shown in Figure 5.13; an 
Ormsby wavelet with a passband of 10/20/60/80 Hz was used.  The CTD data with the 
original depth sampling of 1 m were used, as opposed to the smoothed and resampled 2 m 
data used to construct oceanographic sections, in order to preserve as many minor 
fluctuations as possible.  Assuming an average sound speed value of 1500 m/s, the 1 m 
depth sample rate corresponds to an approximate time sample rate of 1.33 ms, which 
implies a Nyquist frequency of 375 Hz, clearly sufficient for the frequency range of the 
OMV12 source wavelet.  Figure 5.27 shows the process of calculating a synthetic 
seismogram from the last CTD on the line.  The synthetic seismograms are compared to 
the recorded seismic data in Subsections 5.4.3 and 5.5.2, helping to tie reflections 
observed in the seismic data to particular oceanographic features. 




Figure 5.27: Calculation of a synthetic seismogram from a CTD.  Top, left to right: Temperature, 
salinity, sound speed, density, and acoustic impedance (computed as the product of sound speed 
and density) as a function of depth.  Bottom, left to right: (1) Acoustic impedance is plotted again, 
as a function of time instead of depth; sound speeds are used to convert depth to time.  (2) 
Reflection coefficients are computed from impedance gradients.  (3) A seismic wavelet is then 
convolved with the reflection coefficients, producing the seismogram (4). 
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5.4  Results 
5.4.1  Seismic images 
The processed OMV12 3D seismic volume is displayed in the next five figures by 
way of extracted 2D slices.  These include inline slices, crossline slices, and time slices.  
Inline and crossline slices are both vertical slices through the volume, with inline slices 
oriented parallel to the original sail line direction (~NW–SE), the long axis of the 3D 
volume, and crossline slices in the perpendicular direction (~SW–NE), cutting through 
the short axis of the 3D volume.  Time slices are horizontal slices through the volume at 
a constant time. 
Figure 5.28–Figure 5.30 show processed inlines 1083, 1085, 1087, 1089, 1090, 
1091, 1093, 1095, and 1097 from the OMV12 seismic data.  The full range of inlines is 
from 1080 to 1101, though there is not much data on inline 1080 and significant gaps start 
appearing on inlines greater than 1097.  The images are similar overall, though there is 
less coherent data in the shallow part of the images on inlines closer to the edges of the 
volume due to a lack of small source-receiver offsets.  The amount of noise does vary 
between inlines.  For example, there is a high-amplitude noise region in the deeper portion 
of inline 1083 near crossline 18000.  There is also some high-frequency near-horizontal 
noise in the shallow part of inlines 1083, 1091, and 1093; this is residual direct-arrival 
energy from imperfect filtering.  The frequency spectrum of the processed seismic data 
shown previously in Figure 5.13 indicated a dominant frequency of ~25 Hz, suggesting a 
vertical resolution of ~15 m, and a horizontal resolution of ~30 m, using the same criteria 
as in Section 2.4 for the legacy data. 
Inlines 1085 to 1090 all show a high-amplitude negative-polarity reflection that is 
shallow and continuous.  This is similar to the reflection at the base of the mixed layer in 
the legacy data from Chapter 2.  In the OMV12 volume this reflection appears at depths 
between 45 and 100 m (60–130 ms).  There appears to be a discontinuity in the reflection 
around crossline 4800; the portion of the reflection inshore of this discontinuity has a dip 
of ~0.5° in the seaward direction. 
Strong reflections of both polarities are present beneath the mixed-layer reflection.  
Near crossline 4000 the majority of these reflections are found up to ~225 m (300 ms) 
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deep, tapering to a depth of ~175 m (230 ms) near crossline 4750.  Individual reflections 
dip at up to 1.5° in this area.  A second group of reflections is present between crosslines 
5500 and 10500 (a distance of ~30 km), with a bowl-like shape extending to a depth of 
~400 m (530 ms).  Individual reflections in this zone are continuous for up to 15 km.  A 
larger bowl-shaped feature appears to surround the shallower reflective feature, from 
crosslines 5500 to 13000 (a width of ~47 km) and to a depth of ~800 m (1.07 s).  
Reflections creating the bowl-shaped features dip at up to 4° in both directions.  A more 
isolated, “V”-shaped reflection is seen at crosslines 14000 and greater, extending to a 
depth of ~275 m (370 ms). 
Some areas of the image are relatively featureless.  A blank lens-shaped zone is 
present between crosslines 12000 and 16500 (a width of ~28 km) and between ~250 and 
500 m (330 to 670 ms).  Some smaller low reflectivity areas are found beneath the high-
reflectivity zones between crosslines 4000 and 12000, up to ~600 m (800 ms).  In the 
deeper portion of the image, a moderately reflective zone begins at a depth of ~600 m 
(800 ms) at the left (NW) edge of the image, shallowing to a depth of ~375 m (500 ms) 
at the right (SE) edge, corresponding to a dip of ~0.14°.  The moderately reflective zone 
extends down to the seafloor.  Within this zone, individual reflections can be seen up to 
a depth of at least 1100 m (1.5 s), though noise begins to dominate the deeper portion of 
the image.  Reflection dips are typically less than 1.5°, and reflections can be continuous 
for up to 10 km.  Individual reflections in this zone typically appear undulatory, for 
example in the region between crosslines 9000 and 11000, and between 500 and 750 m 
(670–1000 ms).  These undulations have amplitudes of up to 25 m, and horizontal 
wavelengths of up to 1 km.  Changes in individual reflections between inlines reveal their 
underlying 3D structures; this is examined in Subsection 5.5.3. 





Figure 5.28: Processed seismic image along inlines 1083 (top), 1085 (middle), and 1087 
(bottom). 





Figure 5.29: Processed seismic image along inlines 1089 (top), 1090 (middle), and 1091 
(bottom). 





Figure 5.30: Processed seismic image along inlines 1093 (top), 1095 (middle), and 1097 
(bottom). 
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Figure 5.31 shows processed crosslines 4190, 5120, 6500, 8000, 9500, 11000, 
12200, 13500, 14500, 15500, 17000, and 18500 from the OMV12 seismic data.  Each of 
these represents an image that is perpendicular to and intersects the images in the previous 
figures.  The horizontal scale is different, however.  In the previous figures, each image 
covered ~94.5 km in width, spanning crosslines 3764–18879 spaced at 6.25 m.  In Figure 
5.31, each panel represents a distance of ~750 m, spanning inlines 1080 to 1100 at a 
spacing of 37.5 m.  Each crossline panel again shows the lack of shallow data on inlines 
close to the edges of the volume.  In the shallow region the strong negative-polarity 
reflection is present, sometimes dipping to the right (NE) such as in crossline 4190, and 
sometimes to the left (SW) such as in crossline 5120; these dips are up to 2°.  Other 
reflections of both polarities can be observed, some continuous across all inlines, and 
some more discontinuous.  Dips of up to 6° can be seen.  Some regions contain very few 
reflections, such as in crossline 13500 between ~200 and 450 m (270–600 ms).  Certain 
reflections are clearly undulatory, for example between 600 and 750 m (800–1000 ms) in 
crossline 4190.  The amplitude of the undulations is ~10 m and the horizontal wavelength 
is ~300 m. 
 
Figure 5.31: Processed seismic images along crosslines 4190, 5120, 6500, 8000, 9500, 11000, 
12200, 13500, 14500, 15500, 17000, and 18500. 
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Figure 5.32 shows processed time slices at 168, 214, 254, 310, 346, 376, 422, 528, 
798, and 1008 ms from the OMV12 seismic volume, representing approximate depth 
slices at 125, 160, 190, 230, 260, 280, 315, 395, 595, and 750 m.  While the images of 
inlines and crosslines are similar to shore-perpendicular and shore-parallel 2D seismic 
lines, the time slices provide a different look at reflections available only in 3D data.  In 
particular, they provide information on the azimuth of dipping reflections.  Each panel is 
96 km long and 825 m wide with a true orientation of 130° (NW to the left and SE to the 
right).  Some reflections appear as lines oriented straight up and down in the plots, for 
example those near crossline 12000 in the time slice at 376 ms (panel 6), meaning those 
reflections are oriented approximately SW–NE.  Other reflections cut across the panels 
at an angle.  Most of these reflections slope up to the right, which corresponds to an 
orientation approaching E–W.  For example, the reflection at crossline 15500 in the time 
slice at 254 ms (panel 3) has an azimuth of ~110°.  A few reflections slope the other way, 
meaning a more N–S orientation, such as near crossline 18000 in the middle four panels, 
where the reflections have an azimuth of ~190°.  The time slices also clearly show 
undulations in some reflections, for example the “S”-shape at crossline 6000 in time slice 
346 ms.  These patterns give insight into the true three-dimensionality of the reflections.  
This will be explored further in Section 5.5; the oceanographic significance of the 
reflections will also be examined, using the combination of both seismic and 
oceanographic data. 
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Figure 5.32: Processed seismic images along time slices at 168 ms (top), 214 ms, 254 ms, 310 ms, 
346 ms, 376 ms, 422 ms, 528 ms, 798 ms, and 1008 ms (bottom). 
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5.4.2  SST and seismic near-surface temperatures 
To begin to understand the reflections observed in the seismic images, available 
satellite sea-surface temperature data were examined to see if significant features could 
be identified.  Figure 5.33 shows the SST image for the day of seismic acquisition, 
January 25th, in the panel outlined in red, as well as for several other days with significant 
cloud-free data before and after acquisition.  Cloud obscures the line on January 25th, 
though there is some data northeast of the line.  The SST images for January 24th and 26th 
are similar to the 25th, though there are a few cloud-free gaps along the line on the day 
before acquisition.  The first substantially cloud-free day before acquisition is January 
15th.  After the day of acquisition, there is a partly cloud-free image from January 30th, 
and a completely cloud-free image from February 7th.  The available satellite SST images 
in Figure 5.33 all show that line OMV12-1088 does not cross the surface expression of 
the Subtropical Front, rather it is seaward of the front.  There is some variability in the 
position of the STF, as well as some meanders in the front or plumes extending from the 
front in some cases, but these do not extend out to the seismic line location.  The distance 
separating the STF from the nearshore end of the OMV12-1088 line is between ~15 and 
30 km.  Some moderately warm temperatures are found at times along the seismic line, 
in the inshore portion (January 15th), middle portion (January 30th), and offshore portion 
(February 7th), with significant variability.  This appears to be a warm offshore water 
mass, separated from the STF in this region by cooler surface waters. 





Figure 5.33: Satellite sea-surface temperature images over the region containing line OMV12-
1088 for partially cloud-free days near the day of seismic acquisition, January 25th (red outline). 
In order to obtain continuous SST coverage along the line, composite SST images 
were examined.  However, the scarcity of cloud-free daily SST data means that composite 
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images are also poor quality.  The best quality 8-day composites available for January 
17–24 and January 25–February 1 are shown in Figure 5.34.  There is a significant 
difference between the images, with the second composite showing warm temperatures 
in the middle of the line, which are not present in the first composite.  In order to 
determine which SST image is most representative of the day of acquisition, the surface 
temperatures measured by the CTDs were compared to the satellite SST.  Figure 5.35 
shows transects extracted from the satellite SST data along the line (from both the 8-day 
composites and the daily January 24th image), as well as the measured temperatures at the 
nearest depth sample to the surface from the six CTDs along the line.  The CTD near-
surface temperatures match the daily January 24th SST image and the January 17–24 
composite over most of the line much better than the January 25–February 1 composite.  
The very low temperatures near CTD 3 in the January 24th daily SST data seem to be 
from a portion of the image where the cloud filtering failed to remove all the contaminated 
samples (see Figure 5.33).  The January 25–February 1 composite, despite containing the 
actual date of seismic acquisition, is dominated by the cloud-free data from January 30th 
containing high temperatures in the middle of the line and so appears less representative 
of the day of acquisition than the January 17–24 composite.  An exception to this appears 
to be in the offshore portion of the line, where the high temperature in CTD 6 is better 
represented by the January 25–February 1 composite.  The images in Figure 5.34 again 
show the seismic line approximately 30 km seaward of the surface position of the STF. 
  
Figure 5.34: Eight-day composite satellite sea-surface temperature images over the region 
containing line OMV12-1088.  Left: January 17–24.  Right: January 25–February 1. 
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Figure 5.35: Satellite sea-surface temperatures extracted along line OMV12-1088 from the 
January 24th image (blue), and the two 8-day composites from the previous figure (red and green).  
Also shown are the temperatures measured near the surface in each of the six CTDs along the line 
(black dots). 
Near-surface temperatures calculated from the seismic direct arrivals were shown 
in Chapter 2 to overcome instances where cloud-free satellite SST were not available.  
Figure 5.36 shows the seismic NST along the line compared to the CTD and satellite sea-
surface temperatures.  In this figure, the satellite SST curve is a combination of the three 
satellite SST curves from the previous figure.  Mostly it consists of the January 17–24 
composite combined with the January 24th curve where available, except for the 
anomalously low potion near CTD 3.  The January 25–February 1 curve was used to fill 
in the gap near CTD 2 and for the offshore portion of the line at CTD 6 and beyond.  The 
horizontal axis now represents seismic crossline as opposed to longitude in the previous 
figure.  The near-surface temperatures measured by CTD are also shown in the figure.  
Overall, the seismic near-surface temperatures are similar to the satellite SST.  As was 
observed in Chapter 2, there is a discrepancy between the range of temperatures in the 
SST and NST, with the seismic NST higher by approximately 1.25°C.  This is likely due 
to error in either the source-receiver offsets or the part of the waveform picked as the first 
break for the direct arrival.  Despite this, the trend along the line appears reliable. 




Figure 5.36: Satellite sea-surface temperatures (SST) and near-surface temperatures from seismic 
direct arrivals (NST) for sail line OMV12-1088 (top), and corresponding seismic image for inline 
1088 (bottom).  Surface temperatures from the six CTDs are shown in the top panel as black dots, 
plotted on the same scale as the satellite SST. 
In the lower part of Figure 5.36, the processed seismic image for inline 1088 is 
shown in order to compare the surface temperature profiles along the line to any reflective 
features present in the seismic data.  The near-surface temperatures derived from seismic 
direct arrivals appear to show a slight elevation over the large, reflective bowl-like feature 
between crosslines 5500 and 1300 extending down to ~1.1 s (825 m).  The satellite sea-
surface temperatures are also slightly elevated over this portion of the line, though over a 
slightly smaller range between crosslines 5500 and 10000, possibly corresponding to the 
shallow highly reflective feature in the upper 0.5 s (375 m).  The CTD temperatures do 
not show an elevation, except at the far (seaward) end of the line.  The high temperatures 
surrounding CTD 6 at crosslines greater than ~17000 do not appear to be associated with 
a reflective feature.  As mentioned previously, the seismic image has a strong, continuous, 
shallow reflection, likely representing the base of the mixed layer.  This may indicate that 
there is a disconnect between surface and subsurface features, and that a strong correlation 
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between surface temperatures and subsurface reflectivity is not to be expected.  
Interpretations of the reflective features are discussed in Section 5.5, once further 
evidence for the origin of the subsurface reflective patterns is examined by way of the 
oceanographic sections and synthetic seismograms. 
5.4.3  Oceanographic sections and synthetic seismograms 
The CTD data processed as described in Subsection 5.3.3 are plotted in the 
following figures.  Figure 5.37 shows temperature as a function of depth and Figure 5.38 
shows salinity.  At each CTD location the data are plotted as a coloured bar, and contours 
calculated in MATLAB interpolate between stations.  The seafloor was picked as a 
horizon in the seismic image and those times were converted to depth using a constant 
1500 m/s; the subseafloor region is shown as a grey shaded area.  The temperature cross-
section shows a mixed layer containing warm water overlying cooler water.  The closely 
spaced contours indicate a strong temperature gradient from >11 to <9°C between ~50 
and ~75 m.   The boundary is a relatively horizontal feature, though some variation is 
seen between stations.  The deeper temperature contours (4–7°C) show an overall 
shoreward dip; this dip is around 0.16° as the contours drop by ~200–250 m over the 
~80 km between CTDs 1 and 6.  Overall there is a general decrease in temperature with 
depth.  However, a locally high-temperature lens-like feature is present, centred at CTD 
2 at depths up to ~150 m, with some influence on deeper isotherms up to ~350 m.  The 
salinity cross-section also shows this lens-like feature at depths between 80 and 250 m.  
The mixed layer is not obvious in the salinity section as shallow salinities are similar to 
those below the mixed layer.  Salinities show a minimum around 650–800 m, with the 
same shoreward dip in isolines as in the temperature section, and increase again at greater 
depths. 
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Figure 5.37: Temperature cross-section from OMV12 CTDs. 
 
Figure 5.38: Salinity cross-section from OMV12 CTDs. 
Figure 5.39 and Figure 5.40 show sound speed and in-situ density cross-sections 
constructed from the CTD data.  The sound speed cross-section reflects some of the 
features seen in the temperature cross-section, including the mixed layer and lens-like 
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feature.  As expected, the in-situ density cross-section shows a general uniformly 
increasing trend with depth, other than a localized gradient at the base of the mixed layer.  
In-situ density is shown in this figure since it is the relevant parameter for calculating 
acoustic impedance and the synthetic seismograms; an examination of potential density, 
which better represents the true water column structure, is included in subsequent sections 
to help with water mass interpretations (e.g. Figure 5.78).  Figure 5.41 shows the acoustic 
impedance cross-section which is the product of sound speed and in-situ density.  
Overlain on the impedances are the synthetic seismograms calculated in Subsection 5.3.4.  
The synthetic seismograms show the mixed layer as a strong negative-polarity reflection.  
High reflectivity is also present associated with the high temperature and salinity lens-
like feature.  This is highlighted in Figure 5.42 and Figure 5.43 in which the synthetic 
seismograms are overlain on the temperature and salinity cross-sections for the upper 
400 m of the water column.  There are several other reflections present in the synthetic 
seismograms; these are further examined in the next section where seismic interpretations 
are made by combining the synthetic seismograms with the recorded seismic data. 
 
Figure 5.39: Sound speed cross-section from OMV12 CTDs. 
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Figure 5.40: In-situ density cross-section from OMV12 CTDs. 
 
Figure 5.41: Acoustic impedance cross-section from OMV12 CTDs, overlain by synthetic 
seismograms. 
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Figure 5.42: Temperature cross-section from OMV12 CTDs for depths up to 400 m, overlain by 
synthetic seismograms.  Colours represent temperatures on the same scale as those in Figure 5.37. 
 
Figure 5.43: Salinity cross-section from OMV12 CTDs for depths up to 400 m, overlain by 
synthetic seismograms.  Colours represent salinities on the same scale as those in Figure 5.38. 
5.5  Seismic interpretations 347 
 
5.5  Seismic interpretations 
The overall strategy for the seismic interpretations was similar to that of previous 
chapters.  First, the CTD data and synthetic seismograms were analysed.  This included 
making seismic facies classifications associated with known water masses in the region, 
as well as identifying major reflections and examining their oceanographic origin.  Next, 
the reflections identified in the synthetic seismograms and CTDs were integrated with the 
recorded seismic data, starting with the traces near the CTD location.  This process was 
then expanded, by tracking significant reflections throughout the seismic volume, 
allowing the interpretations to be interpolated between CTD locations.  Three-
dimensional surfaces of the tracked reflections were then constructed to analyse the 
structure of the major reflections.  Comparisons of the observed features were made to 
legacy seismic data from Chapter 2 in order to further understand them in a more regional 
context.  Finally, a particular examination of the reflective lens feature was made, 
including incorporating additional oceanographic data to help with its interpretation. 
5.5.1  Water mass interpretations in CTDs and synthetic seismograms 
The first step to understanding the oceanographic significance of the seismic 
reflections was to examine the CTD data and synthetic seismograms in detail.  This 
involved making water mass identifications and looking at the distribution and seismic 
character of each water mass.  Figure 5.44 shows the potential temperature-salinity cross-
plot for the CTD data, classified according to facies.  The concept of seismic facies was 
introduced in Section 2.6.  Facies represent zones with distinct seismic character; these 
zones correspond to different regions in temperature-salinity space and are thus 
associated with different water masses.  Five facies discussed in previous chapters are 
present in the OMV12 CTDs: Facies 2 – Southland Current Water (a mixture of 
Subtropical and Subantarctic Waters, representing the STF), Facies 3 – Subantarctic 
Mode Water (the homogeneous 7.1°C, 34.38 water seen in Figure 5.23), Facies 4 – 
Subantarctic Water, Facies 5 – Antarctic Intermediate Water, and Facies 6 – Subantarctic 
Surface Water.  Two water masses discussed in previous chapters, Subtropical Water and 
Neritic Water, are not present in these CTDs.  An additional facies was also identified in 
these CTDs, called Facies 4.5 – SAW/AAIW.  This is a zone of transition between 
Subantarctic Water and Antarctic Intermediate Water.  In Chapter 2 this zone was 
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included in Facies 4 (SAW) since they have a similar moderately reflective seismic 
character.  However, in the OMV12 CTDs there is clearly a difference in the temperature-
salinity properties of the SAW with temperatures >7°C and salinities fluctuating between 
34.3 and 34.45, and the zone of temperatures <7°C where salinities decrease rapidly with 
depth, making this additional facies distinction possible.  The salinity minimum is also 
located within the Facies 4.5 region, meaning that it includes the upper part and core of 
the AAIW in addition to the lower part of the SAW.  It is seismically distinct from the 
non-reflective lower AAIW (Facies 5).  Facies 5 also includes the transition in properties 
towards UCDW.  Figure 5.45–Figure 5.50 show each CTD in turn, with temperature and 
salinity profiles, the vertical facies categorization created from the partitioning of T–S 
space shown in Figure 5.44, and the synthetic seismogram.  Significant reflections in the 
synthetic seismograms are identified and linked to their corresponding oceanographic 
features. 
 
Figure 5.44: Potential temperature-salinity cross-plot for the six OMV12 CTDs, coloured by 
seismic facies.  Facies approximately correlate to known water masses in the region.  Potential 
density contours are indicated by red dashed lines. 
Four facies are present in CTD 1, as shown in Figure 5.45 by the coloured bar on 
the right.  The colours assigned to each facies are the same as in Figure 5.44.  At shallow 
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depths (<0.11 s or 80 m) there is high-temperature, low-salinity Subantarctic Surface 
Water (Facies 6), separated from the underlying waters by a strong thermocline.  This is 
clearly identified in the synthetic seismogram as a strong negative-polarity reflection.  
The other facies boundaries are less well-defined but can still be distinguished based on 
changes in seismic character and the divisions in temperature-salinity space.  Subantarctic 
Water (Facies 4) is present beneath the thermocline, with a zone of decreasing 
temperatures and increasing salinities, and weak to moderate reflections in the synthetic 
seismogram.  A small region of Subantarctic Mode Water (Facies 3) is also present 
between 0.56 and 0.71 s (420–530 m), with temperatures and salinities that are relatively 
uniform, falling in the small range shown in Figure 5.44.  The synthetic seismogram 
shows almost no reflectivity in this zone.  The rest of the profile shows decreasing 
temperatures with depth, and salinities that decrease and then fluctuate near a minimum.  
This is the zone identified as Facies 4.5 (SAW/AAIW), associated with many moderate 
reflections in the synthetic seismogram. 
 
Figure 5.45: Temperature (left) and salinity (middle) as a function of seismic traveltime for CTD 
1.  Right: synthetic seismogram (black trace) and facies identifications as per Figure 5.44 
(coloured band).  Significant reflections ML, 11, and 12 are shown as horizontal lines. 
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Three significant reflections are labelled in Figure 5.45.  The first is the strong, 
negative-polarity reflection at the base of Facies 6, labelled “ML” for the base of the 
mixed layer.  Two other reflections, labelled 11 and 12, are found within Facies 4.5.  In 
general, other than the mixed-layer reflection ML, reflections in the synthetic 
seismograms were named according to which CTD they were identified in and in order 
from top to bottom i.e. reflections 11 and 12 are found in CTD 1, reflections 21, 22, 23, 
etc. in CTD 2, and 31, 32, 33, etc. in CTD 3.   The colours assigned to the reflections are 
not meant to associate with facies, rather they are an indication of depth in the water 
column (red and yellow reflections are shallow, green at middle depths, and blues deeper).  
In CTD 1, reflection 11 is found near the base of Facies 3, a trough (negative amplitudes) 
associated with a sharp drop in temperature and salinity at the top of the zone of more 
constant decrease in both properties.  Reflection 12 also has a negative polarity and is 
found within Facies 4.5 where there is a drop in temperature and sharp fluctuation in 
salinity.  These reflections will later be compared to those observed in the recorded 
seismic data (Subsection 5.5.2).  While there are other reflections present in the synthetic 
seismogram, they are not highlighted here as they are either similar to those already 
identified, or were not traceable in the recorded seismic data; this second case occurred 
mostly in CTD 1 as the CTD was located slightly off the seismic line. 
Figure 5.46 shows the synthetic seismogram for CTD 2.  The strong, negative-
polarity reflection labelled ML is present at the shallow thermocline as it was in CTD 1.  
A small zone of low-salinity, moderate-temperature water lies beneath this reflection 
between 0.08 and 0.11 s (60–80 m), identified as Facies 4.  Then, a significant increase 
in both temperature and salinity occurs.  This zone has temperatures and salinities that 
indicate Facies 2, STW/SAW mix.  The synthetic seismogram shows a strong, positive-
polarity reflection at the top of the zone (reflection 21), and several other strong 
reflections, one of which is picked as reflection 22.  The strong reflections in this zone 
are associated with interleaving of layers of higher and lower temperature and salinity.  
Temperature inversions are present, producing positive-polarity reflections.  
Temperatures and salinities fluctuate but generally decrease in the zone.  Reflection 23 is 
from a small drop in temperature and salinity near the base of Facies 2.  Below this, 
between 0.44 and 0.75 s (330–560 m) is a region of non-reflective Facies 3, with near-
uniform temperature and salinity.  Reflection 24 is a trough at the base of this zone, where 
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temperature and salinity both drop, signifying the transition to Facies 4.5.  Reflection 25 
is found within Facies 4.5 at another drop in temperature and salinity, amongst a group 
of similar reflections.  Near the bottom of the profile, temperatures and salinities reach 
values indicating Facies 5 (AAIW), though the seismic character does not change 
significantly. 
 
Figure 5.46: Temperature (left) and salinity (middle) as a function of seismic traveltime for CTD 
2.  Right: synthetic seismogram (black trace) and facies identifications as per Figure 5.44 
(coloured band).  Significant reflections ML, 21, 22, 23, 24, and 25 are shown as horizontal lines. 
Figure 5.47 shows the synthetic seismogram for CTD 3, which displays similar 
features as CTD 2.   A strong, negative-polarity reflection (ML) is found around 0.08 s 
(60 m) at the base of a layer of Subantarctic Surface Water, underlain by SAW (Facies 4) 
with lower temperatures but similar salinities.  The synthetic seismogram shows a peak 
(positive amplitudes, reflection 31) at the top of a layer of Facies 2 (~0.12 s or 90 m), 
with high temperatures and salinities, and a trough at the base of the layer (~0.2 s or 
150 m) where temperatures and salinities drop (reflection 32).  Facies 4 is present beneath 
Facies 2, with decreasing temperatures and fluctuating salinities.  Some weak to moderate 
reflections are found in this zone.  Reflection 33 occurs at the base of the zone (~0.31 s 
or 230 m), where temperatures and salinities drop sharply.  A non-reflective zone of 
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Facies 3 is present over most of the middle depths.  Temperatures are very uniform in this 
zone (up to ~0.71 s or 530 m), though salinities show some gradual variation.  Some 
moderate reflections are found in the region identified as Facies 4.5, with two temperature 
and salinity drops associated with reflections 34 and 35.  A non- to weakly reflective zone 
is present at the bottom of the profile (>1.18 s or 885 m), indicating Facies 5 with 
gradually decreasing temperatures and increasing salinities. 
 
Figure 5.47: Temperature (left) and salinity (middle) as a function of seismic traveltime for CTD 
3.  Right: synthetic seismogram (black trace) and facies identifications as per Figure 5.44 
(coloured band).  Significant reflections ML, 31, 32, 33, 34, and 35 are shown as horizontal lines. 
Unlike the previous two CTDs, the temperatures and salinities in CTD 4 (Figure 
5.48) show that Facies 2 is not present.  The synthetic seismogram correspondingly shows 
a lack of strong reflections, other than the mixed-layer reflection ML.  The Facies 4 zone 
(~0.08–0.42 s or 60–320 m) contains some slightly elevated temperatures and salinities 
delineated by reflections 41 and 42, but the values are not large enough to be included in 
the Facies 2 zone in Figure 5.44.  Reflection 41 is a peak where temperatures and salinities 
increase, and reflection 42 is a trough where the values decrease.  Reflection 42 is at the 
top of a zone of Facies 3, which is less reflective than the overlying and underlying 
regions and consists of homogeneous waters.  Reflection 43 is near the base of Facies 3, 
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where temperatures and salinities begin to decrease (near 0.7 s or 525 m).  The rest of the 
profile contains mostly weak reflections, with temperatures decreasing while salinities 
first decrease and reach a minimum (Facies 4.5), then increase (Facies 5).  Reflectivity in 
Facies 5 (>1.2 s or 900 m) is slightly less than in Facies 4.5. 
 
Figure 5.48: Temperature (left) and salinity (middle) as a function of seismic traveltime for CTD 
4.  Right: synthetic seismogram (black trace) and facies identifications as per Figure 5.44 
(coloured band).  Significant reflections ML, 41, 42, and 43 are shown as horizontal lines. 
The synthetic seismogram for CTD 5 (Figure 5.49) shows the same five facies that 
were present in CTD 4.  Facies 6 and reflection ML at its base (~0.11 s or 80 m) are again 
readily identified.  Two shallow, negative-polarity reflections (51 and 52) are identified 
within the Facies 4 region where there are significant decreases in temperature.  The 
Facies 4 zone contains other weak to moderate reflections caused by variable 
temperatures and salinities.  A small zone of near-uniform temperature and salinity Facies 
3 is present beneath Facies 4, from ~0.49–0.62 s (370–465 m), with very low reflectivity 
shown in the synthetic seismogram.  This is underlain by moderately reflective Facies 
4.5, where two significant reflections (53 and 54) are identified.  The rest of the profile 
(>1.13 s or 850 m) consists of non- to weakly reflective Facies 5. 
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Figure 5.49: Temperature (left) and salinity (middle) as a function of seismic traveltime for CTD 
5.  Right: synthetic seismogram (black trace) and facies identifications as per Figure 5.44 
(coloured band).  Significant reflections ML, 51, 52, 53, and 54 are shown as horizontal lines. 
Figure 5.50 shows the synthetic seismogram for CTD 6, with similar patterns 
including reflection ML at ~0.08 s (60 m) and the deeper half of the profile containing 
moderately reflective Facies 4.5 (below 0.46 s or 345 m) and non-reflective Facies 5 
(below 1.02 s or 765 m).  The temperatures and salinities suggest that Facies 3 is not 
present in this CTD; the upper part of the profile falls within Facies 4 and consists of 
variable temperatures and salinities.  Two significant reflections are identified in this zone 
(61 and 62).  The first is a trough at a sharp drop in temperature and salinity, and the 
second is a peak associated with a temperature inversion.  Two additional reflections are 
highlighted.  Reflection 63 is a peak at a small increase in temperature and salinity within 
Facies 4.5.  Reflection 64 is also within Facies 4.5, a trough associated with a drop in 
temperature, similar to reflection 54 in the previous figure. 
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Figure 5.50: Temperature (left) and salinity (middle) as a function of seismic traveltime for CTD 
6.  Right: synthetic seismogram (black trace) and facies identifications as per Figure 5.44 
(coloured band).  Significant reflections ML, 61, 62, 63, and 64 are shown as horizontal lines. 
5.5.2  Water mass interpretations in recorded seismic data 
Figure 5.51 shows the processed seismic image along inline 1088 overlain by the 
six synthetic seismograms calculated from the CTD data and shown in the previous six 
figures.  The significant reflections identified during the analysis in the previous 
subsection are highlighted by red circles.  Many reflective features are well-correlated 
between the synthetic seismograms and the recorded seismic data.  This means that the 
links observed in the previous subsection between water mass boundaries, or interfaces 
within water masses, and specific reflections in the synthetic seismograms can also be 
applied to the recorded seismic data.  The reflections that appear especially well-
correlated include the strong, shallow, negative-polarity reflection in all CTDs, 
reflections between 0.1 and 0.3 s in CTDs 2 and 3, deeper reflections between 0.75 and 
1 s in CTD 3, reflections between 0.25 and 0.5 s in CTD 4, and reflections near 0.2 and 
0.4 s in CTD 6.  Figure 5.53–Figure 5.58 show detailed comparisons between the 
synthetic seismogram and recorded seismic data at each CTD location in turn.  Each 
figure shows the synthetic seismogram overlain on inline 1088, as well as on the inline 
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closest to the CTD location, on the crossline closest to the CTD location, and on a cross-
section through the seismic volume along the path of the CTD.  Figure 5.52 shows a map 
of each CTD location in the seismic volume and the different inlines, crosslines, and 
cross-sections used for comparison with the synthetic seismograms.  For CTDs 2–6 the 
inline and crossline closest to the start location were used.  As CTD 1 was located 
completely outside the seismic volume, the inline and crossline were chosen from the 
trace in the volume closest to the CTD end location.  In all six cases the cross-sectional 
lines were made by extending the path created by connecting each CTD start and end 
position 
 
Figure 5.51: Processed seismic image along inline 1088 with synthetic seismograms calculated 
from CTDs overlain as blue traces at the six CTD locations.  The significant reflections previously 
identified in the synthetic seismograms are highlighted by red circles. 
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Figure 5.52: Map of CTD start and end locations relative to the seismic volume (black rectangle).  
The start location for CTD 1 and the end location for CTD 4 are out of the extent of the figure.  
An inline (blue line), a crossline (red line), and a cross-sectional line (green line) for each CTD 
were extracted for comparisons with synthetic seismograms, shown in Figure 5.53–Figure 5.58. 
Figure 5.53 shows the synthetic seismic tie for CTD 1.  The closest trace in the 
recorded seismic volume to CTD 1 is at inline 1100, crossline 5164; this is the red trace 
to the right of the blue synthetic seismogram in the leftmost panel.  The seismogram is 
overlain on inline 1100 and crossline 5164 in the middle two greyscale panels.  The panel 
on the right is the seismogram overlain on the cross-sectional slice through the volume 
created by projecting the path of the CTD as shown in Figure 5.52.  The first greyscale 
panel has the synthetic seismogram overlain on inline 1088 as it was in Figure 5.51, and 
the trace from this inline at crossline 5164 is shown as the red trace to the left of the 
synthetic seismogram in the leftmost panel.  The previously interpreted facies 
identifications are shown as the coloured bar on the left.  The three reflections identified 
in Figure 5.45 are also shown and are propagated from their position in the synthetic 
seismogram to the nearby traces in the recorded seismic data.  Because trace 1100-5164 
is at the edge of the volume, there is a lack of near offsets and therefore no data in the 
shallow part of the section; this can make propagating reflections difficult.  However, 
since reflection ML is so strong it can easily be identified.  The deeper reflections 11 and 
12 can be tracked between the synthetic seismogram and recorded seismic data in all 
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panels.  Both are continuous across the entire crossline slice and cross-sectional slice.  
However, while reflection 12 is continuous across both inline slices, at least for the 200 
crosslines shown (at least 1.25 km), reflection 11 is shorter.  It can only be tracked for 
~600 m in inline 1100 and ~300 m in inline 1088.  Other similar reflections are found 
nearby in inline 1088, but reflection 11 does not appear to directly connect to them. 
 
Figure 5.53: Synthetic seismogram for CTD 1 (blue trace) with previously identified facies 
(coloured band on left) and significant reflections ML, 11, and 12.  The reflections are tracked in 
the four greyscale panels showing the recorded seismic image along inline 1088, inline 1100, 
crossline 5164, and cross-section CTD1 from Figure 5.52.  The two red recorded traces in the 
left-hand panel are extracted from inline 1088 and inline 1100 at crossline 5164. 
The red and blue traces show that there are some shifts in the reflections between 
the synthetic seismogram and the recorded traces.  Real time shifts between the synthetic 
and the trace from line 1088 are expected if the reflection has a dip in the crossline 
direction.  This can be seen with reflection 12, which dips down to the left in the crossline 
panel and as a result appears deeper in inline 1088 than in inline 1100.  Some differences 
are also expected due to uncertainty in projecting the CTD from a path off the seismic 
line to a single location in the seismic volume, and potentially from errors in depth or the 
depth-to-time conversion.  Even if the locations are identical, significant differences in 
reflections in the synthetic and recorded seismic data could also result from changes in 
the reflector positions during the time delay between seismic and CTD data acquisition.  
The time elapsed between the seismic vessel passing the CTD location and the completion 
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of the CTD was ~10 minutes for CTD 1, increasing approximately linearly to ~2 hours 
and 50 minutes for CTD 6 due to the time required to acquire the CTD data in increasing 
water depth and catch up to the seismic vessel. 
In addition to its dip in the crossline direction, reflection 12 also shows a dip in the 
inline direction and is undulating but relatively flat in the cross-section.  This indicates 
an underlying 3D structure.  By tracking the reflections throughout the entire seismic 
volume, the 3D structure can be examined; this is shown in Subsection 5.5.3.  The 
apparent dip of reflection 12 in the inlines is between 1.4 and 2.4° to the SE and on the 
crossline is approximately 1.8° to the SW.   Reflection 11 also shows a dip to the left 
(SW) on the crossline, though shallower at approximately 0.4°.  It is also undulatory in 
the cross-section, with an amplitude of ~22 m and apparent wavelength of ~750 m. 
Figure 5.54 shows the synthetic seismic tie for CTD 2.  In the previous figure, CTD 
1 was projected on to the seismic volume so its crossline and cross-section were not on 
the same plane and looked different.  Here the two look more similar as they intersect 
near the middle.  The two inlines also look very similar since they are adjacent in the 
volume.  This makes the tie between the synthetic seismogram and the recorded seismic 
data much easier than for the previous CTD.  There is a good match between the blue and 
red traces and more reflections can be reliably identified.  All of the reflections can be 
followed continuously through all panels, except for reflection 24 at the base of Facies 3 
which extends only ~300 m in inline 1087 and ~350 m in inline 1088.  This is similar to 
reflection 11 in the previous figure.  Reflection 21 is fairly flat but reflections 22 and 23 
dip to the right in the inlines (SE) at ~0.5 to 1° and dip to the left in the crossline and 
cross-section (SW) at ~2.5 to 3.5°, suggesting that the Facies 2 zone may be thinning to 
the north (further examined in Subsections 5.5.3 and 5.5.5). 
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Figure 5.54: Synthetic seismogram for CTD 2 (blue trace) with previously identified facies 
(coloured band on left) and significant reflections ML, 21, 22, 23, 24, and 25.  The reflections are 
tracked in the four greyscale panels showing the recorded seismic image along inline 1088, inline 
1087, crossline 7191, and cross-section CTD2 from Figure 5.52.  The two red recorded traces in 
the left-hand panel are extracted from inline 1088 and inline 1087 at crossline 7191. 
The match between the synthetic seismogram for CTD 3 and the recorded seismic 
data is also good, as shown in Figure 5.55.  This CTD is located closer to the edge of the 
seismic volume, so the shallow portion of the recorded data in its closest inline (1095) is 
missing.  However, the shallow reflections 31, 32, and 33 can all be reliably propagated 
through the recorded data.  Reflection 32 is continuous in inline 1095 but appears to 
terminate in inline 1088.  Reflection 33 is the opposite, continuous across inline 1088 but 
ending near crossline 9380 in inline 1095.  The deeper reflections 34 and 35 are 
continuous through all panels, though there is a significant mistie for reflection 35.  While 
an isolated reflection of similar strength is present in both the synthetic and recorded 
traces, they are separated by a time shift of 25–30 ms or ~20 m.  This may be an indication 
that this reflector is more dynamic than the others and has moved during the time between 
seismic and CTD data acquisition.  Alternatively, the mistie may be due to the structure 
of the reflector.  The true path of the CTD is not vertical beneath the start location but 
moves away from (to the north of) the seismic volume at greater depths, resulting in 
potential mismatches for deeper reflections, especially if they have significant dips or 
undulations. 
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Figure 5.55: Synthetic seismogram for CTD 3 (blue trace) with previously identified facies 
(coloured band on left) and significant reflections ML, 31, 32, 33, 34, and 35.  The reflections are 
tracked in the four greyscale panels showing the recorded seismic image along inline 1088, inline 
1095, crossline 9425, and cross-section CTD3 from Figure 5.52.  The two red recorded traces in 
the left-hand panel are extracted from inline 1088 and inline 1095 at crossline 9425. 
Figure 5.56 and Figure 5.57 show the synthetic seismogram ties for CTDs 4 and 5.  
All of the identified reflections are well-correlated between synthetic and recorded 
seismic traces and can be traced continuously through the inlines, crosslines, and cross-
sectional slices.  Reflections 41 and 42 show significant dip in the inlines, up to 2–3° to 
the NW, but are relatively flat in the perpendicular crossline direction.  In contrast, the 
two shallow reflections 51 and 52 are relatively flat in all panels.  These reflections are 
not associated with a water mass boundary, but rather are fully contained in the Facies 4 
zone.  Deeper reflections 43, 53, and particularly 54 show more undulation.  As in 
previous CTDs, these deeper reflections are associated with Facies 4.5. 
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Figure 5.56: Synthetic seismogram for CTD 4 (blue trace) with previously identified facies 
(coloured band on left) and significant reflections ML, 41, 42, and 43.  The reflections are tracked 
in the four greyscale panels showing the recorded seismic image along inline 1088, inline 1090, 
crossline 12035, and cross-section CTD4 from Figure 5.52.  The two red recorded traces in the 
left-hand panel are extracted from inline 1088 and inline 1090 at crossline 12035. 
 
Figure 5.57: Synthetic seismogram for CTD 5 (blue trace) with previously identified facies 
(coloured band on left) and significant reflections ML, 51, 52, 53, and 54.  The reflections are 
tracked in the four greyscale panels showing the recorded seismic image along inline 1088, inline 
1090, crossline 15342, and cross-section CTD5 from Figure 5.52.  The two red recorded traces in 
the left-hand panel are extracted from inline 1088 and inline 1090 at crossline 15342. 
Figure 5.58 shows the synthetic seismogram overlain on recorded data for CTD 6.  
The start location for CTD 6 is located on inline 1088, but inline 1087 is shown as well.  
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Due to the proximity to the end of the line, some edge artefacts are present in the crossline 
and cross-section panels, obscuring reflections in the bottom part of data.  However, 
reflection ML and four others are well-correlated and easily tracked through the recorded 
data.  Reflection 63 is similar to reflections 11 and 24 seen previously, as it is continuous 
in both crossline and cross-section but not in the inlines, where it extends for only 640–
680 m. 
 
Figure 5.58: Synthetic seismogram for CTD 6 (blue trace) with previously identified facies 
(coloured band on left) and significant reflections ML, 61, 62, 63, and 64.  The reflections are 
tracked in the four greyscale panels showing the recorded seismic image along inline 1088, inline 
1087, crossline 18149, and cross-section CTD6 from Figure 5.52.  The two red recorded traces in 
the left-hand panel are extracted from inline 1088 and inline 1087 at crossline 18149. 
Overall, the six synthetic ties show a good match between the CTDs and recorded 
seismic data for shallow reflections.  Reflections associated with Facies 2 are particularly 
well correlated and easily tracked.  Reflections within Facies 4 present in CTDs 4, 5, and 
6 are also well matched between the synthetic and recorded data, despite not representing 
water mass boundaries.  Deeper reflections show more significant time mismatches.  
Reflections near the top of Facies 4.5 are the least continuous, while reflections within 
Facies 4.5 have lots of structure, both dip and undulation. 
The reflections were then tracked beyond the part of the seismic volume near each 
synthetic seismogram, as far as possible through the volume.  This “horizon picking” 
process, performed using IHS Markit Kingdom software, involves cross-correlation of 
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adjacent traces followed by snapping of the picks to the nearest peak or trough.  Figure 
5.59 shows the reflections on the full extent of inline 1088.  Approximate facies 
boundaries are also shown, interpolated between CTDs to outline the regions of distinct 
seismic character.  As observed with the synthetic seismogram analysis for each CTD, in 
many cases the facies boundaries are not associated with a distinct, continuous reflection.  
This is not unexpected for water mass boundaries, which are gradational in nature.  
Boundaries that are associated with larger property contrasts and sharper gradients, such 
as the base of the mixed layer and the Facies 2 region are more likely to have strong 
reflections defining them. 
Some reflections in Figure 5.59, like reflection ML, can be tracked through the 
entire line over more than 93 km.  Others, while strong and associated with a clear 
oceanographic feature in the CTDs, are confined to the region near the CTD, such as 
reflection 32.  Still others are not continuous as one reflection but appear to be part of a 
traceable boundary composed of several similar reflections that split or interleave.  This 
is the case for reflections 21 and 31 at the top of Facies 2 which appear to almost, but not 
completely, connect.  Reflections such as these, that appear to split or interfere with 
nearby reflections, are a common occurrence.  In some cases, this means that it could be 
possible to track the reflection further in the volume, but the continuation may not 
represent the same reflector.  This splitting or interference likely indicates the presence 
of layering near or below the vertical resolution of the seismic data. 




Figure 5.59: Seismic image along inline 1088 showing facies classifications at CTD locations 
and reflections identified in synthetic seismograms, with (top) and without (bottom) interpreted 
facies boundaries.  Colour-coding of facies is consistent with that shown in Figure 5.44. 
While the reflections identified in the synthetic seismograms account for many of 
the significant reflections in the seismic section, others are not sampled by the CTDs, 
such as the two strong reflections to the left of CTD 1 at depths near 150 and 400 m.  
These events, along with other strong, continuous, or uniquely located reflections, were 
also tracked through the volume and were given letters as identifiers.  Figure 5.60 shows 
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all of the reflections tracked in the seismic volume, with those identified in the synthetic 
seismograms shown in black and the additional reflections in red.  To help interpret the 
oceanographic significance of the additional reflections, since many of them occur within 
facies zones, the figure shows CTD temperatures and salinities overlain on the seismic 
data. 
Figure 5.60 shows that while the reflection at the base of the warm surface layer is 
present through the entire section at a depth between 45 and 90 m, it has a discontinuity 
near the left edge of the section, near kilometre 6.  The part of reflection ML to the left of 
the discontinuity dips seaward, while the underlying reflections, including reflection A, 
dip shoreward at the extreme left edge of the section.  This is reminiscent of the tip of the 
reflective wedge feature observed in the legacy seismic data in Chapter 2; this comparison 
will be further examined in Subsection 5.5.4.  Further offshore, strong shallow reflections 
clearly correspond to the warm, salty water sampled by CTDs 2 and 3.  While there is no 
single reflection that outlines the feature, a general lens- or bowl-like region is formed 
between kms 12 and 42 and depths between 70 and 400 m.  Reflections within the region 
extend for up to ~12 km.  Reflections between 500 and 600 m deep near the top of the 
low-salinity region tend to be short, while deeper reflections between 600 and 900 m are 
longer, extending up to ~11 km in length.  These reflections tend to have significant dips 
and undulations, likely representing internal waves as identified in previous chapters.  
There are also regions in the image with no reflections present.  The largest of these 
regions is a blank zone between CTDs 4 and 5, extending for at least 20 and possibly up 
to 30 km at depths between 250 and 500 m.  At the left edge of this feature, the steepest 
reflections in the section are found.  These reflections have dips approaching 4° and are 
associated with a small region of slightly higher salinity.  Another zone of high-salinity 
Facies 4 is present beneath the identified reflections N and 52 near CTD 5.  These 
reflections, along with reflections 51, P, Q, R, and 61 form a feature with a “V” shape, 
and though the temperatures above the “V” are slightly higher than those below, the origin 
of the feature is not clear.  In order to further understand the reflections, their 3D 
structures were examined by tracking them throughout the entire seismic volume. 




Figure 5.60: Seismic image along inline 1088 with significant reflections tracked and labelled 
and overlain by CTD temperatures (top) and salinities (bottom).  Colour scales are the same as 
those in Figure 5.37 and Figure 5.38.  Black reflections were identified in synthetic seismograms 
and red reflections represent additional events of interest. 
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5.5.3  Three-dimensionality of seismic reflections 
Figure 5.61 shows 18 inlines from the seismic volume, all focused on the portion 
between crosslines 7000 and 11000 and between 625 and 1125 ms.  This portion of inline 
1088 is also plotted in Figure 5.62 to show which events correspond to the previously 
identified reflections 24, 25, 34, 35, H, J, and K.  Figure 5.61 shows these reflections over 
nearly the entire seismic volume, illustrating how each reflection is similar in adjacent 
inlines but changes subtly throughout the volume.  By picking the reflections in each 
inline as well as propagating the picks through perpendicular crosslines, a 3D surface is 
constructed for each reflection.  This process was performed in IHS Markit Kingdom 
software.  The next set of figures (starting with Figure 5.63) show these 3D surfaces in 
map view, with colours representing depth (reds shallow and blues deep).  Each map is a 
downward-looking view of the x-y plane, with north pointed upwards and east pointed to 
the right.  They show the seismic volume plotted in its correct orientation at an azimuth 
of 130° and have equal horizontal and vertical scales indicated by the scale bar.  Figure 
5.63 shows the surfaces representing reflections 25 and J, both dipping reflections with 
undulations. 
Figure 5.63 shows how a dipping reflection seen in a 2D inline represents a slice 
through a 3D surface.  Each of the two 3D surfaces has an azimuth indicated by the 
parallel dashed lines approximately following constant depth contours on the surface.  
Reflection 25 has an azimuth south of east, while reflection J is oriented almost directly 
south.  The true dip of the reflection is in the direction perpendicular to the azimuth, 
shown by the blue dotted lines, while the shallower apparent dip of the reflection in the 
inline direction is shown by the red dotted lines.  In the case of reflection 25, the apparent 
dip in the inline direction is 0.8° and the true dip is 1.4°.  Reflection J has an apparent dip 
of 1.5° and a true dip of 2.1°. 
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Figure 5.61: Portion of inlines 1082 (top left) to 1099 (bottom right).  The horizontal extent of 
each panel is between crosslines 7000 and 11000 (25 km) and the vertical extent is between 625 
and 1125 ms (~375 m).  The horizontal line in each panel is the 1000 ms timeline (a depth of 
~750 m). 
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Figure 5.62: Portion of inline 1088 shown in the previous figure, with prominent reflections 
labelled.  Three-dimensional surfaces created by tracking some of these reflections throughout 
the seismic volume are shown in the next two figures. 
 
Figure 5.63: Map view representations of 3D surfaces for reflections 25 (left) and J (right), with 
shallow depths in red and deeper depths in blue.  The location of the two reflections is shown in 
Figure 5.62.  Black dashed lines indicate reflection azimuths and dotted lines show dip directions, 
both true (blue) and apparent (red). 
Figure 5.64 shows two more reflections from the part of the inline shown in Figure 
5.62.  In the inline view (Figure 5.62), reflections K and 35 look similar, both negative-
polarity reflections with significant undulations representing internal waves.  However, 
Figure 5.64 shows that their full 3D structures are very different.  Reflection K is a fairly 
simple dipping reflection with a shore-parallel orientation and some undulations in the 
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lower half of the reflection with a wavelength of approximately 1.75 km shown by the 
repeated dark green and light blue bands.  Reflection 35 has a much more complex 
structure, with different azimuths in different parts of the reflection.  The combination of 
different orientations may indicate that the reflection is composed of multiple internal 
waves that are interfering. 
  
Figure 5.64: Map view representations of 3D surfaces for reflections K (left) and 35 (right), with 
shallow depths in red and deeper depths in blue.  The location of the two reflections is shown in 
Figure 5.62.  Black dashed lines indicate approximate reflection azimuths. 
Elsewhere in the section, a similar complex structure is reflection F, located 
between CTDs 1 and 2 at a depth of approximately 750 m (see Figure 5.66 for location).  
Though it is a short reflection, the structure shown in Figure 5.65 shows repeated peaks 
both in a north–south and east–west direction, again possibly indicating the interference 
of multiple internal waves.  Figure 5.65 also shows the structure of reflection 52, located 
in the shallow portion of the section near CTD 5 (see Figure 5.66).  Previously, reflections 
25 and J (Figure 5.63) illustrated how the apparent dip of reflections in inlines does not 
necessarily match the true dip.  Here, reflection 52 shows how this also applies to the 
apparent and true wavelengths of undulating reflections.  The true perpendicular distance 
between wave crests indicated by the blue dashed line in Figure 5.65 is 590 m, but along 
an inline is 660 m (red) and along a crossline is 1.62 km (purple).  One complication in 
this analysis is the relative motion of the seismic vessel and the reflectors, which is known 
to distort the wavelengths of internal waves, as discussed in Subsection 1.4.6 (e.g. 
372 Chapter 5: Industry-scale swath seismic data with coincident CTD data 
 
Vsemirnova et al., 2009; Klaeschen et al., 2009).  This is also relevant to the previous 
discussion of true and apparent dip shown in Figure 5.63.  However, the 3D reflection 
surfaces demonstrate that even if vessel and reflector motion could be accounted for, the 
wavelengths of internal waves, as well as dips of inclined reflections, that are observed 
in inlines, crosslines, or in 2D seismic lines likely are incorrect estimates (and in most 
cases overestimates) of the true wavelengths and dips. 
 
Figure 5.65: Map view representations of 3D surfaces for reflections F (left) and 52 (right), with 
shallow depths in red and deeper depths in blue.  The location of the two reflections is shown in 
Figure 5.66.  Black dotted lines on reflection 52 follow two adjacent wave crests, with a true 
wavelength (blue dashed line), and larger apparent wavelengths in the inline direction (red dashed 
line) and crossline direction (purple dashed line). 
Figure 5.66 again shows inline 1088 with all tracked reflections labelled as a 
reference for the next five figures.  These figures examine the orientation of different 
groups of shallow reflections outlined by the red boxes as well as three deeper reflections.  
The purpose of these comparisons is the idea that reflections with similar structures are 
likely to be related, while reflections with vastly different orientations more likely belong 
to separate features.  Figure 5.67 compares the structures of reflections A and B on the 
left side of the seismic line to nearby reflections C, D, E, and 21 at the left edge of the 
reflective lens feature.  Figure 5.68 compares reflections 22, 23, G, and 31 within the 
reflective lens to reflections L and 42 to the right of the reflective lens.  Figure 5.69 looks 
at reflections N, P, Q, R, 61, and 62, associated with the “V”-feature towards the seaward 
end of the section.  Figure 5.70 further examines these reflection orientations using time 
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slices.  Finally, Figure 5.71 looks at deeper reflections 12, S, and T, comparing them to 
shallower reflections at similar locations along the line. 
 
Figure 5.66: Tracked reflections on inline 1088, showing the locations of reflections examined 
in the next five figures (red) and in the previous figure (blue). 
Reflections A and B in the left-hand panel of Figure 5.67 have an overall azimuth 
that is approximately WSW–ENE, as indicated by the black dashed line.  Reflections C, 
D, 21, and E that are nearby but contained within the reflective lens have features oriented 
more E–W to NW–SE.  Other reflections within the lens show similar E–W to NW–SE 
orientations, as shown by reflections 22, 23, G, and 31 in Figure 5.68.  This suggests that 
reflections A and B, discussed previously as potentially representing the end of the 
reflective wedge, represent a separate feature to the reflective lens.  Similarly, reflections 
L and 42 do not have an orientation that matches the reflective lens, even though they are 
located near its right edge; as shown in the right-hand panel of Figure 5.68, reflections L 
and 42 are oriented SW–NE.  Initially, these reflections appeared to be connected to the 
reflective lens, forming a larger bowl-like structure, but their three-dimensional shapes 
indicate that they may be unrelated.  
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Figure 5.67: Map view representations of 3D surfaces for reflections within the left-hand region 
shown in Figure 5.66, with shallow depths in red and deeper depths in blue.  Black dashed lines 
indicate approximate reflection azimuths for the three pairs of reflections A/B, C/D, and 21/E. 
 
Figure 5.68: Map view representations of 3D surfaces for reflections within the middle region 
shown in Figure 5.66, with shallow depths in red and deeper depths in blue.  Black dashed lines 
indicate approximate reflection azimuths for the three pairs of reflections 22/23, G/31, and L/42. 
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Figure 5.69 shows the structures of reflections associated with the “V”-feature 
towards the far-right end of the seismic line.  Reflections 52 (shown previously in Figure 
5.65), N, and P on the left side of the “V” have azimuths in the E–W to NW–SE range.  
Reflection 61 on the right side of the “V” has a dominant SW–NE orientation, as does the 
underlying reflection 62, other than the shallowest portion which approaches N–S.  This 
difference between the left and right sides suggests that they may not represent a single 
feature.  In the middle of the “V”, reflections R and Q show a combination of azimuths 
and undulations in multiple directions, possibly indicating the superposition of two 
different sets of reflections where they meet. 
 
Figure 5.69: Map view representations of 3D surfaces for reflections associated with the “V”-
like feature within the right-hand region shown in Figure 5.66, with shallow depths in red and 
deeper depths in blue.  Black dashed lines indicate approximate reflection azimuths. 
While not providing as comprehensive a view as the full 3D structures, another way 
of observing these changes in reflection azimuths is in time slices from the seismic 
volume.  Figure 5.70 shows two time slices from the 3D volume, at 214 and 346 ms, 
which cut through many of the reflections shown in the previous three figures (see Figure 
5.66 for reference).  There is a clear difference in azimuth between those reflections in 
the reflective lens and those surrounding it, again suggesting that the lens is a separate 
feature.  This is shown by reflection 32 compared to reflections A and L in the first time 
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slice and by reflections D, 23, and G compared to reflections 41 and 42 in the second time 
slice.  The change in azimuth of reflections in the “V” structure can also be seen in the 
right part of the slices, with reflections N, 52, 51, and 61 visible in the first slice and 
reflections R and 62 in the second slice.  Overall, the reflection orientations in the 
reflective lens show dips to the south, which indicate that the Facies 2 zone thickens to 
the south.  If this feature represents an eddy, this means that the bulk of the eddy is located 
south of the seismic volume. 
 
Figure 5.70: Time slices from the 3D seismic volume at 214 ms (top) and 346 ms (bottom) 
showing changes in reflection orientations.  Time slice locations and reflection names are shown 
in Figure 5.66. 
Figure 5.71 examines whether shallow and deep reflections in the same part of the 
line have similar structures.  Reflection 12 (left-hand panel) is located beneath reflections 
A and B (as shown in Figure 5.66).  In this case, the shore-parallel azimuth is common to 
all three reflections (Figure 5.67 showed the structures for A and B).  Similarity is also 
shared between reflection T (right-hand panel) and shallower reflections 61 and 62 shown 
in Figure 5.69.  However, this is not always the case, as shown by comparing reflection 
S (middle panel), again with a SW–NE azimuth, located beneath reflection P, which had 
a clear E–W orientation (shown in Figure 5.69). 
Overall, the 3D structures provide additional information to help understand the 
oceanographic origin of the seismic reflections.  The resulting interpretations are 
summarised in Subsection 5.5.6.  Further insight contributing to these interpretations 
comes from comparing the seismic images to nearby legacy seismic data examined 
previously in Chapter 2. 
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Figure 5.71: Map view representations of 3D surfaces for deep reflections highlighted in Figure 
5.66, with shallow depths in red and deeper depths in blue.  All three reflections have an 
approximate SW–NE azimuth. 
5.5.4  Comparison to legacy seismic data 
Figure 5.72 shows the location of seismic volume OMV12-1088 in relation to 
legacy seismic lines from the DUN06 and OMV08 surveys analysed in Chapter 2.  First, 
the OMV12 data are compared to shore-perpendicular lines DUN06-09, -10, -11, and -12 
(Figure 5.73) and DUN06-07 (Figure 5.74).  As shown in Figure 5.72, some of the legacy 
seismic lines consist of multiple segments (indicated by letters A, B, C, etc.); these occur 
when the acquisition of a line is interrupted for logistical reasons and is later restarted. 
 
Figure 5.72: Map of legacy 2D seismic lines near the OMV12-1088 swath (purple) from the 
DUN06 (blue) and OMV08 (green) surveys.  Lines and line segments shown in the next five 
figures are labelled; line segment breaks are indicated by changes in shade. 






Figure 5.73: Shore-perpendicular legacy seismic lines near OMV12.  Vertical lines indicate line 
segment breaks (black), line intersections (blue and green), and the approximate extent of OMV12 
(purple).  
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The shore-perpendicular lines can be directly compared to the inlines from the 
OMV12 volume.  Inline 1088 is replotted for ease of comparison in Figure 5.74.  Inline 
1088 and the legacy seismic lines in Figure 5.73 and Figure 5.74 show clear similarities 
in overall reflective pattern, with the shallow mixed-layer reflection, a shoreward-dipping 
zone of undulating reflections mid-water column, and blank regions in the upper water 
column.  Legacy seismic lines 9, 10, and 12 in Figure 5.73 all show a wedge-shaped 
reflective zone at the shoreward end of the images, near the purple line representing the 
projected left edge of the OMV12 volume.  The reflective wedge was discussed in 
Chapter 2 and was interpreted to represent the mixed Subtropical and Subantarctic Waters 
associated with the Subtropical Front and Southland Current.  The mixed-layer reflection 
in the legacy lines is continuous over the offshore part of the line at ~0.1 s (~75 m), but 
is disrupted above the reflective wedge.  Over the tip of the wedge, the mixed-layer 
reflection dips seaward in most cases.  This seaward-dipping shallow reflection was also 
identified in the KAH1201 seismic data in Chapter 4.  Below this, the wedge consists of 
shoreward-dipping reflections in the upper 500–600 ms (375–450 m) and a blank zone 
beneath.  This is similar to the OMV12 inline, where as mentioned previously there is a 
discontinuity in the mixed layer near the left edge of the image.  Left of the discontinuity 
in OMV12 is a seaward-dipping portion of the mixed layer with shoreward-dipping 
reflections beneath, some of which extend to 600 ms (450 m), and a blank zone between 
600 and 800 ms (450–600 m).  This region, including the strong, shallow reflections A 
and B, is interpreted to represent the warm, salty Southland Current Water (STW/SAW 
mix).  However, the absence of Facies 2 in CTD 1, as well as the previously observed 
differences in 3D reflection orientations between reflections A and B and those in the 
reflective lens, suggest that this Southland Current Water is separate from the warm, salty 
water in the reflective lens sampled by CTDs 2 and 3.  Figure 5.74 shows line DUN06-
07A which was previously identified in Chapter 2 as containing a meander in the SC.  It 
features two separate areas of shallow strong reflections, which is similar to the OMV12 
inline.  However, in DUN06-07A, the mixed layer is not present over the meander, while 
in OMV12 the mixed layer overlies the reflective lens.  This suggests that in DUN06-
07A the second reflective zone is the same as the reflective wedge and represents a 
contiguous portion of the Southland Current Waters, while in OMV12 the reflective lens 
is a separate feature to the reflective wedge, representing an eddy separated from the main 
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part of the SC.  Further support for this interpretation of the reflective lens in OMV12 is 
presented in the next subsection. 
 
  
Figure 5.74: Legacy seismic line DUN06-07A near OMV12 (top) showing previously interpreted 
meander in the Southland Current and inline OMV12-1088 (bottom) for comparison.  Vertical 
lines indicate line intersections (blue and green), and the approximate extent of OMV12 (purple). 
Because of the possibility that the reflective lens in OMV12 represents an eddy, 
legacy seismic lines that contain offshore reflective features previously interpreted to be 
eddies were re-examined.  Figure 5.75 shows lines DUN06-07P and -10P, which are 
seaward extensions of the shore-perpendicular lines shown in Figure 5.73 and Figure 
5.74, and line DUN06-15P, which is a shore-parallel line.  Line 15P is off the map in 
Figure 5.72 but is located parallel to the line labelled 2P, as was shown previously in 
Chapter 2 (see map in Figure 2.12).  OMV12 inline 1088 is again shown for comparison 
in Figure 5.75.  While the shallow portions of the eddies in the legacy data are similar to 
the reflective lens in OMV12, the legacy features are all deeper, with strong reflections 
continuing vertically to near 1 s (750 m), compared to only ~500 ms (375 m) in the 
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OMV12 image.  This may be because the legacy features are all much further offshore, 
as can be seen by the labels for the intersection of line 17P, and in deeper water, 
approaching 1500 m as opposed to only ~1000 m in OMV12.  In general, the moderately 
reflective zone in the middle of the water column associated with Facies 4.5 shallows 
further seaward, possibly making those reflections appear to be part of the eddy in the 
legacy lines, while in the OMV12 data those mid-water-column reflections are deeper, 
separated from the reflective lens by a blank zone. 
Another similarity between the images in Figure 5.75 is the presence of steeply 
dipping reflections near the reflective eddy features.  In lines 7P and 15P the steep dips 
occur near the right edge of the feature and in line 10P they occur at the left edge of the 
feature and again near the intersection with line 2P.  In the OMV12 image, steeply dipping 
reflections are found to the right of the reflective lens.  These observations suggest that 
there is a connection between the steep dips and the shallow high reflectivity zones, 
though as shown in Subsection 5.5.3, their 3D orientations in the OMV12 seismic volume 
are very different.  The offshore portion of line 10P (near CDP 22000) also contains a set 
of dipping reflections just below the mixed-layer reflection that is somewhat similar to 
the shallow “V” in the offshore portion of the OMV12 data.  The 10P reflections do not 
converge at depth to complete the “V” but do have opposing dips and extend down from 
the surface towards each other.  While this does not provide any insight into the 
oceanographic significance of either feature, the similarities may be an indication that this 
is more than simply a random occurrence. 






Figure 5.75: Legacy seismic lines near OMV12 showing previously interpreted offshore eddy 
features (top three panels) and inline OMV12-1088 (bottom) for comparison.  Vertical lines 
indicate line intersections (blue and green). 
Shore-parallel legacy seismic lines like DUN06-15P cut through the OMV12 
volume and can therefore be directly compared to OMV12 crossline images.  Figure 5.76 
and Figure 5.77 show lines DUN06-22, -21, -19, and -17, as well as line OMV08-97, with 
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crosslines from OMV12 extracted at the line intersections as well as additional nearby 
crosslines from the volume featuring similar reflective patterns.  The most shoreward line, 
22P (Figure 5.76, top panel), features strong reflections in the upper 500 ms (375 m) and 
weak to moderate reflections below; this is most similar to crosslines near the tip of the 
reflective wedge.  While crossline 5120 shows dipping shallow reflections, line 22P 
indicates that these dips are likely localised and part of larger undulations.  This 
observation is a reminder that because of the limited length of the OMV12 crosslines, the 
apparent orientations of reflections in the crossline direction may not be fully indicative 
of their larger-scale structures. 
Line OMV08-97-3 (Figure 5.76, middle panel) is also located near the tip of the 
reflective wedge but slightly further seaward, where the wedge can be seen coming in and 
out of the plane of the section.  The deeper part of the water column (>0.8 s or 600 m) is 
similar to the previous line, but fewer strong shallow reflections are present in the upper 
0.5 s (375 m), and a blank zone separates the shallow and deep reflections.  These features 
can also be observed in the OMV12 crosslines.  The most common dip direction of 
shallow reflections is to the left (~SW) in both datasets.  One difference, however, is the 
absence of the mixed-layer reflection in the 97-3 line, which is clearly evident in the 
OMV12 crosslines.  This may be a seasonal difference; in Subsection 2.8.4 a less 
prominent mixed layer was observed in lines like OMV08-97-3 that were acquired earlier 
in the season (November to early December) compared to the strong and continuous 
mixed-layer reflection seen in DUN06 and other OMV08 lines acquired later (February 
to March).  The OMV12 data acquired late January would likely have a mixed layer more 
comparable to the February–March lines. 
Line DUN06-21P (Figure 5.76, bottom panel) is located seaward of the reflective 
wedge.  It is more similar to OMV12 crossline 13840 than crossline 9407 where the 
datasets intersect because of the presence of the reflective lens in the OMV12 image 
creating additional shallow reflections in crossline 9407.  Line 21P features a weakly 
reflective shallow zone below the mixed layer and moderate reflectivity mid-water 
column (~0.7–0.9 s or 525–675 m), diminishing with depth.  The many short reflections 
mid-water column in line 21P show that the discontinuous nature of some reflections in 
OMV12 crosslines is not just an artefact of the shortness of the seismic volume in that 
direction. 





Figure 5.76: Inshore shore-parallel legacy seismic lines intersecting OMV12.  On each line, the 
approximate extent of OMV12 is shown by the purple box.  The crossline extracted from OMV12 
at the intersection is shown to the left of each line.  A second crossline from OMV12 with similar 
reflective features is shown to the right of each line. 
Lines DUN06-19P and -17P in Figure 5.77 are typical of the offshore region, with 
a mixed-layer reflection, weak to moderate reflectivity shallow (~0.1–0.6 s or 75–450 m), 
and moderate reflectivity at mid-depths.  The images are either weakly reflective or non-
reflective below 1 s (750 m).  Crosslines from the seaward part of OMV12 show a good 
match to these shore-parallel lines.  Dips and undulations can be seen in the reflections.  
These dips and undulations seem much shallower compared to the shore-perpendicular 
lines, but this is due to the difference in horizontal scale between the typical display of 
inlines and crosslines.  The panels showing shore-parallel legacy lines in Figure 5.76 and 
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Figure 5.77 each represent approximately 9.75 km, whereas the same panel width in 
Figure 5.73–Figure 5.75 would represent ~88 km. 
 
 
Figure 5.77: Offshore shore-parallel legacy seismic lines intersecting OMV12.  On each line, the 
approximate extent of OMV12 is shown by the purple box.  The crossline extracted from OMV12 
at the intersection is shown to the left of each line.  A second crossline from OMV12 with similar 
reflective features is shown to the right of each line. 
5.5.5  Characterisation of reflective lens feature 
Similarities between the OMV12 and legacy seismic images help to further 
understand the origin of the reflective features in both datasets.  The main feature of 
interest is the reflective lens, as it may consist of an eddy separated from the main body 
of the Southland Current and therefore represent an important mechanism for the mixing 
of Subtropical and Subantarctic Waters.  While there are some similar aspects in the 
legacy lines, there is no directly comparable feature.  However, the general reflective 
pattern of the lens with its bowl-shaped reflections is similar to other seismic 
oceanography studies of eddies discussed in Section 1.4, particularly Yamashita et al. 
(2011) and Tang, Gulick, and Sun (2014).  Further characterisation of the reflective lens 
comes from incorporating additional data. 
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As seen in Subsection 3.5.5, the CTD data can be used to calculate geostrophic 
current velocities.  Figure 5.78 shows the potential densities relative to 0 m calculated 
from the CTDs.  Superimposed on the plot is the outline of the reflective lens feature 
traced from the seismic data (shown in Figure 5.81).  The lower half of the water column 
shows an overall shoreward dip to the isopycnals.  There is also a shoreward dip to the 
contours in the upper 200 m between CTDs 1 and 3.  The influence of the reflective lens 
is shown by the downward bulge in contours in CTD 2 extending to a depth of nearly 
600 m.  The sloping density distribution is indicative of northeastward-flowing currents.  
Figure 5.79 shows the resulting geostrophic velocities relative to a level of no motion at 
the seafloor, calculated using the function gsw_geostrophic_velocity in MATLAB. 
 
Figure 5.78: Cross-section of potential density relative to 0 m for OMV12 CTDs.  The reflective 
lens from the seismic data is outlined in red. 
The geostrophic velocities are relatively low in the left part of the reflective lens 
and increase towards the centre.  They are high near the right-centre of the reflective lens 
and decrease towards the right edge of the lens.  While the velocities do not fully reverse 
in the left part of the lens, the pattern across the lens could represent the superposition of 
localised anticyclonic flow onto an overall northeastward flow, consistent with the lens 
representing a warm-core eddy contained within larger-scale regional current flow.  
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Figure 5.79 also shows high velocities at the right end of the section, between CTDs 5 
and 6. 
 
Figure 5.79: Cross-section of geostrophic velocities relative to a level of no motion at the seafloor 
for OMV12 CTDs.  The reflective lens from the seismic data is outlined in red. 
Further evidence for currents, at least near the surface, comes from the seismic 
survey itself.  As discussed in Section 2.9, currents can push the streamers trailing behind 
the seismic vessel offline, causing feathering, which is typically represented by the angle 
of the streamer with respect to the shot line.  While not an exact measurement of the 
current velocities, since the streamers are partially steered to try to keep them positioned 
correctly, larger feathering angles are a clear indicator that strong currents are present.  In 
a seismic oceanography context, Tang et al. (2013) previously showed that streamer 
feathering was highly consistent with surface currents in the vicinity of a subsurface 
current core in the South China Sea.  Figure 5.80 (a) shows the position of streamer 4 at 
every 300th shotpoint along line OMV12-1088.  The source and receiver coordinates are 
extracted from the seismic trace headers.  The streamer is deflected off the line to the 
north to varying degrees over the first half of the survey line and is positioned mostly 
along the line for the remainder. 
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In order to assist with the positioning of the streamers, the seismic acquisition vessel 
was also equipped with an Acoustic Doppler Current Profiler.   The instrument was a 
Nortek 1 MHz model and measured currents in 0.5 m bins at depths between 9 and 
14.5 m, around the depth of the streamers.  The data along line OMV12-1088 are plotted 
in Figure 5.80 (b).  These current vectors were produced by averaging the readings over 
all 12 depth bins, as well as by spatially averaging so that there is one sample per km.  
There are strong currents to the NE at the beginning of the line and a second more 
moderate group near the middle of the line.  There is a clear change in direction to more 
southeasterly currents at the end of the line.  The crossline component of these currents 
is plotted in Figure 5.81, along with the streamer feathering angles, for comparison with 
the seismic image. 
 
Figure 5.80: (a) Streamer feathering shown by plotting the position of streamer 4 (red line) 
following behind the seismic source (blue dot) for every 300th shot on line OMV12-1088.  (b) 
Near-surface currents measured by seismic vessel ADCP. 
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Figure 5.81: Streamer feathering angles and the crossline component of ADCP current velocities 
plotted above the seismic image along inline 1088.  Feathering angles for streamers 1–3 and 5–8 
are plotted as black lines; streamer 4 is plotted as a red line.  Current velocities are plotted as blue 
dots.  On the seismic image, the reflective lens is outlined in red. 
In the top panel of Figure 5.81 the feathering angles calculated at each shotpoint for 
all eight streamers are plotted.  These are calculated using the coordinates for the first and 
last receiver on each streamer, and as such are an approximation since the streamer may 
have some curvature.  All eight streamers show the same trend in feathering angle but 
differ because of the fan geometry used in the seismic survey, where the distance between 
streamers increased from near to far offsets.  This means that even in the absence of 
feathering (with the streamers trailing directly behind the source), streamer 1 would have 
a small (~1.25°) negative feathering angle and streamer 8 would have an equivalent small 
positive feathering angle.  The feathering angles and ADCP current velocities are well-
correlated.  They both generally show high values in the left part of the line and low 
values over the right half of the line.  There is also a slight increase at the right end of the 
line.  In the seismic image, the drop in current velocities in the middle of the line is located 
390 Chapter 5: Industry-scale swath seismic data with coincident CTD data 
 
where steep reflections near CTD 4 that form a larger bowl shape around the reflective 
lens approach the surface.  While the feathering angles are large over the entire left half 
of the line, the ADCP currents show two separate areas of high velocities.  These are 
located to the left and right of the reflective lens, with ADCP current velocities low over 
the reflective lens itself.  The low velocity span and the high reflectivity zone in the 
seismic image are very similarly located. 
Even though surface currents may be affected by factors such as wind or tides there 
still appears to be a strong relationship between these currents and the subsurface features 
in the seismic image.  However, comparing the near-surface currents in Figure 5.81 to the 
geostrophic velocities in Figure 5.79 shows some significant differences.  The highest 
geostrophic velocities are found at the right end of the line, while the highest feathering 
and surface currents are at the left end of the line.  As for the reflective lens, while it 
seems related to features in both surface currents and geostrophic velocities, the two 
datasets differ considerably.  The geostrophic velocities are high near the centre of the 
reflective lens, while the ADCP velocities are low over the lens but high to the left and 
right of the lens.  This suggests a disconnect between surface and subsurface properties, 
similar to that previously observed between sea-surface and subsurface temperatures; 
differences like these show the importance of datasets that provide dense subsurface 
sampling, such as seismic oceanography, to reveal the true nature of subsurface features 
not seen by techniques sampling solely at the surface. 
The origin of the high geostrophic velocities at the right end of the line is not clear 
in the seismic data.  This is also the end of the line where satellite sea-surface 
temperatures, CTD near-surface temperatures, and seismic direct-arrival temperatures 
were high, as shown previously in Figure 5.36.  Figure 5.82 shows that in sufficiently 
cloud-free SST images, these elevated temperatures at the seaward end of the line appear 
to be part of a large offshore high-temperature region.  A similar warm water mass was 
identified by Butler et al. (1992) and Shaw (1998), thought to be related to large-scale 
circulation in the Bounty Trough.  In the seismic image, this end of the line contains the 
“V”-like reflections; while these reflections could be related to the offshore circulation of 
Subantarctic Water, this interpretation is very preliminary. 
Another data source often used to identify eddies is sea-surface height or sea-level 
anomaly data from satellites.  Examples of this in seismic oceanography studies include 
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the work of Pinheiro et al. (2010) on meddies as well as that of Tang, Gulick, and Sun 
(2014) in the Gulf of Alaska.  Figure 5.82 shows the sea-level anomaly data in the 
OMV12 region corresponding to the two previously discussed SST images.  The SLA 
data are from the MEaSUREs Gridded Sea-Surface Height Anomalies Version 1812 
dataset from the NASA Physical Oceanography Distributed Active Archive Center (see 
Zlotnicki et al., 2019).  The dataset consists of sea-level anomaly estimates every 5 days 
on a 1/6° latitude-longitude grid.  The closest days to the two SST dates are shown in 
Figure 5.82.  The SLA images show a high region northeast of the seismic line associated 
with the offshore warm sea-surface temperatures. 
 
 
Figure 5.82: January 15th (a) and February 7th (b) satellite SST images replotted from Figure 5.33 
showing offshore high-temperature region responsible for elevated surface temperatures at the 
end of line OMV12-1088.  The January 16th (c) and February 5th (d) satellite SLA images show 
an associated offshore high. 
392 Chapter 5: Industry-scale swath seismic data with coincident CTD data 
 
Figure 5.83 shows the SST and SLA for January 26, the closest date to the seismic 
acquisition in the SLA dataset.  As in Figure 5.82, the offshore high in SLA is still present, 
which could explain the increased geostrophic velocities and large surface ADCP currents 
at the seaward end of the seismic line, in an eastward direction.  However, the data appear 
to be too low resolution to show any anomalies along the rest of the line.  This illustrates 
a problem with using SLA for the lens-like feature in OMV12, namely the small size of 
the features compared to the resolution of available SLA data, as previously discussed 
with the legacy data.  Larger eddies should be identifiable; southeast of New Zealand, a 
warm-core eddy identified by Williams (2004) had satellite sea-surface height and ADCP 
velocities delineating the feature, matched by geostrophic velocities calculated from 
CTDs.  However, it was a much larger feature, with an estimated diameter of 130 km and 
a depth of 1000 m, and had a clear surface temperature and salinity expression in CTD 
transects.  In Figure 5.83 there is a second region of high SLA to the southwest of the 
seismic line, but it is unclear if it is related to the potential eddy feature as it is centred 
~100 km away from the line and is not associated with an SST signature in Figure 5.82.  
However, it is possible that the reflective lens represents part of the periphery of a larger 
eddy, such as a spiral arm.  Detailed analysis of the SLA data was beyond the scope of 
this study, but it represents an interesting avenue for future work.  This could include 
looking at along-track data instead of gridded data to help increase resolution, or matching 
the data to currents from ocean circulation models.  Potentially, these data could help 
understand the source region and formation mechanism for the eddy, as well as its 
evolution. 
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Figure 5.83: Satellite SST (left) and SLA (right) images for January 26th.  The high SLA values 
are consistent with observed geostrophic velocities and surface current indicators at the seaward 
end of OMV12-1088 (indicated by black arrow). 
5.5.6  Summary of seismic interpretations 
The previous analyses using seismic facies categorisations, synthetic seismograms, 
3D tracking of seismic reflections, comparisons to legacy seismic data, and incorporation 
of surface and subsurface oceanographic data resulted in the interpretations summarised 
in Figure 5.84.  The seismic image contains a near-continuous, shallow reflection at the 
base of the mixed layer, which contains relatively warm Subantarctic Surface Water that 
is separated from underlying waters by a thermocline.  Salinities in the mixed layer are 
similar to those beneath.  At the left edge of the seismic image, Southland Current Water, 
consisting of mixed Subtropical and Subantarctic Water, creates the tip of a reflective 
wedge similar to the features observed in legacy 2D seismic data, though not sampled by 
CTD data in this survey.  A reflective lens feature, separate from the Southland Current 
Water in the reflective wedge and hidden from the surface by the mixed layer, contains 
similar high-temperature, high-salinity waters, as measured by two CTDs.  The presence 
of the mixed-layer reflection over the reflective lens is a significant difference between 
this feature and previously interpreted Southland Current meanders in legacy seismic 
images.  Offshore reflective features similar to the reflective lens and interpreted to be 
eddies exist in legacy seismic data, though they are further offshore and extend deeper in 
the water column.  Geostrophic velocities calculated from CTDs suggest anticyclonic 
rotation superimposed on an overall northeastward current near the reflective lens, 
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supporting its interpretation as a warm-core eddy contained within the larger regional 
flow regime.  Reflection orientations tracked in 3D indicate thinning of the layers towards 
the north, suggesting that the centre of the eddy and bulk of the high temperature and 
salinity waters are located south of the seismic volume.  The influence of the intrusion is 
seen beyond the actual high temperature and salinity region, as evidenced by potential 
density contours and possibly by near-surface currents, which suggests that the reflections 
creating a larger bowl shape around the lens (red dashed line in Figure 5.84) may be 
related to the eddy.  However, 3D reflection orientations show a different azimuth for 
these reflections compared to those in the reflective lens, particularly for the steep 
reflections in the Subantarctic Water near CTD 4. 
A blank lens in the seismic image contains a well-mixed zone of Subantarctic Mode 
Water, with near-constant 7.1°C temperatures and little salinity variability in the CTD 
data.  Some blank lenses in nearby legacy seismic data are eddies, as suggested by Smillie 
(2013) and Gorman et al. (2018), and in other parts of the world similar interpretations 
are often made (e.g. Biescas et al., 2008; Buffett et al., 2009; and Quentel et al., 2010).  
However, in other cases blank lenses are not associated with eddies, as shown for example 
by Nakamura et al. (2006), Sheen et al. (2009), and Mirshak et al. (2010).  The blank lens 
in OMV12-1088 lacks strong reflections surrounding it like the Smillie and Gorman et 
al. examples, several of which are shown in Figure 5.85 in the next section.  Additional 
data such as geostrophic velocities, SST, and surface currents also do not show evidence 
of an eddy associated with this blank lens. 
Internal waves produce undulating reflections in the region corresponding to the 
transition between Subantarctic Water and Antarctic Intermediate Water, where 
temperatures and salinities decrease.  Other reflections are present within the Subantarctic 
Water, such as the “V”-shaped feature in the shallow seaward portion of the line.  These 
reflections are associated with heterogeneity in temperature and salinity, creating layering 
within the SAW.  High sea-surface temperatures and increased geostrophic velocities are 
also associated with this feature, indicating a potential connection to larger scale 
circulation in the Bounty Trough. 
The combination of contemporaneous CTDs and high-quality seismic data allows 
for more conclusive interpretations of seismic features compared to datasets examined in 
previous chapters.  However, uncertainties still remain as the CTD sampling is not dense 
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enough to cover all features of interest and is only two-dimensional.  Additional datasets 
similar to this one will help increase certainty of interpretations since patterns are likely 
to emerge, as was the case for the mixed layer and the reflective wedge in the legacy 
seismic data.  A recurring theme in the seismic oceanography datasets in this region is a 
disconnect between properties in the surface layer and subsurface features, emphasising 
the importance of dense subsurface sampling as is provided by the seismic images. 
 
Figure 5.84: Summary of seismic interpretations on inline OMV12-1088.  Black lines are tracked 
horizons discussed in Subsections 5.5.1–5.5.3. 
5.6  Discussion 
5.6.1  Seismic processing 
During the description of the seismic processing in Subsection 5.3.1, several items 
were identified as requiring further explanation.  The first is the effect of only having the 
top 2 s of raw data, which meant that approximately half of the channels did not contain 
any useable data, as shown in Figure 5.4 (b).  This was effectively a limit on the source-
receiver offset of 3000 m.  The impact of the cut-off was seen in the NMO-corrected CMP 
gathers in Figure 5.10 and Figure 5.11.  The deepest water CMP in those figures shows 
that at times greater than ~750 ms the useable offset range decreases steadily, up to about 
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60% near the seafloor at 1745 ms.  The effect of this limit on the final image can be 
understood by looking at a legacy seismic line from Chapter 2.  Figure 5.85 shows line 
OMV08-42, both the final processed version from Chapter 2 and after applying the same 
processing flow to only the top 2 s of raw data.  The only difference in processing is the 
addition of a taper to the bottom of the traces as was applied to the OMV12 shots to avoid 
filter artefacts from the cut-off.  The location of OMV08-42 is shown on the map in Figure 
5.72; the portion of the line shown below is in similar water depths to the OMV12 swath.  
As expected from the CMP gathers, Figure 5.85 shows that the shallow part of the image 
is unaffected by the 2 s cut-off, but the deep reflections are impacted.  Though the deep 
part of the image is expected to be less reflective, reflections in the deep part of the 2 s 
image are especially weak.  However, the overall quality of the image is acceptably 
similar.  In future the entire OMV12 data volume will become publicly available, making 
this 2s limit unnecessary as a full reprocessing of the data can then be performed.  
However, it is useful to understand the impact of the 2 s limit as it allows for an easy 
separation between water column data and confidential subseafloor data in data that is not 
yet public, and therefore could be applied in future survey acquisition collaborations. 
 
 
Figure 5.85: (Top) Final processed seismic image along legacy seismic line OMV08-42 from 
Chapter 2.  (Bottom) Processed image produced from raw shot records muted below 2 seconds. 
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A key step used in processing both the legacy and OMV12 seismic data was the 
application of an f-k filter before stack.  Figure 5.7 and Figure 5.8 showed the effect of 
the filter on shot records in removing noise including residual direct arrivals and previous-
shot multiples.  Figure 5.86 compares a stack created with and without f-k filtering of the 
shot records.  It shows the importance of the f-k filter in reducing shallow noise in the 
upper ~250 ms from residual direct arrivals, as well as random noise throughout the 
section, especially in deep water where the previous-shot multiples are strongest.  It also 
shows that, despite the apparent harshness of the filter in the shot records, reflections in 




Figure 5.86: Stack of inline 1088 without (top) and with (bottom) f-k filter applied to shot 
records. 
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Another aspect of the seismic processing that was different from previous chapters 
was the use of hand-picked stacking velocities.  As discussed in Subsection 2.9.1, picked 
velocities optimise the stack, producing reflections with higher amplitudes and higher 
frequency content.  However, the velocity-picking process is time consuming, so for the 
legacy data a constant velocity was used to allow a greater number of lines to be 
processed.  In addition, for the legacy data coincident CTDs were not available to create 
synthetic seismograms to tie reflections.  In Chapter 4, the small offsets of the KAH1201 
data meant that variations in stacking velocity had little effect on the image.  In this 
chapter, picked velocities were used and the effect of this can be shown.  Figure 5.87 
compares a portion of in line 1088 stacked with the most optimal constant velocity of 
1490 m/s and with velocities picked every 200 crosslines.  As expected, the picked 
velocities sharpen some reflections, especially mid-water column where the longest 
offsets are present.  The blue circle highlights part of the image where reflections become 
brighter.  The red circle shows a reflection that is shifted very slightly in time by the 
different stacking velocity, as seen by the horizontal 1000 ms timeline, due to the far 
offsets being better aligned with the near offsets. 
 
Figure 5.87: Portion of inline 1088 stacked with a constant velocity (left) and with velocities 
picked from normal-moveout analysis (right).  The red circle outlines a reflection that has shifted 
slightly, as seen by the horizontal timeline.  The blue circle outlines an area where reflections 
have been enhanced. 
The picked velocities have the potential to help with oceanographic interpretations.  
The early seismic oceanography study of Holbrook et al. (2003) showed stacking 
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velocities abruptly changing across seismic lines at the location of an oceanographic 
front.  The top panel in Figure 5.88 shows the stacking velocities along OMV12 inline 
1088.  The mixed layer is clear, and there is a slightly higher-velocity region near the 
reflective lens and at the left edge of the section near the reflective wedge.  However, 
there is significant additional variability in the stacking velocities.  To help understand if 
this variability is real, the stacking velocities are compared in Figure 5.88 to the root-
mean-squared sound speeds calculated from the CTDs.  The stacking velocity is 
essentially equivalent to the RMS sound speed for flat layers and small offset-to-depth 
ratios (e.g. Kearey et al., 2002).  The mixed layer and reflective lens are visible in the 
RMS sound speeds, as is a general decrease in sound speed from left to right mid-water 
column that is reflected in the stacking velocities.  However, the stacking velocities for 
many reflections are larger than the RMS sound speeds, and they are highly variable 
compared to the CTD section, though perhaps this second observation is due to the 
difference in horizontal resolution between the two sections.  Some discrepancy could be 
due to reflector dip or motion, as discussed for example by Jones et al. (2008).  Despite 
the variability, Figure 5.88 shows that in the absence of CTDs the stacking velocities 
themselves could potentially help identify the reflective lens as a high velocity and 
therefore warm water feature.  However, the effect is not as convincing as in the Holbrook 
et al. (2003) dataset, where stacking velocities across the section vary by ~90 m/s and are 
correlated to a surface temperature change of over 5°C.  In the OMV12 data the stacking 
velocity range in the water column is only 15 m/s.  Small variations in stacking velocity 
are more difficult to resolve, especially in the shallow part of the section where the 
effective offset range is limited by the interference of the direct arrival and the NMO 
stretch mute.  However, these results suggest that picking stacking velocities in the legacy 
seismic data may be useful, at least in lines that have offshore reflective features, to help 
with interpreting their oceanographic significance. 




Figure 5.88: (Top) Stacking velocities in m/s picked from normal-moveout analysis of seismic 
data along inline 1088.  (Bottom) Root-mean-squared sound speed calculated from CTDs. 
5.6.2  Potential of 3D seismic data 
Blacic and Holbrook (2010) first showed the application of seismic oceanography 
to 3D seismic data.  While their survey did not contain any notable oceanographic 
features, they refer to the potential of the method if applied to a specific oceanographic 
target.  The OMV12 3D seismic survey contains such a target, and as such represents an 
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important seismic oceanography dataset.  While only one swath was examined in this 
work, the remaining swaths provide many further opportunities for research.  A limitation 
with a single swath is that the crossline aperture is small (~825 m) compared to the inline 
length (~94.5 km).  This creates some uncertainty in how features might change in the 
crossline direction, for example whether the reflective lens is a detached eddy or instead 
is a plume or meander connected to the main body of the Southland Current out of range 
of the seismic image.  Adjacent swaths may provide insight, as the same features may be 
present in other swaths.  Each swath in this survey took ~10.5 h to acquire and the 
shooting pattern for the survey meant that an adjacent swath shot in the same direction 
was acquired ~21 h later.  Overlap between swaths provides an opportunity to examine 
time-lapse changes in seismic reflections, in the same way as repeat transects like those 
in Chapter 4, except in 3D; this could reveal which features are stable and similar between 
swaths and which are more dynamic and therefore different in adjacent swaths. 
One feature that is expected to be dynamic is the reflective lens.  Satellite SST data 
can show how fast surface features move in the region and while the lens is a subsurface 
feature, surface motion may provide a proxy in the absence of other information.  Figure 
5.89 tracks a plume extending seaward from the Subtropical Front in three of the daily 
SST images shown previously in Figure 5.33.  Similar plumes were identified and tracked 
by Shaw (1998), as discussed in Subsection 1.6.6.  In this figure the plume moves a 
distance of approximately 30 km in the 48 hours represented.  This corresponds to a speed 
of ~17 cm/s, meaning if the subsurface lens moved similarly, it would move in the 
crossline direction by ~12 km in the ~21 hours between the acquisition of adjacent swaths.  
While this greatly exceeds the width of a swath, the lens appears to be at least 30 km in 
diameter, and is probably larger given the dips of reflections indicate that swath 1088 
may be at the northern edge of the feature.  These rough calculations suggest that part of 
the feature should be still be visible in at least one adjacent swath, possibly more. 
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Figure 5.89: Satellite SST images from Figure 5.33 acquired on three consecutive days from 
January 24–26.  Arrows highlight the movement of a high-temperature plume extending seaward 
from the Subtropical Front, with red indicating the position in the current image and grey 
indicating the position in previous images. 
In addition to the seismic data from the rest of the seismic survey, ADCP data from 
the rest of the shot lines could also be examined to see if features can be tracked or if 
common patterns emerge.  This would require more sophisticated processing of the 
ADCP data than what was applied here, including tidal corrections.  Since the rest of the 
survey represents a time period of over three weeks, there is likely additional cloud-free 
satellite data, including SST and SLA, that could help to further understand the observed 
features, including the eddy and the offshore warm temperatures. 
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The OMV12 data also provide a good opportunity for seismic inversion, because of 
the combination of simultaneously acquired seismic data and CTD data.  Methods such 
as those used by Papenberg et al. (2010) or others described in Subsection 1.4.8 could 
reveal the detailed temperature and salinity structure within the lens, helping to 
characterise interleaving of Subtropical and Subantarctic Waters.  This could provide 
further insight into the mechanisms for mixing of the two water masses, including 
determining the magnitude of the potential exchange represented by the eddy. 
5.7  Conclusions 
In this chapter, acquisition of a 3D seismic survey was supplemented by the 
collection of six full-depth conductivity-temperature-depth profiles along one sail line.  
The seismic data from this sail line produced a high-quality 3D volume approximately 
94.5 km long by 825 m wide.  Near-surface temperatures measured by the CTDs and 
calculated from the seismic direct arrivals show that the seismic volume lies entirely 
seaward of the Subtropical Front.  Satellite sea-surface temperature images confirm this, 
showing that the nearshore edge of the volume is located approximately 15–30 km from 
the STF at the surface.  In the subsurface, the CTD data distinctly show the presence of 
warm, salty mixed STW/SAW as an isolated lens.  This region corresponds to a highly 
reflective zone in the seismic data approximately 30 km wide, beneath the mixed layer 
and reaching a depth of ~400 m.  Synthetic seismograms clearly tie individual reflection 
events between temperature and salinity profiles and the recorded seismic data; 
reflections come from sharp changes in temperature and salinity at the top and base of the 
intrusion and at inversions within the feature, suggesting interleaving layers.  The CTD 
located inshore of the lens shows no high temperature and salinity waters, confirming the 
reflective pattern in the seismic data that indicates separation between this lens and the 
typical reflective wedge composed of Southland Current Water (the subsurface 
expression of the STF).  Comparisons with legacy seismic data show that the lens feature 
has a different character than previously interpreted meanders in the Southland Current.  
This evidence, combined with geostrophic velocity calculations, supports the 
interpretation of the lens as an anticyclonic eddy.  However, the presence of the overlying 
mixed layer creates a strong disconnect between surface and subsurface characteristics, 
creating a lack of surface signatures for the eddy including in SST data.  The presence of 
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this subsurface eddy could represent an important mechanism for the mixing of 
Subtropical Water into offshore Subantarctic Water. 
Clearly, an advantage of the OMV12 swath data, compared to both 2D seismic data 
and conventional oceanographic methods, is the availability of simultaneous shore-
perpendicular inline and shore-parallel crossline images, giving orthogonal views of the 
same feature.  While both views are available in a 2D survey by combining individual 
shore-perpendicular and shore-parallel lines, these 2D lines are not acquired 
simultaneously.  Combining the inline and crossline perspectives produces 3D structures 
of the reflections.  These structures reveal the dip and azimuth of inclined reflections, and 
more accurate wavelengths of internal waves.  They also show complex interference 
patterns in some cases.  Comparisons of 3D structures can show whether reflections are 
from related or unrelated features.  Having coincident oceanographic measurements gives 
confidence in the interpretations of reflective features in the OMV12 seismic data, 
helping to solidify previous interpretations of the legacy data.  Despite this, the origin of 
some features is still uncertain; more datasets like this are needed to further understand 
these observations. 
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6.1  Introduction 
This study involved the examination of the Subtropical Front and associated water 
masses using seismic oceanography methods offshore Dunedin, New Zealand.  
Objectives fulfilled by this work include: 
1)  Providing a proof of concept for the seismic oceanography method in this region.  
The technique was shown to be useful in imaging important oceanographic features 
including the Subtropical Front, associated regions of mixing between Subtropical and 
Subantarctic Waters including the Southland Current core and offshore eddies, and a 
transition zone between Subantarctic Water and Antarctic Intermediate Water with 
abundant internal waves.  The technique allows for regional and more targeted 
investigations as well as for the examination of temporal variability of oceanographic 
features. 
2)  Testing a variety of seismic oceanography methods to determine the optimal 
approach and lay the groundwork for future studies.  Four different acquisition methods 
were used, with different sources and receivers, different frequencies, and different spatial 
scales.  This included new dedicated seismic oceanography cruises, involving the 
acquisition of 2D and 3D seismic data with coincident oceanographic data including 
CTDs, XBTs, and surface temperature and salinity traces to ground-truth oceanographic 
interpretations of seismic reflections.  Processing methods including filtering and velocity 
picking were also explored to determine the ideal treatment in reprocessing existing 
seismic data and processing newly acquired data. 
3)  Developing techniques to enhance the usefulness of legacy seismic data that lack 
coincident oceanographic data.  Near-surface temperatures were calculated from the 
seismic direct arrivals and compared to satellite sea-surface temperatures to demonstrate 
the viability of the method.  Other types of oceanographic data were incorporated, 
including historical conductivity-temperature-depth profiles.  Recurring reflective 
patterns in the seismic images were catalogued and combined with synthetic seismograms 
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calculated from the CTDs to produce oceanographic interpretations by way of seismic 
facies analysis. 
4)  Characterising the surface and subsurface structure of the Subtropical Front.  
This was achieved by identifying the expression of the front at the surface and in the 
subsurface in both seismic and oceanographic data and by mapping features spatially.  A 
reflective zone of mixed Subtropical and Subantarctic Waters was consistently observed 
to extend further seaward than the surface position of the STF as identified in seismic 
images and sea-surface temperature data.  This zone appears to narrow and steepen from 
south to north and displays meandering at its seaward edge. 
5)  Examining the temporal variability of the STF and associated water masses.  
Time-lapse variations were examined by way of intersecting or closely spaced legacy 
seismic lines as well as repeat seismic and oceanographic transects on a variety of time 
scales (hours to seasons).  Legacy seismic images show increased variability near the 
seaward edge of the frontal region.  Horizontal and vertical variations in water mass 
distribution manifest as changes in the seismic response, as seen by synthetic 
seismograms computed from repeat oceanographic transects.  Repeat seismic images 
acquired along the Munida Transect in Chapter 4 show significant changes in STF 
reflections on the time-scale of hours. 
6)  Identification of eddies associated with the STF.  Examples of eddy-like features 
in legacy seismic data, both blank lenses as well as large offshore reflective features, were 
found.  Interpretations were corroborated by way of sea-surface and near-surface 
temperatures.  Historical CTD data were also incorporated, though due to the size of the 
eddy features relative to typical spatial resolutions of CTD transects, they are highly 
under-sampled in these data.  The features show temporal stability of reflections on the 
scale of days in legacy seismic images.  In 3D seismic data, corroborated by coincident 
CTDs, a 30-km wide reflective lens containing warm, salty waters was observed.  
Offshore features, including eddies, are often hidden by a warm mixed layer. 
This study comprised the first comprehensive evaluation of legacy seismic data for 
seismic oceanography in this region, the first dedicated seismic oceanography research 
cruises in Australasia, and the first examination of 3D seismic data in the vicinity of a 
distinctive oceanographic feature.  It is significant because of the comparison between 
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multiple datasets in the same region, showcasing different aspects of the oceanographic 
features at different resolutions and in both two and three dimensions.  These datasets 
build on each other to create a comprehensive interpretation of the reflective features in 
the seismic images.  The abundance of available legacy seismic data and the high-
resolution cross-sectional (or even 3D) nature of the seismic images of the water column 
represent clear advantages when compared to conventional oceanographic sampling of 
the subsurface.  By demonstrating the value of seismic oceanography as an additional tool 
that can be used in oceanographic studies in this region, it is hoped that this work will 
bring about an uptake of the technique and help to overcome the challenges of having 
seismic oceanography datasets accepted in the wider physical oceanography community, 
as discussed by Ruddick (2018).  In this chapter, a synthesis of results is presented, 
including a comparison of seismic methods and a discussion of the oceanographic 
findings.  Future work is then discussed, and finally conclusions are drawn. 
6.2  Comparison of seismic oceanography methods 
The first seismic oceanography method used in this study was the examination of 
legacy seismic data.  This included seismic data acquired by the petroleum industry 
between 1982 and 2008.  The legacy seismic resource consists of many lines, good 
regional coverage, and high-quality data.  The images produced by reprocessing show 
abundant reflectivity throughout the water column, in water depths of up to 1500 m.  The 
legacy data are not suitable for imaging the water column on the continental shelf due to 
shallow water depths.  As the data were acquired for other purposes, the location of the 
seismic lines must serendipitously coincide with the location of the oceanographic 
features of interest, but this was the case in the study area.  The lines are generally limited 
to acquisition dates between November and March for more favourable weather 
conditions, providing some seasonal comparisons but not covering the entire annual 
cycle.  Some time-lapse data are also available due to the interruption and resumption of 
individual seismic lines and from closely spaced lines from surveys acquired in different 
years.  While oceanographic data from satellites are available, no coincident subsurface 
oceanographic data exist to complement the legacy seismic data.  As a result, either a 
good prior understanding of the regional oceanography is required, or the integration of 
additional data from other sources is needed in order to interpret the oceanographic 
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features.  In this region, satellite SST data were combined with near-surface temperatures 
calculated from seismic direct arrivals in order to locate the Subtropical Front at the 
surface; the technique was also used to help identify offshore features, though the 
presence of the mixed layer made this difficult.  In addition, historical CTDs were used 
to calculate synthetic seismograms to determine the distribution and expected seismic 
character of water masses.  Even in the absence of coincident oceanographic data, 
common reflectivity patterns emerge in the seismic images which can be matched to those 
in the synthetic seismograms, helping to identify oceanographic features. 
The second method used involved dedicated seismic oceanography cruises on a 
small University vessel with a high-frequency Boomer seismic source.  Both single-
channel and multi-channel data were acquired with a short 8–25 m streamer.  
Oceanographic data were collected during seismic acquisition, consisting of surface 
temperature and salinity traces and CTDs.  For the most part, these cruises had the 
advantage of flexibility in scheduling so that a good weather window could be chosen to 
increase the chances of acquiring high-quality seismic data.  The location for the cruises 
was chosen to follow a previously studied oceanographic transect to maximize the 
understanding of oceanographic features and the usefulness of the data collected.  Four 
cruises were carried out during a year-long period to examine seasonal variability.  As 
the processed seismic images were too noisy to reveal water-column reflections, it 
showed that the Boomer source energy of 175–525 J is too small and the frequency range 
of 100–1500 Hz may be too high to image the interfaces seen in the water column in this 
region.  Despite the lack of reflectivity in the seismic data, the oceanographic data 
acquired during the four cruises was critical in helping understand the water masses and 
their seismic character, as well as the seasonal variability of the Subtropical Front.  
Possibly a higher-energy source such as a 1000–5000 J sparker would be successful in 
this region, at least in imaging the mixed layer, as demonstrated by Piété et al. (2013) on 
the French continental shelf.  Another possibility is a low energy coherent (as opposed to 
impulsive) sound source, as suggested by Ruddick (2018). 
The third method used in this study was a dedicated high-frequency seismic 
oceanography cruise accompanied by XBT deployment.  The seismic source used was a 
small (45/105 in3) GI gun and the streamer was 300 m long.  This cruise was smaller-
scale in terms of seismic acquisition parameters (either source size or streamer length or 
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both) compared to previously published “high-frequency” or “high-resolution” cruises, 
include the HF and HR data from Hobbs et al. (2009) and Geli et al. (2009), and the GI 
gun data of Nakamura et al. (2006), Carniel et al. (2012), Piété et al. (2013), and Sarkar 
et al. (2015).  This means that, apart from the Piété et al. sparker data where only the 
mixed layer is imaged, this cruise represents new minimum requirements for successful 
seismic oceanography acquisition.  The cruise allowed flexibility in line locations but not 
in the timing of the cruise so unfortunately weather adversely affected the amount of 
seismic data collected.  The flexibility in line location allowed for the acquisition of repeat 
seismic lines to examine time-lapse changes, importantly with repeat oceanographic data 
as well.  The processed seismic images are noisier than the legacy data but do contain 
well-defined shallow reflections.  The deeper part of the water column (> 0.5 s or 375 m) 
is not imaged but the Subtropical Front and associated zone of mixing between 
Subtropical and Subantarctic Waters is well imaged.  The short streamer did not produce 
long enough source-receiver offsets for stacking velocity analysis to help with identifying 
water masses.  Seismic inversion of these data would be challenging because of the low 
signal-to-noise ratio. 
The fourth seismic oceanography method used involved collaboration with industry 
to collect oceanographic data during the acquisition of a 3D seismic survey.  A chase boat 
collected CTD data following the seismic vessel using an instrument already used 
routinely during the seismic survey for shallow sound speed measurements.  In order to 
maintain confidentiality of subseafloor data, only the top 2 s of seismic data were 
provided, which are sufficient for producing high-quality water column images.  This 
industry collaboration model could work for both 2D and 3D seismic surveys.  As in the 
case of legacy data, the location of the seismic surveys is primarily based on geological 
targets and as such may not correspond to ideal areas for oceanographic investigation.  In 
addition, 3D surveys are often over smaller, targeted areas as opposed to longer regional 
2D lines.  However, this survey happened to be in an ideal area for studying the mixing 
processes associated with the Subtropical Front, and an offshore shallow reflective feature 
was imaged, with CTDs confirming the presence of an isolated lens of warm, salty water.  
The combination of industry-quality seismic data with coincident oceanographic data was 
key to confirming interpretations made in legacy seismic data, especially with respect to 
offshore features that do not have a surface expression.  Long source-receiver offsets in 
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these data allow for stacking velocity analysis to characterise the water masses.  The data 
would also be ideal for the application of seismic inversion.  A full 3D seismic survey 
provides the opportunity to examine temporal variability in overlapping swaths closely 
spaced in time. 
Overall, the four methods encompassed a wide range of parameters.  Frequencies 
ranged from approximately 10–80 Hz in the industry seismic data, to 25–180 Hz in the 
high-frequency data, and 100–1500 Hz in the Boomer data.  These frequencies 
correspond to vertical resolutions on the order of ten metres, a few metres, and less than 
a metre, respectively.  The higher-frequency sources were lower energy, creating a trade-
off between vertical resolution and depth of penetration.  However, the gradational nature 
of oceanographic interfaces means that extremely high frequencies, even at higher power, 
may not be optimal for imaging.  Nevertheless, some high frequencies are important to 
distinguish closely spaced boundaries and are ideal for shallow imaging, such as on the 
shelf or near the shelf break.  High-frequency, low-energy sources require favourable sea 
states in order to produce seismic images of sufficient quality.  Horizontal resolution, as 
determined by the common-midpoint spacing, also increased in the higher-frequency 
surveys, from a 6.25–12.5 m trace spacing in the industry seismic data down to as low as 
1.5 m in the Boomer seismic data.  The shallow dips of water-column reflections mean 
that making the receiver spacings smaller to avoid spatial aliasing is less restrictive than 
in the case of higher subseafloor dips.  Choosing survey parameters to maximize fold may 
be the most important consideration.  Longer source-receiver offsets also allow for 
stacking velocity analysis, though there is a limit to the range of useful offsets at shallow 
depths due to the interference of the direct arrival and NMO stretch.  Longer seismic lines 
give more regional context to the oceanographic features in the images, while repeat 
passes along a shorter line yield important information about the dynamic nature of the 
reflections, especially when accompanied by repeat oceanographic data for calibration.  
In this region, the acquisition of salinity data is particularly important for differentiating 
water masses, meaning that CTDs or XCTDs should accompany XBT deployment as 
much as possible.  Dedicated seismic oceanography cruises are important for increasing 
understanding of oceanographic features, as they allow both seismic and oceanographic 
data acquisition parameters to be optimised for the target.  However, legacy seismic data 
are also a valuable, abundant, and temporally extensive resource for more regional studies 
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and to produce an interpretation framework in a new area.  Industry collaboration may 
allow both goals to be achieved satisfactorily. 
In summary, a major contribution of this study is a unique comparative analysis of 
seismic oceanographic techniques.  With the application of a complete range of major 
seismic oceanographic methods in a single location, this thesis provides a guide to help 
tailor future investigations.  For regional water mass and front mapping, legacy seismic 
images represent the largest source of available data, with full depth coverage in the water 
column.  As demonstrated, techniques allow for some oceanographic data integration to 
assist with legacy seismic interpretations.  For detailed examination of fronts and eddy 
features, small-scale cruises can provide higher resolution and shallower imaging, and 
repeat transects can be used to assess their temporal variability.  If available, either as 
legacy data or by way of collaboration with industry, swath seismic data can provide 
information on the 3D structures of oceanographic features. 
6.3  Summary of oceanographic findings 
6.3.1  The Subtropical Front and Southland Current 
The Subtropical Front appears as a wedge-shaped zone of strong, shoreward-
dipping reflections in the legacy seismic images from Chapter 2 as well as the high-
frequency seismic images from Chapter 4.  This zone is observed from the shelf break, 
approximately 20–50 km from the coast, to on average 100 km offshore.  The seaward 
extent narrows to the north of the study area, to a distance of ~60–70 km from shore, and 
broadens to the south, extending out to over 200 km off Stewart Island.  In synthetic 
seismograms created from legacy CTDs and the Munida Transect CTDs from Chapter 3, 
these shoreward-dipping reflections are seen to correspond to a zone of mixed Subtropical 
and Subantarctic Waters, designated Southland Current Water.  Synthetic ties from the 
Chapter 4 XBTs and recorded seismic data show individual reflections resulting from 
step-like changes in temperature as well as inversions within the overall zone of high 
temperature gradients.  Inversions such as these are a known feature of the STF, both in 
temperature and salinity (e.g. Harris et al., 1993).  The reflective region representing the 
Subtropical Front is similar to other seismic oceanography studies of frontal zones which 
show enhanced seismic reflectivity and dipping reflections associated with thermohaline 
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intrusions and interleaving, such as the work of Holbrook et al. (2003), Mirshak et al. 
(2010), Sheen et al. (2012), and Rice et al. (2014). 
In addition to the zone of shoreward-dipping reflections, the high-frequency seismic 
data and some legacy seismic images also show the presence of an overlying shallow 
seaward-dipping reflection connecting the tip of the reflective wedge to the surface at a 
position further inshore.  This inshore position appears to correspond to the surface 
position of the STF as seen in surface temperature traces, satellite sea-surface temperature 
images, and near-surface temperatures calculated from seismic direct arrivals.  In this 
study it is found near the shelf break, varying from up to 5 km onto the shelf to 10–15 km 
off the shelf.  This surface position is consistent with previous satellite SST studies, such 
as Shaw and Vennell (2001) and Hopkins et al. (2010), which find the average position 
of the STF near the 500 m isobath.  The surface temperatures in this study also show a 
consistent pattern with the lowest surface temperatures immediately seaward of the STF, 
overlying the reflective wedge, and slightly warmer waters offshore.  These low surface 
temperatures have been previously identified as a cold “tongue” created by upwelling 
associated with the flow of the Southland Current (e.g. Burling, 1961; Hawke, 1989; 
Shaw, 1998; Hopkins et al., 2010).  The association of the low-temperature zone with the 
Southland Current supports the interpretation of the high-reflectivity zone in the 
subsurface as representing the mixed Subtropical and Subantarctic Waters in the core of 
the Southland Current. 
In this study the subsurface zone of high reflectivity in the seismic images 
consistently extends further seaward than the surface position of the STF.  This distance 
ranges from 15 to over 100 km in the legacy data and up to 25 km in the high-frequency 
data.  The difference between the surface and subsurface expressions of the STF has been 
observed in previous studies using SST and CTDs, as discussed in Chapter 1.  While the 
surface and subsurface positions of the STF are strongly linked (e.g. Smith et al., 2013), 
the surface expression of the STF, particularly with respect to temperature, can be 
disrupted, decoupled, or even erased (e.g. Burling, 1961; Ridgway, 1975; Jeffrey, 1986; 
Butler et al., 1992; Szymanska & Tomczak, 1994; Chiswell, 1996; James et al., 2002; 
Tomczak et al., 2004).  The effect changes seasonally, with the front more plainly visible 
at the surface in winter (e.g. Hopkins, 2010).  In summer, surface SAW moves shoreward 
to overlie the subsurface STW, and Neritic Water can also move seaward to completely 
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obscure the STW at the surface (e.g. Jillett, 1969; Currie & Hunter, 1999; Jones et al., 
2013). 
The surface expression of the STF seen in the CTDs and surface traces in this study 
shows the expected seasonal changes.  It moves shoreward in summer and seaward in 
winter, consistent with studies such as Shaw (1998), Shaw and Vennell (2001), Hopkins 
et al. (2010), and Jones et al. (2013).  While at the surface the front moves inshore in 
summer, the subsurface expression of the front moves further offshore.  This is observed 
in the synthetic seismograms from CTDs in Chapter 3 and in tracking the reflective wedge 
in legacy seismic images from November to March in Chapter 2.  The subsurface seaward 
extension of STW in summer has been observed in the study area by Jillett (1969) and 
Kirchlechner (1999); the subsurface reflective wedge in the seismic data extending 
further offshore than the surface expression of the STF is likely related to this 
phenomenon.  A seaward protrusion of high-salinity waters in the subsurface is a known 
feature associated with the STF, as discussed in Chapter 1, though it is not as extensive 
in the study area as in other regions (e.g. Garner, 1962; Butler et al., 1992; Morris et al., 
2001; Forcen-Vasquez, 2015).  The tongue may be especially narrow or absent in winter 
(e.g. Jillett, 1969; Robertson et al., 1978; Sutton, 2001; Kirchlechner, 1999), which is 
consistent with the observations in Chapter 3 from the synthetic seismograms. 
Temporal changes in the STF on a shorter time scale are also observed in this study, 
from interrupted or intersecting legacy seismic lines in Chapter 2, outbound and inbound 
CTD transects in Chapter 3, and repeat high-frequency seismic data with XBTs in Chapter 
4.  The legacy seismic images show continuity in reflective patterns over a period of days 
to several weeks, particularly near the middle of the reflective wedge.  There is more 
significant variability near the tip of the wedge, especially where meanders appear to be 
present.  Surface traces and repeat occupation of CTD stations within a 24-hour period in 
Chapter 3 show differences in the surface location of the STF of several kilometres, as 
well as changes in the depth of reflections corresponding to the seaward extent of the 
STW/SAW mix of up to 75 m.  In Chapter 4, repeat acquisition of high-frequency seismic 
data after a 19-hour delay shows dramatic differences in STF reflections, with the seaward 
extent of the reflective wedge moving by ~7.5 km and individual reflections within the 
wedge that cannot be correlated between images.  Repeat XBTs at the same location 
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within the frontal zone show differences of up to 1°C at depths between 50 and 300 m, 
indicating the highly dynamic nature of the STF in this region. 
Spatial variability in the Subtropical Front was also observed in the legacy seismic 
images in Chapter 2.  Mapping of the region containing the high-reflectivity wedge 
through all legacy seismic lines showed a narrowing towards the north and significant 
meandering in the offshore boundary.  Though the reflective STW/SAW mix does not 
comprise the entire Southland Current, as the current transports a large proportion of 
offshore SAW (e.g. Sutton, 2003), the narrowing of the reflective zone towards the north 
is consistent with known changes in the SC; these include the convergence of multiple 
flow pathways associated with the Campbell Plateau in the southern part of the study area 
and the strengthening of the SC towards the north (e.g. Sutton, 2003; Forcen-Vasquez, 
2015; Fernandez et al., 2018).  These circulation patterns also have implications for 
Subantarctic Water, as discussed in the next subsection. 
6.3.2  Subantarctic and Antarctic Intermediate Waters 
Several features associated with Subantarctic Water are observed in the seismic 
images.  A strong, shallow reflection from the thermocline at the base of the mixed layer 
is a widespread feature.  In CTDs and XBTs this reflection is shown to separate warmed 
Subantarctic Surface Water from cooler, but similar salinity, Subantarctic Water beneath.  
This warm offshore surface water mass has been identified in the context of SST studies 
by Shaw (1998) and Hopkins et al. (2010).  It obscures the underlying subsurface waters, 
as discussed by Garner and Ridgway (1965).  The mixed-layer reflection shows internal 
wave displacements, similar to those observed by Piété et al. (2013) and by Carter and 
Herzer (1979).  The seismic images show internal wave amplitudes of up to 50 m and 
wavelengths from 50 m to over 4 km.  In some cases, synthetic seismogram ties to the 
high-frequency seismic data show multiple mixed-layer reflections coming from discrete 
layers forming the thermocline, indicative of remanent mixed layers.  The mixed-layer 
reflection is disrupted by the tip of the reflective wedge associated with the STF.  Repeat 
high-frequency seismic and XBT data in Chapter 4 show a high degree of spatial and 
temporal variability in the mixed-layer reflections.  In addition to this variability on the 
scale of hours, the mixed-layer reflections also show seasonal variability.  Legacy seismic 
data acquired in late spring show weaker and less continuous mixed-layer reflections 
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compared to those acquired in summer and early autumn.  Synthetic seismograms from 
the repeat CTD transects in Chapter 3 suggest that these reflections are even weaker in 
winter, as well as being deeper.  These observations match known changes in the seasonal 
thermocline in this region (e.g. Baer Jones, 2012; Brix et al., 2013), with mixed-layer 
depths shallow in summer, deepest in winter, and the most variable in spring. 
The region where temperatures and salinities decrease in the transition from 
Subantarctic Water to Antarctic Intermediate Water is consistently a moderately 
reflective zone in the seismic images.  Synthetic seismograms from Chapters 2–5 show 
these reflections originating from step-like drops in temperature and salinity within the 
overall gradient zone.  Internal waves causing undulatory reflections are common in this 
transition region.  The 3D seismic data in Chapter 5 show a variety of azimuths associated 
with these undulations, reveal their true wavelengths, which are likely overestimated in 
2D data, and show interference patterns between multiple waves.  While these features 
were not the focus of this study, the seismic images show the potential of seismic 
oceanography for future investigations into internal waves in this region, including 
examining the interaction of internal waves with bathymetry such as wave breaking at the 
continental shelf (e.g. Carter & Herzer, 1979) and the effect of internal tides (e.g. Greig 
& Gilmour, 1992).  Overall, there is significant spatial continuity of the reflective 
SAW/AAIW transition zone, revealing a general shoaling of the boundary into deeper 
water, shown by mapping the reflective zone through all legacy seismic lines.  
Comparisons between interrupted or intersecting legacy seismic line segments show 
temporal continuity of reflective patterns over a period of weeks, though individual 
reflections are more dynamic and overall variability increases closer to the STF. 
Above the SAW/AAIW transition zone, most of the offshore region shows weak to 
moderate reflectivity in the water column.  Some zones are completely non-reflective, 
which appear to correspond to homogeneous ~7–7.5°C Subantarctic Mode Water, as 
confirmed by synthetic seismograms created from CTD and XBT data.  Some of the blank 
zones are lens-shaped and thought to represent eddies, as discussed in the next section.  
Other blank regions are commonly found near the reflective wedge, perhaps suggesting 
an association with the Southland Current; some current cores have been identified as 
transparent zones in seismic images in other parts of the world (e.g. Buffett et al., 2009; 
Quentel et al., 2011).  Much of the offshore reflectivity appears to correlate to small 
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temperature and salinity perturbations within the Subantarctic Water.  These 
heterogeneities could possibly result from mixing of different types of SAW (including 
mixing of SAW and SAMW) which are known to be present regionally (e.g. Burling, 
1961; Garner, 1962; Houtman, 1967).  As discussed previously, ocean models (e.g. 
Rickard et al., 2005; Hurlburt et al., 2008) suggest that the study area, which includes the 
Bounty Trough, is a region where different flow pathways meet.  The Campbell Plateau 
in particular, at the southern end of the study area, influences the circulation and 
distribution of water masses such as Subantarctic Mode Water (e.g. Morris et al., 2001; 
Griffith, 2008; Forcen-Vasquez, 2015).  Examination of the reflectivity of Subantarctic 
Water in other regions with less complexity could provide an interesting comparison. 
6.3.3  Eddies and mixing processes 
Two different types of features that appear in the seismic images are interpreted to 
be eddies.  The first is blank lenses observed in legacy seismic data, typically occurring 
at depths around 300 m, with average widths of 10 km and thicknesses of 250 m.  They 
are found from approximately 75 km offshore up to the seaward limit of the seismic data, 
around 250 km offshore.  Some of the lenses are associated with larger offshore reflective 
features which are on average 50 km wide and extend to depths of 350–800 m.  Similar 
blank lenses were previously identified as eddies by Smillie (2013) and Gorman et al. 
(2018).   They are comparable to other blank lenses in seismic oceanography studies, 
including meddies imaged by Biescas et al. (2008), Buffett et al. (2009), Pinheiro et al. 
(2010), Quentel et al. (2011), and Ménesguen et al. (2012), warm-core features imaged 
by Mirshak et al. (2010) and Jones et al. (2010), cold-core features imaged by Sheen et 
al. (2009), and submesoscale coherent vortices imaged by Gula et al. (2019). 
As discussed previously, non-reflective zones in the seismic data are indicative of 
well-mixed waters with low gradients in temperature and salinity.  In synthetic 
seismograms from CTDs and XBTs in this study, the most commonly observed offshore 
non-reflective water mass is Subantarctic Mode Water, with its very homogeneous 
properties.  Subtropical Water also appears non-reflective but is only observed on the 
shelf or near the shelf break in the oceanographic data.  Thus, either the blank lenses 
contain Subtropical Water as part of larger warm-core eddies, but there are no instances 
of these waters being sampled by the oceanographic data examined in this study, or they 
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contain Subantarctic Mode Waters and are related to mixing of SAMW and more 
heterogeneous SAW.  While non-reflective zones can be observed in synthetic 
seismograms from CTDs and associated with a particular water mass, the synthetics 
cannot reveal whether these zones are lens-like due to their limited horizontal resolution.  
The dedicated seismic oceanography cruises unfortunately did not provide further insight 
into the blank lens features; the high-frequency seismic data from Chapter 4 do not 
contain any blank lenses, and while the OMV12 data do contain a blank region of SAMW, 
it is not surrounded by distinct reflections like those seen in the legacy seismic data. 
The second type of eddy feature is lens- or bowl-shaped regions of offshore 
reflectivity.  These are observed in legacy seismic data, as mentioned previously in 
association with blank lenses, approximately 125–250 km offshore.  Legacy CTD data 
show two examples of offshore regions of high reflectivity in synthetic seismograms, 
created by the presence of warm, salty waters.  The OMV12 3D data also show an 
offshore reflective lens feature, definitively associated with mixed Subtropical and 
Subantarctic Waters sampled by the CTD data.  The feature is approximately 30 km wide 
and extends to a depth of 400 m, and is centred approximately 80 km from the coast, over 
50 km seaward of the surface expression of the STF.  Synthetic seismograms show that 
reflections are connected to locally high temperature and salinity gradients within the 
zone of mixed waters, including inversions.  As discussed in Chapter 1, eddies containing 
warm, salty Subtropical Water are known to be associated with the Subtropical Front, 
such as that observed by Williams (2004); if the offshore reflective zones are eddies they 
would constitute an important mechanism for mixing across the front.  The features 
imaged in the legacy and OMV12 data show similarities to other eddies imaged 
seismically, such as the warm-core ring imaged by Yamashita et al. (2011) and the warm 
anticyclonic eddy imaged by Tang, Gulick, and Sun (2014). 
Seismic oceanography is an important tool for identifying these offshore features 
because they are masked by the presence of the mixed layer, as discussed previously, 
making their identification using surface techniques such as satellite imaging difficult.  
While some of the offshore reflective features identified in this study may have locally 
high sea-surface temperatures, it does not appear to be a consistent, reliable indicator.  
The OMV12 feature in particular does not have a surface expression, despite the 
confirmed presence of warm, salty waters in the subsurface.  This masking of the surface 
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expression of features may be a seasonal effect.  The Williams (2004) eddy is visible at 
the surface, but it is from a winter survey, as opposed to the typical summer-season 
seismic data.  Munk and Wunch (1979) make a similar observation about warm-core 
eddies associated with the East Australian Current; these eddies with depths reaching 
300 m have cores that reach the surface in winter producing visible surface temperature 
signatures, but in summer have cores that are restricted to the subsurface and appear as 
lenses. 
While the seismic data in this study do not provide information about the seasonal 
variability of eddies in this region, they do show temporal variability on a shorter time 
scale.  Intersecting legacy seismic lines through the large offshore reflective features 
show significant reflection coherency over the time scale of a few days, and up to a week 
near the centre of the features.  The OMV12 3D survey provides an excellent opportunity 
to further examine the temporal variability of a probable warm-core eddy associated with 
the STF, as adjacent swaths could be compared to the one shown in this study.  This and 
other potential opportunities for future work are discussed in the next section. 
6.4  Future work 
Several areas of future research naturally follow from this study.  These could 
involve: 
1)  Further analysis of legacy data in this region.  During the course of this study, 
additional seismic data became public, including the rest of the OMV08 survey and the 
OMV10, Carina14, and Gondola3D surveys in the Great South Basin.  These data can be 
reprocessed in a manner similar to that used in Chapters 2 and 5 and interpreted according 
to the framework developed in this study.  This work has been started by Sebastian Clar, 
including the identification of internal solitary waves in the OMV data (e.g. Clar et al., 
2018a).  Additional oceanographic data also exist, such as CTDs from the TAN0307 
cruise (e.g. Forcen-Vasquez, 2015) and more satellite SST and SLA data, that could be 
incorporated into a larger legacy data study.  Expansion of the area of interest to include 
the Subtropical Front further north towards and along the Chatham Rise would allow for 
further examination of spatial variability of the front and currents.  This could include 
how the seismic images reflect known changes in the Subtropical Front in this region, 
such as increased width and meandering (e.g. Chiswell, 1994; Hopkins, 2008; Hopkins et 
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al., 2010), possibly correlated to the number of SST plumes (e.g. Shaw, 1998), and 
increased prominence of the subsurface salinity tongue near the Chatham Rise (e.g. 
Heath, 1976; Sutton, 2001; Forcen-Vasquez, 2015).  Examining the STF in a wider area 
may help reveal the underlying mechanisms that produce the differences in the surface 
and subsurface expressions of the front and the seasonal changes observed in this study. 
2)  Expansion of legacy data analysis to other regions in New Zealand.  The method 
has been shown to be of value in the vicinity of the STF and could be used in other regions 
with different oceanographic features of interest.  Analysis of legacy seismic data in these 
regions could be used to find areas where targeted seismic oceanography cruises would 
be useful.  This process has also been started by Sebastian Clar with analysis of legacy 
data over large stationary eddies east of Cook Strait (e.g. Clar et al., 2018b). 
3)  Further analysis of the OMV12 3D data.  The full (>2 s) data volume can be 
processed and other swaths from this survey could be analysed, allowing for the 
examination of time-lapse changes of <24 hours in spatially overlapping swaths.  The 
reflective eddy feature could potentially be tracked through the survey.  Additional SST, 
SLA (including higher-resolution along-track data), and ADCP data with more 
comprehensive processing could be incorporated.  Further analysis of the eddy, including 
determining its potential origin and formation mechanism, and the magnitude of the 
potential water mass exchange that it represents, should be undertaken.  Seismic inversion 
could be carried out on the OMV12-1088 swath, using methods following Papenberg et 
al. (2010), Song et al. (2010), or Biescas et al. (2014).  Work on the OMV12 volume can 
be compared to recent 3D seismic oceanography studies in other parts of the world, such 
as Dickinson et al. (2017), Ehmen et al. (2018), and Gunn et al. (2018). 
4) Additional seismic oceanography data collection.  This could include 
collaboration with industry or dedicated cruises.  Industry collaboration was shown to be 
successful with the OMV12 survey, where only the top 2 s of seismic data was provided 
to ensure confidentiality of the subsurface, and oceanographic data was collected using a 
chase boat.  Improvements on this model would perhaps be to limit the CTDs to shallower 
depths so that more profiles could be collected along the line in the same time frame, or 
to include additional CTD acquisition before and after the survey.  Expendable probes 
would also allow for denser oceanographic sampling but were not used in the OMV12 
survey due to their potential environmental impact.  Smaller-scale dedicated seismic 
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oceanography cruises like the KAH1201 survey are ideal for more targeted data 
collection, with detailed imaging of the shallow water column and the potential to follow 
an oceanographic feature over time and search out its boundaries.  Further adjustments to 
the acquisition parameters could be made to attempt to increase signal-to-noise ratio, such 
as increasing the source power and number of channels recorded.  Flexibility in cruise 
timing is important to ensure good weather conditions for data collection.  These 
dedicated cruises are also important for acquiring data outside of the typical summer 
seismic acquisition season.  In either dedicated or industry-partnered data collection, 
acquisition of salinity data is important for water mass identification, meaning that either 
CTDs or XCTDs are favourable over XBTs, or should be used in conjunction. 
5)  Further study of the Southland Current and offshore eddies, whether by way of 
legacy seismic data or dedicated seismic oceanography cruises.  This would help expand 
our understanding of offshore reflective features and their connection to the Subtropical 
Front and Southland Current, including differentiating between meanders and eddies.  
This process could involve more SST and seismic near-surface temperature analysis, as 
well as SLA data.  Additional satellite data such as sea-surface salinity or chlorophyll 
may also be useful to identify water masses.  Synthetic seismograms could be created 
from the Williams (2004) CTD data to show the seismic expression of a known offshore 
eddy, or from the XBTs shown by Sutton (2001) in a region of the STF with known SST 
plumes and eddies.  Seismic data acquired during different times of the year could also 
be used to investigate potential seasonal effects in the number of plumes as identified by 
Shaw (1998), or the effects of seasonal changes in transport volumes of the Southland 
Current (e.g. Fernandez et al., 2018).  Seasonal changes in the surface vs subsurface 
expression of features should also be examined, including the potential that the offshore 
reflective features can be identified at the surface in winter. 
6)  Incorporation of additional oceanographic data.  As well as the data sources 
already mentioned, such as additional CTD, XBT, SST, and SLA data, other types of 
oceanographic data could be examined to improve the understanding of features in the 
region.  This could include the output from numerical ocean circulation models such as 
ocean physics reanalyses which can provide subsurface data including temperature, 
salinity, and current velocities.  These models may be particularly valuable in 
understanding the generation mechanisms, formation region, and evolution of the larger 
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eddy-like features observed in this study.  Data from more non-traditional oceanographic 
methods, such as autonomous ocean gliders which can produce higher resolution 
hydrographic data compared to conventional CTD transects, could also be examined. 
7)  Examination of internal waves in 2D and 3D, with spectral analysis to determine 
mixing rates and the spatial distribution of turbulence.  One aspect of this could be looking 
at spatial variation along the east coast of the South Island to examine the potential impact 
of the submarine canyon system offshore Otago.  These canyons have been suggested as 
a mechanism for flow instability contributing to meandering of the STF (e.g. Hopkins, 
2008).  Possible generation of eddies from bathymetric features could also be examined, 
as in the study of Gula et al. (2019). 
6.5  Conclusion 
Seismic oceanography represents a significant tool for investigating oceanographic 
features in the dynamic waters surrounding New Zealand.  It allows for the mapping of 
features over large areas and at a horizontal resolution rarely achieved with conventional 
oceanographic methods.  It can also provide information about the three-dimensionality 
of structures as well as temporal changes, on a scale ranging from hours to seasons and 
potentially to years.  Legacy seismic data represent a vast source of data and industry 
partnerships can allow for the collection of key oceanographic data to accompany the 
high-quality seismic data.  Dedicated seismic oceanography cruises are useful for 
targeting specific locations or oceanographic features, for tailoring the seismic 
frequencies to the depth of investigation, and for acquiring optimal oceanographic data.  
The collection of oceanographic data is important for understanding the reflective 
features in the seismic images, especially in a new region.  However, techniques such as 
calculating near-surface temperatures from seismic direct arrivals and using synthetic 
seismograms for seismic facies analysis of water masses can help overcome the absence 
of coincident oceanographic data, as can incorporating satellite and historical 
oceanographic data.  As more seismic data are analysed in a region, patterns emerge and 
more reliable interpretations can be made.  This study clearly shows the ability of seismic 
oceanography to image the Subtropical Front in the subsurface and reveal water mass 
boundaries and probable eddies.  The results emphasize the importance of subsurface 
data, including seismic reflection data, in studying the frontal region, as there is a disparity 
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between the surface and subsurface expression of oceanographic features.  The work 
provides a foundation for future seismic oceanography studies to further understand 
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Appendix: Additional legacy seismic lines 
Table A.1 provides a full listing of legacy seismic lines examined in this study.  
Those lines not already shown previously are displayed in Figure A.1–Figure A.5.  
Locations of lines are indicated on the maps in Figure 2.12 and Figure 5.72. 
Table A.1: Full listing of legacy seismic lines processed in this study. 
Shore-perpendicular seismic lines Shore-parallel seismic lines 
CB82-94 DUN06-07A DUN06-01A 
CB84-2 DUN06-07P DUN06-01B 
CB84-02A DUN06-09A DUN06-01P 
CB84-02B DUN06-09B DUN06-02B 
CB84-4 DUN06-09P DUN06-02P 
CB84-04A DUN06-10A DUN06-14A 
CB84-04B DUN06-10B DUN06-14B 
CB84-14 DUN06-10C DUN06-14P 
CB84-16 DUN06-10D DUN06-15P 
DUN06-03A DUN06-10P DUN06-17P 
DUN06-03B DUN06-11P DUN06-19P 
DUN06-03C DUN06-12P DUN06-21P 
DUN06-03P DUN06-13P DUN06-22A 
DUN06-04A DUN06-23P DUN06-22B 
DUN06-04B OMV08-17 DUN06-22P 
DUN06-04P OMV08-42 OMV08-97-1 
DUN06-05P OMV08-45 OMV08-97-2 
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Figure A.1: Final stack of line CB84-04, consisting of three separate segments due to 
interruptions in acquisition: CB84-04B (left), CB84-4 (middle), and CB84-04A (right). 
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Figure A.2: Final stack of the southwestern half (top) and northeastern half (bottom) of line 
DUN06-01, consisting of three separate segments due to interruptions in acquisition: DUN06-
01B (top left), DUN06-01A (top right/bottom left), and DUN06-01P (bottom right). 
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Figure A.3: Final stack of the southwestern half (top) and northeastern half (bottom) of the shore-
parallel line DUN06-02B. 
 
Figure A.4: Final stack of the shore-parallel line DUN06-14P (right), along with the northeastern 
end of line DUN06-14B (left). 
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Figure A.5: Final stack of the southwestern half (top) and northeastern half (bottom) of shore-
parallel line DUN06-19P. 
 
