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Abstract
In this paper, we study multivariate Baskakov operator Bn,d (f,x). We first show that the operator
can retain some properties of the original function f , such as monotony, semi-additivity and Lip-
schitz condition, etc. Secondly, we discuss the monotony on the sequence of multivariate Baskakov
operator Bn,d (f,x) for n when the function f is convex. Then, we propose, for estimating the rate
of approximation, a new modulus of smoothness and prove the modulus to be equivalent to cer-
tain K-functional. Finally, with the modulus of smoothness as metric, we establish a strong direct
theorem by using a decomposition technique for the operator.
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Let Pn,k(x) =
(
n+k−1
k
)
xk(1 + x)−n−k , x ∈ [0,∞), n ∈ N . The Baskakov operator de-
fined by
Bn,1f = Bn,1(f, x) =
∞∑
k=0
Pn,k(x)f
(
k
n
)
(1.1)
was introduced by V.A. Baskakov [2] and can be used to approximate a function f de-
fined on [0,∞). It is the prototype of the Baskakov–Kantorovich operator (cf. [12]) and
the Baskakov–Durrmeyer operator (cf. [15,19]). By now, a number of results about the
operator have been obtained (cf. [1,3,10,12,22–24]). Its approximation behavior, in partic-
ular, has been well understood and characterized by the Ditzian–Totik’s modulus of second
order (cf. [12,23]):
ω2ϕ(f, t)∞ = sup
0<ht
∥∥f ( · +2hϕ(·))− 2f ( · +hϕ(·))+ f (·)∥∥∞,
ϕ(x) =√x(1 + x).
More precisely, for any continuous and bounded function f defined on [0,∞), there are
constants such that
‖Bn,1f − f ‖∞  const.ω2ϕ
(
f,
1√
n
)
∞
(1.2)
and, conversely, in terms of the classification given by [11], a strong converse inequality
type B was essentially proved by Ditzian and Ivanov [11], but also a converse inequality
of type A,
ω2ϕ
(
f,
1√
n
)
∞
 const.‖Bn,1f − f ‖∞, (1.3)
was proved by Totik [25].
Let T ⊂ Rd(d ∈ N), which is defined by
T = Td =
{
x = (x1, x2, . . . , xd) ∈ Rd : 0 xi < ∞, 1 i  d
}
.
Throughout the paper, we shall use the standard notations: for x = (x1, x2, . . . , xd) ∈ Rd ,
|x| =∑di=1 xi , we shall also write for x ∈ Rd , k = (k1, k2, . . . , kd) ∈ Nd0 , and n ∈ N ,
xk = xk11 xk22 · · ·xkdd , k! = k1!k2! · · ·kd !, |k| =
d∑
i=1
ki,
and (
n
k
)
= n!
k!(n − |k|)! ,
∞∑
k=0
=
∞∑
k1=0
∞∑
k2=0
· · ·
∞∑
kd=0
.
For a function f defined on T , the multivariate Baskakov operator is defined by
Bn,df = Bn,d(f,x) =
∞∑
Pn,k(x)f
(
k
)
, (1.4)k=0 n
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Pn,k(x) =
(
n + |k| − 1
k
)
xk
(
1 + |x|)−n−|k|.
Clearly, the operator is a non-tensor product generalization for the univariate Baskakov
operator given by (1.1) in a natural way. We also see that a similar definition for the multi-
variate Baskakov operator was given in [18].
In this paper, we address the investigation for the multivariate Baskakov operator de-
fined by (1.4). In Section 2, we prove that some properties of the original functions, such
as monotony, semi-additivity and Lipschitz condition, are retained by the operator. These
results, to some extent, are similar to some known ones of the Bernstein operator (cf. [7,
9,16]). Section 3 deals with the monotony of the Baskakov operator under the condition
that the approximating function is convex. Namely, we prove that Bn,df is monotonically
non-decreasing for n when f is convex on T . In Section 4, we propose a new multivariate
K-functional and a new modulus of smoothness, which generalize the ones for one variable
respectively, even for Lebesgue spaces. We also prove, for estimating the rate of approxi-
mation, the K-functional to be equivalent to the modulus of smoothness. The final section
devotes to the direct theorem following standard procedure and using a Jackson-type in-
equality, the induction and an appropriate decomposition for the multivariate Baskakov
operator. A result similar to (1.2) is obtained.
We tried to get a converse result similar to (1.3) and to characterize the behavior of
the order of approximation but with no success. Still, we believe that the inverse inequal-
ity is valid, and for the second modulus of smoothness ω2ϕ(f, t)∞ that will be defined in
Section 4, there holds
‖Bn,df − f ‖∞ =O
(
n−α
) ⇔ ω2ϕ(f, t)∞ =O(t2α), 0 < α  1,
which seems to match the elegant theorem for the one-dimensional case (cf. [12,23]).
2. Some properties retained by multivariate Baskakov operator
When approximating an element f of a function space by means of an approximation
operator Lnf , it is important to know which properties of f are retained by the approxi-
mants Ln. First, one is interested in the relation between global smoothness properties of
f and Lnf . Global smoothness properties of a continuous function f can be expressed by
the behavior of its modulus of continuity. The earliest reference we were able to locate in
regard to this question is a problem posed by Hajek [13]. A more general result along these
lines was given by Lindvail [17] in 1982. Using probabilistic methods, he showed that for
the classical Bernstein operator B∗nf defined on [0,1], one has
f ∈ LipA
(
µ, [0,1]) ⇒ B∗nf ∈ LipA(µ, [0,1]). (2.1)
Here LipA(µ,S) denotes the set of all real-valued continuous functions f defined on S
satisfying the inequality
∣∣f (x) − f (y)∣∣A d∑ |xi − yi |µ (2.2)
i=1
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dent of x and y. A more elementary proof of this result was given later by Brown, Elliott
and Paget [6], continuing previous research by Bloom and Elliott [5]. Recently, Li [16]
made a deep investigation into the problem. He proved that the univariate Bernstein opera-
tor can retain the property of general modulus of continuity. However, it is interesting that
the multivariate Baskakov operator defined by (1.4) also possesses the similar property.
Let us begin with some definitions and notations. The modulus of continuity of a func-
tion f ∈ C(T ) is defined by
Ω(f,u)= sup{∣∣f (x)−f (y)∣∣: |xi −yi |ui, x,y∈T , u= (u1, u2, . . . , ud)∈Td}.
A continuous function f (x) is said to be convex in T if
f
(
x + y
2
)
 1
2
(
f (x) + f (y)) (2.3)
for all points x and y ∈ T , which can also be defined equivalently by (cf. [14])
f
(
m∑
i=1
αixi
)

m∑
i=1
αif (xi ) (2.4)
for any x1,x2, . . . ,xm in T and for any non-negative numbers α1, α2, . . . , αd such that
α1 + α2 + · · · + αm = 1.
We denote by ei (i = 1,2, . . . , d) the unit vector in Rd , i.e., its ith component is 1 and
the others are 0. From [21], a continuous and non-negative function ω(u) defined in T is
said to be the function of modulus of continuity, if it satisfies the following conditions:
(1) ω(0) = 0, where 0 = (0,0, . . . ,0);
(2) ω(u) is a non-decreasing function in u, i.e., for u  v, one has ω(u)  ω(v),
where u  v means that ui  vi holds for all 1  i  d , and u = (u1, u2, . . . , ud),
v = (v1, v2, . . . , vd) ∈ Td ;
(3) ω(u) is semi-additive, i.e., ω(u + v) ω(u) + ω(v).
Now, we can state the first result of the section.
Theorem 2.1. For the multivariate Baskakov operator Bn,d(f,x) given in (1.4) if ω(u) is
a function of modulus of continuity, then so is Bn,d(ω,u), and Bn,d(ω,u) 2dω(u).
Proof. To prove Theorem 2.1, we need a lemma, i.e.,
Lemma 2.2. For any function of modulus of continuity ω(u), there is a convex function of
modulus of continuity ω∗(u), such that
∗ω(u) ω (u) 2dω(u).
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for u = (u1, u2, . . . , ud) ∈ Rd ,
max
1id
{
Ω(f, ei · u)
}
 ω(u)
d∑
i=1
Ω(f, ei · u) dΩ(f,u).
Set f (u) = ω(u), one has Ω(f,u) = ω(u), and ω(u)∑di=1 Ω(f, ei · u) dω(u). Now,
for each ω(ei · u), there is a convex function of modulus of continuity δ(ui), such that
(cf. [20])
ω(ei · u) δ(ui) 2ω(ei · u).
Let ω∗(u) =∑di=1 δ(ui), then it is not difficult to see that ω∗(u) is a convex function of
modulus of continuity. Therefore,
ω(u)
d∑
i=1
ω(ei · u)
d∑
i=1
δ(ui) = ω∗(u) 2
d∑
i=1
ω(ei · u) 2dω(u).
The proof of Lemma 2.2 is complete. 
We turn to the proof of Theorem 2.1. Let x = (x1, x2, . . . , xd), y = (y1, y2, . . . , yd) ∈ T ,
and x y, then for i = (i1, i2, . . . , id ) ∈ Nd0 ,
Bn,d(f,y) =
∞∑
k=0
(
n + |k| − 1
k
)(
x + (y − x))k(1 + |y|)−n−|k|f(k
n
)
=
∞∑
k1=0
∞∑
k2=0
· · ·
∞∑
kd=0
k1∑
i1=0
k2∑
i2=0
· · ·
kd∑
id=0
(n + |k| − 1)!
(n − 1)!i!(k − i)!
× xi(y − x)k−i(1 + |y|)−n−|k|f(k
n
)
.
Exchanging the orders of the above summations and letting
i1 + j1 = k1, i2 + j2 = k2, . . . , id + jd = kd,
we get for j = (j1, j2, . . . , jd) ∈ Nd0 ,
Bn,d(f,y) =
∞∑
i=0
∞∑
j=0
(n + |i + j| − 1)!
i!j!(n − 1)! x
i(y − x)j(1 + |y|)−n−|i+j|f( i + j
n
)
.
On the other hand,
Bn,d(f,x) =
∞∑
i=0
(
n + |i| − 1
i
)
xi
(
1 + |y| − (|y| − |x|))−n−|i|f( i
n
)
=
∞∑ ∞∑ (n + |i + j| − 1)!
xi(y − x)j(1 + |y|)−n−|i+j|f( i ).
i=0 j=0 i!j!(n − 1)! n
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Bn,d(f,y) −Bn,d(f,x) =
∞∑
i=0
∞∑
j=0
(n + |i + j| − 1)!
i!j!(n − 1)! x
i(y − x)j(1 + |y|)−n−|i+j|
×
(
f
(
i + j
n
)
− f
(
i
n
))
,
which shows that
Bn,d(ω,y) −Bn,d(ω,x) 0 for y x,
and
Bn,d(ω,y)−Bn,d(ω,x)
∞∑
i=0
∞∑
j=0
(n+|i+ j|−1)!
i!j!(n − 1)! x
i(y−x)j(1+|y|)−n−|i+j|ω( j
n
)
=
∞∑
j=0
(n + |j| − 1)!
j!(n − 1)! (y − x)
j(1 + |y − x|)−n−|j|ω( j
n
)
= Bn,d(ω,y − x).
Thus, we have proved that Bn,d(ω,x) is semi-additive. Moreover, it is easy to see
Bn,d(ω,0) = ω(0) = 0. Hence, Bn,d(ω,x) is a function of modulus of continuity.
By Lemma 2.2, we know that for any function of modulus of continuity ω(u) there is a
convex function of modulus of continuity ω∗(u), such that ω(u) ω∗(u) 2dω(u). Then,
Bn,d(ω,u) Bn,d
(
ω∗,u
)= d∑
i=1
Bn,d
(
δ(ti),u
)= d∑
i=1
Bn,1
(
δ(ti), ui
)
.
So, to finish the proof of Theorem 2.1, we only need to show Bn,1(δ(ti), ui) δ(ui), which
will imply that
Bn,d(ω,u)
d∑
i=1
δ(ui) = ω∗(u) 2dω(u).
In fact, let f (x) be a concave function defined on [0,∞), then f (∑∞i=0 mixi) ∑∞
i=0 mif (xi), where mi  0,
∑∞
i=0 mi = 1, and xi ∈ [0,∞). Recalling Bn,1(t, x) = x,
gives
f (x) = f
( ∞∑
k=0
Pn,k(x)
k
n
)

∞∑
k=0
Pn,k(x)f
(
k
n
)
= Bn,1(f, x).
So, putting f (ui) = −δ(ui), we have δ(ui) Bn,1(δ, ui). Hence, the proof of Theorem 2.1
is complete. The second result of the section is as follows.
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LipA(µ,T ),0 < µ 1, then
Bn,df ∈ LipA(µ,T ).
Proof. For the simplicity to write, we will make the convention that for d = 2, if x  y
(x1  y1, x2  y2), then from the proof of Theorem 2.1, it follows that∣∣Bn,d(f,x) −Bn,d(f,y)∣∣

∞∑
i=0
∞∑
j=0
(n + |i + j| − 1)!
i!j!(n − 1)! x
i(y − x)j(1 + |y|)−n−|i+j|∣∣∣∣f
(
i + j
n
)
− f
(
i
n
)∣∣∣∣
A
∞∑
i=0
∞∑
j=0
(n + |i + j| − 1)!
i!j!(n − 1)! x
i(y − x)j(1 + |y|)−n−|i+j|((j1
n
)µ
+
(
j2
n
)µ)
= ABn,2
(
u
µ
1 + uµ2 ,y − x
)
= A(Bn,1(uµ1 , y1 − x1)+Bn,1(uµ2 , y2 − x2)).
By the final proof of Theorem 3.1, we see
xµ  Bn,1
(
u
µ
1 , x
)
,
which implies that∣∣Bn,d(f,x) −Bn,d(f,y)∣∣A(|y1 − x1|µ + |y2 − x2|µ).
Hence, Bn,df ∈ LipA(µ,T ).
The proof of the case x1  y1, x2  y2 is similar. If x1  y1, x2  y2, then (y1, x2) ∈ T2.
From the above proof it follows that∣∣Bn,2(f,x) −Bn,2(f,y)∣∣ ∣∣Bn,2(f, (x1, x2))−Bn,2(f, (y1, x2))∣∣
+ ∣∣Bn,2(f, (y1, y2))−Bn,2(f, (y1, x2))∣∣
A
2∑
t=1
|xt − yt |µ.
Similarly, we can finish the discussion of the case x1  y1, x2  y2. Therefore, the proof
of Theorem 2.3 is complete. 
In the following, we show that the multivariate Baskakov operator can retain a certain
monotony, that is,
Theorem 2.4. Suppose f (x) is defined on T and f (x) 0, if f (x)/xi (i = 1,2, . . . , d) is
non-increasing for xi on (0,∞), then Bn,d(f,x)/xi (i = 1,2, . . . , d) is also non-increasing
for xi on (0,∞).Proof. A direct computation gives that for n 1,
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∂xi
(Bn,d(f,x)
xi
)
=
∞∑
k1=0
· · ·
∞∑
ki−1=0
∞∑
ki=1
∞∑
ki+1=0
· · ·
∞∑
kd=0
f
(
k
n
)
∂
∂xi
(
Pn,k(x)
xi
)
+ ∂
∂xi
( ∞∑
k1=0
· · ·
∞∑
ki−1=0
∞∑
ki+1=0
· · ·
∞∑
kd=0
1
xi
x
k1
1 · · ·xki−1i−1 xki+1i+1 · · ·xkdd
× (1 + |x|)−n−|k|+ki
)
× (n + |k| − ki − 1)!
k1! · · ·ki−1!ki+1! · · ·kd !(n − 1)!f
(
k1
n
, . . . ,
ki−1
n
,0,
ki+1
n
, . . . ,
kd
n
)
=
∞∑
k1=0
· · ·
∞∑
ki−1=0
∞∑
ki=1
∞∑
ki+1=0
· · ·
∞∑
kd=0
(
n + |k| − 1
k
)
f
(
k
n
)
× ((ki − 1)xk11 · · ·xki−1i−1 xki−2i xki+1i+1 · · ·xkdd (1 + |x|)−n−|k|
− (n + |k|)xk11 · · ·xki−1i−1 xki−1i xki+1i+1 · · ·xkdd (1 + |x|)−n−|k|−1)
−
∞∑
k1=0
· · ·
∞∑
ki−1=0
∞∑
ki+1=0
· · ·
∞∑
kd=0
1 + |x| + xi(n + |k| − ki)
x2i (1 + |x|)
× xk11 · · ·xki−1i−1 xki+1i+1 · · ·xkdd
(
1 + |x|)−n−|k|+ki
×
(
n + |k| − ki − 1
k − kiei
)
f
(
k1
n
, . . . ,
ki−1
n
,0,
ki+1
n
, . . . ,
kd
n
)
=
∞∑
k1=0
· · ·
∞∑
ki−1=0
∞∑
ki=1
∞∑
ki+1=0
· · ·
∞∑
kd=0
(
n
ki + 1f
(
k + ei
n
)
− n
ki
f
(
k
n
))
× kix−1i Pn+1,k(x)
−
∞∑
k1=0
· · ·
∞∑
ki−1=0
∞∑
ki+1=0
· · ·
∞∑
kd=0
1 + |x| + xi(n + |k| − ki)
x2i (1 + |x|)
× xk11 · · ·xki−1i−1 xki+1i+1 · · ·xkdd
(
1 + |x|)−n−|k|+ki
×
(
n + k − kiei − 1
|k| − ki
)
f
(
k1
n
, . . . ,
ki−1
n
,0,
ki+1
n
, . . . ,
kd
n
)
.
Since f (x) 0 and f (x)/xi is non-increasing for xi on (0,∞), we have proved
∂
∂xi
(Bn,d(f,x)
xi
)
 0,
which shows Bn,d(f,x)/xi is also non-increasing for xi on (0,∞). The proof of Theo-
rem 2.4 is complete. 
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In this section, we discuss the monotony for the sequence of multivariate Baskakov
operator. We prove
Theorem 3.1. If f (x) is a convex function defined on T , then the Baskakov operator
Bn,d(f,x) defined by (1.4) is strictly monotonically non-decreasing in n, unless f is the
linear function (in which case Bn,d(f,x) = Bn+1,d (f,x) for all n).
Proof. To avoid heavy and complicated notation, we here only give the details of proof
of two-dimensional case (i.e., d = 2) because the proof for higher-dimensional cases is
similar. We can write
Bn,d(f,x) −Bn+1,d (f,x)
=
∞∑
k1=1
∞∑
k2=1
{(
n + |k| − 1
k
)
f
(
k
n
)
− 1
1 + |x|
(
n + |k|
k
)
f
(
k
n + 1
)}
× xk(1 + |x|)−n−|k|
+
∞∑
k1=1
{(
n + k1 − 1
k1
)
f
(
k1
n
,0
)
− 1
1 + |x|
(
n + k1
k1
)
f
(
k1
n + 1 ,0
)}
× xk11
(
1 + |x|)−n−k1
+
∞∑
k2=1
{(
n + k2 − 1
k2
)
f
(
0,
k2
n
)
− 1
1 + |x|
(
n + k2
k2
)
f
(
0,
k2
n + 1
)}
× xk22
(
1 + |x|)−n−k2 +(f (0,0) − 1
1 + |x|f (0,0)
)(
1 + |x|)−n
=
∞∑
k1=1
∞∑
k2=1
{(
n + |k| − 1
k
)
f
(
k
n
)
−
(
n + |k|
k
)
f
(
k
n + 1
)}
xk
(
1 + |x|)−n−|k|
+
∞∑
k1=1
∞∑
k2=1
(
n + |k|
k
)
f
(
k
n + 1
)
x
k1+1
1 x
k2
2
(
1 + |x|)−n−|k|−1
+
∞∑
k1=1
∞∑
k2=1
(
n + |k|
k
)
f
(
k
n + 1
)
x
k1
1 x
k2+1
2
(
1 + |x|)−n−|k|−1
+
∞∑
k1=1
{(
n + k1 − 1
k1
)
f
(
k1
n
,0
)
−
(
n + k1
k1
)
f
(
k1
n + 1 ,0
)}
x
k1
1
(
1 + |x|)−n−k1
+
∞∑(n + k1)
f
(
k1
,0
)
x
k1+1(1 + |x|)−n−k1−1k1=1 k1 n + 1
1
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∞∑
k1=1
(
n + k1
k1
)
f
(
k1
n + 1 ,0
)
x
k1
1 x2
(
1 + |x|)−n−k1−1
+
∞∑
k2=1
{(
n + k2 − 1
k2
)
f
(
0,
k2
n
)
−
(
n + k2
k2
)
f
(
0,
k2
n + 1
)}
x
k2
2
(
1 + |x|)−n−k2
+
∞∑
k2=1
(
n + k2
k2
)
f
(
0,
k2
n + 1
)
x
k2+1
2
(
1 + |x|)−n−k2−1
+
∞∑
k2=1
(
n + k2
k2
)
f
(
0,
k2
n + 1
)
x1x
k2
2
(
1 + |x|)−n−k2−1
+ |x|f (0,0)(1 + |x|)−n−1
=
∞∑
k1=1
∞∑
k2=1
{(
n + |k| − 1
k
)
f
(
k
n
)
−
(
n + |k|
k
)
f
(
k
n + 1
)}
xk
(
1 + |x|)−n−|k|
+
∞∑
k1=0
∞∑
k2=1
(
n + |k|
k
)
f
(
k
n + 1
)
x
k1+1
1 x
k2
2
(
1 + |x|)−n−|k|−1
+
∞∑
k1=1
∞∑
k2=0
(
n + |k|
k
)
f
(
k
n + 1
)
x
k1
1 x
k2+1
2
(
1 + |x|)−n−|k|−1
+
∞∑
k1=1
{(
n + k1 − 1
k1
)
f
(
k1
n
,0
)
−
(
n + k1
k1
)
f
(
k1
n + 1 ,0
)}
x
k1
1
(
1 + |x|)−n−k1
+
∞∑
k1=0
(
n + k1
k1
)
f
(
k1
n + 1 ,0
)
x
k1+1
1
(
1 + |x|)−n−k1−1
+
∞∑
k2=1
{(
n + k2 − 1
k2
)
f
(
0,
k2
n
)
−
(
n + k2
k2
)
f
(
0,
k2
n + 1
)}
x
k2
2
(
1 + |x|)−n−k2
+
∞∑
k2=0
(
n + k2
k2
)
f
(
0,
k2
n + 1
)
x
k2+1
2
(
1 + |x|)−n−k2−1
=
∞∑
k1=1
∞∑
k2=1
{(
n + |k| − 1
k
)
f
(
k
n
)
−
(
n + |k|
k
)
f
(
k
n + 1
)
+
(
n + |k| − 1
k − e1
)
f
(
k − e1
n + 1
)
+
(
n + |k| − 1
k − e2
)
f
(
k − e2
n + 1
)}
xk
(
1 + |x|)−n−|k|
+
∞∑
k1=1
{(
n + k1 − 1
k1
)
f
(
k1
n
,0
)
−
(
n + k1
k1
)
f
(
k1
n + 1 ,0
)
(
n + k1 − 1) (k1 − 1 )} k1( )−n−k1+
k1 − 1 f n + 1 ,0 x1 1 + |x|
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∞∑
k2=1
{(
n + k2 − 1
k2
)
f
(
0,
k2
n
)
−
(
n + k2
k2
)
f
(
0,
k2
n + 1
)
+
(
n + k2 − 1
k2 − 1
)
f
(
0,
k2 − 1
n + 1
)}
x
k2
2
(
1 + |x|)−n−k2 .
Set
I1 =
(
n + |k| − 1
k
)
f
(
k
n
)
−
(
n + |k|
k
)
f
(
k
n + 1
)
+
(
n + |k| − 1
k − e1
)
f
(
k − e1
n + 1
)
+
(
n + |k| − 1
k − e2
)
f
(
k − e2
n + 1
)
,
I2 =
(
n + k1 − 1
k1
)
f
(
k1
n
,0
)
−
(
n + k1
k1
)
f
(
k1
n + 1 ,0
)
+
(
n + k1 − 1
k1 − 1
)
f
(
k1 − 1
n + 1 ,0
)
and
I3 =
(
n + k2 − 1
k2
)
f
(
0,
k2
n
)
−
(
n + k2
k2
)
f
(
0,
k2
n + 1
)
+
(
n + k2 − 1
k2 − 1
)
f
(
0,
k2 − 1
n + 1
)
,
we estimate, below, I1, I2 and I3, respectively. For I1, let
α1 =
(
n+|k|−1
k
)
(
n+|k|
k
) = n
n + |k| , α2 =
(
n+|k|−1
k−e1
)
(
n+|k|
k
) = k1
n + |k| ,
α3 =
(
n+|k|−1
k−e2
)
(
n+|k|
k
) = k2
n + |k| ,
then α1, α2 and α3 are non-negative numbers, and α1 + α2 + α3 = 1. Meanwhile, taking
x1 = k
n
, x2 = k − e1
n + 1 , x3 =
k − e2
n + 1 ,
gives
α1x1 + α2x2 + α3x3 = k
n + 1 .
Therefore, from the definition of convex function (2.3) it follows that I1  0.
For I2, we let
α1 =
(
n+k1−1
k1
)
(
n+k1
k1
) = n
n + k1  0, α2 =
(
n+k1−1
k1−1
)
(
n+k1
k1
) = k1
n + k1  0
and (
k1
) (
k1 − 1 )y1 =
n
,0 , y2 =
n + 1 ,0 ,
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α1y1 + α2y2 =
(
k1
n + 1 ,0
)
.
So, from the convexity of the function f , it follows that I2  0. Similarly, we derive I3  0.
Thus, we have proved Bn,d(f,x) Bn+1,d (f,x) for all n ∈ N .
The equality of Bn,d(f,x) and Bn+1,d (f,x) can occur only if I1 = 0 for all k1, k2 ∈ N
and I2 = I3 = 0 for all k1, k2 ∈ N0. But if f is convex, then I1 = 0 implies that its graph
is plane in the triangle ∆(x1,x2,x3) constructed by the points x1, x2 and x3. We write the
plane as P , and let
∆ =
⋃
k1,k2∈N
∆(x1,x2,x3).
Since for all k1, k2 ∈ N their corresponding triangles pairwise overlap, the function f is
linear in ∆, which shows that f in P . On the other hand, from I2 = 0 and I3 = 0, we see
that the cross lines of the function f and the ordinate axis x2 = 0 and the abscissa axis
x1 = 0 all in the plane P . Therefore, f is a linear function. Conversely, if f is linear, then
we notice that the multivariate Baskakov operator reproduces the linear function, i.e.,
Bn,d(1,x) = 1, Bn,d(ti ,x) = xi, i = 1,2, . . . , d.
It is clear to see Bn,d(f,x) = Bn+1,d (f,x). This enable us to end the proof of Theo-
rem 3.1. 
4. K-Functional and modulus of smoothness
Let Lp(T ), 1  p < ∞, denote the space of Lebesgue measurable functions f on T
with the norm ‖f ‖pp =
∫
T
|f |p is finite. L∞(T ) = CB(T ) is the space of continuous and
bounded functions f on T with the norm ‖f ‖∞ = maxx∈T |f (x)| is finite. For x ∈ T , we
define weight functions
ϕi(x) =
√
xi
(
1 + |x|), 1 i  d.
Let
Dri =
∂r
∂xri
, r ∈ N, Dk = Dk11 Dk22 · · ·Dkdd , k ∈ Nd0
denote differential operator. We define for 1 p < ∞ the weighted Sobolev space
Wr,pϕ (T ) =
{
f ∈ Lp(T ): Dkf ∈ Lloc(
0
T ) and ϕri D
r
i f ∈ Lp(T )
}
,
where |k| r , k ∈ Nd0 , and
0
T is the interior of T . For the space CB(T ), we write
{ 0 }
Crϕ(T ) = f ∈ CB(T ): f ∈ CrB(T ) and ϕri Dri f ∈ CB(T ), 1 i  d .
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Krϕ
(
f, tr
)
p
= inf
{
‖f − g‖p + t r
d∑
i=1
∥∥ϕri Dri g∥∥p
}
, t > 0,
where the infimum is taken over all g ∈ Wr,pϕ (T ), 1  p < ∞, and g ∈ Crϕ(T ), p = ∞,
respectively.
For any vector e in Rd , we write for the r th forward difference of a function f in the
direction of e
∆rhef (x) =
{∑r
i=0
(
r
i
)
(−1)if (x + ihe), x,x + rhe ∈ T ,
0, otherwise.
We then define the modulus of smoothness of f ∈ Lp(T ), 1 p ∞, as
ωrϕ(f, t)p = sup
0<ht
d∑
i=1
∥∥∆rhϕiei f ∥∥p, 1 p ∞.
We have
Theorem 4.1. There exists a positive constant, dependent only on p and r , such that for
any f ∈ Lp(T ), 1 p ∞
1
const.
ωrϕ(f, t)p Krϕ
(
f, tr
)
p
 const.ωrϕ(f, t)p.
Remark 4.2. For d = 1, our definitions and statements in Theorem 4.1 coincide with the
known one-dimensional ones (cf. [12, Chapter 2]). We shall reduce the proof to the one
dimension. Some ideas are from [4].
Proof. For x = (x1, x2, . . . , xd) ∈ Td , we write x∗ = (x2, . . . , xd) and T ∗ = {x∗: x =
(x1, x∗) ∈ Td}. Let x1 = (1+|x∗|)z, 0 z < ∞, and F(z) = F(z,x∗) = f ((1+|x∗|)z,x∗).
Then
ϕ1(x) =
(
1 + ∣∣x∗∣∣)ϕ(z), Dr1f (x) = (1 + ∣∣x∗∣∣)−rF (r)(z),
and
∆rhϕ1(x)e1f (x) = ∆rhϕ(z)F (z).
Consequently, for 1 p < ∞,
∥∥∆rhϕ1e1f ∥∥pp =
∫
T ∗
dx∗
∞∫
0
∣∣∆rhϕ1(x)e1f (x)∣∣p dx1
=
∫
T ∗
(
1 + ∣∣x∗∣∣)
∞∫
0
∣∣∆rhϕ(z)F (z)∣∣p dz dx∗.
From the proof of the relevant inequalities in one variable (cf. [12, Chapter 2]), we obtain
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∫
T ∗
(
1 + ∣∣x∗∣∣)
∞∫
0
∣∣F(z)∣∣p dz dx∗
= const.
∫
T ∗
∞∫
0
∣∣f (x1,x∗)∣∣p dx1 dx∗
= const.‖f ‖pp,
and
∥∥∆rhϕ1e1f ∥∥pp  const.
∫
T ∗
(
1 + ∣∣x∗∣∣)hrp
∞∫
0
∣∣ϕr(z)F (r)(z)∣∣p dz dx∗
= const.hrp
∫
T ∗
∞∫
0
∣∣(ϕr1Dr1)f (x1,x∗)∣∣p dx1 dx∗
= const.hrp∥∥ϕr1Dr1f ∥∥pp.
Similarly, above inequalities also are valid for i = 2,3, . . . , d . Thus, we obtain for 1 
p < ∞, 1 i  d ,
∥∥∆rhϕiei f ∥∥p  const.
{‖f ‖p, f ∈ Lp(T ),
hr‖ϕri Dri f ‖p, f ∈ Wp,rϕ (T ).
The case p = ∞ is easier, we omit it here. Adding up these inequalities, we have proved
the first estimate.
To estimate the second one, we shall again reduce it to the one-dimensional case. First
we note that for fixed x∗, there exists a function Gt ∈ Wr,pϕ (T1), t > 0, such that (cf. [12,
Chapter 2])
‖F − Gt‖pp, trp
∥∥ϕrG(r)t ∥∥pp  const.t
t∫
0
∥∥∆ruϕf ∥∥pp du.
Since the construction of Gt in [12] depends on F continuously, for F(z) = F(z,x∗) we
have Gt(z) = Gt(z,x∗) as well. We now define gt (x) ∈ Wr,pϕ (T ) through
gt (x) = Gt
(
x1
1 + |x∗| ,x
∗
)
, x ∈ T .
Then
‖f − gt‖pp =
∫
T ∗
(
1 + ∣∣x∗∣∣)
∞∫
0
∣∣F(z) − Gt(z)∣∣p dz dx∗
 const.
∫ (
1 + ∣∣x∗∣∣)
t∫ ∞∫ ∣∣∆ruϕ(z)F (z)∣∣p dz dudx∗t
T ∗ 0 0
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t
t∫
0
∫
T ∗
∞∫
0
∣∣∆ruϕ1(x)e1f (x)∣∣p dx1 dx∗ du
= const.
t
t∫
0
∥∥∆ruϕ1e1f ∥∥p du,
and
t rp
∥∥ϕr1Dr1gt∥∥pp = t rp
∫
T ∗
(
1 + ∣∣x∗∣∣)
∞∫
0
∣∣ϕr(z)G(r)t (z)∣∣p dz dx∗
 const.
∫
T ∗
(
1 + ∣∣x∗∣∣)1
t
t∫
0
∞∫
0
∣∣∆ruϕ(z)F (z)∣∣p dz dudx∗
 const.
t
t∫
0
∥∥∆ruϕ1e1f ∥∥pp du.
Similarly, we can prove that for each i, there are functions gt ∈ Wr,pϕ (T ), t > 0, such that
‖f − gt‖pp, trp
∥∥ϕri Dr1gt∥∥pp  const.t
t∫
0
∥∥∆ruϕiei f ∥∥pp du.
Adding up these inequalities, we finish the proof of the second estimate. 
5. Theorem of approximation
In this section, we shall show a direct theorem of approximation for a function f ∈
CB(T ) by means of the K-functional and modulus of smoothness defined in Section 3,
which will extend the estimate (1.2) to higher dimension.
Theorem 5.1. If f ∈ CB(T ), then there is a positive constant independent of n and f , such
that
‖Bn,df − f ‖∞  const.ω2ϕ
(
f,
1√
n
)
∞
.
Proof. Our proof is based on an induction argument for the dimension d . We will also use a
method called decomposition technique for the Baskakov operator. By standard arguments,
the proof of Theorem 5.1 will follows from Theorem 4.1 and the estimates{‖f ‖∞, f ∈ CB(T ),∑‖Bn,df − f ‖∞  const. n−1 di=1 ‖ϕ2i D2i f ‖∞, f ∈ C2ϕ(T ). (5.1)
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on CB(T ). We shall show the second one by reducing it to the one-dimensional inequality
‖Bn,1f − f ‖∞  const.
∥∥ϕ2f ′′∥∥∞/n, (5.2)
which has been proved in [12,23]. Now, we give the decomposition formula:
Bn,d(f,x) =
∞∑
k1=0
Pn,k1(x1)
∞∑
k∗=0
f
(
k
n
)
Pn+k1,k∗
(
x∗
1 + x1
)
, (5.3)
where x∗ = (x2, x3, . . . , xd), x = (x1,x∗) ∈ T , k∗ = (k2, k3, . . . , kd), k = (k1, k∗) ∈ Nd0
and
∑∞
k∗=0 =
∑∞
k2=0
∑∞
k2=0 · · ·
∑∞
kd=0, which can be directly checked and will take an
important role in the following proof.
Let
gk1(u) = f
(
k1
n
,
(
1 + k1
n
)
u
)
, u ∈ Td−1,
and
z = (z1, z2, . . . , zd−1) =
(
x2
1 + x1 ,
x2
1 + x1 , . . . ,
xd
1 + x1
)
= x
∗
1 + x1 .
From formula (5.3) it follows that
Bn,d(f,x) − f (x) =
∞∑
k1=0
Pn,k1(x1)
(Bn+k1,d−1(gk1(·), z)− gk1(z))
+ (Bn,1(h(·), x1)− h(x1))
= J + L,
where
h(u) = h(u,x) = f
(
u, (1 + u) x
∗
1 + x1
)
, 0 u < ∞.
If the second estimate of (5.1) is valid for d = r , r  1, i.e.,
‖Bn,df − f ‖∞  const.n−1
r∑
i=1
∥∥ϕ2i D2i f ∥∥∞,
then we have for d = r + 1,
|J | const.
∞∑
k1=0
Pn,k1(x1)
1
n + k1
r∑
i=1
∥∥ϕ2i D2i gk1∥∥∞.
However, by definition implies
ϕ2i (u)D
2
i gk1(u) = ui
(
1 + |u|)(1 + k1
n
)
D2i+1f
(
k1
n
,
(
1 + k1
n
)
u
)
( 2 2 )(k1 ( k1) )= ϕi+1Di+1f n , 1 + n u .
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|J | const.
n
r+1∑
i=1
∥∥ϕ2i D2i f ∥∥∞.
To estimate the second term L, we apply (5.2) and conclude that
|L| const.
n
∥∥ϕ2h′′∥∥∞.
Denoting ϕij (x) = √xixj , 1 i < j  d , and D2ij = ∂
2
∂xixj
, we have
∥∥ϕ2h′′∥∥∞ = max0u<∞
∣∣∣∣∣u(1 + u)
(
D21f +
d∑
i=2
xi
1 + x1 D
2
1if
+
d∑
i=2
xi
1 + x1 D
2
i1f +
d∑
i=2
d∑
j=2
xixj
(1 + x1)2 D
2
ij f
)(
u, (1 + u) x
∗
1 + x1
)∣∣∣∣∣
= max
0u<∞
∣∣∣∣∣
(
1 + x1
1 + |x|ϕ
2
1D
2
1f +
d∑
i=2
ϕ21iD
2
1if +
d∑
i=2
ϕ2i1D
2
i1f
+
d∑
i=2
u
1 + u ·
xi
1 + |x|ϕ
2
i D
2
i f +
d∑
i,j=2, i 
=j
u
1 + uϕ
2
ijD
2
ij f
)
×
(
u, (1 + u) x
∗
1 + x1
)∣∣∣∣∣.
Recalling that ϕij (x) is not bigger than ϕi(x) or ϕj (x) and the fact∣∣D2ij f (x)∣∣ sup
1id
∣∣D2i f (x)∣∣
proved in [8] (cf. [8, Lemma 2.1]), we obtain that
‖L‖∞  const.
n
d∑
i=1
∥∥ϕ2i D2i f ∥∥∞.
So, the second inequality of (5.1) has been proved for any d ∈ N and the proof of Theo-
rem 5.1 is finished. 
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