Abstract-We consider the design and adaptation of a linear equalizer with a finite number of coefficients in the context of a classical linear intersymbol-interference channel with Gaussian noise and a memoryless decision device. If the number of equalizer coefficients is sufficient, the popular minimum mean-squared-error (MMSE) linear equalizer closely approximates the optimal linear equalizer that directly minimizes bit-error rate (BER). However, when the number of equalizer coefficients is insufficient to approximate the channel inverse, the minimum-BER equalizer can outperform the MMSE equalizer by as much as 16 dB in certain cases. We propose a simple stochastic adaptive algorithm for realizing the minimum-BER equalizer. Compared to the least-mean-square algorithm, the proposed algorithm can provide a substantial reduction in BER with no increase in complexity.
I. INTRODUCTION
W E CONSIDER the design and adaptation of a finite-tap linear equalizer for combating linear intersymbol interference in the presence of additive white Gaussian noise, under the constraint that decisions are made on a symbol-by-symbol basis by quantizing the equalizer output. We consider only uncoded binary and quadrature amplitude modulation (4-QAM). The most popular design strategy in this setting is the minimum mean-squared-error (MMSE) equalizer. However, as recognized in [1] - [4] , a better strategy is to choose the equalizer coefficients so as to minimize the error probability or bit-error rate (BER).
Minimum-BER equalization first appeared in [1] , which showed that the continuous-time linear equalizer that minimizes BER can be represented as a matched filter followed by a tapped-delay line. This work was extended to decision-feedback equalization in [2] . Neither work proposed a numerical algorithm for calculating the minimum-BER equalizer coefficients, relying instead on a brute-force computer search that requires knowledge of the channel. More recently, it was shown that, in the limit as the signal-to-noise ratio (SNR) approaches infinity, the minimum-BER equalizer maximizes the eye opening, whereas in the limit of zero SNR, the minimum-BER equalizer approaches an averaged matched filter [3] . The first adaptive algorithm for approximating the minimum-BER equalizer was proposed in [4] , where receiver estimates of the channel, noise power, and noiseless channel output were used to approximate a stochastic gradient algorithm. The proposed algorithm is significantly more complex than the least-mean-square (LMS) algorithm, and-even with perfect knowledge of the channel and noise power-would be susceptible to misconvergence. In fact, the BER surface of even a simple channel can be highly irregular with multiple local minima, so that the convergence of any gradient algorithm to the global minimum cannot be guaranteed.
This paper makes two primary contributions. First, we demonstrate that there are circumstances in which the MMSE equalizer is far from optimal. We present an example in which the minimum-BER equalizer outperforms the MMSE equalizer by 16 dB. We propose a recursive algorithm for determining the exact minimum-BER equalizer coefficients, and examine its convergence properties. Second, we derive an adaptive minimum-BER (AMBER) stochastic algorithm for adaptive equalization with the following attributes: it has low complexity (no more complex than the LMS algorithm); it does not require knowledge of the channel or noise power; and it has good convergence properties. This paper is organized as follows. In Section II, we present models for the channel and equalizer, and we introduce the concepts of signal vectors and the signal cone. We express BER as a simple function of the signal vectors. In Section III, we discuss exact minimum-BER equalization. In Section IV, we propose the AMBER algorithm for adaptive equalization, and propose algorithm modifications for faster convergence and decision-directed adaptation. We also generalize the AMBER algorithm to 4-QAM. In Section V, we present numerical results comparing the AMBER and MMSE equalizers. In Section VI, we summarize our results.
II. BACKGROUND

A. Problem Statement
Consider the linear discrete-time channel depicted in Fig. 1 , whose output is (1) where is a binary input drawn from , is the channel impulse response, assumed to be casual with memory , and 0090-6778/00$10.00 © 2000 IEEE is white Gaussian noise with power spectral density . Also shown in Fig. 1 is an -tap linear equalizer described by the vector . The equalizer output at time can be expressed as the inner product , where the channel output vector is given by (2) where is a vector of channel inputs, is a vector of noise samples, and is the Toeplitz convolution matrix . . .
This paper explores the design of the equalizer under the restrictive constraint that decisions are determined by the sign of the equalizer output. (Of course, such a memoryless decision device is suboptimal; better BER performance can be achieved by performing maximum-likelihood sequence detection or maximum a posteriori detection on the equalizer output.)
We define a delay parameter to account for delays in the channel and equalizer, so that the receiver decision regarding is sgn . It is clear from (2) that the equalizer output at time depends only on the symbols contained in the vector , and hence a meaningful delay parameter will be constrained to the range . Our focus is on designing once has been chosen, although we remark that a proper choice of is also critical to achieving good performance.
By far, the most popular equalization strategy is the minimum mean-squared-error (MMSE) design, in which is chosen as the unique vector minimizing , namely [5] (4) where is the ( )th column of . This equalizer is often realized using a stochastic gradient search known as the LMS algorithm [5] , [6] ( 5) where is a small positive step size. When training data is unavailable, the equalizer can operate in decision-directed mode, whereby is used in place of .
B. An Expression for BER
The BER after any equalizer and the decision rule is (6) where the expectations are over the equally likely binary vectors , where , and where is the Gaussian error function [6] . Observe that the product is a binary vector with a one in the ( )th component, and let denote any ordering of the such distinct vectors. We define the corresponding signal vectors by (7) These signal vectors will play a fundamental role in our analysis. From (2), we see that these signal vectors represent the possible noiseless channel output vectors given that the desired symbol is 1. With this definition, (6) simplifies to (8) Because decisions are based on the sign of the equalizer output, the equalizer norm is irrelevant; the BER depends on the equalizer direction only. In the remainder of the paper, we will often assume that the channel is equalizable.
Definition 1: A channel is said to be equalizable by an -tap equalizer with delay if and only if there exists an equalizer having a positive inner product with all signal vectors . But a positive inner product with all vectors implies that the noiseless equalizer output is always positive when a one was transmitted ( ); thus, a channel is equalizable if and only if its noiseless eye diagram can be opened. In terms of the vectors, a channel is equalizable if and only if there exists a hyperplane passing through the origin such that all vectors are strictly on one side of the hyperplane.
We define the signal cone of an equalizable channel as the span of the signal vectors with positive coefficients:
Definition 2: The signal cone of an equalizable channel is the set . The set is a cone because there exists at least one "axis" vector within that forms a positive inner product with all other elements of . The zero vector is not an element of the signal cone of an equalizable channel, because if all are strictly on one side of the hyperplane, then so will a linear combination with positive coefficients. We remark that if the channel is not equalizable, the set has no such axis vector and is thus not a cone; rather, the set is a linear subspace of , and it includes the zero vector.
III. EXACT MINIMUM BER EQUALIZATION
A. Fixed-Point Equation
Let
denote an equalizer that achieves exact minimum-BER (EMBER) performance, minimizing (8) . Because the BER (8) depends only on the direction of the equalizer, is not unique: if minimizes BER, then so does for any positive constant . Unlike the coefficient vector (4) that minimizes MSE, there is no closed-form expression for . However, as shown below, must satisfy an important fixed-point relationship.
The gradient of the BER (8) is (9) where the vector function is defined by (10) and where is a normalized inner product between and
Recall that the inner products represent the possible noiseless equalizer outputs given that . Hence, the numbers determine (up to an inconsequential positive scaling factor) the values of the noiseless eye diagram at the sampling instant. For example, the zero-forcing equalizer satisfies . The eye will be open when for all , in which case the width of the eye opening will be twice the minimum value, or . The function of (10) will play an important role in our analysis. Observe that is an element of the signal cone, since it is a weighted sum of signal vectors with positive weights. The weight is largest when is smallest; i.e., when the eye diagram is most closed. Thus, is approximately a linear combination of the few vectors for which the eye diagram is most closed. For example, if one particular vector closes the eye significantly more than any other signal vector, then will be approximately proportional to that . The importance of stems from the following fixed-point equation.
Lemma 1: An equalizer that minimizes the BER of an equalizable channel must satisfy for some (12)
Proof: The minimum-BER equalizer must satisfy . Observe that the vector in (9) is the difference between and its projection onto the subspace spanned by . Thus, the BER gradient will be zero only if this projection error is zero. Recall that is an element of the signal cone, and thus cannot be zero. Thus, the BER gradient will be zero only if and are colinear: for some nonzero constant . That must be positive can be proven by contradiction: suppose minimizes BER with . Then is outside the signal cone generated by . Let be any hyperplane passing through the origin that separates from the signal cone, and let denote the reflection of about . It is easy to show that compared to , has larger normalized inner products with all vectors. From (8) , it follows that the BER for is smaller than the BER for , which contradicts the assumption that minimizes BER.
The fixed-point relationship of (12) is a necessary but not sufficient condition for minimum-BER equalization, as illustrated in the following example. The previous example illustrates that the fixed-point condition of Lemma 1 is not sufficient to minimize BER; both and satisfy with , but only minimizes BER. One general method for finding an EMBER equalizer is to find all solutions to the fixed-point relationship with , and choose the solution that yields the smallest BER. Fortunately, this brute-force method can be avoided in certain cases by taking advantage of the following sufficiency test.
Theorem 1: If and , then minimizes BER.
Proof: See Appendix I. This is a sufficient but not necessary condition for minimizing BER, because even the minimum-BER may exceed when the is low. Note that the condition implies that the equalizer opens the eye diagram.
B. Deterministic EMBER Algorithm
Example 1 in the previous section illustrates that the BER cost function may not be convex. Nevertheless, a gradient algorithm may still be used to search for a local minimum. In particular, a normalized gradient algorithm based on (9) yields (13) (14) where we have introduced . Recall that the norm of has no impact on BER, and observe that the factor in (14) represents an adjustment of the norm of . Eliminating this factor leads to the following recursion, which we refer to as the deterministic EMBER algorithm:
The update equation (15) can be viewed as an iterative system designed to recover the solution to the fixed-point equation of (12). The transformation from (13) to (15) affects the convergence rate, the steady-state norm , and the steady-state direction , so it is no longer appropriate to call (15) a gradient search algorithm. Nevertheless, convergence to a local extremum can be guaranteed:
Lemma 2: Given an equalizable channel, the deterministic EMBER algorithm of (15) converges to a local extremum solution satisfying with . Proof: See Appendix II. Taken together, Theorem 1 and Lemma 2 suggest the following strategy for finding the exact minimum-BER equalizer. First, iterate the deterministic EMBER algorithm of (15) until it converges. If the resulting , stop. Otherwise, initialize the deterministic EMBER algorithm somewhere else and repeat the process. This is an effective strategy when the initial condition of the EMBER algorithm is chosen carefully (for example, chosen to be the MMSE equalizer) and when the is sufficiently large that is possible.
IV. ADAPTIVE MINIMUM BER EQUALIZATION
Although the deterministic EMBER algorithm (15) of the previous section is useful for finding the minimum-BER equalizer of known channels, it is poorly suited for adaptive equalization. We now propose a modified version of the algorithm that leads to a stochastic update equation with extremely low complexity.
A. The Deterministic AMBER Algorithm
The error function is upper bounded and approximated by [6] , so that of (10) 
Observe the similarity between (20) and the deterministic EMBER algorithm of (15). Because of the approximations in (16) and (17), the deterministic AMBER algorithm no longer minimizes BER exactly. However, the approximations are well-justified, and the numerical results of Section V verify that (20) converges to a solution that very nearly minimizes BER.
Although there can exist multiple solutions to the EMBER fixed-point equation with , there exists only one fixed-point solution when is replaced by . Lemma 3: For any equalizable channel there is a unique unitlength vector, namely , satisfying the following fixedpoint relationship:
for some (21)
Proof: See Appendix III. Moreover, the deterministic AMBER algorithm converges to : Theorem 2: For any equalizable channel, the deterministic AMBER algorithm of (20) is guaranteed to converge to the direction of satisfying (21), regardless of its initial condition, and for any . Proof: See Appendix IV. Observe the similarity between (12) and (21). At steady state, as shown in (19) and (21), is a weighted combination of vectors, with weights proportional to the conditional error probability. Since these conditional error probabilities are dominated by the few vectors that close the eye the most, is approximately a linear combination of the few vectors for which the eye diagram is most closed.
B. The Stochastic AMBER Algorithm
The deterministic AMBER algorithm of (20) has a second advantage over the deterministic EMBER algorithm of (15): besides being globally convergent to a unique fixed-point solution, we will now show that there also exists a low-complexity stochastic approximation of the deterministic AMBER algorithm.
We
In other words, . It follows that . As exploited in (6), the conditional expectation of given the signal vector is
Therefore, the AMBER function of (19) is a simple function of the error indicator function
We can use this indicator function to simplify the deterministic AMBER algorithm of (20), through the following set of straightforward equalities:
The last approximation is valid at high SNR, and is best justified by the good performance of the resulting algorithm, as demonstrated in the numerical results to follow. A simple and unbiased stochastic gradient update algorithm can be formed by removing the expectation in (25) (26)
We refer to (26) as the adaptive minimum-BER (AMBER) algorithm. If the last approximation of (25) is valid, then it can be argued that, for sufficiently small step size, this algorithm converges in the mean-square sense to a solution satisfying the fixed-point relationship of (21).
A closer look at (26) leads to some insightful geometric interpretations of the AMBER algorithm.
• The indicator function ensures that the equalizer is updated only when a decision error is made. The AMBER algorithm is thus more passive in nature than more aggressive adaptive algorithms-such as the LMS algorithm-that update with every iteration. The stop-and-go property of AMBER bears some resemblance to the blind equalization algorithm of [7] , but with an important distinction: the algorithm of [7] updates only when the equalizer output is reliable, whereas AMBER updates only when the output is not reliable.
• The update term in (26) is a noisy estimate of the signal vector (27) Hence, when a decision error is made, takes a small step in the general direction of the signal vector that caused the error.
• Averaged over many iterations, will move toward each with a frequency proportional to the probability that causes an error, where . Therefore, at steady state we expect , which is precisely the AMBER fixed-point relationship of (21), and which closely approximates the minimum-BER fixedpoint relationship of (12), namely . The last observation is especially illuminating because it provides a direct connection between the AMBER algorithm (26) and the relationship of Lemma 1 that the minimum-BER equalizer is known to satisfy. Thus, the gist of the AMBER algorithm can be partially justified on intuitive grounds from Lemma 1 alone.
We can gain additional insight into the AMBER algorithm by comparing it to two other well-known adaptive algorithms: the LMS algorithm, which implements the MMSE equalizer, and the sign-LMS algorithm [8] , a lower-complexity version of the LMS algorithm which approximates the MMSE equalizer. All three algorithms can be expressed in a similar form (28) (29) (30) where is the error signal of the MMSE detector, and where we have made use of the identity to transform (26) to (30). Observe the remarkable similarity between the AMBER and sign-LMS algorithms. Simply stated, the AMBER algorithm can be viewed as the sign-LMS algorithm modified to update only when a detection error is made. The sign-LMS was motivated by its low complexity compared to the LMS algorithm, despite its poorer performance. The simple modification for AMBER, on the other hand, provides a dramatic improvement in performance, while retaining a complexity that is comparable to that of the sign-LMS algorithm.
C. Maintaining a Fast Convergence Speed
Because the AMBER algorithm updates only when a detection error is made, the speed of convergence can decrease with time as the BER itself decreases. One method for maintaining a fast convergence speed at low BER is to modify the AMBER algorithm so that it not only updates when an error is made, but also when an error is almost made. Specifically, we can modify the error indicator function of (22) by introducing a nonnegative threshold as follows:
In other words, the modified indicator function is if and otherwise. This indicator function reverts back to the original (22) when the threshold is zero. Although the threshold modification can increase the speed of convergence, it also changes the steady-state performance of the equalizer. Additional methods for speeding convergence are described in [9] .
The original AMBER algorithm requires a training sequence, because knowledge of is required to evaluate the error indicator function . Besides speeding convergence, the threshold modification of (31) also allows the AMBER algorithm to be operated in a decision-directed manner, using in place of in (26) and (31). The modified algorithm in decision-directed mode will then update only when an error is almost made.
D. The AMBER Algorithm for QAM
Although we have derived the AMBER algorithm assuming binary signaling, it can be generalized to 4-QAM by allowing the signals in (1) to be complex valued. Using superscripts and to denote real and imaginary parts, respectively, of a complex number, the BER (not symbol-error rate) of a 4-QAM system with and Gray coding is [9] (32) where and are assumed to be white, Gaussian, and independent with power spectral density . A straightforward extension of the AMBER derivation leads to the following 4-QAM extension [9] (33) where denotes the conjugate of , and where with , as in (31).
V. NUMERICAL RESULTS
In this section we present simulation results for two systems that demonstrate the effectiveness of the AMBER algorithm.
A. Channel A: Binary Signaling
Here we consider a binary alphabet for a channel with transfer function . In Fig. 3 we plot BER versus using (8), considering both MMSE and AMBER equalizers of length three and five. The MMSE and minimum-BER equalizers were calculated deterministically using (4) and (15), respectively, whereas the AMBER equalizer was calculated after iterations of the stochastic AMBER algorithm of (26) with the following parameters: the step size and threshold were initialized to and , respectively, and both decreased exponen- tially with a half-life of iterations. The delay parameter was chosen to minimize the BER of the MMSE equalizer; for the 3-tap equalizer and for the 5-tap equalizer. The figure shows that the 3-tap AMBER equalizer outperforms the 3-tap MMSE equalizer by more than 6.5 dB. The 5-tap AMBER equalizer outperforms the 5-tap MMSE equalizer by nearly 2 dB. Furthermore, the figure shows that there is no observable difference between the performance of the AMBER equalizer (marked by circles) and the performance of the exact minimum-BER (EMBER) equalizer (marked by the solid curves). The closeness with which the AMBER algorithm matches the minimum-BER equalizer indicates that the two approximations made in deriving the AMBER algorithm have a negligible impact for this example.
In Fig. 3 we observe that the improvement of EMBER over MMSE drops from 6.5 to 2 dB as the equalizer length increases from three to five. This trend extends to longer equalizers as well, as demonstrated in Fig. 4 , where we plot the required to achieve versus equalizer length for both EMBER and MMSE. We see that, at least for this particular channel, MMSE performance approaches minimum-BER performance as the length of the equalizers increases. In Fig. 5 , still for channel A, we present "artificial" noiseless eye patterns for the EMBER and MMSE equalizers, assuming five equalizer taps and dB. These patterns were obtained by interpolating all possible noiseless equalizer outputs with a triangular pulse shape. Both equalizers were normalized to have identical norm (and thus identical noise enhancement). The striking difference between the MMSE and EMBER eye diagrams results from MMSE's effort to force all possible equalizer outputs to , despite the benefits of sparing the outputs with large noise immunity.
We compare the convergence rate of the AMBER and LMS 3-tap equalizers for channel A in Fig. 6 , where we plot BER versus time assuming dB. The AMBER step size was and the threshold was , whereas the LMS step size was 0.01. To test their ability to escape from a closed-eye condition, both equalizers were initialized to the negative of the MMSE equalizer, . Observe that AMBER offers both faster initial convergence (outperforming the closed-form MMSE equalizer in fewer than 50 iterations) and better steady-state performance than LMS.
B. Channel B: 4-QAM
Here we consider the 4-QAM alphabet for the channel , and . In Fig. 7 we compare the BER performance of the MMSE equalizer to the AMBER equalizer, which was calculated after iterations of the stochastic algorithm of (33) with the following parameters: the step size and threshold were initialized to and , respectively, and both decreased exponentially with a half-life of iterations. The delay parameter was chosen to minimize the BER of the MMSE equalizer;
for the 4-tap equalizer and for the 5-tap equalizer. We see that the 4-tap AMBER equalizer outperforms the MMSE equalizer by more than 16 dB. With five taps, the gain drops to slightly more than 2 dB.
In Fig. 8 we present the noiseless constellation diagrams for the 4-tap AMBER and MMSE equalizers. Observe the interesting structure of the AMBER constellation clouds; although they result in a higher MSE than the MMSE clouds (which appear roughly Gaussian), they result in a lower BER, in part because the edges of the AMBER clouds are further apart. 
VI. CONCLUSIONS
The MMSE linear equalizer is widely believed to provide good BER performance. Indeed, our numerical results support the conjecture that, when the number of equalizer coefficients is sufficiently large, the BER performance of the MMSE equalizer approaches that of the minimum-BER equalizer. In contrast, however, when the number of equalizer coefficients is insufficient to accurately realize the channel inverse, we have shown that the MMSE equalizer can be far from optimal.
The minimum-BER equalizer is related to the set of signal vectors by the simple fixed-point relationship , where . The stochastic AMBER algorithm closely approximates this relationship by using to approximate , and by neglecting the noise term in (25). Despite these two approximations, we observed no appreciable difference in our examples between the steady-state BER performance of the stochastic AMBER algorithm and the true minimum-BER equalizer. (Whether or not there exists a channel for which AMBER does not closely approximate the minimum-BER equalizer is an open question.) Furthermore, we conjecture without proof that the stochastic AMBER algorithm will be globally convergent for a sufficiently small step size and an equalizable channel, regardless of its initial condition; this conjecture is justified in part by Lemma 3, by the negligible impact of the noise term in (25) that separates the stochastic AMBER algorithm from the deterministic algorithm of (20), and by extensive simulation results [9] . The complexity of the AMBER algorithm is no greater than that of the LMS algorithm.
The AMBER algorithm has recently been extended to decision-feedback equalization [9] , to multiple-level pulse-amplitude and quadrature-amplitude modulation schemes such as 64-QAM [10] , and to multiuser detection for synchronous code-division-multiple access systems [11] . Areas for future work include its application to fractionally spaced equalization, nonlinear channels, and asynchronous multiuser systems.
APPENDIX I PROOF OF THEOREM 1
Let denote the set of all eye-opening equalizers having unit length, i.e., is the set of unit-length vectors having positive inner product with all signal vectors. This set is not empty when the channel is equalizable, by definition. We can write , where . Observe from (8) that the condition implies that . We must show that if and then globally minimizes BER. First, observe from (8) that any equalizer not in will have a BER of or greater, whereas at least one equalizer within (namely ) has , so that the global minimum must be in the eye-opening region . However, as shown below, BER has only one local extremum over ; thus, the local extremum must be the global minimum. That the BER has only one local minimum over the eye-opening region can be proven by contradiction: suppose both and are distinct local minima in , so that , where , and . Let denote the plane containing the origin and the perpendicular bisector of and , as shown in Fig. 9 for a three-tap equalizer. This plane bisects the signal cone into the disjoint subcones and satisfying and , where is the intersection of with the set of vectors on the side of , excluding , and is the intersection of with the set of vectors on the side of , including . Observe that and . Fig. 9 . Dividing the signal cone into two subcones S and S with the plane P .
From (10) , it must also be that , which contradicts .
APPENDIX IV PROOF OF THEOREM 2
The proof is similar to the proof for Lemma 2 of Appendix II, and is only sketched here. Because the update term of (20) is lower bounded by , we can show that the equalizer norm grows without bound as increases, and that there exists a finite such that is strictly inside the cone. Because the equalizer norm grows without bound while the update is bounded, it follows that converges to some fixed vector , and that converges to . Thus, just as in Appendix II, the update converges to , which can be lower bounded, so that eventually the equalizer converges to the direction . The constant is positive since each update is within the signal cone. But from Lemma 3 we know that there is only one equalizer with this property, namely .
