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Abstract 
The understanding of protein electron transfer has developed into a powerful formalism where the important parameters 
are reorganization energy, A, electronic oupling, A, and free energy of the reaction, AG °. In this paper, electronic oupling, 
in particular, is examined in different ypes of structure. Comments are made on the problem of whether the protein is a 
uniform medium for electron transfer or if evolution of efficient pathways has been possible. © 1998 Elsevier Science B.V. 
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1. Introduction 
It has been known for more than half a century that 
excitation energy transfer (EET) and electron transfer 
(ET) occur over large distances in biological systems 
[1,2]. Many attempts have been made in the past to 
describe this phenomenon theoretically. The original 
idea that electrons are transported in extended molec- 
ular orbitals (MOs) [2] is less convincing as an 
explanation for thermal ET in view of the large 
energy needed to reach the empty MOs of the protein 
intervening between donor and acceptor sites (about 3 
eV=24000 cm t-~35000 K). Consequently, a 
'semiconductor' model is of possible relevance only 
in connection with photoinduced ET or EET. After 
the discovery of biological ET over large distances, 
where, in addition, the rate was found to be in- 
dependent of temperature [3], the quantum mechani- 
cal tunnelling model gained increased attention as a 
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possible explanation [4]. The detailed mechanism 
was not clear at the time. 
The Marcus model for ET between metal ions in 
solution [5] brought in the novel aspect of reorganiza- 
tion energy (~) appearing, since the equilibrium 
geometry [6] and the solvent around the donor and 
acceptor [5] is modified during donation or accept- 
ance of electrons. This leads to the activation barrier 
M4 in self-exchange r actions. In most ET reactions, 
the parabolic approximation to the Born-Op- 
penheimer energy surface is reasonable, which makes 
it possible to estimate ,~ from force constants. The 
success of the Marcus model depends partly on the 
fact that the activation barrier can be obtained from 
and the free energy of the reaction: 
E, = ~- (1 + AG°]A) 2 (1) 
In the exchange of electrons between metal ions in 
solution, one may assume that the metal ions make 
contact hrough the layers of ligands and, hence, that 
there is no need to consider the case of a large 
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distance between the donor and acceptor. Marcus 
later introduced [7,8] the Landau-Zener approxima- 
tion [9-12] into his theory, whereby the distance 
problem is converted to the problem of calculating or 
estimating the 'electronic factor', A, a problem that is 
consequently of great importance in proteins. 
The Marcus model is strictly valid only in the limit 
of large activation barriers compared to the promot- 
ing vibrational energy. However, ET steps with large 
activation barriers can hardly be expected to be 
competitive in biological evolution. Models based on 
corrections to the Born-Oppenheimer approximation 
have been applied also to the case of low activation 
barriers, by Levich [ 13] and by Jortner and coworkers 
[14-16]. Closed expressions are obtained in the case 
A---~0, which is relevant for proteins. 
The simple text-book description of tunnelling 
requires that the protein forms a square barrier for the 
electron of height Vo-E and length R-R o (~,). 
Reorganization energy and free energy change are 
disregarded. The probability, p, for an electron to 
pass the (fictive) barrier is: 
p ~ exp[-2~2(V 0 - E)/27.21 • (R - Ro). 1.89] 
= exp(-/3(R - R0)] (2) 
Vo-E (eV) may be chosen as the 'band gap' men- 
tioned above. If Vo-E = 3 eV, we obtain /3 = 1.8; for 
V 0-E -- 2 eV, /3 = 1.45, and for Vo-E = 1 eV, /3 = 1.0. p 
for R-R0=20 ,~ is 2.3.10 -16, 2.5.10 -13 and 1.3- 
10 -9, respectively. Thus, there is a strong decrease of 
probability with distance, even for the unrealistically 
low barrier of 1 eV. 
To understand electron motion in free radicals of 
linked donor-acceptor type, McConnell [17] sug- 
gested a model that has some similarity with both the 
Marcus model and the tunnelling model. The virtual 
orbitals needed in this model were hypothesized to be 
carbon 3d orbitals located at 10 eV above the 
tunnelling electron. There was no possibility at the 
time to make reasonable estimates of any parameters. 
The McConnell paper is pioneering as the first 
attempt o obtain tunnelling by the help of orbital 
interactions, but rather little is gained compared to 
the traditional tunnelling model. 
Even at the end of the 1970s, rather few structures 
of ET proteins were known that could be used for the 
application of theoretical models to help clarify the 
nature of ET in proteins. A number of more or less 
reasonable models were suggested for biochemical 
redox reactions, including perhaps the most obvious 
one from the chemist's point of view, i.e. that 
reduction is taken care of by hydrogen atoms rather 
than distant electrons [ 18]. It eventually became clear 
that ET occurs across the membrane without direct 
involvement of protons or hydrogen atoms, consistent 
with the chemiosmotic model. The problem of the 
distance and structure dependence of electron tunnel- 
ling consequently gained increased attention [19], 
stimulated by experiments which suggested long 
distance ET in frozen organic solutions [20-22]. 
It is rather easy to realize that the electron passes 
from an orbital on the donor ~b A to an orbital on the 
acceptor q~ and that this transfer is promoted by the 
nuclear activating motion. There must be a transition 
region where the two orbitals mix and take the shape 
~b A+ ~b B and ~b A-~b B, with the energy splitting, A, 
which, by the Landau-Zener approximation [9-12] 
determines the probability for ET [23-26]. The 
orbital energy splitting is just an approximation to a 
total energy splitting between Born-Oppenheimer 
energy surfaces, but we accept hat simplification for 
the moment. 
Calculation of A makes it possible to recognize 
important structural features for long distance transfer 
[27,28]. Quite extensive work has now been carried 
out to obtain A with increasing accuracy in model 
systems [29-41]. Closed expressions where distance 
dependence is expressed in terms of intersite cou- 
plings were also derived [27-30]. In this model, 
occupied as well as unoccupied MOs of the protein, 
composed of atomic valence orbitals, contribute to 
the bridging properties. The decrease in probability 
with distance turned out to be much slower than that 
corresponding to the 3 eV gap mentioned above. 
More or less equivalent models that were easy to 
handle were later introduced. Beratan et al. [42-45] 
suggested a very simple searching algorithm whereby 
ET tunnelling pathways can be compared. 
From a biological point of view, the most im- 
portant question is whether or not particularly fast 
pathways through the protein have been selected in 
evolution. There are different opinions on that at 
present. Moser et al. [46] and Farid et al. [47] did not 
see any evidence that this is the case. The protein 
appears to be a uniform structure where the ET 
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probability decreases exponentially with distance. 
Gray et al. on the other hand claim that there are 
differences, for example, due to protein secondary 
structure [48-51]. 
2. Theory 
The ET rate for a single activating vibration of 
frequency ~,, may be written [5]: 
k = ~,nK exp[ -E* /kBT]  (3) 
where E* is the activation barrier that may be 
calculated from the reorganization energy and the 
free energy of the reaction, as in Eq. (1). The 
structural dependence due to electron tunnelling is 
included in K [52,53]: 
211 - exp(-  Ue/2Pn) ] 
K - 2 - exp(-Ue/2V.)] (4) 
t, n may be called the 'electronic frequency' and is 
given [52,53] as: 
v e = - -~ 47rAks T (5) 
In Eq. (3), it is assumed that the motion of the 
nuclei is classical. Two main limits can be dis- 
tinguished: 
1J e < l: n ~k  = v¢ exp[ -E* /ksT]  (6) 
t, n << t' e ~k  = t,. exp[ -E* /kBT]  (7) 
In proteins, it is reasonable that Eq. (6) holds and, 
hence, that the rate is independent of the frequency of 
the activating mode. ~'e depends on A s, which in its 
turn depends on structure and distance. 
If the nuclear vibrations are treated quantum 
mechanically, 'nuclear tunnelling' is permitted for 
low T and low barrier. The following equation is used 
[13-16]: 
217" exp( ~sT)l(XoilXlj)] 6(Eoi 
-glj)]~i exp kBT/Ig°'~ (8) 
For a protein where A->0, the ET reaction rate by 
Eqs. (6) and (8) may be summarized as: 
where F is called the Franck-Condon factor. The 
latter may be independent of the temperature, indicat- 
ing nuclear tunnelling. The electron tunnelling dis- 
tance and structure dependence is implicit in the 
electronic factor, A. 
In the case when a well defined molecular bridge 
separates the donor and acceptor, A may be obtained 
[27] as 
N CliCNi 
A(e) = 2HalHN. ~ - -  - 2I-Ie,HuaO(e), (10) 
i=1 E - -E /  
also called a Green function [54,55]. Here, O de- 
pends only on the bridge molecule, while Hdl and 
HN, are the couplings between atomic orbitals Xt and 
Xu at the ends of the bridge to donor and acceptor, 
respectively. The summation extends over the molec- 
ular orbitals {~bi} of the bridge, occupied or un- 
occupied, with orbital energies {4} and a coefficient 
C~i for atomic orbital v. e is the energy of the 
electron to be transferred. Eq. (10) may be compared 
to the superexchange model, which corresponds to a 
single term in the sum. In most cases, a great number 
of terms must be included, invalidating the superex- 
change model. The inaccuracy of the latter model has 
also been noted in a number of ab initio calculations 
[29-41]. 
Eq. (10) is only approximate. More accurately, A
is the energy difference between two energy surfaces, 
statistically sampled over the classical pathways or, 
alternatively, if the vibrations are treated quantum 
mechanically, over the vibrational wave functions. A 
cannot be accurately calculated for large systems. 
3. ET along a uniform chain 
In Eq. (10), there is nothing that suggests an 
exponential decrease of A 2 with distance. For short 
ET distances, structure is certainly much more im- 
portant han distance. For longer distances, there is 
experimental evidence that d 2 decreases exponential- 
ly with distance, at least approximately: 
A 2 = A 2 exp[fl(R - Ro)] (11) 
To probe a possible implicit exponentiality in Eq. 
(10), we examine first uniform chain molecules or a 
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solvent as ET bridges. In the latter case, the distance 
behaviour is in fact exponential, as expected in the 
McConnell model [17] and fl may be expressed in 
terms of the (weak) coupling between the solvent 
molecules and the energy difference to their valence 
MOs [28]. A solvent molecule usually promotes ET 
compared to vacuum conditions, due to interaction 
with its valence MOs, for the simple reason that the 
small energy splitting A between ~b a-4~ and t~A ~- 
4h is more likely to increase than decrease when a 
new solvent molecule is inserted between donor and 
acceptor. 
In covalent uniform bridges, the ET properties 
depend on the ratio between energy difference to the 
bridge orbitals and intersite coupling [23-26,56-58]. 
If the ratio is smaller than unity, the orbitals of the 
bridge that interact with donor and acceptor are 
delocalized over the bridge and the transfer distance 
is very large [58], limited only by thermal fluctua- 
tions in the solvent. On the other hand, in a -(CH = 
CH-), polyene chain, there is a Peierls distortion to 
alternating short and long bonds, which leads to an 
exponential decrease, but with a small ft. 
The properties of bridges such as - (CHz- )n  chains 
have been studied quite extensively with both semi- 
empirical and more accurate ab initio methods [59- 
63]. It is interesting that the ET capability depends 
strongly on the conformation of the chain, consistent 
with experimental results [64]. 
A peptide chain has different fl, depending on 
whether it is part of a B-sheet or an a-helix [65]. In 
an a-helix, the largest coupling is not along the chain 
but in the direction of the helix where it is helped by 
hydrogen bonds [66]. 
4. Comparison to experiments 
The first attempt o calculate a rate from first 
principles agreed reasonably well with experimental 
data [67]. Moser et al. [46] and Farid et al. [47] tried 
to eliminate the influence of the reaction barrier in the 
Franck-Condon factor F of Eq. (10) in a set of 
experimental data and concluded that d is affected 
mainly by distance. In this picture, the protein should 
behave as a uniform structure, essentially without he 
possibility of responding to evolutionary demands. 
From a theoretical point of view, this result is hard to 
accept. For example, it is a fact that a -(CH2-) . chain 
has worse ET properties in its shorter, curled geome- 
try than in the all-trans form [59-61], which shows 
that structural effects in this case are more important 
than distance. The explanation of the uniformity is 
probably that favourable and unfavourable factors 
tend to cancel each other for a long leap through the 
protein. Calculations show that A behaves quite 
erratically, but even order of magnitude variations do 
not appear to be as important relative to the average 
exponential decrease over a large distance [65]. 
A can be positive or negative, a fact that is not 
accounted for in the simplest methods of estimating 
d. In the -(CH2-) chains, A has a zero surface for 
certain dihedral angles [59-61]. However, these 
structures do not show up experimentally. One may 
note that if A varies between, say, 2.10 -6 and -2 .  
10 -6, 90% of the values of log Idl are around -6 ,  
10% around -7  and only 1% around -8 .  Even the 
zero vibrational averaging may 'hide' the A--0 
configurations in a measurement. 
The exponential decrease follows, in fact, from Eq. 
(10) after some mathematical manipulations [23- 
26,68]. In the final equation, A may be obtained as a 
sum over a great number of pathways, where each 
term is a product of all decrease factors between the 
atoms belonging to the pathway. The McConnell 
result represents one such pathway [28]. Each atomic 
orbital leads to a factor whose absolute value is 
smaller than unity. It follows that a detour over a 
great number of atoms leads to very small contribu- 
tions, while the atoms along the shortest path be- 
tween donor and acceptor give the major contribu- 
tion. 
A distinct possibility for accelerated ET in proteins 
would be via aromatic side groups, since 7r systems 
have potentially better promoting properties than tr 
systems. Important experimental work where aro- 
matic groups were brought in by mutation along an 
ET path was carried out by Farver et al. [69,70], 
which showed that aromatic groups are not strong 
promoters of ET, at least not in artificial ET steps. 
Direct calculations of d support his conclusion [71]. 
5. Photosynthetic systems 
In the structurally known bacterial photosynthetic 
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systems, the electron leaps initially, on the time scale 
of a few ps, from a special pair (D) of bacterio- 
chlorophylls (BChl) via an accessory BChl (B) to a 
bacteriophephytin (~). The actual population of the 
accessory B was proven experimentally b  Holzapfel 
et al. [72], Dressler et al. [73] and Finkele et al. [74]. 
Hence, B does not act just by providing a low energy 
superexchange state. Theoretically, a direct transfer 
was ruled out by the small calculated electronic 
coupling for the process D*B~---~D+B~ - ,  which 
was clearly not helped by the orbitals of B [66,75]. 
On the other hand, the two sequential processes 
D+B~---)D+B-~ and D+B-qb---~D+B~- have the 
right electronic oupling for two fast ET steps, and 
the second step is faster than the first [75]. 
The necessity for ET in a triad rather than a diad is 
clear when it is realized that the hole left on D after 
excitation remains empty for a long time, on average 
(7"----10 -6 S). During this time, there is a danger of 
back-transfer, although fast fall-down to the ground 
state is probably prevented ue to the Marcus in- 
verted region. The charge separated state may be 
considered as one of the excited singlet states on the 
super-molecule DBqb, but with a very small energy 
difference to its corresponding triplet state. There is 
then a high probability for spin-flip and fast backex- 
cited triplet state on D in a diad system. The same 
orbitals are used for this back-reaction as for the 
forward reaction. In the triad where the second ET 
step is very fast, however, the electron cannot return 
to D directly because of the small coupling or via the 
state D+B -qb because of the high energy of this state. 
In the two sequential steps, D*Bqb---)D+B-qb and 
D+B-~---~D+B~ , ET is by direct contact between 
the aromatic BChl systems [75]. The gap is mini- 
mized by methyl groups whose valence orbitals tend 
to extend the ~r orbitals. A leap over empty space is 
connected with a very large fl---3.2 [66] and such 
long leaps must be avoided in fast ET. 
The donor-acceptor distance is sometimes mea- 
sured between the edges of the BChls [46,47] and 
sometimes from center to center [48-51]. The donor 
or acceptor system by itself permits, to some extent, 
free electrons with wave functions extended over the 
whole conjugated system. However, the coefficient 
squared of the contact atomic ~ orbital to the bridge, 
of the order of 1/N 2, where N is the number of atoms 
in the conjugated system, multiplies the A 2 [76]. The 
decrease of ]A] within a 7r system is thus much less 
than the exponential one in the protein. 
6. Conclusion 
The gross features of biological ET transport have 
been understood theoretically for a decade. Redox 
centers have at least two oxidation states and consist 
of transition metal ions or aromatic w systems uch as 
chlorophyll, with suitable redox potential and low 
reorganization energy.. Fast ET tunnelling pathways 
are shorter than 20 A and extend along the shortest 
distance between the redox sites. There has been no 
possibility in evolution of developing efficient 'wires' 
where the specific structure permits more or less 
distance-independent ET. On the other hand, it is 
reasonable to assume some structure selection to 
attain large IAI, although good examples are not 
easily found. 
The semiconductor model for ET with delocalized 
electrons is not realized, even in the reaction center 
where the activation barriers are close to zero in the 
primary ET steps. However, in the case of EET in the 
antenna system, there is clear evidence of coherent 
transfer of excitations [77]. The construction of the 
antenna shows that this very fast type of motion has 
been important to achieve in the evolution of photo- 
synthetic systems. 
The tunnelling model for ET was probably first 
suggested by Devault and Chance [4]. There are two 
types of tunneling, nuclear tunneling due to low 
reaction barriers and electron tunnelling, which per- 
mits significant distances between donor and accep- 
tor. The coupling between proton and electron motion 
may be an important research field in the future, 
theoretically as well as experimentally. Certain side 
groups can accept electrons in connection with proton 
transfer and it is not unlikely that such side groups, 
placed along an ET pathway, account for the acti- 
vated part of the reaction rate in the system studied 
by De Vault and Chance [4,78]. 
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