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Abstract
We compare the convergence behavior of best polynomial approximations and
Legendre and Chebyshev projections and derive optimal rates of convergence of
Legendre projections for analytic and differentiable functions in the maximum norm.
For analytic functions, we show that the best polynomial approximation of degree
n is better than the Legendre projection of the same degree by a factor of n1/2.
For differentiable functions such as piecewise analytic functions and functions of
fractional smoothness, however, we show that the best approximation is better than
the Legendre projection by only some constant factors. Our results provide some
new insights into the approximability of Legendre projections.
Keywords: Legendre projection, best polynomial approximation, Chebyshev pro-
jection, optimal rate of convergence, analytic functions, differentiable functions
AMS classifications: 41A25, 41A10
1 Introduction
The Legendre polynomials are one of the most important sequences of orthogonal poly-
nomials which have been extensively used in many branches of scientific computing such
as approximation theory, Gauss-type quadrature, special functions, p-version of the fi-
nite element method and spectral methods for differential and integral equations (see,
e.g., [6, 9, 10, 12, 13, 20, 23, 24, 26]). Among these applications, Legendre polynomials
are particularly appealing owing to their superior properties: (i) they have excellent er-
ror properties in the approximation of a globally smooth function; (ii) quadrature rules
based on their zeros or extrema are optimal in the sense of maximizing the exactness
of polynomials; (iii) they are orthogonal with respect to the uniform weight function
ω(x) = 1 which makes them preferable in Galerkin methods for PDEs.
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Let n ≥ 0 be an integer and let Pn(x) denote the Legendre polynomial of degree n
which is normalized by Pn(1) = 1. The sequence of Legendre polynomials {Pn(x)} forms
a system of polynomials orthogonal over Ω = [−1, 1] and∫ 1
−1
Pn(x)Pm(x)dx =
2
2n+ 1
δmn, (1.1)
where δmn is the Kronecker delta. Given a real-valued function f(x) which belongs
to a Lipschitz class of order larger than 1/2 on Ω = [−1, 1], then it has the following
uniformly convergent Legendre series expansion [25]
f(x) =
∞∑
k=0
akPk(x), ak =
(
k +
1
2
)∫ 1
−1
f(x)Pk(x)dx. (1.2)
Let Pn(f) denote the truncated Legendre expansion of degree n, i.e.,
Pn(f) =
n∑
k=0
akPk(x). (1.3)
which is also known as the Legendre projection. It is well known that this polynomial is
the best polynomial approximation to f(x) in the L2 norm with respect to the Legendre
weight ω(x) = 1. The computation of the first n + 1 Legendre coefficients {ak}nk=0 has
received much attention over the past decade and fast algorithms with only O(n log2 n)
arithmetical operations are available (see, e.g., [2, 14, 28]).
Besides Legendre polynomials, another widely used sequence of orthogonal polyno-
mials is the Chebyshev polynomials, i.e., Tk(x) = cos(k arccos(x)). Suppose that f(x) is
Dini-Lipschitz continuous on Ω = [−1, 1], then it has the following uniformly convergent
Chebyshev series [17, Theorem 5.7]
f(x) =
∞∑
k=0
′ckTk(x), ck =
2
π
∫ 1
−1
f(x)Tk(x)√
1− x2 dx, (1.4)
where the prime indicates that the first term of the sum is halved. Let Cn(f) denote the
truncated Chebyshev expansion of degree n, i.e.,
Cn(f) =
n∑
k=0
akTk(x), (1.5)
which is also known as the Chebyshev projection. It is well known that Cn(f) is the
best polynomial approximation to f(x) in the L2 norm with respect to the Chebyshev
weight ω(x) = (1 − x2)−1/2 and the first n + 1 Chebyshev coefficients {ck}nk=0 can be
evaluated efficiently by making use of the FFT in only O(n log n) operations (see, e.g.,
[17, Section 5.2.2]).
Let Bn(f) denote the best approximation polynomial of degree n to f on Ω = [−1, 1]
in the maximum norm. If f is continuous on Ω, it is well known that Bn(f) exists and
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is unique. From the point of view of polynomial approximation in the maximum norm,
it is clear that Bn(f) is more accurate than Pn(f) and Cn(f). However, explicit expres-
sions for Bn(f) are generally impossible to obtain since the dependence of Bn(f) on f is
nonlinear and Remez-type algorithms, which are realized by iterative procedures, have
been developed for computing Bn(f) (see, e.g., [29, Chapter 10]). Although algorithms
are available, they are still time-consuming when n is in the thousands or higher. Obvi-
ously, this leads us to face an inevitable dilemma of whether the increase in accuracy is
sufficient to justify the extra cost of computing Bn(f).
With these three approaches, a natural question is: How much better is the accuracy
of Bn(f) than Cn(f) and Pn(f) in the maximum norm? For the case of Cn(f) where
f ∈ C[−1, 1], it has been shown in [21, Theorem 2.2] that the maximum error of Cn(f)
is inferior to that of Bn(f) by at most a logarithmic factor, i.e.,
‖f − Cn(f)‖∞ ≤
(
4
π2
log n+ 4
)
‖f − Bn(f)‖∞. (1.6)
For the case of Pn(f), there has been widespread results in monographs and literatures
that the maximum error of Pn(f) is inferior to that of Bn(f) by at most a factor of n1/2.
We summarize here existing results from two perspectives:
• For f ∈ C[−1, 1], it is well known that
‖f − Pn(f)‖∞ ≤ (1 + Λn) ‖f − Bn(f)‖∞, (1.7)
where Λn = supf 6=0 ‖Pn(f)‖∞/‖f‖∞ is the Lebesgue constant of Pn(f). Further-
more, Qu and Wong in [18, Equation (1.10)] showed that
Λn =
n+ 1
2
∫ 1
−1
∣∣∣P (1,0)n (x)∣∣∣ dx = 23/2√π n1/2 +O(1),
where P
(1,0)
n (x) is the Jacobi polynomial of degree n with α = 1 and β = 0. Hence
we can conclude that the rate of convergence of Pn(f) is slower than that of Bn(f)
by a factor of n1/2.
• Under the assumption that f, f ′, . . . , f (m−1) are absolutely continuous, f (m) is
of bounded variation and ‖f (m)‖T < ∞ where m ≥ 1 is an integer and ‖ · ‖T
denotes some weighted semi-norm. It has been shown in [30, 32] that the Legendre
coefficients of f satisfy |ak| = O(k−m−1/2). As a direct consequence we obtain
‖f − Pn(f)‖∞ ≤
∞∑
k=n+1
|ak| = O(n−m+1/2), (1.8)
where we have used the inequality |Pk(x)| ≤ 1 (see, e.g., [24, p. 94]). Notice that
the rate of convergence of Bn(f) for such functions is O(n−m) as n → ∞ [27,
Chapter 7]. Again, we see that the rate of convergence of Pn(f) is slower than
that of Bn(f) by a factor of n1/2.
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Is the rate of convergence of Pn(f) really slower than Bn(f) by a factor of n1/2? Let us
consider a motivating example f(x) = |x|, which is absolutely continuous on Ω = [−1, 1]
and its first-order derivative is of bounded variation. Moreover, it has been shown in [32,
Equation (2.11)] that the Legendre coefficients of f satisfy the following sharp bound
|ak| ≤ 4√
π(2k − 3)
(
k − 1
2
)−1
= O(k−3/2), (1.9)
where k ≥ 2 is even and ak = 0 when k is odd. We now consider the rate of convergence
of Bn(f), Cn(f) and Pn(f). For Bn(f) and Cn(f), it is well know that their rates of
convergence are O(n−1) as n→∞ (see, e.g., [29, Chapter 7]). For Pn(f), however, from
(1.7) and (1.8) we can deduce that the predicted rate of convergence of Pn(f) is only
O(n−1/2). Unexpectedly, we observed in [32, Figure 3] that the rate of convergence of
Pn(f) is actually O(n−1) as n→∞, which is the same as that of Bn(f) and Cn(f). This
unexpected observation reminds us that existing results on the rate of convergence of
Pn(f) may be suboptimal.
In this paper, we aim to investigate the optimal rate of convergence of Pn(f) in the
maximum norm. For analytic functions, we show that the optimal rate of convergence
of Pn(f) is indeed slower than that of Bn(f) and Cn(f) by a factor of n1/2, although
all three approaches converge exponentially fast. For differentiable functions such as
piecewise analytic functions and functions of fractional smoothness, however, we shall
improve existing results in (1.7) and (1.8) and show that the optimal rate of convergence
of Pn(f) is actually the same as that of Bn(f) and Cn(f), i.e., the accuracy of Pn(f) is
inferior to that of Bn(f) by only some constant factors. This result appear to be new
and of interest.
The rest of this paper is organized as follows. In the next section, we present some
experimental observations on the maximum error of Pn(f) with Bn(f) and Cn(f). In
section 3, we analyze the convergence behavior of Pn(f) for analytic functions. An
explicit error bound for Pn(f) is established and it is optimal in the sense that it can
not be improved with respect to n. In section 4 we analyze the convergence behavior
of Pn(f) for piecewise analytic functions and functions with derivatives of bounded
variation. We extend our discussion to functions of fractional smoothness in section 5
and give some concluding remarks in section 6.
2 Experimental observations
In this section, we present some experimental observations on the comparison of the
rate of convergence of Cn(f), Pn(f) and Bn(f). In order to quantify more precisely the
difference in the rate of convergence, we define the ratio of the maximum errors of Bn(f)
to Pn(f) and Cn(f) as
RL(n) = ‖f − Bn(f)‖∞‖f −Pn(f)‖∞ , R
C(n) =
‖f − Bn(f)‖∞
‖f − Cn(f)‖∞ . (2.1)
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In Figure 1 we show the maximum error of three approximations as a function of n for
the three analytic functions f(x) = exp(x5), ln(1.2+x), (1+4x2)−1 and RL(n) scaled by
n1/2 and RCn (n). From the top row of Figure 1, we see that the rate of convergence of
Bn(f) is almost indistinguishable with that of Cn(f). Moreover, both rates of convergence
of Bn(f) and Cn(f) are better than that of Pn(f). From the bottom row of Figure 1,
we see that each ratio RL(n) scaled by n1/2 approaches a finite asymptote as n grows,
which implies that the rate of convergence of Bn(f) is faster than that of Pn(f) by a
factor of n1/2. On the other hand, each ratio RC(n) approaches a finite asymptote as n
grows (0.6 ≤ RC(n) ≤ 0.7), which implies that Bn(f) is better than Cn(f) by only some
constant factors.
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Figure 1: Top row shows the log plot of the maximum error of Bn(f) (circles), Cn(f)
(stars) and Pn(f) (dots) for f(x) = exp(x5) (left), f(x) = ln(1.2 + x) (middle) and
f(x) = 1/(1 + 4x2) (right). Bottom row shows n1/2RL(n) (dots) and RC(n) (circles).
Here n ranges from 1 to 30.
In Figure 2 we show the maximum error of three approximations as a function of
n for the three differentiable functions f(x) = exp(−1/x2), (x − 12 )3+, | sin(5x)| and the
corresponding ratios RL(n) and RC(n). For the first test function, it is infinitely differ-
entiable on [−1, 1]. For the second test function, it is a spline function whose definition is
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given in (4.19). Moreover, f ∈ C2[−1, 1] and f ′′′ is of bounded variation on [−1, 1]. For
the last function, it is absolutely continuous and f ′ is of bounded variation on [−1, 1].
From the top row of Figure 2 we observe that all three methods Bn(f), Cn(f) and Pn(f)
converge at the same rate. From the bottom row of Figure 2 we see that each ratio
RL(n) and RC(n) oscillates around or converges to a finite asymptote as n→∞, which
implies that Bn(f) is better than Cn(f) and Pn(f) by only some constant factors (for
the last two functions, note that RL(n) and RC(n) approach about 1/2 as n→∞, and
thus Bn(f) is better than Cn(f) and Pn(f) by a factor of 2).
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Figure 2: Top row shows the log-log plot of the maximum error of Bn(f) (circles), Cn(f)
(stars) and Pn(f) (dots) for f(x) = exp(−1/x2) (left), f(x) = (x − 12 )3+ (middle) and
f(x) = | sin(5x)| (right). Bottom row shows the corresponding RL(n) (dots) and RC(n)
(circles). Here n ranges from 1 to 100.
In summary, the above observations suggest the following conclusions:
• For analytic functions, the rate of convergence of Bn(f) is better than that of Cn(f)
by some constant factors and is better than that of Pn(f) by a factor of n1/2;
• For differentiable functions, however, the rate of convergence of Bn(f) is better
than that of Cn(f) and Pn(f) by only some constant factors.
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How to explain these observations? Regarding the convergence behavior of Cn(f), sharp
bounds for its maximum error have received much attention in recent years. We collect
the results in the following.
Theorem 2.1 ([29]). If f is analytic with |f(z)| ≤ M in the region bounded by the
ellipse with foci ±1 and major and minor semiaxis lengths summing to ρ > 1, then for
each n ≥ 0,
‖f − Cn(f)‖∞ ≤ 2M
ρn(ρ− 1) . (2.2)
If f, f ′, . . . , f (m−1) are absolutely continuous on [−1, 1] and f (m) is of bounded variation
Vm for some integer m ≥ 1, then for each n ≥ m+ 1,
‖f − Cn(f)‖∞ ≤ 2Vm
πm(n−m)m . (2.3)
A few remarks on Theorem 2.1 are in order.
Remark 2.2. Notice that these functions f(x) = exp(−1/x2), (x − 12 )3+, | sin(5x)| corre-
spond to m = ∞, m = 3 and m = 1, respectively. As a consequence, we can deduce
from (2.3) that the rates of convergence of Cn(f) are O(n−k) for any k ∈ N, O(n−3) and
O(n−1), respectively. On the other hand, we can deduce from [27, Chapter 7] that the
rates of convergence of Bn(f) for these three functions are also O(n−k) for any k ∈ N,
O(n−3) and O(n−1), respectively. Clearly, the rates of convergence of Cn(f) and Bn(f)
are of the same order, which explain the convergence behavior of Cn(f) observed in Fig-
ure 2. For discussions on the comparison of Bn(f) and Cn(f) when f is a polynomial of
degree larger than n, we refer to [8].
Remark 2.3. For differentiable functions, the bound (2.3) is only optimal for functions
with interior singularities of integer-order. For functions of fractional smoothness, op-
timal error estimates of Cn(f) was recently analyzed in [16] by introducing fractional
Sobolev-type spaces and using the fractional calculus properties of Gegenbauer func-
tions of fractional degree. We refer the interested reader to [16] for more details.
In the following sections, we shall focus on the convergence behavior of the Legendre
projection Pn(f) for analytic and several typical kinds of differentiable functions and
present some theoretical results concerning its optimal rate of convergence.
3 Optimal rate of convergence of Pn(f) for analytic func-
tions
In this section we study the optimal rate of convergence of Pn(f) for analytic functions.
Let Eρ denote the Bernstein ellipse
Eρ =
{
z ∈ C
∣∣∣∣ z = u+ u−12 , |u| = ρ ≥ 1
}
, (3.1)
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and it has foci at ±1 and the major and minor semi-axes are given by (ρ+ ρ−1)/2 and
(ρ− ρ−1)/2, respectively.
Our starting point is the contour integral expression of the Legendre coefficients.
Lemma 3.1. Suppose that f is analytic in the region bounded by the ellipse Eρ for some
ρ > 1, then for each k ≥ 0,
ak =
Γ(k + 1)Γ(12 )
Γ(k + 12)iπ
∮
Eρ
f(z)
(z ±√z2 − 1)k+1 2F1
[
k + 1, 12 ;
k + 32 ;
1
(z ±√z2 − 1)2
]
dz, (3.2)
where the sign in z ± √z2 − 1 is chosen so that |z ± √z2 − 1| > 1, Γ(z) is the gamma
function and 2F1(·) is the Gauss hypergeometric function defined by
2F1
[
a, b;
c;
z
]
=
∞∑
k=0
(a)k(b)k
(c)k
zk
k!
,
and (z)k is the Pochhammer symbol.
Proof. This contour integral was first derived by Iserles in [14] for the purpose of design-
ing some fast algorithms for computing {ak}nk=0. The idea of his derivation is based on
writing ak as a linear combination of {f (j)(0)} and then as an integral transform with a
Gauss hypergeometric function as its kernel. After that, a hypergeometric transforma-
tion was used to replace the original kernel by a new one that converges rapidly, which
finally leads to (3.2). More recently, a new and simpler approach for the derivation of
(3.2) was proposed in [31] and the idea is simply to rearrange the Chebyshev coefficients
of the second kind. We refer the interested reader to [14, 31] for more details.
In the following, we state some new upper bounds for the Legendre coefficients,
which are simpler but slightly crude than the result stated in [31]. As will be shown
later, these new bounds allow us to establish a new and explicit error bound for the
Legendre projection Pn(f).
Lemma 3.2. Suppose that f is analytic in the region bounded by the ellipse Eρ for some
ρ > 1, then for each k ≥ 0,
|a0| ≤ D(ρ)
2
, |ak| ≤ D(ρ)k
1/2
ρk
, k ≥ 1, (3.3)
where D(ρ) is defined by
D(ρ) =
2L(Eρ)
π
√
ρ2 − 1
max
z∈Eρ
|f(z)|. (3.4)
Here L(Eρ) denotes the length of the circumference of Eρ.
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Proof. From Lemma 3.1, we immediately obtain
|ak| ≤
Γ(k + 1)Γ(12 )
Γ(k + 12 )π
2F1
[
k + 1, 12 ;
k + 32 ;
1
ρ2
]
L(Eρ)
ρk+1
max
z∈Eρ
|f(z)|. (3.5)
For k ≥ 0, using [19, Equation (15.6.1)] we see that
2F1
[
k + 1, 12 ;
k + 32 ;
1
ρ2
]
=
Γ(k + 32)
Γ(k + 1)Γ(12 )
∫ 1
0
tk(1− t)−1/2
(
1− t
ρ2
)−1/2
dt
≤ Γ(k +
3
2)
Γ(k + 1)Γ(12 )
∫ 1
0
tk(1− t)−1/2dt
(
1− 1
ρ2
)−1/2
=
(
1− 1
ρ2
)−1/2
. (3.6)
Combining (3.5) and (3.6), the bound for |a0| follows immediately. We now consider the
case k ≥ 1. To establish an explicit bound for the ratio of gamma functions in (3.5), we
define the following sequence
ψ(k) =
Γ(k + 1)Γ(12 )
Γ(k + 12)
k−1/2.
It can be easily shown that the sequence {ψ(k)} is strictly decreasing. Hence, we obtain
ψ(k) ≤ ψ(1) = 2 ⇒ Γ(k + 1)Γ(
1
2 )
Γ(k + 12)
≤ 2k1/2. (3.7)
Combining (3.5), (3.6) and (3.7) gives the desired result. This completes the proof.
Remark 3.3. Sharp bounds for the Legendre coefficients of analytic functions were stud-
ied in [30, 31, 33, 35] with different approaches. The new bound (3.3) is slightly crude
than the latest result stated in [31, Corollary 4.5] by a factor of up to 2/π1/2(≈ 1.13)
since we have established a uniform bound for ψ(k) in (3.7). However, the factor D(ρ)
in (3.4) is independent of k, which is more convenient when applying (3.3) to refine a
simple error bound of Pn(f), as will be shown below.
Remark 3.4. The length of the circumference of Eρ is given by L(Eρ) = 4E(ε)/ε, where
ε = 2/(ρ + ρ−1) and E(z) is the complete ellipse integral of the second kind (see, e.g.,
[19, Equation (19.9.9)]). For various approximation formulas of L(Eρ), we refer to the
survey article [1] for an extensive discussion. Moreover, sharp bounds of L(Eρ) are also
available (see, e.g., [15]), i.e.,
L(Eρ) ≤ 2
(
ρ+
1
ρ
)
+ 2
(π
2
− 1
)(
ρ− 1
ρ
)
, ρ ≥ 1, (3.8)
and the above inequality becomes an equality when ρ = 1 or ρ→∞.
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With the above Lemma at hand, we are now able to establish an explicit error bound
for the Legendre projection Pn(f) in the L∞ norm. Moreover, we show that the derived
error bound is optimal up to a constant factor.
Theorem 3.5. Suppose that f is analytic in the region bounded by the ellipse Eρ for
some ρ > 1. Then, for each n ≥ 0,
‖f − Pn(f)‖∞ ≤ D(ρ)
ρn
[
(n+ 1)1/2
ρ− 1 +
(n+ 1)−1/2
(ρ− 1)2
]
. (3.9)
Up to constant factors, the bound on the right hand side is optimal in the sense that it
can not be improved in any negative powers of n further.
Proof. As a consequence of Lemma 3.2, we obtain that
‖f − Pn(f)‖∞ ≤
∞∑
k=n+1
|ak| ≤ D(ρ)
∞∑
k=n+1
k1/2
ρk
. (3.10)
For the last sum in (3.10), we have
∞∑
k=n+1
k1/2
ρk
≤ (n+ 1)−1/2
∞∑
k=n+1
k
ρk
=
1
ρn
[
(n + 1)1/2
ρ− 1 +
(n+ 1)−1/2
(ρ− 1)2
]
.
This proves the bound (3.9).
We now turn to prove the optimality of the bound (3.9). By contradiction suppose
that it can be further improved in a negative power of n, i.e.,
‖f − Pn(f)‖∞ ≤ n−γD(ρ)
ρn
[
(n+ 1)1/2
ρ− 1 +
(n+ 1)−1/2
(ρ− 1)2
]
, (3.11)
where γ > 0. Let us consider a concrete function, e.g., f(x) = (x−2)−1. It is easily seen
that this function has a simple pole at x = 2 and therefore ρ ≤ 2 +√3− ǫ, where ǫ > 0
may be taken arbitrary small. On the other hand, using Lemma 3.1 and the residue
theorem, we can write the Legendre coefficients of f(x) as
ak =
Γ(k + 1)Γ(12 )
Γ(k + 12 )
2F1
[
k + 1, 12 ;
k + 32 ;
1
(2 +
√
3)2
]
(−2)
(2 +
√
3)k+1
. (3.12)
Clearly, ak < 0 for all k ≥ 0, and it is easy to check that the sequence {−ak}∞k=0 is
strictly decreasing. Now, we consider the error of the Legendre projection at the point
x = 1. In view of Pk(1) = 1 for k ≥ 0, we obtain that
|f(x)− Pn(f)|x=1 =
∞∑
k=n+1
(−ak) ≥ −an+1.
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Thus, combining the above bound with (3.11) yields
−an+1 ≤ ‖f(x)− Pn(f)‖∞ ≤ n−γD(ρ)
ρn
[
(n+ 1)1/2
ρ− 1 +
(n+ 1)−1/2
(ρ− 1)2
]
. (3.13)
Furthermore, from (3.12) we can deduce that the lower bound of ‖f(x) − Pn(f)‖∞
behaves like |an+1| = O(n1/2(2 +
√
3)−n) and the upper bound of ‖f(x) − Pn(f)‖∞
behaves like O(n1/2−γ(2 +
√
3 − ǫ)−n) as n → ∞. Clearly, this leads to an obvious
contradiction since the upper bound may be smaller than the lower bound when ǫ is
sufficiently small. Therefore, we can conclude that the derived bound (3.9) is optimal
in the sense that it can not be improved in any negative powers of n further. This
completes the proof.
Remark 3.6. From [7, p. 131] we know that
π
4
max
k≥n
{|ck|} ≤ ‖f − Bn(f)‖∞ ≤
∞∑
k=n+1
|ck|. (3.14)
Moreover, from [4, p. 95] we know that |ck| ≤ 2maxz∈Eρ |f(z)|ρ−k, and thus the rate of
convergence of Bn(f) is O(ρ−n) as n→∞, i.e., ‖f−Bn(f)‖∞ = O(ρ−n). Comparing this
with (3.9), it is easy to see that the rate of convergence of Bn(f) is O(n1/2) faster than
that of Pn(f). Moreover, comparing (3.9) and (2.2), we see that the rate of convergence of
Cn(f) is also O(n1/2) faster than that of Pn(f). These explain the convergence behavior
of Pn(f), Cn(f) and Bn(f) illustrated in Figure 1.
4 Optimal rate of convergence of Pn(f) for functions with
derivatives of bounded variation
In this section we study optimal rate of convergence of Pn(f) for differentiable functions
with derivatives of bounded variation. We start with the case of piecewise analytic
functions and then extend our discussion to the case of functions whose mth order
derivative is of bounded variation. Throughout this paper, we denote by K a generic
positive constant independent of n.
4.1 Piecewise analytic functions
We first introduce the definition of piecewise analytic function (see, e.g., [22]).
Definition 4.1. Let f be a piecewise analytic function and f ∈ Cm−1[−1, 1], where
m ≥ 1 is an integer, by which we mean f ∈ Cm−1[−1, 1] and there exist points
−1 < ξ1 < ξ2 < · · · < ξℓ < 1
such that f is analytic on each of the closed intervals [−1, ξ1], [ξ1, ξ2], . . . , [ξℓ, 1], but f
itself is not analytic at each point ξ1, . . . , ξℓ.
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In order to analyze the convergence behavior of Pn(f), we first rewrite it as
Pn(f) =
n∑
k=0
Pk(x)
(
k +
1
2
)∫ 1
−1
f(y)Pk(y)dy =
∫ 1
−1
f(y)Dn(x, y)dy, (4.1)
where Dn(x, y) is the Dirichlet kernel of Legendre polynomials defined by
Dn(x, y) =
n∑
k=0
(
k +
1
2
)
Pk(x)Pk(y). (4.2)
By means of the Christoffel-Darboux identity for Legendre polynomials [24, p. 51], the
Dirichlet kernel can also be written as
Dn(x, y) =
n+ 1
2
[
Pn+1(x)Pn(y)− Pn+1(y)Pn(x)
x− y
]
. (4.3)
In the following we give two useful lemmas.
Lemma 4.2. For |x| ≤ 1 and n ≥ 0, we have
|Pn(x)| ≤
√
2
π
(
n+
1
2
)−1/2
φn(x), (4.4)
where
φn(x) = min
{
(1− x2)−1/4,
√
π
2
(
n+
1
2
)1/2}
. (4.5)
Proof. Recall the Bernstein-type inequality of Legendre polynomials [3], i.e.,
(1− x2)1/4|Pn(x)| <
√
2
π
(
n+
1
2
)−1/2
, x ∈ [−1, 1],
and the bound is optimal in the sense that the factor (n+1/2)−1/2 can not be improved
to (n+1/2+ ǫ)−1/2 for any ǫ > 0 and the constant
√
2/π is best possible. On the other
hand, recall the well known inequality |Pn(x)| ≤ 1. Combining these two inequalities
give the desired result.
Lemma 4.3. For |x| ≤ 1 and |y| ≤ 1, then
|Dn(x, y)| ≤ (n + 1)
2
2
. (4.6)
For |x| ≤ 1 and |y| ≤ 1− δ where δ ∈ (0, 1). Then, we have
|Dn(x, y)| ≤ Kn, n≫ 1. (4.7)
12
Proof. As for (4.6), it follows from (4.2) and the inequality |Pk(x)| ≤ 1. As for (4.7),
we split our discussion into two cases: |x− y| < δ/2 or |x− y| ≥ δ/2. In the case when
|x− y| < δ/2. By (4.2) and Lemma 4.2 we obtain that
|Dn(x, y)| ≤ 2
π
n∑
k=0
φk(x)φk(y) ≤ 2(n + 1)
π
(1− x2)−1/4(1− y2)−1/4. (4.8)
For |y| ≤ 1− δ, it is easily verified that |x| ≤ 1− δ/2, and therefore,
|Dn(x, y)| ≤ 2(n + 1)
π
(
1−
(
1− δ
2
)2)−1/4
(1− (1− δ)2)−1/4
=
2(n + 1)
π
δ−1/2
(
1− δ
4
)−1/4
(2− δ)−1/4
= O(n). (4.9)
Next, we consider the case |x− y| ≥ δ/2. From (4.3) and Lemma 4.2 it follows that
|Dn(x, y)| ≤ n+ 1
δ
√
2
π
((
n+
1
2
)−1/2
φn(y) +
(
n+
3
2
)−1/2
φn+1(y)
)
.
≤ 2(n + 1)
δ
√
2
π
(
n+
1
2
)−1/2
(1− y2)−1/4
≤ 2
δ5/4
√
2
π
(2− δ)−1/4(n+ 1)
(
n+
1
2
)−1/2
= O(n1/2). (4.10)
Finally, the desired result (4.7) follows from (4.9) and (4.10). This completes the proof.
We are now ready to state the first main result of this section.
Theorem 4.4. Assume that f ∈ Cm−1[−1, 1] is piecewise analytic on [−1, 1] for some
integer m ≥ 1. Then, for n≫ 1, we have
‖f − Pn(f)‖∞ ≤ Kn−m. (4.11)
Up to constant factors, the bound on the right hand side is optimal in the sense that it
is the same as that of Bn(f).
Proof. Since f ∈ Cm−1[−1, 1] and is piecewise analytic on [−1, 1], we obtain from [22,
Theorem 3] that there exists a polynomial pn of degree n such that for all x ∈ [−1, 1]
|f(x)− pn(x)| ≤ C
nm
e−cn
αd(x)β , (4.12)
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where α ∈ (0, 1) and β ≥ α or α = 1 and β > 1, d(x) = min1≤k≤ℓ |x− ξk| and C, c are
some positive constants. Here {ξ1, . . . , ξℓ} are the points of singularity of f defined in
the Definition 4.1. Taking α = β ∈ (0, 1) and recalling that Pn(f) ≡ f whenever f is a
polynomial of degree up to n, we immediately obtain
|f −Pn(f)| ≤ |f − pn|+ |Pn(f − pn)|
≤ C
nm
e−c(nd(x))
α
+
C
nm
∫ 1
−1
e−c(nd(y))
α |Dn(x, y)|dy, (4.13)
where we have used (4.12) and (4.1) in the last step. It remains to show the last integral
in (4.13) behaves like O(1) as n→∞. For simplicity of presentation, we denote it by I.
Moreover, we let I1 = [ξ1 − ǫ, ξ1 + ǫ], . . . , Iℓ = [ξℓ − ǫ, ξℓ + ǫ], where ǫ > 0 is chosen to be
small enough so that these subintervals I1, . . . , Iℓ are contained in the interior of [−1, 1],
i.e., I1, . . . , Iℓ ⊂ [−1, 1]. Then
I =
ℓ∑
k=1
∫
Ik
e−c(nd(y))
α |Dn(x, y)|dy +
∫
[−1,1]\
⋃ℓ
k=1 Ik
e−c(nd(y))
α |Dn(x, y)|dy. (4.14)
For the former sum in (4.14), notice that d(y) = |y − ξk| when y ∈ Ik, and thus we get
ℓ∑
k=1
∫
Ik
e−c(nd(y))
α |Dn(x, y)|dy =
ℓ∑
k=1
∫ ξk+ǫ
ξk−ǫ
e−c(n|y−ξk|)
α |Dn(x, y)|dy
= 2
ℓ∑
k=1
∫ ǫ
0
e−c(nt)
α |Dn(x, t+ ξk)|dt,
where we applied the change of variable y = t+ ξk in the last step. Furthermore, using
(4.7) and a change of variable z = nt, we obtain
ℓ∑
k=1
∫
Ik
e−c(nd(y))
α |Dn(x, y)|dy ≤ 2Kℓn
∫ ǫ
0
e−c(nt)
α
dt
≤ 2Kℓ
∫ ∞
0
e−cz
α
dz
= 2Kℓ
Γ(α−1)
αc1/α
. (4.15)
For the second term in (4.14), notice that d(y) ≥ ǫ when y ∈ [−1, 1]\⋃ℓk=1 Ik, we obtain∫
[−1,1]\
⋃ℓ
k=1 Ik
e−c(nd(y))
α |Dn(x, y)|dy ≤ e−c(nǫ)α
∫
[−1,1]\
⋃ℓ
k=1 Ik
|Dn(x, y)|dy
≤ (n+ 1)2e−c(nǫ)α , (4.16)
where we have used (4.6) in the last step. Combining (4.13), (4.15) and (4.16) gives the
desired result. This completes the proof.
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Remark 4.5. Notice that these three functions f(x) = exp(−1/x2), (x − 12)3+, | sin(5x)|
are all piecewise analytic functions on [−1, 1] and they correspond to m =∞, m = 3 and
m = 1, respectively. As a consequence, we can deduce from Theorem 4.4 that the rates
of convergence of Pn(f) are O(n−m) for any m ∈ N, O(n−3) and O(n−1), respectively.
Clearly, these rates of convergence are the same order as that of Bn(f) and Cn(f), which
explain the convergence behavior of Pn(f) observed in Figure 2.
Remark 4.6. In Figure 3 we plot the pointwise error of Pn(f) for the function f(x) =
(x − 12 )+. It is clear to see that the maximum error of Pn(f), i.e., ‖f − Pn(f)‖∞, is
achieved at the singularity of f . Moreover, we also observe that the accuracy of Pn(f) is
much more accurate than Bn(f) except at the very small neighborhood of the singularity.
A similar phenomenon for Chebyshev interpolants has been observed in [29, Chapter 16].
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Figure 3: Pointwise error of Pn(f) (blue) and Bn(f) (red) for n = 50 (left) and n = 100
(right). Here we choose f(x) = (x− 12)+.
4.2 Differentiable functions with derivatives of bounded variation
In this section we consider the case of differentiable functions with derivatives of bounded
variation. Specifically, suppose that f, f ′, . . . , f (m−1) are absolutely continuous and f (m)
is of bounded variation on [−1, 1] for some integer m ≥ 1. Since f = Pn(f) for f ∈ Pn,
using Peano kernel theorem [5, Section 4.2] we obtain
f(x)− Pn(f) =
∫ 1
−1
f (m)(t)Km(x, t)dt, (4.17)
where Km(x, t) is the Peano kernel defined by
Km(x, t) =
(x− t)m−1+ − Pn((x− t)m−1+ )
(m− 1)! , (4.18)
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and
(x)r+ =
{
0, x ≤ 0,
xr, x > 0.
(4.19)
We now state some properties of the Peano kernel.
Lemma 4.7. Let Km(x, t) be the Peano kernel defined in (4.18). Then for x ∈ [−1, 1]
and n ≥ m− 1 we have
(1) For m ≥ 2, then Km(x,±1) = 0. When m = 1, then K1(x, 1) = 0.
(2) For each m ≥ 2, then ddtKm(x, t) = −Km−1(x, t).
(3) For n ≥ m, we have for any q ∈ Pn−m that
∫ 1
−1 q(t)Km(x, t)dt = 0.
(4) For x, t ∈ [−1, 1] and m ≥ 2, we have ‖Km(x, t)‖∞ ≤ Kn−m+1.
Proof. For the first assertion, notice that (x− 1)m−1+ = 0 and (x+ 1)m−1+ = (x+ 1)m−1
when m ≥ 2. Therefore, Km(x,±1) = 0. When m = 1, notice that (x − 1)0+ = 0, the
desired result follows. For the second assertion, differentiating the Peano kernel with
respect to t yields
d
dt
Km(x, t) = −
(x− t)m−2+ − Pn((x− t)m−2+ )
(m− 2)! = −Km−1(x, t).
This proves the second assertion. For the third assertion, we notice that f ≡ Pn(f)
whenever f ∈ Pn. Setting f = q ∈ Pn in (4.17) gives
q − Pn(q) =
∫ 1
−1
q(m)(t)Km(x, t)dt = 0.
Since q ∈ Pn is arbitrary, this proves the third assertion. For the last assertion, we note
that (x − t)m−1+ is a piecewise analytic function and (x − t)m−1+ ∈ Cm−2[−1, 1]. The
desired result follows from Theorem 4.4. This ends the proof.
We are now ready to state the second main result of this section.
Theorem 4.8. Assume that f, f ′, . . . , f (m−1) are absolutely continuous and f (m) is of
bounded variation on [−1, 1] for some integer m ≥ 1. Then, we have
‖f − Pn(f)‖∞ ≤ Kn−m. (4.20)
Proof. Applying the second assertion of Lemma 4.7 and integrating by parts, we obtain
f(x)− Pn(f) = −
∫ 1
−1
f (m)(t)
d
dt
Km+1(x, t)dt
= −
[
f (m)(t)Km+1(x, t)
∣∣1
−1
−
∫ 1
−1
Km+1(x, t)df
(m)(t)
]
=
∫ 1
−1
Km+1(x, t)df
(m)(t),
16
where the last integral is understood as a Riemann-Stieltjes integral and we have used
the first assertion of Lemma 4.7 in the last step. Furthermore, using the inequality of
Riemann-Stieltjes integral, we arrive at
‖f(x)− Pn(f)‖∞ ≤ ‖Km+1(x, t)‖∞V (f (m)).
where V (f (m)) is the total variation of f (m). The desired result follows from the last
assertion of Lemma 4.7.
Remark 4.9. Notice that these three functions f(x) = exp(−1/x2), (x − 12)3+, | sin(5x)|
can also be viewed as differentiable functions with derivatives of bounded variation and
they correspond to m = ∞, m = 3 and m = 1, respectively. Therefore, we can deduce
from Theorem 4.8 that the rates of convergence of Pn(f) are O(n−m) for any m ∈ N,
O(n−3) and O(n−1), respectively.
5 Extension
In this section we extend our discussion to functions of fractional smoothness. We shall
restrict our attention to some model functions for the sake of brevity and their results
will shed light on the investigation of more complicated functions.
5.1 Functions with an interior singularity of fractional order
Consider the function f(x) = |x− x0|α, where x0 ∈ (−1, 1) and α > 0 is not an integer.
Clearly, this function has an interior singularity of fractional order. To derive the optimal
rate of convergence of Pn(f), we shall combine the asymptotic estimate of the Legendre
coefficients of f and the observation in Remark 4.6.
Using [11, Equation (7.232.3)], we see that
ak =
(
k +
1
2
)∫ 1
−1
|x0 − x|αPk(x)dx
=
(
k +
1
2
)[∫ x0
−1
(x0 − x)αPk(x)dx+
∫ 1
x0
(x− x0)αPk(x)dx
]
=
(
k +
1
2
)
Γ(α+ 1)Γ(k + 1)
Γ(k + α+ 2)
[
(1− x0)α+1P (α+1,−α−1)k (x0)
+(−1)k(1 + x0)α+1P (α+1,−α−1)k (−x0)
]
, (5.1)
where P
(α+1,−α−1)
k (x) is the Jacobi polynomial of degree k. From [26, Theorem 8.21.8] we
know that P
(α,β)
k (x) = O(k
−1/2) where x ∈ (−1, 1) and α, β are arbitrary real numbers.
Combining this result with the the asymptotic behavior of the ratio of gamma functions
[19, Equation (5.11.12)], we obtain the estimate ak = O(k
−α−1/2). On the other hand,
we note that f(x) = |x − x0|α is piecewise analytic on [−1, 1] and thus, as shown in
Remark 4.6, the maximum error of Pn(f) is achieved at the very small neighborhood of
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the singularity x = x0. Using the Laplace-Heine formula of the Legendre polynomials
[26, Theorem 8.21.1], i.e., Pk(x) = O(k
−1/2) where x ∈ (−1, 1), we see at once that
‖f − Pn(f)‖∞ ≤
∞∑
k=n+1
|ak||Pk(x)| =
∞∑
k=n+1
O(k−α−1) = O(n−α). (5.2)
Moreover, this rate of convergence is optimal in the sense that it is the same as that of
Bn(f) up to constant factors (see, e.g., [27, p. 410]). Regarding Cn(f), it has been shown
in [16, Equation (4.61)] that the optimal rate of convergence of Cn(f) is also O(n−α).
Thus, Cn(f), Bn(f) and Pn(f) have the same rate of convergence for functions with an
interior singularity of fractional order.
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Figure 4: Top row shows the log plot of the maximum error of Bn(f) (circles), Cn(f)
(stars) and Pn(f) (dots) for f(x) = |x − 12 |5/2 (left), f(x) = |x − 45 |5/4 (middle) and
f(x) = |x|2/3 (right). Bottom row shows the corresponding RL(n) (dots) and RC(n)
(circles). Here n ranges from 2 to 100.
In Figure 4 we show the maximum error of three methods as a function of n for the
three functions f(x) = |x − 12 |5/2, |x − 45 |5/4, |x|2/3 and the corresponding ratios RL(n)
and RCn (n). From the top row of Figure 4 we see that all three methods Bn(f), Cn(f)
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and Pn(f) indeed converge at the same rate. Moreover, the accuracy of Cn(f) and
Pn(f) is indistinguishable. From the bottom row of Figure 4 we see that each ratio
RL(n) and RC(n) approaches a constant value as n→∞, which confirms that Bn(f) is
better than Cn(f) and Pn(f) by only some constant factors (for the three test functions,
RL(n),RC(n) ∈ [0.44, 0.49] as n → ∞ and thus Bn(f) is better than Cn(f) and Pn(f)
by a factor of up to 2.3).
5.2 Functions with endpoint singularities
Consider the functions fα(x) = (1 ± x)α, where α > 0 is not an integer. From [31,
Lemma A.1] and setting λ = 1/2, closed forms of the Legendre coefficients are given by
ak = µk
2αΓ(α+ 1)2(2k + 1)
Γ(α+ 1− k)Γ(α+ 2 + k) , k ≥ 0, (5.3)
where µk = (−1)k when f(x) = (1−x)α and µk = 1 when f(x) = (1+x)α. Furthermore,
combining the reflection formula [19, Equation (5.5.3)] and the asymptotic behavior of
the ratio of gamma functions [19, Equation (5.11.12)], we can deduce that
ak = (−1)k+1µk 2
α sin(απ)Γ(α + 1)2(2k + 1)Γ(k − α)
πΓ(k + α+ 2)
= O(k−2α−1).
An important observation is that the sequence {ak}k>α has the same constant sign when
fα(x) = (1 − x)α and has alternating signs when fα(x) = (1 + x)α. Recall Pk(±1) =
(±1)k, we can deduce that the maximum error of Pn(fα) is taken at x = 1 for fα(x) =
(1− x)α and at x = −1 for fα(x) = (1 + x)α. Therefore, we obtain for n ≥ ⌊α⌋ that
‖fα −Pn(fα)‖∞ =
∞∑
k=n+1
|ak| = O(n−2α). (5.4)
We remark that this result is optimal since the rate of convergence of Bn(fα) is O(n−2α)
(see, e.g., [27, p. 411]). Moreover, from [16] we know that the rate of convergence of
Cn(f) is also O(n−2α). Thus, these three approaches Bn(fα), Pn(fα) and Cn(fα) converge
at the same rate.
In Figure 5 we show the maximum error of Bn(f), Cn(f) and Pn(f) as a function of
n for the three functions f(x) = (1 + x)5/2, (1 − x2)3/2, cos−1(x) and the corresponding
ratios RL(n) and RCn (n). From the top row of Figure 5 we see that all three methods
indeed converge at the same rate. From the bottom row of Figure 5 we see that each
ratio RL(n) and RC(n) converges to a finite asymptote as n → ∞, which means that
Bn(f) is better than Cn(f) and Pn(f) by only some constant factors (for these three test
functions, RL(n) ∈ [0.17, 0.29] and RC(n) ∈ [0.44, 0.49] as n → ∞ and thus Bn(f) is
better than Pn(f) by at most a factor of 5.9 and is better than Cn(f) by at most a factor
of 2.3).
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Figure 5: Top row shows the log plot of the maximum error of Bn(f) (circles), Cn(f)
(stars) and Pn(f) (dots) for f(x) = (1 + x)5/2 (left), f(x) = (1 − x2)3/2 (middle) and
f(x) = cos−1(x) (right). Bottom row shows the corresponding RL(n) (dots) and RC(n)
(circles). Here n ranges from 2 to 100.
Remark 5.1. For fα(x), it has been shown in [31, Theorem 5.10] that
ak
ck
=
Γ(α+ 1)
Γ(α+ 12)
π1/2 +O(k−1). (5.5)
It is easy to verify that the first term on the right hand side is always greater than
one for α > 0 and is strictly increasing as α grows. Moreover, similar to the Legendre
case, we can show that the maximum error of Cn(f) is also achieved at x = ∓1 for
fα(x) = (1 ± x)α, i.e., ‖fα − Cn(fα)‖∞ =
∑∞
k=n+1 |ck|. Combining this with (5.4) and
(5.5), we can deduce that Cn(fα) is better than Pn(fα) by a constant factor of Γ(α+1)Γ(α+ 1
2
)
π1/2
as n→∞. This means that the larger α, the better the accuracy of Cn(fα) than Pn(fα),
and this phenomenon can be seen clearly from the bottom row of Figure 5.
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6 Concluding remarks
In this paper we have studied the optimal rate of convergence of Legendre projections
Pn(f) in the L∞ norm for analytic and differentiable functions. For analytic functions,
we showed that the optimal rate of convergence of Bn(f) is faster than that of Pn(f)
by a factor of n1/2. For differentiable functions such as piecewise analytic functions
and functions of fractional smoothness, however, we improved the existing results and
showed that the rate of convergence of Bn(f) is better than that of Pn(f) by only some
constant factors (the factor is between 2 to 6 for most of examples displayed in this
paper). Our results provide new insights into the approximability of Pn(f).
Finally, we present some problems for future research:
• In Figure 3, we have illustrated the pointwise error of Pn(f). It can be seen that
Pn(f) converges actually much faster than Bn(f) when x is far from the singularity
of f . It would be interesting to establish a precise estimate on the rate of pointwise
convergence of Pn(f) to explain this observation.
• Gegenbauer and Jacobi projections are widely used in spectral methods for differ-
ential and integral equations and their optimal error estimates are often required
in these applications. Following the same line of Theorem 4.4, it is possible to
establish an optimal error estimate of Jacobi projections for piecewise analytic
functions by combining the result [22, Theorem 3] and some sharp estimates of
the Dirichlet kernel of Jacobi polynomials. Moreover, for functions of fractional
smoothness, it is also possible to establish some optimal error estimates of Jacobi
projections by combining the observation in Remark 4.6 and sharp estimates of
Jacobi expansion coefficients (see [34]).
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