Introduction
In this chapter a new prioritization technique has been proposed with two new prioritization factors for regression testing and with computed weights to the proposed six factors. This proposed technique prioritizes the test cases based on their weights. The procedure for computing the weights of the test cases is three fold. Firstly, to calculate the weights of the proposed factors, the factors that influence the requirements are identified. The post mortem analysis carried out (explained in section 3.3) to identify the proposed factors, reveals that the factors Usability and Application Flow have higher influence on regression test cases than Completeness and Traceability. Subsequently, the impacts of these factors on the requirements are quantified by assigning values in a ten point scale. With these factor values, factor weights are computed proportional to the mean value of each factor for all the project requirements. Intuitively, factors which have higher weights tend to be more important for the proposed test case prioritization technique.
Secondly, to compute the weight of the requirements, the factor values and the factor weights are used. Finally, the test cases are mapped towards corresponding requirements, by establishing a knowledge based mapping between them. The proposed prioritization technique has been validated and experiments have been conducted to study the effectiveness of the proposed prioritization technique on two industrial case studies and on two industrial The related work found in the literature for test case prioritization is presented in the following section.
Related work
Rothermel et al.
[Rot01] present a number of techniques that use test execution information to prioritize test cases for regression testing. These techniques are classified broadly into three categories: (i) order test cases based on total coverage of code components; (ii) order test cases based on coverage of code components previously uncovered, and (iii) order test cases based on estimated ability to reveal faults. The elaborate experiments that accompany this work several that each of the prioritization techniques improved the rate of fault detection.
In subsequent work, Elbaum et al. [Elb02] address three important questions: (i) are prioritization techniques more effective when made specific to modified versions? (ii) does granularity (e.g., statement vs function level) of coverage matter? and (iii) do inclusion of measures of likelihood of faults provide any improvements? New techniques are presented and detailed experiments suggest that version-specific prioritization improves test case ordering for the specified version; granularity and likelihood of faults do not significantly improve prioritization ordering. 
Factor identification process
To determine the two new factors involved in the proposed prioritization technique, we conduct a postmortem analysis with the same set of projects used in section 2.3.1 of chapter2. Test cases of Project-A are executed for its customer usability and application flow. Test cases of Project-B are executed for its completeness and traceability. The faults are classified into four degrees i.e. changes in requirements (4) fault impact (5) usability and (6) application flow.
Proposed prioritization technique
In this section, the rationale behind the selection of the proposed factors, computation of factor weight, the proposed prioritization technique and the steps involved in the proposed prioritization technique are presented. 
Reason for the selection of factors
Having presented the rationale behind the selection of factors (1-4) in the previous section, we now present the factors 5 and 6 viz. usability and application flow in this subsection.
i) Usability (US): It assures that an application is easy to understand. The implementation of system specification may negate some aspects of ease-of-use design which in turn may reduce the quality of the software. Each user interface requirement is analyzed for its usability and value ranges from 0 to 10 is assigned by the customer, when that requirement is considered for reuse.
Reasoning: Customer satisfaction such as the rapidity with which the software responds to the user request can be improved by considering usability of the requirement.
ii) Application flow (AF): It assures that the program performs the specified function in the manner indicated and that the functional data can be accumulated properly from run to run. Each requirement is analyzed for its flow and a value ranging from 0 to 10 is assigned by the tester when that requirement is considered for reuse.
Reasoning: The quality of the software can be improved by considering the application flow of the requirement.
Computation of factor weight
In this proposed technique, a weight is assigned for each of the proposed six factors for the project using the factor values. This factor weight is unique for a particular project and allows the user to customize the factors' importance in each project. First, the factor weights are assigned based on the discussion between customer and the development team. For more effectiveness, factor 
Proposed technique
In this proposed work, the values for all the six factors are assigned for each requirement during analysis phase. These values tend to evolve continuously during the software. Based on the mean value of the factors, weights are assigned to all the six factors for a project using equation (3.1). With factor values and factor weights of a project, the Requirement Factor Value for requirement i, RFV i is proposed to be computed by the following relation.
Here RFV i signifies the Requirement Factor Value for requirement i, which is the summation of the product of factor value and the assigned factor weight for each of the factors. The proposed RFV for requirements is represented in a value matrix and the same is given in equation (3.3).
The RFV is used in the computation of Test Case Weight (TCW). Since traceability is an important characteristic, several tools like traceability tree and
RebaTe are used in testing software. In this proposed work test cases are mapped to its associated requirements by the testers using an end-to-end Requirement 
Proposed prioritization algorithm
The 
Sort the test cases in descending order of their weights and the test cases
with a higher weight are run before others.
End

Experiments and results
The proposed prioritization technique is validated using two different validation techniques proposed and presented in section 2.4 of chapter 2. First validation technique is based on the analysis of the faults detected for a product and the second validation technique is based on the analysis of the number of test cases executed to detect the faults. Experiments have been conducted in two categories to measure the effectiveness of the proposed prioritization technique.
Category I include research methods applied on two industrial case studies and Category II includes two industrial projects. The testing and results of projects in these two categories are presented in the following subsections.
Category I
In this category of experiment, the effectiveness of the proposed prioritization technique is validated based on the rate of fault detection. Two The following steps are carried out for the two industrial case studies.
1.
Computation of the factor weight is done using equation (3.1).
2.
Computation of RFV for the requirements is carried out by applying equation (3.2).
3.
Computation of TCW for the test cases is done by applying equation (2.5).
4.
Computation of TSFD for the project which is a summation of the severities for all project failures is done by applying equation (2.6). Figure   3 .2. Mapping of test cases for both the case studies is presented in Table 3.3 and   Table 3 .4. T043-S11 R011
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After traceability mapping, the TCW of each test case is computed. The test cases are executed based on the descending order of TCW and the faults are detected. The identified faults are assigned severity values as presented in Figure   3 .3. For each project an average of 10 faults are identified. These faults are analyzed to determine the corresponding requirements. Mapping the faults to their corresponding requirements are presented in Figure 3 .4. 
Rate of fault detection
To measure the rate of faults detection, the proposed prioritization technique is compared with a random prioritization strategy for the projects.
After executing each test case in the proposed prioritized order, the test result is Table 3 .5.
The mean TPFD values for 20 Random orders are also listed in the table. To measure the effectiveness of the proposed prioritization scheme, the following null and alternative hypotheses are considered:
H 0 : TPFD for proposed prioritization scheme = Mean TPFD for Random set.
H a : TPFD for proposed prioritization scheme > Mean TPFD for Random set.
It can be observed from Table 3 .5 that TPFD values with the proposed prioritization technique (58.95 and 84.00) are greater than that of random set, for both the projects. So it is evident that the statistical significant results are in favor of H a and the proposed prioritization scheme is better than random prioritization.
The results indicate that the proposed prioritization scheme leads to improved rate of failure detection for both the projects. The difference between proposed CHAPTER 3. TCP BASED ON FACTOR WEIGHT 73 prioritization scheme and mean for twenty permutations is also found to be significant. Having described the rate of improving the fault detection, the factor contribution analysis is presented in the next subsection.
Factor contribution analysis i) Analysis of RFV and ASFD
To analyze that the requirements with higher ASFD originate from requirements with higher range of RFV. Table 3 .6 RFV range of total requirements and ASFD
ii) Contribution of factors in RFV of requirements
For both the projects, the contribution of each of the six factors towards the RFV pertaining to each requirement and the mean contribution of the overall It can be observed from Table 3.7 that for both the case studies, the highest contributor is CP followed by IC, AF and US. On an average CP, IC, US and AF contributions are 39%, 20%, 13% and 22% respectively of the total RFV for all projects. The least contributions have come from RC and FI, and are less than 5%. Since the requirements for the projects given are stable, the contribution of RC is less. But RC is likely to be a significant factor in industrial projects when there are numerous changes in requirements. Since there are very few regression test cases, the contribution of FI is less in these case studies.
However FI is likely to be a significant factor in case studies that deals with regression testing. The contribution of the six proposed factors for both the case studies is plotted on a graph and is presented in Figure 3 .6. During the execution of test cases of all faulty programs of Project-1 in the proposed prioritized order, for the first faulty program, the fault is detected 
