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Abstract—The success of deep neural networks (DNN) in machine perception applications such as image classification and speech
recognition comes at the cost of high computation and storage complexity. Inference of uncompressed large scale DNN models can
only run in the cloud with extra communication latency back and forth between cloud and end devices, while compressed DNN models
achieve real-time inference on end devices at the price of lower predictive accuracy. In order to have the best of both worlds (latency
and accuracy), we propose CacheNet, a model caching framework. CacheNet caches low-complexity models on end devices and
high-complexity (or full) models on edge or cloud servers. By exploiting temporal locality in streaming data, high cache hit and
consequently shorter latency can be achieved with no or only marginal decrease in prediction accuracy. Experiments on CIFAR-10 and
FVG have shown CacheNet is 58− 217% faster than baseline approaches that run inference tasks on end devices or edge servers
alone.
Index Terms—Edge Computing, Deep Learning, Computer Vision, Model Caching
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1 INTRODUCTION
IN recent years, deep neural networks (DNN) haveachieved tremendous successes in perception applica-
tions such as image classification, speech recognition, tar-
get tracking and machine translation. In many cases, they
outperform human beings in accuracy. However, such high
accuracy comes at the cost of high computation and storage
complexity due to large model sizes. For instance, ResNet-
152 contains 152 layers and over 60M parameters. Inference
using such large-scale DNN models cannot be accomplished
on end devices with limited computation power and storage
in real-time. As a result, many model compression tech-
niques have been proposed to reduce the size of DNN
networks often at the expense of prediction performance
[15], [18]. Therefore, application developers face a dilemma
to choose between a highly accurate model that can only
run in the cloud with extra communication latency of up-
loading raw input data and getting the results back, or local
execution of compressed models with reduced accuracy.
Is it possible to get the best of both worlds? In other words,
can we achieve a good trade-off between latency and pre-
diction accuracy? This question has to some degree been
answered by partitioning approaches [6], [12], [20]. They
mainly fall into two paradigms: 1) model partitioning: concur-
rent computing among edge nodes and/or end devices [6],
which collaboratively performs inference in parallel per a
particular sensor input; 2) computation partitioning: partition
between edge and cloud, which take a pre-trained deep
model and decide at run-time based on computation ca-
pability of local and cloud compute nodes and commu-
nication overheads where portions of computation should
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reside [12]. The inference time of both paradigms is clearly
lower bounded by the smaller (or smallest) of inference
times on the end device and a cloud node (or on all
end devices/edge nodes). Furthermore, as per computation
partitioning, since DNN models tend to be sequential, the
possible ways of partitioning are limited.
In this work, we take a drastically new approach in
addressing the trade-off between latency and prediction
accuracy of DNNs. Our approach is motivated by two
observations of perception applications with inputs from
natural scenes or human interactions. First, despite the fact
that such applications may need to handle a large number
of input classes over time, the classes of inputs commonly
encountered can be much smaller. For instance, an average
English speaking person uses about 4000 words in daily life
out of 171,476 words listed in the second edition of Oxford
English Dictionary. Secondly, there exists strong temporal
locality in terms of the types of inputs encountered in
a short period of time. This is especially true for vision
processing where rich redundancy exists among consecutive
video frames [3], [10], [16], [21].
To exploit these two properties, we propose CacheNet,
a model caching framework for deep learning inference
on edge. CacheNet is inspired by caching in the memory
hierarchy. In computer architecture, the memory hierarchy
separates computer storage (e.g., register, cache, random
access memory, etc.) based on response time [17]. Caching
increases data retrieval performance (e.g. faster response
time) by reusing previously retrieved and computed data
in the storage. Analogous to the memory hierarchy, end
devices are closer to data sources and thus have faster
response time but lower storage capacity; while an edge
server has more storage capacity but relatively longer net-
work latency. However, unlike the memory hierarchy that
only stores data, CacheNet stores DNN models. To mitigate
the limited computation power on end devices, only down-
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2sized models with high confidence in the current input data
are stored. Thanks to the temporal locality and the small
number of frequently observed classes, the cached model
only needs to be replaced infrequently.
In short, CacheNet combines model partitioning with
caching. Instead of training a single large-scale model, Cach-
eNet generates multiple small submodels each capturing a
partition of the knowledge represented by the large model.
In the proposed architecture, the end device is responsible
for selecting a locally cached model and performing the
inference; whereas the edge server stores the baseline model
and submodels, and is responsible to handle “cache misses”
when there are sufficient changes in input data. CacheNet is
agnostic to the architecture of a baseline deep model. Both
the number of submodels and the baseline deep model can
be specified by users.
We have implemented CacheNet in TensorFlow, Ten-
sorFlow Lite and NCNN. Here, TensorFlow is a high-
performance framework for neural network training, while
TensorFlow Lite and NCNN are lightweight inference
framework optimized for edge computing. CacheNet has
been evaluated on a variety of end devices and two differ-
ent datasets (CIFAR-10 [13] and FVG [22]). We found that
CacheNet outperforms end-device-only and edge-server-
only approaches in inference time without compromising
inference accuracy. For CIFAR-10, CacheNet is 2.2 times
faster than the end-device-only approach and 58% faster
than edge-server-only; for FVG, it is 1.5 times faster than
end-device-only and 71% faster than edge-server-only.
The rest of the paper is organized as follows. Section 2
describes related works to CacheNet from two perspectives:
caching and partitioning. An overview of our approach is
given in Section 3 from requirements to system level design.
In Section 4, we elaborate on aspects of training CacheNet
and formalize CacheNet mathematically. Details of inference
is provided in Section 5 from partition selection on the edge
server to cache replacement on end devices. Section 6 provides
evaluations of CacheNet on multiple end devices including
Jetson TX2, Jetson Nano, and Raspberry Pi 4. The conclusion
and future works are stated in Section 7.
2 RELATED WORKS
Existing algorithmic approaches to accelerate machine
learning inference on end devices mainly fall into three cat-
egories, namely: i) model compression, ii) computation and
model partitioning, and iii) reduction of computation in ma-
chine learning pipelines. The three categories of approaches
are orthogonal to one another and can be applied jointly.
Among the three, the latter two are closer to CacheNet and
will be discussed in further details in this section.
2.1 Computation and Model Partitioning
Partitioning splits a known neural network model into mul-
tiple parts to be executed either sequentially or concurrently
on the edge and cloud. It can be performed between layers.
By trading off between the time offloading computation to
the cloud with the time spent in local computation on edge,
a shorter latency could be achieved [12].
A more sophisticated computation partitioning was pro-
posed in distributed deep neural networks (DDNNs) [20].
DDNN was designed to perform fast and localized inference
using shallow portions of a neural network on end devices.
Using an exit point after device inference, an output is
classified locally. If the classification cannot be made due
to low confidence, the task is escalated to a higher exit
point (e.g. the edge exit) in the hierarchy until the last
exit (the cloud exit). With multiple exit points, DDNNs can
significantly reduce communication costs.
TeamNet [6] takes a different approach for computa-
tion partitioning. Rather than dividing a pre-trained neural
network structurally, it explores knowledge specialization
and trains multiple small NNs through competitive and
selective learning. During inference, the NNs are executed
in parallel on cooperative end devices. By decision-level
fusion, a master node (either one of the end devices or a
edge/cloud node) outputs the final inference results. Since
computation partitioning in TeamNet is done at model level,
it is also considered a model partitioning approach.
CacheNet bears similarity with TeamNet in training
multiple shallower models to represent the knowledge of a
single deep model. However, unlike TeamNet that requires
concurrent execution of the shallower models, CacheNet
utilizes a “selector” to determine the suitable shallow model
based on input data. In CacheNet, when a cache hit occurs,
the inference is performed on the end device only. The
overall inference time is reduced by the indexability of
specialized submodels and running the suitable submodel
locally most of the time.
2.2 Computation Reduction
Exploiting the existence of the temporal locality in input
data, several works reduce DNN inference time by reusing
all or part of previous computation results.
Glimpse is a continuous, real-time object recognition
system for camera-equipped mobile devices [3]. In Glimpse,
object recognition tasks are executed on local devices when
the communication latency between the server and mobile
device is higher than a frame-time. In addition to using a
reduced model for faster local inference, Glimpse uses an
active cache of video frames on the mobile device. A subset
of the frames in the active cache is used to track objects
on the mobile, using (stale) hints about objects that arrive
from the server from time to time. In [21], Xu et al. proposed
DeepCache, a principled cache design for deep learning in-
ference in continuous mobile vision. It breaks down an input
video frame into smaller blocks and discovers similar blocks
between consecutive frames using diamond search [21].
Computation on reusable regions (e.g., feature maps) can
thus be cached and propagated through subsequent layers
without further processing. In [1], to reduce energy drain
while maintaining good object tracking precision, the au-
thors develop a software framework called MARLIN. MAR-
LIN only uses a DNN as needed, to detect new objects or
recapture objects that significantly change in appearance. It
employs lightweight methods in between DNN executions
to track the detected objects with high fidelity. Alternatively,
we can view MARLIN as reuse the detection and classifica-
tion results by associating detected objects across multiple
frames. In [8], Guo et al. proposed FoggyCache for cross-
device approximate computation reuse. FoggyCache reuses
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Fig. 1: (a) CacheNet first partitions a neural network into multiple smaller specialized neural networks in the cloud. (b)
Owing to the temporal locality that exists in the video, the smaller specialized neural network will work well on consecutive
frames over a short period. An abrupt change of frame induces higher entropy and triggers cache replacement.
previously computed outputs by harnessing the “equiva-
lence” between different input values. Content lookup and
high quality reuse are achieved by the adoption of adaptive
locality sensitive hashing (A-LSH) and homogenized k-
nearest neighbors (H-kNN). Harnessing reuse opportunities
translates to reduced computation latency and energy con-
sumption.
All afore-mentioned approaches are orthogonal to Cach-
eNet. In DeepCache and MARLIN, a full-fledged deep
model is still needed on an end device and thus the worst-
case execution time is not reduced. This is in contrast with
CacheNet, which only runs reduced submodels locally.
3 SYSTEM DESIGN
CacheNet is a distributed inference framework on edge.
Its training phase happens in the cloud and the inference
is a collaboration between the edge server and the end
device. The intuition behind CacheNet is dividing a neural
network’s knowledge into multiple specialized partitions
(neural networks). These specialized partitions are gener-
ally a few times smaller than the original neural network,
and only the specialized partition is transferred to the end
device for inference. From the end device’s perspective, it
caches only a times smaller and specialized partition of the
knowledge, and thus its inference is times faster than the
original ones.
The challenges of partitioning are two folds: 1) each
partition must be sufficiently specialized and the combina-
tion (collaboration) of all partitions must behave roughly
equivalently to the original neural network; 2) There must
be a selector that picks the right partition given a specific
hint at a time. The first challenge was mostly solved by
TeamNet [6], while the second one has not been solved by
any approaches at this point.
In order to solve the second challenge, it is necessary
to formalize the hint as a specific representation. Inspired
by coding theory, a code vector is a good representation
as long as the mutual information between the code vector
and the input image is maximized at the training phase.
Although we have the hint representation, it is still difficult
to associate the representation with a specific portion of
the knowledge. To do so, we introduce a generator that
generates the neural network’s parameters accordingly to
the given code representation.
Thus, in training (Figure 1a), we need to 1) maximize the
mutual information between the code representation and
the input image; 2) better associate the code representation
with the specialized neural network partition; 3) train each
partition with respect to their output entropy, which has
been demonstrated practical in TeamNet [6]. CacheNet’s
system design is therefore conducted simultaneously with
respect to the above objectives.
During inference (Figure 1b), CacheNet should infer the
4code representation from a particular input image, and
then the code representation will be used as a hint to tell
which specialized partition to be cached on the end device.
Without the need to transfer the input frames to the edge
server every time, inference latency can be shortened. The
accuracy is generally not sacrificed, because there exists a
temporal locality on consecutive frames most of the time.
As long as there is not an abrupt change of the scene, a
specialized partition should work well; otherwise (e.g., in
regard to edited clips from multiple cameras, or a fast-
moving object/camera [14]), a cache replacement should be
triggered, considering a partition only holds a subset of the
knowledge.
4 TRAINING CACHENET
As illustrated in Figure 1a, to train CacheNet submodels, we
need to first divide the input data into partitions1. The index
associated with a partition is taken as an input to a neural
network generator to produce the corresponding submodel
for the partition. The encoder that maps input data to par-
tition indices and the submodels will be optimized jointly.
Next, we discuss the steps in detail.
4.1 Stacked Information Maximizing Variational Au-
toencoder (S-InfoVAE)
The purpose of this step is to map input data into a low di-
mension space for further partitioning. The low-dimension
representation should preserve the proximity among data
and allow “reconstruction” of the orignal data.
Variational Bayesian autoencoder was proposed by
Kingma and Welling [5]. The basic idea is to find a lower-
dimension latent variable underlying the corresponding
input distribution. Let z denote the latent variable and x rep-
resent the input variable. Consider a dataset D = {X,Y },
where X is drawn independently from an input probability
distribution pD(x). Suppose that pξ(z) (the prior distri-
bution of z) and the conditional probability distribution
pξ(x|z) are both parameterized by a neural network with
parameters ξ. One can find the optimal parameters ξ by
maximizing the log-likelihood as:
EpD(x) [log pξ(x)] = EpD(x)
[
logEpξ(z) [pξ(x|z)]
]
. (1)
However, the integral of the marginal likelihood pξ(x) is
generally intractable even for a moderately complex neural
network with a single non-linear hidden layer. A possible
approach [5] is to rewrite log pξ(x):
log pξ(x) = DKL(qψ(z|x)||pξ(z|x)) + L(ξ, ψ;x), (2)
where
L(ξ, ψ;x) = −DKL(qψ(z|x)||pξ(z)) + Eqψ(z|x) log pξ(x|z).
(3)
Since Kullback-Leibler divergence is always non-
negative, L(ξ, ψ;x) is a lower bound of log pξ(x), namely,
L(ξ, ψ;x) ≤ log pξ(x). (4)
1. The partitions are overlapping as will be discussed in Section 4.2.
By maximizing the lower bound L(ξ, ψ;x), the log
likelihood log pξ(x) is maximized as well. However, since
the latent variable z is of lower dimension than the input
variable x, any optimization against x may be magnified
compared to z. To counteract the imbalance problem, Zhao
et al. [23] propose to put more weight on z. Let L(ξ, ψ)
be the expectation of L(ξ, ψ;x) with respect to the input
distribution pD(x). We then have,
L(ξ, ψ) =EpD(x)L(ξ, ψ;x)
=−DKL(qψ(x, z)||pξ(x, z))
=−DKL (qψ(z)||pξ(z))
− Epξ(z) [DKL (qψ(x|z)||pξ(x|z))] .
(5)
To put more weights on z, one needs to add i) a scaling
parameter to the Kullback-Leibler divergence between qψ(z)
and pξ(z), and ii) a term of mutual information between x
and z [23]:
L∗(ξ, ψ) =− λDKL (qψ(z)||pξ(z))
− Epξ(z) [DKL (qψ(x|z)||pξ(x|z))]
+ αIqψ(x,z)(x; z).
(6)
In practice, L∗(ξ, ψ) can be rewritten into (7) for more
effective optimization [23]:
L∗(ξ, ψ) =EpD(x)Eqψ(z|x) [log pξ(x|z)]
− (1− α)EpD(x)DKL(qψ(z|x)||pξ(z))
− (α+ λ− 1)DMMD(qψ(z)||pξ(z)),
(7)
where DMMD(qψ(z)||pξ(z)) is the maximum-mean discrep-
ancy between qψ(z) and pξ(z).
Experiments show that when the latent variable z is of
far lower dimension than the input variable x, the lower
bound L∗(ξ, ψ) can not properly converge. To deal with
this problem, we propose the S-InfoVAE by keeping z at
a relative high dimension and introducing a second latent
variable z¯ of dimension two. The corresponding parameters
(or equivalently the neural networks) of the two latency
variables are stage-wisely optimized. Formally, the second
optimization objective is defined as follows:
L¯∗(ξ¯, ψ¯) = Epψ¯(z)L(ξ¯, ψ¯; z) (8)
4.2 Indexability of Low-dimension Representation
To divide data into overlapping partitions, sophisticated in-
dexes are needed. Let K be the total number of submodels,
an input parameter of CacheNet. Each input sample in D
is associated with one or more indices chosen from 1 to K
and will be used to train the corresponding submodel(s). By
allowing multiple indices per data sample or equivalently
shared training data, we facilitate knowledge sharing across
submodels. In this step, we determine the indices of input
data solely based on the low-dimension representations
from the S-InfoVAE. In subsequent sections, we will also
incorporate feedback from the resulting submodels in the
form of uncertainty.
5Recall that z¯’s are 2D vectors. To calculate the angular
distance between the vector z¯ = [z¯1z¯2] and the x-axis, the
arctan trigonometric function is applied:
θ =

arctan
z¯2
z¯1
z¯1 > 0
arctan
z¯2
z¯1
+ pi z¯1 < 0, z¯2 ≥ 0
arctan
z¯2
z¯1
− pi z¯1 < 0, z¯2 < 0
pi
2
z¯1 = 0, z¯2 > 0
−pi
2
z¯1 = 0, z¯2 < 0
0 z¯1 = 0, z¯2 = 0.
(9)
For better convergence, a small noise term  is added
to the θ. To keep the resulting angles between 0 and 2pi, a
modulo function is applied as follows:
θ˜ = (θ + ) mod 2pi. (10)
For K partitions where each partition roughly occupies
a region of 2piK , the midpoint of the k
th partition is given
by
2pi(k− 12 )
K , for k = 1, . . . ,K . Let ζ be a vector of all such
midpoints, namely:
ζ = [ζ1 . . . ζK ], ζk =
2pi
(
k − 12
)
K
. (11)
We wish to assign input samples to partitions based
on their closeness to the K midpoints in polar co-
ordinates. One straightforward approach is via a 1-
nearest neighbor search, namely, finding k that minimizes
min
(
|θ˜ − ζk|, 2pi − |θ˜ − ζk|
)
. Doing so will result in a one-
hot vector with one for the kth element and zeros for all
other elements. Instead, we choose to define a soft code c¯ as,
c¯ =
n=1∑
n=−1
exp
(
− (ζ − θ˜ + 2pin)
2
2σ2
)
, (12)
where σ is a parameter that controls the speed of decay
as θ˜ deviates from the midpoints. Clearly, each element of
c¯ is between 0 and 1, and the maximum value occurs at
k = arg mink
(
min
(
|θ˜ − ζk|, 2pi − |θ˜ − ζk|
))
.
With the soft code c¯ of some input x and a threshold τ ,
we can determine which partition(s) it belongs to as {k|c¯k ≥
τ}. Plugging (11) and (12), we have ck ≥ τ if the following
condition holds,
2pi
(
k − 12
)
K
−σ
√
−2 log τ ≤ θ˜ ≤ 2pi
(
k − 12
)
K
+σ
√
−2 log τ .
In other words, we can view mapping to soft codes
along with a suitable choice of τ and σ, having the effect
of dividing the polar coordinate space into K overlapping
sectors with width 2σ
√−2 log τ . An example of four par-
titions is given in Figure 2. When z¯ of an input x falls
into the overlapping area of sectors i and j, we view it
as contributing to the training of submodel i and j. Let γ
be the overlapping ratio (normalized by 2pi). σ can thus be
determined by,
σ =
√
−pi
2(1 + γ)2
2K2 log τ
(13)
In Figure 2, γ is set to 30% and τ equals to 0.3. When
θ˜ equals to 13pi, which is outside of the overlapping region
(Figure 2a), the data point only contributes to the training
of one submodel. When θ˜ equals to 49pi, which is in between
two midpoints 14pi and
3
4pi, the data point contributes to the
training of the two corresponding submodels.
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(a) Vector not in any overlap re-
gion (τ equals to 0.3)
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(b) Vector in an overlap region (τ
equals to 0.3)
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gion (τ equals to 0.1)
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(d) Vector in an overlap region (τ
equals to 0.1)
Fig. 2: The red straight line denotes the angle θ˜, with the red
curve indicating the amount of decay from the maximum 1
to the minimum 0 while moving away from θ˜. The red cross
maker demonstrates a value on the midpoint, with in the
brighter area telling it is above the selection threshold while
in the darker area telling below the selection threshold.
4.3 Consideration of Model Uncertainty
The soft code c¯ utilizes the angular proximity of input data
in a 2D representation. However, partitioning based on the
soft code alone does not always imply the trained model
is more specialized. The predictive uncertainty of a trained
model with respect to the input data is also indicative
of how much the model has “specialized” on the data.
Intuitively, if a model is specialized on one partition of the
input space, it should have a lower predictive uncertainty
on the prediction of the data in the partition, but higher
uncertainty on other data. In [6], we found that the entropy
computed from the softmax output of a neural network
model is a good surrogate for the uncertainty of the model
on the data. Formally, we denote H(yˆk|x, φk) the entropy of
the kth submodel parameterized by φk with respect to the
input x,
H(yˆ|x, φk) = −
∑
c
p(yˆ = c|x, φk) log p(yˆ = c|x, φk), (14)
6where p(yˆ = c|x, φk) is the predictive probability of output
c = 1, 2, ..., C for input x from submodel k.
To encourage the assignment of x to a submodel that
has the lowest predictive uncertainty, we introduce a K-
dimension vector c¯ as follows:
c¯ = [c¯1 . . . c¯K ], c¯i =
τ i = arg mink H(yˆk|x, φk)0 otherwise. (15)
Clearly, c¯ is a one-hot vector scaled by τ .
4.4 Partition of Input Data
To this end, we have obtained twoK-dimension codes c¯ and
c¯ for each input data x. To decide the final partition of input
data, we should take both into account. This can done by a
simple linear combination:
c = αc¯+ (1− α)c¯. (16)
In the experiments, we set α = 12 .
Let P(x) = {k|ck ≥ τ2} denote the indices of parti-
tions (submodels) that input x contributes to. Clearly, P(x)
cannot be an empty set since its respective c¯ contains one
element that equals to τ . In the case that the cardinality of
P(x) is greater than one, this implies that x will be used to
train multiple submodels.
4.5 Neural Network Generator
The architecture of the generator network is illustrated in
Figure 3. A neural network generator G takes an element k
in P(x) (being converted to a one-hot vector) as input and
generates the parameters φk of the kth submodel. CacheNet
is agnostic to the target neural network architecture, which
is decided by the target application. For example, for image
classification, Shake-Shake [7] has been shown to perform
well across several datasets. Given K, we scale down the
target neural network architecture to have reduced capacity.
Suppose yˆk is the prediction of the kth submodel for
x, noted by yˆk = F (x;φk). To avoid overfitting, we allow
parameter sharing across the submodels. The proportion of
parameters to be shared, the depth and the width of the
shared networks are hyper-parameters to be determined by
the neural network structure of the submodels. For an input
data x and its label y, we first compute P(x). The cross-
entropy loss for classification is given by,
JF (x, y) =
∑
k∈P(x)
H(yˆk, y) (17)
Minimizing EpD(x)JF (x, y) leads to a more accurate predic-
tion with respect to the dataset.
4.6 Training Algorithm
In CachNet, there are three networks that need to be trained,
namely, the stacked encoder, the stacked decoder and the
generator network. Since the output of the stacked encoder
contributes to the input of the generator network, they need
to be trained jointly.
The lower-dimension representation z¯ is the most infor-
mative of a particular input x if two lower bounds L∗(ξ, ψ)
𝐹’s parameters (𝜙௞)
generator (𝐺)
shared
𝛿௞
Fig. 3: The generatorG takes a one-hot vector δi as input and
generates the parameters of the ith partition. Values (either
0 or 1) of each dimension in δi are used to deactivate or
activate a corresponding branch.
and L¯∗(ξ¯, ψ¯) are maximized, and a submodel’s predictions
are the most accurate if EpD(x)JF (x, y) is minimized. Thus,
the minimization objective J should be EpD(x)JF (x, y)
added to the negation of L∗(ξ, ψ) and L¯∗(ξ¯, ψ¯):
J = EpD(x)JF (x, y)− L∗(ξ, ψ)− L¯∗(ξ¯, ψ¯). (18)
To better converge, EpD(x)JF (x, y), L∗(ξ, ψ), and
L¯∗(ξ¯, ψ¯) are optimized stage-wisely and batch-wisely. Let
J (i) be J with respect to a batch (X(i), Y (i)) drawn from
the dataset D. Suppose the generator G is parameterized by
χ, and κ is the set of {ξ, ψ, ξ¯, ψ¯, χ}. The training algorithm
should iteratively apply gradient updates to κ (or χ) with
respect to the loss function J (i) and descend to a minimum
of J (as shown in Algorithm 1).
Algorithm 1 Training CacheNet
. let η be the learning rate
. let ν be the epoch stopping gradient updates in ξ, ψ, ξ¯, ψ¯
1: procedure TRAIN(η, ν)
2: while J (i) is decreasing do
3: draw the next batch (X(i), Y (i)) from D
4: if #epoch < ν then
5: κ← κ− η∇κJ (i)
6: else
7: χ← χ− η∇χJ (i)
8: end if
9: end while
10: end procedure
5 CACHENET INFERENCE
With CacheNet, inference on end devices is accelerated
by caching submodels of lower computation complexity.
Depending on storage availability, one or multiple submod-
els can be stored on end devices. At any time, only one
7submodel is active and is used to make predictions. Given
an input data sample x, the active submodel k outputs yˆ,
the label of x and the predictive entropy H(yˆ|x, φk). If the
entropy is above a certain threshold, yˆ will be returned.
Otherwise, two situations may arise, i) x is better handled
by another cached submodel, and ii) x is better handled by
a submodel not in cache. The latter case is called a cache
miss. Like caching in memory hierarchy, CacheNet needs to
handle cache misses by replacing an cached “item” (model).
However, unique to CacheNet, the newly cached “item” is
not the input data but a suitable model.
5.1 Submodel Selection
In Section 4, a K-dimension code c¯ is computed for each in-
put data sample using S-InfoVAE and the subsequent map-
ping in polar coordinates. In the training stage, c¯ contributes
to the input to the generator network that generates the
parameters of respective submodels. In the inference stage,
c¯ can be used to select the submodel to make prediction
given an input data sample. In particular, the joint opti-
mization of S-InfoVAE, generator network and submodels
aligns the output of S-InfoVAE with the submodel that has
lowest predictive uncertainty. Thus, we can simply select the
submodel whose index corresponds to the largest element in
c¯. Note in the inference stage, we do not need to calculate
the predictive uncertainty for each submodel. Instead, only
one submodel is applied. This is one of the key differences
between CacheNet and the work in [6]. S-InfoVAE can
be executed on the end device or on the edge server. In
the former case, extra storage and computation overhead
are introduced. In the latter case, submodel storage and
selection are delegated to the edge server.
5.2 Cache Replacement
When the predictive entropy is below a preconfigured
threshold using the active submodel, the input data x is sent
to the edge server, which will perform inference on behalf
of the end device. Additionally, by submodel selection, the
edge server determines a suitable model for x. A cache miss
occurs on the end device. The newly selected submodel will
be downloaded to the device to replace an existing model.
Here, we adopt the Least Recently Used (LRU) policy and
select the model that is least recently used. By the virtue of
LRU, such a policy does not suffer from Be´la´dy’s anomaly.
In other words, as the cache size increases, the cache miss
rate does not increase.
6 EVALUATION
In this section, we evaluate CacheNet with two different
real-world datasets (the CIFAR-10 [13] and the Frontal View
Gait (FVG) dataset [22]), and test CacheNet’s performance
with respectively two different neural network models
(Shake-Shake [7] and ResNet [9]).
6.1 Datasets
CIFAR-10: CIFAR-10 [13] is a benchmark dataset for image
classification, comprised of 60, 000, 32 × 32 colored images
and 10 classes (such as automobile, bird and horse) in
total. Although CIFAR-10 is not a video dataset and is an
image classification dataset, image classification is still a
valid scenario if it is in a video processing pipeline (e.g.
where the background has been removed previously from
the video). In this case, temporal locality still applies while
consecutive images would be less redundant owing to the
earlier steps in the pipeline. For example, a horse (possibly
shot in different angles with different scales) in the video
is still likely to appear multiple times in the sequence,
even when the background has been removed (e.g. object
detection).
For fair evaluation, test images are not supposed to be
seen during training. Thus, we set aside 10, 000 images for
testing. To simulate temporal locality in a video pipeline,
the synthesized image sequence in testing is composed of a
sample of the 10, 000 images in the way that images with
the same label are concatenated together.
To reduce overfitting, data augmentation techniques are
used, including: 1) random cropping and 2) random flip-
ping. Apart from data augmentation, Shake-Shake regular-
ization has been applied to reduce overfitting [7], and batch
normalization to reduce internal covariate shift [11].
FVG: FVG is a person re-identification dataset, first intro-
duced in [22], as a collection of frontal walking videos from
226 subjects. In total it contains 2, 856 videos at 15 frames
per second with a resolution of 1920× 1080.
In contrast to other person re-identification datasets in
surveillance settings, FVG is the first to focus on the frontal
view. This makes it useful for two reasons: (i) It contains
temporal locality in the form of a fixed background and
the same subject walking towards the camera, which can
be leveraged for caching. (ii) Having a frontal view means
that it contains minimal gait cues.
To reduce the chance of overfitting and improve gener-
alization ability we use data augmentation techniques [19]
on this dataset as well. We first oversample the images
by interpolating between existing frames. This technique
preserves the extrinsic distribution while allowing us to
experiment with cache performance by varying the degree
of temporal locality. Additionally, in the original dataset the
average frame rate of each video is 15 frames per second.
That is only half of the frame rate of a HD video (generally
30-60 frames per second). Since each video sample is of the
subject walking straight towards the camera from a distance,
it contains intrinsic depth information that can be utilized
to synthesize intermediate frames. As such, we use DAIN
[2], a state of the art approach that leverages the depth
information to interpolate between the frames.
6.2 Experimental Setup
CacheNet’s performance is evaluated on two different
datasets (CIFAR-10 and FVG), three end devices (Jetson TX2,
Jetson Nano, and Raspberry Pi 4) and two deep learning
frameworks (NCNN and TensorFlow Lite). There are two
baselines to compare with: a) running a full model (Shake-
Shake-26 or ResNet-50) on an end devices (Device), and
b) offloading the full model onto an edge server (Edge).
Different thresholds are evaluated to better trade off hit
rate against accuracy: for CIFAR-10, they are 0.5, 0.6, 0.7,
0.75, and 0.8; for FVG, they are 1.5, 2.0, 2.3, 2.5, and 2.7.
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Fig. 4: For CIFAR-10, partition A is more specialized in trucks and automobiles; partition B can predict airplanes and ships
better; partition C is more certain of the horse, dog, and cat classes; partition D knows more about frogs and deer.
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Fig. 5: For FVG, partition A is more certain of person identifier (PID) 211, 019, 011, 016, 006, and 005; partition B is
specialized in PID 013, 008, 003, 015, and 215; partition C knows more about PID 010, 191, 009, 012, and 018; partition D
is more certain of PID 004, 002, 204, 017, and 001.
(Here, A larger threshold in FVG is caused by more classes
(neurons) at the output layers.) Furthermore, on the FVG
dataset, we evaluate two video frame rates 15 FPS and 30
FPS (at inference) with both trained at 60 FPS (by using data
augmentation).
The number of submodelsK is set to 4 in the experiment.
For a possible convergence, CacheNet is trained on Tensor-
Flow with 4 NVIDIA 1080TI graphic cards. Per CIFAR-10,
CacheNet partitions Shake-Shake-26 (with 26 layers) into
4 Shake-Shake-8 (with 8 layers) neural network submodels
for caching; per FVG, CacheNet partitions ResNet-50 into 4
ResNet-20 (but with fewer channels per layer).
CacheNet’s inference is distributed between the edge
server and the end device in the experiment. One submodel
is cached and runs on the end device, while submodel
storage and selection are delegated to the edge server. End
devices are evaluated with limited storage to mimic that
of end devices such as security cameras. One Intel Xeon
CPU core is enabled on the edge server to representatively
simulate those of most of WiFi access points (e.g. a 500
megahertz MIPS processor on the Arlo SmartHub) with
generally limited compute power. There is sufficient storage
on the edge server comparable to that of WiFi access points
(e.g. a 128 gigabyte SD card on the eufy HomeBase and
a 2 terabyte USB hard drive onto the Arlo SmartHub).
End devices are connected to the edge server through a
WiFi router, via WiFi 5G (802.11ac) and an Ethernet cable,
respectively.
TensorFlow submodels from training were converted to
NCNN and TensorFlow Lite submodels and stored on the
edge server. Whenever a submodel is needed, the end device
initiates an HTTP/1.1 request to the edge server, and then
the chosen submodel on the edge server is encoded in an
HTTP/1.1 and protobuf message then sent back to the end
device. OpenCV is also used in the experiment to read a
testing image sequence (video) into the memory and convert
them into tensors.
6.3 Results
Specialization: Specialization is crucial for caching because
a non-specialized partition cannot match the full model’s
performance by any chance even for a smaller subset of
input. There are two aspects we would investigate: (a)
whether similar input images are mapped to the same
partition; (b) whether input images are partitioned roughly
evenly to fully utilize the capacities of all submodels, consid-
ering both CIFAR-10 and FVG are approximately balanced
datasets.
Figure 4 and 5 illustrate the number of input images per
class being mapped (by S-InfoVAE) to a particular partition.
They answer most of our concerns: (a) A partition roughly
covers most of similar input images from the same class. e.g.
for CIFAR-10, partition A is more specialized in trucks and
automobiles; partition B knows better airplanes and ships;
for FVG, partition A is more certain of person identifier
(PID) 211, 019, 011, 016, 006, and 005; and partition B
is specialized in PID 013, 008, 003, 015, and 215. (b) In
both cases of CIFAR-10 or FVG, the areas (Figure 4 and 5)
that partitions occupy are roughly even. It implies the total
number of (image) instances they span are approximately
the same.
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Fig. 6: CIFAR-10’s and FVG’s losses both start high but
converge closer and closer to zero.
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Fig. 7: FPS and hit rate increase most of the time as the
preconfigured threshold increases. Accuracy generally de-
creases because predictions of less certainty are considered
valid. When multiple submodels outperforming the full
model (in the FVG dataset), there is a small peak observed
before the accuracy declines.
Convergence: Not all neural networks converge. Thus,
whether CacheNet is useful depends on whether it con-
verges or not per the particular dataset. In CIFAR-10 and
FVG, we can see (Figure 6) that their losses both start
high but converge closer and closer to zero. Since FVG is a
smaller dataset compared to CIFAR-10, CacheNet with FVG
converges faster (in fewer iterations) than CIFAR-10.
Cache replacement: As it is discussed in Section 5.2, if the
predictive entropy is below a preconfigured threshold, the
inference is performed locally; otherwise, it is done remotely
on the edge server. Figure 7a and 7b demonstrate that the
FPS increases as the threshold increased most of the time for
both CIFAR-10 and FVG. The reason is that the hit rate is
generally higher when the threshold is higher. Fewer cache
replacement is needed and more and more images are being
processed locally, which speeds up the inference. On the
other hand, Figure 7a and 7b show that a higher hit rate
generally comes at the cost of lower accuracy. It is because
a higher threshold allows prediction with higher entropy
(uncertainty) to become valid. Higher entropy predictions
are of lower quality that decrease the overall accuracy. We
find that in practice, it is a trade-off between hit rate and
accuracy.
Comparison to baselines: A comparison between CacheNet
and the other two baselines (Device and Edge) are shown in
Figure 8a and 8b. Medians (of all the scenarios) are taken
and standard deviations are plotted as error bars in those
figures. For CacheNet, preconfigured threshold 0.75 and 2.5
are chosen respectively per CIFAR-10 and FVG to the best
extend to trade off hit rate against accuracy. As visualized
on those figures, CacheNet is much faster than the other two
baselines: for CIFAR-10, 3.2X of Device and 1.6X of Edge; for
FVG, 2.5X of Device and 1.7X of Edge. At the same time,
the accuracy of CacheNet is comparable with that of the full
model, with only a slight drop on CIFAR-10, but increasing
a bit on FVG.
More details are given in Table 1–6. CacheNet generally
works better on end devices with more computing power
such as Jetson TX2 and Jetson Nano. Offloading to the edge
server (Edge) releases end devices’ burden thus CPU usages
are lowest among three. However, it also implies that the
computing power on the end device has not been fully
utilized. Memory usages fall into a similar pattern as that
of CPU usages. If we divide elapsed time into the time
that is run on the end device and that is performed on the
edge server (including time for upload and download), we
observe that CacheNet distributes the total (computation)
time between the end device and the edge server, while
the other two baselines are not taking the advantages of
distributed computing, that either runs locally (Device) or
computes on the edge server most of the time (Edge).
Comparison across frameworks: NCNN and TensorFlow
Lite are both lightweight deep learning framework tailored
for embedded devices with limited compute power, mem-
ory and storage. A comparison between TensorFlow Lite
and NCNN are given in Table 1–6. CacheNet with NCNN
and TensorFlow Lite both outperform the baselines. NCNN
is slightly more efficient than TensorFlow Lite for both
CIFAR-10 and FVG, while TensorFlow Lite consumes far
less memory than NCNN.
Comparison across devices: From Figure 8, we observe that
CacheNet performs better on end devices with higher com-
pute power such as Jetson TX2 and Jetson Nano. Raspberry
Pi incurs more time on submodel inference, which leads to
lower FPS. Detailed numerical comparisons can be found in
Table 1–6.
7 CONCLUSION
In this paper, we proposed CacheNet, a neural network
model caching mechanism for edge computing. In Cach-
eNet, an edge (cloud) server is responsible for the storage
and selection of neural network partitions, while an end
device with a cached partition performs inferencing most
of the time.
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TABLE 1: Experimental Results with CIFAR-10 on Jetson TX2, Jetson Nano, and Raspberry Pi 4 - NCNN
Jetson TX2 Jetson Nano Raspberry Pi 4
Device Edge CacheNet Device Edge CacheNet Device Edge CacheNet
FPS 2.85 4.89 8.02 4.25 3.83 9.53 1.57 5.60 4.77
Accuracy (%) 95.47 95.47 93.20 95.47 95.47 93.20 95.47 95.47 93.20
CPU (%) 84.53 4.25 60.26 96.83 5.96 57.23 98.65 1.21 63.75
Memory (Mb) 610.71 1.86 198.76 863.14 1.94 241.80 875.53 0.91 201.75
Time (s) 124.06 72.16 44.03 83.06 92.20 37.04 224.15 63.02 74.03
Device (s) 124.06 0.80 26.25 83.06 0.66 17.89 224.15 0.63 42.28
Edge (s) 0.00 71.37 17.79 0.00 91.54 19.14 0.00 62.39 31.75
TABLE 2: Experimental Results with CIFAR-10 on Jetson TX2, Jetson Nano, and Raspberry Pi 4 - TensorFlow Lite
Jetson TX2 Jetson Nano Raspberry Pi 4
Device Edge CacheNet Device Edge CacheNet Device Edge CacheNet
FPS 2.59 4.71 7.83 2.19 3.74 7.31 0.90 5.44 4.24
Accuracy (%) 95.47 95.47 93.20 95.47 95.47 93.20 95.47 95.47 93.20
CPU (%) 77.26 4.40 52.37 79.92 5.90 56.82 74.29 1.66 53.45
Memory (Mb) 213.42 29.93 113.96 226.37 108.73 133.23 210.12 106.98 99.98
Time (s) 136.05 74.91 45.08 161.04 94.29 48.30 390.31 64.90 83.25
Device (s) 136.05 0.56 29.00 161.04 0.83 34.16 390.31 0.55 60.36
Edge (s) 0.00 74.35 16.07 0.00 93.46 14.13 0.00 64.35 22.89
TABLE 3: Experimental Results with FVG (15 FPS) on Jetson TX2, Jetson Nano, and Raspberry Pi 4 - NCNN
Jetson TX2 Jetson Nano Raspberry Pi 4
Device Edge CacheNet Device Edge CacheNet Device Edge CacheNet
FPS 11.36 10.40 20.80 10.41 10.40 22.70 5.10 11.36 14.70
Accuracy (%) 97.20 97.20 98.40 97.20 97.20 98.40 97.20 97.20 98.40
CPU (%) 96.05 8.27 22.35 95.22 11.54 23.37 96.32 4.23 24.37
Memory (Mb) 312.35 7.19 10.55 436.91 7.75 11.57 454.79 6.72 8.04
Time (s) 22.01 24.05 12.02 24.02 24.04 11.01 49.04 22.01 17.01
Device (s) 22.01 0.72 2.31 24.02 0.87 1.70 49.04 0.48 4.62
Edge (s) 0.00 23.32 9.71 0.00 23.17 9.31 0.00 21.53 12.38
Three key features enable CacheNet to achieve short
end-to-end latency without much compromise in prediction
accuracy: 1) Caching avoids the communication latency
between an end device and edge (cloud) server whenever
there is a cache hit; 2) specialized cached partitions do
not sacrifice prediction accuracy if properly trained and
selected; 3) the computation and storage complexities of
cached model partitions are smaller rather than those of a
full model.
In future works, we plan to experiment with more
datasets and neural network models using CacheNet. The
two-level caching idea can be further extended to consider
a hierarchy of caches, e.g., distributed among end devices,
edge nodes and cloud servers. Another line of research is to
apply neural architecture search to CacheNet to improve its
adaptability to different types of neural networks.
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TABLE 4: Experimental Results with FVG (15 FPS) on Jetson TX2, Jetson Nano, and Raspberry Pi 4 - TensorFlow Lite
Jetson TX2 Jetson Nano Raspberry Pi 4
Device Edge CacheNet Device Edge CacheNet Device Edge CacheNet
FPS 7.65 10.72 20.65 7.01 10.65 21.47 3.75 10.71 16.02
Accuracy (%) 97.20 97.20 98.40 97.20 97.20 98.40 97.20 97.20 98.40
CPU (%) 69.51 8.63 18.31 72.55 10.77 21.11 62.75 4.89 18.32
Memory (Mb) 194.68 10.61 16.16 181.79 99.08 16.95 190.74 96.64 10.42
Time (s) 32.70 23.33 12.11 35.67 23.48 11.64 66.65 23.33 15.60
Device (s) 32.70 0.49 2.42 35.67 0.74 2.87 66.65 0.80 4.59
Edge (s) 0.00 22.84 9.68 0.00 22.74 8.78 0.00 22.53 11.01
TABLE 5: Experimental Results with FVG (30 FPS) on Jetson TX2, Jetson Nano, and Raspberry Pi 4 - NCNN
Jetson TX2 Jetson Nano Raspberry Pi 4
Device Edge CacheNet Device Edge CacheNet Device Edge CacheNet
FPS 11.62 11.09 17.84 10.86 11.88 19.98 5.05 11.62 13.89
Accuracy (%) 96.40 96.40 97.20 96.40 96.40 97.20 96.40 96.40 97.20
CPU (%) 96.94 8.46 22.78 96.91 11.84 24.05 98.10 4.43 25.30
Memory (Mb) 310.16 12.76 9.00 455.06 12.79 11.52 454.23 11.48 9.35
Time (s) 43.02 45.08 28.03 46.03 42.07 25.03 99.04 43.01 36.01
Device (s) 43.02 0.87 3.77 46.03 0.65 3.21 99.04 0.22 8.52
Edge (s) 0.00 44.21 24.26 0.00 41.42 21.82 0.00 42.79 27.49
TABLE 6: Experimental Results with FVG (30 FPS) on Jetson TX2, Jetson Nano, and Raspberry Pi 4 - TensorFlow Lite
Jetson TX2 Jetson Nano Raspberry Pi 4
Device Edge CacheNet Device Edge CacheNet Device Edge CacheNet
FPS 7.82 10.49 17.76 7.15 11.08 19.43 3.43 11.53 13.49
Accuracy (%) 96.40 96.40 97.20 96.40 96.40 97.20 96.40 96.40 97.20
CPU (%) 69.98 8.60 19.89 73.13 11.52 21.24 63.68 4.52 17.17
Memory (Mb) 197.03 10.34 16.64 189.10 99.05 16.09 191.69 6.79 11.23
Time (s) 63.90 47.67 28.15 69.89 45.13 25.73 145.61 43.35 37.06
Device (s) 63.90 0.69 4.97 69.89 0.99 5.57 145.61 0.19 9.29
Edge (s) 0.00 46.98 23.18 0.00 44.14 20.16 0.00 43.16 27.78
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APPENDIX A
ABSENCE OF BE´LA´DY’S ANOMALY
Be´la´dy’s anomaly is the phenomenon that a larger cache
incurs more cache misses than a smaller one. In CacheNet,
there are two possible ways to take advantage of a larger
cache size: 1) each individual submodel being cached has
a larger capacity (i.e., deeper); 2) more submodels are being
cached on an end device. If both do not result in fewer cache
hits, we can conclude that Be´la´dy’s anomaly does not occur
in CacheNet.
A.1 Larger Capacity
A submodel with a larger capacity is defined as follows.
Given any sequence X = x1, x2, . . . , xN of images, audio
clips etc. Let Φ = φ(1), φ(2), . . . , φ(Q) be an sequence of
submodel instances for caching, with respect to 1) their
depths d(1) < d(2) < . . . < d(Q), 2) any layer in φ(1)
contained by φ(2), . . ., and any layer in φ(Q−1) contained
by φ(Q). According to the capacity theorem [4], submodel
instance φ(1) expresses less functions than φ(2), . . ., and
φ(Q−1) less functions than φ(Q).
Let H(yˆ|xi, φ(j)) be the predictive entropy given any in-
put xi, i = 1, 2, . . . , N and any submodel instance φ(j), j =
1, 2, . . . , Q. For a predefined threshold T , if H(yˆ|xi, φ(j)) <
T , we say it is a cache hit, else it is a cache miss.
Theorem 1. Let M(X,φ(j)) be the number of misses (faults)
given the input sequence X and the submodel instance φ(j), j =
1, 2, . . . , Q. Then M(X,φ(1)) ≥ M(X,φ(2)) ≥ . . . ≥
M(X,φ(Q))
Proof. We can prove this theorem by induction.
1) Base case: if X = x1, both φ(j) and φ(j+1) incurs a
cache miss on x1, thus, M(X,φ(j)) = M(X,φ(j+1))
2) Induction hypothesis: we need to show if X =
x1, . . . , xi, M(X,φ(j)) ≥ M(X,φ(j+1)) for an arbitrary j,
when X = x1, . . . , xi+1, M(X,φ(j)) ≥ M(X,φ(j+1)) also
holds.
a) If the newly input xi+1 incurs a cache hit on the
submodel instance φ(j), there should be also a cache hit on
φ(j+1). This claim relies on the capacity theorem [4] that the
submodel instance φ(j+1) has more functional expressibility
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than φ(j). By definition, the submodel instance φ(j) can be
embedded in φ(j+1). The submodel instance φ(j+1)’s addi-
tional layers can be made as an identity for x1, . . . , xi+1’s
intermediate outputs. Thus, the claim holds.
b) If the new input xi+1 incurs a cache miss on φ(j),
there may be a cache hit or cache miss on φ(j+1). Since the
submodel instance φ(j) is embedded in φ(j+1), and φ(j+1)’s
additional layers are made as an identity for x1, . . . , xi’s
intermediate outputs. The additional layers of φ(j+1) may
have the additional capacity to represent xi+1’s function.
In either case, M(X,φ(j)) ≥ M(X,φ(j+1)) for an arbi-
trary j. The induction hypothesis holds.
A.2 More Submodels
When there are multiple submodels to cache on an end
device, a cache miss happens if the predictive entropy of
the current submodel is less than the threshold T and there
is no suitable submodel (which is decided by the S-InfoVAE
on the end device) currently stored on the end device.
Theorem 2. Let k (1 ≤ k ≤ K) be the number of submodels
cached on an end device. Let M¯(X, k) be the number of misses
(faults) given the input sequence X . Then, under the LRU cache
replacement policy, M¯(X, 1) ≥ M¯(X, 2) ≥ · · · ≥ M¯(X,K).
Proof. We can prove this theorem by induction.
1) Base case: if X = x1, both k and k+1 cached submod-
els incur a cache miss on x1, thus, M¯(X, k) = M¯(X, k + 1)
2) Induction hypothesis: we need to show if X =
x1, . . . , xi, M¯(X, k) ≥ M¯(X, k+ 1) for an arbitrary k, when
X = x1, . . . , xi+1, M¯(X, k) ≥ M¯(X, k + 1) also holds.
a) If the newly input xi+1 incurs a cache hit on k cached
submodels, there should be also a cache hit on k+ 1 cached
submodels, because the k cached submodels are always
embedded in the k + 1 submodels under the least recently
used (LRU) policy.
b) If the newly input xi+1 incurs a cache miss on k
cached submodels, there may be a cache hit or cache miss
on k + 1 cached submodels, because the k submodels are
embedded in the k + 1 submodels, the one more submodel
in the cached k + 1 submodels may cause the hit or not
depending on whether it matches the index given by S-
InfoVAE.
No matter in either case, M¯(X, k) ≥ M¯(X, k + 1) for
an arbitrary k. The induction hypothesis holds. Thus, the
theorem holds.
To this end, we conclude when individual submodels
have larger capacity or more submodels can be cached on
an end device, CacheNet always has higher or the same
hit rates. In other words, it does not suffer from Be´la´dy’s
anomaly.
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