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resumo 
 
 
Da aplicação do Cálculo das Variações à Física surgiu, em 1915, na 
Universidade de Göttingen, pela mão de Emmy Noether, um resultado
importante, conhecido por Teorema de Noether, que evidencia a relação entre 
as simetrias e os princípios de conservação. Começamos esta dissertação, no 
Capítulo 1, com a abordagem de algumas noções fundamentais do Cálculo 
das Variações e do Controlo Óptimo, quer para o caso contínuo, quer para o 
caso discreto. De seguida, no Capítulo 2, dedicamos a nossa atenção ao 
Teorema de Noether, formulando-o e demonstrando-o, sob o ponto de vista do 
Cálculo das Variações e do Controlo Óptimo, quer para o caso contínuo, quer
para o caso discreto. Embora o Teorema de Noether tenha aparecido motivado
pelas suas aplicações na Física, vamos no Capítulo 3 apresentar alguns
exemplos de aplicação deste Teorema na Economia, sob duas vertentes: 
utilizando o Cálculo das Variações e o Controlo Óptimo. Por fim, concluímos a 
dissertação, referindo a bibliografia utilizada na sua preparação e elaborando
um índice remissivo, onde salientamos os conceitos mais significativos e as 
palavras de relevo nesta dissertação. 
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abstract 
 
In 1915, at the University of Göttingen, Emmy Noether proved a central result 
of the Calculus of Variations which explains the relation between the existence
of symmetries and the existence of conservation principles in Physics. We
begin, in Chapter 1, by introducing the fundamental notions of the Calculus of
Variations and Optimal Control, both in the continuous and discrete cases.
Then, in Chapter 2, we focus our attention on Noether's Theorem: we formulate 
and prove Noether's Theorem in the contexts of the Calculus of Variations and 
Optimal Control, in the continuous and discrete settings. Finally, in Chapter 3,
we give some applications of Noether's Theorem to Economic problems. We
finish the dissertation with some conclusions and by giving references to the 
works used in the preparation of the dissertation. 
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Lista de Notac¸o˜es
S´ımbolo Significado
PC([a, b], Rn) Conjunto de func¸o˜es x : [a, b] → Rn cont´ınuas por partes
R Conjunto dos nu´meros reais a que pertence a varia´vel independente
R
n Conjunto de dimensa˜o n que corresponde ao espac¸o
de vectores x = (x1, . . . , xn), onde xi ∈ R, i = 1, . . . , n e ao
espac¸o de vectores x˙ = (x˙1, . . . , x˙n), onde x˙i ∈ R, i = 1, . . . , n
C2 Classe de func¸o˜es duas vezes diferencia´vel com continuidade
xi Componente da varia´vel de estado, x, onde i = 1, . . . , n
xi Varia´vel de estado discretizada em N intervalos, i = 1, . . . , N
t Varia´vel de tempo cont´ınua
ti Varia´vel de tempo discretizada em N intervalos, i = 1, . . . , N
Lx Derivada parcial de L (·, ·, ·) em ordem ao segundo argumento
Lx˙ Derivada parcial de L (·, ·, ·) em ordem ao terceiro argumento
∆xi Diferenc¸a entre a varia´vel xi+1 e a varia´vel xi
∆ti Diferenc¸a entre a varia´vel ti+1 e a varia´vel ti.
E´ igual a` amplitude do intervalo temporal a dividir
pelo nu´mero total, N , de intervalos.
(xi)d Para que na˜o se confundam ı´ndices com poteˆncias, utilizaremos
pareˆnteses curvos sempre que quisermos elevar a um expoente d
a componente xi de um vector x.
sk E´ uma componente de s (uma famı´lia com r paraˆmetros) cujo k = 1, . . . , r
iii
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Introduc¸a˜o
Historicamente o nascimento do Ca´lculo das Variac¸o˜es da´-se no ano de 1696, com a
formulac¸a˜o por Johann Bernoulli do problema de Braquisto´crona na ”Acta Eruditorum
Lipsiae”. O problema consiste em determinar a trajecto´ria de um ponto material, entre
dois pontos fixos, P e Q, a que corresponda o tempo mı´nimo sob a acc¸a˜o u´nica da forc¸a
gravitacional:
T [x(·)] =
b∫
0
√
1 + (x˙ (t))2√
x (t)
dt −→ min ,
x(0) = x0 , x(b) = xb .
Dez anos antes, em 1686, Newton tinha considerado um problema similar: determinar
uma curva x(·) que, por rotac¸a˜o em torno do seu eixo, gera um corpo que oferece resisteˆncia
mı´nima quando em movimento num determinado meio raro,
R[x(·)] =
∫ T
0
t
1 + (x˙(t))2
dt −→ min ,
x(0) = 0 , x(T ) = H ,
com H > 0 dado.
Outro problema cla´ssico, da mesma famı´lia, consiste em determinar a curva x = x (t)
que rodando em torno do eixo Ot gera um corpo com a´rea de superf´ıcie mı´nima:
A[x(·)] =
b∫
a
x (t)
√
1 + x˙ (t)dt −→ min ,
x (a) = xa , x (b) = xb .
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O Ca´lculo das Variac¸o˜es, e a sua face moderna, o chamado Controlo O´ptimo, fornece
as ferramentas matema´ticas necessa´rias ao estudo de problemas deste tipo.
O primeiro livro de texto sobre o Ca´lculo das Variac¸o˜es deve-se a Leonhard Euler, tem
como t´ıtulo ”Methodus inveniendi: lineas curvas maximi minimive proprietate gaudentes”e
foi publicado em 1711. Neste livro Euler trata, de modo profundo, questo˜es dif´ıceis, tais
como problemas variacionais sujeitos a restric¸o˜es descritas por equac¸o˜es diferenciais. Em
dois apeˆndices, ele estudou as cordas ela´sticas e deu o primeiro tratamento matema´tico
satisfato´rio ao princ´ıpio da acc¸a˜o mı´nima.
Em 1755, Lagrange desenvolveu um me´todo que permitiu obter a famosa Equac¸a˜o de
Euler, que e´ a condic¸a˜o necessa´ria por exceleˆncia do Ca´lculo das Variac¸o˜es, utilizando
apenas argumentos da Ana´lise Matema´tica.
Legendre, em 1788, investigou pela primeira vez e de forma sistema´tica a questa˜o das
condic¸o˜es suficientes. O seu estudo, conforme notou Lagrange em 1797, continha erros. No
entanto, as ideias de Legendre influenciaram Jacobi, que elaborou o estudo de condic¸o˜es
suficientes para o Ca´lculo das Variac¸o˜es em 1837. Num pequeno artigo, Jacobi esboc¸ou a
ce´lebre teoria dos pontos conjugados.
Em 1879, Weierstrass descobriu que a propriedade de ser mı´nimo pode ser caracterizada
utilizando um me´todo conhecido por Teoria dos Campos de Weierstrass. Este me´todo foi
desenvolvido mais tarde por A. Mayer, A. Kneser, D. Hilbert e C. Carathe´odory.
Desde enta˜o, o Ca´lculo das Variac¸o˜es repartiu-se por va´rios ramos. O Ca´lculo das
Variac¸o˜es foi crescendo em importaˆncia e continua extremamente vivo, hoje em dia, em
pleno se´culo XXI, tendo inu´meras aplicac¸o˜es pra´ticas: na mecaˆnica, economia, cieˆncias
dos materiais, cieˆncias do espac¸o e engenharia. Foi precisamente a partir da aplicac¸a˜o do
Ca´lculo das Variac¸o˜es a` F´ısica que Emmy Amalie Noether chegou ao famoso Teorema de
Noether.
Emmy Amalie Noether nasceu a 23 de Marc¸o de 1882 em Erlangen - Bavaria - Ale-
manha e morreu a 14 de Abril de 1935 em Bryn Mawr - Pensilvaˆnia -Estados Unidos da
Ame´rica. Esta matema´tica, de origem judaica, e´ a mais velha de quatro irma˜os. O pai,
Max Noether, foi um distinto matema´tico, professor em Erlangen. A sua ma˜e, Ida Kauf-
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mann, era de famı´lia abastada. Emmy Noether frequentou o Ho¨here To¨chter Schule, em
Erlangen, de 1889 a 1897. Estudou Alema˜o, Ingleˆs, Franceˆs, aritme´tica e dava aulas de
piano. O seu sonho, nessa altura, era tornar-se professora de L´ınguas, raza˜o porque fez
o exame do Estado da Bavaria, em 1900, tornando-se professora certificada de Ingleˆs e
Franceˆs, no cole´gio de raparigas da Bavaria. Contudo Noether nunca se tornou em defini-
tivo professora de L´ınguas. Em vez disso, preferiu tomar o caminho mais dif´ıcil para uma
mulher do seu tempo, estudando matema´tica na universidade. Naquela e´poca, as mulheres
para estudarem nas universidades alema˜s precisavam de pedir permissa˜o ao professor da
disciplina e, no caso de ela ser concedida, estudavam de forma na˜o oficial. Noether obteve
permissa˜o para assistir a disciplinas de Matema´tica na Universidade de Erlangen de 1900
a 1902. Depois, passou no exame de matr´ıcula de Nu¨rnberg em 1903 e entrou na Universi-
dade de Go¨ttingen. De 1903 a 1904, ela teve oportunidade de ler trabalhos de Blumenthal,
Hilbert, Klein e Minkowski. Em 1904 Noether obteve permissa˜o para se matricular em
Erlangen e em 1907 foi-lhe concedido o grau de doutor depois de ter trabalhado sob a
orientac¸a˜o de Paul Gordan.
Em 1888, Hilbert tinha demonstrado um resultado de invariaˆncia. Paul Gordan usou
me´todos construtivos para chegar aos mesmos resultados. A tese de doutoramento de
Noether seguiu esta aproximac¸a˜o construtiva de Gordan e registou sistemas de 331 formas
covariantes.
Com o doutoramento completo, a progressa˜o normal numa carreira universita´ria seria
a agregac¸a˜o. Contudo, a carreira na˜o estava aberta a mulheres e Noether permaneceu em
Erlangen, ajudando o pai e trabalhando nas suas pro´prias investigac¸o˜es, influenciada por
Fischer, que sucedeu Gordan, na Universidade, em 1911. Esta influeˆncia levou Noether a
prestar atenc¸a˜o a` abordagem abstracta de Hilbert e a deixar a abordagem construtiva de
Gordan.
A reputac¸a˜o de Noether cresceu rapidamente e comec¸aram a aparecer as suas primeiras
publicac¸o˜es. Em 1908 foi eleita para o Circolo Matematico di Palermo. Em 1909 foi convi-
dada para membro da Deutsche Mathematiker-Vereinigung. Ainda em 1909 foi convidada
para a reunia˜o anual da Society in Salzburg. Em 1913 deu uma palestra em Viena.
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Em 1915 Hilbert e Klein convidaram Noether a voltar para Go¨ttingen. Eles persuadiram-
na a permanecer em Go¨ttingen enquanto travavam uma batalha para conseguir a agregac¸a˜o
de Noether na Faculdade. Esta batalha durou ate´ 1919. Durante esse tempo Hilbert per-
mitiu que Noether leccionasse cursos usando o seu nome. Por exemplo, um curso dado no
semestre de Inverno de 1916/17 apareceu anunciado como:
Mathematical Physics Seminar: Professor Hilbert, com a assisteˆncia da Dr.
E. Noether, Segundas das 4 a´s 6,gra´tis.
O primeiro trabalho de Emmy Noether, apo´s o seu regresso a Go¨ttingen em 1915, e´ um
resultado famoso em F´ısica teo´rica, conhecido como Teorema de Noether, que prova a
relac¸a˜o entre a existeˆncia de simetrias e os princ´ıpios de conservac¸a˜o na F´ısica. Este
resultado foi importante na teoria da relatividade de Einstein. A teoria da invariaˆncia de
Noether permitiu a Einstein algumas formulac¸o˜es e teorizar inu´meros conceitos.
Em Go¨ttingen, depois de 1919, Noether deixou a teoria da invariaˆncia e passou a
trabalhar numa teoria mais abstracta, que ajudou a desenvolver a teoria dos ane´is e a
a´lgebra moderna.
Noether continuou a investigar e a ensinar enquanto colaborava com colegas e estudan-
tes. Esta e´ a raza˜o porque muito do seu trabalho aparece escrito por colegas e estudantes.
Em 1933, os arquivos matema´ticos de Noether foram destru´ıdos pelos Nazis devido a`
sua origem judaica. Nessa altura emigrou para os Estados Unidos da Ame´rica, dedicando-se
ao ensino.
Embora Noether tenha formulado o seu teorema aplicado a` F´ısica, ele tem aplicac¸a˜o
noutras a´reas. O objectivo desta dissertac¸a˜o e´ explorar um pouco a aplicac¸a˜o do Teorema
de Noether a` Economia.
O estudo das leis de conservac¸a˜o na Economia e´ uma a´rea de interesse actual e, parece-
nos, tem registado grandes progressos nos u´ltimos tempos. Vamos aborda´-la, segundo [12],
sob duas vertentes:
1. Teorema de Noether para modelos dinaˆmicos cont´ınuos.
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2. Modelos econo´micos discretos.
Como o Ca´lculo das Variac¸o˜es esta´ na origem de outras a´reas mais recentes, como sejam
a Ana´lise Funcional e o Controlo O´ptimo, opta´mos tambe´m por fazer uma abordagem do
Teorema de Noether no Controlo O´ptimo, aplicado a` Economia.
5
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Cap´ıtulo 1
Ca´lculo das Variac¸o˜es e Controlo
O´ptimo
1.1 Introduc¸a˜o
O objectivo deste cap´ıtulo e´ a apresentac¸a˜o das noc¸o˜es do Ca´lculo das Variac¸o˜es e
Controlo O´ptimo que sera˜o necessa´rias ao longo do trabalho.
A data do in´ıcio do Ca´lculo das Variac¸o˜es e´ incerta, e´ costume fixa´-la nos finais de 1600.
Contudo, o objecto do seu estudo, encontrar os minimizantes para funcionais do tipo
J [x (·)] =
b∫
a
F (t, x (t) , x˙ (t)) dt ,
onde x : [a, b] → Rn, F : [a, b]× Rn × Rn → R e x˙ (t) = dx(t)
dt
esse na˜o oferece du´vidas.
Nos primeiros dois se´culos da histo´ria do Ca´lculo das Variac¸o˜es, a filosofia que preva-
leceu baseou-se na ideia de que todo o problema de minimizac¸a˜o tem uma soluc¸a˜o. Para
determinar essa soluc¸a˜o, procuraram-se estabelecer condic¸o˜es necessa´rias. Por exemplo,
se J : C → R for uma funcional diferencia´vel definida em alguma classe C de func¸o˜es
x(·), a condic¸a˜o necessa´ria para x(·) ser ”ponto”de mı´nimo e´ que a ”derivada”de J em x(·)
tem de ser nula. Esta ideia conduz-nos a uma equac¸a˜o diferencial, chamada equac¸a˜o de
Euler-Lagrange, que deve ser satisfeita para a func¸a˜o x (t), t ∈ [a, b], que minimiza J .
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Uma ana´lise a`s condic¸o˜es necessa´rias permite obter os candidatos a mı´nimos e even-
tualmente identificar a soluc¸a˜o. Se, de alguma forma, existir uma soluc¸a˜o u´nica da equac¸a˜o
de Euler-Lagrange que satisfac¸a as condic¸o˜es de fronteira impostas, somos levados a intuir
que esta soluc¸a˜o tambe´m e´ soluc¸a˜o do problema minimizado. Esta conclusa˜o foi questio-
nada por Gauss, Steiner, Lord Kelvin, Dirichlet e Riemann e a verdade e´ que basta que o
problema a minimizar na˜o tenha soluc¸a˜o para que a conclusa˜o acima esteja errada. Por
outras palavras, e´ necessa´rio provar a existeˆncia de mı´nimo antes de concluir que a soluc¸a˜o
da equac¸a˜o de Euler-Lagrange e´ minimizante.
Este assunto e´ ainda mais complicado: e´ necessa´rio assegurar a regularidade do mi-
nimizante, por exemplo, assegurar que o minimizante seja de classe C2. A questa˜o da
regularidade dos minimizantes na˜o e´ fa´cil, sendo, ainda hoje, uma mate´ria de investigac¸a˜o.
Se existirem muitos candidatos a minimizante, qual ou quais deles sera´ o minimizante
(relativo ou absoluto)? A Teoria de Jacobi sobre pontos conjugados levou a condic¸o˜es su-
ficientes para uma extremal (soluc¸a˜o da equac¸a˜o de Euler-Lagrange) ser um minimizante
fraco. Para ale´m desta teoria e combinando-a com a teoria de campos de Weierstrass,
conseguimos obter condic¸o˜es suficientes para uma extremal ser um minimizante forte.
Os problemas de optimizac¸a˜o teˆm uma muito longa histo´ria. Obviamente, ao n´ıvel
intuitivo, o ser humano sempre tentou optimizar tudo o que o ajudasse a viver melhor.
Contudo, a optimizac¸a˜o como cieˆncia, como parte integrante da matema´tica, nasceu na
Gre´cia Antiga. Os cientistas daquela e´poca colocaram e resolveram (a`s vezes de uma
forma pouco rigorosa) muitos problemas de optimizac¸a˜o. No entanto, as ideias e me´todos
gerais de resoluc¸a˜o destes problemas so´ apareceram no se´culo XVII. A primeira contribuic¸a˜o
importante neste campo foi feita por Kepler. Em 1615 foi publicada a sua obra fundamental
”Estereometria nova das pipas de vinho”, onde ele apresentou me´todos de resoluc¸a˜o de
problemas de optimizac¸a˜o e desenvolveu alguns elementos do ca´lculo diferencial e integral.
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1.2 Ca´lculo das Variac¸o˜es
1.2.1 Caso Cont´ınuo
Na introduc¸a˜o deste trabalho referimos o Problema de Braquisto´crona que e´ um exemplo
do Problema Elementar do Ca´lculo das Variac¸o˜es. A forma geral deste problema e´ a
seguinte:
J [x(·)] =
∫ b
a
L (t, x(t), x˙(t)) dt→ min, x(a) = A, x(b) = B, x(·) ∈ C2 ([a, b]; Rn)
(1.2.1)
onde supomos a < b, A e B pertencem a Rn e L(·, ·, ·) e´ duas vezes diferencia´vel com
continuidade em relac¸a˜o a todos os argumentos: L(·, ·, ·) ∈ C2. O estado do sistema no
tempo t e´ descrito por x = (x1(t), x2(t), . . . , xn(t)).
Definic¸a˜o 1. Uma func¸a˜o v ∈ C2 ([a, b],Rn) diz-se mı´nimo local fraco do problema (1.2.1)
se existe um ε > 0 tal que J [v(·)] ≤ J [x(·)] sempre que x(·) ∈ C2([a, b],Rn), x(a) =
A, x(b) = B e
max
t∈[a,b]
|x (t)− v (t)|+ max
t∈[a,b]
|x˙ (t)− v˙ (t)| < ε .
Definic¸a˜o 2. Uma func¸a˜o v ∈ C2 ([a, b],Rn) diz-se mı´nimo local forte do problema (1.2.1)
se existe um ε > 0 tal que J [v(·)] ≤ J [x(·)] sempre que x(·) ∈ C2 ([a, b],Rn) , x(a) =
A, x(b) = B e
max
t∈[a,b]
|x (t)− v (t)| < ε .
Existem va´rios teoremas que ajudam a identificar candidatos a minimizante (ou maxi-
mizante) depois de confirmada a existeˆncia de soluc¸a˜o desse problema.
Se para uma func¸a˜o, a funcional atinge o seu mı´nimo, enta˜o essa func¸a˜o verifica as
chamadas condic¸o˜es necessa´rias .
Existem tambe´m teoremas chamados de condic¸o˜es suficientes . Esses teoremas teˆm
a forma: se uma determinada func¸a˜o verifica uma dada condic¸a˜o, enta˜o essa func¸a˜o e´
minimizante.
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Consideremos enta˜o o problema (1.2.1). No que se segue supomos que a func¸a˜o L
e as suas derivadas parciais Lx e Lx˙ sa˜o cont´ınuas. O Teorema 1 da´-nos uma condic¸a˜o
necessa´ria para mı´nimo local fraco. Para o demonstrarmos usamos o lema seguinte que
pertence a Lagrange.
Lema 1 (Lagrange). Seja l : [a, b] → R uma func¸a˜o cont´ınua tal que ∫ b
a
l (t) · x (t) dt = 0
para todas as func¸o˜es x(·) ∈ C2([a, b],R) com x(a) = x(b) = 0. Enta˜o l(t) = 0, ∀t ∈ [a, b].
Demonstrac¸a˜o. Suponhamos que l(τ) > 0 (o caso l(τ) < 0 e´ tratado analogamente) num
ponto τ ∈ [a, b]. Como l(·) e´ cont´ınua, existe um intervalo [α, β] ⊂ [a, b] tal que l(t) > c > 0,
t ∈ [α, β]. Consideremos a func¸a˜o
x (t) =


(t− α)2 (t− β)2 , t ∈ [α, β] ,
0, t /∈ [α, β] .
Temos que x(·) ∈ C2([a, b],R) com x(a) = x(b) = 0. Portanto,
0 =
∫ b
a
l(t) · x(t)dt > c
∫ β
α
x (t) dt > 0
o que e´ uma contradic¸a˜o.
Teorema 1. Suponhamos que a func¸a˜o v(·) ∈ C2([a, b],Rn) da´ um mı´nimo local fraco a`
funcional J e que a func¸a˜o t → Lx˙ (t, v (t) , v˙ (t)) e´ continuamente diferencia´vel em [a, b].
Enta˜o v(t) verifica a equac¸a˜o de Euler-Lagrange
d
dt
Lx˙ (t, v (t) , v˙ (t))− Lx (t, v (t) , v˙ (t)) = 0. (1.2.2)
Demonstrac¸a˜o. Seja x(·) ∈ C2([a, b],Rn) uma func¸a˜o que verifica x(a) = x(b) = 0. Consi-
deremos a func¸a˜o
φ (α) = J (v (t) + αx (t)) , t ∈ [a, b].
A func¸a˜o α → L (t, v (t) + αx (t) , v˙ (t) + αx˙ (t)) e´ continuamente diferencia´vel. Pelo teo-
rema de diferenciabilidade do integral parame´trico (vide [13] pg.202) a func¸a˜o φ(α) e´ di-
ferencia´vel. Como a funcional J tem um mı´nimo local em v(·) e v(a) + αx(a) = A e
v(b) + αx(b) = B, a func¸a˜o φ(α) tem um mı´nimo local no ponto α = 0. Logo
0 = φ′ (0) =
∫ b
a
(
Lˆx (t)x (t) + Lˆx˙ (t) x˙ (t)
)
dx, (1.2.3)
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onde Lˆx (t) = Lx (t, v (t) , v˙ (t)) e Lˆx˙ (t) = Lx˙ (t, v (t) , v˙ (t)). Como a func¸a˜o Lˆx˙ (t) e´ con-
tinuamente diferencia´vel e x(a) = x(b) = 0, integrando por partes o segundo termo em
(1.2.3), temos
0 = Lˆx˙ (t)x (t)
∣∣∣t=b
t=a
+
∫ b
a
(
Lˆx (t)− d
dt
Lˆx˙ (t)
)
x (t) dt =
∫ b
a
(
Lˆx (t)− d
dt
Lˆx˙ (t)
)
x (t) dt
sempre que x(·) ∈ C2([a, b],Rn) e x(a) = x(b) = 0. Aplicando o Lema de Lagrange,
Lema 1, obtemos o sistema de equac¸o˜es de Euler-Lagrange (1.2.2):
Lˆxi (t)− d
dt
Lˆx˙i(t) = 0 , i = 1, . . . , n .
Definic¸a˜o 3. A`s soluc¸o˜es da equac¸a˜o de Euler-Lagrange (1.2.2) chamamos extremais .
A equac¸a˜o de Euler-Lagrange (1.2.2) e´ uma equac¸a˜o diferencial de segunda ordem. A
soluc¸a˜o geral desta equac¸a˜o x(t, c1, c2) conte´m duas constantes c1 e c2. Para encontrar estas
constantes utilizam-se as condic¸o˜es nos extremos do intervalo [a, b] : x(a) = A e x(b) = B.
Assim temos um conjunto completo de condic¸o˜es para encontrar a func¸a˜o v(·):
x (a, c1, c2) = A,
x (b, c1, c2) = B
(duas inco´gnitas, duas equac¸o˜es).
Consideremos alguns exemplos do problema elementar do Ca´lculo das Variac¸o˜es:
Exemplo 1. Obviamente um mı´nimo local forte e´ um mı´nimo local fraco. No entanto, um
mı´nimo local fraco pode na˜o ser um mı´nimo local forte. Consideremos
J [x(·)] =
∫ 1
0
L (t, x(t), x˙(t)) dt→ min, x(0) = 0, x(1) = 1, x ∈ C2([0, 1],R)
onde L (t, x, x˙) = (x˙)3.
Utilizando (1.2.2) podemos dizer que a equac¸a˜o de Euler-Lagrange fica definida por
x˙(t) = 0 ou x¨(t) = 0. A extremal tem a forma x(t) = c1t + c2. Das condic¸o˜es x(0) = 0 e
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x(1) = 1 encontramos as constantes:

x(0) = c2
x(1) = c1 + c2
⇔


c2 = 0
c1 = 1
Portanto v(t) = t e´ a u´nica func¸a˜o que verifica a condic¸a˜o necessa´ria de Euler-Lagrange.
Seja x(·) ∈ C2([0, 1]) uma func¸a˜o que verifica as condic¸o˜es x(0) = x(1) = 0. Temos enta˜o:
J [v (·) + x (·)] =
∫ 1
0
(v˙ + x˙)3 dt =
=
∫ 1
0
(
(v˙)3 + 3(v˙)2x˙+ 3v˙(x˙)2 + (x˙)3
)
dt =
= J [v (·)] +
∫ 1
0
3(v˙)2x˙dt+
∫ 1
0
(x˙)2 (3v˙ + x˙) dt
Integrando o termo
∫ 1
0
3(v˙)2x˙dt por partes, obtemos
J [v (·) + x (·)] = J [v (·)]−
∫ 1
0
6v¨v˙xdt+
∫ 1
0
(x˙)2 (3v˙ + x˙) dt
= J [v (·)] +
∫ 1
0
(x˙)2 (3v˙ + x˙) dt = J [v (·)] +
∫ 1
0
(x˙)2 (3 + x˙) dt
porque v verifica v˙(t) = 1 e v¨(t) = 0. Temos, portanto,
J [v(·) + x(·)] ≥ J [v(·)]
sempre que o valor
max
t∈[0,1]
|x (t)|+ max
t∈[0,1]
|x˙ (t)|
e´ bastante pequeno. Por outro lado a func¸a˜o v(·) na˜o da´ mı´nimo forte a` funcional.
Com efeito, consideremos a sucessa˜o de func¸o˜es
xn (t) =
∫ t
0
gn (s) ds, n > 2,
onde
gn (t) =


−√n, t ∈
[
0,
1
n
[
,
0, t ∈
[
1
n
,
1
2
]
,
2√
n
, t ∈
]
1
2
, 1
]
.
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E´ fa´cil de ver que xn(0) = xn(1) = 0 e
J [v (·) + xn (·)] = 1 + 3
∫ 1
0
gndt+ 3
∫ 1
0
(gn)
2dt+
∫ 1
0
(gn)
3dt
= 1 +
∫ 1
n
0
(
−3√n+ 3n− n 32
)
dt+
∫ 1
1
2
(
6
√
n
n
+
12
n
+
8
n
√
n
)
dt
= 4−√n+ 6
n
+
4
n
√
n
→ −∞
quando n→ +∞.
Exemplo 2. Problema sem soluc¸a˜o. Este problema deve-se a Weierstrass. Para o pro-
blema
J [x (·)] =
∫ 1
0
t2(x˙ (t))2dt→ min , x (0) = 0 , x (1) = 1
a equac¸a˜o de Euler-Lagrange e´ d
dt
(2t2x˙) = 0. A soluc¸a˜o geral desta equac¸a˜o para t 6= 0 e´
x(t) = − c1
2t
+ c2. Na˜o ha´ nenhuma extremal que verifique simultaneamente as condic¸o˜es
x(0) = 0 e x(1) = 1.
E´ fa´cil de ver que J [x(·)] ≥ 0. Mostremos que o ı´nfimo de J e´ igual a zero. De facto,
fazendo
xn (t) =


nt, t ∈
[
0,
1
n
]
,
1, t ∈
]
1
n
, 1
]
,
temos
J [xn (·)] =
∫ 1
n
0
n2t2dt =
1
3n
→ 0 quando n→ +∞ .
Exemplo 3. A func¸a˜o dada pelas condic¸o˜es necessa´rias pode na˜o ser a soluc¸a˜o -
Paradoxo de Perron.
Consideremos o problema
J [x (·)] =
∫ 3pi
2
0
(
(x˙ (t))2 − (x (t))2) dt→ min, x(0) = 0, x(3pi
2
)
= 0.
A equac¸a˜o de Euler-Lagrange e´ x¨ + x = 0. A soluc¸a˜o geral desta equac¸a˜o e´ x(t) =
c1sent + c2cost. Portanto a u´nica func¸a˜o admiss´ıvel que verifica as condic¸o˜es necessa´rias
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e´ v(t) = 0, com J [v(·)] = 0. Consideremos a sucessa˜o de func¸o˜es xn (t) =
(
1
n
)
sen
(
2t
3
)
. E´
fa´cil de ver que xn (0) = xn
(
3pi
2
)
= 0 e
max
t∈[0, 3pi2 ]
|xn (t)|+ max
t∈[0, 3pi2 ]
|x˙n (t)| → 0
mas
J [xn (·)] = − 5pi
12n2
< 0 = J [v (·)] .
Deste exemplo vemos que so´ faz sentido usar a equac¸a˜o de Euler-Lagrange em problemas
que admitem soluc¸a˜o (reparar que o Teorema 1 pressupo˜e a existeˆncia de minimizante).
Exemplo 4. A soluc¸a˜o na˜o e´ continuamente diferencia´vel. Este exemplo deve-se a
Hilbert. Para o problema
J [x (·)] =
∫ 1
0
t
2
3 (x˙ (t))2 → min , x (0) = 0 , x (1) = 1
a equac¸a˜o de Euler-Lagrange e´ d
dt
(2t
2
3 x˙) = 0. A soluc¸a˜o geral desta equac¸a˜o e´ x(t) =
3
2
c1t
1
3 + c2. Portanto a u´nica func¸a˜o que verifica as condic¸o˜es necessa´rias e´ v(t) = t
1
3 . Esta
func¸a˜o na˜o e´ de classe C1 mas e´ soluc¸a˜o do problema. Com efeito tem-se
J [v (·) + x (·)] =
∫ 1
0
t
2
3
(
t−
2
3
3
+ x˙
)2
dt = J [v (·)] +
(
2
3
)∫ 1
0
x˙dt+
∫ 1
0
t
2
3 (x˙)2dt > J [v (·)]
para toda a func¸a˜o x(·) continuamente diferencia´vel que verifica x(0) = x(1) = 0.
No problema (1.2.1) foi utilizado o s´ımbolo ”→ min”com o significado que se pretende
encontrar o(s) minimizante(s) da funcional. No entanto, tambe´m podera´ aparecer associado
a este problema os s´ımbolos ”→ max”e ”→ ext”. O primeiro significa que se pretende
encontrar o(s) maximizante(s) da funcional e o segundo que se pretende encontrar o(s)
extremantes, ou seja, os minimizantes e/ou os maximizantes.
No cap´ıtulo 3 sera˜o dados exemplos da aplicac¸a˜o do Ca´lculo das Variac¸o˜es na Economia.
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1.2.2 Caso Discreto
O problema variacional (1.2.1) pode ser visto como um caso limite de um problema
extremal em dimensa˜o finita. Este problema extremal e´ resolvido por me´todos ordina´rios
do Ca´lculo, que ao passar ao limite leva a` soluc¸a˜o do problema original. Com efeito, a
funcional J [x(·)] pode ser vista como uma func¸a˜o que depende de um nu´mero infinito de
varia´veis. Esta afirmac¸a˜o torna-se clara se assumirmos que as func¸o˜es admiss´ıveis x(·)
podem ser expandidas numa se´rie da forma
x (t) =
∞∑
N=0
aNϕN (t) (1.2.4)
onde ϕN(t) sa˜o func¸o˜es dadas. Para especificar a func¸a˜o x(t) que e´ representada na se´rie
(1.2.4), e´ suficiente dar os valores aos coeficientes aN , e por isso, o valor da funcional J [x(·)]
sera´ dado pela sucessa˜o a0, a1, a2, . . . , aN , . . .; isto e´, a funcional e´ func¸a˜o de um nu´mero
infinito de varia´veis:
J [x(·)] = ϕ(a0, a1, a2, . . . , aN , . . .)
De uma maneira simplista, a diferenc¸a entre problemas variacionais e problemas ex-
tremais de func¸o˜es com um nu´mero finito de varia´veis e´ que no caso variacional temos de
investigar os extremos de func¸o˜es com um nu´mero infinito de varia´veis. Esta foi a ideia
original de Euler: olhar para o problema variacional como um caso limite do problema
extremal de func¸o˜es de um nu´mero finito de varia´veis.
O me´todo de Euler, agora conhecido como o me´todo directo das diferenc¸as finitas,
esteve esquecido durante muito tempo. Nas u´ltimas treˆs de´cadas voltou a ser usado no
trabalho de va´rios matema´ticos, devido a` facilidade da sua implementac¸a˜o computacional.
Me´todo de Euler das Diferenc¸as Finitas.
Consideremos a funcional:
J [x (·)] =
∫ t1
t0
L (t, x, x˙) dt, x(t0) = a, x(t1) = b, x ∈ C2
Neste me´todo, o valor da funcional na˜o e´ considerado em curvas arbitra´rias, mas em
curvas poligonais dadas por um nu´mero N de segmentos de recta cujos ve´rtices correspon-
dem a determinadas abcissas: t0 + ∆t, t0 + 2∆t, . . . , t0 + (N − 1)∆t onde ∆t = t1−t0N .
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Toda a func¸a˜o de classe C2 pode ser aproximada por estas curvas poligonais.
Nas curvas poligonais, a funcional J [x(·)] e´ transformada numa func¸a˜o ϕ(x1, x2, . . . , xN−1)
de ordenadas x1, x2, . . . , xN−1 com ve´rtices na curva poligonal desde que a curva esteja
completamente definida por essas ordenadas.
Escolhemos as ordenadas x1, x2, . . . , xN−1 que da˜o um ponto cr´ıtico a` func¸a˜o ϕ(x1, x2, . . . , xN−1),
ou seja, determinamos as ordenadas pelo sistema de equac¸o˜es ∂ϕ
∂x1
= 0, ∂ϕ
∂x2
= 0,. . . ,
∂ϕ
∂xN−1
= 0. Esperamos, no limite, quando N → ∞, obter a soluc¸a˜o do problema va-
riacional.
Usando a aproximac¸a˜o das func¸o˜es admiss´ıveis por uma curva poligonal, temos:
J [x (·)] =
∫ t1
t0
L (t, x, x˙) dt '
N−1∑
k=0
∫ t0+(k+1)∆t
t0+k∆t
L
(
t, x,
xk+1 − xk
∆t
)
dt.
Usando agora a aproximac¸a˜o por somas de Riemann obtemos:
J [x (·)] ≈
N−1∑
i=0
L
(
ti, xi,
∆xi
∆t
)
∆t.
Encontra´mos o Problema discreto do Ca´lculo das Variac¸o˜es, onde ∆t e´ fixo.
Definic¸a˜o 4 (Problema do Ca´lculo das Variac¸o˜es Discreto).
J(x0, . . . , xN) =
N−1∑
i=0
L
(
ti, xi,
xi+1 − xi
∆t
)
∆t −→ ext (1.2.5)
onde N e´ um nu´mero inteiro positivo fixo, ti e´ a varia´vel discreta com i = 0, . . . , N ,
xi = x(ti) ∈ Rn e x0 e xN sa˜o dados.
Note-se que uma vez que ∆t e´ uma constante, podemos elimina´-la de (1.2.5) e definir
o problema discreto do Ca´lculo das Variac¸o˜es como:
J(x1, . . . , xN−1) =
N−1∑
i=0
F (ti, xi,∆xi) −→ ext ,
onde x0 e xN sa˜o dados.
Vamos agora encontrar as equac¸o˜es discretas de Euler-Lagrange. Para isso precisamos
das equac¸o˜es ∂ϕ
∂xi
= 0 (i = 1, . . . , N − 1) da func¸a˜o
ϕ (x1, x2, . . . , xN−1) =
N−1∑
i=0
L
(
ti, xi,
xi+1 − xi
∆t
)
∆t
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Uma vez que para i = 1, . . . , N − 1 os termos i e i− 1 dependem de xi,
L
(
ti, xi,
xi+1 − xi
∆t
)
∆t e L
(
ti−1, xi−1,
xi − xi−1
∆t
)
∆t ,
apenas x0 e xN (que sa˜o conhecidos) aparecem uma u´nica vez na soma. Segue-se que as
equac¸o˜es ∂ϕ
∂xi
= 0 (i = 1, 2, . . . , N − 1) tomam a forma:
Lx
(
ti, xi,
xi+1 − xi
∆t
)
∆t+ Lx˙
(
ti, xi,
xi+1 − xi
∆t
)(
− 1
∆t
)
∆t
+ Lx˙
(
ti−1, xi−1,
xi − xi−1
∆t
)(
1
∆t
)
∆t = 0 (i = 1, 2, . . . , N − 1)
equivalente a
Lx
(
ti, xi,
∆xi
∆t
)
−
Lx˙
(
ti, xi,
∆xi
∆t
)− Lx˙ (ti−1, xi−1, ∆xi−1∆t )
∆t
= 0. (1.2.6)
Chamamos equac¸a˜o de Euler-Lagrange discreta a` condic¸a˜o necessa´ria (1.2.6) para o pro-
blema (1.2.5).
Definic¸a˜o 5 (Equac¸a˜o de Euler-Lagrange discreta). Para todo o i = 1, . . . , N − 1,
Lx
(
ti, xi,
∆xi
∆t
)
−
∆Lx˙
(
ti−1, xi−1,
∆xi−1
∆t
)
∆t
= 0 . (1.2.7)
Observac¸a˜o 1. Quando n→∞, obtemos da equac¸a˜o de Euler-Lagrange discreta (1.2.7) a
equac¸a˜o de Euler-Lagrange no caso cont´ınuo (1.2.2):
Lx − d
dt
Lx˙ = 0.
1.3 Controlo O´ptimo
Neste cap´ıtulo vamos formular o problema do Controlo O´ptimo e a condic¸a˜o necessa´ria
conhecida como Princ´ıpio do Ma´ximo de Pontryagin.
17
1.3.1 Caso Cont´ınuo
O problema do Controlo O´ptimo na forma de Lagrange e´ uma generalizac¸a˜o do pro-
blema do Ca´lculo das Variac¸o˜es.
Definic¸a˜o 6 (Problema de Lagrange do Controlo O´ptimo). O problema do Controlo O´ptimo
e´ definido como se segue:
J [x (·) , u (·)] =
∫ b
a
L (t, x (t) , u (t)) dt→ min (1.3.1)
onde x(·) ∈ PC1([a, b],Rn) e u(·) ∈ PC([a, b],Ω ⊆ Rm), sujeito ao sistema dinaˆmico de
controlo
x˙ (t) = ϕ (t, x (t) , u (t)) , ∀t ∈ [a, b] , (1.3.2)
onde L(·, ·, ·) e ϕ(·, ·, ·) sa˜o func¸o˜es de classe C2, satisfazendo as condic¸o˜es de fronteira
x(a) = A e x(b) = B.
O teorema seguinte e´ a condic¸a˜o necessa´ria de optimalidade central da teoria do Con-
trolo O´ptimo quando aplicada ao problema (1.3.1)-(1.3.2).
Teorema 2 (Princ´ıpio do Ma´ximo de Pontryagin [10]). Seja (x(·), u(·)) um minimizante
do problema do Controlo O´ptimo (1.3.1)-(1.3.2). Enta˜o existe um par (ψ0, ψ(·)) na˜o nulo,
onde ψ0 ≤ 0 e´ uma constante e ψ(·) uma func¸a˜o pertencente a PC1([a, b],Rn), de modo
que (x (·) , u (·) , ψ0, ψ (·)) satisfaz, em quase todo o t ∈ [a, b], as seguintes condic¸o˜es:
1. o sistema Hamiltoniano

x˙ (t) =
∂H (t, x (t) , u (t) , ψ0, ψ (t))
∂ψ
ψ˙ (t) = −∂H (t, x (t) , u (t) , ψ0, ψ (t))
∂x
(1.3.3)
2. a condic¸a˜o de ma´ximo
H (t, x (t) , u (t) , ψ0, ψ (t)) = max
v∈Ω
H (t, x (t) , v, ψ0, ψ (t)) (1.3.4)
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onde o Hamiltoniano, H, e´ definido por H(t, x, u, ψ0, ψ) = ψ0L(t, x, u) + ψϕ(t, x, u).
Definic¸a˜o 7. O quadruplo (x(·), u(·), ψ0, ψ(·)) que satisfaz o sistema Hamiltoniano e a
condic¸a˜o de ma´ximo e´ chamado de extremal de Pontryagin.
Quando ψ0 = 0, a extremal diz-se anormal.
Quando ψ0 < 0, a extremal diz-se normal.
Observac¸a˜o 2. As extremais anormais existem e ocorrem frequentemente para o problema
do Controlo O´ptimo. No entanto, para o problema elementar do Ca´lculo das Variac¸o˜es
na˜o existem extremais anormais. Vamos demonstrar esta afirmac¸a˜o para o caso cont´ınuo
(demonstrac¸a˜o ana´loga para o caso discreto).
Consideramos o problema do Ca´lculo das Variac¸o˜es (1.2.1) e observemos que ele e´ facil-
mente escrito como um problema do Controlo O´ptimo (1.3.1)-(1.3.2) fazendo ϕ(t, x, u) = u
e Ω = Rn (m = n, x˙(t) = u(t) e na˜o existem restric¸o˜es para u(t)). Assim o Hamiltoniano e´
dado por H(t, x, u, ψ0, ψ) = ψ0L(t, x, u) + ψu. A condic¸a˜o de ma´ximo (1.3.4) implica que
∂H
∂u
= 0, ou seja,
ψ0
∂L
∂u
+ ψ = 0 ⇔ ψ = −ψ0∂L
∂u
.
Sabemos, pelo Princ´ıpio do Ma´ximo de Pontryagin, que os multiplicadores ψ e ψ0 na˜o
podem ser todos nulos. Por reduc¸a˜o ao absurdo, admitamos que ψ0 = 0. Enta˜o, ψ = 0 o
que contraria o Princ´ıpio do Ma´ximo de Pontryagin.
No cap´ıtulo 3 sera˜o dados exemplos da aplicac¸a˜o do Controlo O´ptimo a` Economia.
1.3.2 Caso Discreto
Vamos considerar o problema discreto de Lagrange do Controlo O´ptimo:
Definic¸a˜o 8 (Problema discreto do Controlo O´ptimo). Seja ti uma varia´vel discreta, i =
0, . . . , N−1, onde N e´ um inteiro fixo. Consideramos a sequeˆncia de controlos u(ti) ∈ Ω ⊆
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m, i = 0, . . . , N − 1 e a correspondente sequeˆncia de estados x(ti) ∈ Rn, i = 0, . . . , N que
minimiza ou maximiza a soma
J (x0, . . . , xN−1, u0, . . . , uN−1) =
N−1∑
i=0
L (ti, xi, ui) (1.3.5)
sujeita ao sistema de controlo discreto
∆xi
∆t
= ϕ (ti, xi, ui) , i = 0, . . . , N − 1 (1.3.6)
e a`s condic¸o˜es de fronteira
x(0) = x0, x(N) = xN (1.3.7)
onde consideramos xi = x(ti), ui = u(ti) ∈ Ω ⊆ Rm, i = 0, . . . , N − 1.
O par de sequeˆncias (xi, ui), i = 0, . . . , N−1, que satisfaz a relac¸a˜o (1.3.6) e as condic¸o˜es
(1.3.7) diz-se admiss´ıvel: xi e´ uma sequeˆncia de estados admiss´ıveis e ui uma sequeˆncia de
controlos admiss´ıveis. As func¸o˜es
L : R× Rn × Rm → R e ϕ : R× Rn × Rm → Rn
sa˜o consideradas aqui continuamente diferencia´veis em relac¸a˜o a todos os seus argumentos
e convexas como func¸o˜es do u´ltimo argumento u. Elas sa˜o, em geral, na˜o lineares. Os
controlos tomam valores no conjunto Ω convexo.
Relembramos as definic¸o˜es de conjunto convexo e func¸a˜o convexa.
Definic¸a˜o 9 (Conjunto Convexo). Ω e´ um conjunto convexo se para qualquer ua, ub ∈ Ω
se verifica:
α · ua + (1− α) · ub ∈ Ω, ∀α ∈ [0, 1]
Definic¸a˜o 10 (Func¸a˜o Convexa). L(·, ·, ·) e´ uma func¸a˜o convexa em relac¸a˜o ao seu u´ltimo
argumento sobre um conjunto Ω se para qualquer ua, ub ∈ Ω e qualquer α ∈ [0, 1] se
verifica:
L(ti, xi, α · ua + (1− α) · ub) ≤ α · L(ti, xi, ua) + (1− α) · L(ti, xi, ub).
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De modo semelhante, ϕ(·, ·, ·) e´ uma func¸a˜o convexa em relac¸a˜o ao seu terceiro argumento
sobre o conjunto Ω se para qualquer ua, ub ∈ Ω e qualquer α ∈ [0, 1] se verifica:
ϕ(ti, xi, α · ua + (1− α) · ub) ≤ α · ϕ(ti, xi, ua) + (1− α) · ϕ(ti, xi, ub).
Observac¸a˜o 3. Para problemas de controlo o´ptimo cont´ınuos na˜o e´ necessa´rio assumir-se
convexidade para demonstrar o Princ´ıpio do Ma´ximo de Pontryagin. No caso discreto,
consideramos as hipo´teses de convexidade acima, embora seja poss´ıvel considerar outras
condic¸o˜es mais fracas [7].
O teorema seguinte da´-nos a condic¸a˜o necessa´ria de optimalidade de primeira ordem
para o problema (1.3.5)-(1.3.7) ana´loga ao Teorema 2.
Teorema 3 (Princ´ıpio do Ma´ximo de Pontryagin para o problema discreto(1.3.5)-(1.3.7)
[7]). Se (xi, ui), i = 0, . . . , N−1, e´ uma sequeˆncia minimizante ou maximizante do problema
(1.3.5)-(1.3.7), enta˜o existe uma sequeˆncia (λ0, ψ(ti)) na˜o nula, i = 0, . . . , N − 1, onde
λ0 e´ uma constante na˜o positiva e ψ(ti) = ψi ∈ Rn, tal que o quadruplo (xi, ui, λ0, ψi),
i = 0, . . . , N − 1, satisfaz:
1. o sistema Hamiltoniano discreto

∆xi
∆t
=
∂H
∂ψ
(ti, xi, ui, λ0, ψi) , i = 0, . . . , N − 1,
∆ψi
∆t
= −∂H
∂x
(ti, xi, ui, λ0, ψi) , i = 0, . . . , N − 1;
(1.3.8)
2. a condic¸a˜o de ma´ximo discreta
H (ti, xi, ui, λ0, ψi) = maxH
v∈Ω
(ti, xi, v, λ0, ψi) (1.3.9)
com o Hamiltoniano H definido por H(t, x, u, λ0, ψ) = λ0L(t, x, u) + ψ · ϕ(t, x, u).
Observac¸a˜o 4. A primeira equac¸a˜o no Sistema Hamiltoniano e´ o sistema de controlo (1.3.6).
A segunda equac¸a˜o no Sistema Hamiltoniano e´ conhecida por sistema adjunto. Os
multiplicadores ψ(·) sa˜o chamados multiplicadores adjuntos ou varia´veis de co-estado.
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Definic¸a˜o 11. A sequeˆncia de quadruplos (xi, ui, λ0, ψi), i = 0, . . . , N − 1, λ0 ≤ 0, que sa-
tisfaz o sistema Hamiltoniano e a condic¸a˜o de ma´ximo e´ chamada de extremal do problema
(1.3.5)-(1.3.7). Uma extremal diz-se normal se λ0 < 0 e anormal se ψ0 = 0 (conforme com
a Definic¸a˜o 7).
Na Economia, o Controlo O´ptimo discreto e´ normalmente abordado por interme´dio da
Programac¸a˜o Dinaˆmica.
A programac¸a˜o dinaˆmica e´ um me´todo de resoluc¸a˜o de uma vasta gama de problemas de
optimizac¸a˜o. A ideia ba´sica e´ interpretar o problema original (1.3.5)-(1.3.7) como um dos
problemas de uma classe de problemas mais gene´rica e usar um me´todo recursivo para se
obter a soluc¸a˜o do problema original (1.3.5)-(1.3.7). A famı´lia de problemas tem a mesma
func¸a˜o objectivo (1.3.5) e a mesma dinaˆmica (1.3.6), mas estados iniciais e instantes iniciais
diferentes: para k = 0 . . . , N − 1, definimos
J (xk, . . . , xN−1, uk, . . . , uN−1) =
N−1∑
i=k
L (ti, xi, ui) (1.3.10)
sujeita ao sistema de controlo discreto
∆xi
∆t
= ϕ (ti, xi, ui) ⇔ xi+1 − xi
∆t
= ϕ (ti, xi, ui)
⇔ xi+1 = xi + ϕ (ti, xi, ui) ∆t
⇔ xi+1 := f (ti, xi, ui) , i = k, . . . , N − 1
(1.3.11)
e a`s condic¸o˜es de fronteira
x(k) = xk , x(N) = xN . (1.3.12)
Os paraˆmetros essenciais no problema de optimizac¸a˜o (1.3.10)-(1.3.12) sa˜o o instante de
tempo, ti, em que nos encontramos e o valor das varia´veis de estado, xi, nesse instante. Por
essa raza˜o usamos a notac¸a˜o (1.3.10)-(1.3.12)tk,xk para distinguir os diferentes problemas.
As ideias principais da programac¸a˜o dinaˆmica sa˜o baseadas no Lema 2. Sem perda de
generalidade, consideramos o problema de maximizac¸a˜o.
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Lema 2. Suponhamos que u∗k, . . . , u
∗
N−1 e´ o controlo o´ptimo para (1.3.10)-(1.3.12)tk,xk . Seja
x∗k = xk, x
∗
k+1, . . . , x
∗
N = xN a correspondente trajecto´ria o´ptima. Enta˜o, para qualquer l,
k ≤ l ≤ N − 1, u∗l , . . . , u∗N−1 e´ o controlo o´ptimo para (1.3.10)-(1.3.12)tl,x∗l .
Demonstrac¸a˜o. Vamos supor que u∗l , . . . , u
∗
N−1 na˜o e´ o controlo o´ptimo para (1.3.10)-
(1.3.12)tl,x∗l
. Enta˜o existe um controlo uˆl, uˆl+1, . . . , uˆN−1, com a trajecto´ria o´ptima xˆl =
x∗l , xˆl+1, . . . , xˆN = x
∗
N tal que
N−1∑
i=l
L (ti, xˆi, uˆi) >
N−1∑
i=l
L (ti, x
∗
i , u
∗
i ) (1.3.13)
Considerando um controlo u˜k, . . . , u˜N−1 com
u˜i =


u∗i , i = k, . . . , l − 1
uˆi, i = l, . . . , N − 1
e a trajecto´ria correspondente x˜k, . . . , x˜N onde
x˜i =


x∗i , i = k, . . . , l
xˆi, i = l + 1, . . . , N ,
o valor da func¸a˜o objectivo que corresponde a este controlo o´ptimo para o problema
(1.3.10)-(1.3.12)tk,xk e´
N−1∑
i=k
L (ti, x˜i, u˜i) =
l−1∑
i=k
L (ti, x
∗
i , u
∗
i ) +
N−1∑
i=l
L (ti, xˆi, uˆi)
>
N−1∑
i=k
L (ti, x
∗
i , u
∗
i )
por (1.3.13). Assim u∗k, . . . , u
∗
N−1 na˜o e´ o controlo o´ptimo de (1.3.10)-(1.3.12)tk,xk o que
contradiz a hipo´tese do lema.
A partir de agora, assumimos que (1.3.10)-(1.3.12)tk,xk tem uma soluc¸a˜o o´ptima para
todo 0 ≤ k ≤ N − 1 e para todo o xk ∈ Rn. Essa soluc¸a˜o o´ptima e´ obtida a partir da
definic¸a˜o e do teorema seguintes.
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Definic¸a˜o 12. Chamamos func¸a˜o valor a` func¸a˜o V : R× Rn → R que a cada par (ti, xi)
devolve o valor o´ptimo V (ti, xi) da func¸a˜o objectivo (1.3.10), que no instante ti comec¸a no
estado xi.
A resoluc¸a˜o do problema (1.3.5)-(1.3.7) pela programac¸a˜o dinaˆmica baseia-se no cha-
mado Princ´ıpio de Optimalidade ou Princ´ıpio de Bellman.
Teorema 4 (Princ´ıpio de Optimalidade). Pela definic¸a˜o 12, V (tk, xk) e´ o valor ma´ximo
de (1.3.10)-(1.3.12)tk,xk e satisfaz a equac¸a˜o recursiva
V (tk, xk) = max
u
{L (tk, xk, u)}+ V (tk+1, xk+1) 0 ≤ k ≤ N − 1. (1.3.14)
Demonstrac¸a˜o. Seja u∗k, . . . , u
∗
N−1 um controlo o´ptimo de (1.3.10)-(1.3.12)tk,xk e seja x
∗
k =
xk, . . . , x
∗
N a correspondente trajecto´ria o´ptima. Temos
N−1∑
i=k
L (ti, x
∗
i , u
∗
i ) ≥
N−1∑
i=k
L (ti, xi, ui) . (1.3.15)
Pelo Lema 2 o primeiro membro da desigualdade (1.3.15) e´ igual a
L (tk, x
∗
k, u
∗
k) + V (tk+1, f (tk, x
∗
k, u
∗
k)) ; (1.3.16)
enquanto pela Definic¸a˜o 12 o segundo membro da desigualdade (1.3.15) e´ igual a
L (tk, xk, uk) +
N−1∑
i=k+1
L (ti, xi, ui) ≥ L (tk, xk, uk) + V (tk+1, f (tk, xk, uk)) (1.3.17)
onde a igualdade e´ verdadeira se e so´ se uk+1, . . . , uN−1 e´ um controlo o´ptimo para (1.3.10)-
(1.3.12)tk+1,xk+1 . Usando (1.3.16) e (1.3.17) em (1.3.15) vem que
L (tk, x
∗
k, u
∗
k) + V (tk+1, f (tk, x
∗
k, u
∗
k)) ≥ L (tk, xk, uk) + V (tk+1, f (tk, xk, uk))
para todo o uk ∈ Ω, que e´ equivalente a (1.3.14).
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Corola´rio 5. Seja uk, . . . , uN−1 um qualquer controlo admiss´ıvel para o problema (1.3.10)-
(1.3.12)tk,xk e seja xk, . . . , xN a trajecto´ria correspondente. Enta˜o
V (tl, xl) ≥ L (tl, xl, ul) + V (tl+1, f (tl, xl, ul)) , k 6 l 6 N − 1 .
A igualdade e´ va´lida para todo o k ≤ l ≤ N − 1 se e so´ se o controlo uk, . . . , uN−1 for
o´ptimo para (1.3.10)-(1.3.12)tk,xk .
Corola´rio 6. Para i = 0, 1, . . . , N − 1, seja θ : R× Rn → Ω tal que
L (ti, xi, θ(ti, xi)) + V (ti+1, f (ti, xi, θ(ti, xi))) = max
u
{L (ti, xi, u)}+ V (ti+1, f (ti, xi, ui)) .
(1.3.18)
Enta˜o θ(·, ·) define recursivamente um controlo o´ptimo (controlo o´ptimo por feedback),
isto e´, para qualquer estado xi no instante ti, o controlo o´ptimo ui∗, . . . , u∗N−1 para o
problema (1.3.10)− (1.3.12)ti,xi fica definido por u∗k = θ(tk, x∗k), com i ≤ k ≤ N − 1, onde
x∗k+1 = f(tk, x
∗
k, θ(tk, x
∗
k)), com i ≤ k ≤ N − 1 e x∗i = xi.
O Teorema 4 e o Corola´rio 6 constituem as ideias principais da programac¸a˜o dinaˆmica.
Essas ideias devem-se a Richard Bellman que desenvolveu a programac¸a˜o dinaˆmica em
meados dos anos cinquenta (se´culo XX). Bellman e´ conhecido pelo seu Princ´ıpio da Opti-
malidade (Teorema 4): ”o controlo o´ptimo tem a propriedade de, independentemente do
estado inicial e das deciso˜es ja´ tomadas, as restantes deciso˜es constitu´ırem a estrate´gia
o´ptima em relac¸a˜o ao estado resultante das deciso˜es anteriormente tomadas.”
Exemplo 5. Um consumidor vive treˆs per´ıodos, t = 0, t = 1, t = 2. Em cada per´ıodo pode
consumir dois bens, u e v. O consumidor dispo˜e de uma certa riqueza inicial, x0, e na˜o
recebe rendimento em nenhum dos per´ıodos. O problema do consumidor e´ escolher quanto
consumir de u e de v em cada um dos per´ıodos, de forma a maximizar a sua utilidade:
2∑
i=0
L (ti, xi, uivi) =
2∑
i=0
uivi → max
onde u0 e v0, u1 e v1 e u2 e v2 sa˜o as quantidades consumidas de u e v em t = 0, t = 1 e
t = 2, respectivamente. Em termos matema´ticos, u e v sa˜o os controlos.
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O problema pode ser formalizado da seguinte forma:
max
u0,v0,u1,v1,u2,v2
(u0v0) + (u1v1) + (u2v2)
sujeito a
pu0u0 + pv0v0 + pu1u1 + pv1v1 + pu2u2 + pv2v2 = x0
Para simplificar as contas, admitamos que o prec¸o de cada um dos bens e´ igual a 1 em
todos os per´ıodos (pu0 = pv0 = pu1 = pv1 = pu2 = pv2 = 1).
Vejamos agora como resolver o problema, usando a programac¸a˜o dinaˆmica.
Note-se que a func¸a˜o de utilidade e´ temporalmente separa´vel (a utilidade marginal do
consumo dos bens u e v num dado per´ıodo na˜o depende do consumo desses bens noutros
per´ıodos), logo, e´ poss´ıvel resolver o problema, usando a programac¸a˜o dinaˆmica. Designe-
mos por xi a riqueza ainda dispon´ıvel no in´ıcio do per´ıodo ti. A riqueza dispon´ıvel e´ a
varia´vel de estado, e as quantidades a consumir de cada um dos bens sa˜o as varia´veis de
controlo. A evoluc¸a˜o da riqueza, denominada em Matema´tica por dinaˆmica do sistema, e´
dada por:
xi+1 = xi − ui − vi
Comecemos por resolver o problema do consumidor no per´ıodo 2. A riqueza dispon´ıvel
nesse per´ıodo e´ x2:
max
u2,v2
u2v2
sujeito a
u2 + v2 6 x2
Resolvendo este problema, obtemos:
u∗2 = v
∗
2 =
x2
2
,
ou seja, no u´ltimo per´ıodo, a regra de consumo o´ptima e´ dividir a riqueza ainda dispon´ıvel
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igualmente pelos dois bens. Mas isto implica que, se a riqueza dispon´ıvel for x2, o valor
ma´ximo da utilidade neste per´ıodo, Definic¸a˜o 12, sera´:
V (t2, x2) =
x2
2
x2
2
=
(x2
2
)2
=
(
x1 − u1 − v1
2
)2
.
Conhecendo a pol´ıtica o´ptima no per´ıodo 2, podemos aplicar o princ´ıpio de optimalidade,
Teorema 4, para derivar a pol´ıtica o´ptima em t = 1. O problema a resolver e´:
max
u1,v1
u1v1 +
(
x1 − u1 − v1
2
)2
.
Resolvendo este problema, obtemos u∗1 = v
∗
1 =
1
4
x1. Logo, a utilidade ma´xima do per´ıodo 1
em diante, que corresponde a uma riqueza dispon´ıvel no in´ıcio do per´ıodo de x1, e´ dada por:
V (t1, x1) =
(x1
4
)2
+
(x1
4
)2
=
1
8
(x0 − u0 − v0)2 .
Para completarmos a resoluc¸a˜o do problema, basta-nos determinar a pol´ıtica o´ptima de
consumo no per´ıodo t = 0:
max
u0,v0
u0v0 +
1
8
(x0 − u0 − v0)2 .
A soluc¸a˜o deste problema e´ u∗0 = v
∗
0 =
1
6
x0, o que implica que x1 =
2
3
x0. Mas, se
x1 =
2
3
x0, enta˜o o consumo o´ptimo em t = 1 e´ u
∗
1 = v
∗
1 =
1
4
x1 =
1
6
x0 e a riqueza ainda
dispon´ıvel no fim do per´ıodo e´ x2 =
1
3
x0. Finalmente, se x2 =
1
3
x0, o consumo no u´ltimo
per´ıodo e´ u∗2 = v
∗
2 =
1
2
x2 =
1
6
x0.
1.4 Conclusa˜o
Depois da apresentac¸a˜o dos conceitos fundamentais do Ca´lculo das Variac¸o˜es e do
Controlo O´ptimo, vamos abordar no Cap´ıtulo 2 o Teorema de Noether.
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Cap´ıtulo 2
Teorema de Noether
2.1 Introduc¸a˜o
O estudo sistema´tico de problemas invariantes do Ca´lculo das Variac¸o˜es foi iniciado em
1918 por Emmy Amalie Noether, a distinta matema´tica alema˜ que descobriu o princ´ıpio
fundamental da invariaˆncia, conhecido como Teorema de Noether. Noether combinou os
me´todos do Ca´lculo das Variac¸o˜es com a teoria dos grupos de Lie, afirmando que (vide
[15]):
”A invariaˆncia de um sistema com respeito a uma famı´lia de transformac¸o˜es parame´tricas,
implica a existeˆncia de uma lei de conservac¸a˜o para esse sistema”.
Lei de conservac¸a˜o
Encontrar a soluc¸a˜o geral da equac¸a˜o de Euler-Lagrange, uma equac¸a˜o diferencial or-
dina´ria de segunda ordem, e´ geralmente muito dif´ıcil. As leis de conservac¸a˜o sa˜o func¸o˜es
Φ(t, x(t), x˙(t)) constantes ao longo de todas as soluc¸o˜es x(t) da equac¸a˜o de Euler-Lagrange.
Reparar que Φ(t, x(t), x˙(t)) = const e´ uma equac¸a˜o diferencial de ordem um.
Lei de conservac¸a˜o da quantidade de movimento
Se a func¸a˜o L na˜o depende de x : L = L(t, x˙), ocorre a lei de conservac¸a˜o da quantidade
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de movimento. A equac¸a˜o de Euler-Lagrange (1.2.2) tem a forma
d
dt
Lx˙ (t, x˙ (t)) = 0,
pelo que Lx˙(t, x˙(t)) = const.
Lei de conservac¸a˜o da energia
Se a func¸a˜o L na˜o depende de t : L = L(x, x˙), enta˜o obtemos a lei de conservac¸a˜o de
energia: x˙Lx˙ (x (t) , x˙ (t)) − L (x (t) , x˙ (t)) = const. Com efeito, para toda a soluc¸a˜o x(t)
da equac¸a˜o de Euler-Lagrange temos
d
dt
(x˙Lx˙ (x (t) , x˙ (t))− L (x (t) , x˙ (t)))
= x¨Lx˙ (x (t) , x˙ (t)) + x˙
d
dt
Lx˙ (x (t) , x˙ (t))− d
dt
L (x (t) , x˙ (t))
= x¨Lx˙ (x (t) , x˙ (t)) + x˙Lx (x (t) , x˙ (t))− x˙Lx (x (t) , x˙ (t))− x¨Lx˙ (x (t) , x˙ (t)) = 0.
A aplicac¸a˜o das leis de conservac¸a˜o permite baixar a ordem das equac¸o˜es diferenciais
dadas pelas condic¸o˜es necessa´rias. Por este motivo, as leis de conservac¸a˜o podem simplificar
o processo de resoluc¸a˜o dos problemas do Ca´lculo das Variac¸o˜es e do Controlo O´ptimo.
No Controlo O´ptimo, a relac¸a˜o entre a invariaˆncia de um problema e a existeˆncia de
expresso˜es que sa˜o constantes ao longo de qualquer das suas extremais de Pontryagin, foi
dada a conhecer em publicac¸o˜es dos anos setenta (se´culo XX).
2.2 Teorema de Noether no contexto do Ca´lculo das
Variac¸o˜es
2.2.1 Caso Cont´ınuo
Definic¸a˜o 13. Uma func¸a˜o C(t, x, x˙) preservada ao longo de todas as extremais (C(t, x(t), x˙(t))
e´ constante em t para toda a extremal x(·)) e´ denominada por primeiro integral . A` equac¸a˜o
C(t, x(t), x˙(t)) = constante chamamos lei de conservac¸a˜o.
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Vamos comec¸ar por definir um grupo de Lie local hs, com geradores T e X.
Seja h uma aplicac¸a˜o
h : [a, b]× Rn → R× Rn
definida pelas equac¸o˜es
t¯ = ht (t, x)
x¯i = hxi (t, x)
onde i = 1, . . . , n e ht e hx sa˜o func¸o˜es dadas.
Em particular, consideremos a transformac¸a˜o do plano
h : R2 → R2
definida pelas equac¸o˜es
t¯ = ht (t, x) ,
x¯ = hx (t, x)
Geometricamente h transforma o ponto (t, x) num outro ponto (t¯, x¯) do mesmo plano
com refereˆncia aos mesmos eixos coordenados.
O tipo de transformac¸o˜es sime´tricas pela qual estudamos as propriedades invariantes
de (1.2.1) sa˜o transformac¸o˜es do plano com a suposic¸a˜o de que a transformac¸a˜o tambe´m
depende de um paraˆmetro s.
Seja s = (s1, s2, . . . , sr) uma famı´lia com r paraˆmetros que varia continuamente num
intervalo aberto
‖s‖ =
√√√√ r∑
k=1
(sk)
2 < s0
e consideremos a colecc¸a˜o hs de todas as transformac¸o˜es definidas por
t¯ = ht (t, x, s) , x¯
i = hxi (t, x, s) (2.2.1)
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onde ht e hxi sa˜o func¸o˜es anal´ıticas de [a, b]×Rn× ]−s0, s0[ → R. A transformac¸a˜o definida
por (2.2.1) diz-se uma famı´lia r-parame´trica de transformac¸o˜es em Rn. Admitimos que para
s = 0 vem t¯ = ht (t, x, 0) = t e x¯ = hx (t, x, 0) = x.
Uma famı´lia r-parame´trica de transformac¸o˜es hs forma um grupo de Lie local se e so´
se e´ satisfeita a propriedade local de grupo fechado, se conte´m a identidade e se a inversa
existe para todo o s pequeno.
Se hs definido por (2.2.1) e´ um grupo de Lie local, enta˜o ht = (t, x, s) e hxi = (t, x, s)
podem ser expandidos em se´rie de Taylor numa vizinhanc¸a de s = 0:
t¯ = ht (t, x, 0) +
∂ht
∂sk
(t, x, 0) sk +
1
2!
∂2ht
∂s2k
(t, x, 0) s2k + . . .
= t+ T (t, x) sk + o (sk)
x¯i = hxi (t, x, 0) +
∂hxi
∂sk
(t, x, 0) sk +
1
2!
∂2hxi
∂s2k
(t, x, 0) s2k + . . .
= xi +X ik (t, x) sk + o (sk)
onde i = 1, . . . , n e k = 1, . . . , r.
Observac¸a˜o 5. Tendo em conta que xi e´ a componente da varia´vel de estado x, hx pode
ser expandida em se´rie de Taylor numa vizinhanc¸a de s = 0:
x¯ = hx (t, x, 0) +
∂hx
∂sk
(t, x, 0) sk +
1
2!
∂2hx
∂s2k
(t, x, 0) s2k + . . .
= x+X (t, x) sk + o (sk) .
Salienta-se o facto de definir o produto como:
X (t, x) sk =
r∑
k=1
n∑
i=1
X ik (t, x) sk =
= X11 (t, x) s1 +X
2
1 (t, x) s1 + . . .+X
n
1 (t, x) s1 +X
1
2 (t, x) s2 + . . .+X
n
r (t, x) sr
Define-se Tk e X
i
k por
Tk (t, x) ≡ ∂ht
∂sk
(t, x, 0)
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X ik (t, x) ≡
∂hxi
∂sk
(t, x, 0)
onde i = 1, . . . , n e k = 1, . . . , r.
Para um s pequeno a transformac¸a˜o infinitesimal
t¯ = t+ skTk (t, x) + o (sk)
x¯i = xi + skX
i
k (t, x) + o (sk)
(2.2.2)
aproxima-se de Tk e de X
i
k.
As quantidades T e X sa˜o chamadas geradores de hs e definem a parte linear principal
da transformac¸a˜o em T e em X, respectivamente, ou seja, sa˜o os coeficientes dos termos
em s na expansa˜o em se´rie de Taylor.
O grupo de Lie local hs dado pela equac¸a˜o (2.2.2) induz o grupo de Lie h˜s no espac¸o
txx˙ definido pelas equac¸o˜es:
h˜s :


t¯ = ht (t, x, s)
x¯ = hx (t, x, s)
˙¯x =
dx¯
dt¯
=
∂hx
∂t
+ ∂hx
∂x
· x˙
∂ht
∂t
+ ∂ht
∂x
· x˙
Note-se que para i = 1, . . . , n:
dx¯i
dt¯
=
dx¯i
dt
dt¯
dt
=
∂h
xi
∂t
+
∂h
xi
∂xi
x˙i
∂ht
∂t
+ ∂ht
∂xi
x˙i
∂hxi
∂t
= sk
∂X ik
∂t
+ o(sk)
∂hxi
∂xi
= 1 + sk
∂X ik
∂xi
+ o(sk)
∂ht
∂t
= 1 + sk
∂Tk
∂t
+ o(sk)
∂ht
∂xi
= sk
∂Tk
∂xi
+ o(sk)
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Enta˜o
˙¯xi =
sk
∂Xi
k
∂t
+
(
1 + sk
∂Xi
k
∂xk
)
x˙k + o(sk)
1 + sk
∂Tk
∂t
+ sk
∂Tk
∂xi
x˙i + o(sk)
=
x˙k + skX˙
i
k + o(sk)
1 + skT˙k + o(sk)
= x˙i +
(
X˙ ik − x˙iT˙ k
)
sk + o(sk)
(2.2.3)
O termo linear em s em expansa˜o de ˙¯xi e´ X˙ ik − x˙iT˙k.
As quantidades T , X e (X˙ − x˙T˙ ) sa˜o os geradores do grupo h˜s e sa˜o necessa´rios no
desenvolvimento das condic¸o˜es de invariaˆncia.
Definic¸a˜o 14. A funcional (1.2.1) diz-se quasi-invariante sob um grupo de Lie local hs se,
e so´ se, ∫ t2
t1
L
(
t, x (t) ,
dx
dt
(t)
)
dt+
dΦ
dt
(
t, x (t) ,
dx
dt
(t) , s
)
+ o (sk)
=
∫ t¯2
t¯1
L
(
t¯, x¯ (t¯) ,
dx¯
dt¯
(t¯)
)
dt¯ ,
(2.2.4)
onde k = 1, . . . , r, t¯1 = ht(t1, x(t1), sk), t¯2 = ht(t2, x(t2), sk), ht = ht(t, x(t), sk), hx =
hx(t, x(t), sk), e (2.2.4) se verifica para todo o |s| < s0, para todo o x(·) ∈ C2([a, b],Rn) e
para todo o sub-intervalo [t1, t2] de [a, b].
Observac¸a˜o 6. A condic¸a˜o (2.2.4) implica que
d
dsk
∫ t¯2
t¯1
L
(
t¯, x¯ (t¯) ,
dx¯
dt¯
(t¯)
)
dt¯
∣∣∣∣∣
s=0
=
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
(2.2.5)
onde Φ e´ denominado por termo de Gauge.
Observac¸a˜o 7. Quando Φ = 0 a funcional diz-se invariante sob o grupo de Lie local hs se
e so´ se
d
dsk
∫ t¯2
t¯1
L
(
t¯, x¯ (t¯) ,
dx¯
dt¯
(t¯)
)
dt¯ = 0.
Teorema 7 (Condic¸a˜o necessa´ria e suficiente de quasi-invariaˆncia). A funcional (1.2.1) e´
quasi-invariante sob um grupo de Lie local (2.2.1) com geradores T e X, se e so´ se
∂L
∂t
Tk +
∂L
∂x
·Xk + ∂L
∂x˙
·
(
X˙k − x˙T˙k
)
+ LT˙k =
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
. (2.2.6)
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Corola´rio 8 (Condic¸a˜o necessa´ria e suficiente de invariaˆncia). A funcional (1.2.1) e´ inva-
riante sob um grupo de Lie local (2.2.1) com geradores T e X, se e so´ se
∂L
∂t
Tk +
∂L
∂x
·Xk + ∂L
∂x˙
·
(
X˙k − x˙T˙k
)
+ LT˙k = 0 .
Demonstrac¸a˜o. Como a equac¸a˜o (2.2.4) (ou a (2.2.5)) esta´ definida para todo o subintervalo
[t1, t2], podemos remover o integral da definic¸a˜o de quasi-invariaˆncia. A equac¸a˜o (2.2.5) e´
equivalente a
d
dsk
{
L
(
t¯, x¯,
dx¯
dt¯
)
dt¯
dt
}∣∣∣∣
s=0
=
d
dsk
{
L
(
ht, hx,
∂hx
∂t
+ x˙ · ∂hx
∂x
∂ht
∂t
+ x˙ · ∂ht
∂x
)
dht
dt
}∣∣∣∣∣
s=0
=
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
(2.2.7)
Efectuando a derivada da equac¸a˜o (2.2.7) obtemos:
L
d
dsk
(
dt¯
dt
)∣∣∣∣
s=0
+
d
dsk
L
(
t¯, x¯,
dx¯
dt¯
)∣∣∣∣
s=0
=
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
. (2.2.8)
Atendendo a que por (2.2.2) e (2.2.3)
d
dsk
(
dt¯
dt
)∣∣∣∣
s=0
=
d
dsk
(
d
dt
(t+ skTk + o(sk))
)∣∣∣∣
s=0
= T˙k ,
d
dsk
L
(
t¯, x¯,
dx¯
dt¯
)∣∣∣∣
s=0
=
∂L
∂t
Tk +
∂L
∂x
·Xk + ∂L
∂x˙
·
(
X˙k − x˙T˙k
)
,
obtemos de (2.2.8) a condic¸a˜o desejada:
LT˙k +
∂L
∂t
Tk +
∂L
∂x
·Xk + ∂L
∂x˙
·
(
X˙k − x˙T˙k
)
=
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
.
Teorema 9 (Teorema de Noether - formulac¸a˜o Lagrangeana, ver e.g. [8]). Se
J [x(·)] =
∫ b
a
L (t, x (t) , x˙ (t)) dt (2.2.9)
for quasi-invariante sob um grupo de Lie local hs com geradores T e X, enta˜o[
L (t, x(t), x˙(t))− x˙(t) · ∂L
∂x˙
(t, x(t), x˙(t))
]
Tk(t, x(t))
+
∂L
∂x˙
(t, x(t), x˙(t)) ·Xk(t, x(t)) − ∂
∂sk
Φ (t, x (t) , x˙ (t) , s)
∣∣∣∣
s=0
= constante , (2.2.10)
∀t ∈ [a, b], k = 1, . . . , r, ao longo de todas as soluc¸o˜es da equac¸a˜o de Euler-Lagrange.
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Observac¸a˜o 8. Seja H o Hamiltoniano definido no Teorema 2. Como vimos anteriormente
na Observac¸a˜o 2 temos:
H (t, x (t) , x˙ (t)) = −L (t, x (t) , x˙ (t)) + x˙ (t) · ∂L
∂x˙
(t, x (t) , x˙ (t))
obtemos enta˜o a formulac¸a˜o Hamiltoniana do Teorema de Noether: podemos escrever
(2.2.10) na forma
−H (t, x (t) , x˙ (t))Tk (t, x (t)) + ∂L
∂x˙
(t, x (t) , x˙ (t)) ·Xk (t, x (t))
− ∂
∂sk
Φ (t, x (t) , x˙ (t) , s)
∣∣∣∣
s=0
= constante (2.2.11)
Demonstrac¸a˜o. Ca´lculos directos mostram que:
d
dt
(
∂L
∂x˙
·Xk
)
−Xk · d
dt
∂L
∂x˙
=
d
dt
∂L
∂x˙
·Xk + ∂L
∂x˙
· X˙k −Xk · d
dt
∂L
∂x˙
=
∂L
∂x˙
· X˙k , (2.2.12)
dL
dt
Tk − ∂L
∂x
· x˙Tk − ∂L
∂x˙
· x¨Tk =(
∂L
∂t
+
∂L
∂x
· x˙+ ∂L
∂x˙
· x¨
)
Tk − ∂L
∂x
· x˙Tk − ∂L
∂x˙
· x¨Tk = ∂L
∂t
Tk , (2.2.13)
d
dt
(
∂L
∂x˙
· x˙Tk
)
− Tkx˙ · d
dt
∂L
∂x˙
=
d
dt
∂L
∂x˙
· x˙Tk + ∂L
∂x˙
· d
dt
(x˙Tk)− Tkx˙ · d
dt
∂L
∂x˙
=
∂L
∂x˙
·
(
x¨Tk + x˙T˙k
)
. (2.2.14)
Substituindo (2.2.13) na condic¸a˜o necessa´ria de quasi-invariaˆncia (2.2.6)
∂L
∂t
Tk +
∂L
∂x
·Xk + ∂L
∂x˙
·
(
X˙k − x˙T˙k
)
+ LT˙ =
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
obtemos
dL
dt
Tk − ∂L
∂x
· x˙Tk − ∂L
∂x˙
· x¨Tk + ∂L
∂x
·Xk + ∂L
∂x˙
· X˙k − ∂L
∂x˙
·
(
x˙T˙k
)
+ LT˙k =
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
e substituindo agora (2.2.12) vem que
dL
dt
Tk − ∂L
∂x
· x˙Tk − ∂L
∂x˙
· x¨Tk + ∂L
∂x
·Xk + d
dt
(
∂L
∂x˙
·Xk
)
−Xk · d
dt
∂L
∂x˙
−
∂L
∂x˙
·
(
x˙T˙k
)
+ LT˙k =
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
.
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Por u´ltimo, substituindo (2.2.14) na equac¸a˜o anterior, obtemos:
dL
dt
Tk − ∂L
∂x
· x˙Tk − ∂L
∂x˙
· x¨Tk + ∂L
∂x
·Xk + d
dt
(
∂L
∂x˙
·Xk
)
−
Xk · d
dt
∂L
∂x˙
+
∂L
∂x˙
· x¨Tk − d
dt
(
∂L
∂x˙
· x˙Tk
)
+ Tkx˙ · d
dt
∂L
∂x˙
+ LT˙k =
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
.
Simplificando:
dL
dt
Tk +
∂L
∂x
· (Xk − x˙Tk) + d
dt
(
∂L
∂x˙
·Xk
)
−
d
dt
(
∂L
∂x˙
· x˙Tk
)
− d
dt
∂L
∂x˙
· (Xk − x˙Tk) + LT˙k = d
dt
∂Φ
∂sk
∣∣∣∣
sk=0
⇔ d
dt
(
LTk +
∂L
∂x˙
·Xk − ∂L
∂x˙
· x˙Tk
)
+ (Xk − x˙Tk) ·
(
∂L
∂x
− d
dt
∂L
∂x˙
)
=
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
.
Ao longo das soluc¸o˜es da equac¸a˜o de Euler-Lagrange,(
∂L
∂x
− d
dt
∂L
∂x˙
)
= 0 ,
temos enta˜o que
d
dt
(
LTk +
∂L
∂x˙
·Xk − ∂L
∂x˙
· x˙iTk
)
=
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
.
2.2.2 Caso Discreto
O Teorema de Noether no Ca´lculo das Variac¸o˜es discreto e´ obtido a partir da equac¸a˜o
de Euler-Lagrange discreta (1.2.7).
Definic¸a˜o 15. O Lagrangiano discreto L(ti, xi,
∆xi
∆t
)∆t diz-se quasi-invariante com respeito
a`s transformac¸o˜es r-parame´tricasX(ti, xi,
∆xi
∆t
, sk), k = 1, . . . , r, ‖s‖ < s0,X(ti, xi, ∆xi∆t , 0) =
x para todo i = 0, . . . , N−1, xi, ∆xi∆t ∈ Rn, sob a diferenc¸a do termo de Gauge Φ(ti, xi, ∆xi∆t , sk)
se para todo i = 0, . . . , N − 2
L
(
ti, xi,
∆xi
∆t
)
+ ∆Φ
(
ti, xi,
∆xi
∆t
, s
)
+ δ
(
ti, xi,
∆xi
∆t
, s
)
=
L
(
ti, X
(
ti, xi,
∆xi
∆t
, s
)
, X
(
ti+1, xi+1,
∆xi+1
∆t
, s
))
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onde δ(., ., ., .) e´ uma func¸a˜o que satisfaz
∂δ(ti,xi,∆xi∆t ,s)
∂sk
∣∣∣∣
s=0
= 0, k = 1, . . . , r.
Teorema 10 (Teorema de Noether no contexto do Ca´lculo das Variac¸o˜es para o caso dis-
creto). Se L(ti, xi,
∆xi
∆t
)∆t e´ quasi-invariante com respeito a`s transformac¸o˜es infinitesimais
r-parame´tricas X sob a diferenc¸a do termo de Gauge Φ, no sentido da definic¸a˜o 15, enta˜o
todas as soluc¸o˜es x(ti), i = 0, . . . , N−2 da equac¸a˜o de Lagrange discreta (1.2.7) satisfazem:
∆Lx˙
(
ti−1, xi−1,
∆xi−1
∆t
)
∆t
· ∂
∂sk
X
(
ti, xi,
∆xi
∆t
, s
)∣∣∣∣
s=0
+
∂
∂sk
Φ
(
ti, xi,
∆xi
∆t
, s
)∣∣∣∣
s=0
= constante,
(2.2.15)
k = 1, . . . , r.
A demonstrac¸a˜o deste teorema sera´ feita depois da demonstrac¸a˜o do Teorema 13.
2.3 Teorema de Noether no contexto do Controlo O´ptimo
O Teorema de Noether no Controlo O´ptimo relaciona a invariaˆncia de um problema
sob uma famı´lia de transformac¸o˜es com a existeˆncia de quantidades preservadas ao longo
das extremais de Pontryagin.
2.3.1 Caso Cont´ınuo
Vamos comec¸ar por definir um grupo de Lie local hs, com geradores T , X e U .
Por transformac¸a˜o hs do espac¸o entendemos uma aplicac¸a˜o
hs : [a, b]× Rn × Ω → R× Rn × Rm
definida por
hs (t, x, u) = (T (t, x, u, s) , X (t, x, u, s) , U (t, x, u, s)) , s = (s1, . . . , sr) . (2.3.1)
Os tipos de transformac¸o˜es sime´tricas pela qual estudamos as propriedades invariantes
de (1.3.1)-(1.3.2) sa˜o transformac¸o˜es do espac¸o com a suposic¸a˜o de que a transformac¸a˜o
tambe´m depende do paraˆmetro s.
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A transformac¸a˜o definida por (2.3.1) diz-se uma famı´lia r-parame´trica de transformac¸o˜es
em Rn.
Seja s = (s1, s2, . . . , sr) uma famı´lia com r paraˆmetros que varia continuamente num
intervalo aberto
‖s‖ =
√√√√ r∑
k=1
(sk)
2 < s0
Em geral, uma famı´lia r-parame´trica de transformac¸o˜es hs e´ chamada grupo de Lie
local se e so´ se e´ satisfeita a propriedade local de grupo fechado, conte´m a identidade e a
inversa existe para um pequeno s.
Definic¸a˜o 16. Uma funcional
J [x (·) , u (·)] =
∫ b
a
L (t, x (t) , u (t)) dt→ min
onde x(·) ∈ PC1([a, b],Rn) e u(·) ∈ PC([a, b],Ω ⊆ Rm) esta´ sujeito ao sistema de controlo
dinaˆmico
x˙ (t) = ϕ (t, x (t) , u (t)) , ∀t ∈ [a, b]
e onde L e ϕ sa˜o consideradas de classe C2, e´ quasi-invariante sob um grupo de Lie local
hs se e so´ se existe uma famı´lia r-parame´trica de transformac¸o˜es onde para s = 0 e para
qualquer (t, x, u) ∈ [a, b]× Rn × Ω se reduz a` identidade h0(t, x, u) = (t, x, u) e satisfaz:
L (t, x (t) , u (t)) +
d
dt
Φ (t, x (t) , u (t) , s) + o (s) =
= L ◦ hs (t, x (t) , u (t)) d
dt
T (t, x (t) , u (t) , s)
(2.3.2)
d
dt
X (t, x (t) , u (t) , s) + o (s) = ϕ ◦ hs (t, x (t) , u (t)) d
dt
T (t, x (t) , u (t) , s) , (2.3.3)
para qualquer func¸a˜o Φ de classe C1 e onde o(s) significa os termos que convergem para
zero mais ra´pido do que ‖s‖, isto e´,
lim
‖s‖→0
o (s)
‖s‖ = 0 . (2.3.4)
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O exemplo a seguir mostra um problema de Controlo O´ptimo quasi-invariante sob uma
famı´lia de transformac¸o˜es uni-parame´trica (r = 1).
Exemplo 6 (n = 3, m = 2). Consideramos o problema (1.3.1)-(1.3.2) com L = (u1)2 +(u2)2
e ϕ =
(
u1, u2, u
2(x2)2
2
)
: ∫ b
a
(
u1 (t)
)2
+
(
u2 (t)
)2
dt→ min


x˙1 (t) = u1 (t)
x˙2 (t) = u2 (t)
x˙3 (t) =
u2 (t) (x2 (t))
2
2
Ca´lculos directos mostram que o problema e´ invariante sob hs(t, x1, x2, x3, u1, u2) =
(t, x1 + st, x2 + st, x3 + 1
2
(x2)2st, u1 + s, u2 + s);
h0(t, x1, x2, x3, u1, u2) = (t, x1, x2, x3, u1, u2)
L ◦ hs d
dt
(t) =
(
u1 + s
)2
+
(
u2 + s
)2
=
(
(u1)2 + (u2)2
)
+ 2s
(
u1 + u2
)
+ 2s2 ,
e a equac¸a˜o (2.3.2) e´ satisfeita com Φ(t, x1, x2, s) = 2s(x1 + x2) e o(s) = 2s2;
ϕ1 ◦ hs d
dt
(t) = u1 + s =
d
dt
(
x1 + st
)
ϕ2 ◦ hs d
dt
(t) = u2 + s =
d
dt
(
x2 + st
)
ϕ3 ◦ hs d
dt
(t) =
(u2 + s)(x2 + st)2
2
=
=
u2(x2)2
2
+
1
2
s((x2)2 + 2x2u2t) +
(u2t2 + 2x2t)s2 + t2s3
2
=
=
d
dt
(x3 +
1
2
(x2)2st) + o(s) ,(
o(s) = (u
2t2+2x2t)s2+t2s3
2
)
e (2.3.3) e´ tambe´m satisfeita.
O pro´ximo teorema e´ u´til.
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Teorema 11. As condic¸o˜es necessa´rias para o problema (1.3.1)-(1.3.2) ser quasi-invariante
sob a famı´lia de transformac¸o˜es r-parame´trica (2.3.1) sa˜o (k = 1, . . . , r):
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
=
∂L
∂t
∂T
∂sk
∣∣∣∣
s=0
+
∂L
∂x
· ∂X
∂sk
∣∣∣∣
s=0
+
∂L
∂u
· ∂U
∂sk
∣∣∣∣
s=0
+ L
d
dt
∂T
∂sk
∣∣∣∣
s=0
(2.3.5)
d
dt
∂X
∂sk
∣∣∣∣
s=0
=
∂ϕ
∂t
∂T
∂sk
∣∣∣∣
s=0
+
∂ϕ
∂x
· ∂X
∂sk
∣∣∣∣
s=0
+
∂ϕ
∂u
· ∂U
∂sk
∣∣∣∣
s=0
+ ϕ
d
dt
∂T
∂sk
∣∣∣∣
s=0
(2.3.6)
Demonstrac¸a˜o. Utilizando a Definic¸a˜o 16 derivamos a equac¸a˜o (2.3.2) em ordem a sk e
fazemos s = 0:
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
=
∂L
∂t
∂T
∂sk
∣∣∣∣
s=0
+
∂L
∂x
· ∂X
∂sk
∣∣∣∣
s=0
+
∂L
∂u
· ∂U
∂sk
∣∣∣∣
s=0
+ L
d
dt
∂T
∂sk
∣∣∣∣
s=0
.
Utilizando a Definic¸a˜o 16 derivamos a equac¸a˜o (2.3.3) em ordem a sk, o que para s = 0
nos da´:
d
dt
∂X
∂sk
∣∣∣∣
s=0
=
∂ϕ
∂t
∂T
∂sk
∣∣∣∣
s=0
+
∂ϕ
∂x
· ∂X
∂sk
∣∣∣∣
s=0
+
∂ϕ
∂u
· ∂U
∂sk
∣∣∣∣
s=0
+ ϕ
d
dt
∂T
∂sk
∣∣∣∣
s=0
Observac¸a˜o 9. Se apenas conhecemos as transformac¸o˜es, as equac¸o˜es (2.3.5) e (2.3.6) re-
presentam equac¸o˜es diferenciais de 1.a ordem das func¸o˜es desconhecidas L e ϕ, e o Teo-
rema 2.3.6 pode ser usado para caracterizar o conjunto de problemas de controlo o´ptimo
que possui dadas propriedades invariantes.
Observac¸a˜o 10. De (2.3.2) temos
o (s) = L ◦ hs d
dt
T (t, x (t) , u (t) , s)− L− d
dt
Φ (t, x (t) , u (t) , s) ,
enquanto que de (2.3.3) temos
o (s) = ϕ ◦ hs d
dt
T (t, x (t) , u (t) , s)− d
dt
X (t, x (t) , u (t) , s) .
Destas igualdades podem-se deduzir as fo´rmulas expl´ıcitas para as derivadas de cada
o(s1, . . . , sr) com respeito a sk, k = 1, . . . , r. As derivadas desaparecem para s = (s1, . . . , sr) =
0 devido a (2.3.4).
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Os pro´ximos dois exemplos ilustram como pode ser usado o Teorema 11 para desco-
brir uma famı´lia de transformac¸o˜es que manteˆm o problema invariante de acordo com a
Definic¸a˜o 16.
Exemplo 7 (n = 4, m = 2). Consideremos o problema∫ b
a
((
u1 (t)
)2
+
(
u2 (t)
)2)
dt→ min ,


x˙1 (t) = x3 (t)
x˙2 (t) = x4 (t)
x˙3 (t) = −x1 (t)
((
x1 (t)
)2
+
(
x2 (t)
)2)
+ u1 (t)
x˙4 (t) = −x2 (t)
((
x1 (t)
)2
+
(
x2 (t)
)2)
+ u2 (t)
Consideramos uma famı´lia de transformac¸o˜es uni-parame´trica sem mudar a varia´vel tempo
(T = t) e com Φ ≡ 0, sob a qual o problema e´ quasi-invariante. O Teorema 11 afirma que
as condic¸o˜es seguintes teˆm de prevalecer:

u1
∂U1
∂s
∣∣∣∣
s=0
= − u2∂U
2
∂s
∣∣∣∣
s=0
d
dt
∂X1
∂s
∣∣∣∣
s=0
=
∂X3
∂s
∣∣∣∣
s=0
d
dt
∂X2
∂s
∣∣∣∣
s=0
=
∂X4
∂s
∣∣∣∣
s=0
d
dt
∂X3
∂s
∣∣∣∣
s=0
= − (3(x1)2 + (x2)2) ∂X1
∂s
∣∣∣∣
s=0
− 2x1x2 ∂X
2
∂s
∣∣∣∣
s=0
+
∂U1
∂s
∣∣∣∣
s=0
d
dt
∂X4
∂s
∣∣∣∣
s=0
= −2x1x2∂X
1
∂s
∣∣∣∣
s=0
− ((x1)2 + 3(x2)2) ∂X2
∂s
∣∣∣∣
s=0
+
∂U2
∂s
∣∣∣∣
s=0
(2.3.7)
Claramente se verifica que (2.3.7) e´ satisfeita por
∂U1
∂s
∣∣∣∣
s=0
= −u2, ∂U
2
∂s
∣∣∣∣
s=0
= u1,
∂X1
∂s
∣∣∣∣
s=0
= −x2, ∂X
2
∂s
∣∣∣∣
s=0
= x1,
∂X3
∂s
∣∣∣∣
s=0
= −x4, ∂X
4
∂s
∣∣∣∣
s=0
= x3.
Escolhendo U 1 = u1 − u2 · s, U 2 = u2 + u1 · s, X1 = x1 − x2 · s, X2 = x2 + x1 · s,
X3 = x3 − x4 · s, X4 = x4 + x3 · s, podemos verificar que as condic¸o˜es (2.3.2) e (2.3.3) sa˜o
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de facto, verdadeiras:
L ◦ hs d
dt
T = (u1 − u2s)2 + (u2 + u1s)2 = ((u1)2 + (u2)2) + ((u1)2 + (u2)2)s2 = L+ o(s),
ϕ1 ◦ hs d
dt
T = x3 − x4s = d
dt
(x1 − x2s) = d
dt
X1,
ϕ2 ◦ hs d
dt
T = x4 + x3s =
d
dt
(x2 + x1s) =
d
dt
X2,
ϕ3 ◦ hs d
dt
T = −(x1 − x2s)((x1 − x2s)2 + (x2 + x1s)2) + u1 − u2s
= [−x1((x1)2 + (x2)2) + u1 + x2((x1)2 + (x2)2)s− u2s] + [(x2s− x1)((x1)2 + (x2)2)s2]
=
d
dt
X3 + o(s),
ϕ4 ◦ hs d
dt
T = −(x2 + x1s)((x1 − x2s)2 + (x2 + x1s)2) + u2 + u1s
= [−x2((x1)2 + (x2)2) + u2 − x1((x1)2 + (x2)2)s+ u1s] + [(−x2 − x1s)((x1)2 + (x2)2)s2]
=
d
dt
X4 + o(s).
Exemplo 8 (n = 4, m = 2). Consideremos o problema:

x˙1 = u1
(
1 + x2
)
x˙2 = u1x3
x˙3 = u2
x˙4 = u1(x3)2
com L = (u1)2 + (u2)2. Usando o Teorema 11 chegamos a`s condic¸o˜es necessa´rias para
que a transformac¸a˜o de um paraˆmetro hs = (T,X1, X2, X3, X4, U 1, U 2) torne o problema
quasi-invariante:

d
dt
∂Φ
∂s
∣∣∣∣
s=0
= 2u1
∂U1
∂s
∣∣∣∣
s=0
+ 2u2
∂U2
∂s
∣∣∣∣
s=0
+
(
(u1)2 + (u2)2
) d
dt
∂T
∂s
∣∣∣∣
s=0
d
dt
∂X1
∂s
∣∣∣∣
s=0
= u1
∂X2
∂s
∣∣∣∣
s=0
+
(
1 + x2
) ∂U1
∂s
∣∣∣∣
s=0
+ u1
(
1 + x2
) d
dt
∂T
∂s
∣∣∣∣
s=0
d
dt
∂X2
∂s
∣∣∣∣
s=0
= u1
∂X3
∂s
∣∣∣∣
s=0
+ x3
∂U1
∂s
∣∣∣∣
s=0
+ u1x3
d
dt
∂T
∂s
∣∣∣∣
s=0
d
dt
∂X3
∂s
∣∣∣∣
s=0
=
∂U2
∂s
∣∣∣∣
s=0
+ u2
d
dt
∂T
∂s
∣∣∣∣
s=0
d
dt
∂X4
∂s
∣∣∣∣
s=0
= 2u1x3
∂X3
∂s
∣∣∣∣
s=0
+ (x3)2
∂U1
∂s
∣∣∣∣
s=0
+ u1(x3)2
d
dt
∂T
∂s
∣∣∣∣
s=0
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As condic¸o˜es sa˜o satisfeitas com Φ ≡ 0 e
∂U1
∂s
∣∣∣∣
s=0
= −u1, ∂U
2
∂s
∣∣∣∣
s=0
= −u2,
d
dt
∂T
∂s
∣∣∣∣
s=0
= 2,
∂X1
∂s
∣∣∣∣
s=0
= 3x1,
∂X2
∂s
∣∣∣∣
s=0
= 2(1 + x2),
∂X3
∂s
∣∣∣∣
s=0
= x3,
∂X4
∂s
∣∣∣∣
s=0
= 3x4.
Com as transformac¸o˜es U 1 = u1(1 − s), U 2 = u2(1 − s), T = t(1 + 2s), X1 = x1(1 + 3s),
X2 = x2 + 2s(1 + x2), X3 = x3(1 + s), X4 = x4(1 + 3s), o problema e´ quasi-invariante:
L ◦ hs d
dt
T = ((u1)2 + (u2)2) + ((u1)2 + (u2)2)(2s− 3)s2,
ϕ1 ◦ hs d
dt
T =
d
dt
(x1(1 + 3s))− 4u1(1 + x2)s3,
ϕ2 ◦ hs d
dt
T =
d
dt
(x2 + 2s(1 + x2))− u1x3(1 + 2s)s2,
ϕ3 ◦ hs d
dt
T =
d
dt
(x3(1 + s))− 2u2s2,
ϕ4 ◦ hs d
dt
T =
d
dt
(x4(1 + 3s)) + u1(x3)2(1− 3s− 2s2)s2.
Vamos ver como derivar a lei de conservac¸a˜o a partir do conhecimento de T , Φ e Xi
(i = 1, . . . , n).
O Teorema de Noether, para problemas de Controlo O´ptimo, permite construir quan-
tidades que se conservam ao longo das extremais de Pontryagin do problema respectivo.
O teorema seguinte da´-nos r leis de conservac¸a˜o, enquanto que o problema (1.3.1)-(1.3.2)
e´ quasi-invariante sob uma famı´lia de transformac¸o˜es contendo r-paraˆmetros.
Teorema 12 (Teorema de Noether no Controlo O´ptimo - caso cont´ınuo). Se o pro-
blema (1.3.1)-(1.3.2) e´ quasi-invariante sob uma famı´lia de transformac¸o˜es (2.3.1) de r-
paraˆmetros, enta˜o, para qualquer quadruplo (x(·), u(·), ψ0, ψ(·)) que satisfac¸a o Princ´ıpio
do Ma´ximo de Pontryagin para (1.3.1)-(1.3.2), as r expresso˜es sa˜o va´lidas (k = 1, . . . , r):
ψ0
∂Φ(t, x(t), u(t), s)
∂sk
∣∣∣∣
s=0
+ ψ(t) · ∂X(t, x(t), u(t), s)
∂sk
∣∣∣∣
s=0
−
H(t, x(t), u(t), ψ0, ψ(t))
∂T (t, x(t), u(t), s)
∂sk
∣∣∣∣
s=0
≡ constante , (2.3.8)
t ∈ [a, b], com H o Hamiltoniano associado ao problema (1.3.1)-(1.3.2): H(t, x, u, ψ0, ψ) =
ψ0L(t, x, u) + ψ · ϕ(t, x, u).
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Observac¸a˜o 11. A uma func¸a˜o C(t, x, u, ψ0, ψ) constante ao longo de todos as extremais
(x(·), u(·), ψ0, ψ(·)) de Pontryagin do problema (1.3.1)-(1.3.2),
C(t, x(t), u(t), ϕ0, ψ(t)) = k , (2.3.9)
para alguma constante k, chamamos primeiro integral . A equac¸a˜o (2.3.9) e´ chamada a lei
de conservac¸a˜o correspondente ao primeiro integral C.
Exemplo 9. Para o problema considerado no Exemplo 6 conclu´ımos do Teorema 12 que
2ψ0(x
1(t) + x2(t)) + ψ1(t)t + ψ2(t)t + 1
2
ψ3(t)(x2(t))2t e´ constante ao longo das extremais
de Pontryagin.
Exemplo 10. Para o problema considerado no Exemplo 7 o primeiro integral que se segue
e´ obtido do Teorema 12: −ψ1(t)x2(t) + ψ2(t)x1(t)− ψ3(t)x4(t) + ψ4(t)x3(t).
Exemplo 11. Para o Exemplo 8 e pelo Teorema 12, vale o seguinte primeiro integral:
3ψ1(t)x1(t) + 2ψ2(t)(1 + x2(t)) + ψ3(t)x3(t) + 3ψ4(t)x4(t)− 2tH , (2.3.10)
com H = ψ0((u
1(t))2 + (u2(t))2) + ψ1(t)u1(t)(1 + x2(t)) + ψ2(t)u1(t)x3(t) + ψ3(t)u2(t) +
ψ4(t)u1(t)(x3(t))2.
Observac¸a˜o 12. As leis de conservac¸a˜o obtidas nos exemplos anteriores na˜o sa˜o o´bvias.
Contudo, uma vez obtidas, sa˜o facilmente verificadas por diferenciac¸a˜o, usando o sistema
adjunto ψ˙ = −∂H
∂x
e a condic¸a˜o de estacionaridade ∂H
∂u
= 0. Vamos verificar a lei de
conservac¸a˜o obtida no Exemplo 11:
Pelo sistema adjunto temos que ψ1 e ψ4 sa˜o constantes enquanto ψ2(t) e ψ3(t) satisfazem
ψ˙2(t) = −ψ1u1(t) e ψ˙3(t) = −ψ2u1(t)− 2ψ4u1(t)x3(t).
Tendo em conta que o problema e´ auto´nomo, o Hamiltoniano, H, e´ constante ao longo das
extremais. Diferenciando obtemos:
3ψ1u1(t)(1 + x2(t))− 2ψ1u1(t)(1 + x2(t)) + 2ψ2(t)u1(t)x3(t)− ψ2(t)u1(t)x3(t)−
2ψ4u1(t)(x3(t))2 + ψ3(t)u2(t) + 3ψ4u1(t)(x3(t))2 − 2H = 0 ,
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isto e´,
ψ1(1 + x2(t))u1(t) + ψ2(t)x3(t)u1(t) + ψ3(t)u2(t) + ψ4(x3(t))2u1(t) = 2H . (2.3.11)
Pela definic¸a˜o de Hamiltoniano, a igualdade (2.3.11) e´ equivalente a H = −ψ0((u1(t))2 +
(u2(t))2), a relac¸a˜o segue-se da condic¸a˜o de extremalidade:

2ψ0u
1 (t) + ψ1
(
1 + x2 (t)
)
+ ψ2 (t)x3 (t) + ψ4
(
x3 (t)
)2
= 0
2ψ0u
2 (t) + ψ3 (t) = 0
⇒
⇒


ψ1
(
1 + x2 (t)
)
u1 (t) + ψ2 (t)x3 (t)u1 (t) + ψ4
(
x3 (t)
)2
u1 (t) = −2ψ0
(
u1 (t)
)2
ψ3 (t)u2 (t) = −2ψ0
(
u2 (t)
)2
Demonstrac¸a˜o do Teorema 12. Seja (x(·), u(·), ψ0, ψ(·)) uma extremal de Pontryagin do
problema (1.3.1)-(1.3.2). Multiplicando (2.3.5) por ψ0 e (2.3.6) por ψ(t) e somando as
condic¸o˜es, podemos escrever:
ψ0
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
+ ψ(t) · d
dt
∂X
∂sk
∣∣∣∣
s=0
=
ψ0
(
∂L
∂t
∂T
∂sk
∣∣∣∣
s=0
+
∂L
∂x
· ∂X
∂sk
∣∣∣∣
s=0
+
∂L
∂u
· ∂U
∂sk
∣∣∣∣
s=0
+ L
d
dt
∂T
∂sk
∣∣∣∣
s=0
)
+
ψ(t) ·
(
∂ϕ
∂t
∂T
∂sk
∣∣∣∣
s=0
+
∂ϕ
∂x
· ∂X
∂sk
∣∣∣∣
s=0
+
∂ϕ
∂u
· ∂U
∂sk
∣∣∣∣
s=0
+ ϕ
d
dt
∂T
∂sk
∣∣∣∣
s=0
)
. (2.3.12)
De acordo com a condic¸a˜o de ma´ximo do Princ´ıpio do Ma´ximo de Pontryagin, a func¸a˜o
ψ0L(t, x(t), U(t, x(t), u(t), s)) + ψ(t) · ϕ(t, x(t), U(t, x(t), u(t), s))
alcanc¸a extremo para s = 0. Por esse motivo para cada k ∈ {1, . . . , r}
ψ0
∂L
∂u
· ∂U
∂sk
∣∣∣∣
s=0
+ ψ(t) · ∂ϕ
∂u
· ∂U
∂sk
∣∣∣∣
s=0
= 0
e (2.3.12) e´ simplificada por
ψ0
(
∂L
∂t
∂T
∂sk
∣∣∣∣
s=0
+
∂L
∂x
· ∂X
∂sk
∣∣∣∣
s=0
+ L
d
dt
∂T
∂sk
∣∣∣∣
s=0
− d
dt
∂Φ
∂sk
∣∣∣∣
s=0
)
+
ψ(t) ·
(
∂ϕ
∂t
∂T
∂sk
∣∣∣∣
s=0
+
∂ϕ
∂x
· ∂X
∂sk
∣∣∣∣
s=0
+ ϕ
d
dt
∂T
∂sk
∣∣∣∣
s=0
− d
dt
∂X
∂sk
∣∣∣∣
s=0
)
= 0 .
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A u´ltima igualdade e´ equivalente a
−ψ0 d
dt
∂Φ
∂sk
∣∣∣∣
s=0
− ψ · d
dt
∂X
∂sk
∣∣∣∣
s=0
+
d
dt
(
H
∂T
∂sk
∣∣∣∣
s=0
)
= 0
e conclu´ımos que
ψ0
∂Φ
∂sk
∣∣∣∣
s=0
+ ψ · ∂X
∂sk
∣∣∣∣
s=0
+H
∂T
∂sk
∣∣∣∣
s=0
= constante .
A prova esta´ completa.
2.3.2 Caso Discreto
Para o Controlo O´ptimo, o Teorema de Noether, no caso discreto, e´ obtido usando a
versa˜o discreta do Princ´ıpio do Ma´ximo de Pontryagin.
Definic¸a˜o 17. Seja X : R× Rn × Ω×B (s0) → Rn, s0 > 0,
B (s0) =

s = (s1, . . . , sr) : ‖s‖ =
√√√√ r∑
k=1
(sk)
2 < s0


uma transformac¸a˜o r-parame´trica infinitesimal tal que para cada ti, i = 0, . . . , N − 1,
X(ti, ·, ·, ·) e´ continuamente diferencia´vel relativamente a todos os argumentos e tal que
X(ti, x, u, 0) = x qualquer que seja i = 0, . . . , N − 1, x ∈ Rn, e u ∈ Ω.
Se existir uma func¸a˜o real Φ(ti, x, u, s) e para todo s ∈ B(s0) e (x(ti), u(ti)) admiss´ıvel
existe uma sequeˆncia de controlos u(ti, s), u(ti, 0) = u(ti) = ui, tal que:
L (ti, x (ti) , u (ti)) + ∆Φ (ti, x (ti) , u (ti) , s) + δ (ti, x (ti) , u (ti) , s) =
= L (ti, X (ti, x (ti) , u (ti) , s) , u (ti, s)) (2.3.13)
∆xi + δ (ti, x (ti) , u (ti) , s) = ϕ (ti, X (ti, x (ti) , u (ti) , s) , u (ti, s)) (2.3.14)
para cada i = 0, . . . , N − 1 e onde δ(ti, x, u, s) e´ uma func¸a˜o arbitra´ria que satisfaz
∂δ (ti, x, u, s)
∂sk
∣∣∣∣
s=0
= 0, k = 1, . . . , r (2.3.15)
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para cada ti, x, u, enta˜o o problema (1.3.5) diz-se quasi-invariante com relac¸a˜o a` trans-
formac¸a˜o X(ti, x, u, s), sob a diferenc¸a do termo de Gauge Φ(ti, x(ti), u(ti), s).
Observac¸a˜o 13. Na relac¸a˜o (2.3.13)
∆Φ (ti, x (ti) , u (ti) , s) = Φ (ti + 1, x (ti + 1) , u (ti + 1) , s)− Φ (ti, x (ti) , u (ti) , s)
Observac¸a˜o 14. Quando δ ≡ 0 e Φ ≡ 0 temos variaˆncia estrita. O termo quasi-invariante
refere a` possibilidade de δ ser diferente de zero.
Teorema 13 (Teorema de Noether no Controlo O´ptimo – caso discreto). Se (1.3.5) e´
quasi-invariante com relac¸a˜o a`s transformac¸a˜o de r-paraˆmetros X sob a diferenc¸a do termo
de Gauge Φ, no sentido da Definic¸a˜o 17, enta˜o todas as extremais (x(ti), u(ti), λ0, ψ(ti)),
i = 0, . . . , N − 1, satisfazem as r expresso˜es seguintes (k = 1, . . . , r):
λ0
∂
∂sk
Φ (ti, x (ti) , u (ti) , s)
∣∣∣∣
s=0
+ ψ (ti) · ∂
∂sk
X (ti, x (ti) , u (ti) , s)
∣∣∣∣
s=0
= constante
(2.3.16)
Observac¸a˜o 15. Os integrais de movimento obtidos no Teorema 13 sa˜o integrais de mo-
mento. Devido ao facto de ti ser tempo discreto, na˜o podemos variar ti continuamente, por
esta raza˜o, na˜o podemos obter os integrais de ”energia”como no caso do Controlo O´ptimo
cont´ınuo.
Demonstrac¸a˜o. Seja (x(ti), u(ti), λ0, ψ(ti)) uma extremal do problema (1.3.5).
Diferenciando (2.3.13) e (2.3.14) em relac¸a˜o ao paraˆmetro sk, k = 1, . . . , r e pressupondo
s = (s1, . . . , sr) = 0, obtemos (considerando (2.3.15) e o facto de X(ti, x(ti), u(ti), 0) =
x(ti), u(ti, 0) = u(ti)):
∆
∂
∂sk
Φ (ti, xi, ui, s)
∣∣∣∣
s=0
=
∂L
∂x
(ti, xi, ui) · ∂
∂sk
X (ti, xi, ui, s)
∣∣∣∣
s=0
+
∂L
∂u
(ti, xi, ui) · ∂
∂sk
u (ti, s)
∣∣∣∣
s=0
(2.3.17)
∂
∂sk
∆Xi
∣∣∣∣
s=0
=
∂ϕ
∂x
(ti, xi, ui) · ∂
∂sk
X (ti, xi, ui, s)
∣∣∣∣
s=0
+
∂ϕ
∂u
(ti, xi, ui) · ∂
∂sk
u (ti, s)
∣∣∣∣
s=0
(2.3.18)
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Do sistema adjunto
ψ (ti) =
∂H
∂x
(ti, xi, ui, λ0, ψ (ti + 1)) ,
atrave´s da definic¸a˜o de Hamiltoniano temos:
−λ0∂L
∂x
(ti, xi, ui) = ψ (ti + 1) · ∂ϕ
∂x
(ti, xi, ui)− ψ (ti)
e multiplicando (2.3.17) por −λ0 obtemos:
λ0
(
∆
∂
∂sk
Φ (ti, xi, ui, s)− ∂L
∂u
(ti, xi, ui) · ∂
∂sk
u (ti, s)
)∣∣∣∣
s=0
+(
ψ (ti + 1) · ∂ϕ
∂x
(ti, xi, ui)− ψ (ti)
)
· ∂
∂sk
X (ti, xi, ui, s) = 0 (2.3.19)
Dado que u(ti, 0) = u(ti) e de acordo com a condic¸a˜o de ma´ximo, do Princ´ıpio do
Ma´ximo de Pontryagin para tempo discreto, a func¸a˜o:
s→ λ0L (ti, xi, u (ti, s)) + ψ (ti + 1) · ϕ (ti, xi, u (ti, s))
atinge o seu ma´ximo para s = 0, portanto
∂
∂sk
(λ0 · L (ti, xi, u (ti, s))) + ψ (ti + 1) · ϕ (ti, xi, u (ti, s))
∣∣∣∣
s=0
= 0 ,
isto e´,
λ0 · ∂L
∂u
(ti, xi, ui) · ∂
∂sk
u (ti, s)
∣∣∣∣
s=0
+ ψ (ti + 1) · ∂ϕ
∂u
(ti, xi, ui) · ∂
∂sk
u (ti, s)
∣∣∣∣
s=0
= 0
(2.3.20)
De (2.3.19) e (2.3.20) vem
λ0 ·∆ ∂
∂sk
Φ (ti, xi, ui, s)
∣∣∣∣
s=0
+
+
(
ψ (ti + 1) · ∂ϕ
∂x
(ti, xi, ui)− ψ (ti)
)
· ∂
∂sk
X (ti, xi, ui, s)
∣∣∣∣
s=0
+ ψ (ti + 1) · ∂ϕ
∂u
(ti, xi, ui) · ∂
∂sk
u (ti, s)
∣∣∣∣
s=0
= 0
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usando (2.3.18), a u´ltima igualdade e´ equivalente a
λ0 ·∆ ∂
∂sk
Φ (ti, xi, ui, s)
∣∣∣∣
s=0
+ ψ (ti + 1) ·
(
∂ϕ
∂x
(ti, xi, ui) · ∂
∂sk
X (ti, xi, ui, s) +
∂ϕ
∂u
(ti, xi, ui) · ∂
∂sk
u (ti, s)
)∣∣∣∣
s=0
− ϕ (ti) · ∂
∂sk
X (ti, xi, ui, s)
∣∣∣∣
s=0
= 0
E´ equivalente
λ0 ·∆ ∂
∂sk
Φ (ti, xi, ui, s)
∣∣∣∣
s=0
+ψ (ti + 1) · ∂
∂sk
X (ti + 1, x (ti + 1) , u (ti + 1) , s)
∣∣∣∣
s=0
−ϕ (ti) · ∂
∂sk
X (ti, xi, ui, s)
∣∣∣∣
s=0
= 0
E´ equivalente
λ0 ·∆ ∂
∂sk
Φ (ti, xi, ui, s)
∣∣∣∣
s=0
+ ∆
(
ψ (ti) · ∂
∂sk
X (ti, xi, ui, s)
)∣∣∣∣
s=0
= 0
E´ equivalente
∆
(
λ0 · ∂
∂sk
Φ (ti, xi, ui, s)
)∣∣∣∣
s=0
+
(
ψ (ti) · ∂
∂sk
X (ti, xi, ui, s)
)∣∣∣∣
s=0
= 0
A demonstrac¸a˜o esta´ completa.
A demonstrac¸a˜o do Teorema 10 sera´ elaborada a partir do Teorema 13, este ja´ demons-
trado.
Demonstrac¸a˜o. Comec¸amos por considerar o problema (1.3.5) onde denotaremos ui =
∆xi
∆t
.
A condic¸a˜o de ma´ximo do Teorema 1.3.9 implica a condic¸a˜o de estacionaridade seguinte:
∂H
∂u
(ti, xi, ui, λ0, ψi+1) = 0, i = 0, . . . , N − 1
Como H(ti, xi, ui, λ0, ψi+1) = λ0L(ti, xi, ui) + ψi+1 · ϕ(ti, xi, ui) derivando em ordem a u e
igualando a zero:
λ0
∂L
∂u
(ti, xi, ui) + ψi+1 = 0 ⇐⇒ ψi+1 = −λ0∂L
∂u
(ti, xi, ui) (2.3.21)
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Pelo sistema adjunto temos:
ψi = λ0
(
∂L
∂x
(ti, xi, ui)∆t− ∂L
∂u
)
(2.3.22)
Ja´ demonstra´mos anteriormente que na˜o existem extremais anormais para o Problema
discreto do Ca´lculo das Variac¸o˜es. Portanto λ0 6= 0. A partir de (2.3.21) e de (2.3.22),
uma condic¸a˜o necessa´ria para existir extremo e´ o facto de xi, i = 0, . . . , N − 2, ter de
satisfazer a seguinte equac¸a˜o de diferenc¸as:
∂L
∂x
(ti+1, xi+1, ui+1) +
∂L
∂u
(ti, xi, ui) = 0 (2.3.23)
A equac¸a˜o (2.3.23) e´ chamada equac¸a˜o de Lagrange discreta. Consideremos
∂L
∂u
(ti, xi, ui) = −
∆Lx˙
(
ti−1, xi−1,
∆xi−1
∆t
)
∆t
(2.3.24)
e
∂L
∂x
(ti+1, xi+1, ui+1) = Lx
(
ti, xi,
∆xi
∆t
)
assim a equac¸a˜o (2.3.23) toma a forma da equac¸a˜o (1.2.7).
Pela lei de conservac¸a˜o (2.3.16) e utilizando (2.3.21) vem:
λ0
∂
∂sk
Φ (ti, xi, ui, s)
∣∣∣∣
s=0
− λ0∂L
∂u
(ti, xi, ui)
∂
∂sk
X (ti, xi, ui, s)
∣∣∣∣
s=0
= constante
Utilizando a equac¸a˜o (2.3.24) e a considerac¸a˜o ui =
∆xi
∆t
vem:
λ0
∂
∂sk
Φ
(
ti, xi,
∆xi
∆t
, s
)∣∣∣∣
s=0
+λ0
∆Lx˙
(
ti−1, xi−1,
∆xi−1
∆t
)
∆t
∂
∂sk
X
(
ti, xi,
∆xi
∆t
, s
)∣∣∣∣∣∣
s=0
= constante
para k = 1, . . . , r.
Obteˆm-se a lei de conservac¸a˜o (2.2.15).
2.4 Conclusa˜o
Neste cap´ıtulo apresenta´mos o Teorema de Noether sobre va´rias perspectivas. Estas
va˜o ser u´teis no Cap´ıtulo 3.
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Cap´ıtulo 3
Aplicac¸o˜es do Teorema de Noether
na Economia
3.1 Introduc¸a˜o
O grau de desenvolvimento de qualquer a´rea cient´ıfica pode ser avaliado em func¸a˜o
da qualidade e da quantidade da Matema´tica que a incorpora. Ha´ inclusive a´reas da
Matema´tica cuja existeˆncia se deve a` necessidade que dela outras cieˆncias tiveram para
se exprimir. Se, no passado, isto foi evidente com a F´ısica, hoje em dia ha´ outras a´reas
cient´ıficas, entre elas a Economia, em que a simbiose com a Matema´tica aumenta todos
os dias. Dir´ıamos que sa˜o cieˆncias que esta˜o a atingir a idade adulta. E´ esta a visa˜o que
temos da evoluc¸a˜o do mundo da cieˆncia e e´ com ela que vamos abordar o pro´ximo cap´ıtulo.
E´ interessante verificar que apesar do Teorema de Noether ter pela primeira vez apa-
recido aplicado a` F´ısica, pode, como veremos, ser igualmente aplicado a` Economia.
Vamos abordar as aplicac¸o˜es econo´micas seguindo duas vertentes: os problemas econo´micos
relacionados com o Ca´lculo das Variac¸o˜es e os problemas econo´micos relacionados com o
Controlo O´ptimo.
Uma vez que somos leigos em Economia e para evitar interpretac¸o˜es e erros de traduc¸a˜o,
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as palavras te´cnicas que utilizaremos tera˜o a sua versa˜o original escrita em rodape´.
3.2 Problemas do Ca´lculo das Variac¸o˜es
3.2.1 Problema 1
O modelo usual de maximizac¸a˜o do valor descontado da utilidade social1 e´ representado
por: ∫ +∞
0
e−ρtM
(
k(t), k˙(t)
)
dt→ max, ρ > 0 (3.2.1)
onde M satisfaz as condic¸o˜es necessa´rias de maximizac¸a˜o. Este modelo e´ o mais popular
em Economia. Inclui va´rias perspectivas, tais como:
1. O modelo neo-cla´ssico geral do crescimento o´ptimo2 onde:
M
(
k(t), k˙(t)
)
= G (u(t))
e
u (t) = f (x (t) , x˙ (t))
onde G(u(t)) e´ a func¸a˜o de bem-estar social instantaˆnea de uma dada economia,3
u(t) e´ o consumo per capita no per´ıodo t, x e´ o capital ”per capita”e f e´ a func¸a˜o de
transformac¸a˜o.
2. A teoria geral do investimento toma a forma:
M
(
k (t) , k˙ (t)
)
= pQ (L (t) , K (t))−WL (t)− φ
(
K˙(t), K
)
1discounted present value of welfare
2The general neo-classical optimal growth model
3welfare function
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onde p e´ o prec¸o final Q,4 L e´ o trabalho, K e´ o capital, W e´ a taxa de sala´rio5 e φ
e´ a func¸a˜o ajustamento.6
3. O modelo da teoria endo´gena de evoluc¸a˜o te´cnica7 tem um aspecto semelhante a`
equac¸a˜o da Teoria geral do investimento. Assim temos:
M
(
k (t) , k˙ (t)
)
= P (Q)Q− C (Q,A)− θ
(
Q,A, A˙, B, B˙
)
− pi
(
Q,A, A˙, B, B˙
)
onde p e´ o prec¸o final Q,8 C e´ a func¸a˜o custo,9 A sa˜o os valores de conhecimento
aplicado,10 B sa˜o os valores de conhecimento ba´sico ou de procura,11 θ e´ a despesa
de I&D aplicada12 e pi e´ a despesa de I&D fundamental.13
Uma das mais importantes leis de conservac¸a˜o escondidas no modelo de crescimento
neocla´ssico e´ a lei de conservac¸a˜o de renda esta´vel,14 descoberta por Weitzman (1976).
Esta lei foi redescoberta por Samuelson (1982), Kemp e Long (1982) e Sato (1982). Este
u´ltimo, apresentou, pela primeira vez, o modelo como um caso especial do Teorema de
Noether.
Nesta dissertac¸a˜o iremos debruc¸ar-nos sobre a primeira perspectiva, o modelo neo-
cla´ssico geral do crescimento o´ptimo15 que e´ representado por:∫ ∞
0
e−ρtG (f (x (t) , x˙ (t))) dt, ρ > 0 → max (3.2.2)
onde ρ e´ a taxa de desconto intertemporal. Se ρ for igual a zero, isso significa que as utili-
dades presente e futura sa˜o igualmente importantes no bem-estar social intertemporal. Em
4price of output Q
5wage rate
6the adjustment function
7The model of endogenous theory of technical change
8price of output Q
9cost function
10stock of applied knowledge
11stock of basic knowledge or (research)
12R&D expenditure for applied research
13R&D expenditure for basic research
14income-wealth conservation law
15The general neo-classical optimal growth model
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contrapartida, um valor de ρ positivo traduz uma certa impacieˆncia, a utilidade presente
e´ mais importante que a utilidade futura.
O grupo de Lie que mante´m invariante o modelo (3.2.2) pode ser expandido em se´rie de
Taylor sobre s = 0 e toma a forma:
t¯ = t+ T (t, x (t)) sk + o (sk)
x¯i (t) = xi (t) +X ik
(
t, xi (t)
)
sk + o (sk) , i = 1, . . . , n e k = 1, . . . , r
(3.2.3)
Aplicando a transformac¸a˜o infinitesimal (3.2.3) em (3.2.2) e usando a equac¸a˜o de in-
variaˆncia (2.2.6) obtemos
∂L
∂t
Tk +
∂L
∂x
·Xk + ∂L
∂x˙
·
(
dXk
dt
− x˙dT
dt
)
+ L
dTk
dt
=
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
onde
L (t, x (t) , x˙ (t)) = e−ρtG (f (x (t) , x˙ (t)))
∂L
∂t
= −ρe−ρtG
∂L
∂x
= e−ρt
∂G
∂x
∂L
∂x˙
= e−ρt
∂G
∂x˙
Assim a equac¸a˜o toma a forma
e−ρt
[
−ρGT + ∂G
∂x
·Xk + ∂G
∂x˙k
·
(
dXk
dt
− x˙dT
dt
)
+G
dT
dt
]
=
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
. (3.2.4)
Proposic¸a˜o 1. As transformac¸o˜es infinitesimais:
T = 1,
X ik = 0 i = 1, . . . , n
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
= −ρe−ρtU (3.2.5)
sa˜o soluc¸a˜o da equac¸a˜o (3.2.4). Desta soluc¸a˜o somos levados a` lei de conservac¸a˜o do
crescimento neocla´ssico:16
G− x˙ (t) · ∂G
∂x˙ (t)
= ρ
∫ ∞
t
e−ρ(m−t)G (m) dm = constante (3.2.6)
16income-wealth conservation law (Weitzman)
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Demonstrac¸a˜o. Utilizando o Teorema de Noether (2.2.10) e a transformac¸a˜o infinitesimal,
temos:
e−ρt
[
G− x˙ · ∂G
∂x˙
]
− ∂Φ
∂sk
∣∣∣∣
s=0
= constante
Derivando em ordem a t:
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
=
d
dt
[
e−ρt
(
G− x˙ · ∂G
∂x˙
)]
(3.2.7)
Igualando (3.2.5) a (3.2.7) obtemos:
d
dt
[
e−ρt
(
G− x˙ · ∂G
∂x˙
)]
= −ρe−ρtG
Assim:
e−ρt
(
G− x˙ · ∂G
∂x˙
)
= ρ
∫ ∞
t
e−ρmG (m) dm (3.2.8)
Observac¸a˜o 16.
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
= −ρe−ρtG⇒ ∂Φ
∂sk
∣∣∣∣
s=0
=
∫ ∞
t
−ρe−ρmGdm
Como ∂Φ
∂sk
∣∣∣
sk=0
= P (∞)−P (t), sendo P a primitiva, P (∞) = 0 porque a primitiva de uma
exponencial quando m→∞ e´ zero, vem:
∂Φ
∂sk
∣∣∣∣
s=0
= ρ
∫ ∞
t
e−ρmG (m) dm
Multiplicando a equac¸a˜o (3.2.8) por eρt, vem:
G(t)− x˙ · ∂G(t)
∂x˙(t)
= ρ
∫ ∞
t
e−ρ(m−t)G (m) dm
Chegamos a` lei de conservac¸a˜o do crescimento neocla´ssico (3.2.6).
Observac¸a˜o 17. A expressa˜o G(t)− x˙ (t) · ∂G(t)
∂x˙(t)
e´ traduzida, economicamente, por ”renda”17
e a expressa˜o
∫∞
t
e−ρ(m−t)G (m) dm e´ traduzida, economicamente por ”bem-estar”.18 Assim
a lei de conservac¸a˜o (3.2.6) toma a forma:
”renda” - ρ”bem-estar”= constante
17income
18wealth
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Alternativamente escrevemos (3.2.6) como
e−ρt
(
G (t)− x˙ (t) · ∂G (t)
∂x˙ (t)
)
+ ρ
∫ t
0
e−ρmG (m) dm = ρ
∫ ∞
0
e−ρmG (m) dm = constante
(3.2.9)
Observac¸a˜o 18. Economicamente, a expressa˜o e−ρt
(
G (t)− x˙ (t) · ∂G(t)
∂x˙(t)
)
e´ interpretada por
renda descontada19 e a expressa˜o
∫ t
0
e−ρmG (m) dm e´ interpretada por ”stock”de consumo
descontado.20 A Lei da Conservac¸a˜o da Teoria Neocla´ssica do Investimento e´ dada por:
”renda descontada”+ρ”stock de consumo descontado”= constante
A expressa˜o
∫∞
0
e−ρmG (m) dm e´ interpretada por stock de consumo ma´ximo descontado21.
A Lei da Conservac¸a˜o da Teoria Endo´gena da Evoluc¸a˜o Te´cnica e´ dada por:
ρ”stock ma´ximo descontado pelo consumo”= constante
3.2.2 Problema 2
Samuelson (1982) considerou a Lei de Conservac¸a˜o do Crescimento Neocla´ssico (3.2.6)
mas, considerou tambe´m, a taxa de desconto a variar com o tempo. Assim:
renda = ρ (t) bem-estar
Depois de termos visto o modelo (3.2.2) onde ρ e´ fixo, vamos ver o modelo para ρ, taxa
de desconto, varia´vel.
O modelo de taxa de desconto varia´vel e´ representado por:
∫ ∞
0
e−ρ(t)G (f (x (t) , x˙ (t))) dt→ max (3.2.10)
19discounted income
20discounted stock of consumption
21maximum discounted stock of consumption
58
onde L(t, x(t), x˙(t)) = e−ρ(t)G (f (x (t) , x˙ (t))) e G ∈ C2. O grupo de Lie que mante´m
(3.2.10) invariante pode ser expandido em se´rie de Taylor sobre s = 0 e toma a forma:
t¯ = t+ T (t, x (t)) sk + o (sk)
x¯i (t) = xi (t) +X ik
(
t, xi (t)
)
sk + o (sk) , i = 1, . . . , n e k = 1, . . . , r
(3.2.11)
Aplicando a transformac¸a˜o infinitesimal (3.2.11) em (3.2.10) e usando a equac¸a˜o de in-
variaˆncia, tambe´m referida anteriormente como condic¸a˜o necessa´ria e suficiente, e´ da forma:
∂L
∂t
Tk +
∂L
∂x
·Xk + ∂L
∂x˙
·
(
dXk
dt
− x˙dT
dt
)
+ L
dTk
dt
=
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
onde
∂L
∂t
= −dρ
dt
e−ρ(t)G
∂L
∂x
= e−ρ(t) · ∂G
∂x
∂L
∂x˙
= e−ρ(t) · ∂G
∂x˙
Assim a equac¸a˜o toma a forma:
e−ρ(t)
[
−dρ
dt
GT +
∂G
∂x
·Xk + ∂G
∂x˙
·
(
dXk
dt
− x˙dT
dt
)
+G
dT
dt
]
=
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
(3.2.12)
Observac¸a˜o 19. Salientamos que se dρ
dt
= ρ = constante, T = 1 e X = 0, obtemos a Lei de
Conservac¸a˜o (3.2.6).
Como dρ
dt
na˜o e´ necessariamente constante vem:
Proposic¸a˜o 2. As transformac¸o˜es infinitesimais:
dρ
dt
na˜o e´ necessariamente constante
T = 1
X ik = 0 i = 1, . . . , n
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
= −dρ
dt
e−ρ(t)G (3.2.13)
sa˜o soluc¸a˜o da equac¸a˜o (3.2.12). Desta soluc¸a˜o somos levados a` Lei de Conservac¸a˜o :
L− x˙ · ∂L
∂x˙
=
∫ ∞
t
ρ′ (m) e−ρ(m)G (f (x (m) , x˙ (m))) dm = constante
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Utilizando o Teorema de Noether (2.2.10) e a transformac¸a˜o infinitesimal, temos:
e−ρ(t)
[
G− x˙ · ∂G
∂x˙
+
]
− ∂Φ
∂sk
∣∣∣∣
sk=0
= constante
E´ equivalente a
e−ρ(t)
[
G− x˙ · ∂G
∂x˙
]
=
∂Φ
∂sk
∣∣∣∣
s=0
Derivando em ordem a t:
d
dt
∂Φ
∂sk
∣∣∣∣
s=0
=
d
dt
[
e−ρ(t)
(
G− x˙ · ∂G
∂x˙
)]
(3.2.14)
Igualando (3.2.13) a (3.2.14) obtemos:
d
dt
[
e−ρ(t)
(
G− x˙ · ∂G
∂x˙
)]
= −dρ
dt
e−ρ(t)G
E´ equivalente a
d
dt
(
L− x˙ · ∂L
∂x˙
)
=
∂L
∂t
Integrando ambas as expresso˜es:
L− x˙ · ∂L
∂x˙
= −
∫ ∞
t
∂L
∂t
dm =
∫ ∞
t
ρ′ (m) e−ρ(m)G (f (x (m) , x˙ (m))) dm
Observac¸a˜o 20. Como L− x˙ · ∂L
∂x˙
= P (∞)− P (t), sendo P a primitiva, P (∞) = 0 porque
a primitiva de uma exponencial quando m→∞ e´ zero, vem:
L− x˙ · ∂L
∂x˙
=
∫ ∞
t
ρ′ (m) e−ρ(m)G (f (x (m) , x˙ (m))) dm
A expressa˜o L− x˙ · ∂L
∂x˙
e´ interpretada economicamente por medida utilizada para a renda
generalizada.22
A expressa˜o
∫∞
t
ρ′ (m) e−ρ(m)G (f (x (m) , x˙ (m))) dm e´ interpretada economicamente por
medida utilizada para o bem-estar geral.23
Relativamente aos modelos discretos, falaremos na conclusa˜o deste cap´ıtulo.
22utility measure of generalized income
23utility measure of generalized wealth
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3.3 Problemas do Controlo O´ptimo
3.3.1 Problema 1
Consideremos o problema (3.2.1) que maximiza o bem-estar social segundo um dado
consumo durante um per´ıodo [0,T],
∫ T
0
G (u (t)) dt→ max
onde ρ = 0 significa que as utilidades presente e futura sa˜o igualmente importantes no
bem-estar social e u e´ o consumo per capita no per´ıodo t e G e´ a func¸a˜o do bem-estar
social de uma dada economia.
A evoluc¸a˜o de stock de capital, sistema dinaˆmico, e´ dada por:
x˙ (t) = f (x (t))− δx (t)− u (t)
onde x e´ a intensidade de capitalizac¸a˜o, f func¸a˜o de produc¸a˜o per capita e δ e´ a taxa de
depreciac¸a˜o do stock de capital. Como a produc¸a˜o se pode destinar ao consumo ou ao
investimento enta˜o x˙ (t) = I(t).
O grupo de Lie uni-parame´trico hs
T = t+ s e X = x ,
agindo em R2, e´ uma simetria do problema auto´nomo.
A Lei de Conservac¸a˜o para este problema e´ o Hamiltoniano H constante ao longo do
caminho o´ptimo.
3.3.2 Problema 2
Consideremos agora o crescimento o´ptimo de dimensa˜o n
Consideramos (n+1) sectores de economia. O sector 0 significa o consumo. Para i > 0,
o sector i representa estruturas, capital humano, instrumentos, etc...
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Seja ki,j compartilhada pelo Stock de capital xj e aplicada no sector i; ∀j,
n+1∑
i=1
ki,j = 1
e ki,j ≥ 0.
Seja δi a taxa de depreciac¸a˜o do stock xi. A acumulac¸a˜o de capital verifica ∀i > 0,
x˙i = f i
(
ki,1x1; . . . ; ki,nxn
)− δixi
O consumo e´ dado por:
u = f 0
(
k0,1x1; . . . ; k0,nxn
)
O problema de crescimento o´ptimo que maximiza o bem-estar social instantaˆneo e´ dado
por ∫ ∞
0
e−ρt
u1−σ
1− σdt→ max
onde ρ > 0 e´ a taxa de desconto intertemporal e σ e´ a elasticidade da utilidade marginal.
A func¸a˜o utilidade G = u
1−σ
1−σ
.
Seja H(t;xi; ki,j ;ψi) o Hamiltoniano deste problema. Parametrizando o tempo, obte-
mos: ∫ ∞
0
e−ρt
u1−σ
1− σ
dt
dz
dz → max, ∀i > 0
dxi
dz
=
dt
dz
[
f
(
ki,jxj
)− δixi] , dt
dz
= v ∈
]
1
2
, 2
[
Considere-se o grupo de Lie uni-parame´trico hs definido por
hs
(
t, xi
)
=
(
t+ s, e
ρs
(1−σ)xi
)
.
Tomando vs = v e ∀i, k(i,j),s = ki,j, o grupo hs e´ uma simetria para o problema. Obtemos
enta˜o a seguinte lei de conservac¸a˜o:
−H + ρ
1− σ
n∑
i=1
xiψi e´ constante ao longo dos caminhos o´ptimos.
Relativamente aos modelos discretos, podemos afirmar que embora tenhamos encon-
trado alguns exemplos de leis de conservac¸a˜o discretas na literatura da Economia, elas na˜o
proveˆm do Teorema de Noether.
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3.4 Conclusa˜o
Vimos neste cap´ıtulo aplicac¸o˜es do Teorema de Noether quer para o Ca´lculo das Va-
riac¸o˜es quer para o Controlo O´ptimo. No entanto, essas aplicac¸o˜es foram vistas apenas
para o caso cont´ınuo porque, para o caso discreto, na˜o encontra´mos, na nossa pesquisa,
aplicac¸o˜es do Teorema de Noether, nem para o Ca´lculo das Variac¸o˜es, nem para o Con-
trolo O´ptimo. No entanto, encontra´mos em [12] um exemplo de uma lei de conservac¸a˜o
na˜o-Noetheriana. Em [12] mostra-se o seguinte:
Seja t o tempo discreto, t = 0, 1, 2, . . . e seja qt = (q1, q2, . . . , qn) o trabalho elaborado
em cada espac¸o de tempo. O problema de maximizar o bem-estar social e´ dado por:
∞∑
t=0
(1 + δ)−tGt =
∞∑
t=0
λ−tGt → max, λ = 1 + δ (3.4.1)
onde δ ≥ 0 e´ a taxa de desconto fixa e Gt = G(qt, qt+1) e´ a func¸a˜o de bem-estar social de
classe C2, satisfazendo as condic¸o˜es necessa´rias.
O caminho o´ptimo gerado por (3.4.1) assume que existe uma soluc¸a˜o de equil´ıbrio q∗, e
por outro lado, leva-nos a considerar leis de conservac¸a˜o locais que operam perto do ponto
de equil´ıbrio, qt − q∗.
Consideremos (qt, qt+1) contido num conjunto convexo, admiss´ıvel e o ponto de equil´ıbrio
q∗ admitido no domı´nio. A func¸a˜o G assume-se como estritamente coˆncava e a matriz
Hessiana, no ponto de equil´ıbrio, e´ negativa.
Seja vt = qt+1 − qt. Em termos de notac¸a˜o, utilizaremos qt em vez de qt − q∗ e vt em
vez de qt+1 − qt. Assim, o problema (3.4.1) toma o aspecto seguinte:
∞∑
t=0
λ−tGt (qt, vt) → max, Gt = v
′B0v
2
+ v′C0q +
q′D0q
2
(3.4.2)
onde B0 e D0 sa˜o matrizes sime´tricas e B0 e B0 − C0 sa˜o matrizes na˜o singulares. Os
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elementos B0, C0 e D0 sa˜o obtidas da func¸a˜o (3.4.1), no ponto (q
∗, q∗), definidos por:
bij =
∂2G
∂qit+1∂q
j
t+1
(q∗, q∗)
cij = bij +
∂2G
∂qit+1∂q
j
t
(q∗, q∗)
dij = cij +
∂2G
∂qjt+1∂q
i
t
(q∗, q∗) +
∂2G
∂qit∂q
j
t
(q∗, q∗)
Vamos tornar a func¸a˜o λ−tGt independente de t introduzindo uma nova varia´vel Q a
substituir q.
Qt = λ
− t
2 qt (3.4.3)
e tambe´m Vt e´ dada por:
Vt = Qt+1 −Qt = λ− t2
[
λ−
t
2vt +
(
λ−
t
2 − 1
)
qt
]
(3.4.4)
Enta˜o a func¸a˜o de bem-estar torna-se uma func¸a˜o homoge´nea, quadra´tica em Q e V :
λ−tG = G˜ =
V ′BV
2
+ V ′CQ+
Q′DQ
2
(3.4.5)
onde
B = λB0
C =
(
λ− λ 12
)
B0 + λ
1
2C
D =
(
λ
1
2 − 1
)2
B0 +
(
λ
1
2 − 1
)
(C0 + C
′
0) +D0
A equac¸a˜o de Euler-Lagrange discreta e´ transformada no sistema Hamiltoniano pela trans-
formac¸a˜o de Legendre. Se introduzirmos o prec¸o P conjugado com V ,
Pt+1 =
∂G˜t
∂V
= BVt + CQt , (3.4.6)
enta˜o a equac¸a˜o de Euler-Lagrange podera´ ser escrita como um sistema linear em (Q,P ).
Em [12] estuda-se o problema perto do ponto de equil´ıbrio. Depois de alguns ca´lculos, os
autores obteˆm a equac¸a˜o linear no formalismo Hamiltoniano:
Xt+1 = AXt
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onde
A =

 − (B − C ′)−1 1
−B (B − C ′)−1 C



 C −D −1
1 0


x′ = (Q1, . . . , Qn, P1, . . . , Pn) e a matriz A e´ chamada a matriz simple´tica, isto e´, satisfaz:
A′JA = J
onde
J =

 0 1
−1 0


Para conseguirmos obter a Lei de Conservac¸a˜o, temos de obter o primeiro integral:
fs (x) =
x′Sx
2
, S ′ = S
tal que satisfac¸a a condic¸a˜o:
fs (xt+1) = fs (xt) , para todo o t
Combinando (3.4.3), (3.4.4) e (3.4.6) obtemos a transformac¸a˜o relativamente a (Q,P )
com (q, v) ou com (qt, qt+1): 
 Q
P

 = λ− t2T

 q
v


onde
T =

 1 0
(C −D) +
(
λ−
1
2 − 1
)
(B − C ′) λ− 12 (B − C ′)


ou 
 Qt
Pt

 = λ− t2 T˜

 qt
λ−
t
2 qt+1


onde
T˜ =

 1 0
(C −D)− (B − C ′) (B − C ′)


Calculando T ′JAT e exprimindo os elementos em termos de B0, C0 e D0 temos:
T ′JAT = λ−
t
2

 λC0 − C ′0 +D0 λB0 − C ′0 +D0
−B0 + C0 −B0 + C0


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Por [12] temos que a aplicac¸a˜o linear:
σ (A) =
[
JA+ (JA)′
]
2
onde
T ′σ (A)T =
[
T ′JAT + (T ′JAT )′
]
2
Considerando o primeiro integral λfσ(A) = I, com I polinomial quadra´tico. A lei de
conservac¸a˜o do sistema e´ dada por:
I = λ−t
[
v′ (−B0 + C0) v
2
+
v′ ((λ− 1)B0 +D0) q
2
+
q′ ((λ− 1)C0 +D0) q
2
]
Esta equac¸a˜o pode ser expressa usando o Lagrangeano definido em (3.4.2):
I = λ−t
[
−
(
v′
∂G
∂v
−G
)
+
1
2
v′
∂G
∂q
+
(λ− 1)
2
q′
∂G
∂v
]
A Lei de Conservac¸a˜o I, conforme explicado em [12], na˜o pode ser obtida pelo Teorema
de Noether.
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Conclusa˜o
Ao preparar esta dissertac¸a˜o tivemos como objectivo u´ltimo mostrar a aplicac¸a˜o do
Teorema de Noether em problemas de Economia. Achamos que na˜o fazia sentido falar
da aplicac¸a˜o do Teorema de Noether a` Economia sem enunciar e explicar previamente o
Teorema de Noether. E andando para tra´s, pensamos que na˜o fazia sentido introduzir o
Teorema de Noether sem dar ao leitor algumas noc¸o˜es fundamentais sobre o Ca´lculo das
Variac¸o˜es e o Controlo O´ptimo.
Assim, inicia´mos a dissertac¸a˜o situando historicamente o Ca´lculo das Variac¸o˜es e o
Controlo O´ptimo e resumindo a biografia de Emmy Noether, a nossa hero´ına.
Como e´ indispensa´vel saber algo de Ca´lculo das Variac¸o˜es e de Controlo O´ptimo para
apreciar o Teorema de Noether, aborda´mo-los brevemente no primeiro cap´ıtulo. Inicia´mos
esta primeira parte com os conteu´dos mais importantes do Ca´lculo das Variac¸o˜es, caso
cont´ınuo: o problema fundamental do Ca´lculo das Variac¸o˜es cont´ınuo, o Lema de Lagrange,
a Equac¸a˜o de Euler-Lagrange e a definic¸a˜o de extremal. De seguida passa´mos aos conteu´dos
do Ca´lculo das Variac¸o˜es, caso discreto: o problema fundamental do Ca´lculo das Variac¸o˜es
discreto e a equac¸a˜o de Euler-Lagrange discreta. Depois aborda´mos o Controlo O´ptimo
cont´ınuo, mais concretamente: o problema fundamental do Controlo O´ptimo cont´ınuo, o
Princ´ıpio do Ma´ximo de Pontryagin e a definic¸a˜o das extremais de Pontryagin. Finalmente,
consideramos os conteu´dos do Controlo O´ptimo discreto: o problema do Controlo O´ptimo,
a definic¸a˜o de conjunto convexo e de func¸a˜o convexa, o Princ´ıpio do Ma´ximo de Pontryagin,
a definic¸a˜o de extremal de Pontryagin e o Princ´ıpio de Optimalidade da Programac¸a˜o
Dinaˆmica.
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No segundo cap´ıtulo tratamos do Teorema de Noether. Inicia´mos o cap´ıtulo introdu-
zindo as noc¸o˜es: de lei de conservac¸a˜o, de lei de conservac¸a˜o da quantidade de movimento
e de lei de conservac¸a˜o da energia. Em seguida formula´mos o Teorema de Noether no
contexto do Ca´lculo das Variac¸o˜es cont´ınuo, em particular: a definic¸a˜o de primeiro inte-
gral e de lei de conservac¸a˜o, a definic¸a˜o de uma famı´lia r-parame´trica de transformac¸o˜es
em Rn, a definic¸a˜o de funcional quasi-invariante, a condic¸a˜o necessa´ria e suficiente de
quasi-invariaˆncia e o Teorema de Noether, propriamente dito, quer na sua formulac¸a˜o La-
grangeana quer na sua formulac¸a˜o Hamiltoniana. Em seguida, fala´mos sobre o Teorema
de Noether no contexto do Ca´lculo das Variac¸o˜es discreto: definic¸a˜o de funcional quasi-
invariante, condic¸a˜o necessa´ria e suficiente de quasi-invariaˆncia e o Teorema de Noether.
De seguida, aborda´mos o Teorema de Noether no contexto do Controlo O´ptimo e inicia´mos
o caso cont´ınuo com: a definic¸a˜o de uma famı´lia de transformac¸o˜es r-parame´trica, definic¸a˜o
de funcional quasi-invariante, condic¸a˜o necessa´ria e suficiente de quasi-invariaˆncia e o Teo-
rema de Noether. No caso discreto aborda´mos a definic¸a˜o de funcional quasi-invariante, a
condic¸a˜o necessa´ria e suficiente de invariaˆncia e o Teorema de Noether.
Depois de termos visto noc¸o˜es ba´sicas sobre o Teorema de Noether, no terceiro cap´ıtulo
aplica´-mo-las. Comec¸a´mos com o Ca´lculo das Variac¸o˜es no caso cont´ınuo tendo apresentado
dois problemas ideˆnticos. A u´nica diferenc¸a entre os dois problemas, e´ que no primeiro a
varia´vel tempo, t, e´ fixa, enquanto que no segundo a varia´vel de tempo, t, e´ varia´vel. Em
seguida apresentamos dois problemas no contexto do Controlo O´ptimo cont´ınuo: o primeiro
problema e´ unidimensional, enquanto que o segundo tem dimensa˜o n. As aplicac¸o˜es de
leis de conservac¸a˜o encontradas na Economia para o caso discreto sa˜o mais complicadas
do que para o caso cont´ınuo e na˜o fazem uso do Teorema de Noether. Na conclusa˜o do
terceiro cap´ıtulo mencionamos uma lei de conservac¸a˜o para o caso discreto, tendo-a obtido
a partir de ca´lculos muito elaborados, sem recurso ao Teorema de Noether.
Com este trabalho vi despertar em mim a curiosidade e fiquei motivada para a ex-
plorac¸a˜o de diferentes aplicac¸o˜es da Matema´tica, seja a` Economia, seja a um qualquer
outro campo porque, como diz Lobatchevsky: ”Na˜o ha´ ramo da Matema´tica, por abstracto
que seja, que na˜o possa um dia vir a ser aplicado aos feno´menos do mundo real.”
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