In Unlabeled Sensing, one observes a set of linear measurements of an underlying signal with incomplete or missing information about their ordering, which can be modeled in terms of an unknown permutation. In this paper, we study the case of multiple noisy measurement vectors (MMVs) resulting from a common permutation and investigate to what extent the number of MMVs m facilitates permutation recovery by "borrowing strength". We provide an affirmative answer for an oracle setting in which the matrix of signals is known by establishing matching upper and lower bounds on the required Signal-to-Noise Ratio (SNR), which -as distinguished from the case of a single measurement vector -involves a dependence on the stable rank of the matrix of signals. Specifically, a larger stable rank significantly reduces the required average SNR which can drop from n Ω(1) for m = 1 to Ω(log n) for m = Ω(log n), where n denotes the number of measurements per MMV. Numerical results are well-aligned with our theoretical findings.
I. INTRODUCTION
Linear sensing with m measurement vectors is described by
where Y ∈ R n×m represents the observed n measurements, X ∈ R n×p represents the sensing matrix, and the columns of B * ∈ R p×m contain m signals of interest with dimension p each, and W ∈ R n×m represents additive noise. Model (1) also arises in linear regression modeling with m response variables and p explanatory variables [1] . Least squares regression yields the estimatorB = (X) † Y , where (·) † denotes the Moore-Penrose inverse. The properties ofB under various assumptions on the noise W are well-known. In this paper, we consider the more challenging situation in which we observe n measurements with missing or incomplete information about their ordering, i.e., the correspondence between the rows of Y and the rows of X has been lost. Put differently, we observe data according to (1) up to an unknown permutation:
where Π * is an n-by-n permutation matrix. Ignoring the unknown permutation can significantly reduce performance with regard to estimation of B * . We herein consider recovery of Π * given (X, Y ). The latter suffices for signal recovery since with restored correspondence the setup becomes standard. In addition, recovery of Π * may be of its own interest, e.g., in record linkage in which two data sets containing different Zhang pieces of information about a common set of entities are integrated into a single comprehensive data set [2] . a) Related Work: The work [3] discusses signal recovery under setup (2) referred to as "Unlabeled Sensing" therein for the case of a single measurement vector (m = 1) and no noise (W = 0). It is shown that if the entries of the sensing matrix X are drawn from a continuous distribution over R, the condition n ≥ 2p is required for signal recovery by means of exhaustive search over all permutation matrices. The authors also motivate the problem from a variety of applications including the reconstruction of spatial fields using mobile sensors, time-domain sampling in the presence of clock jitter, and multi-target tracking in radar. Alternative proofs of the main result in [3] are shown in [4] , [5] .
Several recent papers discuss the case m = 1 and Gaussian W . The paper [6] establishes the statistical limits of exact and approximate permutation recovery in dependence of the ratio of signal energy and noise variance henceforth referred to as "snr". In [6] it is also demonstrated that least squares estimation of Π * is NP-hard in general. In [7] , a polynomialtime approximation algorithm is proposed and lower bounds on the required snr for approximate signal recovery in the noisy case are shown; related results can be found in [8] , [9] . The works [9] , [10] discuss both signal and permutation recovery if Π * only permutes a small fraction of the rows of the sensing matrix. An interesting variation of (2) in which Π * is an unknown selection matrix that selects a fraction measurements in an order-preserving fashion is studied in [11] .
On the other hand, none of the above papers have studied the setting of multiple measurement vectors (m > 1) and associated potential benefits for permutation recovery. As of now, only [12] , [13] consider (2) with MMVs. The paper [12] discusses a practical branch-and-bound scheme for permutation recovery, but does not provide theoretical insights. Only the work [13] analyzes the denoising problem, i.e., recovery of Π * XB * , rather than individual recovery of Π * and B * . b) Contribution: Our contributions are listed as follows.
• We study permutation recovery under the MMV model (2), extending results [6] for a single set of measurements. Specifically, we elaborate on the factors that govern the statistical limits of the problem. The underlying intuition is that larger values of m lead to relaxed requirements on the signal-to-noise ratio snr to be formally defined in the sequel since (i) the overall signal energy increases, (ii) all MVs result from the same permutation matrix Π * , which is expected to yield extra information. In our analysis, (i) is reflected by conditions on permutation recovery involving dependence on the overall signal energy, while (ii) enters via a dependence on the stable rank of the signal matrix B * . • We propose practical algorithms for recovery of Π * and B * via least squares fitting, which is an NP-hard problem except for the special case with p = m = 1. In our approach, we introduce an auxiliary variable and formulate a biconvex problem that is tackled via an efficient ADMM scheme [14] . c) Outline: The rest of the paper is organized as follows. In section II, we provide more details on the sensing model. In section III, we consider the oracle case, where the signal matrix B * is perfectly know, and study the conditions for exact recovery of Π * . In section IV, the practical case in which B * is unknown as well is investigated. Practical algorithms for approximate recovery of Π * are developed in section V. Simulations and conclusive remarks are provided in Section section VI and section VII, respectively. d) Notation: We use , for inequalities that hold up to multiplicative positive constants. Similarly, ∼ refers to an equality up to a multiplicative constant. Positive constants are denoted by c, c , c 0 , etc. The spectral norm and a Frobenius of a matrix M are denoted by M 2 and M F , respectively.
II. SYSTEM MODEL
We recall that the sensing model under consideration reads
where Y ∈ R n×m denotes the sensing results, Π * ∈ R n×n is the unknown permutation matrix, X ∈ R n×p (n ≥ 2p) is the sensing matrix, B * ∈ R p×m is the matrix of signals, and W ∈ R n×m is the sensing noise. For what follows, we assume that the entries (X ij ) of X are i.i.d. standard Gaussian random variables, i.e., X ij ∼ N (0, 1),
Likewise, we assume that the entries of W are i.i.d. N (0, σ 2 )random variables, where σ 2 > 0 denotes the noise variance. The maximum likelihood (ML) estimator of (Π * , B * ) then results as the least squares solution
Note that for fixed permutation matrix Π, we obtain
From the above, we can see the importance of accurate estimation of Π * in a least squares approach since errors may significantly degrade the quality of the corresponding estimatorB, while exact permutation recovery, i.e.,Π = Π * yields the same quality as the usual least squares estimator in the absence of Π * . In the following, we put estimation of B * aside and concentrate on analyzing the determining factors for estimation of Π * . Broadly speaking, permutation recovery involves two main sources of difficulty.
• Sensing noise W . Even in the oracle case in which B * is perfectly known and the ML estimator of Π * in (4) can be obtained efficiently as the solution of a linear assignment problem [15] , recovery of Π * is likely to fail if the noise level σ is large enough. • Unknown B * . Compared with the oracle case above, we have no access to B * in practice, which makes recovery more challenging. In the sequel, we will discuss these two aspects separately. First, we consider the oracle case and study how much signal energy is required in order to deal successfully with the noise. We then consider the practical case with unknown B * that yields a major difference in the conditions for achievability. As mentioned before, a crucial quantity in our analysis is the snr (signal-to-noise-ratio) defined as snr = B * 2 F /(mσ 2 ).
III. ORACLE RECOVERY
In this section, we consider the oracle case with perfect knowledge of the matrix B * . Investigation of this case is intended to provide valuable insights into the fundamental statistical limits. In [6] , the authors show that for m = 1 the total energy of signal, which in this case coincides with the snr defined above, is the most prominent factor. However, we show that for general m, in addition to the total signal energy, which is given by (m × snr), the distribution of the singular values of the matrix B * crucially affect the performance. In short, the more the total signal energy is spread out over all singular values, the easier it is to recover Π * .
A. Unsuccessful recovery
In this subsection, we study conditions for failure of recovery of Π * . Note that these conditions apply to the practical case with unknown B * as well, since it is hopeless to recover Π * if even knowledge of B * does not suffice for recovery.
Note that for the purpose of establishing inachievability results, we may regard Π * as a random variable as well, independent of X and W and drawn according to a probability distribution over the set of n-by-n permutation matrices. Our first result can then be stated as follows.
Theorem 1. For any estimatorΠ of Π * , it holds that Pr(Π = Π * ) > 1/2 provided
where λ i denotes the i-th singular value of B * , and H(Π * ) denotes the entropy of the probability distribution of Π * .
In Thm. 1, the entropy H(Π * ) captures the amount of prior information about Π * . In the absence of any prior knowledge, Π * can be regarded as uniformly distributed among all possible permutation matrices, which corresponds to maximal entropy log(n!) ≈ n log(n). The availability of prior information leads to reduced entropy. For example, it may be known
denotes the Hamming distance between a permutation matrix Π and the identity. In this case, the entropy is upper bounded by log(n!/(n − D)!), which means that the inachievability condition (6) is less likely to be true.
The second major ingredient in condition (6) is the term i log 1 + λ 2 i /σ 2 . For fixed signal energy B * 2 F = i λ 2 i , its value is maximized when the latter is uniformly spread over all singular values, which is the most favorable configuration to avoid failure of recovery. By contrast, if B * has rank one with all signal energy concentrated on the principal singular value, condition (6) reduces to the same as for a single MV (m = 1) and signal energy B * 2
This indicates that in accordance with the intuition of "borrowing strengh" across different sets of measurements, higher rank of B * improves performance. Moreover, the result of Thm. 1 constitutes a fundamental limit as it applies to any estimator.
The statement below provides a condition for failure of recovery when using the ML estimator (4) which is computationally feasible if B * is known. In this statement, Π * is considered as fixed (non-random) again as is the case throughout the paper with the exception of Thm. 1. .
The proposition states that the total signal energy m × snr should be at least of the order log n to avoid failure in recovery. This is in excellent agreement with what can be concluded from Thm. 1 in the full-rank case and a uniform prior for Π * .
B. Approximate recovery
Exact recovery of Π * may not always be necessary. The following corollary of Thm. 1 yields a condition under which even close approximation w.r.t. the Hamming distance, i.e., d H (Π, Π * ) ≤ D, cannot be guaranteed.
Corollary 3. Provided that
where λ i denotes the i-th singular value of B * , we have
Compared with Thm. 1, the only difference is that H(Π * ) is replaced by the term log(n−D+1)!. An intuitive interpretation is as follows:
• The set of permutation matrices n can be covered by a subset {Π (1) , Π (2) , · · · , Π (n−D+1)! } such that for any permutation matrix Π, there exists an element Π † ∈ {Π (1) , Π (2) , · · · , Π (n−D+1)! } such that d H (Π, Π † ) ≤ D. • We would like to recover Π † from data (X, Y ).
As a result, we encounter the term log(n − D + 1)! in place of H(Π * ) ≤ log(n!).
C. Successful recovery
After investigating conditions for failure, we now provide conditions for successful recovery in the case of known B * as is stated in the following theorem. 
where r(B * ) = B * 2 F / B * 2 2 is the stable rank of B * , and 0 < α 0 < 1, κ > 0 are universal constants, then we have
We would like to compare this results with Thm. 1. First, we consider the full-rank case with constant singular values, i.e, B * T B * = γI, where γ is a positive constant; in particular, r(B * ) = m. Then Eq. (10) suggests that having
ensures success, while Thm. 1 suggests that
implies failure. Conditions (12) and (13) thus match up to multiplicative factors. Next, we consider the case rank(B * ) = 1. Eq. (10) suggests that log( B * 2 F /σ 2 ) log n ensures success, while Thm. 1 suggests that log(1 + B * 2 F /σ 2 ) log n leads to failure. Putting this together, we conclude tightness for this case, too.
IV. PRACTICAL RECOVERY
In the above section, we have studied the oracle case with B * perfectly known. In the present section, this assumption is dropped. The next theorem states a sufficient condition for permutation recovery by the ML estimator in this more challenging situation.
then the ML estimator (4) satisfies
when n is large, where > 0 is some positive constant.
Further, note that since we have rank(B * ) ≤ min(m, p) and p ≤ n 2 , the bound in Eq. (14) can be simplified to c log(m × snr) ≥ ( 3 2 + + 2nc n−p ) log n, which suggests that perfect recovery can be achieved with high probability if log(m × snr) ∼ log n.
Comparing with Thm. 1, we can see that our bound is tight for the rank-one case, since both theorems show that the total energy should be of the order log(1 + m × snr) ∼ log n to obtain correct recovery. However, beyond the rank-1 case, the above theorem fails to capture the dependence on the singular values of B * as it appears in the results on the oracle case.
By making additional assumptions about the underlying permutation matrix Π * , this gap can be reduced. Specifically, the following theorem requires that d H (I, Π * ) ≤ n/8. 
where r(B * ) = B * 2 F / B * 2 2 denotes the stable rank of B * , then the constrained ML estimator (4) subject to the constraint d H (I, Π) ≤ n/8 satisfies
Although Thm. 6 requires additional assumptions compared to Thm. 5, including the condition r(B * ) (1 + ) log(n), and we incur a dependence on the constant c 2 in Eq.(16), we obtain essentially the order log (snr) log(n)/r(B * )
to ensure correct recovery, which matches that of the oracle recovery result in Corol. 3.
V. COMPUTATIONAL APPROACH
In this section, we discuss computational aspects. Note that for p = 1, m = 1, the ML estimatorΠ in (4) can be computed by solving a linear assignment problem [6] . For all other cases, no efficient algorithms for findingΠ are known. In particular, the case p ≥ 2 has been proved to be NP-hard [6] . Although we cannot hope to find globally optimal solutions, we propose practical optimization algorithms to obtain local optimizers.
A. Oracle Recovery
In this part, we discuss how to recover the permutation matrix Π * with known B * . Note that in this case the ML estimator in Eq. (4) can be rewritten aŝ
which is a linear assignment problem [15] that can be solved by the Hungarian algorithm [16] or the auction algorithm [17] .
B. ADMM algorithm
In this subsection, we relax the ML estimation problem (4) to a bi-convex problem and solve it via an ADMM algorithm (cf. Algorithm 1). A detailed derivation is given in the sequel.
First, in light of Eq. (5) we have
where P ⊥ ΠX is defined as
Note that we can decompose Y as
Hence, since Y 2 F can be treated as a constant, minimizing P ⊥ ΠX Y 2 F is equivalent to maximizing P ΠX Y 2 F , which can be written as
Then we introduce two redundant variables Π 1 and Π 2 and formulate Eq. (20) as
Note that the above Eq. (24) specifies a bi-convex optimization problem. We suggest to solve it via an ADMM algorithm [14] , which is described in Alg. 1. Since the above equations for Π are both linear assignment problems, they can be solved efficiently as in problem (19) above.
Algorithm 1 ADMM algorithm for the recovery of Π.
• Input: Initial estimate for the permutation matrix Π (0) .
• Termination: Stop the ADMM algorithm once Π
VI. NUMERICAL RESULTS
In this section, we present simulation results, divided into two categories: oracle recovery (known B * ) and practical recovery with B * being unknown.
A. Oracle Recovery
In this subsection, we study the relation between the error probability Pr{Π = Π * } and the signal snr in the oracle case with known B * . In virtue of Thm. 1, we here plot log det(I + B * T B * /σ 2 ) log n = i log 1 + λ 2 i /σ 2 log n (25) on the horizontal axis, and the empirical probability of permutation recovery on the vertical axis, in Fig. 1 when n = 400 and p = 100, for the rank-1 case (solid curves) and the full-rank case (dashed curves).
In light of Fig. 1, we 
B. Practical recovery
In Fig. 2 , we set m = 100, p = 10, draw b * ij ∼ N (0, 1000) for the entries of B * , and show the results for different n. From Fig. 2 , we observe a transition in the region [0.5, 1.5], which is consistent with our results in Thm. 5 which asserts that m×snr ∼ log(n) is needed to ensure successful recovery. However, we need to emphasize that min Π,B Y −ΠXB 2 F is NP-hard [6] when p ≥ 1 and hence the computed solution may not be the global optimal. Fewer energy, i.e., r(B * ) log(1 + snr) ∼ log n, may be sufficient to achieve correct recovery.
VII. CONCLUSION
In this paper, we have studied the unlabeled sensing problem given multiple measurement vectors, and have proposed a practical optimization algorithm for obtaining approximate solutions to the associated least squares problem, which is NPhard in general. We have first considered the oracle case, where the signal matrix B * is perfectly known, and have studied the limits of recovery. For the case where all columns of B * are identical, the snr should obey log(1 + m × snr) ∼ H(Π * )/n to ensure correct recovery, while for the case where the columns of B * are orthogonal, the requirement on the snr is relaxed to m log(1+snr) ∼ H(Π * )/n, which suggests that "signal diversity" is an important factor controlling recovery performance. Without knowledge of B * , we need m×snr ∼ log n for correct recovery, which matches the lower bound for the oracle case with identical columns in B * . Under the additional assumption d H (I, Π * ) ≤ n/8, we obtain the bound log(snr) ∼ log(n)/r, which matches that of the oracle case. For detailed proofs of the results herein, we would like to refer the reader to [18] .
