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Abstract
The method of fundamental solution (MFS) is an efficient meshless method
for solving a boundary value problem in an exterior unbounded domain. The
numerical solution obtained by the MFS is accurate, while the corresponding
matrix equation is ill-conditioned. A modified MFS (MMFS) with the proper
basis functions is proposed by the introduction of the modified Trefftz method
(MTM). The concrete expressions of the corresponding condition numbers and
the solvability by these methods are mathematically proven. Thereby, the opti-
mal parameter minimizing the condition number is also mathematically given.
Numerical experiments show that the condition numbers of the matrices corre-
sponding to the MTM and the MMFS are reduced and that the numerical solu-
tion by the MMFS is more accurate than the one by the conventional method.
Keywords: Exterior unbounded domain, Condition number, Laplace
equation, Method of fundamental solution, Modified Trefftz method,
1. Introduction
The method of fundamental solutions (MFS) is a truly meshless numerical
method for easily and rapidly solving boundary value problems of elliptic type.
The approximate solution by the MFS is expressed by a linear combination of
fundamental solutions to a partial differential equation. Hence, the approximate
solution automatically satisfies the partial differential equation, and it remains
to consider boundary conditions. In this sense, the MFS is a boundary method
like the boundary element method (BEM). The BEM requires singular inte-
grals, while the MFS does not require any treatments for the singularity of the
fundamental solutions, which is an advantage of the MFS.
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Mathon and Johnston [8] first obtained numerical solutions by applying the
MFS. Bogomolny [1] proved the convergence property. Katsurada and Okamoto
[4], [6] proved uniqueness of numerical solutions and the convergence property,
and mathematically discussed the suitable distribution of source points.
Another advantage of the MFS is to directly solve exterior problems, which
is different from the finite element method (FEM) and other meshless methods
using radial basis functions. Actually, the MFS can be applied directly to the
exterior problems to obtain accurate solutions. Even though the basis functions
used in the MFS do not satisfy a condition at infinity, the accuracy is not bad in
the whole computational domain. Katsurada [5] proposed that the approximate
solution for the exterior problems should be defined by a linear combination
of the proper basis functions satisfying the governing equation as well as the
condition at infinity. Although many researchers seem to still use the MFS with
the conventional basis functions, we should use the MFS with the proper basis
functions to obtain more accurate solutions in the whole domain.
On the other hand, the Trefftz method is also known as a numerical meshless
method for solving boundary value problems. The approximate solution by the
Trefftz method is expressed by a linear combination of functions satisfying the
governing equation. Hence, similar to the MFS, it is sufficient if the boundary
condition is considered. This method is also regarded as a boundary method.
It is well known that the coefficient matrices derived from the MFS and
the Trefftz method are highly ill-conditioned. Numerical solutions to the ill-
conditioned matrix equations are unstable. We need to improve the ill-conditioning.
Ramachandran [9] applied the singular value decomposition (SVD) to the
MFS to improve the accuracy. Chen et al. [2], [3] discussed the equivalence
between the Trefftz method and the MFS. Liu [7] proposed the modified MFS
(MMFS) for interior problems by introducing the modified Trefftz method (MTM).
Both of the MTM and the MMFS can drastically reduce the condition numbers
of the corresponding matrices.
In this paper, we propose a modified MFS for solving the exterior problem
according to the papers cited above. The solution of the exterior problem defined
in Section 2 is discretized by the MFS with the proper basis functions satisfying
the condition at infinity in Section 3. Section 4 proposes a modified MFS based
on the modified Trefftz method with a characteristic length, which plays an
important role for the condition number. Section 5 shows some mathematical
results about the condition numbers and the uniqueness of the approximate
solutions by the MTM and MMFS. Thereby, the optimal characteristic length
that minimizes the condition number corresponding to the MTM can explicitly
be given in a mathematical form. Section 6 shows the effectiveness of the MTM
and the MMFS through numerical experiments.
2. Problem Setting
Let Ω0 be a two dimensional bounded domain enclosed by the boundary
Γ = {(r, θ) : r = ρ(θ), 0 ≤ θ < 2pi} in the polar representation, where ρ(θ) is
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a smooth function. Let Ω := R2 \ Ω0 be the unbounded domain outside the
domain Ω0. Then, we consider the following exterior Dirichlet problem of the
Laplace equation: find u ∈ C2(Ω) ∩ C(Ω) such that
∆u = 0 in Ω, (1)
u = f on Γ, (2)
u(x) = O(|x|−1) as |x| → ∞, (3)
where f is a continuous function defined on Γ.
From now on, we identify the Cartesian plane R2 with the complex plane
C. We denote the (j, k) component of a matrix Q by Qj,k.
3. Discretization by the Method of Fundamental Solutions (MFS)
3.1. The conventional MFS with the conventional basis functions
The fundamental solution of the Laplace equation in two dimensions is de-
fined as
G∗(r) := − 1
2pi
ln r
for r = |z| =
√
x2 + y2, which is a solution to
−∆G∗(r) = δ(r)
with the Dirac delta distribution δ.
We distribute the source points {ζj}Nj=1 along a circle outside the domain Ω.
The basis functions are defined as
Gj(z) := −2piG∗(|z − ζj |) = ln |z − ζj |; {ζj}Nj=1 ⊂ Ω
c
= Ω0. (4)
Then, the exact solution u can be approximated by a linear combination of the
basis functions {Gj}Nj=1 as follows:
u(z) ≈ uN (z) :=
N∑
j=1
wjGj(z), ∀z ∈ Ω, (5)
where {wj}Nj=1 ⊂ R are expansion coefficients to be determined below. Since
the basis functions (4) have no singular points in Ω, the approximate solution
uN satisfies the Laplace equation (1) in the domain Ω. It remains to consider the
boundary condition to find {wj}Nj=1. We use the boundary collocation method
since it is impossible that uN exactly satisfies the boundary condition. We
distribute the collocation points {zk}Nk=1 on the boundary Γ. Substituting (5)
at the collocation points into (2), we have
N∑
j=1
wjGj(zk) = f(zk), k = 1, 2, . . . , N ; {zk}Nk=1 ⊂ Γ
3
or in the matrix form:
Aw = f , (6)
where the matrix A = (Ak,j) ∈ RN×N and the vectors w = (wj) ∈ RN ,
f = (fk) ∈ RN are defined by
Ak,j := Gj(zk), k = 1, 2, . . . , N ; j = 1, 2, . . . , N,
fk := f(zk), k = 1, 2, . . . , N.
If A is not singular, we can solve (6) and obtain the approximate solution uN
by substituting w into (5).
For any point z = reiθ ∈ Ω and the source point ζj = Reiφj ∈ Ω0 with the
imaginary unit i =
√−1, we have
|z − ζj |2 = |reiθ −Reiφj |2 = r2 +R2 − 2rR cos(θ − φj)
= O(r2), r →∞,
from which we know
Gj(z) = ln |z − ζj | = O(ln r), r→∞.
Hence, we obtain
uN (z) =
N∑
j=1
wjGj(z) = O(ln r), r →∞, (7)
which does not satisfy the condition (3). Therefore, the basis functions (4) are
not proper for the exterior problem.
3.2. The conventional MFS with modified basis functions
We need to use another basis functions to approximate a solution that con-
verges to zero at infinity. We define the following modified basis functions [5]:
Ĝj(z) = ln
|z − ζj |
|z| = ln |z − ζj | − ln |z|, (8)
where Ĝj(z) satisfies ∆Ĝj = 0 in Ω since both of ln |z − ζj | and ln |z| are
the fundamental solutions. For any point z = reiθ ∈ Ω and the source point
ζj = Re
iφj ∈ Ω0, we have
|z − ζj |2
|z|2 =
r2 +R2 − 2rR cos(θ − φj)
r2
= 1 +
(
R
r
)2
− 2
(
R
r
)
cos(θ − φj)
= 1 +O(r−1), r→∞,
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from which we know
Ĝj(z) = ln
|z − ζj |
|z| = ln
√
1 +O(r−1) = O(r−1), r →∞. (9)
Hence, we obtain
uN (z) =
N∑
j=1
wjĜj(z) = O(r
−1), r →∞,
which satisfies the condition (3). Therefore, we can see that (8) are the proper
basis functions for solving the exterior problem. In this paper, the approximate
solution
ûN(z) =
N∑
j=1
wjĜj(z), ∀z ∈ Ω (10)
is called the MFS with the modified basis functions. When we use this method,
in (6) we replace the matrix A into Â defined by Âk,j := Ĝj(zk).
4. A modified MFS with modified basis functions
4.1. The modified Trefftz method (MTM)
The approximate solution by the modified Trefftz method (MTM) [7] is given
by
u˜M (r, θ) := a0 +
M∑
k=1
(ak cos kθ + bk sin kθ)
(
R0
r
)k
, r ≥ ρ(θ), 0 ≤ θ < 2pi,
(11)
where the characteristic length R0 is often taken as
R0 ≤ ρmin := min
0≤θ<2pi
ρ(θ). (12)
This method is reduced to the conventional Trefftz method if R0 = 1. We can
see that (3) implies that a0 = 0. But, we treat a0 as an unknown coefficient for
reasons of expediency (see Remark 1). Using the boundary collocation method,
we have
u˜M (ρj , θj) = a0 +
M∑
k=1
(ak cos kθj + bk sinkθj)
(
R0
ρj
)k
= gj , j = 1, 2, . . . , N,
(13)
where
ρj := ρ(θj), gj := f(θj), θj := 2pi(j − 1)/N.
Therefore, we obtain the matrix equation:
Sy = g, (14)
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where
y := (a0, a1, b1, . . . , aM , bM )
T ∈ R2M+1, g := (g1, g2, . . . , gN )T ∈ RN
and S ∈ RN×(2M+1) is defined by
Sj,1 := 1, Sj,2k :=
(
R0
ρj
)k
cos kθj , Sj,2k+1 :=
(
R0
ρj
)k
sin kθj
(j = 1, 2, . . . , N ; k = 1, 2, . . . ,M).
When R0 satisfies (12), every element of S is less than or equal to 1. We take
N = 2M + 1 to make S a square matrix.
Let zj = ρje
iθj in (6). Then, f coincides with g.
Remark 1. Since we know that a0 = 0, the number of unknown coefficients
are 2M in essentials. We can remove the first column of S, which we denote by
S′. If we consider the square matrix S′ ∈ R2M×N with N = 2M , then we can
see that
sinMθj = sinM
2pi(j − 1)
N
= sinpi(j − 1) = 0 (j = 1, 2, . . . , N),
which implies S′j,2M = 0 for j = 1, 2, . . . , N . Hence, S
′ becomes singular.
Although we can avoid the singularity of S′ by taking θj = 2pi(j − 1)/(N + 1),
we treat a0 as an unknown coefficient to use S in this paper.
4.1.1. Transformation of the MFS to the MTM
The modified basis function for the source point ζ = Reiφ can be transformed
as follows:
ln
|z − ζ|
|z| = ln
|reiθ −Reiφ|
|reiθ | = ln
∣∣∣∣1− Rr ei(φ−θ)
∣∣∣∣
= Re ln
(
1− R
r
ei(φ−θ)
)
= −Re
∞∑
k=1
1
k
(
R
r
ei(φ−θ)
)k
= −Re
∞∑
k=1
1
k
(
R
r
)k
eik(φ−θ) = −
∞∑
k=1
1
k
(
R
r
)k
cos k(φ − θ)
= −
∞∑
k=1
1
k
(
R
r
)k
cos k(θ − φ).
Hence, we can write the approximate solution by the MFS in the form:
uN(r, θ) =
N∑
j=1
wj ln
|z − ζj |
|z| (15)
=
N∑
j=1
wj
[
−
∞∑
k=1
1
k
(
R
r
)k
cos k(θ − θj)
]
, (16)
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where we put ζj = Re
iθj with θj = 2pi(j − 1)/N (j = 1, 2, . . . , N). If we use
the conventional basis functions, the approximate solution can be written in the
form:
uN(r, θ) =
N∑
j=1
wj ln |z − ζj | (17)
=
N∑
j=1
wj
[
ln r −
∞∑
k=1
1
k
(
R
r
)k
cos k(θ − θj)
]
. (18)
We know from (7) that (17) or (18) does not satisfy (3). But, if we impose the
condition
N∑
j=1
wj ln r = 0 (r 6= 1)
or
N∑
j=1
wj = 0, (19)
then (18) coincides with (16). Hence, we know that (18) satisfies (3) as long as
(19) is imposed.
On the boundary
Γ = {(r, θ) : r = ρ(θ), 0 ≤ θ < 2pi},
the approximate solution (16) is written as
uN(ρ(θ), θ) =
N∑
j=1
wj
[
−
∞∑
k=1
1
k
(
R
ρ(θ)
)k
cos k(θ − θj)
]
= −
∞∑
k=1
N∑
j=1
wj
1
k
(
R
ρ(θ)
)k
(cos kθ cos kθj + sin kθ sin kθj)
= −
∞∑
k=1
N∑
j=1
wj
1
k
(
R
R0
)k
(cos kθj cos kθ + sin kθj sin kθ)
(
R0
ρ(θ)
)k
.
(20)
Truncating the infinite series
∑∞
k=1 in (20) into a finite series
∑M
k=1:
uN(ρ(θ), θ) ≈ −
M∑
k=1
N∑
j=1
wj
1
k
(
R
R0
)k
(cos kθj cos kθ + sin kθj sin kθ)
(
R0
ρ(θ)
)k
,
(21)
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and comparing (21) with (11), we obtain
ak = − 1
k
(
R
R0
)k N∑
j=1
wj cos kθj , k = 1, 2, . . . ,M, (22)
bk = − 1
k
(
R
R0
)k N∑
j=1
wj sin kθj, k = 1, 2, . . . ,M. (23)
Adding the condition (19) to (22) and (23), we obtain the following matrix
equation:
y = Kw, (24)
where K ∈ R(2M+1)×N is defined by
K1,j := 1, K2k,j := − 1
k
(
R
R0
)k
cos kθj , K2k+1,j := − 1
k
(
R
R0
)k
sin kθj
(k = 1, 2, . . . ,M ; j = 1, 2, . . . , N).
Substituting (24) into (14), we obtain the matrix equation
SKw = f . (25)
Remark 2. When we consider (16), it is not necessary to impose (19) in es-
sentials. In addition, we know that a0 = 0. Hence, we can remove the first row
of K, which is denoted by K ′ ∈ R2M×N . Then, the square matrix K ′ with
N = 2M becomes singular because of the same reason described in Remark 1.
Therefore, we impose the condition (19) to use K.
The matrix K for R0 = 1, denoted by K1, becomes
K1,j = 1, K2k,j = − 1
k
Rk cos kθj, K2k+1,j = − 1
k
Rk sin kθj
(k = 1, 2, . . . ,M ; j = 1, 2, . . . , N),
while K for R0 = R, denoted by K2, becomes
K1,j = 1, K2k,j = − 1
k
cos kθj , K2k+1,j = − 1
k
sinkθj
(k = 1, 2, . . . ,M ; j = 1, 2, . . . , N),
which is independent of R.
After obtaining the unknown vector w, we substitute w into (15) not (21).
We call this method the modified MFS (MMFS). Even if we substitute w into
(21), the result should be the same as the result when we use (13).
Remark 3. We can see that SK ∈ RN×N is always a square matrix for anyM .
Since we would like to find unknown w from the known f , it is not necessary
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that S and K are square matrices. However, we see from numerical experiments
that a better approximate solution can be obtained when the matrices S and
K are square. This numerical result is not shown in this paper.
We notice that the matrix SK converges to the matrix A corresponding to
the conventional MFS as M → ∞. In this sense, SK can be regarded as an
approximation to A.
5. Some Mathematical Results
In this section, we show some theoretical results about the matrices S and
K defined in the previous section. In particular, we obtain the optimal R0
in a mathematical form. We prove the uniqueness of the numerical solutions
obtained by the MTM and the MMFS.
The following Propositions 1 and 2 have already been shown in [2] and [7].
In this paper, we give the complete and more simple proof of Proposition 2.
Proposition 1. The matrix K can be decomposed into
K = TRTθ,
where TR ∈ R(2M+1)×(2M+1) and Tθ ∈ R(2M+1)×N are defined as
(TR)1,1 = 1, (TR)k,j = 0 (k 6= j)
(TR)2k,2k = (TR)2k+1,2k+1 = − 1
k
(
R
R0
)k
(k = 1, 2, . . . ,M)
and
(Tθ)1,j = 1 (j = 1, 2, . . . , N),
(Tθ)2k,j = cos kθj , (Tθ)2k+1,j = sinkθj (k = 1, 2, . . . ,M ; j = 1, 2, . . . , N).
Proposition 2. The matrix Tθ has the orthogonal property:
TθT
T
θ =
N
2
diag(2, 1, . . . , 1) ∈ R(2M+1)×(2M+1). (26)
When N = 2M + 1, the inverse matrix T−1θ can be written as
(T−1θ )j,1 =
1
N
(j = 1, 2, . . . , N),
(T−1θ )j,2k =
2
N
cos kθj, (T
−1
θ )j,2k+1 =
2
N
sin kθj (k = 1, 2, . . . ,M ; j = 1, 2, . . . , N).
Proof. Let ω := exp(2pii/N). Then, we see exp(ikθl) = ω
k(l−1). We notice that
N∑
l=1
ωs(l−1) =
{
N (s = mN ; m = 0,±1,±2, . . .)
0 (s 6= mN ; m = 0,±1,±2, . . .)
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since for s 6= mN , we can divide the following equation by ωs − 1 6= 0:
(ωs − 1) ((ωs)N−1 + (ωs)N−2 + · · ·+ ωs + 1) = (ωs)N − 1 = 0.
Since TθT
T
θ is symmetric, it is sufficient to calculate the following components:
(TθT
T
θ )2k,j =
N∑
l=1
cos jθl cos kθl
=
N∑
l=1
ωj(l−1) + ω−j(l−1)
2
ωk(l−1) + ω−k(l−1)
2
=
1
4
N∑
l=1
[ω(j+k)(l−1) + ω−(j+k)(l−1) + ω(j−k)(l−1) + ω−(j−k)(l−1)]
=
{
N/2 (j = k)
0 (j 6= k) .
In a similar fashion, we have
(TθT
T
θ )2k,j+1 = 0, (TθT
T
θ )2k+1,j+1 =
{
N/2 (j = k)
0 (j 6= k) .
Hence, we obtain (26).
Next, we calculate the inverse of Tθ. Let the matrix D satisfy
TθT
T
θ =
N
2
diag (2, 1, . . . , 1) = D2, (27)
from which we can write
D =
√
N
2
diag(
√
2, 1, . . . , 1).
Premultiplying and postmultiplying (27) by D−1 respectively, we have
D−1TθT
T
θ D
−1 = I.
We then know that D−1Tθ is an orthogonal matrix:
D−1Tθ(D
−1Tθ)
T = I,
from which we have (D−1Tθ)
−1 = (D−1Tθ)
T . Therefore, we obtain
T−1θ = T
T
θ D
−2 (28)
with
D−2 := (D−1)2 =
2
N
diag(
1
2
, 1, . . . , 1).
We can obtain all the components of T−1θ explicitly from (28).
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Remark 4. Arbitrary matrix Q can always be decomposed into
Q = UP,
where U denotes an orthogonal matrix and P a positive semidefinite symmetric
matrix. This is said to be the polar decomposition of Q.
We can redefine the sign of a part of the components of TR and Tθ as follows:
(TR)2k,2k = (TR)2k+1,2k+1 =
1
k
(
R
R0
)k
(Tθ)2k,j = − cos kθj, (Tθ)2k+1,j = − sinkθj
in Proposition 1. We see that K can be written as K = (TRD)(D
−1Tθ) with
the orthogonal matrix D−1Tθ and the diagonal matrix TRD whose diagonal
components are positive. Hence, we know that KT = (D−1Tθ)
T (TRD) is the
polar decomposition.
In the following proposition, the determinant det(Tθ) with N = 2M + 1 is
found in [2] and [7].
Proposition 3. Let N = 2M + 1. Then, the determinants of the matrices TR
and Tθ can be given by
det(TR) =
1
(M !)2
(
R
R0
)M(M+1)
, det(Tθ) =
NM+1/2
2M
.
Hence, K = TRTθ is not singular and K
−1 can explicitly be written as
(K−1)j,1 =
1
N
(j = 1, 2, . . . , N),
(K−1)j,2k = −2k
N
(
R0
R
)k
cos kθj ,
(K−1)j,2k+1 = −2k
N
(
R0
R
)k
sin kθj (j = 1, 2, . . . , N ; k = 1, 2, . . . ,M)
Proof. It is easy to obtain det(TR) and det(Tθ) by simple calculations:
det(TR) = 1 ·
M∏
k=1
[
− 1
k
(
R
R0
)k]2
=
1
(M !)2
(
R
R0
)2∑M
k=1
k
=
1
(M !)2
(
R
R0
)M(M+1)
and
det(Tθ) =
√
det(T 2θ ) =
√
det(TθT Tθ ) =
{
N ·
(
N
2
)2M}1/2
=
NM+1/2
2M
.
From Proposition 2, we can immediately derive all the components of K−1 =
T−1θ T
−1
R .
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We notice thatK is independent of the boundary Γ and thatK−1 is explicitly
given, we can always directly obtain w from y without solving (24).
The condition number of a matrix Q corresponding to the p-norm is defined
as
condp(Q) = ‖Q‖p‖Q−1‖p,
where ‖ · ‖p is the matrix norm. When p = 2, the matrix norm ‖Q‖2 is the
largest singular value of Q or the square root of the largest eigenvalue of QTQ.
Proposition 4. Let N = 2M + 1 and R0 = R. Then, the condition numbers
of TR, Tθ and K = K2 corresponding to the 2-norm are given as
cond2(TR) =M, cond2(Tθ) =
√
2, cond2(K2) =
√
2M,
which are independent of R.
Proof. When we take R0 = R, we have
TR = diag
(
1,−1,−1,−1
2
,−1
2
, . . . ,− 1
M
,− 1
M
)
.
We can then easily see that ‖TR‖2 = 1 and ‖T−1R ‖2 = M , which follows
cond2(TR) =M .
We notice that the matrix norm ‖Tθ‖2 is the square root of the largest
eigenvalue of TθT
T
θ . Hence, from (26) in Proposition 2, we obtain ‖Tθ‖2 =
√
N .
Similarly, we have ‖T−1θ ‖2 =
√
2/N . Therefore, we obtain cond2(Tθ) =
√
2.
Next, since TR and TθT
T
θ are diagonal matrices, we can calculate
K2K
T
2 = (TRTθ)(TRTθ)
T = TR(TθT
T
θ )TR
=
N
2
diag
(
2, 1, 1,
1
22
,
1
22
, . . . ,
1
M2
,
1
M2
)
.
Hence, we can see that ‖K2‖2 =
√
N and ‖K−12 ‖2 =
√
2M/
√
N , which follows
cond2(K) =
√
2M .
We assume that the boundary is a circle. Then, in a manner similar to the
decomposition of K, the matrix S can be decomposed as follows:
Proposition 5. Let ρ(θ) be a constant ρ. Then, the matrix S can be decomposed
into
S = T Tθ SR0 ,
where SR0 ∈ R(2M+1)×(2M+1) is defined as
(SR0)1,1 = 1, (SR0)k,j = 0 (k 6= j)
(SR0)2k,2k = (SR0)2k+1,2k+1 =
(
R0
ρ
)k
(k = 1, 2, . . . ,M).
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We obtain the following proposition and theorem by similar discussions to
Propositions 3 and 4:
Proposition 6. Let N = 2M + 1. Under the assumption in Proposition 5, the
determinants of the matrices SR0 and S can be given by
det(SR0) =
(
R0
ρ
)M(M+1)
, det(S) =
NM+1/2
2M
(
R0
ρ
)M(M+1)
.
Hence, S is not singular. Namely, the approximate solution by the MTM is
uniquely determined.
Remark 5. We can solve (14) by Proposition 6. Using Propositions 2 and 5,
y = S−1R0 (T
T
θ )
−1f can be written in the form:
a0 =
1
N
N∑
j=1
gj ,
ak =
2
N
(
ρ
R0
)k N∑
j=1
gj cos kθj,
bk =
2
N
(
ρ
R0
)k N∑
j=1
gj sinkθj (k = 1, 2, . . . ,M),
which correspond to the approximation to the coefficients of the Fourier series
(11):
a0 =
1
2pi
∫ 2pi
0
f(θ) dθ,
ak =
1
pi
(
ρ
R0
)k ∫ 2pi
0
f(θ) cos kθ dθ,
bk =
1
pi
(
ρ
R0
)k ∫ 2pi
0
f(θ) sin kθ dθ, (k = 1, 2, . . . ,M).
Theorem 1. Under the assumption in Proposition 6, the condition number of
S corresponding to the 2-norm is given as
cond2(S) =

√
2
(
ρ
R0
)M
(R0 < ρ)
√
2
(
ρ
R0
)
(ρ ≤ R0 < 21/(2M)ρ)(
R0
ρ
)M−1
(21/(2M)ρ ≤ R0 <
√
2ρ)
1√
2
(
R0
ρ
)M
(R0 ≥
√
2ρ)
.
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Proof. Since SR0 and TθT
T
θ are diagonal matrices, we can calculate
STS = (TθSR0)
T (TθSR0) = SR0(TθT
T
θ )SR0
=
N
2
diag
(
2,
(
R0
ρ
)2
,
(
R0
ρ
)2
, . . . ,
(
R0
ρ
)2M
,
(
R0
ρ
)2M)
.
Then, we know
‖S‖22 =
N
2
max
{
2,
(
R0
ρ
)2
,
(
R0
ρ
)2M}
and
‖S−1‖22 =
[
N
2
min
{
2,
(
R0
ρ
)2
,
(
R0
ρ
)2M}]−1
.
Hence, we derive
‖S‖2 =

√
N (R0 < 2
1/(2M)ρ)√
N
2
(
R0
ρ
)M
(R0 ≥ 21/(2M)ρ)
and
‖S−1‖2 =

√
2
N
(
ρ
R0
)M
(R0 < ρ)√
2
N
(
ρ
R0
)
(ρ ≤ R0 <
√
2ρ)
1√
N
(R0 ≥
√
2ρ)
,
from which we obtain cond2(S) = ‖S‖2‖S−1‖2.
We denote the characteristic length R0 that minimizes cond2(S) by R
opt
0 ,
which is called the optimal characteristic length. From Theorem 1, we obtain
Ropt0 as follows:
Corollary 1. Under the assumption in Theorem 1, the optimal characteristic
length is given by
Ropt0 = 2
1/(2M)ρ.
Then, the minimal condition number of S is written as
cond2(S) = 2
(M−1)/(2M). (29)
We can see that (29) is a monotonically increasing function of M and is less
than
√
2. Hence, the minimal condition number is less than cond2(S) =
√
2
for R0 = ρ. On the other hand, if we consider the conventional Trefftz method
(R0 = 1) for the circular boundary whose radius is greater than 1 (ρ > 1), from
Theorem 1 we have cond2(S) =
√
2ρM , which exponentially diverges for large
M and ρ. Therefore, we know that the MTM is efficient.
From Propositions 1 and 5, we immediately obtain the following theorem:
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Theorem 2. Under the assumption in Theorem 1, the matrix SK corresponding
to the MMFS can be decomposed into
SK = T Tθ ΛTθ
with the diagonal matrix Λ := SR0TR ∈ R(2M+1)×(2M+1) defined as
Λ1,1 = 1, Λk,j = 0 (k 6= j)
Λ2k,2k = Λ2k+1,2k+1 = − 1
k
(
R
ρ
)k
(k = 1, 2, . . . ,M).
Therefore, the approximate solution by the MMFS is uniquely determined.
6. Numerical Experiments
6.1. Condition number corresponding to the MTM
We consider the following three domains (Figure 1):
Ωk = {(r, θ) : r = ρ(k)(θ), 0 ≤ θ < 2pi}, k = 1, 2, 3,
where ρ(k)(θ) (0 ≤ θ < 2pi) are defined as
(a) circle: ρ(1)(θ) = 1; (ρmin, ρmax) = (1, 1)
(b) ellipse: ρ(2)(θ) = ab/
√
a2 sin2 θ + b2 cos2 θ with a = 10, b = 5; (ρmin, ρmax) =
(5, 10)
(c) epitrochoid: ρ(3)(θ) =
√
(a+ b)2 + 1− 2(a+ b) cos(aθ/b) with a = 3, b = 1;
(ρmin, ρmax) = (3, 5)
with ρmin = min
0≤θ<2pi
ρ(θ) and ρmax = max
0≤θ<2pi
ρ(θ).
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Figure 1: Three domains
We can confirm that the numerical results for k = 1 which are shown be-
low are proper by comparing them with the corresponding theoretical results
obtained in the previous section.
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Figure 2 shows the condition number cond2(S) against 0 < R0 ≤ 15 for each
domain Ωk (k = 1, 2, 3) with N = 21 and M = 10.
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Figure 2: Condition number of S against R0 for each domain Ωk (N = 21,M = 10)
From this result, we can observe that
min
0<R0≤15
cond2(S) =

1.366 at R0 = 1.035 (k = 1)
167.439 at R0 = 5.850 (k = 2)
39.481 at R0 = 3.636 (k = 3)
.
We can see that the minimal cond2(S) and the corresponding R0 for k = 1
coincide with the result of Corollary 1. When we use the conventional Trefftz
method (R0 = 1), the condition number cond2(S) for each domain Ωk (k =
1, 2, 3) with N = 21 and M = 10 can be obtain as follows:
cond2(S) =

1.4142 (k = 1)
1.9430× 109 (k = 2)
3.6112× 106 (k = 3)
.
Hence, we can see that the choice of a suitable R0 effects the drastic reduction
of cond2(S).
16
0 5 10 15 20 25 30 35
1
2
3
4
5
6
7
8
9
N
o
p
t
i
m
a
l
 
R
0
 
 
Ω
1
Ω
2
Ω
3
Figure 3: Optimal R0 against N for each domain Ωk
Figure 3 shows Ropt0 against N for each domain Ωk. In this figure, R
opt
0
seems to remain stable as N increases. We can observe that
Ropt0 ≥ ρmin = min
0≤θ<2pi
ρ(θ),
which is theoretically true when k = 1 since Ropt0 = 2
1/(2M)ρ = 21/(N−1)ρ is
given by Corollary 1, and Ropt0 ≈ ρ = 1 for sufficiently large N . From this
result, we can conclude that a suitable R0 should be a little bit greater than
ρmin.
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Figure 4: cond2(S) for R
opt
0 against N for each domain Ωk
Figure 4 shows cond2(S) for R
opt
0 against N for each domain Ωk. Figure 5
shows cond2(S) against N for each domain Ωk when R0 = 1. Comparing
Figure 4 with Figure 5, we can confirm that the suitable characteristic length
R0 can drastically reduce the condition number.
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Figure 5: cond2(S) against N for each domain Ωk (R0 = 1)
6.2. Condition number of the transform matrix from the MMFS to the MTM
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Figure 6: cond2(K1) v.s. cond2(K2) against R (N = 21)
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Figure 7: cond2(K1) (R = 0.5, 1.26) v.s. cond2(K2) against N
The matrix K depends only on (N,M,R,R0). We notice that K is indepen-
dent of Ω. Figure 6 shows both of cond2(K1) and cond2(K2) against R when
N = 21. From this figure, we can observe that cond2(K1) has the minimal value
2.22 at R = 1.26, which is smaller than cond2(K2) = 14.1421 at any R. But, we
cannot always take R that minimizes cond2(K1) since the source radius R must
be smaller than ρmin. Figure 7 shows both of cond2(K1) for R = 0.5, 1.26 and
cond2(K2) against odd N . We see from Figures 6 and 7 that cond2(K2) is much
smaller than cond2(K1) for most of R, from which we confirm the efficiency of
K2.
6.3. Comparison of the MTM, the MFS and the MMFS
We assume that the exact solution is given by
u(x, y) = exp
(
x
x2 + y2
)
cos
(
y
x2 + y2
)
in the exterior domain Ω = Ω3 outside the epitrochoid boundary defined in the
beginning of the section. We confirm the asymptotic behavior of u at infinity:
u(x, y) = exp
(
x
x2 + y2
)
cos
(
y
x2 + y2
)
= exp
(
cos θ
r
)
cos
(
sin θ
r
)
=
[
1 +
cos θ
r
+O
(
1
r2
)][
1− 1
2
(
sin θ
r
)2
+O
(
1
r4
)]
= 1 +O(r−1), r →∞,
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which does not satisfy the condition (3). Hence, we use the MFS to solve the
exterior problem with respect to u˜ := u − 1, which satisfies (3). Then, we can
obtain the approximate solution to u = u˜+ 1.
We apply the following five methods for solving the problem:
1. The MTM
Solve Sy = f to substitute y into (11)
2. The conventionalMFS with the conventional basis functions (CMFS-CBF)
Solve Aw = f to substitute w into (5)
3. The conventional MFS with the modified basis functions (CMFS-MBF)
Solve Âw = f to substitute w into (10)
4. The modified MFS with the conventional basis functions (MMFS-CBF)
Solve SK2w = f to substitute w into (5)
5. The modified MFS with the modified basis functions (MMFS-MBF)
Solve SK2w = f to substitute w into (10)
We take (N,M) = (19, 9). First, we confirm the accuracy of the solution
obtained by all the methods. The absolute error between the numerical and the
exact solutions on the circle whose radius is r is defined as
e(r, θ) = |u˜(r cos θ, r sin θ)− u(r cos θ, r sin θ)|,
where u˜ stands for the numerical solution by one of the five methods. Figure 8
shows the absolute errors e(10, θ) for R = 0.5, 1. We can see that the MMFS-
MBF is the best accurate among all the methods.
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Figure 8: Absolute error ((R,N) = (1, 19), r = 0.5 (left), r = 1 (right))
Next, we confirm the accuracy of the solution obtained by all the methods
in the whole exterior domain. We define the following maximum error:
e(r) := max
0≤θ<2pi
e(r, θ).
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(c) (R,N) = (0.5, 19) (d) (R,N) = (1.2, 19)
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Figure 9: Maximum errors e(r) against the distance r from the origin
Figure 9 shows the errors e(r) against r ∈ [10, 1010] with (a) (R,N) =
(0.002, 7), (b) (R,N) = (0.2, 11), (c) (R,N) = (0.5, 19), (d) (R,N) = (1.2, 19),
(e) (R,N) = (1.2, 11), (f) (R,N) = (1.0, 19). We can observe from the figure
that the both of the errors for the CMFS-CBF and the MMFS-CBF increase as
r increases, while the both of the errors for the CMFS-MBF and the MMFS-
MBF decrease as r increases, Hence, we know that the modified basis functions
are suitable for approximating the solution in the whole exterior domain.
Moreover, we can see from the same figure that in both of the cases where
the conventional and the modified basis functions are used, the accuracy of the
22
MMFS is improved more than the accuracy of the conventional MFS.
For small r, the MMFS and the modified basis function do not always give
better accuracy. But, they give much better accuracy by taking suitable pa-
rameters R and N . The accuracy of the MMFS-MBF is the best for the whole
r in almost cases.
Therefore, we can conclude that the MMFS-MBF is the best method among
the five methods if we need to obtain a highly accurate solution in the whole
domain.
6.4. Condition numbers corresponding to the MFS and the MMFS
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Figure 10: cond2(A) v.s. cond2(SK) against R (N = 9)
23
10 20 30 40 50
10
0
10
5
10
10
10
15
10
20
odd N
c
o
n
d
i
t
i
o
n
 
n
u
m
b
e
r
 
 
cond(A)
cond(SK)
Figure 11: cond2(A) v.s. cond2(SK) against N (R = 1.2)
Figure 10 compares the condition numbers of A and SK corresponding to
the CMFS and the MMFS, respectively, when N = 9. Figure 11 compares
the condition numbers of A and SK for R = 1.2, from which we can observe
cond2(A) = 8.552 × 2.752N and cond2(SK) = 1.248 × 2.058N . Therefore,
cond2(SK) is smaller than cond2(A). It is concluded that we can successfully
reduce the condition number by using the MMFS.
7. Conclusions
We have proposed the MMFS with the modified basis functions for solving
the exterior boundary value problem, based on the MTM. Under the assump-
tion of the circular boundary, the condition number corresponding to the MTM
is mathematically shown. Then, the optimal characteristic length R0 that mini-
mizes the condition number is given in the mathematical form. The uniqueness
of the approximate solutions by the MTM and the MMFS is also proven.
The numerical experiments shows that the MMFS-MBF proposed in the
paper is a more accurate method than the MTM, the CMFS-CBF and the
CMFS-MBF. The condition number corresponding to the MMFS is smaller
than the one corresponding to the CMFS. It is concluded that the MMFS-MBF
is an efficient method.
As future works, we will give some mathematical expressions of condition
numbers that are not given in this paper. More methodical approach than one
in this paper will be appeared in another paper. It is important to prove the
reason why the MMFS can improve the accuracy.
24
Acknowledgements
The authors gratefully acknowledge the financial support of the National
Science Council of Taiwan through the grant No. NSC98–2811–E–002–092.
References
[1] Bogomolny A. Fundamental solutions method for elliptic boundary value
problems. SIAM Journal on Numerical Analysis 1985; 22 (4): 644–669.
[2] Chen JT, Wu CS, Lee YT, Chen KH. On the equivalence of the Trefftz
method and method of fundamental solutions for Laplace and biharmonic
equations. Computers and Mathematics with Applications 2007; 53; 851–
879.
[3] Chen JT, Lee YT, Yu SR, Shieh SC. Equivalence between the Trefftz
method and the method of fundamental solution for the annular Green’s
function using the addition theorem and image concept. Engineering Anal-
ysis with Boundary Elements 2009; 33; 678–688.
[4] Katsurada M, Okamoto H. A mathematical study of the charge simulation
method I. J. Fac. Sci. Univ. Tokyo, Sect. IA, Math. 1988; 35; 507–518.
[5] Katsurada M. A mathematical study of the charge simulation method II.
J. Fac. Sci. Univ. Tokyo, Sect. IA, Math. 1989; 36; 135–162.
[6] Katsurada M, Okamoto U. The collocation points of the fundamental so-
lution method for the potential problem. Computers & Mathematics With
Applications 1996; 31 (1): 123–137.
[7] Liu CS. Improving the ill-conditioning of the method of fundamental solu-
tions for 2D Laplace equation. CMES 2008; 28; 77–93.
[8] Mathon R, Johnston R L. The approximate solution of elliptic boundary-
value problems by fundamental solutions. SIAM Journal on Numerical
Analysis 1977; 14 (4): 638–650.
[9] Ramachandran PA. Method of fundamental solutions: singular value de-
composition analysis. Communication in Numerical Methods in Engineer-
ing 2002; 18: 789–891.
25
