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Abstract
In this paper, we develop a stochastic model for topology optimization. We
find robust structures that minimize the compliance for a given main load
having a stochastic behavior. We propose a model that takes into account the
expected value of the compliance and its variance. We show that, similarly to
the case of truss structures, these values can be computed with an equivalent
deterministic approach and the stochastic model can be transformed into
a nonlinear programming problem, reducing the complexity of this kind of
problems. First, we obtain an explicit expression (at the continuous level)
of the expected compliance and its variance, then we consider a numerical
discretization (by using a finite element method) of this expression and finally
we use an optimization algorithm. This approach allows to solve design
problems which include point, surface or volume loads with dependent or
independent perturbations. We check the capacity of our formulation to
generate structures that are robust to main loads and their perturbations
by considering several 2D and 3D numerical examples. To this end, we
analyze the behavior of our model by studying the impact on the optimized
solutions of the expected-compliance and variance weight coefficients, the
laws used to describe the random loads, the variance of the perturbations
and the dependence/independence of the perturbations. Then, the results
are compared with similar ones found in the literature for a different modeling
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1. Introduction
Let us consider an open set Ω ⊂ Rd, where d is 2 for planar structures or 3
for three-dimensional bodies. The set Ω represents a body that we assume is
made of an isotropic, homogeneous and linear elastic material. The boundary
of Ω is denoted here by ∂Ω = Γu ∪ Γg with Γu ∩ Γg = ∅. In this setting, Γu
corresponds to the part of the boundary of Ω where the displacements of the
body are not allowed. We assume that external forces f and g are applied
to Ω and Γg, respectively. A graphical representation of Ω is given in Figure
1.
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Figure 1: Representation of the elastic homogeneous body Ω and the considered external
forces f and g.
The displacements can be computed (see e.g. [1]) by solving the following
system of partial differential equations:
− div(K e(u)) = f, in Ω,
u = 0, on Γu,
(K e(u)) · nˆ = g, on Γg,
(1)
where u : Ω→ Rd is the vector of displacements, e(u) = 1
2
(∇u+∇ut) denotes
the linearized strain tensor, K is the fourth-order material elasticity tensor,
div(·) is the divergence of a tensor field and nˆ is the outward unit normal
vector on the boundary of the domain. We suppose that K ∈ M, which is
a set of admissible stiffness tensors, related to the admissible materials we
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might use. Typically (see [2, 3]), the set of admissible tensor M is a subset
of
Mˆ =
{
η(x)K0
∣∣∣ ∫
Ω
η(x) dx ≤ Vmax and η : Ω→ [ηmin, ηmax]
}
, (2)
where Vmax is the maximum amount of material that is allocated; η(x) is the
density of material at point x ∈ Ω; ηmin > 0, ηmax the maximum density
we may use; and K0 the fourth-order tensor of a linear elastic isotropic
reference material. Additionally, other constraints should be considered in
order to obtain physically realizable structures. For example, we would like
to avoid structures with intermediate density zones (i.e., η(x) ∈]ηmin, ηmax[),
and microstructures with periodic variation density. For practical reasons,
these constraints are not detailed in the continuous definition of M but they
will be taken into account in its numerical implementation (see Section 3).
In the following, we assume that f ∈ L2(Ω)d and g ∈ L2(Γg)d although
less regular external forces can be also considered (see Remark 1 below)
Let us define H = {u ∈ [H1(Ω)]d | u|Γu = 0}, where the space H1(Ω)
is the well-known Sobolev space of functions that are in L2(Ω) with the
first derivatives (in the sense of distributions) in L2(Ω). For a given material
and its corresponding stiffness tensor K ∈ M, following [2, 4] we define the
bilinear functional AK : H ×H → R by
AK(u, v) :=
∫
Ω
e(u) : Ke(v) dx, (3)
where e(u) : Ke(v) denotes the tensor product given by
e(u) : Ke(v) :=
d∑
i,j,k,l=1
Kijkleij(u)ekl(v).
We recall that a weak solution of system (1) is a vector u ∈ H satisfying
AK(u, v) =
∫
Ω
f · v dx+
∫
Γg
g · v dx ∀v ∈ H. (4)
We note that, under suitable conditions on the data (according to Korn’s
inequality and the Lax-Milgram Lemma [5, 6]), Problem (1) has a unique
weak solution (see [7] for more details).
Remark 1. In this work it is possible to include functions less regular than
f ∈ L2(Ω) or g ∈ L2(Γg) with a suitable alternative weak formulation instead
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of (4). An example of force f /∈ L2(Ω) that is typically considered is a
point wise force f = f¯ δ(x − a), where f¯ ∈ Rd and a ∈ Ω¯. In this case,∫
Ω
f · v dx = f¯ v(a). Nevertheless, when computing an approximated solution
by using the Finite Element Method (see Section 3) f and g are usually
approximated by functions in L2(Ω)d and L2(Γg)
d, respectively, and (4) can
be used again, becoming a linear system in finite dimension.
For the sake of simplicity and without loss of generality, in the following,
we only develop the case when g = 0. To recover the general case, the reader
should replace
∫
Ω
f ·v dx by ∫
Ω
f ·v dx+∫
Γg
g ·v dx, keeping in mind that the
integral notation should be changed by suitable duality products for cases
with less regular forces.
We note that, due to the symmetry of operator AK(·, ·), equation (4)
(with g = 0) above can be seen as the optimality condition of the following
problem
1
2
∫
Ω
f · u dx = max
v∈H
{∫
Ω
f · v dx− 1
2
AK(v, v)
}
. (5)
The optimal value of the problem above is called compliance (see e.g. [2]) and
can be seen as a measure of the global stiffness of a given material. Under
this setting the well known minimum compliance topology design problem
corresponds to (see [3, 2])
min
K∈M
{
1
2
∫
Ω
f · u dx, where u ∈ H satisfies:
AK(u, v) =
∫
Ω
f · v dx ∀v ∈ H
}
. (6)
Our main purpose is to find an optimal material in the set M (mini-
mum compliance) when the external load force has a stochastic behavior.
In an analogous way to previous stochastic results for truss optimization
(see [8, 9, 10] and the next section), we assume that the external load force
f is perturbed by a L2(Ω)d-valued random variable ξ : B → L2(Ω)d, where
(B,F ,P) is a probability space1, with expected value
E(ξ) =
∫
B
ξ dP =
∫
B
ξ(ω)P(dω) = 0 ∈ L2(Ω)d.
1With this notation B is the sample space, F denotes the σ-field and P its probability
measure.
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Remark 2. Similarly, when g 6= 0, the surface load is perturbed by a L2(Γg)d
– valued random variable ξ : B → L2(Γg)d with E(ξ) = 0.
For a given material K ∈ M and a random perturbation ξ of the external
load, we have the corresponding compliance
Ψ(ξ,K) =
∫
Ω
(f + ξ) · u dx, where u ∈ H satisfies:
AK(u, v) =
∫
Ω
(f + ξ) · v dx for all v in H.
(7)
Following [8, 2, 4], we state the stochastic topology design problem as
min
K∈M
E[Ψ(ξ,K)], (8)
where the expected value of the random variable Ψ(ξ,K) is given by
E(Ψ(ξ,K)) =
∫
B
Ψ(ξ(ω), K)P(dω).
We note that, when the support of the probability distribution is the single-
ton {0}, i.e. B = {ξ = 0} and P{ξ = 0} = 1, Problem (8) corresponds to
the minimum compliance design model (6). Also when the probability dis-
tribution has finite support we obtain the well known multiload model (see
[2, 3]). We recall that the multiload model was proposed in order to take into
account several loading scenarios or loads that are applied in different instant
of time. This model corresponds to the minimization of a weighted average
of the compliance. More precisely, if we consider the functions fi : Ω → Rd,
for i = 1, . . . , k, and the functional AK(·, ·) defined in eq. (4), the multiload
model is given by
min
K∈M
{∑
i
wi
∫
Ω
fi · ui dx, where ui ∈ H satisfies:
AK(ui, v) =
∫
Ω
fi · v dx, for all v in H
}
.
(9)
Taking the discrete probability law given by B = {ξ = f1, . . . , ξ = fk} and
f = 0, defining the weights as wi := P{ξ = fi} (the probability that discrete
variable ξ take the value fi), we get that the previous problem is a particular
case of (8), and therefore, the proposed model extends classical formulations.
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In [11] formulation (8) was studied for some choices of the random vari-
able ξ and good results were obtained. From a theoretical point of view,
it is showed that the expected value can be computed with an equivalent
deterministic approach which reduces drastically the computational cost of
computing a solution of the stochastic Problem (8) (see Section 2 for a sum-
mary of these results). Numerical experiments have been carried out for
some particular benchmarks using the expected compliance formulation (8).
Recently, a new approach based on numerical and Monte Carlo methods has
been proposed by Zhao and Wang (see [12]) in order to obtain robust struc-
tures under load uncertainty. In other direction, Allaire (see [13]) proposes
a deterministic method for optimizing a structure with respect to its worst
possible behavior. Similarly to the case of trusses (see [10]) this approach
provides solutions which are robust under load perturbations, but for some
particular scenarios it may happen that the value of the compliance is too
large and this model is no suitable. In order to avoid this situation we propose
the following alternative.
min
K∈M
{ α
E0
E[Ψ(ξ,K)] +
β
Var0
Var[Ψ(ξ,K)]}, (10)
where Var is the variance of the random variable Ψ(ξ,K); α, β ∈ [0, 1] are
weight coefficients; and E0,Var0 ∈ R denote reference expected compliance
and variance values used to normalize E[Ψ(ξ,K)] and Var[Ψ(ξ,K)], respec-
tively. Problems similar to (10) have been studied in [14, 15, 16, 17, 18, 19]
applying stochasticity at the nodes of a finite element discretization of the
considered infinite dimensional optimization problem. We show here that
more general problems can be tackled when working directly with the con-
tinuous weak form of (1), in a way similar to [4] and [20], but without us-
ing Monte-Carlo methods or other approximation techniques of the random
loads.
We point out that in this work we first obtain an explicit expression of
E[Ψ(ξ,K)] and Var[Ψ(ξ,K)] and then discretize it. This allows us to con-
sider design problems including general point, surface or volume loads with
dependent or independent perturbations. In other works (see, for instance
[14, 15, 16, 17, 18]) they first discretize Ψ(ξ,K) and then compute the ex-
pected and variance values of the discretized problem, being therefore limited
by the chosen discretization.
In Section 2 we show the general mathematical framework for solving
Problem (10). More precisely, we give explicit expressions to the expected
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value and the variance of the functional Ψ mentioned above, and show that
the stochastic model proposed here can be transformed into a equivalent non-
linear programming problem. In Section 3, we detail the numerical methods
used to solve this nonlinear programming problem. Finally, in Section 4, we
illustrate the interest of formulation (10) by considering several 2D and 3D
benchmark problems. Therefore, after describing the considered numerical
implementation, we introduce four set of benchmark problems to analyze the
impact (for instance, variations on geometric or compliance thresholds) on
the solutions of (i) the coefficients (α; β), (ii) the law used to describe the
random loads perturbations, (iii) the loads perturbation variance and (iv) the
dependence or independence of the loads perturbations. Indeed, those four
model characteristics were observed in previous literature [2, 8, 10, 15, 16],
considering a different modeling approach, to have an important influence on
the characteristics of the solution.
2. Variance-expected compliance approach for topology optimiza-
tion
2.1. Variance-expected approach
In this section, we study the stochastic topology design problem (10)
proposed in Section (1). We show that this problem can be transformed into
a multiload like problem in which the loading scenarios are related to the
variance of random loads applied to Ω.
Firstly, we consider the stochastic topology optimization problem (8). In
the following, we will consider the set {Pi}∞i=1 ⊂ L2(Ω)d, corresponding to
directions of perturbation of the main force f ∈ L2(Ω). As said in Remark
1, spaces less regular that L2(Ω)d can be also considered.
Theorem 1 below gives an explicit expression of Problem (8) which can
be directly evaluated. Therefore, a Monte-Carlo algorithm (see [21]), which
is usually numerically expensive, is not necessary to approximate the value
of E[Ψ(ξ,K)].
In the following we define the inverse functional G : [L2(Ω)]d → H by
G(f) = u, where u is the (unique) weak solution of (1) or, equivalently, (4)
or (5). Then, for a given random perturbation ξ ∈ L2(Ω)d and a tensor
K ∈M we have that
Ψ(ξ,K) =
∫
Ω
(f + ξ) ·G(f + ξ) dx.
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Theorem 1. With the notation introduced above let us consider ξ : B →
L2(Ω)d be a random load, which in terms of the directions {Pi}∞i=1 is written
as ξ(ω) =
∑∞
i=1 εi(ω)Pi, where {εi}∞i=1 are random variables such that E(εi) =
0, and Var(εi) = σ
2
i . Then
E(Ψ(ξ,K)) =
∫
Ω
f · u dx+
+∞∑
i,j=1
E(εiεj)
∫
Ω
Pi · Uj dx, (11)
where u ∈ H such that AK(u, v) =
∫
Ω
f · v dx, ∀v ∈ H, (12)
Ui ∈ H such that AK(Ui, v) =
∫
Ω
Pi · v dx, ∀v ∈ H, ∀ i ∈ N.
(13)
Proof: By the linearity of the integral and the operator G(·), we obtain
Ψ(ξ,K) =
∫
Ω
f ·G(f) dx+
+∞∑
i=1
εi
∫
Ω
f ·G(Pi) dx
+
+∞∑
i=1
εi
∫
Ω
Pi ·G(f) dx+
+∞∑
i,j=1
εiεj
∫
Ω
Pi ·G(Pj) dx (14)
The conclusion follows by taking expected value to the expression above and
using that E(εi) = 0.

Remark 3. We note that the expression (11) can be written equivalently as
E(Ψ(ξ,K)) =
∫
Ω
f ·u dx+
+∞∑
i 6=j
E(εiεj)
∫
Ω
Pi ·Uj dx+
+∞∑
i=1
σ2i
∫
Ω
Pi ·Ui dx (15)
and the second term of the right hand side of (15) disappears when the ran-
dom variables εi are independent (since E(εiεj) = 0 if i 6= j).
Remark 4. It can be proved that L2(Ω)d (also L2(Γg)
d and many other
spaces suitable for cases with f and g less regular) is a separable Hilbert
space and, therefore, there exist a Hilbert basis {Pi}∞i=1 ⊂ L2(Ω)d. So that,
for any ξ ∈ L2(Ω)d there exists {εi}∞i=1 ⊂ R such that ξ =
∑∞
i=1 εiPi. For
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arbitrary domains Ω finding such a base is not easy, but for simple domains
Ω as intervals or rectangles, a Hilbert base for spaces as L2(Ω) or H1(Ω)
can be easily obtained in terms, for instance, of sinusoidal functions. Results
about this and some examples can be found in [22].
In order to avoid scenarios with too large values of the compliance we
consider Problem (10) instead of (8). We recall that the variance of Ψ(ξ,K)
is computed by using the well known formula
Var[Ψ(ξ,K)] = E[Ψ(ξ,K)2]− E[Ψ(ξ,K)]2. (16)
We can give an explicit formula of (16) for some examples of perturbation
function, as the next theorem shows.
Theorem 2. Let us consider ξ =
∑+∞
i=1 εiPi ∈ [L2(Ω)]d, where Pi ∈ [L2(Ω)]d
for i ∈ N and εi are real random variables that satisfy E(εi) = 0 for i ∈
N. The value Var[Ψ(ξ,K)] can be computed explicitly by using the following
identities:
E
[(∫
Ω
f ·G(ξ) dx
)2]
=
+∞∑
i,j=1
E(εiεj)
∫
Ω
f ·G(Pi) dx
∫
Ω
f ·G(Pj) dx, (17)
E
[(∫
Ω
ξ ·G(f) dx
)2]
=
+∞∑
i,j=1
E(εiεj)
∫
Ω
Pi ·G(f) dx
∫
Ω
Pj ·G(f) dx, (18)
E
[∫
Ω
f ·G(ξ) dx
∫
Ω
ξ ·G(f) dx
]
=
+∞∑
i,j=1
E(εiεj)
∫
Ω
f ·G(Pi) dx
∫
Ω
Pj ·G(f) dx, (19)
E
[∫
Ω
f ·G(ξ) dx
∫
Ω
ξ ·G(ξ) dx
]
=
+∞∑
i,j,k=1
E(εiεjεk)
∫
Ω
f ·G(Pi) dx
∫
Ω
Pj ·G(Pk) dx, (20)
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E[∫
Ω
ξ ·G(f) dx
∫
Ω
ξ ·G(ξ) dx
]
=
+∞∑
i,j,k=1
E(εiεjεk)
∫
Ω
Pi ·G(f) dx
∫
Ω
Pj ·G(Pk) dx, (21)
E
[(∫
Ω
ξ ·G(ξ) dx
)2]
=
+∞∑
i,j,k,l=1
E(εiεjεkεl)
∫
Ω
Pi ·G(Pj) dx
∫
Ω
Pk ·G(Pl) dx. (22)
Proof: Equations (17)-(22) can be computed directly by using the linearity
of operator G(·) and the properties of the expected value. Additionally, by
the linearity of operator G(·), we obtain
Ψ(ξ,K) =
∫
Ω
f ·G(f) dx+
∫
Ω
f ·G(ξ) dx+
∫
Ω
ξ ·G(f) dx+
∫
Ω
ξ ·G(ξ) dx
Therefore, from (16), we obtain an expression for the variance of the compli-
ance by using identities (17)-(22). 
As we mentioned in the introduction this approach can be applied for
functions belonging to a more general functional space that include for ex-
ample, surface loads or Dirac-δ functions. This issue and the following results
are relevant for the numerical experiences given in the next section.
We recall that, in the particular case in which εi are independent random
variables, with εi ∼ N (0, σ2i ) for i ∈ N we get
E(εiεj) =
{
σ2i if i = j
0 if i 6= j , E(εiεjεk) = 0, ∀i, j, k ∈ N,
E(εiεjεkεl) =

3σ4i if i = j = k = l,
σ2i σ
2
j if i = k, j = l or i = l, j = k and i 6= j,
σ2i σ
2
k if i = j, k = l and i 6= k,
0 either case.
(23)
The following Corollaries shows the particular case of two perturbation
functions.
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Corollary 1. Using the notation of the previous theorem, let us consider
a random perturbation of f given by ξ = ε1P1 + ε2P2, where the perturba-
tion functions P1, P2 ∈ L2(Ω)d and ε1, ε2 are random variables, with εi ∼
N (0, σ2i ). Then
Var[Ψ(ξ,K)] = σ21
(∫
Ω
f · U1 + P1 · u dx
)2
+ σ22
(∫
Ω
f · U2 + P2 · u dx
)2
+2 · σ41
(∫
Ω
P1 · U1 dx
)2
+ 2 · σ42
(∫
Ω
P2 · U2 dx
)2
+
(
E(ǫ21ǫ
2
2)− E2(ǫ1ǫ2)
)(∫
Ω
P1 · U2 + P2 · U1 dx
)2
+2 · E(ǫ1ǫ2)
(∫
Ω
f · U1 + P1 · u dx
)(∫
Ω
f · U2 + P2 · u dx
)
+2 · E(ǫ1ǫ22)
(∫
Ω
f · U1 + P1 · u dx
)(∫
Ω
P1 · U2 + P2 · U1 dx
)
+2 · E(ǫ21ǫ2)
(∫
Ω
f · U2 + P2 · u dx
)(∫
Ω
P1 · U2 + P2 · U1 dx
)
+2 ·
(
E(ǫ21ǫ
2
2)− σ21σ22
)(∫
Ω
P1 · U1 dx
)(∫
Ω
P2 · U2 dx
)
+2 ·
(
E(ǫ31ǫ2)− σ21E(ǫ1ǫ2)
)(∫
Ω
P1 · U2 + P2 · U1 dx
)(∫
Ω
P1 · U1 dx
)
+2 ·
(
E(ǫ1ǫ
3
2)− σ22E(ǫ1ǫ2)
)(∫
Ω
P1 · U2 + P2 · U1 dx
)(∫
Ω
P2 · U2 dx
)
,
where u = G(f), Ui = G(σiPi), i = 1, 2. In other words,
AK(u, v) =
∫
Ω
f · v dx, AK(Ui, v) =
∫
Ω
σiPi · v dx, ∀v ∈ H, i = 1, 2.
Corollary 2. Considering the notations introduced in Corollary 1, let us
consider a random perturbation of f given by ξ = ε1P1 + ε2P2, where the
perturbation functions P1, P2 ∈ L2(Ω)d and ε1, ε2 are independent random
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variables, with εi ∼ N (0, σ2i ). Then
Var[Ψ(ξ,K)] = σ21
(∫
Ω
f · U1 + P1 · u dx
)2
+ σ22
(∫
Ω
f · U2 + P2 · u dx
)2
+2 · σ41
(∫
Ω
P1 · U1 dx
)2
+ 2 · σ42
(∫
Ω
P2 · U2 dx
)2
+σ21σ
2
2
(∫
Ω
P1 · U2 + P2 · U1 dx
)2
.
Proof of Corollary 1 and 2: The variance of the functional can be com-
puted directly using Theorem 2, (23) and the linearity of the operator G(·).

Remark 5. Using Equations (17)-(22), Corollary 1 can be generalized to
other cases. For instance, when m ≥ 2 or random variables ǫi do not follow
a normal distribution.
Remark 6. Similar problems are studied in [14, 15, 16, 17, 18, 19] to es-
timate uncertainty in loads at the nodes of a numerical discretization of the
problem. However, the approach proposed here deals directly with the con-
tinuous (non-discretized) weak form of (1), in a way similar to that of [4]
and [20], but without using Monte-Carlo methods (or other techniques) to
approximate the random loads. Indeed, Theorems 1 and 2 give explicit for-
mulas at the continuous level for the expected value and the variance of the
compliance functional (7) (i.e., without needing to use previously a numer-
ical discretization). Obviously, when applying the results presented in this
work to solve numerically a particular design problem, some approximations
and simplifications on the considered problem could be needed. For instance,
in the case of considering an infinite number of random loads, one should
approximate the problem by considering a well chosen finite number of loads
obtained, for example, by using a Karhunen-Loeve expansion of the random
field (see [19, 20]).
2.2. Considered minimization problem formulation
As mentioned previously, we are interested in solving minimization Prob-
lem (10). With the purpose of generating physically realizable optimized
structures (see Section 1), we consider the so-called SIMP model (Solid
Isotropic Material with Penalization; see [3, 2]). In this model, the set of
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admissible tensors is a subset M of the set Mˆ, defined by (2), where the
density η(x) = ρ(x)p, x ∈ Ω with p > 1. In the previous formula, ρ corre-
sponds to the design function of the considered optimization Problem (10).
The reason of using ρ instead of η is that typical solutions have values of η
either close to ηmin or close to ηmax, with large gradients in between. The
change of variable η = ρp allows to deal with solutions easier to be found
numerically (see [23]).
Considering the previous notations, minimization Problem (10) can be
rewritten as
minρ
α
E0
E[Ψ(ξ,K)] +
β
Var0
Var[Ψ(ξ,K)]
such that: η = ρp,
K = ηK0,
0 ≤ ∫
Ω
η(x) dx ≤ Vmax and η : Ω→ [ηmin, ηmax],
(24)
where α, β ∈ [0,1]; and E0,Var0 ∈ R. The importance of the role of α and
β and their impact on the solution is discussed in Section 4.2. Additionally,
K0 represents the fourth-order tensor of a linear elastic isotropic material,
satisfying for all u, v ∈ [H1(Ω)]d
e(v) : K0e(u) := 2µe(u)e(v) + λ div u div v, (25)
where AB =
∑d
i,j=1 aijbij = Tr(AB
T ); and µ, λ are the Lame´ constants of
the material (see e.g. [7, 1]).
However, the proposed definition of the set of admissible tensors in Prob-
lem (24) does not prevent that optimized solutions exhibit microstructures
with periodic variation densities. As proposed in the literature (see, e.g. [2]),
we tackle this problem indirectly by introducing a computational procedure
in the numerical implementation of the minimization Problem (24) presented
in the next section.
3. Numerical implementation of the model
In order to obtain a numerical solution of Problem (24), for a finite repre-
sentative set of values for (α, β) denoted by Σ, we consider the methodology
described below.
To approximate the solution of System (1), we consider a finite element
method (FEM), similar to the one proposed in [23]. Regarding the considered
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benchmark examples presented in Section 4.1, we assume that Ω = [0, LX ]×
[0, LY ] for 2D cases and Ω = [0, LX ]×[0, LY ]×[0, LZ ] for 3D cases. Moreover,
we consider rectangular finite elements in the 2D cases and octahedral finite
elements in the 3D case, built by considering a uniform mesh on Ω of step size
∆X , ∆Y and ∆Z in the X, Y and Z directions (the Z direction only applies
in 3D cases), respectively. Furthermore, we denote by M the total number
of finite elements and by Θ the set of the considered M finite elements. We
note that in [23] and [24] the implementation of the 2D case and 3D case are
detailed, respectively. Following the standard finite element methodology,
with that mesh we obtain a finite dimensional space Vh approximating the
infinite dimensional space H, with N = dimVh. Then, the solution u ∈ H
of (4) can be approximated by a function un ∈ Vh whose vector {u} ∈ RN
of coordinates in the nodal base is solution of [K]{u} = {f}, where [K] ∈
R
N×N is the stiffness matrix approximating tensor K and {f} ∈ RN is the
load vector containing the coordinates in the nodal base of a function in Vh
approximating the external forces f and g. Matrix [K] can be written as
[K] =
∑
e∈Θ
[Ke]
where [Ke] ∈ RN×N is the part of the stiffness matrix corresponding to
element e ∈ Θ. Then, we approximate a density function η : → [ηmin, ηmax]
by a vector ηe ∈ [ηmin, ηmax]M representing the piecewise constant function
η¯ : Ω→ [ηmin, ηmax] given by η¯(x) = ηe, if x ∈ e (e ∈ Θ).
We consider this FEM approach and a structure submitted to one main
load (not necessarily a point load, but also, a surface load or a volume
load) and Np independent random functions following a normal distribution
N (0, σ2i ) or a uniform distribution U(−σi, σi), for i = 1 . . . Np, such as in the
examples considered in Sections 4.1.1 and 4.1.3. Then, we discretize directly
E[Ψ(ξ,K)] and Var[Ψ(ξ,K)] (and not Ψ(ξ,K) as done in [15, 16, 17, 18]), by
considering their explicit expression given in Theorems 1 and 2, and obtain
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that Problem (24) can be approximated by
min
ρ
Jopt(ρ) =
α
E0
(∑
e∈Θ
uTeKeue + c1
Np∑
i=1
σ2i
(∑
e∈Θ
UTi,eKeUi,e
))
+
β
Var0
(
c1
Np∑
i=1
σ2i (
∑
e∈Θ
uTeKeUi,e)
2
+c2
Np∑
i=1
σ2i
Np∑
j=1
σ2j
(
(
∑
e∈Θ
UTj,eKeUi,e)(
∑
e∈Θ
UTi,eKeUj,e)
))
such that : ρ = {ρe}e∈Θ and ρe ∈ [η
1
p
min, η
1
p
max], ∀e ∈ Θ,
Ke = ρ
p
eK
0,
0 ≤
∑
e∈Θ
ρpe|e| ≤ Vmax,
(26)
where ρe denotes the design function value at finite element e ∈ Θ; |e| the
volume or area of element e, according to the dimension 2 or 3 of the consid-
ered design problem; K0 denotes the element stiffness matrix for the refer-
ence material at element e expressed in local coordinates (i.e., if d = 2 then
Ke ∈ R8×8 and if d = 3 then Ke ∈ R24×24, see [23, 24]); ue is the vector of the
deformations generated by the main load at the nodes of element e expressed
in local coordinates (i.e., if d = 2 then ue ∈ R8 and if d = 3 then ue ∈ R24);
Ui,e is the vector of the deformations generated by the i-th perturbation load
at the nodes of element e expressed in local coordinates. Furthermore,
• if the perturbation loads law is N (0, σ2i ), for i = 1 . . . Np: c1 = 1 and
c2 = 2,
• if the perturbation loads law is U(−σi, σi), for i = 1 . . . Np: c1 = 1
3
and
c2 =
4
45
.
Remark 7. Problem (26) can be also adapted to the cases of random func-
tions following a distribution different from N (0, σ2) and U(−σ, σ).
Remark 8. Problem (26) can be generalized to the case of Np dependent
random functions. An easy case with dependent random variables is when
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we have Np dependent random functions ξi = εPi, where Pi ∈ [L2(Ω)]d for
i = 1, . . . , Np, and ε is a real random variable following N (0, σ2) or U(−σ, σ),
such as in the benchmark problems considered in Sections 4.1.2 and 4.1.4. In
that case, Problem (24) can be approximated by considering the formulation
(26) applied to a unique random function ξ = ε · (∑Npi=1 Pi).
Optimization Problem (26) is solved by using the Matlab package Global
Optimization Platform (freely available at http://www.mat.ucm.es/momat/
software.htm), where NOCM ∈ N iterations of the optimal criteria method
(OCM) described in [2] are used as the core algorithm and the initial condi-
tion is generated by using Nsec ∈ N iterations of a multi-layer secant method.
The algorithm runs until the completion of all iterations. A complete descrip-
tion and validation of this methodology can be found in [10, 25, 21]. Here,
we only give a brief description of the considered OCM. The evolution of the
value of ρe from iteration i up to iteration i+ 1 of the OCM is governed by:
ρi+1e =

max(ρmin, ρ
i
e −m) , if
√
Beρ
i
e ≤ max(ρmin, ρie −m),
min(ρmax, ρ
i
e +m) , if
√
Beρ
i
e ≥ min(ρmax, ρie +m),√
Beρ
i
e , else,
(27)
where m ∈ R+ is a positive move-limit (i.e., a value that limits the evolution
of ρi+1e from ρ
i
e); Be =
(
− ∂̂Jopt
∂ρe
(ρi)
)/(
l ∂V (ρ
i)
∂ρe
)
; ρi = (ρie)e∈Θ; V (ρ
i) =∑
e∈Θ ρ
i
eVe is the material volume; l is a Lagrangian multiplier that can be
found by a bi-sectioning algorithm; and ∂̂Jopt
∂ρe
(ρi) is the mesh-independent
filtered value of ∂Jopt
∂ρe
(ρi), proposed in [26].
More precisely, as mentioned in Section 2.2, this filter is a numerical
technique used to prevent microstructures with periodic variation of densities
in the numerical solutions (considering a FEM approach this phenomena is
called check-board solutions, see [2]). To this end, ∂̂Jopt
∂ρe
(ρi) is computed by
considering a weighted average of ∂Jopt
∂ρm
(ρi), for elements m which are in the
ball B(e, rmin) of radius rmin centered at the center of mass of element e, as
following:
∂̂Jopt
∂ρe
(ρi) =
∑
m⊂B(e,rmin)
ρm(rmin − dist(e,m))
ρe
∑
n⊂B(e,rmin)
(rmin − dist(e, n))
∂Jopt
∂ρm
(ρi),
(28)
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where dist(a, b) is the euclidean distance between the centers of mass of
elements a and b; and ∂Jopt
∂ρe
(ρi) is calculated as (see [2]-Chapter 1.2.3)
∂Jopt
∂ρe
(ρi) =pρp−1e
(
α
E0
(
− uTeKeue − c1
Np∑
i=1
σ2i (U
T
i,eKeUi,e)
)
− 2 · β
Var0
(
c1
Np∑
i=1
σ2i (u
T
eKeUi,e
∑
m∈Θ
uTmKmUi,m)
+c2
Np∑
i=1
σ2i
Np∑
j=i
σ2j (U
T
i,eKeUj,e
∑
m∈Θ
UTj,mKmUi,m)
))
.
(29)
More details about the considered OCM can be found in [2, 23].
The solution of Problem (26), with fixed values of (α, β), given by our
optimization approach is denoted by ρ(α,β) and the associated density by
η(α,β) = ρ
p
(α,β).
4. Numerical examples
In this Section, we present numerical experiments used to study the be-
havior of the Variance-Expected compliance model proposed previously. To
this aim, in Section 4.1, we detail the considered benchmark structures, the
coefficients and the parameters used by the model and the optimization prob-
lem. Then, in Section 4.2, we show and analyze the results given by our
methodology.
4.1. Considered benchmark problems
In this work, Problem (26) is solved by considering four particular sets of
benchmark problems, each one focusing on the study of one specific behavior
of our model. The first set of experiments, described in Section 4.1.1, is
proposed to analyze the impact of the model coefficients (α; β) on the design
of solutions robust to main loads and their perturbations. The goal of the
second set, detailed in Section 4.1.2, is to present the influence on the solution
of the law used to describe the random loads perturbations. Then, with the
third set, presented in Section 4.1.3, we check the effect on the solution of
variations of the perturbation variance. Next, the objective of the last set
of problems, introduced in Section 4.1.4, is to compare the results given
by our approach when considering dependent or independent perturbations.
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Finally, in Section 4.1.5, we give the values of the parameters of the numerical
model (presented in Section 3) used to approximate the solutions of the
benchmark problems presented in Sections 4.1.1-4.1.4. We also detail the
outputs considered to analyze the behavior of the solutions obtained by our
approach.
Remark 9. We note that the list of numerical problems studied in this work
is not fully exhaustive. The proposed experiments are used to give some
preliminary results on the behavior of our model. As said in Section 5, a more
extensive numerical analysis could be performed to complete the conclusions
presented here.
4.1.1. Robustness of structures regarding (α; β)
Here, we are interested in studying the role of the coefficients (α; β) in the
design of solutions resilient both to the main loads and its possible perturba-
tions. Indeed, we have previously observed in [10] that, for a similar model
applied to truss structures (which can be considered as a discrete version
of the problems solved here), a reasonable ratio between the expected and
variance values of the compliance should be considered in order to build struc-
tures improved with respect to those obtained with the expected compliance
model. By improvement, we mean that we are interested in designing struc-
tures with a low compliance value for the main load and with a reduced risk
of high compliance in cases of high perturbations scenarios. A phenomenon
of mass transfer between trusses supporting the main and perturbed loads
was reported. Considering topology optimization, similar studies have been
performed in [18, 15], but with a different modeling approach (as explained
in Section 1) and without the analysis of mass transfer phenomenon and
risk of high compliance scenarios. Thus, we want to check if, as expected,
a similar behavior to the one observed for trusses is observed for continuous
structures.
To this end, we consider two particular benchmark structures, presented
below, in both 2D and 3D versions. The interest of the 2D approach is to
obtain a fine approximation of the solution whereas the 3D case allows to
consider an additional perturbation direction and its impact on the structure.
Those benchmark cases have been considered as they are some of the most
representative ones used in the literature [2, 16, 15]. Furthermore, they were
also studied in our previous works considering the truss framework [8, 10].
Thus, we can perform a direct comparison between the results found here
and those presented in the literature. More precisely, we consider:
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a) Michel: This structure, studied in [2, 8, 10], is a horizontal square
cantilever and supports a vertical load.
Considering the 2D version, we study a domain Ω2D,M = [0, 250] ×
[0, 250]. The side {0} × [0, 250] is assumed fixed. Vmax is set to 25000.
A point load g = (0,−1) and a random load (ε, 0), with ε ∼ N (0, 1),
are applied at node (250, 0) (i.e. load g is identified by the node (250,0)
and the vector (0,-1) so that
∫
Γg
g.vdx = (0,−1) ·v(250, 0), ∀v ∈ H. We
do not repeat this explanation in the following cases). This problem is
denoted by MICH2D.
In the 3D problem, the structure is defined by the domain Ω3D,M =
[0, 20]×[0, 20]×[0, 20]. The face {0}×[0, 20]×[0, 20] is fixed and Vmax =
2400. A main point load g = (0, 0,−1) is applied at the node (20, 10, 0).
At the same node, we consider a random point load ξ = ε1P1 + ε2P2,
with ε1 and ε2 following N (0, 1), P1 = (1, 0, 0) and P2 = (0, 1, 0). This
problem is denoted by MICH3D.
b) Dome: This structure, also considered in [8, 10, 16, 15], is a vertical
square that supports a vertical load.
In the 2D case, we consider a domain Ω2D,D = [0, 250] × [0, 250] and
the side [0, 250] × {0} is fixed. Vmax is set to 25000. A point load
g = (0,−1) and a random load (ε, 0), with ε ∼ N (0, 1), are applied at
node (125, 250). This problem is denoted by DOME2D.
The 3D structure is the domain Ω3D,D = [0, 20]× [0, 20]× [0, 20]. The
face [0, 20] × [0, 20] × {0} is fixed and Vmax = 2400. A point load
g = (0, 0,−1) is applied at the node (10, 10, 20). Furthermore, at this
node we consider a random point load ξ = ε1P1 + ε2P2, with ε1 and
ε2 following N (0, 1), P1 = (1, 0, 0) and P2 = (0, 1, 0). This problem is
denoted by DOME3D.
A geometrical representation of the 2D and 3D domains of the benchmark
problems explained above is given in Figure 2.
The solution of Problem (26), with fixed values of (α, β), given by our
optimization approach is denoted by ρ(α,β) and the associated density by
η(α,β) = ρ
p
(α,β).
4.1.2. Law of the perturbation
As observed in [15], where the authors apply the model presented in [16],
the law of the perturbations of the loads may have an important impact on
19
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Figure 2: Geometrical representation of the 2D benchmark problems MICH2D,
DOME2D, HOBR2D and CLDP2D; and the 3D benchmark problems MICH3D and
DOME3D.
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the topology of the optimized solution. However, in the example proposed
in [15] the differences between the structures generated by considering three
particular law distributions (Normal, Uniform and Gumbel) are very slight.
Here, we want to reproduce a similar study by using our model. To
this aim, we consider a new benchmark problem, similar to the one used
in [15], whose domain is Ω2D,H = [0, 250] × [0, 250] and such that the side
[0, 250]×{0} is fixed. Vmax is set to 25000. We assume we have a surface load
that can be approximated by a load g = (0,−1) applied to all nodes with
coordinates (x, 250), with x ∈ N ∩ [0, 250]. This general problem is denoted
by HOBR2D and is represented by Figure 2. We consider two problems:
• HOBR2D-N: random loads (ε, 0) with ε following a normal law N (0,
0.25) are applied to the points with coordinates (x, 250), with x ∈
N ∩ [0, 250].
• HOBR2D-U: random loads (ε, 0) with ε following an uniform law
U(−0.866, 0.866) are applied to the points with coordinates (x, 250),
with x ∈ N ∩ [0, 250].
For HOBR2D-N, the solution of Problem (26) when considering a particu-
lar value for (α, β), is denoted by ρN(α,β) and the associated density by η
N
(α,β) =
(ρN(α,β))
p. For HOBR2D-U, they are denoted by ρU(α,β) and η
U
(α,β),respectively.
4.1.3. Variance of the perturbation
Now, we focus on the study of the impact of possible changes in the
variance of the loads perturbations on the solution. As reported in [15],
significant modifications on the shape of the solution have been observed by
considering the DOME2D structure, presented in Section 4.1.1, and the
model introduced in [16].
To carry out a similar analysis with our approach, we consider theDOM-
E-2D benchmark case by replacing the law of the load perturbation by
N (0, σ2), with σ2 = 0.5, 2 and 5. For each value of σ, the solution of Prob-
lem (26) when considering a particular value for (α, β), is denoted by ρσ(α,β)
and the associated density by ησ(α,β) = (ρ
σ
(α,β))
p. This problem is denoted by
DOME2D-A.
4.1.4. Dependence of the perturbations
As said in Section 2, one of the main advantage of our model regarding
the one presented in [16, 18] is that it allows to design structures submitted
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to dependent random perturbations. To illustrate the impact on the solu-
tion of considering independent or dependent variables, we study two new
benchmark problems. More precisely, we consider a 2D structure, similar to
the one presented in [8], whose domain is Ω2D, = [0, 360]× [0, 180]. The side
{0} × [0, 180] is fixed. Vmax is set to 25920. Two main loads g1 = (1, 0) and
g2 = (1, 0) are applied to the nodes with coordinates (360,0) and (360,180),
respectively. This general problem is denoted by CLDP2D and is depicted
by Figure 2. Thus, we consider two sub-cases:
• CLDP2D-I: two independents random loads (ε1, 0) and (ε2, 0), with ε1
and ε2 following a lawN (0, 1) are applied to the points with coordinates
(360,0) and (360,180).
• CLDP2D-D: two dependent random loads (ε1, 0) and (ε2, 0), with
ε1 = ε2 following a law N (0, 1) are applied to the points with coordi-
nates (360,0) and (360,180). In this case, we have that Cov(ε1,ε2)=1.
For CLDP2D-I, the solution of Problem (26) when considering a particu-
lar value for (α, β), is denoted by ρI(α,β) and the associated density by η
I
(α,β) =
(ρI(α,β))
p. For CLDP2D-D, they are denoted by ρD(α,β) and η
D
(α,β),respectively.
4.1.5. Numerical resolution
The solutions of the benchmark problems presented in Sections 4.1.1-4.1.4
are approximated by considering the numerical implementation described in
Section 3 and the representative values (α, β) ∈ Σ := { (1,0), (0.75,0.25),
(0.5,0.5), (0.25,0.75), (0,1) } (see [10, 11]). We set ∆X = ∆Y = ∆Z = 1,
ηmin = 10
−3, ηmax = 1, λ = 0.58, µ = 0.38, rmin=1.5 and p = 3 (see [23]);
NOCM = 500 and Nsec = 5 (see [10]). Furthermore, the reference coeffi-
cients E0 and Var0 used in Equation (24), are set to the expected compliance
and variance values of the structure with an uniform density of η = 0.4.
This uniform structure is used as the initial point of the optimization algo-
rithm. Values E0 and Var0 for ProblemsMICH2D,DOME2D,MICH3D,
DOME3D, HOBR2D-N, HOBR2D-U and DOME2D-A are given in
Table 1.
Solving a 2D or a 3D case, when considering those parameters with a
Matlab 2014a implementation of this numerical model running on a 2.7Ghz
QuadCore CPUs with 16 Gb of ram, takes around 1h40mins and 2h40mins,
respectively.
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Problem MICH2D DOME2D MICH3D
E0 261 115 45
Var0 5.0 ×104 1.2 ×104 1116
Problem DOME3D HOBR2D-N HOBR2D-U
E0 21 9.2 ×105 2.3 ×106
Var0 210 1.5 ×1012 9.0 ×1012
Problem DOME2D-0.5 DOME2D-2 DOME2D-5
E0 46 665 9858
Var0 771 2.0 ×105 7.8 ×106
Table 1: Values E0 and Var0 for Problems: MICH2D; DOME2D; MICH3D;
DOME3D;HOBR2D-N;HOBR2D-U;DOME2D-A with σ2 = .5 (DOME2D-0.5),
σ2 = 2 (DOME2D-2), and σ2 = 5 (DOME2D-5).
Moreover, for each case, we also solve numerically the problem of mini-
mizing the compliance value of the structure submitted to the main load g
without perturbation load. The density associated to the solution of this last
problem is denoted by ηcomp.
For each benchmark problem, in order to have a qualitative comparison of
densities {η(α,β)}(α,β)∈Σ and ηcomp, we analyze their robustness when they are
submitted to random loads and their density distribution. For this purpose,
we first compute the compliance value, the expected compliance value and
the variance value of each structure. Then, similarly to our previous work [10,
11], we perform a risk analysis of the scenarios generating high compliance
values in the structure (called extreme scenarios). To this end, for each
η(α,β), we consider the random variable Φη(α,β) = Ψ(ξ, η(α,β)). We approximate
the density function of Φη(α,β) , denoted by γΦη(α,β) , by using a Monte-Carlo
approach [21] that generates M ∈ N possible scenarios (i.e., values of ξ).
Finally, we calculate two representative statistical values of γΦη(α,β) associated
to extreme scenarios: its maximum value and its ν%-Coherent-Value at Risk
(C-VaRν).
The ν%-Coherent-Value at Risk (C-VaR) is a risk measure defined as:
C-VaRν(χ) =
1
ν
∫ ν
0
inf
{
z ∈ IR s.t.
∫ z
0
100νχ(x)dx > (100− y)
}
dy,
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where ν is a percentile, χ ∈ L∞(B,F ,P), (B,F ,P) is a probability space,
and νχ is the density function of χ. C-VaRν corresponds to the average value
of the worst ν % case scenarios of χ (i.e., the ν % highest values of χ). A
presentation and an application of C-VaR can be found in [21]. In our case,
we have χ = Φη(α,β) . Here, we consider M = 1000 and ν = 5% [10].
4.2. Numerical Results
We present in Sections 4.2.1-4.2.4 the results obtained by considering
the parameters detailed in 4.1.5 and the sets of benchmark cases described
in Sections 4.1.1-4.1.4. Only relevant results (i.e., that help to understand
the analysis of the behavior of the model) obtained with the numerical ex-
periments are reported. For instance, in Section 4.2.2, the maximum and
Coherent Value at Risk values of the compliance are omitted as they are not
needed for analyzing the impact of the perturbation law on the structure
geometry.
4.2.1. Robustness of structures regarding (α; β)
The results found with the numerical experiments presented in Section
4.1.1 are summarized in Table 2. The 2D density distributions η(α,β), when
(α, β) ∈ Σ for the MICH2D, and DOME2D cases are shown in Figures
3 and 4, respectively. The 3D density distributions η(α,β), when (α, β) ∈ Σ
for the MICH3D and DOME3D problems are depicted in Figures 5 and
6, respectively.
As the benchmark cases studied here are quite numerous and the conclu-
sions are similar between them, we will only exhibit some general tendencies
regarding the behaviour of our model when considering different values of α
and β.
We can observe in Table 2, that minimizing only the compliance and not
considering the expected compliance nor the variance (i.e., ηcomp), we obtain
structures robust to the main load (i.e., for each problem, ηcomp shows the
lowest compliance value). However, ηcomp is generally less stable to load per-
turbations than the structures from η(1, 0) up to η(0.25,0.75), as its Maximum
and C-VaR5 compliance values estimated with the Monte-Carlo approach
are the highest ones. For instance, when considering the DOME2D case,
the C-VaR5 and Maximum compliance values of ηcomp are 117 and 361, re-
spectively, which represent an increase of 300% when regarding the C-VaR5
and Maximum compliance values of η(1,0) up to η(0.25,0.75). In counterpart,
the compliance values of η(1,0) up to η(0.25,0.75) are only between 20% and
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ηcomp η(1,0) η(0.75,0.25) η(0.5,0.5) η(0.25,0.75) η(0,1)
MICH2D
Comp 13.3 13.8 14.1 14.4 20.1 38.5
EC 24.1 22.2 22.3 22.5 27.4 46.1
Vari 385 237 220 219 210 148
C-VaR5 63.2 54.4 53.7 47.1 58.9 94.2
Max 130 119 108 102 150 215
DOME2D
Comp 2.51 3.05 3.14 3.25 3.36 4.72
EC 30.5 12.2 12.5 12.8 13.6 18.9
Vari 1560 216 188 175 166 103
C-VaR5 117 43.8 39.0 38.3 41.3 64.9
Max 361 120 87.0 86.2 119 177
MICH3D
Comp 1.92 2.09 2.13 2.15 2.16 4.98
EC 6.76 5.32 5.57 5.59 5.61 8.51
Vari 27.9 14.1 14.0 13.7 12.3 10.5
C-VaR5 16.9 13.1 12.6 12.5 12.7 16.7
Max 54.7 27.2 25.7 23.8 29.0 35.5
DOME3D
Comp 0.68 0.71 0.74 0.76 0.79 0.80
EC 4.32 3.06 3.12 3.18 3.23 3.41
Vari 13.1 5.34 5.27 5.15 4.81 4.72
C-VaR5 10.6 7.26 7.11 7.42 7.83 7.97
Max 32.9 19.4 18.5 19.5 19.8 21.1
Table 2: Summary of the results obtained considering the densities ηcomp, η(1,0), η(0.75,0.25),
η(0.5,0.5), η(0.25,0.75) and η(0,1) for the Problems MICH2D, BRID3D, MICH3D and
BRID3D: Compliance (Comp), Expected compliance (EC), Variance of the compliance
(Vari), maximum compliance value (Max) and Coherent Value at Risk of the compliance
(C-VaR5).
25
0 250
0
250
X
Y
η
comp
0 250
0
250
X
Y
η(1,0)
0 250
0
250
η(0.75,0.25)
X
Y
0 250
0
250
η(0.5,0.5)
X
Y
0 250
0
250
X
Y
η(0.25,0.75)
0 250
0
250
X
Y
η(0,1)
Figure 3: Density distributions ηcomp, η(1,0), η(0.75,0.25), η(0.5,0.5), η(0.25,0.75) and η(0,1)
obtained for the MICH2D Problem. The support is presented by a grey rectangle at
position x = 0. The node where loads are applied are represented by a bright circle.
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Figure 4: Density distributions ηcomp, η(1,0), η(0.75,0.25), η(0.5,0.5), η(0.25,0.75) and η(0,1)
obtained for the DOME2D Problem. A support wall is presented by a grey rectangle at
position y = 0. The node where loads are applied are represented by a bright circle.
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Figure 5: Density distributions ηcomp, η(1,0), η(0.75,0.25), η(0.5,0.5), η(0.25,0.75) and η(0,1)
obtained for theMICH3D Problem. One support is presented by a filled plane at position
x = 0. The node where loads are applied are represented by a bright circle.
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Figure 6: Density distributions ηcomp, η(1,0), η(0.75,0.25), η(0.5,0.5), η(0.25,0.75) and η(0,1)
obtained for the DOME3D Problem. One of the support walls is presented by a filled
plane at position x = 0. The node where loads are applied are represented by a bright
circle.
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30% higher than the ηcomp one. This seems to indicate that considering
the Variance-Expected Compliance model should help to generate structures
better adapted to perturbed loads scenarios (i.e., which present reduced de-
formations in cases of severe perturbations) than the classical compliance
model. However, the choice of (α, β) is important as in some rare cases,
the η(α,β) structure exhibits worst characteristics than ηcomp. For example, in
the MICH2D Problem, η(0.25,0.75) and η(0,1) have higher compliance, C-VaR5
and Maximum compliance values than ηcomp. Similar phenomenons were also
reported in the truss framework in [10] and in the topology cases (but with
a different modeling approach) in [15, 18].
When comparing the effect of the weight coefficients (α, β) on the so-
lutions, we can observe that if our objective is to reduce the extreme sce-
narios compliance (i.e., reduce the C-VaR5 or the Maximum compliance
values) both values α and β should be strictly positive. For instance, for
the MICH3D Problem, η(0.5,0.5) shows the lowest C-VaR5 and maximum
compliance values whereas, for the DOME3D case, η(0.75,0.25) is the most
resilient structure to strong perturbations. This seems to indicate that for
each particular design problem, if we are interested in managing severe per-
turbations, a previous study on the values of (α, β) should be performed in
order to determine their optimal values.
From a general point of view, when we raise β the value of the variance
of the compliance decreases and the expected compliance increases. Indeed,
as observed in the truss case [10], when we increase the variance weight, we
increase the robustness of the structure to the perturbed loads whereas it
becomes weaker to the main load. This can be observed on the evolution of
the density distribution η(α,β) in function of (α, β). More precisely, regarding
Figures 3 and 5, for the MICH2D and MICH3D cases, there is a mass
transfer phenomena when β increases from the diagonal ’bars’ (supporting
the vertical main load) to the floor of the structure (which offer a good
resistance to the perturbed loads in the plane z = 0). Considering the
DOME2D and DOME3D cases, there is a material transfer when β raises
from the upper part of the dome (sustaining the main load) to the ’feet’ of
the structure (which offer resistance to horizontal perturbations).
The rates of increase/decrease of the expected compliance and variance
values according to the weight coefficients (α, β) depend on the studied design
problem. For instance, on the one hand, for the DOME3D experiment
the expected compliance raises 12% and the variance decreases 12% when
comparing η(1,0) with η(0,1). On the other hand, for the MICH3D case, the
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HOBR2D-N
ηcomp η
N
(1,0) η
N
(0.75,0.25) η
N
(0.5,0.5) η
N
(0.25,0.75) η
N
(0,1)
Comp (×105) 1.07 1.12 1.25 1.34 1.57 22.5
EC (×105) 5.52 1.95 2.08 2.16 2.27 23.4
Vari (×1010) 162 6.64 5.41 5.22 4.94 3.61
HOBR2D-U
ηcomp η
U
(1,0) η
U
(0.75,0.25) η
U
(0.5,0.5) η
U
(0.25,0.75) η
U
(0,1)
Comp (×105) 1.09 1.39 1.46 1.57 1.65 27.5
EC (×105) 15.6 5.08 5.14 5.35 5.56 58.0
Vari (×1010) 970 47.3 30.5 29.6 28.6 24.7
Table 3: Summary of the results obtained considering the densities ηcomp, η
N
(1,0), η
N
(0.75,0.25),
ηN(0.5,0.5), η
N
(0.25,0.75) and η
N
(0,1) for Problems HOBR2D-N and Problem HOBR2D-U:
Compliance (Comp), Expected compliance (EC) and Variance of the compliance (Vari).
expected compliance is increased by 60% and the variance decreased by 25%
when considering η(1,0) in front of η(0,1). As said previously, the choice of
(α, β) should be adapted to the considered design problem.
From a general point of view, those conclusions are consistent with other
similar studies [10, 15, 18] that show, for modeling techniques different to the
one presented here, the interest of considering Variance-Expected compliance
terms, with a good ratio between them, to generate structures that are robust
to random loads.
4.2.2. Law of the perturbation
The results found with the numerical experiments presented in Section
4.1.2 are summarized in Table 3. Some representative density distributions
ηN(α,β) and η
U
(α,β) for the HOBR2D-N and HOBR2D-U cases are shown in
Figure 7.
As we can observe in Table 3, in both casesHOBR2D-N andHOBR2D
-U, the proposed methodology allows to improve the expected compliance
and variance values according to the parameters (α, β). The values reported
in the uniform law case are higher than in the normal law one. This result is
expected since, on the one hand, considering the uniform law, high pertur-
bations scenarios have the same probability to occur than low perturbations
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η0.5(1,0) η
0.5
(.5,.5) η
0.5
(0,1) η
2
(1,0) η
2
(.5,.5) η
2
(0,1) η
5
(1,0) η
5
(.5,.5) η
5
(0,1)
C 2.92 3.01 4.31 4.17 4.24 4.95 5.88 6.56 9.87
E 4.02 4.24 7.72 78.0 78.4 81.3 1112 1139 1184
V 28.9 10.3 9.72 2956 2747 2735 105011 103133 100327
Table 4: Summary of the results obtained considering the densities ησ
2
(1,0), η
σ2
(.5,.5) and η
σ2
(0,1),
with σ2 = 0.5, 2 and 5, for Problem DOME2D-A: Compliance (C), Expected compliance
(E) and Variance of the compliance (V).
ones. On the other hand, considering the normal law, small perturbation
scenarios have much more probability to occur than other ones.
Regarding Figure 7, we observe that the shape of ηU(α, β) and ηN(α, β),
for a fixed value (α, β), are quite different. In the uniform law case the
two main inclined columns are thicker than the normal law case. Indeed, as
said previously, since important perturbation scenarios occur more frequently
those two columns offer a better resistance to lateral perturbations.
As said above, in [15] a similar example is also given to show the impact
on the structure shape of considering different random laws. However, the
results presented in [15] show very slight changes between laws. This differ-
ence can be explained by the choice of different mean and variance values of
the load perturbations, set to -1.6 and 0.17, respectively. Indeed, the authors
consider a random perturbation which always impact the main load within
a small range of variation. In our work we consider perturbations with mean
0 and a stronger variance of 0.25. However, in both works, results point out
the fact that, considering a expected compliance-variance model, the random
law used to model the perturbation behavior should be chosen carefully as
it impacts the final structure shape.
4.2.3. Variance of the perturbation
Here, we study the cases presented in Section 4.1.3. The results are
summarized in Table 4. The density distributions of the considered solutions
are depicted in Figure 8.
As we can see in Table 4, the values of the compliance and the expected
and variance of compliance increase strongly as σ is raised. This increase
results in changes in the solution geometry of ησ
2
(α,β), for fixed values of (α, β),
as observed in Figure 8. For instance, from σ = 0.5 to σ=2, we see the
emergence of diagonal bars that help the structure to support strong lateral
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Figure 7: Density distributions: (Left) ηU(0.75,0.25), η
U
(0.5,0.5) and η
U
(0.25,0.75) obtained for
Problem HOBR2D-U in case of perturbations with uniform distribution; and (Right)
ηN(0.75,0.25), η
N
(0.5,0.5) and η
N
(0.25,0.75) obtained for Problem HOBR2D-N in case of pertur-
bations with normal distribution. The support wall is the gray bar at position y = 0.
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Figure 8: Density distribution ησ
2
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(0.5,0.5) and η
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(0,1) obtained for Problem DOME2D
with σ2 =0.5, 2 and 5. A support wall is presented by a grey rectangle at position x = 0.
The node where loads are applied are represented by a bright circle.
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perturbations. Those bars become thicker from σ=2 to σ=5 as the horizontal
perturbations variance is raised. We note that, from σ=5 to σ=10, changes
are very slight (we do not show the results here) which seems to indicate that
at a certain value of the perturbation of the variance the structure does not
suffer major modifications.
Similar results were also observed in [15, 16]. Again, due to the con-
sidered perturbation characteristics and modeling (in Dunning et al. only
the minimization of expected compliance is considered), structure changes in
those articles are slighter than in this work. In particular there is no emer-
gence of diagonal bars. In any case, a good estimation of the variance of the
perturbation is necessary to generate structures robust to loads and their
perturbations.
4.2.4. Dependence of the perturbations
Here we study the cases presented in Section 4.1.4. We show in Fig-
ure 9 the density distributions of the some relevant solutions of Problems
CLDP2D and CLDP2I.
As we can observe in this figure, the topology of the shape solutions
changes when considering or not dependence of the random perturbation of
loads. Indeed, in the independent case a vertical bar liking the nodes (360,0)
and (360,180) appears providing resistance in cases of perturbations occur-
ring in different directions. In the dependent case (here perturbations are the
same), this bar does not appear and the other bars are slightly reinforced.
This example shows the importance of considering or not dependence in ran-
dom loads, as this choice affects the final geometry. Furthermore, as said in
Section 2, regarding other models in [15, 20, 18] our approach is better suited
to treat such cases.
5. Conclusions
In this work, we have presented a Variance-Expected Compliance model
to solve stochastic topology optimization problems.
The behavior of this model was studied numerically by considering a fi-
nite element implementation and various 2D and 3D benchmark cases. In
particular, we have studied the impact on the solution characteristics (i.e.,
compliance thresholds and shape) of (i) the expected value and variance
weight coefficients, (ii) the laws used to describe the random loads, (iii) the
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Figure 9: Density distributions: (Left) ηD(1,0), η
D
(0.5,0.5) and η
D
(0,1) obtained for Problem
CLDP2D in case of two dependent perturbed loads; and (Right) ηI(1,0), η
I
(0.5,0.5) and
ηI(0,1) obtained for Problem CLDP2I in case of two independent perturbed loads. A
support wall is presented by a gray bar at position x = 0. The node where loads are
applied are represented by a bright circle.
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variation of the perturbation variance and (iv) the dependence or indepen-
dence of the perturbations. We have seen that considering our approach
the solutions given by our model are strongly related to those four charac-
teristics. This was also observed, considering different models for truss or
topology optimization, in previous literature (see [8, 10, 11, 15, 20, 16, 18]).
In addition, the obtained results seem to indicate that our formulation with
suitable weight coefficients allows to generate structures that are robust to
main loads and their perturbations in case of extreme scenarios.
In future works, we will deeply investigate the effect of the dependence of
loads perturbations. Moreover, we aim to improve the algorithm proposed
here, considering fast and efficient optimization methods. Additionally, we
will consider probabilistic constraints in the framework of reliability based
optimization design.
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