MicroRNAs (miRNAs) are evolutionarily conserved small regulatory RNAs that participate in the adjustment of many, if not all, fundamental biological processes. Molecular mechanisms involved in miRNA biogenesis and mode of action have been elucidated in the past two decades. Similar to many cellular pathways, miRNA processing and function can be globally or specifically regulated at several levels and by numerous proteins and RNAs. Given their role as fine-tuning molecules, it is essential for miRNA expression to be tightly regulated in order to maintain cellular homeostasis. Here, we review our current knowledge of the first step of their maturation occurring in the nucleus and how it can be specifically and dynamically modulated.
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Keywords: biogenesis; Drosha; microRNA; regulation Regulation of gene expression by small noncoding RNAs is at the heart of an ever-increasing number of biological pathways and can definitely not be overlooked by biologists whatever their field of research. There are different types of small regulatory RNA, which can be classified by their genomic origin or their function. They can also come in different flavors based on the kingdom, but for the sake of brevity, we will only mention here the different families that exist in animals. Despite some differences in their biogenesis, small RNAs share the same mode of action. Indeed, they act as sequence-specific guides for effector proteins, which belong to the Piwi/Argonaute (AGO) family [1] . Upon loading, they direct them toward their intended target RNAs. Broadly speaking, one can distinguish two main classes of small RNAs: (a) small interfering (si)RNAs, and micro (mi)RNAs, which are generated by the cleavage of varying size double-stranded (ds) RNA precursor molecules by type III ribonucleases, also called Dicer proteins [2] and (b) germline specific piwi-associated (pi)RNAs, which do not depend on the dicing of a dsRNA molecule (for a review see [3] ). Although they share some common biogenesis factors, siRNAs and miRNAs are very different in terms of their biological role in the cell. The former can be seen as a defense system against foreign or unwanted double-stranded nucleic acids, whereas the later are constitutively expressed and play important roles as fine-tuners of gene expression. The focus of this review is on miRNAs, and we will therefore not dwell longer on si-and piRNAs.
The biogenesis of miRNAs, as described in Fig. 1 , is a complex and compartmented process that begins with the transcription of a long primary transcript called pri-miRNA, which contains all the features of a coding mRNA. This transcription is mostly performed by RNA polymerase II (RNA pol II) [4] , but there are some cases of virus-encoded miRNAs that are transcribed by RNA polymerase III (RNA pol III) [5, 6] . Upon recognition of a stem-loop structure within the pri-miRNA by the RNase III Drosha [7] and its cofactor DGCR8 [8] , i.e., the Microprocessor complex, thẽ 65-nucleotide long precursor (pre) miRNA is cleaved and taken in charge by the Exportin 5 factor [9] to be translocated to the cytoplasm. There, the pre-miRNA undergoes a second cleavage event, which is mediated by the RNase III Dicer [10] , with the help of its cofactor TRBP [11] . The resulting small RNA duplex is then assembled into one AGO protein, where it is unwound to keep only one of the two strands [12] , which becomes the mature, 22-nucleotide long, miRNA. This process has been shown to require the help of chaperones such as Hsp90 [13] . In humans, there are four AGO proteins, which can indiscriminately accommodate miRNAs (for a review see [14] ). The AGO protein loaded with a miRNA, also referred to as RNA-induced silencing complex (RISC) [15] , scans the population of mRNA molecules within the cell until it finds a sequence match. The targeting process is complex and has been the subject of a tremendous amount of work by several groups, and we will not cover it into details here. Briefly, the recognition of the target by the RISC involves a handful (6-8) of nucleotides located 5 0 of the miRNA, and coined the seed [16] . Because the requirement for miRNA-mRNA pairing that results in an efficient regulation by AGO is so limited, it is no wonder that the vast majority of the coding genome can be regulated by miRNAs. Indeed, there are currently almost 2000 miRNA genes reported for human alone [17] , and the conservative estimates are that at least 60% of mRNAs are miRNA targets [18] . The mechanism by which the miRISC regulates its target mRNA requires a review on its own. Suffice to say that it involves the recruitment of an adaptor protein called GW182 or TNRC6 in human that in turn will interact with a number of other proteins ultimately leading to the inhibition of translation initiation and destabilization of the mRNA by deadenylation (for a review see [19] ).
Although we described here the key steps involved in the canonical miRNA biogenesis, there are a number of alternate ways that have been reported in the literature by which these small RNAs can also be matured. We already referred to the involvement of RNA pol III in the transcription of pri-miRNA, which to date has only been reported in few viruses such as the murid herpesvirus 4 (MuHV4), which synthesizes a tRNA-pre-miRNA hybrid matured by tRNase Z [6] , or the bovine leukemia virus [5] . The maturation step by Drosha is not mandatory to make a miRNA; there are a number of Drosha-independent ways to synthesize them. The most well-known are the mirtrons, which are generated by splicing of the pre-miRNA out of an mRNA [20, 21] . Other miRNAs are generated in a Dicer-independent manner, although they are much rarer. In this case, the pre-miRNA is directly loaded into AGO2, which cleaves one arm of the hairpin, before the resulting RNA gets shortened by an exoribonuclease [22] .
These alternate pathways for miRNA biogenesis highlight the various steps that can be diverted and that are therefore under tight control by the cell. Given the regulatory power of miRNAs, it is of prime importance to maintain their expression in check and to ensure quality control at each and every step along the way. We now know that regulation of the miRNA biogenesis does occur from the transcription of the pri-miRNA all the way down to the stability of the final mature miRNA product (for a general review on miRNA biogenesis regulation see [23] ). Here, we will review the first step of miRNA maturation mediated by the Microprocessor complex in the nucleus. We will describe how it occurs before focusing on its regulation by various cofactors that help to control cellular homeostasis or stress response. We will more specifically detail the protein cofactors and their mode of action, but recent findings on alternative modes of primiRNA processing regulation will also be discussed.
Nuclear processing of primary miRNAs
The Microprocessor complex Drosha functions as a core complex together with its essential cofactor DGCR8 (or Pasha in Drosophila and Caenorhabditis elegans), called the Microprocessor, but additional RNA-associated proteins, such as helicases or heterogeneous nuclear ribonucleoproteins (hnRNPs), are also found in close association with this complex [24] [25] [26] . At first, the role of these additional proteins was unclear as the processing activity was attributed to the sole Drosha/DGCR8 complex. Recently, it became apparent that they play important roles in regulating the activity of the Microprocessor, both globally and specifically, as it will be discussed later on. Drosha is a protein of 159 kDa, mainly nuclear, composed of proline-rich (P-rich) and arginine/serine-rich (R/S-rich) domains at the N-terminal (N-term) part, followed by a central domain (CED), a tandem of RNase III domains (RIIIDa and RIIIDb), and a double-stranded RNA-binding domain (dsRBD) at the C-terminal (C-term) part ( Fig. 2A) . The N-term part is dispensable for pri-miRNA processing activity in vitro, however it harbors the nuclear localization signal and two phosphorylation sites necessary for targeting Drosha to the nucleus [27] . The CED is essential for Drosha processing activity and is composed of a platform and a Piwi/Argonaute/Zwille (PAZ)-like domain that may help the recognition of the primiRNA [28] . The two RIIIDs form an intramolecular dimer to create one processing center containing two catalytic sites. The RIIIDa cuts the 3 0 strand of the pri-miRNA stem, whereas the RIIIDb cleaves the 5 0 strand, resulting in a pre-miRNA with a typical RNase III signature of a two-nucleotide 3 0 overhang [8] . Mutations of E1045 and E1222 residues at the catalytic core are sufficient to abolish the cleavage activity. Individual mutations impair only one of the two cuts [29] . DGCR8 stands for DiGeorge syndrome Chromosomal Region 8, since the monoallelic deletion of the associated genomic region is related to complicated clinical phenotypes including DiGeorge syndrome [30] . DGCR8 is a nuclear protein of 86 kDa composed of an N-term part containing a nuclear localization signal, followed by the central RNA-binding heme domain (Rhed), two dsRBDs, and the C-term tail region (CTT) (Fig. 2A) . The Rhed domain contains a WW motif and is responsible for homodimerization [31] and for heme binding through two cysteine residues [32] . It is not clear whether heme is involved or not in DGCR8 dimerization [33, 34] . However, different studies agree on the necessity of heme-bound DGCR8 for the full activity of Drosha in mammalian cells [31] [32] [33] [34] [35] . The CTT region is necessary and sufficient for Drosha binding [29] . Molecular and structural features of pri-miRNAs miRNA sequences are located within various genomic contexts. In human, they are found in intronic, exonic, and intergenic regions (both from coding or noncoding transcripts). These pri-miRNAs are capped and polyadenylated [36] and can reach several kilobases in length; they contain one or several clustered miRNAs [37] . Their processing by the Microprocessor is a key step and requires a high degree of precision because it defines the miRNA ends and even a single-nucleotide deviation can affect which mRNAs are targeted. In addition, global analysis of pri-miRNA processing in vitro and in vivo showed that the nuclear processing event predominantly explains the differential accumulation of miRNAs [38] [39] [40] . It is therefore essential to understand how the Microprocessor discriminates between authentic substrates and the rest of the countless stem-loop RNA structures in the cell.
Structural features are of prime importance in defining how efficiently a pri-miRNA is recognized and processed by the Microprocessor. Earlier studies have identified such criteria, including a stem structure of about three helical turns (% 33-35 nucleotide long) containing the miRNA duplex at its apical part, terminated by a flexible loop (≥ 10 nucleotide) and flanked [42, 46] are depicted in blue, and bulge-depleted regions in gray (light gray according to Ref. [47] and dark gray according to Ref. [48] ). H, all nucleotides except G. (C) Structure of Drosha bound to G1-DGCR8 according to [28] ; PDB ID: 5B16, www.rcsb.org [127] . Picture was obtained using version 1.6 of PYMOL (Schrö dinger, New York, NY, USA). Protein domains are colored according to (A). Zinc molecules are in black. The structure of the putative PAZ-like domain was only partially determined.
by single-stranded segments at its basal stem (≥ 9 nucleotide long) (Fig. 2B) . The miRNA duplex (% 22 nucleotide) is imperfectly base-paired, containing G:U wobble pairs, single-nucleotide bulges, and mismatches, whereas the basal stem (% 11 nucleotide) is mainly perfectly base-paired, especially at its extremities forming stable platforms [41] [42] [43] [44] [45] . This basal stem together with flanking single-stranded regions forms a key junction for Microprocessor recognition [42] [43] [44] . Another key feature is the terminal loop: it should be flexible but not too large since pri-miRNAs with bigger loop (≥ 15 nucleotide) were shown to be less efficiently processed [41, 45] . Additionally, a large loop may mimic, along with the miRNA duplex, the basal junction recognized by the Microprocessor and may lead to abortive cleavage from the wrong end of the hairpin [43] .
More recently, these secondary features have been refined in two studies from the Bartel group [42, 46] . They conducted unbiased approaches by creating libraries of variants of representative human pri-miRNAs either differing in the nucleotides composition of the apical loop and the single-stranded flanking segments or containing randomized three base pair (bp) blocks of nucleotides at different positions along the stem region. Notably, the authors identified for the first time that primary sequences are involved in primiRNA recognition. These are a UG motif at position À14 and À13 from the 5 0 cleavage site, respectively; a GUG/UGU motif in the apical loop; and a CNNC motif (downstream of the basal junction) recognized by SRp20 accessory protein. In their second study, they further identified a 'mismatched GHG' on the 3 0 strand 7-9 nucleotides from the basal junction (in which H is any nucleotide but G), a preference for pairing throughout the remainder of the stem, and a narrow stem-length preference of 35 AE 1 bp, as key structural elements. Finally, by combining different lengths and number of unstructured features (mismatches and bulges in the stem), they found that primary sequence motifs had an additive effect and that they are essential for efficient processing of suboptimal structures. Interestingly, primary sequence motifs seem to be species specific since their absence in C. elegans pri-miRNAs leads to inefficient processing by the human Microprocessor. However, only a subset of human pri-miRNAs contains them (about 79% of the conserved human miRNAs contain at least one of the motif), which strongly suggests that individual primiRNAs are composed of different modules/determinants and that the combination of these defines the specificity and efficiency of Drosha processing. Along the same line, Roden et al. [47] developed a computational approach that systematically evaluated miRNA hairpins in comparison to non-miRNA transcripts from Refseq sequences. The authors found that stem-length is a key distinguishing factor and that optimal pri-miRNA stems contain bulge-enriched and -depleted subdomains. They also showed that the distance between the CNNC motif and the basal junction of the hairpin is important. Finally, Sperber et al. [48] showed that mismatches in the central region of primiRNA stems (9-12 nucleotides from the cleavage site) are antideterminants of processing when Drosha levels is limiting in the cells. Furthermore, they showed that Drosha levels vary between tissues and throughout cellular development, and that miRNAs without mismatches in the 9-12 nucleotides region are overrepresented in cells with low levels of Drosha.
Altogether these studies have defined critical sequence/secondary features important in specifying authentic pri-miRNAs, in a context of unique hairpin structure. However, none was based on actual structural studies and the involvement of additional cis elements contained in the rather large pri-miRNAs (several kilobases) was not tested. Genome-wide interrogation of RNA structures is under fast development and its use may greatly benefit this specific research field. To date, secondary structures were determined only for two pri-miRNAs, using in solution probing approach and in vitro transcripts. These are the human pri-miR-17-92 (containing six miRNAs) [49, 50] and the virus-encoded pri-miR-K10/12 from Kaposi's sarcoma-associated herpesvirus (containing 10 miRNAs, [51] ). Chakraborty and Krishnan [50] showed that most hairpin structures of pri-miR-17-92 were neither optimally folded nor accessible to solvent, suggesting the requirement of transacting factors to remodel the pri-miRNA tertiary organization. Using single molecule electron microscopy, Chaulk et al. [49] showed that pri-miR-17-92 adopted a compact globular tertiary structure where miRNAs internalized within the core structure are processed less efficiently. These constraints happen to be released by endonuclease activity, liberating an intermediate product termed 'progenitor-miRNA' [52] . Our group showed that the secondary structure of the viral pri-miR-K10/12 correlated with miRNA abundance in infected cells. We also showed that swapping hairpin structures containing low and highly expressed miRNAs inverted miRNA expression levels. This suggests that sequence and/or structural contexts are important for miRNA expression. Along the same line, it was showed that deletion of miR-11 within the miR-11-998 cluster abolished miR-998 expression [53] ; and that Epstein-Barr herpesvirus miR-BHRF1-3 expression decreased in B cells infected with a virus that lacks pre-miR-BHRF1-2 suggesting a sequential processing of the two miRNAs from the same transcript [54] .
Mode of action of the Microprocessor and recognition of pri-miRNAs
A long-standing debate was to determine how the Microprocessor recognizes pri-miRNAs and orients itself asymmetrically on the stem-loop structure to select the right cleavage site. During the last decades, many research groups have put effort to determine the critical features within the Microprocessor ensuring specific recognition of pri-miRNAs. At least three different models have been proposed until now.
In an early model, the Microprocessor was proposed to bind a large (> 10 nucleotides) terminal loop to position Drosha's catalytic center two helical turns (about 22 nucleotides) from the stem-loop junction, resulting in the liberation of the pre-miRNA [41] . Another model suggested that the terminal loop is dispensable for Microprocessor recognition. Instead DGCR8 recognizes the hairpin's basal single-stranded and dsRNA junction and recruits Drosha for cleavage [43] . Two more recent studies agree to show that neither model alone is sufficient to account for precise cleavage position of pri-miRNAs in cells [55, 56] . Instead, both the basal and the apical junctions cooperatively coordinate cleavage position and processing efficiency. Indeed, changing the size by even 1 or 2 bp on either side of the stem-loop causes alternative processing in vitro and influences its efficiency in cells. Additionally, Ma et al. [55] showed that naturally occurring alternative Drosha processing of pri-miR-142 can be reversed by changing the distances of the lower and upper stem-ssRNA junctions from the cleavage site.
Discrepancies among these three models most probably come from the fact that different pri-miRNA backbones were used for mutational and functional analysis, and that these have an impact per se on how the Microprocessor recognizes the different RNA determinants. Thus, altering the length of the upper stem of pri-miR-16 has less impact than altering the lower stem and leads to less alternative cleavage than for pri-miR-150 or primiR-122 used in Ma et al. study. Finally, primary sequence motifs also play an additional and important role [42] . Altogether this suggests that the way the Microprocessor recognizes pri-miRNAs depends upon their individual sequence/structural features, which also explains how isoforms of miRNAs occur naturally due to alternative or inaccurate cleavage [57] .
Another topic of debate was to determine whether either Drosha or DGCR8 was responsible for RNA recognition. For a long time, it was firmly believed that DGCR8 was essential for substrate recognition, followed by the recruitment of Drosha for the catalytic step [43] . Biochemical studies on DGCR8 showed that it is indeed able to directly and stably bind to primiRNA through its tandem dsRBDs, whereas Drosha dsRBD alone showed weak or no affinity for RNA [58] [59] [60] . However, this model was unlikely to be fully correct since DGCR8 can bind single-stranded, double-stranded, and random hairpin transcripts in vitro with similar affinity [61] . In addition, it was shown that DGCR8 alone multimerizes and covers the entire pri-miRNA hairpin structure [62] , which cannot lead to a specific recruitment of Drosha on the correct cleavage site. These discrepancies were also due to a technical limitation, as it seems that full Microprocessor is required to achieve proper recognition and processing of RNA substrates and there was no good approach to make Drosha recombinant protein.
Recently, this issue was solved by the Woo laboratory who managed to produce it in HEK293 cells [29] . It turned out that coexpressing a fragment of DGCR8 composed of only the final 23 amino acids of the CTT region (called G1-DGCR8) with Drosha was sufficient to get a soluble and active complex. This also indicated that Drosha alone is able to determine the cleavage site. However, cooperation of Drosha and the other domains of DGCR8 improve the efficiency (DGCR8 dsRBDs) and accuracy (DGCR8 Rhed) of processing. In particular, interaction of DGCR8 at the apical loop may prevent abortive cleavages by orienting Drosha toward the basal stem when pri-miRNAs contains fewer determinants. In this study, it was also shown that the Microprocessor operates as a heterotrimer formed before RNA recognition by the assembly of one molecule of Drosha and a dimer of DGCR8. This was later confirmed by the Steitz group [63] .
Recently, the crystal structure of a catalytically inactive human Drosha, N-term truncated, and in complex with the CTT (G1) domain of DGCR8 was solved at a 3.2 A resolution [28] . Drosha is an elongated protein composed of two main structural modules: the catalytic center on the top formed by the two RIIIDs connected by a long a-helix (Connector helix) to the CED which arranges as a platform containing a noncanonical Zn-finger motif and a PAZ-like domain. RIIIDa interacts with CED, whereas RIIIDb interacts with dsRBD. Two G1-DGCR8 helices bind asymmetrically on each RIIID of Drosha (Fig. 2C) .
The domain arrangement and overall folding of Drosha, which belongs to the animal-specific class II of the RNase III family is very similar to those of Giardia Dicer [64] , which is part of the class III RNase III proteins (found in the three kingdoms). This suggests that both proteins may have evolved from an early class III metazoan ancestor. Modeling of RNA substrate recognition in this crystal structure revealed that Drosha covers the basal part of the pri-miRNA, while the two G1-DGCR8 are oriented toward the apical side. Notably, various modules of Drosha (Bump and MB helices from the nonconserved insertion within RIIIDa, Platform, and PAZ-like domain) may work together to recognize the basal junction and single-stranded RNA flanking segments and maintain their positions for the measurement of 11 bp toward the cleavage site. The dsRBD does not seem to contact RNA, but it may move upon interaction. The RNAbinding ability of this domain is controversial and it has been suggested that it has rather evolved another function that supports pri-miRNA processing [58] [59] [60] .
From this 3D view of the Microprocessor, Drosha appears to be both the 'scissor' and the 'molecular ruler'. However, we will have a complete understanding of pri-miRNA recognition only when the full Microprocessor, bound to RNA, will be structurally characterized. Indeed, there is only fragmented information about the mode of recognition by DGCR8 so far [65] . It was shown that the tandem dsRBDs fold into a butterfly shape and may contact both ends of the RNA stem, forcing the middle part of the helix to kink. However, this is not consistent with a consecutive interaction with the upper part of the stem-loop structure when associated to Drosha. In fact, Kwon et al. [28] suggested that the two DGCR8 monomers may be located parallel to each other, so that their dsRBDs and Rhed interact with the upper stem and apical loop of pri-miRNAs. Recently, Partin et al. [34] showed that heme induces a conformational change in DGCR8 dimer, which in turn activates DGCR8 to recognize the terminal loop of primiRNAs in vitro. They suggest that heme-dependency varies among pri-miRNA substrates and seems to be essential for miRNAs in which the basal junction cannot outcompete the apical junction for the recruitment of Drosha. For these particular pri-miRNAs, in the presence of a mutant DGCR8 defective in heme binding, abortive cleavage products were more observed in vitro, reflecting the prevalent binding of Drosha at the apical junction. Altogether, heme and dimerization of DGCR8 improve processing accuracy of site cleavage selection, and are necessary for full Drosha activity both in vitro and in cells [31] [32] [33] [34] [35] .
Global analysis of pri-miRNA processing
With the goal to globally define the identity of primiRNA transcripts and their pre-miRNA output, several laboratories have sequenced RNAs either from cells in which Drosha was silenced or expressing a catalytically inactive form of Drosha [66] or after coimmunoprecipitation of Drosha and/or DGCR8 [57, 67, 68] . Thus, Kim et al. found that many pri-miRNAs undergo alternative processing, yielding multiple miRNA isoforms. They also found that cleavage sites do not necessarily correspond to the ends of mature miRNAs, suggesting widespread end modifications at subsequent miRNA maturation steps [57] . Other studies also led to the discovery of novel RNAs interacting with the Microprocessor components (e.g., hairpins embedded in open reading frame, or RNAs deriving from retrotransposons), emphasizing alternative roles for Drosha and DGCR8 (see Refs [69, 70] for example reviews).
Three other analyses focused on the kinetic aspect of pri-miRNA processing. Feng et al. [39] examined the in vitro processing of a total of 247 human in vitro transcribed pri-miRNAs. They showed that processing efficiency varies among the different pri-miRNA substrates and correlates with endogenous miRNA expression and that conserved pri-miRNAs are better substrates of the Microprocessor. Recently, the Orom laboratory developed a transcriptome-wide approach using next-generation sequencing to determine in vivo kinetics of pri-miRNA processing [38, 40] . In a first study, they sequenced pri-miRNAs purified by chromatin immunoprecipitation. Later on, they used a pulse-chase approach to obtain nascent RNAs at different time points after labeling with bromouridine (BrdU). In that case, RNAs were purified by BrdUimmunoprecipitation. The main conclusions were that pri-miRNAs exhibit different processing kinetics ranging from fast to slow processing and that pri-miRNA processing may occur both cotranscriptionally and post-transcriptionally. A similar study was performed to measure half-lives of both pri-and mature miRNAs. Although the focus was more on the stability of the end product, they also reported that features such as genomic organization or transcription rates could influence the steady state level of the mature miRNA [71] . Altogether, global kinetics studies suggest that pri-miRNA maturation by the Microprocessor may act as a key regulatory step in miRNA biogenesis.
Regulation of pri-miRNA processing by accessory proteins
Now that we have seen in detail how pri-miRNAs are matured into pre-miRNAs by the Microprocessor, we will describe how this process can be regulated. Indeed, miRNA accumulation needs to be tightly regulated in time and space in order to exert their regulatory function adequately [72, 73] . As a result, global or specific deregulation of miRNA expression is often linked to numerous diseases [74] . At the pri-miRNA level, this regulation can be achieved by a large number of accessory proteins that can act on specific subset of miRNAs by binding to the apical loop or the flanking single-stranded sequences [75, 76] . Alternatively, they can affect a broad range of miRNA precursors by directly modulating the Microprocessor function [77] [78] [79] . Of note, different studies also showed that these cofactors are at the crossroad of cellular signaling pathways, pre-mRNA maturation and miRNA biogenesis [80, 81] .
Methods to identify accessory proteins
Depending on whether one wants to identify a global regulator of pri-miRNA biogenesis or a factor involved in the maturation of one specific pri-miRNA transcript, one has to turn either to a protein-centric (i.e., Drosha or DGCR8) [24] or an RNA-centric (the pri-miRNA of interest) approach [82] , coupled to mass spectrometry analysis. Both methods rely on proteinprotein or protein-RNA complex formation within the cell or in solution, followed by affinity purification. One drawback is that RNA-protein or protein-protein complexes can be more or less specific, as well as stable. As a consequence, isolation of RNA-protein or protein-protein complexes in solution gives higher rate of false-positive interactions compared to in vivo complex formation, more particularly when the latter is coupled with cross-linking. This also means that once the list of proteins has been obtained, the validation phase should not be overlooked and has to be performed thoroughly. Eventually, a transcriptomic analysis following the inactivation of the cofactor gene can be performed to highlight a wider effect. To go further and globally identify the RNA partners and binding site sequences, cross-linking coupled to immunoprecipitation (CLIP) approaches are now routinely used [83] . To measure the impact of the identified factor on miRNA expression, classical techniques such as northern blot analysis, RT-qPCR or microarray have been used, as well as luciferase reporter or in vitro processing assays.
Modes of action of accessory proteins
Within the two main modes of action on either the Microprocessor or the pri-miRNA, several distinct mechanisms can be distinguished to more precisely explain how an accessory protein can impact on miRNA processing. Namely, for proteins directly binding the Microprocessor, we can distinguish between Microprocessor post-translational modification [84] and direct binding competition between Drosha and DGCR8 [85] . Proteins interacting with the pri-miRNA can either act by regulating its binding by the Microprocessor either negatively [78] or positively [86] , by remodeling the transcript structure [72] , or by inducing pri-miRNA post-transcriptional modifications [87] . Finally, the regulation of processing can also occur cotranscriptionally and will be influenced by splicing [88] .
Transcription, splicing, and miRNA processing
The identification of a number of pre-mRNA maturation RNA-binding proteins (RBPs) as accessory proteins in the miRNA biogenesis, as well as the intronic localization of a majority of miRNA precursors, strongly suggests that pri-miRNAs are processed cotranscriptionally (Fig. 3A) . Chromatin immunoprecipitation (ChIP) using Drosha-specific antibody revealed an association with miRNA genes. The Microprocessor seems to have some affinity for specific histone proteins. Thus, histone H1-like chromatin protein (HP1BP3) promotes global miRNA biogenesis by recruiting or retaining Drosha at active miRNA loci [89] . The epigenetic mark H3K4me3 together with superenhancer DNA sequence has been demonstrated to help the recruitment of the Microprocessor on nascent transcripts strongly supporting a cotranscriptional pri-miRNA processing [90] . Recently, a direct interaction between RNA pol II and Drosha has been observed in Drosophila cells. The phosphorylation of the RNA polymerase C-terminal domain by Cdk9 seems to increase the processing of pri-miRNA lacking the apical loop UGU motif [91] . Another study, based on ChIP assays followed by RNA sequencing, allowed to measure pri-miRNA half-lives [38] . Detection of short-lived pri-miRNAs suggests they are cotranscriptionally processed at the chromatin interface. However, not all pri-miRNAs disappear at such rate, and some seem to be much more stable indicating that in this case processing requires an active regulation or takes place post-transcriptionally [40] .
Intron cotranscriptional cleavage assay coupled with hybrid selection, circularization, and rapid amplification of cDNA ends allowed to establish that Droshamediated cleavage does not interfere with splicing and occurs on nascent transcripts before splicing event [88] . More recently, another study showed that inhibition of splicing favors pri-miRNA processing, and vice versa [92] . Thus, it appears that the spliceosome complex may be involved in recruiting Drosha on nascent transcripts. Inactivation of the 5 0 splicing site within the pri-miRNA-21 induces a decrease of its processing, suggesting the implication of small nuclear ribonucleoproteins (snRNPs) complex to directly or indirectly influence recruitment of the Microprocessor [93] .
Direct action on the Microprocessor
Post-translational modifications are known to modulate subcellular localization, protein half-life or binding capacity. Figure 3B summarizes the various modifications that affect the Microprocessor components and thus impacts on miRNA processing. Acetylation can either enhance or repress protein decay. In the case of Drosha, several acetyltransferases (P300, CBP, and GCN5) have been described to acetylate various lysine residues within the N-terminal domain of Drosha, thereby repressing its ubiquitin-mediated proteasome decay [94] . Removal of acetyl groups has also been observed for the Microprocessor, as deacetylation of the dsRBD of DGCR8 by histone deacetylase 1 has been described to enhance its affinity for a subset of pri-miRNAs resulting in an increased processing [95] . Other modifications, such as protein phosphorylation, have also been linked to an increase in Microprocessor complex formation and activity. For example, Drosha is phosphorylated by the protein kinase Glycogen synthase kinase 3b (GSK3b), implicated also in a large number of signaling pathways involving proteins such as Hedgehog, Notch, and WNT/b-catenin. Interestingly, GSK3b is only able to act in an RNA-dependent manner, since it cannot directly bind Drosha or DGCR8 [84] . Moreover, at least 23 phosphorylated amino acids have been described on DGCR8. Modification of some of these results from the extracellular signal-regulated kinases (ERK1 and ERK2) activity, linked to the mitogen-activated protein kinase (MAPK) signaling pathway. DGCR8 phosphorylation appears to increase the stability of the protein without affecting its subcellular localization or ability to interact with Drosha [96] . Interestingly, ERK kinase activity is also linked to SUMOylation of the K707 residue of DGCR8 by the SUMO1 protein; this modification prevents ubiquitination of the protein and therefore its decay via the proteasome [97] . Tar DNA-binding protein 43 (TDP-43) is a hnRNP involved in processing of many RNAs, and identified within the large Microprocessor complex [25] . At least during neuronal differentiation, TDP-43 is able to stabilize Drosha by inhibiting its proteasome-dependent decay [98] . On the contrary, ubiquitination of a lysine within Drosha Nterminal domain by MDM2 has been demonstrated to induce Drosha degradation through mTOR signaling pathway [99] . Competition between lysine modification by stabilizing acetylation and decay-inducing ubiquitination within Drosha N-terminal domain thereby regulates its concentration and consequently modulates global miRNA level. Finally, in cells deficient for Methyl-CpG-binding protein 2 (MeCP2), a transcriptional repressor involved in alternative RNA splicing, miRNA expression is globally enhanced. MeCP2 phosphorylated at Ser80 has been described as a partner of DGCR8 that competes for its binding with Drosha, therefore repressing pri-miRNA maturation [85] .
Accessory proteins interacting with the pri-miRNA
Pri-miRNA-binding proteins can interact with the single-stranded regions flanking the pre-miRNA, the stem of the pre-miRNA, or its apical loop (Fig. 3C) . Interestingly, 14% of miRNA loop sequences are conserved. Thus, they have been considered as proteins recruitment platform to specifically modulate miRNA biogenesis both positively and negatively [100] . Nuclear factors 45 and 90 (NF45, NF90), interleukin-2-dependent transcription factors also involved in splicing, have been among the first described accessory proteins [24, 25] . An in vitro study demonstrated that NF90-NF45 complex is able to bind a large subset of pri-miRNA with a stronger affinity than DGCR8. Thus, this complex is able to prevent pri-miRNA processing by competing with the Microprocessor for primiRNA binding [78] . A similar mechanism has been described for the Y box-binding protein (YB-1), which is able to bind the consensus sequence UYAUC of both pri-and pre-miRNA of miR-24-1 and miR-29b to inhibit Drosha binding [101] . Similarly, LIN28b competes with the Microprocessor for the binding of let-7 primary transcript in C. elegans [102] . On the contrary, TDP-43, which we talked about before, acts by specifically recognizing the terminal loop of primiR-132, pri-miR-143, pri-miR-558, and pri-miR-574 to facilitate recruitment of the Microprocessor [98] .
Interestingly, several of those pri-miRNA-binding proteins can display feedback loop regulation with their targeted miRNA. Thus, fused in sarcoma protein (FUS) has been described to facilitate Drosha recruitment during transcription of a subset of pri-miRNA genes including the precursor of miR-200, which is known to be involved in the regulation of FUS [86] . Similarly, the KH-type splicing regulatory protein (KSRP) is able to bind single-stranded AU-rich element within the apical loop of some pri-miRNAs, including Let-7, to increase pri-miRNA processing. Let-7 in turn is able to regulate the expression of KSRP in a feedback loop [76] . Finally, the mismatch repair mutant protein (MutLa), which has been described to compensate for the absence of a basal segment of several pri-miRNA, including pri-miR422a, is also implicated in a regulatory feedback loop with this miRNA [103] .
As we have seen in the first part, structural features are fundamental for the good recognition of the primiRNA by the Microprocessor. In cases where these features are not present or not optimal, the shape of the primary transcript can be altered in a positive or negative manner by helicases, RBPs, and post-transcriptional modifications (Fig. 3D) . Silencing of DDX5 and DDX17 resulted in a lower expression of a large number of mature miRNAs. Moreover, their helicase ATPase activity is necessary to promote pri-miRNA cleavage. Studies proposed that these helicases improve structural conformation to increase pri-miRNA recognition and cleavage by Drosha/DGCR8 [104, 105] . Other ATP-dependent RNA helicases such as DDX1 [106] , DDX23 [107] , DDX3X [79] can act with a similar mechanism on different pri-miRNAs. Tissue-specific expression of miR-7 has been described to be regulated by Musashi homolog 2 (MSI2) through the binding of Hu antigen R (HuR) within the AU-rich element sequence found in pri-miR-7 apical loop. This binding results in a structural rigidity that inhibits Drosha catalytic activity [72] . At the same time, the splicing factor SF2/ASF has been described to have the exact opposite effect of HuR/MSI2 on pri-miR-7, since its binding in the basal stem induces potential structural rearrangement to favor Drosha cleavage [108] . Similar to the SF2/ASF protein, the heterogeneous nuclear ribonucleoprotein A1 (hnRNPA-1) reshapes pri-miR-18a after binding the consensus sequence UAGGGA/U within the apical loop. This also results in an increase of Drosha slicing activity [100] .
Structural rearrangements can also be the result of an intermediate processing of the pri-miRNA. This concept is fundamental for clustered miRNAs and suggests a step-wise maturation of the pri-miRNA. For instance, sequences located 5 0 and 3 0 of the pri-miR-17-92 have been described as being complementary and could interact to induce a specific folding of the pri-miRNA, in a conformation preventing its maturation by the Microprocessor. This repressed state can be opened by the cleavage and polyadenylation specificity factor subunit 3 (CPSF3) therefore allowing the Microprocessor recruitment [52] and highlighting the crosstalk between pre-mRNA maturation and miRNA biogenesis. Interestingly, the staphylococcal nuclease domain-containing protein Tudor-SN (SND1) has also been described to participate to the specific maturation of miR-92 within its cluster [109] .
Other regulators
Beside accessory proteins, other types of regulators can be involved in the regulation of pri-miRNA processing. The number of reported examples is still limited, but it will without a doubt increase in the next few years. These regulators are mainly constituted of RNA molecules as we will see below, but chemical modification of the primary transcript has also recently emerged as an important factor in this field.
Noncoding RNAs
miRNAs themselves were shown to directly bind primiRNAs and regulate miRNA biogenesis. In C. elegans, the Let-7 miRNA can be translocated to the nucleus to promote the processing of its own primiRNA transcript by guiding the AGO protein ALG-1 to a complementary site located about 0.5 kb downstream of the miRNA hairpin structure. AGO also associates with a subset of pri-let-7 RNAs in human cells [110] . Similarly, the mouse miRNA miR-709, which is predominantly found in the nucleus, binds to a 19-nucleotide sequence located 0.8 kb downstream of the pri-miR-15a/16-1. In this case, the consequence is that subsequent pri-miRNA maturation events are inhibited as well as processing of the pri-miRNA hosting Dleu2 mRNA [111] . Recently, human miR-122 was shown to bind a 19-nucleotide region just upstream of the pri-miR-21 stem-loop structure [112] , comprising the UG motif normally found in optimal pri-miRNA sequences [42] . This interaction is conserved in mouse, and directly interferes with the Microprocessor activity. However, the actual mechanism of action is not yet fully understood for any of these examples.
Another class of RNAs that plays a role in modulating the Microprocessor activity is the one constituted by long noncoding RNAs (lncRNAs). For example, the lncRNA Uc.283+3, transcribed from an ultraconserved region, binds to the lower stem of pri-miR-195 and impairs its processing by the Microprocessor [113] . Intriguingly, the same miRNA is also regulated by another lncRNA, Uc.372, which binds to the apical region of both pri-miR-195 and pri-miR-4668 and suppresses their maturation [114] . Finally, Jiang et al. discovered a totally new layer of pri-miRNA regulation, i.e., spatial regulation. They showed that the lncRNA NEAT1 may orchestrate a 'microprocessing factory'. Indeed, NEAT1 contains a number of pre-miRNA-like elements in its sequence that allows it to recruit the Microprocessor complex, as well as the global primiRNA processing enhancer NONO-PSF heterodimer and various RBPs, in specific nuclear subdomains called paraspeckles. This subcellular localization is directly linked to a more efficient processing of a number of pri-miRNAs [115] .
Chemical modifications
Adenosine deaminase acting on RNA (ADAR) can modify pri-miRNAs to modulate, depending on the localization of the modification, their processing by Drosha, the efficiency of RISC loading or the repertoire of mRNA targets. A study demonstrated that editing the +4 and +5 nucleotides downstream the 5 0 cleavage site within the pri-miR-142 destabilized the stem-loop structure thus inhibiting the binding of the Microprocessor [116] . However, ADAR activity on clustered miRNA can display a differential expression of mature miRNA, adding a level of complexity to accurately decipher the involvement of ADAR in miRNA biogenesis [117] . In addition, it should be noted that editing-independent effects of ADAR1 and 2 on miRNA biogenesis have been reported, which indicates that these proteins can also bind to pri-miRNAs in a noncatalytic manner to regulate their processing [118] .
Another type of RNA modification that has recently attracted a lot of interest in the RNA biology field is the N 6 -methyl-adenosine, which has been shown to occur on mRNAs to modify their expression (see [119] for review). N 6 -methyl-adenosine has been identified also within pri-miRNAs, in the vicinity of the miRNA hairpin structure, and was shown to play an important role in specifying authentic pri-miRNA substrates for the Microprocessor. METTL3 methylates a subset of pri-miRNAs, at specific RGAC motifs. These are then landing marks for hnRNPA2B1 that recruits the Microprocessor and promotes its activity [87, 120] .
Conclusion and perspectives
One important question that could be asked to conclude this review is: why so many layers of regulation instead of a single straightforward regulation of the miRNA gene at the transcriptional level? Indeed, it could be argued that given the efficiency of transcriptional control, an 'on and off' switch should be sufficient to limit the availability of a given miRNA in specific conditions. However, this does not take into account the fact that the downstream intermediates can take some time to accumulate or on the contrary are too stable to be eliminated fast enough. It is therefore of prime importance to be able to control each step of the miRNA biogenesis process to increase the possibilities to modulate and achieve the right concentration of a mature miRNA at the right time and in the right place.
There are many examples of temporal expression of individual miRNAs, the most well described being Let-7, which accumulation is exquisitely controlled during the different developmental stages of C. elegans [121] . This regulation involves among others, LIN28, which expression is repressed during the third larval stage of the nematode morphogenesis to allow the expression of Let-7 [73] . But the processing of miRNAs also needs to be controlled in space, which can clearly be illustrated by the numerous tissue-specific miRNAs that accumulate very differently throughout the organism [122] . miR-7 is a good example of a spatially regulated miRNA. Its pri-miRNA is located within intron 15 of hnRNP-K pre-mRNA, which is ubiquitously expressed. However, its mature form is mainly found in neuronal and pancreatic tissues. Studies rule out the sole control of transcription of hnRNP-K and as mentioned earlier, HuR and MSI2 are responsible for the repression of pre-miR-7 maturation [72] . The miR-124 miRNA offers another example of both space-and time-dependent regulation. It has been described to be post-transcriptionally regulated during erythroid differentiation by the RBP Quaking 5 (QKI5). QKI5 act as a positive factor for pri-miR-124-1 maturation through recognition of the QKI response element~300 nucleotide upstream of the pre-miRNA stem-loop. RNA-RNA interaction within the pri-miRNA is suspected to bring QKI close to the stem-loop of pre-miR-124-1 to efficiently recruit the Microprocessor. During erythroid development, the expression of QKI5 is inhibited, thus decreasing recruitment of the Microprocessor on the pri-miR-124-1 for its maturation [123] .
Modulation of the Microprocessor activity will also be impacted by various signaling pathways involved in normal development, cellular maintenance and homeostasis. For example, important components of the Microprocessor undergo post-translational modifications that alter their subcellular localization as well as their partner binding efficiency thus inducing modulation of miRNA expression. Such phenomena can be dependent on p38 MAPK, estrogen receptor, and TGFb signaling pathways [80, 104, 124] .
In addition to the regulation of pri-miRNA processing, all the other levels of the miRNA biogenesis are under control as well and, although we have made tremendous progress in that field recently, we have not yet elucidated the multiple facets of this important question. We now have at our disposal powerful techniques that allow us to identify at unprecedented scale all possible RBPs and to study their involvement in miRNA biogenesis. At the same time, it is equally important to fully decipher the importance of other regulators such as lncRNAs since this aspect remains largely underexplored. The next task will be to integrate all these data in order to characterize the regulatory networks at play, and then to assess their importance in pathological conditions. In the long run, this might pave the way to the development of new therapeutic strategies.
Finally, we should not overlook the possibility that miRNA primary transcripts might contain important elements besides the mature miRNA, which could be equally important. The recent discovery of regulatory peptides encoded by pri-miRNA transcripts that play key roles in plant development [125] , or of longer (80-100 nucleotides) RNAs that can associate with AGO [126] , indicates that there are still many discoveries to be made in the field of regulatory RNAs.
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