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Visual  attention  can  be voluntarily  focused on  a  location or  automatically  attracted  by  salient 
features in a visual scene. Studies using functional Magnetic Resonance Imaging (fMRI) suggest 
two  networks  of  visual  attention  involved  in  these  complementary  mechanisms:  a  dorsal 
frontoparietal  network  and  a  ventral  frontoparietal  network  of  visuospatial  attention 
respectively. However, most studies so far have applied non‐natural schematic stimuli. 




top‐down  control  of  attention  in  a  search  task  compared  to  a  free  viewing  condition  visible  in 
enhanced neural activation  in  the  intraparietal  sulcus  (IPS) as part of  the dorsal  frontoparietal 





on  neural  processing.  Comparison  of  instructions  reveals  diverse  results  across  participants 
possibly due to the long presentation duration of stimuli which allowed participant’s attention to 
wander independently of task instruction. 
We  find  bilateral  activation  in  IPS  and parahippocampal place  area  (PPA)  as well  as bilateral 
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The  vast  amount  of  information we  encounter  in  our  environment  can  easily  overwhelm  our 
processing capacities. To ensure sensible behavior in such a rich environment, we need to guide 
our awareness  to specific aspects  in  this constant stream of  information. This process has been 
termed attention. Attention must be selective, such that we perceive and respond to behaviorally 









1.1 Two Complementary Mechanisms of Attention 
A bottom‐up approach to attention has already been proposed by Treisman and Gelade in their 
feature‐integration  theory  of  attention  (Treisman  &  Gelade,  1980).  A  neurally  plausible 
computational model for visual attention followed by Koch and Ullman (Koch & Ullman, 1985; 
see  also  Itti  &  Koch,  2001).  They  describe  a  ‘saliency  map’  which  topographically  encodes 
stimulus  conspicuity  at  every  location  in  a  given  visual  scene.  Salience  is  computed  from 
contrasts  in  stimulus  properties,  e.g.  luminance,  orientated  contours,  and  color.  The  authors 
propose that regions with high contrast attract attention. Lesion studies and electrophysiological 
studies suggested specific sub‐cortical and cortical areas as locations of saliency maps in the brain 
(see Einhäuser & König,  2003  for  a brief  review  and Mazer & Gallant, 2003; Constantinidis & 
Steinmetz, 2005). 
In  contrast  to  stimulus‐driven  bottom‐up  mechanisms,  top‐down  processes  are  knowledge‐
driven mechanisms.  They work  to  enhance  the  neuronal  processing  of  relevant  stimuli.  Such 
processes  can  guide  attention  towards  particular  stimulus  features  or  to  locations  in  which 
signals may appear (Kastner & Ungerleider, 2000). Corbetta and Shulman (Corbetta & Shulman, 
2002) proposed ‘attentional sets’ in their approach to clarify the concept of top‐down mechanisms 




are  relevant  for  top‐down  processes,  thus,  opposes  and  complements  the  concept  of  saliency 
maps. 
It seems  to be widely accepted  that  these  two mechanisms of attention complement each other, 




This  study  aims  to  further  illuminate  the  interaction  between  top‐down  and  bottom‐up 
mechanisms of human visual attention. We will use both modulation of  stimulus  salience and 
different task instructions to induce bottom‐up and top‐down processes of attention. As means of 
investigation  we  will  apply  functional  Magnetic  Resonance  Imaging  (fMRI)  and  eye‐tracking 
simultaneously. 
In the remainder of this chapter, I will briefly discuss the chosen methods of investigation, give 
an overview of  relevant  findings  in  the area of  imaging  research, and describe  the eye‐tracker 
studies we will build our paradigm upon. I will conclude with a description of our experiment 
including detailed hypotheses. 
1.2 Methods of Investigation 
In  our  experiment  we  will  apply  eye‐tracking  and  functional  Magnetic  Resonance  Imaging 
(fMRI) simultaneously. Before describing both methods, I will explain two distinct approaches to 




actively  moving  the  eyes.  This  phenomenon  was  first  shown  by  von  Helmholtz  in  1894 
(Helmholtz, 1867). Accordingly, the process of actively shifting one’s gaze to an attended object 
or location is commonly referred to as overt attention. 






distance  to  the eyes. The  camera  tracks eye movement, e.g. by exploiting  cornea  reflections or 
pupil  parameters.  The  recorded  data  allows  to  extract  fixations  and  saccades  (eye movement 
between  two  fixations) performed by  the  subject. Locations of  fixations on  a visual  scene  can, 





evidence  for  coupling between  the BOLD  response, neural  firing  rates and  field potentials  see 
Heeger, Huk, Geisler, & Albrecht, 2000 and Mukamel et al., 2005; for a broader discussion of the 
topic see Jezzard, Matthews, & Smith, 2001). Several studies showed the appropriateness of fMRI 
for  investigations  of  attentional processes  (e.g., OʹCraven, Rosen, Kwong, Treisman, &  Savoy, 





The  combination  of  both  methods,  eye‐tracking  and  functional  Magnetic  Resonance  Imaging, 
allows  to  assess  brain  activity  in  a  controlled  paradigm  of  overt  attention. Also,  it  offers  the 
possibility of relating eye‐movements to neural activation (see Christine Carl’s master’s thesis). 
1.3 Cortical Areas Associated with Attention 
In  this  section,  I  will  review  the  literature  on  human  brain  areas  associated  with  attentional 
processes  as  identified  by  studies  using  imaging  techniques. As we will  base  our  hypotheses 





support  and  expand  these  results,  e.g.  O’Craven  and  colleagues  (OʹCraven  et  al.,  1997)  and 
Culham  and  colleages  (Culham  et  al.,  1998)  describe  attentional  influences  on  area MT‐MST, 




in visual  areas  exhibited by  spatial  attention  (Brefczynski & DeYoe,  1999; Tootell  et  al.,  1998). 
Although  the majority  of  studies  focuses  on  spatial  attention,  an  experiment  by Corbetta  and 
colleagues  (Corbetta,  Miezin,  Dobmeyer,  Shulman,  &  Petersen,  1991)  found  attentional 
modulation  of  extrastriate  areas  not  only  by  spatial  but  also  by  feature  attributes  of  a  visual 
stimulus, like color, shape, and speed. 
Since the  influence of attention on visual areas  is regarded as a top‐down process, the question 
arises  which  brain  areas  exert  or  control  these  processes.  In  studies  addressing  this  issue,  a 
network  of  frontal  and  parietal  regions  has  been  consistently  activated  in  various  tasks  of 
spatially directed attention (Corbetta, 1998; Culham et al., 1998; Fink, Dolan, Halligan, Marshall, 
&  Frith,  1997;  Gitelman  et  al.,  1999;  Kim  et  al.,  1999;  Nobre  et  al.,  1997;  Rosen  et  al.,  1999; 
Vandenberghe  et  al.,  1997). This  network  includes  areas  in  the  superior parietal  lobule  (SPL), 
intraparietal  sulcus  (IPS),  the  frontal  eye  field  (FEF)  and  the  supplementary  eye  field  (SEF). 
Corbetta and colleagues (Corbetta, Kincade, Ollinger, McAvoy, & Shulman, 2000; Shulman et al., 
1999) could distinguish activation related to attention from activation related to (later) stimulus 
presentation.  They  identified  the  intraparietal  sulcus  (IPS)  and  the  frontal  eye  field  (FEF)  as 
regions  activated  by  attention.  Hopfinger  and  colleagues  (Hopfinger,  Buonocore,  &  Mangun, 
2000) depict a wider network for attentional control, including superior frontal gyrus, mid‐frontal 
gyrus, SPL,  IPS, and  superior  temporal gyrus. A  recent paper by Silver and colleagues  (Silver, 
Ress, & Heeger, 2005) even describes topographical maps of visual spatial attention in a parietal 





&  Shulman,  2002)  propose  a  second  network  of  attentional  control.  They  distinguish  two 
anatomically  independent  but  functionally  interacting  networks  for  spatial  attention. A  dorsal 
frontoparietal network,  including  the  intraparietal sulcus  (IPS), superior parietal  lobule  (SPL) and 
the  frontal  eye  field  (FEF),  is  involved  in  top‐down  attentional  processes.  This  network 
participates  in  the generation of attentional  sets which are associated with  top‐down cognitive 
selection of stimuli and action. One specific effect of this function can be seen in increased activity 
in  the  IPS  and FEF  found during  search  tasks  (Corbetta & Shulman,  2002; Shulman, Ollinger, 
Linenweber, Petersen, & Corbetta, 2001). The second network proposed  is a  lateralized ventral 
frontoparietal network,  including  the  right  temporoparietal  junction  (TPJ)  cortex and  the  right 
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ventral  frontal  cortex  (VFC). According  to Corbetta & Shulman  (Corbetta & Shulman, 2002, p. 
208), “[o]ne of its key functions is to direct attention to behaviorally relevant sensory stimuli that 
are outside  the focus of processing.” It,  thereby, works as an alerting mechanism for  the dorsal 
network to ensure that attention is captured by relevant exogenous information even if the dorsal 
top‐down network is engaged in pursuing a certain (different) endogenous goal. 





positions.  In  line  with  these  findings,  Downar  and  colleagues  (Downar,  Crawley,  Mikulis,  & 
Davis, 2000, 2002) give evidence for a role of the TPJ in a “multimodal network for involuntary 
attention” associated with  the novelty of  stimuli. A  recent  study by  (Sommer, Rose, & Büchel, 
submitted  for publication)  correlates TPJ  activation with  the primacy  effect  found  in memory 
tasks.  They,  too,  interpret  their  findings  as  novelty  effect  expressed  in  TPJ  activation.  As  an 
additional  aspect,  Corbetta  and  colleagues  (Corbetta  &  Shulman,  2002;  Kincade,  Abrams, 
Astafiev, Shulman, & Corbetta, 2005) find TPJ activation dependent on behavioral relevance of an 
exogenous stimulus. In contrast, Downar and colleages (Downar et al., 2002) report TPJ responses 
to novel stimuli  in a passive observation paradigm. Taken  together, TPJ activation seems  to be 
associated with exogenous stimuli, especially when these are unexpected and novel, though the 
exact contributions of the TPJ to attentional functions needs further illumination. 
Most  studies  on visual  attention  apply  covert paradigms. Though  this might help  to discover 
attentional areas more accurately, converging evidence  is  found  that areas  for covert and overt 
visual  attention  overlap,  especially  in  IPS  and  FEF  (Beauchamp,  Petit,  Ellmore,  Ingeholm,  & 
Haxby,  2001; Corbetta,  1998; Corbetta  et  al.,  1998;  Fink  et  al.,  1997; Nobre, Gitelman, Dias, & 
Mesulam, 2000), but there is indirect evidence also for the TPJ region (Downar et al., 2002). This 








1.4 Eye-Tracking Studies: Visual Attention in Natural Scenes 
Our experiment  is based manly on eye‐tracker studies conducted  in Prof. Peter König’s  lab.  In 
this  section  I  will  summarize  relevant  eye‐tracker  studies  on  visual  attention,  when  viewing 
natural scenes, converging on the paradigm we will apply. 
Eye‐Tracker studies by different groups have approached the mechanisms of attention from the 
bottom‐up  perspective.  Following  the  concept  of  salience,  they  investigate  the  influence  of 
different stimulus  features on visual attention  (Krieger, Rentschler, Hauske, Schill, & Zetzsche, 





gaze  (Krieger et al., 2000; Reinagel & Zador, 1999). To clarify  the  role of  luminance contrast  in 
visual attention, Einhäuser and König (Einhäuser & König, 2003) correlated luminance contrast in 
pictures of natural scenes with location of fixation. Using unmodified pictures and pictures with 
locally  modified  luminance  contrast,  they  could  confirm  the  earlier  findings  of  increased 





feature  contrasts  (luminance  contrast,  color  contrast)  and  attention  in  free viewing  and  search 





Thus,  the  contribution  of  luminance  contrast  to  the  guidance  of  overt  visual  attention  is  still 
unclear. Results of the group around König suggest no causal bottom‐up influence of luminance 
contrast on attention. The actual contribution of luminance contrast to overt visual attention and 
the  interplay of bottom‐up und  top‐down processes when viewing natural scenes  remain  to be 
elucidated.  We  hope  to  shed  some  more  light  on  these  processes,  by  using  images  with 
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luminance  contrast modifications as described above  in an experiment  combining eye‐tracking 
and functional Magnetic Resonance Imaging.  
1.5 Present Study: Design and Experimental Hypotheses 
Based on  the  fMRI and eye‐tracker studies  reviewed  in  the sections above, we constructed  the 
following experiment.  I will,  first, outline  the experiment,  then explain our choices of different 
parameters in more detail and conclude with our experimental hypotheses. 
In  this  study,  participants will  overtly  view  images  of  natural  scenes  following  two  different 
instructions,  “free  viewing”  and  “search  for  man‐made  objects”.  The  pictures  will  either  be 
unmodified  images  or  images with modified  luminance  contrast. Among  pictures,  luminance 
contrast will vary in strength, in steps of 20%, 60%, and 100% of modification. In each modified 
image,  luminance contrast will decrease/increase along a horizontal gradient either  from  left  to 
right or from right to left. 
In contrast  to most  imaging studies on visual attention, we chose an overt “free viewing”  task 
with natural stimuli to address processes of visual attention in a less artificial setting. We decided 
to introduce a search task in addition, in order to induce a strong and top‐down attention effect. 
Contrasting  the  two  task  conditions,  we  hope  to  further  clarify  interactions  and  potential 
locations of bottom‐up and top‐down processes. Also, the search task should help us to identify 
and dissociate attentional areas, in particular the intraparietal sulcus (Corbetta & Shulman, 2002; 
Sigman et al., 2005) and  the  temporoparietal  junction  (Shulman et al., 2003)  for better analysis. 
The  instruction  “search  for  man‐made  objects”  has  proved  objective  across  subjects  in  an 
experiment conducted for a bachelor’s thesis in König’s lab. 
Based  on  the  studies  in  König’s  lab,  we  restrict  image  manipulation  to  the  modification  of 
luminance contrast. We chose luminance contrast (instead of, e.g., color contrast) mainly due to 
technical  considerations:  In  fMRI  setups,  stimuli  are  presented  via  a  projector.  Stimulus 
presentation is usually susceptible to color distortions. Thus, stimuli will be modified and shown 
in  grayscale  only.  Accordingly,  in  the  remaining  chapters  of  this  master’s  thesis,  the  term 
‘contrast’ always refers to ‘luminance contrast’ unless stated otherwise.  
The strength of  luminance contrast modifications will vary  in  three steps. We decided for 20%, 
60%, and 100% modifications, since we needed to restrict the number of independent variables to 
construct  a  reasonable  setup.  Earlier  experiments  (see  previous  section)  suggested  these 




The  results  from  reviewed  fMRI  and  eye‐tracker  studies  and  our  experimental  considerations 
lead us to the following hypotheses. 
Hypotheses concerning eye‐tracker data: 
• Mean horizontal  location of  fixation  is  shifted  towards  the  side of  increased  luminance 
contrast. 






• Direction  of  contrast  modification:  Right  vs.  left  gradients  show  lateralized  activation 
patterns. 
• Strength  of  luminance  contrast  modification:  60%  and  100%  modifications  result  in 
stronger activation of  the TPJ  region  (stronger  influence of bottom‐up processes), 20 % 




2 Materials and Methods 
2.1 Participants 
Seven healthy adult volunteers  (four  female,  three male, aged 24  to 41 years, mean 30.4 years) 
participated  in  the study. All participants had normal vision or corrected  to normal vision. All 
participants  gave  written  consent  (see  Appendix  A)  and  were  properly  informed  about  the 
procedure, setup and safety protocol prior  to  the experiment. After  the experiment participants 







were  taken  from  a  set  of  128  photographs  which  had  been  acquired  for  a  previous  study 
(Einhäuser & König, 2003). 20 pictures showed man‐made objects (e.g., houses, stop‐sign) as part 





All pictures were converted  to gray‐scale using  the  function rgb2gray and resized  to 1024 * 768 
pixels (function imresize using bicubic interpolation) to meet Beamer requirements. Pictures were 
then normalized with respect to mean luminance and mean luminance contrast of all 96 pictures. 








2.2.2 Luminance Contrast Modifications 
For the set of stimuli, we needed 7 different versions of every preprocessed picture. The original 







one side of  the  image and  increased  towards  the other. For every pixel,  the difference between 
the  luminance  intensity  of  this  pixel  (I(x,y))  and  the mean  luminance  of  the  image  (<I>) was 
multiplied by a factor (Gradient(x)): 
( ) 〉〈+⋅〉〈−= IxGradientIyxIyxI )(),(:),(mod . 
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The factor depended on the horizontal position of  the pixel within  the  image and  it  increased  / 
decreased  pixel‐wise  from  the  center  towards  the  periphery  of  the  image.  This  resulted  in 










versions  with  20%,  60%  and  100%  luminance  contrast  modification,  respectively.  Percentages 
refer to the applied gradients, with 20% modification stretching the gradient from 0.8 to 1.2, 60% 
from 0.4 to 1.6 and 100% from 0 to 2. Thus the leftmost row of an image modified by 20% (60%, 
100%)  showed  a  decrease  of  luminance  contrast  of  20%  (60%,  100%)  with  respect  to  the 











2.2.3 Stimulus Presentation 
We used the software Presentation (Version 9.00.09.21.05 Neurobehavioral Systems, Inc., Albany, 
USA)  to  present  the  stimuli  via  dynamic  scripts.  The  software  features  two  languages,  the 
description language Scenario Description Language (SDL) and the object oriented rudimentary 
programming  language  “Presentation  Control  Language”  (PCL).  Although  PCL  supports 
stimulus  randomization,  it  could  not  cope  with  the  complex  randomization  procedure  we 
needed.  Thus,  we  randomized  the  stimulus  pictures  with  the  help  of  the  software  MATLAB 













Soundlight Steffens, Hannover, Germany)  fixed  to  the projection screen and beamer brightness 









Participant 2  34,45  26,18 
Participant 3  40,13 30,87 
Participant 4  38,58 29,18 
Participant 5  39,33 30,27 
Participant 6  36,56 28,07 





2.3 Paradigm and General Procedure 
For  our  study,  we  adopted  a  paradigm  which  had  previously  been  used  in  eye‐tracker 
experiments in König’s lab and modified it such that we could use Eye‐Tracking and Functional 
Magnetic  Resonance  Imaging  (fMRI)  simultaneously.  Here,  I  describe  the  setup  and  the 
procedure of the experiment in more detail. The paradigm outlines the structure and logic of the 










o two  directions  of  the  luminance  contrast  gradient:  pictures  with  luminance 









Sequentially,  participants  had  to  follow  2  different  instructions  (tasks) whilst  overtly  viewing 
images of natural scenes. In the first task, participants were instructed to “watch the picture” and 
to press a button when they “felt like being done watching the picture” (see Appendix A for the 










Within  each  of  these  two  instructional  blocks,  96  pictures  of  different  luminance  contrast 
modifications were presented in a pseudo‐randomized order. Participants saw the same 96 motifs 
in both of  the  two  tasks, but never  in  the same  luminance contrast modification. Conditions of 
luminance  contrast  modifications  were  balanced  such  that  each  task  block  consisted  of  12 
pictures  of  each  of  the  actual  contrast modifications  (L20,  L60,  L100, R20, R60, R100)  plus  24 
control  pictures  (no  luminance  contrast  modification).  Note,  that  we  planned  to  scan  eight 
subjects  in order  to assure balanced occurrences of contrast modifications of all pictures across 





such  that,  in each run, 32 pictures were presented. Stimulus duration was  fixed  to 5.4 seconds. 
Between pictures, we presented a black fixation cross in front of a gray background. Participants 
were asked to fixate the cross. This stimulus served as fMRI baseline during analysis. Runs began 
and  closed  with  the  baseline  picture.  We  decided  for  a  long  interstimulus  interval  (ISI, 
presentation  duration  of  the  fixation  cross  stimulus).  The  resulting  slow  event‐related  fMRI 
design  allows  the  haemodynamic  response  to  return  to  baseline  before  the  next  stimulus  is 
presented. The  ISI was  jittered  in  steps  of  fMRI  TRs  (scan  repeat  time)  to  reduce  expectation 















2.3.2 General Procedure 
In  this  section,  I will describe  the  setup  and procedure  of  the  experiment  at  the Max‐Planck‐



























relax.  Before  each  run,  the  corresponding  instruction  was  given  on  the  screen  to  remind  the 
participant of the task to follow. We performed an anatomical scan at the end of the experiment.  
Before the participant could leave the scanner, we had to measure the distances between screen 
and mirror  and  between  the mirror  and  the person’s  eye. These  values were needed  for  eye‐
tracker data analysis. After  the participant had  left  the scanner, she had  the opportunity  to get 
more  information  about  the  aim  of  the  study.  All  steps  for  one  participant  taken  together 
amounted to an overall experiment duration of about two hours. 
2.4 Functional Magnetic Resonance Imaging 
We conducted one scanning session on a 3 Tesla head scanner (Siemens Allegra system, Siemens, 
Germany)  at Maastricht University, NL,  to  test usability  and  robustness  of  the paradigm  and 
procedure.  Data  for  statistical  analysis  was  recorded  at  the  Max‐Planck‐Institute  for  Brain 
Research, Frankfurt/Main, applying the following equipment and parameters. 
Whole  brain  functional  magnetic  resonance  images  were  acquired  on  a  3  Tesla  whole  body 
scanner  (Magnetom  Trio  syngo  MR  2004A,  Siemens,  Germany).  We  used  a  standard  circular 
polarized  head  coil.  A  gradient‐recalled  echo‐planar‐imaging  (EPI)  sequence  (ascending, 





magnetization‐prepared  rapid‐acquisition  gradient‐echo  (MPRAGE;  Siemens  Trio  scanner) 
sequence. In four subjects, we scanned 176 slices with an isotropic voxel size of 1 mm3, and 256 
mm FOV. In three subjects, we acquired 80 slices with 1 mm x 1 mm x 2 mm voxel size and 256 
mm  FOV,  since  high  resolution  T1‐weighted  anatomical  scans  of  these  subjects  were  already 
available from other imaging sessions. 
2.5 Eye-tracking 
To  assess  eye‐movement  data, we  used  a  remote monocular ASL  Eye  Tracking  System  (ASL 
Series 5000, Applied Science Laboratories, Bedford, USA). A camera mounted on the MR scanner 
head coil tracks one eye via a mirror using infrared light. Via an optic cable the light is passed on 




computer  in  the  MR  surveillance  room  using  the  software  interface  E5Vid  (Applied  Science 
Laboratories, Bedford, USA). 












A  first motion  correction  had  already  been  applied  by  the  scanner  system. We performed  an 
additional  3D  motion  correction  using  trilinear  interpolation.  Due  to  larger  inter‐run  motion 
artifacts, we did not correct  for motion with respect  to a certain run of each subject but within 
each run individually. We applied a slice scan time correction using sinc interpolation. Temporal 





Next,  they  were  aligned  to  anatomical  high  resolution  images  of  the  respective  participants, 
which  had  been  recorded  in  earlier  sessions.  To  allow  for  inter‐subject  analysis,  anatomical 
images were normalized by transformation to Talairach stereotactic space (Talairach & Tournoux, 
1988).  







convolved with a canonical haemodynamic response  function  (HRF) according  to Boynton and 
colleagues (Boynton, Engel, Glover, & Heeger, 1996). Precluding all other analyses, we computed 
a GLM analysis  for  each  subject with all  conditions as  equal predictors  set against baseline  (2 
tasks x 7 luminance contrast modifications = 14 predictors). The resulting activation maps exhibit 
brain  areas  activated  by  one  or  more  of  the  conditions.  P‐values  and  method  to  correct  for 
multiple comparisons are stated. In whole brain analyses, we applied false discovery rate (FDR, 
Genovese, Lazar, & Nichols, 2002) or Bonferroni correction. 
Based  on  this  GLM,  we  computed  activation  maps  for  different  non‐parametric  contrasts 
according to our experimental hypotheses:  
• comparing task conditions: search task against free viewing (search task ‐ free viewing), 
• comparing  direction  of  luminance  contrast  gradients:  right  against  left  (right  ‐  left). 
Condition  right  included  conditions  R20,  R60,  and  R100,  condition  left  comprised 
conditions L20, L60 and L100. Contrast was computed for each task condition separately 
(free viewing and search task) and for both tasks (all runs) taken together. 




each  task condition separately  (free viewing and  search  task) and  for both  tasks  (all  runs) 
taken together. 





For  a more detailed  analysis  of  activation patterns  in presumed  attentional  areas, we defined 
regions of interest on the basis of the activation maps obtained by computing the GLM with all 
conditions  against  baseline  as  described  above.  Regions  of  interest  (ROIs)  were  functionally 
defined  for  each  subject  individually.  According  to  our  hypotheses  we  identified  ROIs  for 
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bilateral  intraparietal  sulcus  (IPS)  and  temporoparietal  junction  (TPJ).  Since  the  computed 




regions  of  interest  were  defined  as  regions  showing  maximal  deactivation  in  the  associated 
anatomical area. We specified the maximal number of activated voxels to be included in a ROI by 
altering  the  ‘range’  variable  in BrainVoyager.  In  case  of  two  or  three  small,  activated  regions 
being candidates for a specific ROI, we grouped these regions into one ROI. In chapter ‘Results’, 
detailed ROI parameters per subject are listed including activation thresholds, sizes, and range. 
GLM  contrasts  (as  listed  above)  were  computed  for  each  region  of  interest2.  In  addition,  we 




trials  in  the  two  task conditions: a  large  range of numbers of  response  trials across  subjects  in 
condition  free  viewing  (instruction  for  button  press:  “Press  a  button,  when  you  are  done 
watching  the  picture”),  similar  amount  of  response  trials  across  subjects  in  the  search  task 
(instruction for button press: “Press a button for every man‐made object you see.”). 
2.7 FMRI Data Visualization 
For better visualization of the 3‐dimensional imaging data, we use a cortex flatmap and 3D cortex 
representations.  3D  cortex  representations  for  subjects  1,  4,  and  7  were  built  after  individual 
white  matter  homogenization  using  the  automatic  segmentation  algorithm  included  in  the 
BrainVoyager QX  software. For data visualization of  subjects 5 and 6, we could use 3D cortex 
representations built  in  former studies. From  the 3D  representation of subject 1, a  flatmap was 
created  following  small  manual  corrections  of  the  automatic  segmentation.  Flatmap  creation, 
including cortex  inflation, cutting and  flattening,  is automated  in  the BrainVoyager software  to 
large extends. I planned to visualize all data on this flatmap. Due to very diverse brain anatomy 
across  our  subjects,  several  activations did  not  show up  on  the  flatmap,  though. Altering  the 
voxel  time  course  (vtc)  sampling  rate  did  not  improve  the  visualization.  Since  cortex  based 
                                                        





flatmap  if  all  activated  regions  are  properly  mapped,  otherwise  I  will  use  the  3D  cortex 










subject  1,  stimulus  presentation  was  4.5  seconds  (as  compared  to  5.4  seconds  for  all  other 
subjects) adding 0.9 seconds to all interstimulus intervals in this subject. Due to scanner cooling 
problems,  the  last  run  of  the  search  task  condition  of  subject  4  had  to  be  aborted,  reducing 
functional  imaging data of  this  run  to 252 volumes  (compared  to 294 otherwise).  Instead of 32 
stimulus  pictures,  28  pictures  were  shown  in  this  run.  Data  of  subject  2  and  subject  3  show 
scanner artifacts and are, thus, excluded from analysis. 
3.1 Behavioral Results  
Behavioral  data  assessed  in  this  study  included  eye‐tracker  data  and  button  responses.  I will 
briefly state the main effect found in the eye‐tracking and give a description of button response 
data.  The  statistical  analysis  and  specific  results  of  the  eye‐tracker  data  are  illustrated  and 
discussed in Christine Carl’s master’s thesis. 
As  main  effect  in  the  eye  movement  data,  we  found  a  shift  of  fixations  towards  the  side  of 
increased  contrast  (Fig.  6,  on  next  page,  shows  eye‐tracker  data  for  subject  1).  The  shift  was 





















the  free  viewing  condition  (ranging  from  0  to  71  responses, not  counting  baseline  responses), 
whereas response behavior in the search condition is similar over subjects (ranging from 16 to 23 
responses, not counting baseline responses). Note, that subject 5 did not respond once during the 




3.2 Imaging Results 
This section covers the results of functional  imaging data analysis. General brain activities with 
respect  to  the different  experimental  conditions  are presented  first,  followed  by  the  results  of 
region of interest analyses. 
GLM  analysis  for  each  subject with  all  conditions  versus  baseline  exhibit  general  brain  areas 
activated or deactivated by the experimental conditions (Fig. 8 to Fig. 12). As the resulting areas 



























3.2.1 Instructions: Free Viewing versus Search Task 
For  comparison  of  the  two  task  conditions  free  viewing  and  search  task, we  computed  a GLM 
contrast  (search  task  –  free  viewing)  revealing  stronger  activation  in  the  search  task  mainly  in 
occipital,  parietal  and  a  few  frontal  regions.  In most  subjects, we  found  significant  activation 
differences in bilateral IPS, bilateral TPJ region, and bilateral parahippocampal place area (PPA), 
though analogous  regions differed  in  the direction of  the difference across  subjects.  Individual 
results are reported in the following paragraphs.  
Subject 1 (Fig. 13) shows stronger activation in the search task in bilateral IPS, bilateral PPA, and 













1.  The  IPS  is  bilaterally  less  activated  during  search,  and  bilateral  TPJ  regions,  bilateral  PPA, 
bilateral lateral frontal cortex, and the ventral occipital cortex show stronger activation during the 
search  task  (p < 0.05 FDR corrected  for multiple comparisons). Additional dominance of  the  free 
viewing condition can be seen bilaterally along the central sulcus and medial frontal cortex plus in 





In  accordance with  subject  1,  subject  5  (Fig.  15,  on  next  page)  shows  stronger  TPJ  activation 
during  free viewing, whereas bilateral PPA, bilateral lateral frontal cortex, and several regions in 
the  occipital  cortex  exhibit  stronger  activation  in  the  search  task  (p  <  0.05  FDR  corrected  for 
multiple  comparisons).  The  intraparietal  sulcus  is  neither  activated  nor  deactivated  in  the 
comparison of instructed tasks. 






















during  free  viewing. Bilateral TPJ  regions,  areas  in  the postcentral  sulcus,  in  the medial  frontal 
cortex, and areas in the ventrolateral prefrontal cortex are stronger activated during free viewing, 








3.2.2 Luminance Contrast Modifications: Direction of Gradient 
Contrasting left and right luminance contrast gradients (right ‐ left) resulted in small to no effects 
(Fig. 18  to Fig. 23, on next pages, uncorrected p‐values as stated  in  figures). The GLM contrast 
was  computed  for  instructed  tasks  separately  (free  viewing  and  search  task)  and  for  both  tasks 
taken  together  (all  runs).  Subject  7  shows  qualitatively  different  patterns  of  activation  in  free 













































3.2.3 Luminance Contrast Modifications: Strength of Modification 
We  hypothesized  a  non‐linear  effect  of  strength  of  contrast  modification.  Thus,  we  grouped 
modifications  into to conditions: 20% modification and control pictures constitute the condition 
no  gradient,  60%  and  100%  modifications  comprise  the  condition  gradient.  GLM  contrast  was 
computed as gradient versus no gradient (gradient ‐ no gradient). Computation was performed for 
task conditions separately (free viewing and search task) and for both tasks taken together (all runs). 






subject 1 and 7  in Fig. 24 and Fig. 25  (p‐values as stated  in  figures). Note  that all p‐values are 
















We  did  not  find  stronger  activation  in  the  TPJ  for  stronger  luminance  contrast modifications 
(gradient) or  stronger  IPS  activation  for weak  and unmodified pictures  (no  gradient). Thus,  the 
results contradict our hypothesis. 
3.2.4 Motor responses 
In  order  to  reveal  neural  activation  related  to  motor  responses  (button  press),  we  classified 







































3.2.5 Analysis of Regions of Interest  
With  respect  to  our  hypotheses,  we  defined  regions  of  interest  (ROIs)  per  subject  for  the 
intraparietal  sulcus  (IPS)  and  temporoparietal  junction  (TPJ).  Since  GLM  analysis  for  all 
conditions against baseline revealed strong activation of the parahippocampal place area (PPA), 





  Left TPJ  Left IPS  Left PPA  Right TPJ  Right IPS  Right PPA
x  ‐49  ‐22  ‐24  54  27  29  30  26 
y  ‐65  ‐60  ‐45  ‐58  ‐57  ‐50  ‐63  ‐52 
HHE30 
z  15  44  ‐10  17  63  37  45  ‐12 
x  ‐50  ‐21  ‐11  49  29  14 
y  ‐61  ‐67  ‐55  ‐62  ‐67  ‐50 
IWN09 
z  20  41  ‐5  16  33  ‐7 
x  ‐49  ‐24  ‐21  62  26  24 
y  ‐53  ‐59  ‐45  ‐25  ‐52  ‐52 
CFA14 
z  24  52  ‐9  12  47  ‐12 
x  ‐47  ‐25  ‐31  38  27  25 
y  ‐68  ‐52  ‐50  ‐60  ‐57  ‐47 
HRK17 
z  25  44  ‐13  33  42  ‐12 
x  ‐38  ‐27  ‐24  48  51  37  20  25 
y  ‐64  ‐60  ‐47  ‐59  ‐69  ‐55  ‐69  ‐45 
BBN26 





We  computed  GLM  contrasts  for  all  regions  of  interest  according  to  our  hypotheses:  task 








Detailed  results  stating  t‐  and p‐values  for  individual  subjects  can  be  found  in Appendix D). 
Colors  code which  condition  causes  stronger  activation  in  the  respective  area. Darker  shades 
highlight significant p‐values. 







Left TPJ  Left IPS  Left PPA  Right TPJ  Right IPS  Right PPA 
HHE30  0,039  0,921  0,0546  0,0002  0,197  0,173 
IWN09  0,000015  0,0000  0,0017  0,0002  0,0008  0,004 
CFA14  0,067  0,475  0,006  0,116  0,003  0,0003 
HRK17  0,103  0,000  0,000  0,0816  0,00001  0,000 






Event‐related  average  plots  show  the  BOLD  response  in  these  regions  of  interest  for  two 
exemplar subjects exhibiting converse results (subject 1 (HHE30) and 4 (IWN09), Fig. 30, on next 
page). In subject 1 (HHE30), right intraparietal sulcus (IPS) and bilateral parahippocampal place 
area  (PPA)  exhibit  stronger activation during  the  search  task; bilateral  temporoparietal  junction 
(TPJ)  shows  stonger deactivation during  the  search  task.  In  contrast,  subject  4  (IWN09)  reveals 





















Left TPJ  Left IPS  Left PPA  Right TPJ  Right IPS  Right PPA 
HHE30  0.723  0.105  0.681  0.712  0.196  0.265 
IWN09  0.488  0.148  0.798  0.104  0.672  0.239 
CFA14  0.229  0.264  0.633  0.496  0.077  0.358 
HRK17  0.028  0.888  0.743  0.650  0.551  0.193 
BBN26  0.280  0.073  0.218  0.301  0.022  0.283 
R‐ L 
(Free Viewing) 
Left TPJ  Left IPS  Left PPA  Right TPJ  Right IPS  Right PPA 
HHE30  0,715  0,125  0,886  0,335  0,087  0.,359 
IWN09  0,186  0,303  0,894  0,0412  0,901  0,298 
CFA14  0,337  0,697  0.912  0,699  0,320  0,136 
HRK17  0,0503  0,970  0,913  0,700  0,983  0,275 
BBN26  0,029  0,436  0,823  0,629  0,270  0,973 
R‐L 
(Search Task) 
Left TPJ  Left IPS  Left PPA  Right TPJ  Right IPS  Right PPA 
HHE30  0.388  0.446  0.471  0.139  0.902  0.509 
IWN09  0.745  0.308  0.821  0.784  0.638  0.529 
CFA14  0.460  0.233  0.431  0.565  0.131  0.846 
HRK17  0.247  0.873  0.723  0.304  0.409  0.452 














Left TPJ  Left IPS  Left PPA  Right TPJ  Right IPS  Right PPA 
HHE30  0,674  0,521  0,687  0,466  0,411  0,341 
IWN09  0,534  0,610  0,594  0,279  0,683  0,746 
CFA14  0,156  0,584  0,337  0,295  0,310  0,428 
HRK17  0,833  0,989  0,514  0,867  0,631  0,338 




Left TPJ  Left IPS  Left PPA  Right TPJ  Right IPS  Right PPA 
HHE30  0.585  0.112  0.461  0.662  0.107  0.236 
IWN09  0.812  0.955  0.457  0.646  0.908  0.870 
CFA14  0.329  0.312  0.183  0.047  0.216  0.435 
HRK17  0.796  0.837  0.600  0.929  0.441  0.209 




Left TPJ  Left IPS  Left PPA  Right TPJ  Right IPS  Right PPA 
HHE30  0.962  0.496  0.867  0.552  0.652  0.873 
IWN09  0.523  0.439  0.991  0.286  0.492  0.769 
CFA14  0.303  0.817  0.976  0.620  0.840  0.732 
HRK17  0.576  0.853  0.690  0.743  0.926  0.921 










Neither of  the  two GLM contrasts dealing with  luminance contrast modifications supports our 






The  goal  of  this  study  was  to  elucidate  attentional  processes  when  viewing  natural  scenes. 
Investigating the influence of task instruction and luminance contrast modifications on viewing 
behavior  (eye movements)  and  neural  activity  (BOLD  response), we  set  out  to  illuminate  the 
contributions of top‐down and bottom‐up attentional mechanisms. Before discussing the findings 
in the following sections, I will summarize our results in the next paragraph. 
Although  we  did  find  the  expected  effect  in  the  eye‐tracker  data,  we  could  not  confirm  our 
hypotheses concerning neural activations. Neither modification of strength of luminance contrast 
modification  nor  varying  the  direction  of  the  modifying  gradient  resulted  in  any  significant 
effect. Comparison  of  instructions  (free  viewing  and  search  task)  led  to  results which were  not 
consistent  across  subjects.  Nevertheless,  in  all  subjects,  we  found  bilateral  activation  of  the 
intraparietal sulcus (IPS) and the parahippocampal place area (PPA) plus a bilateral deactivation 
in the temporoparietal junction (TPJ) independent of task instruction. 
4.1 Behavioral Findings Support Hypotheses 
Eye movement  data  confirmed  the main  hypothesis  based  on  former  experiments  in  our  lab. 
Mean  location of  fixation  is shifted  towards  the direction of  increased  luminance contrast. Not 
surprisingly,  this effect was more pronounced  in  the  free viewing condition. During search,  top‐
down  attentional  processes  should  interact  with  stimulus  driven  (e.g.  luminance  contrast) 
bottom‐up mechanisms  (Corbetta & Shulman, 2002),  thus  reducing  the effect. We were able  to 
find  the expected effect despite  the challenging conditions  for eye‐tracker data acquisition  in a 
scanner:  smaller display, possibly  smaller  range of  luminance values,  less  time  for  eye‐tracker 
calibration and recalibration. 
Participant’s  button  responses  also  fitted  our  expectations.  The  described  similar  response 
pattern across subjects in the search task had been predicted by a former experiment in our lab in 
which  subjects  agreed  to  a  large  extend  on  the  classification  of  objects  as  “man‐made”.  The 
instruction in the free viewing condition allowed for strong individual differences in the number 
of responses given. Accordingly, the range of responses given by the participants was very large. 






4.2 Activated Brain Regions 
The  stimuli  and  tasks  in  our  experiment  elicited  a  broad  pattern  of  brain  activation.  Large 
extends of occipital areas were activated for visual processing, accompanied by activated parietal 
association  cortex  and  attentional  areas  (e.g.  IPS).  In  addition,  a  few  temporal  areas,  possibly 
involved  in visual object processing,  responded  to  the stimuli. Frontal areas,  including medial, 




PPA activation supports  the  function of  this area  in  the perception of spatial scenes  (Epstein & 








interest  analysis.  Our  hypothesis,  assuming  the  strong  modifications  would  activate  the  TPJ 
region whereas weak modifications would be accompanied by stronger activation in the IPS, was 
not  supported. Altering  the  strength of  luminance  contrast modification did not prove  to be a 
sufficient paradigm  to evoke detectable effects on attentional processes. The paradigm did not 






right  side of  an  image) did not  result  in  significant  effects. None of  the  found  activated  areas 









4.4 Contrasting Free Viewing and Search Task Reveals Diverse 
Effects 
Differences  in  the  processing  of  the  two  instructions  free  viewing  and  search  task  were  found 
mainly in frontal, parietal and occipital regions. 
Frontal  areas might  be  involved  in motor  response  or working memory  functions.  Since  both 




precentral  frontal  areas  as  being  involved  mainly  in  response  selection,  preparation  and 
execution. Dorsolateral prefrontal areas might also expose working memory functions, though a 




deactivation  did  not  prove  to  be  consistently  stronger  for  one  task  across  subjects.  In  the 
following paragraphs, I will discuss several interpretations of this finding. 
As a  first approach,  response patterns of subjects might be  instructive when  facing  the diverse 
imaging results. Subjects 1 and 5 show analogous imaging results in the ROI analysis (see Table 
3). The pattern of activation exhibited in these two subjects is reversed for subject 4 and 6. Subject 
7 shows stronger activation  in regions of  interest mainly during  free viewing,  thus differing  in 
the pattern of activation  from both groups. Since,  in  the search  task,  the button response data  is 
similar  over  subjects,  only  responses  during  free  viewing  can  help  interpreting  the  imaging 


















We expected  the  IPS  to show stronger activation  in  the  search  task  (Corbetta & Shulman, 2002; 
Shulman et al., 2001). Corbetta describes increased IPS activation in a time window before target 
detection.  Possibly,  in  the  search  task,  participants  found  targets  too  soon  to  allow  for  a 
detectable BOLD increase in the IPS. On the other hand, targets were present only in a fifth of all 
stimuli  and participants were  instructed  to  search  for  an unknown  amount  of  targets  in  each 
picture in order to assure top‐down attentional processes throughout the search task condition. 
Furthermore,  IPS  activation has been  reported mainly  in paradigms  studying  spatial  attention 
(Yantis &  Serences,  2003).  Search  for  “man‐made  objects” might not  enhance  activity  in  areas 
involved  in  spatial  attention.  Giesbrecht  and  colleagues  (Giesbrecht  et  al.,  2003)  report 
overlapping regions for spatial attention and attention to objects, though non‐spatial cues activate 
fewer  regions  in  the parietal  cortex. Thus, when defining ROIs  in  the  IPS, we might not have 
found  the  appropriate  region  of  interest  to  dissociate  between  free  viewing  and  top‐down 
attention to “man‐made objects”. 
A  different  line  of  argument  can  be  evolved  based  the  notion  of  attentional  sets.  Following 
Corbetta and Shulman (Corbetta & Shulman, 2002) and Yantis and Serences (Yantis & Serences, 
2003),  the  IPS  region  might  store  spatial  attentional  sets.  As  Rowe  et  al  (Rowe  et  al.,  2000) 
correlate working memory functions with the IPS region and ventral frontal cortex, the function 
of  the  IPS  to store spatial attentional sets might be generalized  to  the storage of any attentional 
set. This might explain activation of the IPS by both tasks, free viewing and search. The instruction 
for  free  viewing  to  press  a  button  when  one  “felt  like  done  watching  the  picture”  might  be 
Context‐Dependent Processing of Natural Visual Scenes: Discussion 
47 




at  target  detection  (the  latter  has  also  been  reported  by  Corbetta  &  Shulman,  2002).  These 
findings  can  not  explain  TPJ  deactivation  in  the  free  viewing  condition  though.  As  indicated 
above, a possible explanation might be derived from studies by Downar and colleagues (Downar 
et al., 2000, 2002). They suggest the TPJ acting as detector for novel stimuli since they report TPJ 
activation  in  response  to  sudden  changes  in  a  stream  of  identical  visual  stimuli.  Possibly  the 
deactivation  found  in  our  study  is  a  result  of  rather  similar  stimulus  pictures  used  in  the 
experiment,  indicating  that no novel  information needs  to be processed. This  interpretation can 
be drawn only indirectly from the Downar studies, though. 
The functional role of the TPJ region remains nebulous. Converging evidence supports a role of 
this  region  in  bottom‐up  mechanisms  of  visual  attention  (though  there  are  studies  hinting 
involvement in other cognitive functions, too, e.g. Samson et al. (Samson, Apperly, Chiavarino, & 
Humphreys,  2004)  found  TPJ  activation  in  a  theory  of mind  paradigm),  the  precise  function, 
however, is still under debate. Corbetta and colleagues (Corbetta & Shulman, 2002; Kincade et al., 
2005;  Shulman  et  al.,  2003) propose  the  attentional processing  of  behaviorally  relevant  salient 
stimuli in the TPJ region. In contrast, Downar and colleagues (Downar et al., 2000, 2002), report 
TPJ  activation  by novel  stimuli  even  in  a passive viewing  condition,  raising  the  function  of  a 
“novelty detector”. This view  is supported by a study describing  the TPJ  region as  the cortical 
substrate of visual extinction (Karnath, Himmelbach, & Kuker, 2003) and a recent study reporting 
TPJ  activation  related  to  the  primacy  effect  in  a  memory  task  (Sommer  et  al.,  submitted  for 
publication). 
Similar  to  the  IPS,  the  PPA  region  was  activated  by  both  tasks  in  our  experiment  without 
showing  stronger  activation  for  one  of  the  instructions  consistent  across  subjects. A  study  by 
Gazzeley and colleagues (Gazzaley et al., 2005) finds enhanced PPA activation when participants 
had  to encode  scenes as  compared  to passively viewing  scenes. This might  suggest a  stronger 
PPA activation in the search task in our paradigm, since more attention is needed during search 
compared  to  free  viewing. However,  the  focus  of  attention  in  the  search  task may  not  lie  on 
spatial features but on objects, as participants were instructed to search for “man‐made objects”. 




the pioneering  studies of Epstein and  colleagues  (Epstein, Harris, Stanley, & Kanwisher, 1999; 
Epstein & Kanwisher, 1998). 
In general, we were  surprised by  the  robust effect our  stimuli elicited  in  the parahippocampal 
place area (2% signal change), since many stimulus pictures show close‐up scenes of leaves and 
bushes, fewer pictures features open environments, like fields, houses, and forest. 





on  eye movements,  the  projection  screen  in  a  scanner  is much  smaller  than  the  screens  used 
outside the scanner. This might change the effect of luminance contrast modifications to a degree 
such that behavioral effects are still detectable whereas effects on neural activity are not. 
Furthermore,  the  experiment  turned  out  to  be  rather  demanding  for  the  participants.  The 
application of eye‐tracking in an MRI scanner elongated the time participants had to spend in the 
scanner  to a  large degree. Thus, participants vigilance decreased  throughout  the experiment as 













4.6 Proposals for Further Data Analysis and Additional Studies 
An exhaustive analysis of the data obtained by the present experiment is beyond the scope of this 








The  contrast  response  vs.  no  response  was  computed  for  all  runs  (both  tasks)  taken  together. 
Comparing  response  trials with  trials  in which no  response was given  for  the  search  task only, 
might  reveal a difference  in  the TPJ  region, since TPJ should be deactivated during search but 
activated by  target detection. Note  that  this difference might be  too  small  to gain  significance, 
since participants were  instructed  to search  for an unknown amount of  targets  in each picture, 
thus maintaining the search condition as long as possible during stimulus presentation. 
Hence, it might be more instructive to look at those trials in the search task which actually contain 
targets.  A  deconvolution  analysis  (Burock,  Buckner,  Woldorff,  Rosen,  &  Dale,  1998)  could 
dissociate  the BOLD signal corresponding  to  the search period and  the neural response at/after 
target detection. Problems in this approach might be that button response are given too soon after 
stimulus onset and  several button  responses within one  stimulus might be  spaced  too  tightly, 
thus,  prohibiting  proper  deconvolution.  Also,  the  number  of  images  featuring  search  targets 
might be too small to obtain significant results. A follow‐up study using natural stimuli with one 
search target per picture that is not too easily detectable would prevent these problems allowing 
for robust deconvolution analysis. Results of  this study might support  the behavior of  IPS and 
TPJ during search and target detection as described by Corbetta and colleagues (Corbetta et al., 
2000;  Shulman  et  al.,  2003)  and  generalize  their  findings  for  search  in  schematized  stimuli  to 
search in natural scenes. 
In the investigation of visual attention, knowledge about the specific roles of participating brain 





to  our  data  might  reveal  top‐down  mechanisms  of  attention  as  directed  influences  from 
prefrontal areas on parietal and from parietal on visual areas. Also, one might find prefrontal or 
parietal areas  influencing  (inhibiting)  the TPJ region during search. Also,  this method could be 
applied to the follow‐up experiment proposed in the previous paragraph. 
Last  but  not  least,  I  want  to  address  the  issue  of  lateralized  TPJ  responses.  Corbetta  and 
colleagues  (Corbetta &  Shulman,  2002; Kincade  et  al.,  2005) describe TPJ  activation  by  salient 
behaviorally relevant stimuli lateralized to the right hemisphere. Shulman et al. (Shulman et al., 
2003)  and  our  study  found  bilateral  deactivation  during  search.  Moreover,  Downar  and 
colleagues  (Downar  et  al.,  2000)  report  bilateral  TPJ  activation  by  novel  stimuli  from  several 
modalities.  In  addition  to  these  imaging  studies,  a  behavioral  experiment  (Peyrin,  Chauvin, 
Chokron,  &  Marendaz,  2003)  suggests  a  lateralized  preference  for  high  and  low  spatial 
frequencies in left and right TPJ respectively. Thus, a meta‐analysis with respect to low and high 
spatial  frequencies of  the applied stimuli could shed more  light on  lateralized activation  in  the 
TPJ region. Also, the set‐up used in the study by Peyrin and colleagues could be adopted for an 
fMRI  experiment.  Moreover,  an  additional  study  could  incorporate  low  and  high  spatial 
frequencies  in a search  task using natural stimuli. To avoid pop‐out effects of objects altered  in 
spatial frequencies, stimuli of natural scenes could contain  two  targets per picture belonging  to 
two different categories, e.g. animals and man‐made objects. In each stimulus picture, one of the 
targets  should  be  presented  in  low  spatial  frequencies,  the  other  in  high  spatial  frequencies. 






































































































































































1) Aim of the study 
This study investigates neural processes underlying the visual perception of natural images. 
2) Procedure of the study 
In this study, the methods fMRI and eye‐tracking will be combined. 


























Both  blocks  are  subdivided  into  three  sequences.  There  will  be  short  breaks  between  the 
sequences in which you remain in the scanner. After each break, we will ask you if you want to 
proceed with the next sequence. 





4) Terminating the experiment 
You  have  the  right  to  terminate  the  experiment  at  any  time  without  giving  reasons.  Your 
participation  is  completely  voluntary  and  without  any  commitment.  You  will  have  no 
disadvantage if the experiment is aborted. 
5) Privacy Policy 
The  regulations of data security are closely observed. Personal data will not be passed on  to a 
third  party.  The  data  obtained  from  you  will  be  made  anonymous  and  only  processed  or 
published in this form. 



















1) Zweck der Studie 
In dieser Studie werden neuronale Prozesse der visuellen Wahrnehmung von 
natürlichen Bildern untersucht. 





































































Appendix B Code for Stimulus Presentation 
###################################################### 




########## --    Header   --# 
scenario = "Free Viewing w/ gray screen as baseline"; 
pcl_file = "../freeViewing_grayBaseline.pcl"; 
 
# one button for subject (1/99) 
active_buttons = 1; 
button_codes = 99; 
 
  #-- MRI specific stuff 
scenario_type = fMRI;  
 
pulse_code = 200; # name for logfile 
 
# adjust this parameter if scanner pulses multiple times during one scan 
pulses_per_scan = 1;   
 
 
########## --    Body   --# 
begin; 
 
# name for resonse file (in pcl) - (very ugly) using a bitmap  
# to transport a simple string to pcl... 
bitmap{ 
 filename = "MeanGray.bmp"; 




# initialize stimulus pics and store in array 
############ 
array{ 
bitmap{ filename = "Nat024_L100.bmp"; }; 
bitmap{ filename = "Nat021_Con2.bmp"; }; 
bitmap{ filename = "Nat022_L020.bmp"; }; 
bitmap{ filename = "Nat019_R060.bmp"; }; 
bitmap{ filename = "Nat023_L060.bmp"; }; 
bitmap{ filename = "Nat020_R100.bmp"; }; 
bitmap{ filename = "Nat018_R020.bmp"; }; 
bitmap{ filename = "Nat017_Con1.bmp"; }; 
 
bitmap{ filename = "Nat075_R060.bmp"; }; 
bitmap{ filename = "Nat078_L020.bmp"; }; 
bitmap{ filename = "Nat077_Con2.bmp"; }; 
bitmap{ filename = "Nat074_R020.bmp"; }; 
bitmap{ filename = "Nat080_L100.bmp"; }; 
bitmap{ filename = "Nat079_L060.bmp"; }; 
bitmap{ filename = "Nat076_R100.bmp"; }; 
bitmap{ filename = "Nat073_Con1.bmp"; }; 
 
bitmap{ filename = "Nat008_L100.bmp"; }; 
bitmap{ filename = "Nat002_R020.bmp"; }; 
bitmap{ filename = "Nat007_L060.bmp"; }; 
bitmap{ filename = "Nat004_R100.bmp"; }; 
bitmap{ filename = "Nat003_R060.bmp"; }; 
bitmap{ filename = "Nat006_L020.bmp"; }; 
bitmap{ filename = "Nat005_Con2.bmp"; }; 
bitmap{ filename = "Nat001_Con1.bmp"; }; 
 
bitmap{ filename = "Nat057_Con1.bmp"; }; 




bitmap{ filename = "Nat060_R100.bmp"; }; 
bitmap{ filename = "Nat064_L100.bmp"; }; 
bitmap{ filename = "Nat063_L060.bmp"; }; 
bitmap{ filename = "Nat059_R060.bmp"; }; 
bitmap{ filename = "Nat058_R020.bmp"; }; 








#-- set baseline pic as default pic 
picture{ 
 bitmap{filename ="MeanGray.bmp";}; 
 x = 0; y = 0; 
 text{ 
  #!!!!!!!!! TODO: adjust to meanGray.bmp 
  background_color = 123, 123, 123;  
  font_color = 0, 0, 0;  
  font_size = 30; 
  caption = "+"; 
 }; 
 x = 0; y = 0; 
}default; 
 
# dummie pic for dynamic stimulus pic in pcl 
picture{  
 bitmap { filename = "MeanGray.bmp";}; 




#--   Trials: declare each 'trial type'.  
#             Pcl will replace bitmap in stimulus trial  
#    and show these trials over and over again 
############# 
#  trial for stimulus pic 
trial{ 
 stimulus_event{ 
  picture pic_stim; 





# baseline trial 
trial{ 
 stimulus_event{ 
  picture default; 








# PCL file for presenting stimuli from SDL file, 
#  Baseline pictures are presented  
# and before stimulus pictures,  





# declare all variables here 
############   
 
int TR = 1800; 
# TR*volumes_per_stimulus == ca. 6 sec 
int volumes_per_stimulus = 3; 
 
# TR*volumes_per_baseline == ca. 10 sec 
int volumes_per_baseline = 6; 
 
# counter for fmri_pulse 







# create balanced + shuffled jitter (start and end with jittered baseline -> +1) 
array <int> jitter[stimuli_pics.count()+1]; 
 
# open output file for response-file-matching 
# (creates file automatically in logfile directory, overwrites existing file) 
output_file out = new output_file;  
out.open(response_filename.description()); 
 
# create jitter and shuffle 
loop int k = 1 
until k > jitter.count() 
begin 
 jitter[k] = -1; 
 jitter[k+1] = 0; 
 jitter[k+2] = 1; 




# set stimulus duration (equal for all stimuli) 








# run through the stimulus array 
loop 
 int n = 1;  
until n > stimuli_pics.count() 
begin 
 
 # -- prepare next stimulus pic 
  
 # set next stimulus pic  
 pic_stim.set_part(1, stimuli_pics[n]); 
 # get condition from stimulus file name and set as code 
 file = stimuli_pics[n].filename(); 




 if condition == "Con1" || condition == "Con2" 
 then stim_event_stimulus.set_event_code("control"); 
 else stim_event_stimulus.set_event_code(condition); 
 end; 
 
 # add jitter to baseline duration 
 jittered_volumes_per_baseline = volumes_per_baseline + jitter[n]; 
 # set baseline duration 
 stim_event_baseline.set_duration(TR * jittered_volumes_per_baseline - 150); 
 
 
 #-- handle fmri synch  
 # advance mri_pulse (by baseline duration) 
 
 next_crucial_pulse = next_crucial_pulse + jittered_volumes_per_baseline; 




 #-- present pink noise 
 trial_baseline.present(); 
  





 # present stimulus 
 trial_stim.present(); 
  
 # write pic filename plus responses for button 1 
 file_without_path = file.substring(file.count()-14, 15); 




 n = n + 1; 
 # advance mri_pulse by stimulus pic duration 
 /* would be nice to only have one computation of the new pulse 
    but don't know how to handle first trial then ... (avoiding IF)*/ 
 next_crucial_pulse = next_crucial_pulse + volumes_per_stimulus; 
end; 
 
# set last baseline duration (extra trial) 
stim_event_baseline.set_duration(TR * (volumes_per_baseline + 
jitter[jitter.count()])); 
 
#-- present last pink noise 
trial_baseline.present(); 
 
# write last baseline and response count for button 1  
out.print("baseline:\t"); 
 out.print(response_manager.response_count(1)); 
# close output file 












Subject 1  missing  missing  missing 
Subject 4  71  25  1 
Subject 5  0  96  0 
Subject 6  41  55  3 








Subject 1  missing  missing  missing 
Subject 4 *  23  69  0 
Subject 5  23  73  3 
Subject 6  16  80  2 


















x  ‐49  ‐22  ‐24  54  27  29  30  26 
y  ‐65  ‐60  ‐45  ‐58  ‐57  ‐50  ‐63  ‐52 
Tal‐ 
Coordinates 
z  15  44  ‐10  17  63  37  45  ‐12 





















Adj R of GLM  0.273  0.487  0.650  0.334  0.490  0.728 
t  ‐2.064  0.099  1.923  ‐3.678  1.292  1.363 Search Task ‐ 
Free Viewing  
(all runs) 
p  0.039  0.921  0.0546  0.0002  0.197  0.173 
t  0.420  0.641  0.403  0.729  0.822  0.951 Gradient‐
NoGradient 
(all runs) 
p  0.674  0.521  0.687  0.466  0.411  0.341 
t  0.546  1.589  0.737  0.436  1.614  1.186 Gradient‐
NoGradient  
(free viewing)  p  0.585  0.112  0.461  0.662  0.107  0.236 
t  0.048  ‐0.681  ‐0.167  0.594  ‐0.451  0.160 Gradient‐
NoGradient 
(search task) 
p  0.962  0.496  0.867  0.552  0.652  0.873 
t  ‐0.354  1.621  0.411  ‐0.369  1.292  1.114 Right‐Left  
(all runs)  p  0.723  0.105  0.681  0.712  0.196  0.265 
t  0.365  1.533  ‐0.143  0.964  1.712  0.916 Right‐Left 
(free viewing)  p  0.715  0.125  0.886  0.335  0.087  0..359 
t  ‐0.863  0.763  0.721  ‐1.478  0.123  0.661 Right‐Left 














x  ‐50  ‐21  ‐11  49  29  14 
y  ‐61  ‐67  ‐55  ‐62  ‐67  ‐50 
Tal‐ Coordinates 
z  20  41  ‐5  16  33  ‐7 
Size of VOI  #2245  #2575  #1268  #1193  #1566  #1343 
P‐Value of Activation Map 
Used for VOI Definition  









Adj R of GLM  0.367  0.482  0.617  0.334  0.466  0.621 
t  4.343  ‐5.545  ‐3.127  3.793  ‐3.371  ‐2.877 Search Task ‐ Free 
Viewing  
(all runs) 
p  0.000015  0.0000  0.0017  0.0002  0.0008  0.004 
t  0.622  ‐0.511  0.531  1.083  ‐0.409  0.324 Gradient‐
NoGradient 
(all runs) 
p  0.534  0.610  0.594  0.279  0.683  0.746 
t  0.238  0.057  0.744  0.459  0.115  0.163 Gradient‐
NoGradient  
(free viewing) 
p  0.812  0.955  0.457  0.646  0.908  0.870 
t  0.639  ‐0.773  0.012  1.068  ‐0.697  0.294 Gradient‐
NoGradient 
(search task) 
p  0.523  0.439  0.991  0.286  0.492  0.769 
t  0.694  ‐1.449  ‐0.256  1.625  ‐0.424  1.178 Right‐Left  
(all runs)  p  0.488  0.148  0.798  0.104  0.672  0.239 
t  1.324  ‐1.029  ‐0.133  2.043  ‐0.125  1.040 Right‐Left 
(free viewing)  p  0.186  0.303  0.894  0.0412  0.901  0.298 
t  ‐0.325  ‐1.020  ‐0.227  0.273  ‐0.471  0.630 Right‐Left 










x  ‐49  ‐24  ‐21  62  26  24 
y  ‐53  ‐59  ‐45  ‐25  ‐52  ‐52 
TAL‐Coordinates 
z  24  52  ‐9  12  47  ‐12 


































Adj R of GLM  0.300  0.506  0.603  0.234  0.514  0.805 
t  ‐1.831  0.715  2.725  ‐1.572  2.937  3.648 Search Task ‐ Free 
Viewing  
(all runs) 
p  0.067  0.475  0.006  0.116  0.003  0.0003 
t  1.419  ‐0.548  ‐0.960  ‐1.048  ‐1.015  ‐0.793 Gradient‐
NoGradient 
(all runs) 
p  0.156  0.584  0.337  0.295  0.310  0.428 
t  0.977  ‐1.011  ‐1.333  ‐1.99  ‐1.238  ‐0.781 Gradient‐
NoGradient  
(free viewing) 
p  0.329  0.312  0.183  0.047  0.216  0.435 
t  1.030  0.232  ‐0.030  0.495  ‐0.201  ‐0.342 Gradient‐
NoGradient 
(search task) 
p  0.303  0.817  0.976  0.620  0.840  0.732 
t  1.201  1.118  ‐0.478  0.680  1.771  0.919 Right‐Left  
(all runs)  p  0.229  0.264  0.633  0.496  0.077  0.358 
t  0.960  0.390  0.110  0.387  0.995  1.490 Right‐Left 
(free viewing)  p  0.337  0.697  0.912  0.699  0.320  0.136 
t  0.738  1.193  ‐0.788  0.576  1.511  ‐0.194 Right‐Left 











x  ‐47  ‐25  ‐31  38  27  25 
y  ‐68  ‐52  ‐50  ‐60  ‐57  ‐47 
TAL‐ Coordinates 
z  25  44  ‐13  33  42  ‐12 





















Adj R of GLM  0.237  0.675  0.608  0.226  0.585  0.679 
t  1.630  ‐5.958  ‐4.440  1.743  ‐4.308  ‐5.429 Search Task ‐ Free 
Viewing  
(all runs) 
p  0.103  0.000  0.000  0.0816  0.00001  0.000 
t  ‐0.211  0.015  ‐0.653  ‐0.168  ‐0.480  ‐0.959 Gradient‐
NoGradient 
(all runs) 
p  0.833  0.989  0.514  0.867  0.631  0.338 
t  0.259  0.206  ‐0.524  0.090  ‐0.770  ‐1.255 Gradient‐
NoGradient  
(free viewing) 
p  0.796  0.837  0.600  0.929  0.441  0.209 
t  ‐0.560  ‐0.185  ‐0.399  ‐0.328  0.093  ‐0.009 Gradient‐
NoGradient 
(search task) 
p  0.576  0.853  0.690  0.743  0.926  0.921 
t  ‐2.206  0.140  ‐0.327  ‐0.453  ‐0.597  ‐1.303 Right‐Left  
(all runs)  p  0.028  0.888  0.743  0.650  0.551  0.193 
t  ‐1.959  0.038  ‐0.109  0.386  ‐0.020  ‐1.091 Right‐Left 
(free viewing  p  0.0503  0.970  0.913  0.700  0.983  0.275 
t  ‐1.159  0.160  ‐0.354  ‐1.028  ‐0.825  ‐0.752 Right‐Left 










x  ‐38  ‐27  ‐24  48  51  37  20  25 
y  ‐64  ‐60  ‐47  ‐59  ‐69  ‐55  ‐69  ‐45 
Tal‐ Coordinates 
z  20  45  ‐13  13  18  45  45  ‐13 





























Adj R of GLM  0.225  0.436  0.717  0.317  0.493  0.693 
t  ‐2.403  0.918  ‐0.654  ‐3.405  ‐0.497  ‐0.199 Search Task ‐ Free 
Viewing  
(all runs) 
p  0.0164  0.359  0.513  0.001  0.619  0.842 
t  ‐0.736  ‐0.176  0.245  0.803  1.407  0.529 Gradient‐
NoGradient 
(all runs) 
p  0.462  0.860  0.806  0.422  0.159  0.597 
t  ‐0.502  ‐1.086  ‐1.525  1.453  0.143  ‐0.583 Gradient‐
NoGradient  
(free viewing) 
p  0.616  0.277  0.127  0.146  0.886  0.559 
t  ‐0.539  0.837  1.873  ‐0.318  1.847  1.332 Gradient‐
NoGradient 
(search task) 
p  0.590  0.402  0.061  0.751  0.065  0.183 
t  1.080  ‐1.791  ‐1.231  ‐1.035  ‐2.294  ‐1.074 Right‐Left  
(all runs)  p  0.280  0.073  0.218  0.301  0.022  0.283 
t  2.185  ‐0.778  0.224  0.498  ‐1.103  ‐0.034 Right‐Left 
(free viewing)  p  0.029  0.436  0.823  0.629  0.270  0.973 
t  ‐0.657  ‐1.754  ‐1.964  ‐1.962  ‐2.141  ‐1.486 Right‐Left 
(search task)  p  0.511  0.079  0.050  0.050  0.032  0.138 
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