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ϕˆs(n) : position angulaire estimée
τ : retard
θ : angle mécanique dans le repère fixe du stator
θ′ : angle mécanique dans le repère tournant du rotor
θr : position angulaire du rotor
θs : position angulaire du stator
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La machine asynchrone a longtemps été fortement concurrencée par la machine syn-
chrone dans les domaines de forte puissance, jusqu’à l’avènement de l’électronique de
puissance. La plus grande utilisation de cette machine est due à la standardisation, à sa
grande robustesse et à son bas coût d’achat et d’entretien. En fait, elle est omniprésente
dans de nombreuses applications et en particulier dans les secteurs de pointe comme
l’aéronautique, le nucléaire, les industries chimiques, dans le transport (métro, trains,
propulsion de véhicule et des navires, les ascenseurs), dans l’industrie (machines-outils,
treuils), dans l’électroménager. Elle était à l’origine uniquement utilisée en moteur mais,
toujours grâce à l’électronique de puissance, elle est de plus en plus souvent utilisée en
génératrice. C’est par exemple le cas dans les éoliennes.
Compte tenu de l’importance des enjeux en terme de productivité et de sécurité, de
nombreuses approches concernant la surveillance ont été développées.
L’histoire du diagnostic de défaut et de la protection remonte à l’origine des machines
elles-mêmes. Les fabricants et les utilisateurs des machines électriques ont initialement mis
en oeuvre une protection simple telle que la surintensité, la surtension et la protection
contre les défauts à la terre, etc. pour assurer un fonctionnement sûre et fiable. Pendant
que les tâches accomplies par ces machines devenaient de plus en plus complexes, des
améliorations ont été également cherchées dans le domaine du diagnostic de défaut. Dans
certaine application, il est maintenant devenu très important de diagnostiquer des défauts
dès leur naissance ; parce qu’une panne dans l’un des corps constitutifs de la machine peut
arrêter tout le processus de production, ce qui cause des pertes financières lourdes. Dans
le domaine nucléaire, par exemple, il est essentiel d’assurer la sécurité des personnes et
du matériel parce qu’aucun système, qu’il soit simple ou complexe, n’est à l’abri d’un
dysfonctionnement.
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C’est pour éviter ces problèmes que la recherche, sur le plan mondial, s’emploie depuis
plusieurs dizaines d’années à élaborer des méthodes de diagnostic.
Présentation du sujet
Il existe essentiellement deux approches pour le diagnostic des systèmes électroméca-
niques : celle des électrotechniciens basée sur la mesure des courants et tensions électriques,
et celle des mécaniciens basée sur la mesure des vibrations et éventuellement de la vitesse
et du couple rotorique. Il y a un intérêt certain à savoir concilier les deux approches dans
une démarche plus globale, d’abord pour identifier les connaissances communes ou spé-
cifiques à l’une et à l’autre, ensuite pour mieux orienter les techniques de diagnostic en
fonction des modes de défaillance considérés. Pour ce faire, il est nécessaire d’étudier les
interactions et les relations de passage entre le domaine des signaux électriques et celui
des signaux mécaniques. Le problème est loin d’être trivial, car :
– les mouvements de rotation des différents organes des systèmes électromécaniques
créent des modulations qui se manifestent par des interactions non-linéaires,
– les lois de l’électromagnétisme induisent des relations non-linéaires entre les forces
mécaniques et électriques.
L’objectif de ce travail est de diagnostiquer l’état d’une machine tournante par traite-
ment des signaux électriques (courants et tensions) issus d’une telle machine et reçus sur
un ensemble des capteurs et essayer d’extraire et de séparer les différentes composantes,
électriques ou mécaniques, qui existent. Face à ces difficultés, les outils de traitement du
signal dédiés à l’analyse cyclostationnaire peuvent apporter de nouvelles solutions. De
plus, la cyclostationnarité conduit à l’échantillonnage angulaire, à la conception des esti-
mateurs statistiques synchrones, commodes à mettre en oeuvre. Nous proposons d’associer
ces outils à l’approche classique de soustraction de bruit qui consiste à retrouver dans un
signal donné tout ce qui est dû à un autre signal (mécanique→ électrique et électrique→
mécanique). Pour valider les études faites sur les signaux électriques, nous traitons aussi
les signaux vibratoires. Il est nécessaire de suivre l’influence du défaut tout au long de la
chaîne cinématique et d’étudier les transferts des variables mécaniques vers les variables
électriques au sein de la machine électrique. Dans l’hypothèse où ce transfert est réalisé à
3travers la vitesse instantanée, il est important de vérifier la présence d’information rela-
tive au défaut sur cette-ci. Nous avons ciblé les défauts de roulements et montrons dans
ce projet la manifestation de ce type de défaut au niveau de la vitesse instantanée de la
machine.
Plan du travail
Le chapitre introductif (chapitre 1) présente les différents types des défauts de la ma-
chine asynchrone, les différentes méthodes de détection et le banc d’essai utilisé pour
nos expérimentations. Nous étudions au chapitre 2, l’effet du défaut de roulement sur
le fonctionnement de la machine et son influence sur les grandeurs mécaniques et élec-
triques. Nous modélisons tout d’abord un petit défaut de bague externe de roulement,
nous constatons que ce défaut provoque des fluctuations du couple résistif. Ensuite, à
partir de l’équation d’équilibre des couples, nous remontons, à travers les équations élec-
triques, la propagation du défaut vers le courant statorique. Cette étude est combinée
avec un modèle de simulation de la machine pour valider les résultats théoriques.
Les vibrations engendrées par les défauts de roulement sont cyclostationnaires. Dans
le chapitre 3, nous présentons les bases théoriques de la cyclostationnarité et nous nous
intéressons à mettre en place des algorithmes de re-échantillonnage angulaire pour les
signaux mécaniques et de la re-synchronisation des signaux électriques suivant le cycle
électrique pour les signaux électriques. La combinaison du re-échantillonnage angulaire
ou de la synchronisation des signaux avec des méthodes de traitement du signal existantes
permet d’accroître leur efficacité.
Le chapitre 4 est dédié à la détection du défaut de roulement par exploitation de
la vitesse mécanique instantanée de la machine et détection de modulations de phase
induites sur le courant statorique. Ainsi nous proposons plusieurs moyens d’estimation
de la vitesse instantanée de la machine (codeur optique et accéléromètre) et du courant
électrique. Nous proposons une nouvelle technique de diagnostic basée sur l’exploitation
du facteur de puissance instantané de la machine.
Le chapitre 5 porte sur la séparation de l’information mécanique des signaux élec-
triques. Nous abordons dans ce chapitre l’estimation du filtre de Wiener dans un cadre
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cyclostationnaire en vue de diagnostiquer les défauts qui pourraient avoir lieu sur un mo-
teur asynchrone. Nous rappelons dans une première partie sa définition dans le cadre des
signaux stationnaires et puis notre contribution à adapter ces outils aux signaux cyclo-
stationnaires. Des applications sur des signaux réels sont présentées.
Enfin, nous concluons en soulignant les résultats les plus importants de ce travail et
en présentant les perspectives.
Chapitre 1
Défaillances des machines asynchrones,
contexte et objectif
1.1 Introduction
Un défaut dans un composant peut résulter d’une usure normale, d’une mauvaise
conception, d’un mauvais montage (désalignement), d’une mauvaise utilisation, ou d’une
combinaison de ces différentes causes. Si un défaut n’est pas détecté suffisamment tôt, il
peut entraîner la dégradation complète de la machine.
Plusieurs études ont été effectuées sur la fiabilité des machines électriques réalisées par
différents groupes industriels. L’étude principale, effectuée par la compagnie "General
Electric", a été publiée dans EPRI (Electric Power Research Institute) en 1982 [EPR82] ;
elle couvre environ 5000 moteurs, dont approximativement 97% étaient des moteurs asyn-
chrones triphasés à cage.
La figure 1.1 récapitule la distribution des défauts dans les moteurs examinés dans cette
étude. Il faut noter que cette figure représente des données de machines fonctionnant dans
différentes applications et dans différentes branches dans l’industrie. Il est connu que l’oc-
currence d’un type quelconque de défauts dépend fortement de l’application spécifique
de la machine. Par exemple, il a été constaté que dans des machines asynchrones à cage,
les défauts de la cage rotorique sont plus élevés que les défauts d’enroulement statorique
pour les applications où la machine est fréquemment arrêtée et remise en marche sous une
charge importante (machines à outils et les industries minières).
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Figure 1.1: Distribution des défauts [EPR82]
La figure 1.2 résumant le travail de Thorsen et Dalva [TD99], met en évidence la
distribution de défauts parmi les composantes défectueuses dans 483 grands moteurs
asynchrones fonctionnant dans un même domaine lié à l’industrie pétrochimique. De tels
moteurs fonctionnent très souvent en conditions extrêmes dans des activités sous marine.
Ils sont souvent directement amorcés, ce qui génère de grands courants de démarrage
et des variations de couple importantes. Ces conditions sont nocives pour le moteur, et
mènent à l’usure rapide des différents composants de la machine. Comparant les résultats
de ce travail à EPRI (figure 1.1), il apparaît clairement que l’occurrence d’un type spéci-
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fique de défaut dépend considérablement de l’application spécifique de la machine et de
l’environnement de fonctionnement.
Figure 1.2: Distribution des défauts des machines électriques fonctionnant dans l’indus-
trie pétrochimique [TD99]
Il est important d’avoir une idée de la dépendance de la panne à l’environnement.
Thorsen et Dalva indiquent que le taux de panne pour des moteurs utilisés en extérieur,
où l’environnement est humide (aux usines terrestres et en mer par exemple), peut être
2, 5 fois plus grand que le taux d’échec pour des moteurs utilisés à l’intérieur.
1.2 Types des défauts de la machine asynchrone
Quoique robuste, la machine asynchrone peut présenter différents types de défauts qui
peuvent être classifiés comme suit [Vas93, NTX05] :
1. Les défauts du stator qui résultent d’un défaut dans un ou plusieurs enroulements
de phase statorique, ou d’un mauvais raccordement des enroulements statoriques ;
2. Défauts rotoriques : une barre cassée, rupture de l’anneau ou d’un court-circuit dans
les enroulements rotoriques ;
3. Des irrégularités statiques et-ou dynamiques dans l’entrefer ;
4. Axe plié (similaire à l’excentricité dynamique) qui peut avoir comme conséquence
une bande de frottement entre le rotor et le stator, endommageant sérieusement le
stator et ses enroulements ;
5. Défauts des roulements.
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Les défauts des roulements, les défauts statoriques ou d’armature, les barres cassées
du rotor ou rupture de l’anneau, et les défauts liés aux excentricités sont les plus répandus
et exigent, ainsi, une attention particulière. Ces défauts produisent un ou plusieurs des
symptômes suivants :
1. Un déséquilibre des phases électriques (courants et tensions) ;
2. Fluctuations accrues de couple ;
3. Diminution du couple moyen ;
4. Augmentations des pertes et réduction d’efficacité ;
5. Chauffage excessif.
Pour détecter de tels défauts, plusieurs méthodes de diagnostic ont été développées
impliquant plusieurs domaines scientifiques et technologiques. Elles peuvent être décrites
comme suit [KS92], [Vas93] :
1. Surveillance du champ électromagnétique,
2. Mesures de la température,
3. Rayonnement infrarouge,
4. Surveillance du bruit et de vibration,
5. Analyse chimique,
6. Mesures acoustiques,
7. Analyse de la signature du courant (MCSA),
8. Méthodes basées sur le modèle électrique de la machine, intelligence artificielle, et
réseau de neurones.
1.3 Méthodes de détection et diagnostic des défauts
1.3.1 Défauts du stator
Ces défauts sont habituellement liés à une dégradation de l’isolement, ils représentent
environ 30% à 40% des défauts de machines à induction [EPR82], [IEE85], [KPKH96]. A
un stade avancé, ces défauts pourront provoquer un court-circuit entre spires qui peut s’ag-
graver et évoluer vers un court-circuit phase-phase ou phase-terre [NTX05]. Ils contribuent
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à un déséquilibre des courants des trois phases et par conséquence à une dégradation du
couple moteur. Il est donc possible de détecter ces défauts en surveillant les composantes
inverses et homopolaires du courant statorique [KS92, KPKH96].
Causes
L’enroulement statorique d’une machine électrique est soumis à des efforts induits par
une variété de facteurs, parmi les plus importants, une surcharge thermique, les vibrations
mécaniques, les pics de tension provoqués par le réglage de fréquence, etc. Selon [TP87],
et [NTX05], les causes les plus fréquentes des défauts d’enroulement statorique sont :
– Échauffement excessif du noyau et des enroulement du stator,
– Fissures dans le tôle, de fixation, et des jonctions,
– Mauvaise connection des têtes des enroulements,
– Contamination provoquée par le pétrole, l’humidité, et la saleté,
– Courts-circuits,
– Surcharge à la mise sous tension,
– Décharges électriques,
– Fuites dans les systèmes de refroidissement.
Les mécanismes du défaut et les symptômes produits
Les premières investigations sur des mécanismes de panne dans des moteurs [Cra75]
ont conclu que la grande majorité des défauts semble être associée à l’isolant des fils,
ce qui se traduit par un arc électrique à faible consommation d’énergie intermittente, qui
cause l’érosion des conducteurs jusqu’à ce que suffisamment de puissance soit amenée à les
souder. Crawford [Cra75] affirme que, une fois la soudure produite, des courants induits
très élevés dans les parties court-circuitées mènent à la destruction rapide du stator.
Dans de grands générateurs et moteurs des centrales électriques, l’isolation d’enrou-
lements du stator et du rotor est exposée à une combinaison des contraintes thermiques,
électriques, vibratoires, thermo-mécaniques, et d’environnement lors du fonctionnement.
A long terme, les effets multiples causent le vieillissement, qui mène finalement à la des-
truction de l’isolant. Il est important dans ce cas d’estimer la durée de vie restante de
l’isolation de l’enroulement.
La détérioration de l’isolation d’enroulement commence habituellement par un court-
circuit entre quelques spires de l’enroulement. Un défaut de spire dans l’enroulement
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statorique entraîne un grand courant circulant dans les spires court-circuitées, il cause
un échauffement excessif localisé et assure les conditions favorables pour que le défaut se
propage rapidement à une plus grande section de l’enroulement [KPKH96]. Les courants,
à rotor bloqué, sont de l’ordre de 6 à 10 fois le courant nominal [IEC95], [WFW03]. S’ils
ne sont pas détectés, les défauts de spire peuvent se propager, menant à un court-circuit
catastrophique phase-terre ou phase-phase.
Le chauffage excessif provoqué par le court-circuit entre spires est la raison pour la-
quelle les moteurs tombent en panne presque toujours en quelques minutes, si ce n’est
quelques secondes. Ainsi, chaque 10°C additionnel fait détériorer l’enroulement deux fois
plus rapidement que dans un fonctionnement à température normale. Le défaut d’isola-
tion entre l’enroulement et la terre peut créer un grand courant de terre, qui peut avoir
comme conséquence des dommages irréversibles au cœur de la machine. Dans le cas où le
défaut est détecté suffisamment tôt, la machine peut être remise en service en rebobinant
seulement le stator. Le remplacement du moteur tout entier nécessite un temps d’arrêt
plus important et un coût de maintenance plus élevé [TLS+03].
Pour les machines à haute tension et les grandes machines à basse tension, l’évolution
d’un court-circuit entre spires vers un défaut d’isolation entre l’enroulement et la terre est
très rapide, et peut se faire en quelques secondes seulement. Pour ces types de machines, la
surveillance régulière de l’état d’isolation d’enroulement en analysant en direct la décharge
partielle est employée avec succès depuis les années 1970 [Nat93]. Une surveillance en ligne
de la décharge dans la structure d’un enroulement statorique fournit une indication précise
du processus de détérioration. Cette surveillance régulière présente un moyen de détection
précoce des problèmes et permet de prendre les mesures nécessaires pour réparer la panne
et prolonger la durée de vie de la machine. Pour les petites machines, l’évolution du
défaut de court-circuit entre spires vers un défaut de court-circuit avec la terre peut être
de quelques minutes à quelques heures, selon la sévérité du défaut et le chargement du
moteur.
Un défaut d’isolation entre les spires conduit à éliminer une ou plusieurs spires d’un
enroulement statorique. Cela peut avoir un effet minime mais il sera quantifié dans la
distribution du flux dans l’entrefer [PSLF94].
Un autre défaut classé dans la même catégorie est le "single-phasing" ou fonctionne-
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ment en monophasé. Dans ce cas, une ligne d’alimentation ou une phase d’enroulement est
coupée, c’est ce qu’on appelle circuit-ouvert ou phase ouverte. Dans le cas d’un montage
en étoile, la machine sera alimentée seulement à travers deux phases, donc l’équivalent
d’un circuit monophasé.
Techniques de détection des défauts du stator
Il y a un certain nombre de techniques pour détecter ces défauts. Pour les grands géné-
rateurs par exemple, les méthodes qui testent la décharge partielle donnent des résultats
très fiables [SK98]. Cependant, pour les moteurs de basse tension, il n’y a pas de procé-
dure standard de détection des défauts du stator. Penman et al [PSLF94] détectent les
défaillances entre spires en utilisant une grande bobine enroulée de manière concentrique
autour de l’axe de la machine pour analyser la composante axial du flux de la machine.
On rappelle que le flux axial est le résultat de l’effet des courants sur les extrémités de
la machine (têtes de bobines, anneaux de court-circuit). Le flux axial est toujours pré-
sent dans les machines électriques à cause des dissymétries inhérentes à leur fabrication.
L’étude des variations de flux peut donc être une solution pour détecter et localiser un
défaut à travers l’utilisation de bobines exploratrices placées à l’extérieur de la machine,
perpendiculairement à l’axe du rotor. Le défaut peut être détecté en montant quatre en-
roulements symétriques dans les quatre quadrants du cercle du moteur. Les composantes
fréquentielles à détecter dans le flux axial sont données par :
fc−c =
(
k ± n1− g
p
)
fs (1.1)
où p est le nombre de paires de pôle, fs est la fréquence d’alimentation électrique,
k = 1, 3 et n = 1, 2, . . . , (2p−1) et g est le glissement. La technique de détection basée sur
le flux axial fonctionne très bien même en présence des harmoniques électriques comme
le cas de moteur asynchrone alimenté par onduleur [HDC03].
Toliyat et Lipo [TL95] ont montré à la fois par la modélisation et l’expérimentation
que ces défauts se traduisent par une asymétrie dans les impédances de la machine ce qui
cause un déséquilibre dans les courants statoriques. Cependant, une source d’alimentation
déséquilibrée ou saturation de la machine peuvent être à l’origine de ce problème. Kliman
et al [KPKH96] ont modélisé les déséquilibres dans les phases et aussi une asymétrie de
fabrication.
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Un modèle pour estimer et détecter, dans le domaine temporel, les défauts entre spires
et le court-circuit est décrit dans [XCC03]. Dans [ZBDNS03], les auteurs ont développé
un détecteur basé sur la transformée de Concordia du courant (Annexe A) pour détecter
les déséquilibres statorique et le circuit ouvert.
Un autre type de techniques basées sur l’analyse du courant statorique pour la détec-
tion des défauts de court-circuit entre les spires statoriques ont été décrites dans [JP98],
[SSP01]. Ces défauts génèrent des composantes fréquentielles à basses et hautes fréquences
similaires aux défauts liés à l’excentricité. Mais il n’y a pas une explication physique bien
claire derrière l’existence de ces fréquences. Aussi, les problèmes liés à un déséquilibre
de trois tensions d’alimentations ou des imperfections de construction qui produisent les
effets semblables, ne sont pas abordées.
1.3.2 Défauts du rotor
Les défauts du rotor peuvent être considérés comme plus complexes et plus variés
que les défauts du stator. Les défauts rotoriques les plus rencontrés dans une machine
asynchrone peuvent être classés comme suit :
– rupture d’une barre rotorique,
– rupture de l’anneau,
– court-circuit dans les enroulements rotoriques.
Contrairement à la conception du stator, la conception du rotor à cage et la fabrication
ont peu changé au fil des ans. Les cas de rupture du rotor comptent environ 10% du total
des défaillances du moteur asynchrone ([EPR82], [BS86], [KPKH96]). Cependant, dans le
domaine du diagnostic de défaut et la surveillance des machines électriques, la plupart des
recherches présentée dans la littérature traite les défauts du rotor, alors que les défauts
de roulement, qui comptent environ 40-50% des pannes du moteur, ne sont pas aussi
largement étudiés. L’attention suscitée au défaut de la cage peut être dûe au fait que les
composantes fréquentielles des défauts sont très bien définies.
Causes
Défauts de fabrication
Pour un rotor à cage, les défauts physiques peuvent surgir à l’étape de fabrication à
travers un moulage défectueux dans le cas de rotors injectés sous pression d’aluminium,
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ou par une mauvaise soudure ou brassage entre les barres et les anneaux. Un rotor injecté
d’aluminium peut avoir des bulles d’air entre les couches, cela augmente les résistances
électriques des barres. Par conséquent, il peut y avoir des points faibles dans les barres
où les résistances sont très grandes et les températures élevés, ce qui peut mener à une
rupture complète de la barre [Pat98].
Conditions de fonctionnement
En fonctionnement normal, les contraintes mécaniques et thermiques sont particuliè-
rement accentuées si la machine est fréquemment arrêtée et remise en marche ou si la
machine est fortement chargée. Il est bien connu qu’au démarrage, le courant rotorique
peut atteindre dix fois le courant nominal ce qui provoque un échauffement excessif dans
le circuit rotorique. La période de démarrage est aussi caractérisée par un minimum de
refroidissement et des efforts mécaniques importants, qui surchargent les barres du rotor.
Les mécanismes de défaillance et les symptômes produites
La séquence des événements générant la rupture d’une barre rotorique est décrite
comme suit : la resistance de la barre fissurée augmente et commence à surchauffer. La
barre se casse complètement et s’incline du coté de la rupture. Ceci endommage alors
les tôles du rotor autour de la barre cassée. Les barres voisines supporteront un courant
plus grand et seront soumise à des efforts accrus, faisant par la suite abîmer ces barres.
Les barres cassées peuvent alors s’ouvrir à l’extérieur en raison des forces centrifuges et
endommager de façon catastrophique les enroulements statoriques [Pat98].
Court-circuits dans les enroulements rotoriques - mécanisme du défaut
Les spires court-circuitées dans les générateurs de puissance à rotor bobiné affectent
le fonctionnement de la machine, provoquent des niveaux élevés de vibration ; et donc la
détection précoce est importante.
De même que le cas de défauts d’enroulements statoriques, les court-circuits entre
spires apparaissent en raison de contraintes mécaniques, électromagnétiques ou ther-
miques.
Normalement, la résistance des enroulements sur les pôles opposés est identique. La
chaleur produite par l’effet Joule est distribuée d’une manière symétrique autour du rotor
forgé. Si l’isolation entre les spires est endommagée de telle manière que deux ou plusieurs
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spires de l’enroulement soient court-circuitées, alors la résistance de l’enroulement endom-
magé diminue. Lorsque les pôles sont reliés en série, on a une dissymétrie des résistances
et donc dissymétrie des températures rayonnées. Cette différence de température produit
un gradient thermique dans le corps de rotor provoquant des vibrations. Le déséquilibre
des forces magnétiques sur le rotor produit par la variation de la force magnétomotrice
(FMM) de l’enroulement contribue à accroître les vibrations [RNP01].
Indicateurs pour détecter les défauts liés au rotor
Les conséquences des défauts du rotor se manifestent par des performances médiocres
au démarrage, des vibrations excessives, et des échauffements. Tous ces éléments contri-
buent à la détérioration du rotor, et des effets secondaires dans le stator qui peuvent
provoquer ainsi sa panne.
Différentes méthodes ont été proposées pour la détection des défauts du rotor, en
s’appuyant sur la surveillance du couple moteur [TVK03], la vitesse rotorique [HGK82],
le flux électromagnétique [EED92], [PSLF94], Les vibrations dans le carter [CTD86], et le
courant statorique [KKS+88], [BK03]. L’analyse du spectre du courant est la plus courante,
en raison de la simplicité d’acquisition du courant statorique en fonctionnement, il n’est
pas nécessaire d’arrêter la machine.
En s’appuyant sur de vastes expériences réalisées sur un moteur à induction avec
différents défauts du rotor et sous diverses conditions de charge, Trzynadlowski et Ritchie
[TR00] ont montré que la puissance instantanée est plus performante que l’analyse du
courant statorique pour le diagnostic des défauts du rotor dans les machines à induction.
Détection d’une barre cassée
Le travail [EED92] présente différentes techniques pour la détection des barres cas-
sées dans le rotor à cage d’une machine à induction. Parmi ces techniques, celles qui
concernent l’étude des tensions induites dans des capteurs de champ magnétique (search
coils) semblent être plus performantes. Il a été constaté qu’un "spire de détection" placé
contre la carcasse est tout aussi efficace qu’une bobine interne monté autour d’une pointe
de dent du stator pour la détection d’un défaut rotorique. Les fréquences caractéristiques
des défauts rotoriques sont donnés par :
fbrb = fs
[(
k
p
)
(1− g)± g
]
(1.2)
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avec p est le nombre de pairs de pôle, g le glissement, fs la fréquence d’alimentation,
et k/p = 1, 3, 5, . . .
Des techniques s’appuyant sur les indications fournies par des spires de détection
montés à l’intérieur ont permis de détecter des défauts de rotor tel que la rupture des
barres amortisseur [Kar03].
Suite aux travaux de Penman et al [PDTB86], la détection des défauts de barres roto-
riques est également possible par une analyse fréquentielle du flux axial de fuite, mesuré
à l’aide d’une bobine externe enroulée autour de l’arbre de la machine. Les composantes
fréquentielles sont encore données par (1.2).
Pour anticiper l’apparition d’un disfonctionnement, soit pour les éviter, soit pour en
limiter les conséquences, quelques méthodes de diagnostic utilisent la reconnaissance des
formes. Un vecteur de paramètres, appelé vecteur de forme, est extrait à partir de plu-
sieurs mesures. Les règles de décisions adoptées permettent de classer les observations,
décrites par le vecteur de forme, par rapport aux différents modes de fonctionnement
connus avec et sans défaut. Pour classer ces observations, il faut obligatoirement être en
mesure de fournir les données pour tel ou tel mode de fonctionnement (fonctionnement
avec un rotor sain à 0% de charge ou alors fonctionnement avec une barre cassée à 100%
de charge par exemple). Pour cela, il faut disposer d’une base de données, ce qui per-
mettra ensuite de construire la classe correspondante au défaut créé (possible pour les
machines de petites et moyennes puissances). Une autre voie consisterait à calculer les
paramètres du vecteur de forme en effectuant des simulations numériques de la machine
étudiée (indispensable pour les moteurs de fortes puissances). Dans la dernière configu-
ration, il faut un modèle comportemental de la machine relativement précis pour obtenir
des paramètres les plus proches possibles de la réalité. Le choix de la classe à laquelle
appartient le vecteur de forme mesuré s’effectue par exemple grâce à des algorithmes de
type k-PPV (k plus proches voisins) [Ond06], [OBC06] ou par une approche utilisant les
frontières de séparation [Cas03].
1.3.3 Défaut d’excentricité
L’excentricité de la machine est définie comme une asymétrie dans l’entrefer du vide
qui existe entre le stator et le rotor. La présence d’un certain niveau d’excentricité est
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normale dans les machines électriques. Des fabricants et utilisateurs spécifient un niveau
admissible maximum de 5%, tandis que dans d’autres cas, un niveau maximum de 10% de
la largeur d’entrefer est permis par d’autre utilisateur [TG03]. Cependant, les fabricants
essayent d’avoir un niveau d’excentricité très faible afin de réduire les vibrations et le bruit
et de minimiser les forces radiales résultantes qui peuvent créer une bande de frottement
entre le stator et le rotor qui endommage la machine. Par conception, l’entrefer d’une
machine à induction est considérablement plus petit que dans d’autres types de machines
ayant les mêmes grandeurs et performances, la machine asynchrone sera la plus sensible
aux excentricités.
L’excentricité se répartie en deux catégories. Excentricité statique et excentricité dy-
namique. L’excentricité statique se distingue par le fait que le centre du rotor n’est pas
égal à celui du stator. L’excentricité dynamique fait que le centre du rotor tourne autour
du centre du stator.
Causes
L’excentricité statique résulte soit d’une imperfection dans l’alésage du stator, soit
d’un mauvais positionnement du rotor et/ou du stator à l’assemblage. Supposant que
l’arbre du rotor est suffisamment raide, le niveau de l’excentricité statique ne change pas.
L’excentricité dynamique peut être provoquée par plusieurs facteurs, tels que des to-
lérances de fabrication, usure des roulements, désalignement, résonance mécanique à la
vitesse critique, ou aussi à des pièces endommagés à la fabrication.
Les mécanismes de défaut d’excentricité et les symptômes produites
En réalité, les excentricités statique et dynamique ont tendance à co-exister. Un niveau
inhérent d’excentricité statique existe même dans des machines fabriquées récemment en
raison des méthodes de fabrication et d’assemblage. Cela provoque des efforts réguliers
d’attraction magnétiques non compensés (UMP) dans une seule direction et avec le temps
cela peut conduire à la flexion d’un arbre et la dégradation de roulement etc, tout cela
entamant une excentricité dynamique. Sans détection précoce, l’excentricité devient suf-
fisamment grande pour développer des forces radiales déséquilibrées qui peuvent créer un
frottement entre le stator et le rotor, ce qui mène à une panne très grave de la machine
[BT97].
Indicateurs d’excentricité
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Si un certain niveau d’excentricité entre le rotor et le stator se produit dans un moteur
électrique, quelle que soit son origine, il fait apparaître de nouvelles harmoniques dans
l’entrefer et/ou une augmentation dans l’amplitude des harmoniques existants aupara-
vant. Ensuite, il produit un effet global qui stimule le développement d’effets secondaires
suivants [DPM04] :
– efforts d’attraction magnétiques non compensés (Unbalanced Magnetic Pull UMP),
– distorsion du couple,
– Intensification de vibrations et de bruit,
– réduction de la vitesse du rotor,
– passage du courant électrique à travers les roulements
De nombreux systèmes de surveillance déterminent le spectre de Fourier du courant
d’une phase afin de surveiller l’état du moteur. Ces systèmes estiment les harmoniques
spécifiques de défaut additionnel qui sont dues au désalignement du rotor. Les fréquences
de ces harmoniques sont calculées à partir du nombre de barres du rotor et du glissement
[BT97], [DTR97].
[CTD86] définit les composantes fréquentielles à surveiller dans le spectre du courant
statorique pour la détection d’excentricité statique ou dynamique en rappelant que toute
excentricité dans l’entrefer perturbe la densité du flux électromagnétique. Les fréquences
d’intérêt sont données par :
fecc = fs
[
1± k
(
1− s
p
)]
(1.3)
où k = 1, 2, 3, . . .
Les déséquilibres mécaniques provoquent deux harmoniques du premier ordre du cou-
rant. En raison de l’interaction des courants et des tensions, ces deux harmoniques du
courant se traduisent par une seule composante harmonique dans le spectre de la puis-
sance électrique. [KHH04], [LYZ+04] montrent que la composante sur la puissance est
plus facile à localiser que celle sur le courant.
Les signaux spécifiques aux excentricités sont également présents dans le flux électro-
magnétique, qui peut être mesuré par des bobines exploratrices "search coils" qui captent
le flux axial de fuite et le flux électromagnétique de l’entrefer [THA03]. D’autres méthodes
analysent les vibrations mécaniques [DTR97] ou acoustiques provoquées par des déséqui-
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libres mécaniques, analyse du couple [WKPS99], et les forces radiales [SD96], [Ark96].
1.3.4 Défauts de roulement
Le roulement est un organe de base qui assure une liaison mobile entre deux éléments
d’un mécanisme en rotation l’un par rapport à l’autre. Sa fonction est de permettre la
rotation relative de ces éléments, sous charge, avec précision et avec un frottement mini-
mal. La majorité des machines électriques utilisent les roulements à billes ou à rouleaux.
Environ 40 % à 50 % des défauts rencontrés dans les machines asynchrones sont liés aux
roulements. Le roulement est composé des éléments suivants :
– deux bagues concentriques en acier, appelés bague intérieure et bague extérieure,
comportant des chemins de roulement (surfaces sur lesquelles "roulent" les corps
roulants) ;
– des corps roulants, billes ou rouleaux généralement en acier, permettant le mouve-
ment des deux bagues avec un frottement minimal ;
– une cage séparant et guidant les corps roulants (en polyamide, tôle acier, laiton ou
résine).
On distingue deux types de roulements : le roulement à billes, où le contact bille-chemin
est théoriquement ponctuel et le roulement à rouleaux où le contact rouleau-chemin est
théoriquement linéaire. Le roulement à billes est le plus utilisé dans le monde industriel
parce qu’il a le meilleur rapport performance-prix.
La figure 1.3 montre la construction typique d’un roulement à billes. Les billes sont
liées par une cage qui assure une distance uniforme entre elles et empêche tout contact.
Les défauts de roulement peuvent se produire lors d’une fatigue des matériaux sous des
conditions normales de fonctionnement. Au début, des fissures vont apparaître sur les
pistes et sur les billes. Ensuite, des écaillages et des arrachements de matière peuvent ac-
célérer rapidement l’usure d’un roulement. Ces phénomènes seront accompagnés par des
niveaux de bruit et de vibrations croissants [Col79], [Bon93].
Nous utilisons les notations suivantes :
Dc : diamètre de la cage (entre les centres de deux billes opposées),
1.3 Méthodes de détection et diagnostic des défauts 19
Figure 1.3: Structure d’un roulement à billes
Db : diamètre d’une bille,
β : angle de contact de la bille avec les bagues,
Nb : nombre de billes.
Causes
Les roulements peuvent être endommagés par des causes externes comme [NTX05] :
– contamination du roulement par des particules extérieures : poussière, grains de
sable, ...
– corrosion engendrée par la pénétration d’eau, d’acides, ...
– lubrification inadéquate qui peut causer un échauffement et l’usure du roulement,
– mauvais alignement du rotor,
– courant qui traverse le roulement et qui cause des arcs électriques,
– installation inexacte du roulement ; en forçant incorrectement le roulement sur l’arbre
du rotor ou dans les flasques (dû au désalignement), des entailles seront formées sur
les chemins de roulement.
Suivant l’emplacement géométrique du défaut dans le roulement, nous pouvons dis-
tinguer les types de défauts suivants :
– Défaut de bague extérieure,
– Défaut de bague intérieure,
– Défaut de billes,
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– Défaut de cage
Fréquences caractéristiques et techniques de détection
Chaque type de défaut a sa propre signature et est caractérisé par une fréquence
fondamentale (1.4)-(1.7), qui peut être calculée à partir de la structure et des dimen-
sions du roulement et de la fréquence de rotation de l’arbre. En analyse vibratoire, il est
donc possible d’observer certaines bandes de fréquences et d’identifier le type de défaut.
Les expressions de ces fréquences caractéristiques sont développées d’après [Col79]. Nous
pouvons les résumer de la manière suivante :
Défaut de bague externe : fex =
Nb
2
fr
(
1− Db
Dc
cosβ
)
(1.4)
Défaut de bague interne : fin =
Nb
2
fr
(
1 +
Db
Dc
cosβ
)
(1.5)
Défaut de bille : fbi =
Dc
2Db
fr
(
1− D
2
b
D2c
cos2 β
)
(1.6)
Défaut de cage : fca =
1
2
fr
(
1− Db
Dc
cosβ
)
(1.7)
avec fr la fréquence de rotation du rotor.
Dans le cas où la bague externe est fixe, la fréquence caractéristique du défaut de bille
(1.6) s’écrit sous la forme : fbi = DcDb fr
(
1− D2b
D2c
cos2 β
)
La détection de défaut de roulement à partir des signaux de vibration est affectée par
la vitesse de la machine [SHH03], en particulier quand l’état de roulement se dégrade.
Les vibrations de la machine peuvent diminuer même si la panne soit imminente et la
durée de vie du roulement est également influencée par les fluctuations de vitesse de
la machine. L’avantage de l’analyse d’enveloppe sur l’analyse traditionnelle du spectre
est montré dans [RAC01], [MD03], [AR05]. Le travail [MD03] présente également les
principes fondamentaux des techniques de détection de défaut de roulement d’une façon
très simplifiée.
Comparé à d’autres pannes de la machine asynchrone, les défauts de roulement ont
suscité relativement peu d’attention. Ceci est certainement lié à la difficulté de les détecter
par la surveillance du courant statorique.
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Un premier travail sur l’incidence des défauts localisés de roulement sur le courant
statorique a été publié dans [SHKB95], les défauts de roulement entraînent une excentricité
qui varie avec la position du rotor et qui se manifeste par des fréquences supplémentaires
dans le spectre du courant statorique. Ces fréquences sont données par :
fc_elec = |fs ± k.fc| (1.8)
avec k = 1, 2, 3, . . . , fs est la fréquence d’alimentation électrique et fc = fex, fin, fbi ou
fca suivant le type de défaut.
Les résultats expérimentaux de cette approche ont été présentés pour des dommages
de roulement très sévères, provoqués artificiellement (tel un trou dans la bague externe
du roulement ; effet "Brinell" induit par une table de vibration). L’effet des défauts non
localisés sur les vibrations et le courant électrique a été étudié dans [SHG04] et un modèle
autoregressif a été proposé pour la détection de ce type des défauts à partir du courant
électrique.
Lebaroud et Clerc [LC08] proposent des outils de classification des défauts, en l’occur-
rence la Représentation Temps-Fréquence (RTF) associé à un critère de décision basé sur
la distance Mahalanobis. La RTF sert à l’extraction des points pertinents qui séparent au
maximum, selon le critère de Fisher, deux états : l’un sain et l’autre en défaut. Toutefois
le choix des points est expertisé, ce qui rend cette méthode semi automatique. L’asso-
ciation RTF - HMM (Modèle de Markov Caché) permet l’automatisation complète de
la procédure de diagnostic des défauts depuis l’acquisition et le traitement des données
jusqu’à la prise de décision. Cette méthode, testée en présence des défauts (stator, rotor
et roulement), semble donner des bons résultats.
La détection des défauts de roulement par analyse du courant électrique est pertinente,
mais le problème majeur de l’analyse du courant est que les défauts mécaniques sont
souvent noyés dans le bruit ou masqués par la forte contribution électrique, ce qui ne
permet pas un bon diagnostic à partir du courant électrique. Certaines méthodes, dites à
haute résolution (HR) fréquentielle, ont été appliquées [KHC07], [BIGB08] pour aider à
la détection des défauts et au diagnostic des machines.
L’étude de l’effet du défaut de roulement sur les grandeurs électriques constitue l’ob-
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jectif de cette thèse et nous envisageons la détection du défaut de roulement par des
mesures électriques et l’exploitation de la vitesse.
1.4 Banc d’essai
Nous présentons dans ce paragraphe le banc expérimental du LASPI utilisé tout au
long de ce travail. Ce banc, représenté à la figure 1.4, est composé d’un moteur asynchrone
(MAS) de 1, 1 kW, 230 V, triphasé et à 4 pôles. Le moteur est alimenté directement par
le réseau électrique du laboratoire (230 volts, 50 Hz). Pour réaliser une charge, l’arbre
du rotor est couplé à un réducteur de vitesse à double étage. La sortie du réducteur est
couplée via une courroie à génératrice à courant continu qui débite dans un rhéostat afin
de contrôler la charge. La cinématique du banc d’essai est représentée par la figure 1.5.
Figure 1.4: Banc d’essai
f1 est la fréquence de rotation de l’arbre d’entrée du réducteur, égale à la fréquence de
rotation du moteur,
f2 ou f3 est la fréquence de rotation de l’arbre secondaire,
f4 est la fréquence de rotation de l’arbre de sortie,
fe1 est la fréquence d’engrènement entre la roue R1 et le pignon R2, égale à f1R1 = f2R2,
fe2 est la fréquence d’engrènement entre la roue R3 et le pignon R4, égale à f3R3 = f4R4,
Sur l’extrémité libre du moteur, nous avons placé un codeur optique afin de mesurer la
position angulaire de l’arbre du rotor. Le codeur fournit un signal carré dont la fréquence
est un multiple de la fréquence de rotation. Les mesures vibratoires ont été acquises par
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Figure 1.5: Cinématique du banc d’essai
un accéléromètre fixé sur le palier. Les tensions électriques sont acquises par 3 sondes
différentielles et les courants absorbés par 3 pinces ampèrmétriques.
Nous utilisons le système d’acquisition OR38 fabriqué par OROS. Il permet une ac-
quisition temporelle avec une résolution de 24 bits.
Nous avons relevé plusieurs mesures dans des conditions de fonctionnement différentes.
Le descriptif de ces acquisitions est donné par le tableau 1.1.
Table 1.1: Descriptif des acquisitions
Régime sain Régime défectueux
Charge 0% 75% 0% 75%
Vitesse moyenne (Hz) 24,8 23,05 24,7 23,05
Fréquence d’échantillonnage 1 25,6 kHz
Nombre des voies 8
Le régime défectueux est réalisé par changement du roulement qui soutient le rotor du
coté réducteur par un autre défectueux au niveau de la bague externe. Les caractéristiques
du roulement sont citées dans le tableau 1.2. Nous avons déduit l’angle de contact cosβ
à partir des différentes mesures que nous avons relevées.
Le niveau de la charge est contrôlé par la puissance débitée par la génératrice dans
le rhéostat. Dans chaque essai, nous avons acquis un signal accélérométrique, le codeur
1. Seul le codeur optique est échantillonné à 102400 Hz
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Table 1.2: Paramètres du roulement
Type diamètre externe diamètre interne NB Dc Db cos(β)
SKF 6303-2Z 47mm 17mm 7 32mm 8.735 1
optique, les trois courants absorbés par la MAS et les trois tensions d’alimentation. Les
signaux sont échantillonnés temporellement à la fréquence d’échantillonnage de 25, 6 kHz
et une fréquence de coupure à 10 kHz à l’exception du codeur optique échantillonné à
102, 4 kHz avec une bande passante de 40 kHz pour respecter le théorème de Shannon et
éviter le repliement vu qu’il fournit 2048 impulsions/tour.
Table 1.3: Fréquences liées à la cinématique (Hz)
A vide 75% de charge
fr, f1 24,7 23,05
f2, f3 7,8 7,3
f4 1,4 1,3
fe1 494 461
fe2 94 87,8
fex (Signature vibratoire du défaut) 62,9 58,2
Le tableau 1.3 récapitule les fréquences de la cinématique aux deux niveaux de charge
en fonctionnement défectueux. La signature vibratoire du défaut de roulement est localisée
à une fréquence de 2, 545.fr et l’équation (1.4) confirme que cette fréquence caractérise la
signature vibratoire d’un défaut de bague externe.
1.5 Conclusion
Dans ce chapitre, nous avons rappelé que les principales défaillances d’une machine
asynchrone triphasée entraînent la plupart du temps un arrêt intempestif de la machine
asynchrone. C’est pour pallier ce problème que le diagnostic de défaut a pris une impor-
tance de plus en plus grandissante dans les milieux industriels. Les défauts de la machine
électrique peuvent être classifiés dans 2 catégories : électrique ou mécanique. Pour chaque
type de défauts, nous avons cité les causes principales, les mécanismes et les symptômes
produits, ainsi que les techniques de détection. La détection d’un défaut s’effectue majo-
ritairement par la surveillance de l’amplitude de composantes spécifiques dans le spectre
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fréquentiel d’une grandeur mesurable. Le banc d’essai utilisé tout au long de ce travail
été aussi présenté dans ce chapitre.
Les travaux sur le diagnostic des pannes des machines asynchrones à partir des me-
sures électriques ont traité en majorités les défauts électriques, tandis que les défauts des
roulements qui représentent environ 50% des pannes de la machine asynchrone n’ont pas
fait l’objet de beaucoup de communications. L’étude de l’effet du défaut de roulement
sur les grandeurs électriques constitue la suite de cette thèse et nous proposerons des mé-
thodes de détection du défaut de roulement par des mesures électriques et l’exploitation
de la vitesse instantanée. Nous proposerons une modélisation du transfert du défaut de
roulement vers les quantités électriques.
Chapitre 2
Modélisation de la machine asynchrone
et transfert mécanique → électrique
2.1 Introduction
Dans ce chapitre, nous recherchons une meilleure compréhension des effets des défauts
de roulement sur la machine et comment s’effectue le transfert des informations méca-
niques vers les grandeurs électriques. Il existe un certain nombre de papiers témoignant
de la détection et le diagnostic des défauts des roulements, basés sur l’analyse des courants
d’alimentation de la machine. Une des raisons principalement invoquée dans la littérature
scientifique est que le défaut de roulement de type écaillage induit un déplacement radial.
Or dans ce qui suit nous montrons qu’à partir de la vitesse instantanée, il est possible de
détecter la présence d’un défaut localisé de roulement. Ce résultat montre que le transfert
du défaut peut passer également par une variation de vitesse et donc de couple.
Dans un premier temps nous reprenons les équations électriques d’une machine asyn-
chrone en régime sain et nous construisons un modèle de simulation sous MatLab et
Simulink. Des résultats de simulation, dans le cas d’un fonctionnement sain et défaillant
de la machine, seront présentés ainsi qu’une analyse harmonique des grandeurs tempo-
relles telles que la vitesse instantanée ou le courant statorique. Ce modèle a été réalisé en
partie en collaboration avec le laboratoire AMPERE de Lyon [DGYE07].
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2.2 Modèles électromagnétiques de la machine asyn-
chrone en grandeurs de phases
La machine asynchrone est constituée par deux circuits couplés électromagnétique-
ment. Elle est représentée par un schéma équivalent vu du stator, analogue à celui d’un
transformateur [PI67].
Le principe de fonctionnement d’une machine asynchrone est basé sur l’interaction
électromagnétique du champ tournant, créée par le courant triphasé fourni à l’enroulement
statorique par le réseau, et des courants induits dans l’enroulement rotorique lorsque les
conducteurs du rotor sont dans le champ tournant. Cette interaction électromagnétique
du stator et du rotor de la machine n’est possible que lorsque la vitesse du champ tournant
diffère de celle du rotor. Le fonctionnement d’une machine asynchrone est comparable à
celui d’un transformateur dont l’enroulement secondaire est tournant.
Tout type de modélisation ne peut se faire sans effectuer quelques hypothèses qui font
l’objet de la suite de cette partie. Nous développerons ensuite les équations des circuits
électriques statoriques et rotoriques pour permettre la résolution numérique du modèle
proposé.
2.2.1 Hypothèses de départ
Le premier objectif de cette modélisation est de mettre en évidence l’influence des
défauts mécaniques sur les grandeurs temporelles de la machine asynchrone (courants,
vitesse, couple, . . . ). Pour ce faire, il est indispensable de poser certaines hypothèses qui
ont pour but de faciliter la mise en équations des circuits électriques de la machine. Dans
le modèle utilisé, nous avons supposé la linéarité du circuit magnétique (perméabilité re-
lative du fer très grande devant 1). Cette hypothèse nous a permis d’utiliser le concept
d’inductance propre et mutuelle entre les bobinages statoriques et rotoriques. La satu-
ration du circuit magnétique n’est pas considérée, ni son hystérésis, ce qui entraîne un
champs magnétique sinusoïdal. On suppose que la construction mécanique est parfaite-
ment équilibrée, l’entrefer est lisse, et la dispersion du champ magnétique aux 2 bouts
de la machine est négligeable. L’effet de peau a été négligé. Nous avons supposé que les
barres rotoriques étaient isolées les unes des autres ce qui permet d’éliminer les courants
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Figure 2.1: Représentation schématique d’une machine asynchrone triphasée au stator
et au rotor
inter-barres et leurs effets au sein même de la cage rotorique. De plus, les pertes fer de la
machine, les effets capacitifs et les effets thermiques ont été négligés dans la construction
du modèle de la machine asynchrone à cage d’écureuil.
2.2.2 Schéma d’un moteur asynchrone triphasé
Nous pouvons représenter la machine asynchrone schématiquement par les trois en-
roulements de phase du stator as, bs, cs, ainsi, que les trois enroulements du rotor ar, br,
cr (figure 2.1).
Les deux axes Od et Oq, sont perpendiculaires et serviront à transformer les équations
de la machine. Leurs positions peuvent être quelconques vue l’isotropie du stator et du
rotor.
Oas, Od = θs Oar, Od = θr Oas, Oar = θs − θr = θ
L’angle θ caractérise la position angulaire du rotor par rapport au stator, d’ou la
vitesse angulaire :
ω =
dθ
dt
=
dθs
dt
− dθr
dt
(2.1)
30 Modélisation de la machine asynchrone et transfert mécanique → électrique
2.2.3 Equations électriques de la machine asynchrone
Les équations des tensions régissant le fonctionnement d’une machine asynchrone
s’écrivent sous forme matricielle :
[Vs] = [Rs].[Is] +
d[Φs]
dt
(2.2)
[Vr] = [Rr].[Ir] +
d[Φr]
dt
(2.3)
Avec
[Vs] =


vsa
vsb
vsc

 [Is] =


isa
isb
isc

 [Φs] =


φsa
φsb
φsc

 [Rs] =


Rs 0 0
0 Rs 0
0 0 Rs

 (2.4)
[Vr] =


vra
vrb
vrc

 [Ir] =


ira
irb
irc

 [Φr] =


φra
φrb
φrc

 [Rr] =


Rr 0 0
0 Rr 0
0 0 Rr

 (2.5)
[Vs], [Vr] : vecteurs des tensions statoriques et rotoriques,
[Is], [Ir] : vecteurs des courants statoriques et rotoriques,
[Φs], [Φr] : vecteurs des flux statoriques et rotoriques,
[Rs], [Rr] : matrices des resistances statoriques et rotoriques.
Les flux totalisés Φs et Φr des phases statoriques et rotoriques s’expriment sous la
forme :
[Φs] = [Ls][Is] + [Msr][Ir] (2.6)
[Φr] = [Lr][Ir] + [Msr][Is] (2.7)
L’isotropie et la symétrie de la machine font que les inductances propres des phases
statoriques sont égales et de même pour celles du rotor. Les matrices [Ls] et [Lr] de-
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viennent :
[Ls] =


Ls Ms Ms
Ms Ls Ms
Ms Ms Ls

 [Lr] =


Lr Mr Mr
Mr Lr Mr
Mr Mr Lr

 (2.8)
Ls, Lr : inductances propres statoriques et rotoriques,
Ms : inductance mutuelle entre deux phases du stator,
Mr : inductance mutuelle entre deux phases du rotor.
La matrice des inductances mutuelles entre les phases du stator et du rotor dépend de
la position angulaire θ entre l’axe du stator et celui du rotor :
[Msr] = Msr


cos(θ) cos(θ + 2π/3) cos(θ − 2π/3)
cos(θ − 2π/3) cos(θ) cos(θ + 2π/3)
cos(θ + 2π/3) cos(θ − 2π/3) cos(θ)

 (2.9)
où Msr est l’inductance mutuelle maximale entre une phase du stator et la phase corres-
pondante du rotor (leurs axes magnétiques sont alignés).
En introduisant les équations (2.6) et (2.7) dans (2.2) et (2.3), nous obtenons le système
d’équations électriques nécessaire à l’étude du fonctionnement de la machine à tous les
régimes :
[Vs] = [Rs].[Is] +
d{[Ls].[Is]}
dt
+
{d[Msr].[Ir]}
dt
(2.10)
[Vr] = [Rr].[Ir] +
d{[Lr].[Ir]}
dt
+
d{[Mrs].[Is]}
dt
(2.11)
2.2.4 Equations mécaniques de la machine
L’équation d’équilibre des couples s’écrit :
Cem = Ccharge (2.12)
avec Cem le couple électromagnétique et Ccharge le couple résistant extérieur.
Si, pour une raison quelconque, cette égalité entre les couples est perturbée (Cem
6= Ccharge), dans ce cas, l’équation d’équilibre des couples est réalisée grâce au couple
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dynamique :
J
dΩm
dt
= Cem − Ccharge (2.13)
J : moment d’inertie des parties tournantes,
Ωm : vitesse angulaire mécanique du rotor (Ωm = pω),
ω : pulsation mécanique,
p : nombre de paires de poles.
Les paramètres J et Ccharge dépendent directement de la machine étudiée et de sa charge.
Nous proposons ci-après un récapitulatif des équations électriques et mécaniques qui
régissent le fonctionnement de la machine asynchrone à cage.


[Vs] = [Rs].[Is] +
d[Φs]
dt
[Φs] = [Ls][Is] + [Msr][Ir]
[Vr] = [Rr].[Ir] +
d[Φr ]
dt
[Φr] = [Lr][Ir] + [Msr][Is]
J dΩm
dt
= Cem − Ccharge
ω = dθ
dt
= dθs
dt
− dθr
dt
(2.14)
2.2.5 Régime permanent de la machine asynchrone
En régime permanent, l’enroulement statorique est soumis à un système de tensions
symétriques, l’enroulement rotorique est court-circuité et tourne à la vitesse de Ωm = cte.
Les équations (2.10) et (2.11) se simplifient en :
[V¯s] = [Rs].[I¯s] + j[Ls]ωs[I¯s] + j[Ms]ωs[I¯r] (2.15)
[0] = [Rr].[I¯r] + j[Lr]ωr[I¯r] + j[Mr]ωr[I¯s] (2.16)
Ls : Ls - Ms : inductance propre cyclique du stator,
Lr : Lr - Mr : inductance propre cyclique du rotor.
L’expression de l’équation mécanique est la même que l’équation (2.12).
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2.2.6 Modèle de la machine dans le système d’axes d, q
La matrice (2.8) des inductances mutuelles étant à éléments non constants, les coef-
ficients des équations (2.9), (2.10) et (2.11) sont variables et la résolution analytique de
ce système d’équations se heurte à des difficultés importantes, particulièrement, lors de
l’étude des phénomènes transitoires.
L’utilisation de la transformation de Park [Pol00] permet de contourner, dans un premier
temps, ce problème et d’obtenir un système d’équations à coefficients constants ce qui
facilite sa résolution.
2.2.7 Transformation de Park
La transformation de Park consiste à appliquer aux courants, tensions et flux, un chan-
gement de variable faisant intervenir l’angle entre l’axe des enroulements et les axes d et q.
Ceci peut être interprété comme la substitution, aux enroulements réels, d’enroulements
fictifs ds, qs, dr, qr dont les axes magnétiques sont liés aux axes d, q conformément à la
figure 2.2.
Vbr
as
Vas
Var
ar
bs
cs
br
cr
Vbs
Vcs
Vcr
d
q
θθs
θr
Figure 2.2: Modèle de la machine après transformation de Park
Nous transformons, ainsi, l’enroulement triphasé a, b, c en trois enroulements ortho-
gonaux d, q, O dénommés :
34 Modélisation de la machine asynchrone et transfert mécanique → électrique
– Axe direct (indice d),
– Axe transversal (indice q),
– Axe homopolaire (indice O).
Dans le cas d’un système de courant, la transformation s’écrit :
[Idqo] = [A][Is] (2.17)
[Is] = [A]
−1[Idqo]
Celle des tensions :
[Udqo] = [A][Us] (2.18)
[Us] = [A]
−1[Udqo]
La transformation des flux :
[Φdqo] = [A][Φs] (2.19)
[Φs] = [A]
−1[Φdqo]
Avec [A] la matrice de transformation modifiée qui est orthogonale et s’écrit :
[A] =
√
2
3


cos(θ) cos(θ − 2π/3) cos(θ + 2π/3)
− sin(θ) − sin(θ − 2π/3) − sin(θ + 2π/3)
1√
2
1√
2
1√
2

 (2.20)
et
[A]−1 = [A]T =
√
2
3


cos(θ) − sin(θ) 1√
2
cos(θ − 2π/3) − sin(θ − 2π/3) 1√
2
cos(θ + 2π/3) − sin(θ + 2π/3) 1√
2

 (2.21)
Avec :
θ = θs-θr, l’angle entre l’axe de la phase as et la phase ar,
[Idqo] = [id, iq, io]T ,
[Udqo] = [Ud, Uq, Uo]T .
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2.3 Equation de la machine asynchrone dans le repère
d-q
Dans le cas où le neutre de la machine n’est pas relié, les composantes homopolaires
O sont nulles. Après transformation et arrangement de l’équation (2.18) , nous obtenons
un système d’équations non linéaires d’une machine biphasée dont les coefficients sont
indépendants de l’angle θ. Dans le référentiel tournant au synchronisme (ωs = dθsdt ; ωr =
dθr
dt
), il s’écrit sous forme matricielle :


Vds
Vqs
0
0


=


Rs +
dLs
dt
−ωsLs dMdt −ωsM
ωsLs Rs +
dLs
dt
ωsM
dM
dt
dM
dt
−Mgωs Rr + dLrdt −Lrgωs
Mgωs
dM
dt
Lrgωs Rr +
dLr
dt




ids
iqs
idr
iqr


(2.22)
g : glissement,
Vds : composante de la tension suivant l’axe d,
Vqs : composante de la tension suivant l’axe q,
ids : composante du courant statorique suivant l’axe d,
iqs : composante du courant statorique suivant l’axe q,
idr : composante du courant rotorique suivant l’axe d,
iqr : composante du courant rotorique suivant l’axe q,
M = 3
2
Mrs : inductance mutuelle cyclique entre stator et rotor.
Le couple devient :
Cem = pLm(idriqs − iqrids) = pLm
Lr
(ψdriqs − ψqrids) (2.23)
En régime permanent, les courants statoriques s’écrivent :
ia =
√
2Is cos(ωst+ φ),
ib =
√
2Is cos(ωst+ φ− 2π/3),
ic =
√
2Is cos(ωst+ φ+ 2π/3).
En appliquant la transformation de Park dans le référentiel lié au champ tournant,
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nous avons :
ids =
√
3Is cos(α) = cte,
iqs =
√
3Is sin(α) = cte,
ios = 0.
où α représente l’angle de phase à l’origine entre le courant et la tension.
Il en résulte que les flux totalisés sont constants et, par conséquent, les équations de
la machine asynchrone, en régime permanent, ne contiennent pas de tensions induites de
transformations et le système (2.22) devient :
Vds = Rsids − ωsLsiqs − ωsMiqr
Vqs = Rsiqs + ωsLsids + ωsMidr
0 = Rridr + gωsLriqr − gωsMiqs
0 = Rriqr − gωsLridr + gωsMids
(2.24)
L’équation du couple et l’équation du mouvement restent inchangeables quelque soit
le référentiel.
Toutes les équations citées précédemment nous servent à construire un modèle de simu-
lation sous MatLab/Simulink qui nous aidera à simuler le fonctionnement d’une machine
avec et sans les fluctuations du couple que nous les supposons provoqué par le défaut de
roulement.
2.4 Modélisation du défaut de roulement
Les défauts de roulements ont une incidence sur les vibrations du système, car les
roulements sont des organes de liaisons et de rigidité. Les vibrations générées au sein d’un
roulement sont de faible amplitude, ressemblant à un bruit aléatoire. Lors de l’apparition
d’une avarie, une impulsion se produit chaque fois que le défaut participe à un contact.
cela excite les fréquences de résonance mécanique de la structure et elles seront modulées
par la fréquence caractéristique du défaut. L’avarie a donc une signature caractéristique
qui dépend de la géométrie du roulement et de l’emplacement de l’écaillage (sur la bague
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intérieure, sur la bague extérieure, ou sur un élément roulant). Cependant, les amplitudes
des vibrations induites par les défauts ne sont pas d’un niveau très élevé. Elles sont noyées
parmi les composantes les plus énergétiques du système comme celles des engrenages ou
celles liées à un déséquilibre ou à un balourd, par exemple.
Il existe un certain nombre des papiers qui traitent de la détection et du diagnostic
des défauts de roulements, basés sur l’analyse du courant d’alimentation de la machine à
induction. Dans la littérature scientifique une des raison invoquée pour justifier l’effet d’un
défaut de roulement (écaillage) sur le courant électrique est qu’il provoque un déplacement
radial du rotor. Ce déplacement induit des modulations d’amplitude et de phase du flux
magnétique induite par la variation de l’entrefer entre le stator et le rotor. Cependant,
l’effet d’un défaut de roulements dépend de sa sévérité et de la vitesse de rotation de la
machine (l’arbre étant portée par le roulement défectueux). Nous pouvons admettre que
dans le cas où le défaut a une taille importante (par exemple un écaillage sur la course
externe ou interne, bille cassée), la largeur de l’entrefer peut être modifiée entraînant des
excentricités statiques et/ou dynamiques qui se manifesteront sur le courant comme une
modulation d’amplitude du signal fondamental [SH95]. La détection de ce phénomène est
possible en utilisant des méthodes classiques d’analyse spectrale telles que la transformée
de Fourier ou la densité spectrale. Le contenu spectral du courant dû à chacun des défauts
sera donc donné par les expressions suivantes où k = 0, 1, 2, . . .
Défaut bague externe : fam_ex = |fs ± kfex| (2.25)
Défaut bague interne : fam_in = |fs ± fr ± kfin| (2.26)
Défaut bille : fam_bi = |fs ± fca ± kfbi| (2.27)
où fs est la fréquence fondamentale du signal courant, fr est la vitesse de rotation et
fex, fin, fbi et fca sont les fréquences caractéristiques des défauts de roulement (§1.3.4).
Afin de mieux comprendre l’effet des petits défauts de roulements (ou défauts nais-
sants) sur les quantités électriques, nous allons traiter le cas d’un écaillage de largeur
∆l = 1 mm se manifestant sur la bague externe (figure 2.12). La vitesse de l’arbre roto-
rique est de 24, 7 Hz (⋍ 155 rd/s), correspondant à la vitesse de rotation de la machine
asynchrone de notre banc d’essai. En connaissant les dimensions du roulement, nous pou-
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vons calculer le temps de passage d’une bille sur la surface endommagée :
r
b
θ
∆l
Figure 2.3: Modélisation du défaut de course externe
θ = ωr ∗ t (2.28)
où :
θ est la position angulaire =∆l/r
r est le diamètre de la course externe = 20, 74 mm.
ωr = la vitesse de rotation de l’arbre et t = temps.
t = θ/ωr = 310µs (2.29)
Si nous admettons que le défaut provoque un déplacement radial, et sous la gravité
(a = 10 ms−2) le rotor subit une chute maximale de :
s =
1
2
at2 = 0, 48µm (2.30)
Nous modélisons ce déplacement par une impulsion carrée (figure 2.4) qui dure 0, 31
ms et de période 16 ms, le temps de passage de chaque bille (nos supposons que le glisse-
ment des billes est négligeable). Ainsi, il y aura environ une cinquantaine d’harmoniques
significatives dans le spectre de Fourier. Comme, elles sont en phase, le déplacement total
sera divisé entre les différentes harmoniques, donc l’amplitude de chaque harmonique sera
d’environ 0, 009 µm [IGE+08], [IEGB08].
Ce résultat montre que dans le cas des défauts naissants même si leur profondeur
est de l’ordre d’une centaine de µm, le déplacement de l’arbre sera réellement une petite
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16 ms
0,48 µm
0,310 ms
Figure 2.4: Modèle signal du défaut de roulement
fraction de cette profondeur. Les travaux publiés jusqu’à présent justifient la répercussion
sur le courant via cette variation d’entrefer. Une autre solution plausible pour expliquer le
transfert du défaut mécanique est que le défaut d’écaillage induit une variation de couple
qui contrairement à un déplacement transversal réagit instantanément et modulerait les
grandeurs électriques via le flux électromagnétique. Nous verrons par la suite qu’à travers
l’analyse de la vitesse instantanée, il est possible de détecter un défaut de roulement ce
qui corrobore l’analyse décrite ci-dessus.
2.5 Transmission du défaut vers le courant statorique
En partant de l’hypothèse argumentée dans le paragraphe précédent nous montrons
dans cette partie l’influence des variations de couple sur le courant électrique. Ces va-
riations entraînent également des oscillations dans le couple électromécanique afin que la
machine garde un régime de fonctionnement stable. Ces fluctuations ont la particularité de
se produire à la même fréquence caractéristique du défaut en question. Pour comprendre
la transmission du défaut de roulement sur le courant statorique, il est important d’étu-
dier son effet sur les forces magnétomotrices et par la suite sur l’induction et le courant
statorique.
2.5.1 Effet sur la force magnétomotrice rotorique
En présence d’un défaut, le couple de charge Ccharge peut être écrit comme la somme
d’une partie constante et d’une partie oscillante à la fréquence caractéristique fc [Blö06] :
Ccharge = Cconst +∆C = Cconst + Cc cos (ωct) (2.31)
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avec :
ωc = 2πfc : pulsation de l’oscillation et du défaut de roulement
Cc : l’amplitude de l’oscillation liée à la sévérité du défaut
L’équation d’équilibre des couples (2.13) nous permet de calculer la vitesse de la ma-
chine :
ωr(t) =
1
J
∫
(Cmoteur − Ccharge) dt (2.32)
En régime permanent, le couple moteur Cmoteur (couple électromagnétique) est égal à
la partie constante Cconst du couple de charge et la vitesse angulaire est égale à ωr0. Nous
pouvons donc écrire :
ωr (t) =
1
J
∫
−Cc cos (ωct) dt+ const. = − Cc
Jωc
sin (ωct) + ωr0 (2.33)
Compte tenu de l’équation mécanique de la machine, le couple de charge oscillant
conduit à des oscillations périodiques de période 1/fc de la vitesse rotorique. Cela est mis
en évidence aussi par la simulation présentée au paragraphe 2.7.3. L’angle mécanique θr
du rotor s’obtient en intégrant la vitesse :
θr (t) =
∫
ωr (t) dt =
Cc
Jω2c
cos (ωct) + ωr0t+ const. (2.34)
De même, les oscillations se propagent vers la position angulaire du rotor et possèdent
la fréquence caractéristique fc.
Dans le cas d’un stator triphasé d’une machine idéale, la distribution de courant sur-
facique est parfaitement sinusoïdale. Nous obtenons donc une force magnétomotrice sta-
torique Fs qui ne contient que l’onde fondamentale.
Fs = Fs,1 cos(pθ − ωst) (2.35)
Cette onde fondamentale tourne à la vitesse angulaire ωs et possède une périodicité
mécanique p égale au nombre de paires de pôles de la machine. Par la suite, nous dési-
gnerons cette périodicité mécanique comme le nombre de paires de pôles de l’onde.
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La force magnétomotrice (F.M.M.) rotorique dans un référentiel lié au rotor (R) (figure
2.5) est une onde avec p paires de pôles, tournant à la fréquence des courants induits
rotoriques. Cette fréquence est égale à sωs, donc :
F (R)r = Fr,1 cos(pθ
′ − gωst) (2.36)
avec g = glissement
axe α du stator
β
axe d du rotor
q
θ′
θr
θ
Figure 2.5: Référentiel tournant (R) et référentiel fixe (S)
Après la transformation dans le référentiel fixe (S) lié au stator avec θ = θ′ + θr, la
F.M.M. rotorique s’écrit :
Fr = Fr,1 cos (pθ − pθr − gωst) (2.37)
Dans le cas d’un couple oscillant, θr sera remplacé par θr(t). La F.M.M. du rotor s’écrit
donc en remplaçant θr suivant (2.34) :
Fr = Fr,1 cos (pθ −m cos (ωct)− pωr0t− gωst+ ϕ) (2.38)
avec :
m = pCc
Jω2c
ϕ : déphasage des courants rotoriques par rapport aux courants statoriques
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ωr0 représente la vitesse mécanique angulaire du rotor, définie par :
ωr0 =
1
p
(1− g)ωs (2.39)
D’où :
Fr = Fr,1 cos (pθ − ωst−m cos (ωct) + ϕ) (2.40)
Cette équation montre que la force magnétomotrice rotorique tourne à la même vitesse
que la FMM statorique et l’effet des variations de couple apparaît par une modulation de
phase, caractérisée par l’introduction du terme m cos(ωct) dans la phase de la FMM
La somme des deux F.M.M. nous donne la force magnétomotrice totale présente dans
l’entrefer de la machine :
Ftot = Fs,1 cos(pθ − ωst) + Fr,1 cos (pθ − ωst−m cos (ωct) + ϕ) (2.41)
2.5.2 Effet sur le courant statorique
L’onde d’induction est le produit de la perméance Λ de l’entrefer avec la FMM totale.
Si l’effet d’encoches et la saturation de fer sont négligés, la perméabilité de l’entrefer est
supposée constante. Par conséquent, la densité de flux dans l’entrefer prend l’expression
suivante :
B = FtotΛ = Fs,1Λ cos(pθ − ωst) + Fr,1Λ cos (pθ − ωst−m cos (ωct) + ϕ) (2.42)
Le fondamental de cette onde est donc une somme de deux composantes : La compo-
sante résultante de la FMM rotorique est modulée en phase à la fréquence caractéristique
du défaut fc, la composante de la FMM statorique est inchangée. La modulation de phase
de la FMM se traduit donc de la même façon sur l’induction dans l’entrefer.
Le flux magnétique Φ est défini par l’intégrale de l’induction magnétique B sur une
surface A :
Φ =
∫∫
A
~B · d ~A (2.43)
Afin d’obtenir le flux dans chaque phase de la machine, nous intégrons l’induction B
selon la longueur lm de la machine et selon l’angle mécanique θ dans le repère du stator.
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Par conséquent, et en tenant compte seulement des fondamentaux de la densité de flux,
le flux Φ(t) dans une bobine arbitraire peut être exprimé sous la forme générale :
Φ(t) = Φs cos(ωst) + Φr cos(ωst+m cos (ωct)− φr) (2.44)
La tension induite Vi(t) correspondant à ce flux est :
Vi(t) =
dΦ
dt
=− ωsΦs sin(ωst)− ωsΦr sin(ωst+m cos (ωct)− φr)
+m sin (ωct) Φr sin(ωst+m cos (ωct)− φr)
(2.45)
Nous étudions des oscillations du couple relativement faibles. Le dernier terme peut
donc être négligé dans la suite. La tension induite totale est la somme des tensions induites
dans toutes les bobines de l’enroulement. Le signal résultant est également un signal mo-
dulé en phase avec le même indice de modulation m. La tension dans les phases du stator
est imposée par la source de tension, le courant statorique résultant est linéairement lié à
la tension induite Vi(t) et a la même fréquence. En conséquence, le courant statorique mo-
dulé en phase ito(t) pour une phase arbitraire en présence d’un couple oscillant s’exprime
par :
ito(t) = is(t) + ir(t)
= Is sin(ωst) + Ir sin(ωst+m cos (ωct− φA)− φr)
(2.46)
où φA désigne l’angle de phase de la modulation.
Cela montre que la composante fondamentale du courant ito(t) est la somme de deux
composantes : Le terme is(t) résulte de la force magnétomotrice statorique et il n’est pas
modulé. Le terme ir(t), qui est une conséquence directe de la FMM rotorique, montre la
modulation de phase due aux oscillations du couple et de la vitesse.
Une validation expérimentale et par simulation de cette théorie par rapport aux va-
riations de couple et leurs effets sur le courant statorique sera présentée dans la suite.
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2.6 Modélisation du signal du défaut
Le signal X(t) généré par le défaut est supposé à caractère transitoire. En effet, de
nombreux défauts naissants de machines tournantes produisent une série périodique de
forces transitoires qui, à leur tour, excitent certaines résonances dans la structure. Par
conséquent, le signal X(t) pourra être écrit comme suit [AR06] :
X(t) =
∑
k
Xkh(t− τk) (2.47)
où h(t) est la réponse impulsionnelle résultant d’un seul a-coup, {Xk}k∈Z et {τk}k∈Z
sont des séquences des variables aléatoires qui expliquent probablement des amplitudes
aléatoires et des occurrences aléatoires des impacts, respectivement. Il est supposé que,
pour tout indice k, la différence τk+1 − τk est une variable aléatoire non-négative dont la
moyenne spécifie le taux moyen de répétition des impacts.
Le modèle (2.47) est utilisé pour décrire les défauts naissants dans les roulements à élé-
ments roulants [AR02],[RAC01], où la stochasticité des occurrences {τk} décrit les jitters
aléatoires des éléments de roulement, et les amplitudes {Xk} la modulation d’amplitude
des impacts. On peut montrer que ce signal est cyclostationnaire puisque l’on a un phé-
nomène aléatoire stationnaire couplé à un phénomène périodique déterministe. Dans le
chapitre qui suit, nous rappelons brièvement la définition de tels signaux et les outils de
traitement du signal qui permettent d’analyser ces signaux.
2.7 Exploitation du modèle de simulation
Le modèle complet de la machine asynchrone est maintenant connu, nous pouvons
étudier l’évolution des grandeurs temporelles tels que les courants, le couple ou encore
la vitesse rotorique lorsque la machine ne présente aucune défaillance. Les figures 2.6 et
2.7 représentent notre modèle de simulation construit à partir des équations électriques.
La transformation de Park est utilisée pour alléger le temps de simulation mais il s’avère
possible, grâce à l’évolution des technologies informatiques et de processeurs en particulier,
de dépasser cette transformation, ce qui permet, dans le cas de la machine asynchrone à
cage d’écureuil, de calculer tous les courants de barres rotoriques et d’anneaux de court-
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circuit [Gaë04].
Figure 2.6: Modélisation de la machine asynchrone sous Matlab et Simulink
Comme il est montré sur la figure 2.6, le modèle est alimenté par une source de tension
triphasée et équilibrée (V1, V2, V3) et nous avons le choix d’entrer un couple fixe ou
variable. Ces entrées peuvent être générées automatiquement ou bien obtenues à partir
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des mesures réelles effectuées sur le banc d’essai du LASPI. A la sortie, nous aurons la
vitesse rotorique, les trois courants statoriques et les courants exprimés dans le repère d-q.
La figure 2.7 détaille le bloc "asynch_rot" de la figure précédente où toutes les équations
électriques de la machines sont modélisées pour résoudre les systèmes d’équations (2.14)
et (2.24). A noter que les paramètres de la machine sont enregistrés dans un autre fichier
Matlab. Les résultats des simulations seront présentés dans la suite.
Figure 2.7: Modélisation des équations électriques de la machine asynchrone
2.7.1 Paramètres de la machine
Les paramètres de la machine utilisés dans cette modélisation sont groupés dans le
tableau 2.1
2.7 Exploitation du modèle de simulation 47
Table 2.1: Paramètres de simulation
Puissance nominale 1.1 kW
Tension maximale 400 volts
Fréquence 50 Hz
Résistance statorique 9.203 ohms
Résistance rotorique 0.1392 ohms
Inductance mutuelle 6.6988e-005 H
Inductance statorique 0.0946 H
Inductance rotorique 7.7377e-007 H
Nombre des pôles 2
Vitesse 1500 rpm
2.7.2 Régime sain
Nous allons étudier l’évolution des grandeurs temporelles tels que les courants et la
vitesse rotorique lorsque la machine ne présente aucune défaillance et le couple est constant
égale à 2 N.m. Les harmoniques de temps dans le modèle de la machine asynchrone ne
sont pas pris en compte et les trois sources de tensions sont équilibrés et de fréquence 50
Hz.
0  0.16 0.32 0.48 0.64
−500
0
500
1000
1500
Temps (s)
Vi
te
ss
e 
(rp
m)
0  0.16 0.32 0.48 0.64
−5
0
5
Temps (s)
Co
ur
an
ts
 (A
)
Figure 2.8: Evolution de la vitesse et des courants en régime sain
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La figure 2.8 représente l’évolution temporelle de la vitesse rotorique et des 3 courants
statoriques. La fréquence d’échantillonnage est de 25600 Hz. Nous remarquons que la ma-
chine fonctionne en régime permanent, 200 ms après le début de la simulation, avec une
vitesse de rotation constante égale à 24, 83 Hz. La figure 2.9 est une analyse fréquentielle
de la vitesse en régime permanent, cela met en évidence qu’il n’y a pas des fluctuations de
vitesse ni des fluctuations du couple. De plus, une comparaison de cette analyse fréquen-
tielle avec celle obtenue lorsqu’il y a des oscillations du couple permettra de visualiser
avec précision les composantes créées par le défaut. Dans ce cas, il n’y a aucun intérêt
de présenter le contenu spectral du signal courant statorique surtout qu’il ne contient
que la composante fondamentale de fréquence 50 Hz et la machine ne présente aucune
défaillance.
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Figure 2.9: DSP de la vitesse en régime permanent en cas d’une machine saine
2.7.3 Régime défectueux
Nous allons étudier l’impact du défaut de roulement sur l’évolution temporelle des
différentes grandeurs de la machine asynchrone. Nous partons du fait que les défauts
de roulement provoquent des variations de couple qui seront transmis sur les grandeurs
électriques. Comme nous l’avons vu au §2.6, ces variations sont modélisées selon l’équation
(2.47). Nous avons généré un couple résistif de valeur moyenne 2 N.m. avec des fluctuations
cyclostationnaires, de fréquence cyclique 70 Hz et d’amplitude maximale égale à 2,03 N.m.
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Ce signal est alors filtré passe bas avec un filtre de réponse impulsionnelle finie et avec
compensation du retard pour ne pas déphaser le signal. La fréquence de coupure est de
7600 Hz. La figure 2.10 représente l’évolution temporelle de ce signal et la figure 2.11 son
contenu spectral. Ce signal sera appliqué à l’entrée du couple de notre modèle (Cr) tout
en gardant la même source d’alimentation que dans le cas sain.
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Figure 2.10: Evolution du couple instantané
Nous présentons sur la figure 2.12 l’évolution temporelle des grandeurs de la machine
asynchrone lorsque nous passons à un fonctionnement défaillant. Nous remarquons que la
machine prend plus de temps que le cas sain (environ 275 ms) pour atteindre le régime
permanent. En analysant la figure 2.12, nous visualisons l’apparition des fluctuations sur la
vitesse et l’effet des oscillations du couple ont été transmise sur la vitesse. L’exploitation
temporelle de la vitesse ou des courants absorbés par les phases statoriques n’est pas
suffisante pour déterminer l’origine de ces fluctuations, c’est pourquoi nous allons procéder
à une analyse spectrale de ces grandeurs.
La figure 2.13 est une analyse spectrale du signal vitesse (sortie 1 dans le modèle) qui
montre une périodicité à 70Hz et ses harmoniques. Ce résultat soutient expérimentalement
notre approche basée sur le fait qu’un défaut de roulement provoque des oscillations de
couple. Par la suite, il est nécessaire de développer des outils de traitement du signal pour
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Figure 2.11: DSP du couple oscillant
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Figure 2.12: Evolution de la vitesse et des courants en fonctionnement avec défaut
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caractériser ces oscillations.
La densité spectrale de puissance (DSP) du courant électrique, représentée par la figure
2.14, montre la présence des raies spectrales aux fréquences |fs ± k.fc| (1.8).
Nous confronterons plus tard ces résultats de simulations à des signaux expérimentaux.
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Figure 2.13: DSP de la vitesse en régime permanent en cas d’une machine défectueuse
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Figure 2.14: DSP du courant en cas d’une machine défectueuse
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2.8 Conclusion
Dans ce chapitre, nous avons présenté un modèle permettant la simulation d’une ma-
chine asynchrone à cage d’écureuil. Ce modèle de machine a permis de comprendre les
phénomènes physiques mis en jeu lors de l’apparition des fluctuations du couple causées
par un défaut de roulement.
La modélisation de défauts de roulement a éclairci le fait qu’un défaut localisé pro-
voque des oscillations de couple. Cette modélisation conduit à deux effets sur le courant
statorique de la machine asynchrone. Le mouvement radial du rotor peut être considéré
comme étant une forme particulière d’excentricité qui provoque des modulations d’ampli-
tude du courant. Les variations de couple et le défaut de roulement ont pour effet principal
l’introduction d’une modulation de phase du courant. Il est important de noter que cette
nouvelle modélisation complète les résultats obtenus par R. Schoen ([SHKB95],[SLH+95]).
Ce dernier considère uniquement l’excentricité introduite par le défaut et non les variations
de couple dues au défaut.
Nous avons ensuite étudié les signaux électriques et mécaniques de la machine asyn-
chrone dans le domaine fréquentiel en utilisant principalement le périodogramme. Cette
approche nous a permis d’identifier les signatures fréquentielles causées par les fluctuations
de couple.
Dans la majorité des cas étudiés, les techniques conventionnelles de diagnostic, qui
utilisent la transformée de Fourier rapide, suffisent. Cependant, il s’avère que lorsque le
signal à analyser est non-stationnaire ou cyclostationnaire, il faut adopter d’autres mé-
thodes qui fournissent un outil plus adapté pour la détection et le diagnostic de défauts. A
partir de ces informations, il est alors possible de développer des méthodes de surveillance
et de diagnostic appropriées, sujet des deux chapitres suivants.
Chapitre 3
Cyclostationnarité
3.1 Introduction
La cyclostationnarité est une propriété qui caractérise les systèmes dont les propriétés
statistiques évoluent périodiquement au cours du temps. Ce terme a été introduit par
Bennett en 1958 [Ben58], qui a introduit aussi le terme cycloergodique. La théorie de la
cyclostationnarité est initialement développée dans le cadre des signaux de télécommuni-
cation [Gar90], [Gar93], elle se trouve décrire particulièrement bien un certain nombre de
signaux. Par exemple, dans les domaines de la télécommunication, la télémétrie, le radar,
et les applications du sonar, la périodicité est due à la modulation, à l’échantillonnage, au
multiplexage, et les opérations de codage. Dans la mécanique, elle est due, par exemple,
au cycle de la machine. C’est le cas des signaux vibratoires et acoustiques générés par les
machines tournantes et alternatives. En astronomie, la périodicité résulte de la rotation
des planètes et de la pulsation des étoiles. Dans l’économétrie, elle est due au caractère
saisonnier et dans les sciences de l’atmosphère, elle est due à la rotation et à la révolu-
tion de la terre. La pertinence de la théorie de la cyclostationnarité à tous ces domaines
d’études et à d’autres a été proposée pour la première fois dans [Gar85].
Le formalisme cyclostationnaire présente plusieurs avantages pour l’analyse de tels
signaux par rapport aux approches classiques. Tout d’abord il permet d’appréhender
avec les mêmes outils un large spectre de comportements, depuis la simple périodicité
déterministe (phénomènes de balourd, de désalignement, d’excentricité, d’inversion de
forces, d’engrènement, . . . ) jusqu’à l’aléatoire non-stationnaire (mouvements de fluide,
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forces de frottement, grippage, . . . ). Ensuite il intègre explicitement une dimension tem-
porelle qui permet de suivre l’évolution des non-stationnarités des systèmes étudiés. La
cyclostationnarité s’applique donc potentiellement à la caractérisation du comportement
vibro-acoustique de systèmes mécaniques aussi variés que des moteurs thermiques, des
machines outils, des machines électriques, des réducteurs à engrenages, des compresseurs,
des pompes centrifuges, etc. Elle permet d’apporter de nouvelles solutions à un certain
nombre de problèmes récurrents pour le diagnostic et l’identification des systèmes méca-
niques, ainsi que pour la séparation de sources concurrentes [BBI+06]. Mathématiquement,
Figure 3.1: Moyenne d’ensemble [Bon04]
un signal est cyclostationnaire si l’on trouve des périodicités dans certaines de ses statis-
tiques. Chaque période (ou cycle) peut être considérée comme la réalisation d’un même
processus aléatoire. Pour cela, chaque réalisation doit débuter à une position angulaire
identique (même position de l’arbre pour un moteur électrique, même dents en contact
pour les engrenages, . . . ). Si l’on superpose ces réalisations, on pourra alors calculer la
moyenne d’ensemble (c’est-à-dire l’amplitude moyenne pour un angle θ donné) comme le
montre la figure 3.1 inspirée de la thèse de F. Bonnardot [Bon04]. Cette moyenne d’en-
semble, permettra d’extraire la partie périodique du signal (à l’ordre 1). Lorsque cette
dernière existe, le signal sera alors cyclostationnaire à l’ordre 1. En pratique, on ne dis-
posera souvent que d’une seule réalisation et on sera conduit à remplacer la moyenne
d’ensemble par une moyenne de cycles (lié à un motif cyclique) appelée moyenne syn-
chrone.
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3.2 De la stationnarité à la cyclostationnarité
On dit qu’un processus stochastique est stationnaire si ses caractéristiques ne varient
pas au cours du temps. On définit plusieurs types de stationnarité.
Stationnarité au sens strict
Un processus stochastique {x(t)}∈R, est stationnaire au sens strict si sa densité de pro-
babilité jointe px(x1, . . . , xn; t1, . . . , tn) est invariante par tout changement de l’origine de
temps, c’est-a-dire :
px(x1, . . . , xn; t1, . . . , tn) = px(x1, . . . , xn; t1 + τ, . . . , tn + τ) (3.1)
pour tout n , pour tout τ et pour tout vecteur temps {ti}i=1,...,n ; {xi}i=1,...,n étant une
réalisation. Il découle de (3.1) que tous les cumulants et les moments du processus sto-
chastique sont invariants par translation temporelle. Une condition moins stricte pour
{x(t)}∈R, est la stationnarité à un ordre particulier, k, par exemple. Cette propriété est
obtenue si x(t) vérifie (3.1) non pas pour tout n mais jusqu’à l’ordre k.
Stationnarité au sens large (ou de deuxième ordre)
Un processus aléatoire est stationnaire au sens large si sa moyenne (moment d’ordre 1) est
constante, mx(t) = mx, et sa fonction d’autocovariance (le cumulant d’ordre 2) Kx(t1, t2)
dépend uniquement de l’écart τ = t1 − t2. Dans ce cas nous avons Kx(t1, t2) = Kx(τ) ou
en d’autre terme Kx(t, τ) = Kx(τ).
Processus conjointement stationnaires
Deux processus sont conjointement stationnaires si :
1. chacun est stationnaire considéré d’une façon isolée, et
2. leur corrélation croisée Cxy(t1, t2) dépend seulement de la différence τ = t1 − t2 :
Cxy(t1, t2) = Cxy(t1 − t2) = Cxy(τ).
On notera que dans ce cas, leur covariance croisée dépend également uniquement de
la différence des instants de temps considérés.
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3.2.1 Processus cyclostationnaire
Dans le cas où le processus x(t) n’est pas stationnaire, sa densité de probabilité peut va-
rier par translation temporelle, et ce de manière quelconque. Une classe très particulière de
signaux non stationnaires est celle pour laquelle la densité de probabilité varie de manière
périodique. Formellement, un processus stochastique {x(t)}∈R, est appelé cyclostation-
naire au sens strict de cycle T si sa densité de probabilité jointe px(x1, . . . , xn; t1, . . . , tn)
est périodique en t de période T , c’est à dire, si
px(x1, . . . , xn; t1, . . . , tn) = px(x1, . . . , xn; t1 + T, . . . , tn + T ) (3.2)
Le signal cyclostationnaire de base est celui qui est cyclostationnaire au premier ordre
(CS1), c’est-à-dire dont le moment d’ordre 1 ou l’espérancemx(t) est périodique de période
T :
mx(t) = E{x(t)} = mx(t+ T ) (3.3)
Ici, l’espérance E{•}, illustrée par la figure 3.1, représente la moyenne statistique
d’ensemble et ne doit pas être confondue avec la notion de moyenne temporelle.
Un signal cyclostationnaire au second ordre (CS2), est celui dont les moments d’ordre
deux sont périodiques. En particulier, la fonction d’autocorrelation Cx(t, τ) d’un tel signal
est une fonction périodique de période T :
Cx(t, τ) = E{x(t)x∗(t− τ)} = Cx(t+ T, τ + T ) (3.4)
où x∗(.) est le conjugué transposé de x(.).
Les signaux qui sont à la fois CS1 et CS2 sont appelés cyclostationnaires au sens-large.
Finalement, un signal cyclostationnaire à l’ordre n (CSn) doit avoir tous ces moments
d’ordre n périodiques. En particulier, si tous les moments de tous les ordres sont pé-
riodiques, le signal est dit cyclostationnaire au sens-strict en conséquence de l’équation
(3.2).
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3.3 Statistiques cycliques
3.3.1 Opérateur de moyennage cyclique
L’analyse des signaux stationnaires se fonde sur la notion de moyenne temporelle qui
permet par exemple d’extraire l’amplitude moyenne d’un signal (paramètre de position) et
sa valeur efficace (paramètre de dispersion). Selon le même principe, l’analyse des signaux
cyclostationnaires repose sur la notion de moyenne cyclique. Étant donné A un ensemble
de fréquences α, l’opérateur de moyennage cyclique P se définit comme :
P{•} =
∑
α∈A
Pα{•}ej2piαt (3.5)
où Pα{•} = lim
T→∞
1
T
∫
T
•e−j2piαtdt est le coefficient de Fourier à la fréquence α. Appli-
quée directement à un signal x(t), la moyenne cyclique P{x(t)} consiste donc à en extraire
l’ensemble de ses composantes périodiques, c’est-à-dire son comportement déterministe.
Appliquée à une forme quadratique du signal, elle permet d’extraire les modulations cy-
cliques qui animent sa composante aléatoire.
3.3.2 A l’ordre 2
Les statistiques cycliques à l’ordre 2 donnent les définitions usuelles des corrélations
et des spectres dans le domaine cyclique [Gar85], [Gar93], [Cap92]. L’autocorrélation du
signal étant fonction des deux variables t, le temps, et τ , la distance temporelle entre les
deux variables dont on étudie le lien, on peut s’intéresser à sa composition fréquentielle
suivant chacune de ces deux variables. L’étude de la composition fréquentielle selon la
variable τ fait apparaître les périodicités contenues dans le signal, tandis que l’étude de
la composition fréquentielle selon la variable t met en évidence la présence de périodicités
sous-jacentes, telles que celles introduites par des phénomènes de modulation. La figure
3.2 représente ces différentes grandeurs et met en évidence les transformations qui les
lient.
La corrélation cyclique Cαx (τ) du processus x(t) est définie par la transformée de
Fourier selon t de la fonction de corrélation :
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Cx(t, τ)
Wx(t, f)C
α
x (τ)
Sαx (f)
Transformation de Fourier τ ↔ f
Série de Fourier t↔ α
Série de Fourier t↔ α
Transformation de Fourier τ ↔ f
Figure 3.2: Relations entre les différents espaces d’analyse d’un processus CSL.
Cαx (τ) = Cx(α, τ) =
∫
Cx(t, τ)e
−2jpiαtdt (3.6)
La variable α est appelée fréquence cyclique, et comme Cx(t, τ) est périodique en
t, la corrélation cyclique Cαx (τ) est une distribution discrète relativement à α.
La corrélation spectrale Sαx (f) est définie comme la double transformée de Fourier, en
t et en α, de la fonction de corrélation :
Sαx (f) = Sx(α, f) =
∫ ∫
Cx(t, τ)e
−2jpiαte−2jpifτdtdτ (3.7)
=
∫
Cx(α, τ)e
−2jpifτdτ (3.8)
Par opposition à la fréquence cyclique α, f est appelée fréquence spectrale ou
harmonique. La corrélation spectrale est une fonction a priori continue en f et est une
distribution en α.
Passage en fréquence spectrale
On calcule la transformée de Fourier par rapport à τ seulement. On obtient une fonc-
tion de f , fréquence spectrale, et du temps W (t, f) = TF/τ{Cx(t, τ)}. C’est une repré-
sentation temps-fréquence du signal. Si le signal x(t) contient des périodicités, des raies
apparaissent selon f . Si ce signal est cyclostationnaire, cette fonction est périodique en t.
3.3 Statistiques cycliques 59
Dans le cas stationnaire, elle est constante par rapport à t et égale à la densité spectrale
de puissance : W (t, f) = γ(f).
Etude en fréquence cyclique
On calcule la transformée de Fourier par rapport à t seulement. La fonction qui en
résulte Cαx (τ) = TF/t{Cx(t, τ)} dépend de l’espacement τ et de la fréquence cyclique α.
Les différentes fonctions de τ obtenues pour les différentes valeurs de α sont les valeurs
de l’autocorrélation cyclique du signal x(t). Celle-ci donne les différentes composantes de
l’autocorrélation du signal qui peut s’écrire :
Cx(t, τ) =
∑
α
Cαx (τ)e
2pijαt (3.9)
les α étant les fréquences de cyclostationnarité du signal.
Les différentes valeurs de l’autocorrélation cyclique du signal pour ses fréquences de
cyclostationnarité sont donc les coefficients de la décomposition en série de Fourier de
son autocorrélation qui est, pour un signal cyclostationnaire, périodique ou presque pé-
riodique.
Si cette autocorrélation cyclique n’est non nulle que pour la valeur nulle de α, l’auto-
corrélation ne dépend pas de t et le signal est stationnaire.
Si l’autocorrélation cyclique est non nulle pour des valeurs discrètes de α, le signal est
cyclostationnaire.
Si les valeurs α1, α2, . . . de la fréquence cyclique pour lesquelles, elle est non nulle sont
harmoniques d’un même fondamental, le signal est purement cyclostationnaire.
Si elle est non nulle quelle que soit la fréquence cyclique, le signal est non-stationnaire
au sens large.
Remarque : La valeur de l’autocorrélation cyclique obtenue pour la fréquence cyclique
nulle est l’auto corrélation du signal, c’est-à-dire l’autocorrélation de sa composante
stationnaire.
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Etude du signal en fréquences spectrale et cyclique
On calcule la transformée de Fourier par rapport aux deux variables. On obtient alors
la corrélation spectrale du signal Sαx (f) = TF/t,τ{Cx(t, τ)}, qui se comporte vis-à-vis de
la fréquence cyclique α de la même façon que l’autocorrélation cyclique.
Sa valeur pour la fréquence cyclique nulle est la densité spectrale de puissance du
signal, et si elle est nulle pour toute autre valeur de la fréquence cyclique, alors le signal
est stationnaire. Si elle est non nulle pour des valeurs discrètes de la fréquence cyclique,
le signal est cyclostationnaire.
Les deux fonctions qui caractérisent le mieux les signaux cyclostationnaires sont donc
l’autocorrélation cyclique et la corrélation spectrale. En effet, ce sont les deux paramètres
qui mettent en évidence la périodicité de l’autocorrélation caractérisant la cyclostation-
narité du signal. Par ailleurs on a vu qu’un signal cyclostationnaire comprend des com-
posantes spectrales corrélées. La corrélation spectrale est une mesure de ces liens entre
composantes fréquentielles du signal, d’où son nom.
3.4 Structure des signaux vibratoires
Les signaux vibratoires relevés sur les systèmes mécaniques en fonctionnement contiennent
l’information nécessaire relative à l’état des composants de la machine. L’isolation de l’in-
formation relative à chaque composant est un sujet très important pour le diagnostic.
De manière traditionnelle, le traitement des signaux mécaniques fait appel aux outils
classiques tels que les indicateurs scalaires (valeur moyenne, valeur RMS, kurtosis) et vec-
toriels (densité spectrale de puissance) qui supposent implicitement que les phénomènes
étudiés sont stationnaires. Cependant, la stationnarité est souvent plutôt une hypothèse
par défaut qu’une hypothèse de travail réaliste. En effet, les signaux mécaniques ont une
structure complexe en raison des phénomènes évolutifs qui les génèrent, et sont constitués
de différentes composantes :
– une partie du signal provient des phénomènes cycliques se produisant dans le sys-
tème, comme la rotation des arbres, les chocs des engrènements, les mouvements
existants au sein d’un roulement...,
– une partie aléatoire, due aux phénomènes parasites générés lors du fonctionnement
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d’un système.
Ces signaux ne sont pas globalement stationnaires et il s’avère qu’une partie de l’in-
formation qu’ils véhiculent se situe justement dans cette non-stationnarité. En effet, ils
ne sont pas indépendants du temps même si la vitesse de fonctionnement reste constante.
Cependant, l’évolution des signaux vibratoires n’est pas aléatoire. Les événements se re-
produisent de manière cyclique et d’une façon « à peu près » identique. Le terme « à
peu près » constitue la non-stationnarité ; il existe une similitude de la réponse vibratoire
d’un cycle de fonctionnement à l’autre. Les paramètres statistiques des signaux varient
périodiquement, on a alors des signaux cyclostationnaires.
La cyclostationnarité permet d’en tirer pleinement parti dans le cas particulier où
elle provient de phénomènes cycliques ou répétitifs. Il est alors possible d’adjoindre aux
indicateurs classiques une dimension supplémentaire qui traduit l’évolution temporelle des
phénomènes en synchronisation avec la cinématique de la machine ou, de manière duale,
une « fréquence cyclique » qui traduit les jeux de modulation.
Les outils de diagnostic utilisés couramment n’utilisent pas d’indicateur de cyclosta-
tionnarité au sens propre. La plupart des procédures de diagnostic néglige la cyclosta-
tionnarité, en considérant le signal comme stationnaire. Cette approche est utilisée dans
l’analyse spectrale, cepstrale et dans la combinaison de la transformée d’Hilbert et du
spectre.
Il a été montré dans [RAC01] qu’il existe une relation étroite entre le spectre de puis-
sance cyclique et le spectre d’enveloppe au carré. Cette relation est illustrée par l’équation
(3.10), ∫ f2
f1
SαiX (f)df = lim
T→∞
1
T
∫ T/2
−T/2
|xˆ(t)|2 exp(−j2παit)dt (3.10)
où :
xˆ(t) est obtenu par filtrage passe-bande du signal x(t) dans la bande fréquentielle
[f1; f2] choisie autour d’une haute fréquence de résonance où le rapport signal/bruit est
très grand. Cette relation est vraie à condition que αi ≪ f2 − f1, qui est une condition
toujours satisfaite lorsqu’il s’agit du traitement de roulement à billes.
A noter que l’estimation de la corrélation spectrale nécessite un certain nombre de
paramétrage et une charge de calcul importante. En pratique, il est préférable d’estimer
la DSP de l’enveloppe du signal qui est plus simple à mettre en œuvre.
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Figure 3.3: DSP de l’enveloppe carré du signal vibratoire
Pour illustrer cela, nous traitons le signal vibratoire provenant de notre banc d’essai
décrit au chapitre 1 en présence d’un défaut de bague externe de roulement et quand la
machine fonctionne à 75% de charge. Nous calculons l’enveloppe en démodulant le signal
accélérométrique autour de 3 kHz avec une bande passante de 1 kHz. Le résultat, affiché
à la figure 3.3, confirme la présence de l’anomalie à α = 58, 2 Hz. Il a été mentionné dans
[AR05], que la modulation à 11, 5 Hz (la fréquence de rotation/2) provient des fluctuations
de la vitesse de l’arbre de rotation et donne des fréquences discrètes à αi ± 11, 5 Hz.
3.5 Application aux signaux électriques
Le signal de courant présente un comportement non-stationnaire lié au mode de fonc-
tionnement de la machine et aux fluctuations de la phase électrique. Des travaux [BVT99],
[BK03], [Sal97] ont ainsi appliqué des techniques de représentation temps/fréquence (trans-
formation de Fourier à court terme, décomposition en ondelettes) dans le but d’identifier
les signatures des défauts non plus uniquement dans le domaine fréquentiel mais dans le
plan temps/fréquence. Cependant, il n’existe pas dans la littérature des travaux qui ex-
ploitent clairement les caractéristiques cyclostationnaires des signaux électriques et il nous
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a semblé intéressant d’adapter ces outils de traitement du signal au cas des signaux élec-
triques. Dans ce cadre, nous avons adapté le filtre de Wiener et nous l’avons utilisé pour
réduire, voire éliminer, la dynamique du 50Hz des courants électriques [IEGZ06, IEGY06] ;
cela permet de mieux exploiter les fréquences associées à la partie mécanique et ouvre des
perspectives pour la détection des défauts mécaniques. La méthode développée exploite
la cyclostationnarité à l’ordre 1 des signaux électriques (tension et courant). Après re-
synchronisation des signaux selon le cycle électrique, les fluctuations de fréquences sont
ainsi compensées. Le filtre de Wiener estimé par moyennage synchrone permet de faire res-
sortir la contribution purement électrique du courant (contribution cohérente à la tension
réseau) et d’obtenir par différence le résidu lié à la charge (partie mécanique).
3.6 Post-traitement des signaux : Re-échantillonnage
cyclique des signaux vibratoires et électriques
L’échantillonnage temporel des signaux est sensible aux fluctuations de la vitesse mé-
canique de la machine ainsi que les fluctuations du cycle électrique lorsqu’elles existent. Il
se produit des variations dans le nombre d’échantillons acquis par cycle. Les acquisitions
angulaires dont nous rappelons leurs mise en oeuvre technique, leurs avantages et leurs
inconvénients en annexe C sont peu courantes. Les difficultés rencontrées avec ces ac-
quisitions nous ont amenés à développer des algorithmes de re-échantillonnage angulaire
a posteriori. Ces algorithmes permettent d’estimer le signal échantillonné angulairement
à partir d’un signal échantillonné temporellement en exploitant un capteur de position,
voire aucun capteur dans certaines applications [Bon04].
3.6.1 Échantillonnage angulaire a posteriori
Nous rappelons dans ce paragraphe une méthode générale d’échantillonnage angulaire
a posteriori. Des éléments seront ensuite modifiés afin de passer en revue les divers algo-
rithmes : du plus simple basé sur l’utilisation du signal codeur, au plus élaboré ne nécessi-
tant pas de codeur optique [EAGD02, BER+05]. Le fait que cette méthode fonctionne sans
besoin du codeur optique nous permet de l’adapter pour la re-synchronisation des signaux
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électriques par rapport au cycle électrique. Une autre méthode de re-synchronisation des
signaux électriques sera présentée ultérieurement.
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Figure 3.4: Re-échantillonnage angulaire a posteriori [Bon04]
La figure 3.4 montre le principe du re-échantillonnage angulaire a posteriori :
Outre le signal à re-échantillonner x(n) (signal accélérométrique par exemple), un
signal p(n) contenant une information sur la position (le codeur optique par exemple)
est nécessaire. Ces deux signaux peuvent être identiques si on estime la position à partir
du signal accélérométrique. Il est important de noter que ces signaux sont préalablement
acquis temporellement. ϕa(nθ) est un incrément angulaire constant (rampe linéaire) pour
des postions angulaires nθ.
L’estimation de la position est la partie essentielle et la plus compliquée, mis à part
cette partie, toutes les autres étapes sont les mêmes pour les algorithmes que nous allons
présenter.
Estimation de la position et de la vitesse
Soit Te la période d’échantillonnage. La suite ϕs(n) des positions de l’arbre corres-
pondant aux échantillons x(n) est tout d’abord estimée à l’aide de p(n). Cette étape va
changer selon la méthode de re-échantillonnage employée. Elle fera l’objet d’un paragraphe
entier. La position estimée ou phase ϕˆs(n) (en radians) permet également de calculer la
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fréquence instantanée, c’est-à-dire la vitesse de l’arbre à l’aide de la relation :
frot(n) =
1
2π
dϕs(t)
dt
∣∣∣∣
t=nTe
(3.11)
Où la notation |t=nTe signifie évalué en t = nTe. La dérivation pouvant être approximée
dans le domaine discret par des différences.
Filtre anti-repliement
Le re-échantillonnage implique le respect des conditions de Nyquist. Malheureusement,
l’intervalle de temps entre chaque échantillon n’est pas constant. Le filtre anti-repliement
numérique est donc configuré selon la plus basse fréquence de rotation instantanée ainsi
que le nombre d’échantillons par tour désiré après re-échantillonnage spr. Le plus grand
intervalle de temps entre deux échantillons dans le domaine angulaire est donné par :
∆nmax =
1
spr.min[frot(n)]
(3.12)
Dès lors la fréquence de Nyquist sera :
fNyquist =
1
2.∆nmax
(3.13)
Il faudra prendre garde à ne pas déphaser le signal lors du filtrage en utilisant, de
préférence, un filtre RIF symétrique (en compensant le retard pur) ou un filtre du type
forward-backward tel que la fonction "filtfilt.m" dans matlab. Le principe du filtrage
forward-backward est de filtrer une première fois le signal, de le retourner, de filtrer la
version retournée puis de le retourner une nouvelle fois (figure 3.5). Ce type de filtrage
n’agit pas sur la phase mais élève au carré l’amplitude du filtre associé. Par exemple, pour
z = ejω la sortie devient X(ejω)|H(ejω)|2
Comme la fréquence instantanée est une estimation, la fréquence de Nyquist est éga-
lement une estimation. L’utilisation d’une marge de sécurité doit alors être envisagée.
En pratique, il est possible de contourner cette étape en choisissant spr tel que pour
la fréquence d’échantillonnage fech : fNyquist >
fech
2
. Dans ce cas, l’intervalle entre deux
échantillons angulaires sera toujours inférieur ou égal à l’intervalle entre deux échantillons
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Figure 3.5: Principe du filtrage "forward-backward"
temporels et le filtrage ne sera plus nécessaire. Si les fluctuations de vitesse sont faibles,
la taille des signaux re-échantillonnés est alors voisine de la taille des signaux temporels.
Interpolation
A l’aide de ϕs(n), il est possible par interpolation, d’estimer le signal accélérométrique
pour des positions d’arbre correspondant à un incrément angulaire constant ϕa(nθ) =
2pi
spr
.nθ. La figure 3.6 illustre ce procédé pour un échantillon donné.
Accélération
x(nθ)
x(n)
nθ n
ϕa(nθ) ϕs(n)
Phase
Figure 3.6: Interpolation
Des algorithmes détaillés de diverses méthodes d’interpolation se trouvent dans [PTVF07].
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3.6.2 Estimation de la position
Utilisation du codeur ou du top tour
Des méthodes basées sur le codeur ou le top tour ont été décrites et analysées dans
[FM97] (en utilisant des signaux synthétiques). Dans [Pot90], il est possible de trouver
une comparaison avec les anciennes méthodes et un exemple d’application commerciale.
Le traitement s’effectue en deux étapes : acquisition des signaux (matériels) et traite-
ment des données (logiciels). les signaux, y compris ceux émis par le codeur, sont acquis
d’une manière temporelle. Tout d’abord, le temps d’arrivée de l’impulsion issue du co-
deur est calculé en utilisant un détecteur de front montant. La méthode la plus simple
consiste à détecter le passage d’un seuil. Il est possible d’améliorer la précision en prenant
en compte les échantillons suivants et précédents afin de réaliser une interpolation. Il est
nécessaire d’utiliser une fréquence d’échantillonnage élevée vis à vis de la bande passante
des signaux mécaniques pour détecter avec précision l’instant de franchissement du seuil.
On sur-échantillonne donc les autres signaux. Une fois les impulsions détectées, la posi-
tion de l’arbre est estimée. Soit le nombre d’impulsions par tour ppr fourni par le codeur
(ppr = 1 dans le cas d’un top tour). Chaque instant détecté correspond à un incrément
angulaire de ∆θ = 2pippr .
Bien que l’interpolation soit capable de fournir la phase à n’importe quel instant, la
précision est limitée par le nombre de points par tour. En effet, si le signal tachymé-
trique est un top tour, on ne pourra pas obtenir une précision supérieure au tour. La
vitesse estimée à l’intérieur du tour sera donc une vitesse moyenne lissée. Il conviendra
donc de déterminer le nombre de points par tour selon la finesse de l’analyse choisie ou
des contraintes matérielles. Un re-échantillonnage au top tour permettra d’obtenir des
signaux avec un nombre constant de points par tour, mais ne compensera pas les varia-
tions de vitesse à l’intérieur du tour. Dès lors, ces variations de vitesse non compensées
se retrouveront dans la contribution résiduelle (c’est-à-dire non périodique du signal).
Fort heureusement les fluctuations de vitesse restent faibles (quelques pour mille voire
quelques pour cent), dès lors, la contribution résiduelle engendrée sera de faible éner-
gie. Néanmoins, cette erreur deviendra de plus en plus préjudiciable pour des méthodes
de diagnostic travaillant en "hautes fréquences" (relativement au signal tachymétrique)
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puisque la reconstruction sera basée sur un signal basse fréquence dans le cas d’un top
tour. Dans [FM97], il est conclu qu’en théorie l’augmentation du nombre de points par
tour doit apporter une amélioration. Néanmoins, il n’a été trouvé aucun test pour étayer
cet argument. Cela s’explique notamment par l’inertie de la machine qui limite les fluctua-
tions de vitesse haute fréquence, en agissant comme un filtre passe bas. Cette limitation
réduit le nombre de points par tour minimal nécessaire pour obtenir de "bons résultats".
Une méthode hybride a été proposée dans [BMHM99] : K.M. Bossley propose d’ad-
joindre à la carte d’acquisition un compteur rapide (c’est-à-dire un trigger analogique). La
détection du top tour n’étant plus faite de manière logicielle mais matérielle, il n’est donc
plus nécessaire de sur-échantillonner le signal. De plus, comme les mesures sont faites de
manière externe elles sont plus précises.
Ces techniques ne nécessitent plus de chaîne d’acquisition angulaire mais imposent
encore l’utilisation d’un codeur. Ce qui fait la différence avec la méthode proposée dans
[EAGD02] et plus tard dans [BER+05] et qui exploite l’information contenue dans le
signal accélérométrique. Cette méthode était développée pour des signaux d’engrenages,
cela nous permet de l’utiliser pour re-échantillonner angulairement les signaux vibratoires
et pour estimer la vitesse instantanée qui représente une grandeur mécanique importante
pour le diagnostic.
Nous avons appliqué cette méthode pour re-échantillonner angulairement le signal
accélérométrique acquis sur le moteur asynchrone présentant une défaillance au niveau
du roulement qui soutient le rotor. Le signal vibratoire est re-échantillonné en utilisant
le codeur optique. Nous présentons sur la figure 3.7 différents cycles correspondant à
la rotation du roulement sélectionnés avec un pas de 2n, n = 0, 1, . . . , 6. A noter que ces
différents cycles correspondent à une seule réalisation. On peut remarquer, par l’allure des
différents cycles et en exploitant la moyenne synchrone et la variance synchrone (tracées
en haut de la figure 3.7), la présence de sept événements par tour. Ce résultat n’est pas
étonnant puisque le roulement défectueux contient sept billes et ces chocs correspondent au
passage des billes sur la surface endommagée du roulement. En revanche, nous suggérons
utiliser la variance synchrone pour suivre l’évolution du défaut et déterminer sa taille par
exploitation des largeurs des bosses. L’axe des abscisses correspond à l’angle de rotation
θr ; Un petit calcul montre que la position angulaire relative à la surface défectueuse vaut
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0, 3 rd et par conséquence la taille du défaut vaut 0, 1 mm (le rayon de la bague externe
égale à 20, 74 mm). C’est l’une des perspectives de ce travail qu’on propose la tester sur
des roulements démontables afin de comparer toutes les grandeurs.
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Figure 3.7: Signal accélérométrique re-échantillonné
Démodulation autour de la fréquence d’engrènement
Si le diagnostic de défaut mécanique à partir de la vitesse semble intéressant, il peut
être contraignant car il nécessite un capteur de vitesse. Dans les systèmes mécaniques
tournant à vitesse quasi-constante et présentant un réducteur, l’estimation de la vitesse
peut être réalisée à partir de l’engrènement. Nous pouvons utiliser pour cela un capteur
accélérométrique qui permet de mesurer cette fréquence d’engrènement et d’estimer par
démodulation de fréquence les fluctuations de vitesse.
Modèle D’engrenage
La fréquence d’engrenage est traitée afin de déterminer la position et la vitesse de
l’arbre. Cette méthode repose sur le modèle présenté par McFadden dans [McF86] et
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plus récemment par Wang dans [Wan01] pour analyser l’effet des petites variations de la
vitesse.
x(n) =
M∑
m=0
Xm[1 + am(n)] cos [2πmTf1n+ φm + bm(n)] (3.14)
Où f1 est la fréquence de rotation de l’arbre, T est le nombre de dents de la roue
présente sur l’arbre d’entrée, T.f1 est la fréquence d’engrènement, m est le numéro de
l’harmonique de la fréquence d’engrènement (m = 1 pour le fondamental), Xm est l’am-
plitude de l’harmonique d’ordre m de fréquence mTf1, φm est la phase initiale, am(n) et
bm(n) sont les fonctions de modulation d’amplitude et de phase dues aux variations de la
charge.
Dès lors, am(n) est composée de deux signaux périodiques selon la période de rotation
de la roue menante 1/f1 et de la roue menée 1/f2. Plus de détails concernant les signaux
vibratoires sont répertoriés dans [ECG+01, Ran82]. Sans fluctuation de vitesse, le spectre
(figure 3.8) d’un tel signal est composé de :
– D’un pic à la fréquence d’engrènement fmesh = Tf1 et ses harmoniques m ∗ fmesh ;
– De bandes latérales : pics espacés de q ∗ f1 (q = 1, 2, 3, . . .) et p ∗ f2 (p = 1, 2, 3, . . .)
autour de la fréquence d’engrenage (et de ses harmoniques). Ces bandes latérales,
qui se manifestent en cas de défaut, sont dues à la modulation d’amplitude am(n)
du signal d’engrènement par les roues.
x(n) est ensuite convolué avec la réponse de la structure mécanique. D’après le modèle,
la fréquence de l’arbre f1 et donc sa position (ou phase) est contenue dans la version tem-
porelle du signal. Il sera alors exploité afin d’estimer la fréquence instantanée et détecter
le défaut de roulement.
Estimation de la vitesse
Il est nécessaire de remplacer f1 par f1(n) dans (3.14) afin de prendre en compte
les fluctuations de vitesse. Chaque fréquence notée sans (n) sera maintenant considérée
comme une fréquence moyenne. bm(n), variable en fonction du temps, peut être interprétée
comme une fluctuation de phase et sera incluse dans f1(n). Le modèle devient alors :
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Figure 3.8: Spectre du signal accélérométrique autour de l’engrenage
x(n) =
M∑
m=0
Xm [1 + am(n)] cos
[∫ t
0
2πmTf1(t)dt+ φm
]∣∣∣∣
t=nTe
(3.15)
L’idée est d’isoler la fréquence d’engrènement (ou une de ses harmoniques) en utilisant
un filtre passe bande centré sur la fréquence d’engrènement. Le filtre extraira :
y(n) = Xm × cos
[∫ t
0
2πmTf1(t)dt+ φm
]∣∣∣∣
t=nTe
(3.16)
Le signal analytique associé avec y(n) est utilisé pour extraire l’information de vitesse :
Sa(n) = Xm × exp
[∫ t
0
2πjmTf1(t)dt+ φm
]∣∣∣∣
t=nTe
, j2 = −1 (3.17)
Ensuite, la phase du signal analytique est extraite :
φ(n) =
[∫ t
0
2πmTf1(t)dt+ φm
]∣∣∣∣
t=nTe
(3.18)
Pour estimer la phase instantanée de l’arbre d’entrée (en d’autre terme la position
angulaire en radian), il est nécessaire de diviser le signal par mT .
ϕs(n) =
φ(n)
mT
=
[∫ t
0
2πf1(t)dt+
φm
mT
]∣∣∣∣
t=nTe
(3.19)
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Finalement la fréquence instantanée est obtenue par :
finst(n) =
1
2π
dϕs(n)
dn
(3.20)
La phase instantanée correspond à la position angulaire de l’arbre d’entrée et la fré-
quence instantanée correspond à la vitesse de l’arbre d’entrée.
3.6.3 Re-synchronisation des signaux électriques
Nous avons voulu appliquer les statistiques cycliques sur les signaux électriques, mais
nous avons remarqué que, d’un cycle à autre, nous avons un problème de dérive des cycles
à 50 Hz.
La figure 3.9 représente une superposition de 1950 cycles électriques acquis d’une
manière temporelle sur une durée de 40 secondes. La fréquence d’échantillonnage est de
25, 6 kHz, ç-à-d nous avons 512 échantillons par cycle moyen du 50 Hz (25600/50). Chaque
tranche est constituée de 512 échantillons chacune et nous représentons le maximum de
chaque sinusoïde par une astérisque. Cela nous permet de visualiser une dérive qui met
en évidence les fluctuations de période du signal électrique.
Outre les fluctuations liées au fonctionnement de la machine, il s’ajoute les fluctuations
du secteur électrique. EDF garantit que dans des conditions normales d’exploitation, la
valeur moyenne de la fréquence fondamentale est comprise dans l’intervalle 50 Hz ± 1%.
Ces petites fluctuations rendent l’analyse cyclique quasiment impossible si nous n’établis-
sons pas un moyen pour compenser ou éviter ces fluctuations. D’où la nécessité d’une
référence qui suit les fluctuations électriques et qui permet d’échantillonner les signaux
courants et tensions d’une manière synchrone. Cela est très important pour supprimer
la partie déterministe qui masque souvent l’information et pose un véritable problème
d’exploitation des signaux électriques.
Échantillonnage synchrone
D’un point de vue technologique, et en faisant le rapprochement avec le cas des signaux
mécaniques, l’échantillonnage synchrone direct des signaux électriques est envisageable
en remplaçant le codeur optique ou le top tour par un générateur d’horloge PLL dont la
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Figure 3.9: Tracé de 1950 cycles de l’alimentation électrique
fréquence est proportionnelle à la fréquence du secteur et suit ces fluctuations. Le principe
de cette méthode est présenté sur la figure 3.10. l’appellation synchrone est relative au
cycle électrique tandis que l’échantillonnage angulaire depend de la position de l’arbre.
Le générateur de fréquence est alimenté d’une des phases qui alimentent la machine,
il génère un signal carré d’amplitude 0-5 volts et de fréquence multiple de la fréquence
d’alimentation. Ce signal sera alors utilisé comme horloge externe pour piloter la carte
d’acquisition. Pour faire de l’échantillonnage angulaire, nous utilisons l’horloge provenant
du codeur optique.
Un tel système présente des avantages importants :
– il fait réellement une acquisition synchrone, c’est la solution idéale,
– il n’est pas nécessaire de sur-échantillonner les signaux pour des post-traitements
(on ne surdimensionnera donc pas la carte d’acquisition).
Néanmoins, il présente certains inconvénients :
– Les contraintes sur l’équipement réduisent le choix (horloge externe, ...). La majorité
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Figure 3.10: Échantillonnage synchrone
des chaînes d’acquisition utilisent une horloge interne et ne disposent pas toujours
d’entrée complémentaire permettant l’utilisation d’une horloge externe.
– Les multiplicateurs de fréquence n’arrivent pas à suivre les fluctuations rapides de
la fréquence d’alimentation notamment en présence de commande électronique.
– Il arrive parfois que les trois phases électriques ne fluctuent pas de la même ma-
nière, ou encore une phase fluctue sans les autres ; par conséquence, cela perturbe
l’acquisition vu que l’horloge est liée à la phase à laquelle est branché le générateur
et du coup la synchronisation des signaux n’est pas fiable.
Ce genre de problème amène à développer des algorithmes de re-échantillonnage a
posteriori. Ces algorithmes permettent de resynchroniser les signaux en temps différé.
Synchronisation par compensation du retard
L’objectif est de synchroniser les différents cycles électriques par rapport à une réfé-
rence. A la fin de ce processus, tous les cycles peuvent être superposés. C-à-d que tous
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les maximums de la figure 3.9, soient réalignés. Dans ce cas, les différents cycles sont
synchrones.
Le processus de synchronisation est le suivant : nous découpons le signal tension en
tranches correspondant à des cycles et chaque tranche contient un nombre entier d’échan-
tillons, soit N . Dans notre cas N = 512 échantillons pour une fréquence d’échantillonnage
de 25, 6 kHz. Ensuite, nous estimons le décalage, en nombre d’échantillons, qui existe
entre le premier cycle, pris comme référence, et les autres cycles. Il existe différentes fa-
çons d’estimer le décalage entre les sections telles que la corrélation, le passage par zéro
et la détection des maxima. Nous calculons la corrélation entre le cycle de référence et le
cycle à recaler. Nous obtenons un signal de taille 2N−1 ensuite nous détectons la position
du maximum de la corrélation, soit N ′. Le décalage est donc N − N ′. Si le deux cycles
sont déjà synchrones, N ′ vaut N et le décalage r est nul.
Nous rappelons que le retard dans le domaine temporel est l’équivalent d’une rotation
de phase dans le domaine fréquentiel que nous utilisons pour synchroniser les différents
cycles.
Une fois que tous les cycles sont synchrones, nous reconstruisons le signal en met-
tant les tranches synchronisées bout à bout et nous appliquons une moyenne glissante
entre eux pour éviter le problème de discontinuité. Le courant sera synchronisé exacte-
ment de la même manière que la tension mais en utilisant les valeurs des retards estimés
entre les cycles de la tension ; Cela présente l’intérêt de compenser les fluctuations de la
fréquence d’alimentation indépendamment des fluctuations de fréquences causées par la
charge mécanique, [IEGZ06], [IEGY06].
Le résultat de cette méthode est présenté par la figure 3.11 où sont superposés les dif-
férents cycles synchrones du signal courant. Nous remarquons par localisation des maxima
que les fluctuations du 50 Hz sont compensées tandis que les fluctuations causées par la
charge mécanique sont toujours présentes. Ces dernières seront utilisées pour diagnosti-
quer les défauts mécaniques.
Synchronisation par interpolation
Il est possible par interpolation de corriger la phase du signal électrique correspondant
à un incrément angulaire constant ϕa(nθ) = 2pispr .nθ. spr correspond à un nombre entier
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Figure 3.11: Tracé de 1950 cycles du courant électrique
d’échantillons. Par soucis de ne pas perdre la signature des fluctuations mécaniques, et
vu que la tension (par hypothèse) ne contient que l’information électrique, nous allons
corriger la phase du signal courant en re-échantillonnant ce signal par rapport à la phase
de la tension. C’est la même idée que précédemment sauf que celle ci présente l’avantage
d’être insensible aux perturbations mécaniques et permet de se synchroniser suivant le 50
Hz ou l’une de ses harmoniques.
Tous les paramètres sont maintenant connus pour lancer le processus de synchronisa-
tion. Nous choisissons de démoduler autour du 150 Hz, cela permet de se synchroniser
trois fois par cycle de 50 Hz et d’être ainsi plus précis. On rappelle que les signaux tem-
porels ont été échantillonnés à 25600 Hz, ce qui fait 25600/150 = 170.667 échantillons
par cycle du 150 Hz. Cela veut dire que les cycles ne peuvent pas être superposés vu
que nous n’avons pas un nombre entier d’échantillons par cycle. En synchronisant, et par
interpolation (spline), nous pouvons fixer un nombre d’échantillons entier pour envisager
l’analyse synchrone.
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Reprenons les signaux traités dans la section 3.6.3 ; nous synchronisons ces signaux
par rapport à la phase instantanée de 150 Hz et nous choisissons d’avoir 170 échantillons
par cycle du 150 Hz. Cela veut dire que nous aurons 510 échantillons par cycle du 50 Hz
au lieu de 512 obtenu par échantillonnage temporel.
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Figure 3.12: Signal courant re-synchronisé
Le courant synchronisé est représenté par la figure 3.12. Nous superposons 512 blocs
dont chacun correspond à 5 cycles du 50 Hz. Le dernier bloc est la moyenne synchrone
(la moyenne de tous les blocs), elle a la même allure que les autres blocs et varie entre
un minimum de −1, 51 ampère et un maximum de 1, 51 ampère. Le signal résiduel (figure
3.13) est obtenu par soustraction de la moyenne synchrone des autres blocs. En effet
cette action réduit la contribution électrique et permet de mieux extraire l’information
mécanique. La figure 3.14 présente la DSP du signal résiduel , il apparaît une réduction
importante de la dynamique du 50 Hz et des ses harmoniques. En plus, l’information liée
au défaut de roulement est bien présente à 112, 8 (50 + 62, 85) et 175, 9 (50 + 2 ∗ 62, 85)
Hz (voir paragraphe 1.4 pour la cinématique). Le plus important est que nous mettons
en évidence l’apparition des fréquences, masquées auparavant par la forte dynamique du
50 Hz. Par exemple et en agrandissant la figure 3.14 autour du 50 Hz, nous détectons une
modulation à 50 ± 1, 17 Hz qui n’apparaissait pas sur le spectre du courant représenté
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par la figure 4.3. En effet, cette modulation est la signature du glissement donné par
l’expression fs(1± 2g). Cela veut dire que nous avons un glissement moyen de 1, 17% qui
correspond bien à une vitesse moyenne du rotor égale à 24, 7Hz. Ce résultat sera amélioré
par l’utilisation du filtre de Wiener que nous abordons au chapitre 5.
3.7 Conclusion
Nous avons rappelé, dans ce chapitre, les bases théoriques de la cyclostationnarité et
nous avons présenté quelques outils statistiques qui caractérisent les signaux cyclostation-
naires. L’analyse des signaux électriques des machines tournantes a été principalement
développée dans le cas stationnaire. L’introduction de méthodes d’étude adaptées aux si-
gnaux cyclostationnaires et proposées pour l’analyse de signaux vibratoires a été étendue
aux signaux électriques.
Certaines analyses cycliques ne peuvent pas être pratiquées si la période cyclique n’est
pas constante. Nous avons rappelé le principe de l’échantillonnage angulaire appliqué
principalement aux signaux mécaniques et nous avons adapté et développé certains outils
pour synchroniser les signaux électriques.
Il s’avère intéressant d’adapter les outils de traitement du signal aux cas des signaux
électriques surtout qu’ils présentent naturellement une cyclostationnarité dans leurs ca-
ractéristiques statistiques (fréquence réseau). Dans le chapitre 5, nous allons adapter le
filtre de Wiener au cas des signaux cyclostationnaires et nous présentons une application
sur les signaux électriques.
Chapitre 4
Exploitation de la vitesse instantanée
et du facteur de puissance instantané
L’étude théorique des effets des défauts mécaniques sur le courant électrique et les
résultats des simulations présentés au chapitre 2, nous ouvrent de nouvelles voies de
diagnostics des défauts basées sur l’exploitation de la vitesse et de la phase instantanées
des signaux.
L’analyse spectrale par transformée de Fourier ou la densité spectrale de puissance
trouve son utilité comme un premier outil d’analyse simple et rapide. Cependant, dans
le cas des signaux non stationnaires, une analyse spectrale classique ne pourra pas être
utilisée pour distinguer les deux phénomènes de modulation d’amplitude et de modulation
de phase. Ceci est dû au fait que la modulation de phase correspond à une fréquence
variant dans le temps. Ce signal est ainsi non stationnaire. La DSP effectue un moyennage
fréquentiel du signal. Elle permet donc une description de la répartition de puissance dans
le domaine fréquentiel, mais il est impossible de localiser la répartition de puissance en
temps. C’est le cas inverse pour une représentation temporelle du signal : elle permet une
localisation temporelle du signal, mais ne fait pas apparaître sa répartition fréquentielle.
Les méthodes de type temps-fréquence sont des représentations d’un signal qui permettent
une description de la répartition énergétique en temps et en fréquence. Ces méthodes sont
adaptées au traitement des signaux non stationnaires.
Dans la suite, nous présentons différents moyens d’estimation de la fréquence instan-
tanée. Nous présentons aussi une nouvelle méthode de détection de défaut mécanique à
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partir de la phase instantanée du courant électrique et nous discutons de son utilité dans
le contexte de notre étude.
4.1 Fréquence Instantanée
4.1.1 Définition
La fréquence instantanée est une caractéristique importante du signal qui est pré-
sente dans de nombreux domaines. C’est un concept intimement lié à l’analyse en temps-
fréquence, où il peut être obtenu à partir d’une distribution temps-fréquence (DTF). La
fréquence d’un signal est en général une quantité qui est définie indépendamment du
temps. Néanmoins, dans le cas de signaux non-stationnaires, l’introduction de la notion
de fréquence instantanée peut s’avérer utile pour l’analyse. Physiquement, il est impor-
tant de noter que le signal analysé doit être impérativement un signal à mono-composante
spectrale ; dans le cas des signaux à multi-composantes, le concept de la FI n’est plus va-
lide [LT97]. Deux définitions de base sont proposées dans la littérature pour calculer la
fréquence instantanée, la première basée sur la représentation temps-fréquence du signal
étudié, et l’autre, que nous allons utiliser, est défini comme étant la dérivée de la phase
du signal analytique associé au signal étudié. La fréquence instantanée fi(t) d’un signal
analytique z(t) = a(t) ∗ ejφ(t) contenant une seule composante est définie comme étant la
dérivée de sa phase :
fi(t) =
1
2π
dϕ(t)
dt
(4.1)
Le signal analytique z(t) est un signal complexe contenant les mêmes informations que le
signal réel x(t). Contrairement au signal réel, le signal complexe contient uniquement les
fréquences positives. Il est construit à partir du signal réel en utilisant la transformée de
Hilbert symbolisée par l’opérateur H (Annexe B) :
z(t) = x(t) + jH [x(t)] (4.2)
avec :
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H(t) =
∫ +∞
−∞
x(t− τ)
πτ
dτ (4.3)
4.1.2 Algorithme de traitement
Deux moyens techniques d’estimation de la fréquence instantanée de rotation ont été
abordés au chapitre 3. Nous avons vu qu’il est possible, soit en utilisant le codeur op-
tique soit le signal accélérométrique, d’estimer la phase instantanée et par conséquent la
fréquence instantanée. Nous décrivons ici l’algorithme de traitement utilisé dans le deux
cas. La méthode utilisée procède en 5 étapes :
– Filtrage passe bande autour d’une fréquence d’intérêt : la fréquence d’engrenage (ou
l’une des ses harmoniques) si nous utilisons le signal vibratoire, soit autour de la
fréquence fondamentale du codeur optique si nous estimons la vitesse à partir du
codeur optique,
– Calcul du signal analytique du signal filtré,
– Calcul de la phase du signal analytique,
– Calcul de la fréquence instantanée,
– Calcul de la densité spectrale de puissance de la fréquence instantanée.
4.1.3 Détection du défaut en utilisant la fréquence instantanée
mécanique
Le défaut résulte d’une dégradation naturel de bague externe du roulement qui soutient
le rotor du coté du réducteur. Ce défaut apparaît à chaque passage des billes sur la surface
défectueuse. Il produit des chocs qui perturbent le couple et la vitesse de la machine. D’où
l’intérêt de traiter le signal vitesse pour détecter ce type de défauts.
Le signal codeur optique est échantillonné à une fréquence de 102400 Hz. Ce signal
est filtré dans la bande passante 16000 - 34000 Hz autour de sa fréquence fondamentale.
La figure 4.1 représente la densité spectrale de puissance de la vitesse instantanée estimée
à l’aide du codeur optique. Les plus fortes composantes dans ce spectre sont liées à la
fréquence de rotation 24, 71 Hz et ses harmoniques. La signature du défaut de bague
externe est localisée à 62, 89 Hz avec ses harmoniques, mais avec des niveaux d’amplitudes
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Figure 4.1: DSP de la fréquence instantanée estimée à partir du codeur optique.
moins importants que pour la fréquence de rotation.
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Figure 4.2: DSP de la fréquence instantanée estimée à partir du signal accélérométrique.
Ce n’est pas le cas de la figure 4.2 qui représente la DSP de la fréquence instantanée
estimée à partir du signal vibratoire par une démodulation de fréquence autour de la
fréquence d’engrenage 494 Hz. Ce spectre montre un peigne des raies à 62, 9 Hz et ses
harmoniques correspondant à la signature du défaut de bague externe. Nous pouvons
remarquer que la vitesse instantanée estimée à partir du signal vibratoire favorise les
informations relatives aux défauts mécaniques, l’information de la vitesse est présente mais
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plus difficilement exploitable. La vitesse instantanée estimée à partir du codeur optique
porte de plus amples informations sur la rotation de la machine, ce qui est normale, on
retrouve cependant les défauts mécaniques dans les raies fréquentielles sous-jacentes.
Ces résultats prouvent que, expérimentalement, l’incidence des défauts agit immédia-
tement sur le couple et la vitesse de la machine avec des perturbations périodiques relevant
de la signature du défaut.
4.2 Exploitation des signaux électriques
4.2.1 Problématique
L’effet des défauts naissants est très minime sur le courant électrique. Les plus grandes
dynamiques présentent dans le spectre du courant (figure 4.3) se produisent à la fréquence
d’alimentation électrique et ses harmoniques.
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Figure 4.3: DSP du courant d’une phase statorique.
Comme nous le remarquons sur ce spectre, les composantes fréquentielles liées au dé-
faut de roulement sont relativement petites si nous les comparons aux autres composantes
fréquentielles du spectre. Elles sont masquées par le bruit et leur détection n’est pas évi-
dente. La figure 4.3 montre une grande différence entre les amplitudes des composantes
fréquentielles à 50 Hz et celle à 50 + 62, 9 = 112, 9 Hz (62, 9 Hz correspond à la signature
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du défaut de bague externe) égale à 78 dB. La détection de ces composantes de défaut de
roulement dans le spectre du courant est un problème non évident. Nous avons discuté de
ce problème dans [BIGB08], [IEGY06], [IEGZ06] et nous avons utilisé le filtre de Wiener
pour réduire la dynamique du 50 Hz par rapport aux composantes fréquentielles associées
aux défauts de roulement et à la charge mécanique. Nous reviendrons sur ce sujet en détail
dans le chapitre 5.
Une analyse spectrale du courant n’est pas aisée pour détecter le défaut de roulement.
En effet, nous devons supprimer les composants électriques pour faciliter la détection de
défauts et permettre une meilleure exploitation du signal. Nous allons en outre mettre en
place une nouvelle méthode basée sur le facteur de puissance instantanée qui extrait les
informations mécaniques par des mesures électriques.
4.2.2 Estimation de la fréquence instantanée électrique
L’effet d’un défaut de roulement sur le courant statorique a été étudié au chapitre 2.
Nous avons montré qu’un tel défaut génère des oscillations dans le couple et la vitesse
de rotation de la machine qui se reflètent sur le courant statorique sous forme d’une
modulation de phase et ces modulations peuvent être détectées par exploitation de la
fréquence instantanée du courant [IGEB08c].
En utilisant le même algorithme décrit précédemment mais en démodulant autour du
50 Hz, nous obtenons les résultats suivants :
La figure 4.4 représente l’évolution temporelle de la fréquence instantanée du courant
statorique. Elle fluctue autour d’une valeur moyenne égale à 49, 97 Hz sans avoir la possibi-
lité de déterminer l’origine de ces fluctuations. Tandis que la représentation spectrale par
la figure 4.5 montre des composantes fréquentielles relevant du défaut de bague externe
localisées à 62, 89 Hz, nous pouvons également détecter la vitesse de l’arbre à 24, 7 Hz.
Il existe aussi d’autres fréquences liées à la cinématique de la machine (voir paragraphe
1.4). Ces résultats soutiennent les études théoriques du chapitre 2 à savoir que les défauts
mécaniques et plus particulièrement les défauts du roulement induisent une modulation
de phase sur le courant électrique qui peut être détectée par exploitation de la fréquence
instantanée.
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Figure 4.4: Représentation temporelle de la fréquence instantanée.
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Figure 4.5: DSP de la fréquence instantanée du courant.
4.2.3 Méthode directe d’estimation du facteur de puissance ins-
tantané (FPI)
Dans une machine asynchrone triphasée fonctionnant en régime sain, la tension de
ligne Va est en avance de phase de α par rapport au courant Ia, et cosα est le facteur
de puissance. En plus, la machine est alimentée par une source de tension triphasée et
équilibrée, cela impose que la tension Vb soit en retard de phase de 2π/3 par rapport à
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Va et en avance de 2π/3 par rapport à Vc. Le même raisonnement est suivi pour les trois
courants de phases statoriques.
Va(t) = Um cos(ωst) (4.4)
Vb(t) = Um cos(ωst− 2π/3) (4.5)
Vc(t) = Um cos(ωst+ 2π/3) (4.6)
Ia(t) = Im cos(ωst− α) (4.7)
Ib(t) = Im cos(ωst− α− 2π/3) (4.8)
Ic(t) = Im cos(ωst− α + 2π/3) (4.9)
avec Um, Im et ωs sont respectivement la tension maximale, le courant maximal et la
pulsation de l’alimentation électrique.
Les oscillations du couple impliquent des variations dans le facteur de puissance, et
nous définissons dans ce cas le facteur de puissance instantané cosα(t), le déphasage α
sera remplacé par α(t) dans les équations (4.7)-(4.9). Le but maintenant est d’estimer la
variable α(t) afin de relever l’information liée au défaut de roulement [IEGB08].
Dans un premier temps nous avons procéder comme suit :
1. Estimation du signal analytique IZ
2. Multiplication du signal analytique par− exp(ωst) ; C’est une démodulation pour éli-
miner la fréquence d’alimentation électrique. Nous obtenons le signal Im exp(jα(t))
3. Estimation de la phase pour extraire α(t)
La fréquence de l’alimentation électrique n’est pas constante et nous avons remarqué
qu’il y a des légères fluctuations autour du 50 Hz (§ 3.6.3). Cela introduit des erreurs
lorsqu’on multiplie par − exp(ωst). En réalité la pulsation électrique du courant et de la
tension est égale à ωs ± δωs.
Les équations (4.4) et (4.7) seront réécrites sous la forme :
V ′a(t) = Um cos [(ωs ± δωs)t] (4.10)
I ′a(t) = Im cos [(ωs ± δωs)t− α(t)] (4.11)
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Comme les fluctuations δωs sont aléatoires, nous avons modifié la méthode décrite
ci-dessus en introduisant l’utilisation conjointe du courant et de la tension.
Les signaux analytiques du courant et de la tension sont de la forme :
VZ(t) = Um exp [(ωs ± δωs)t] (4.12)
IZ(t) = Im exp [(ωs ± δωs)t− α(t)] (4.13)
En estimant les phases puis, par soustraction, nous pouvons extraire seulement α(t) (4.14)
ΦV (t) = (ωs ± δωs)t
ΦI(t) = (ωs ± δωs)t− α(t) (4.14)
=⇒ α(t) = ΦV (t)− ΦI(t)
Figure 4.6: Estimateur du facteur de puissance instantané.
La figure 4.6 résume toutes les étapes, nous présentons l’application sur les signaux
réels dans la section suivante.
4.3 Résultats expérimentaux
La figure 4.3 montre que la détection des défauts du roulement par exploitation directe
du spectre du courant n’est pas évidente. Ce qui nous pousse à élaborer des nouvelles
méthodes qui permettent une meilleure détermination des défauts. Ceci est possible si nous
exploitons le facteur de puissance instantané (FPI) ainsi que la puissance instantanée (PI)
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parce que, théoriquement, nous ne retrouvons pas les composantes liées à la contribution
électrique et en particulier la pulsation électrique. Le FPI est calculé dans les 2 cas : état
sain et état défectueux (défaut de bague externe du roulement). La figure 4.7 montre
l’évolution temporel du déphasage entre le courant et la tension en présence du défaut.
Ce signal fluctue autour d’une valeur moyenne de 0.6368 rd et les fluctuations varient
entre 0, 6779 rd et 0, 5963 rd. Cela signifie que le FPI varie entre 0, 7789 et 0, 8274 avec
une valeur moyenne de 0, 804. L’analyse spectrale du FPI représente mieux le contenu de
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Figure 4.7: Déphasage courant-tension.
ce signal et nous localisons le défaut de bague externe à 62, 89 Hz comme indiqué sur la
figure 4.8. Les résultats sont analysés par la densité spectrale de puissance ; la ligne en
trait (couleur rouge) correspond au cas défectueux et on note clairement la présence du
défaut à 62, 89 Hz alors que cette composante ne se manifeste pas dans le cas sain. Nous
pouvons aussi détecter les harmoniques du défaut comme c’est montré sur la figure 4.9.
L’apparition d’une raie spectrale à 24, 61 Hz correspondant à la vitesse de l’arbre du rotor
peut être expliquée par le fait que les fluctuations du couple impliquent des fluctuations
de vitesse.
Pour évaluer les performances de cette méthode, nous la comparons avec la puissance
instantanée. La relation entre la puissance électrique et le couple électromagnétique est
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Figure 4.8: DSP du FPI : - - - Défaut de roulement et —– Sans défaut.
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Figure 4.9: DSP du facteur de puissance instantané.
donnée par la relation suivante :
Pabc = Tem ∗ ωs/p (4.15)
avec : ωs, la pulsation du courant et p est le nombre de paire de pôles.
Le rapport ωs/p est constant, donc les fluctuations de couple apparaissent directement
sur la puissance instantanée. Pour mettre en valeur ces fluctuations, nous traiterons dans
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la suite la puissance instantanée et nous rappelons tout d’abord la méthode de calcul
fondée sur la mesure des courants et tensions de trois phases statoriques. Les tensions
phase-phase sont calculés par :
Uab = Va − Vb (4.16)
Ucb = Vc − Vb (4.17)
Les puissances instantanées partielles Pab et Pcb sont calculées en multipliant Uab par
Ia et Ucb par Ic :
Pab = Uab ∗ Ia (4.18)
Pcb = Ucb ∗ Ic (4.19)
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Figure 4.10: DSP de la puissance instantanée.
Finalement la puissance instantanée totale Pabc est calculée en additionnant le deux
puissances partielles :
Pabc = Pab + Pcb (4.20)
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En présence d’un défaut, les oscillations du couple impliquent des variations dans le
facteur de puissance et dans ce cas α sera remplacée par α(t) = ωosct+ α0, où ωosc est la
pulsation du défaut.
Finalement, la puissance instantanée sera :
Pabc(t) =
3
2
UmIm cos(α(t)) (4.21)
L’équation (4.21) souligne l’étroite relation entre l’PI et l’FPI, cela justifie la grande
ressemblance dans leurs spectres de puissance (figures 4.9 & 4.10) à l’exception d’un
facteur de gain égale à 20 ∗ log(3
2
UmIm).
L’utilisation de l’FPI est plus avantageuse que l’PI. Nous pouvons citer les points
suivants :
– L’FPI se calcul à partir d’une seule phase statorique,
– Le calcul de l’PI nécessite l’acquisition de trois courant et trois tensions et cela de-
mande plus d’équipements (pinces ampèrmétriques, sondes différentielles, câbles,...)
et un système d’acquisition avec 6 voies au moins.
4.4 Conclusion
Bien que l’analyse spectrale classique soit un outil incontournable du traitement des
signaux harmoniques et/ou stationnaires, elles repose cependant sur un concept de fré-
quence qui est exclusif de toute évolution temporelle, ne permettant pas de donner commo-
dément un sens à la notion pourtant intuitive de fréquence instantanée. D’où la nécessité
de chercher les méthodes temps-fréquences et les différentes techniques d’estimation de
la fréquence instantanée. La vitesse instantanée a été calculée par des algorithmes qui
s’adaptent suivant la nature des capteurs et la nature des signaux pour arriver à extraire
l’information utile concernant le défaut de roulement. Nous avons ensuite étudié les si-
gnaux électriques et mécaniques de la machine asynchrone dans le domaine fréquentiel en
utilisant principalement le périodogramme. Cette approche nous a permis d’identifier les
signatures fréquentielles causées par les fluctuations de couple. Nous avons introduit une
nouvelle méthode de diagnostic basée sur l’exploitation du facteur de puissance instan-
tané qui permet d’estimer directement les modulations de phase et permet une meilleure
94 Exploitation de la vitesse instantanée et du facteur de puissance instantané
detection des défauts de roulement et des oscillations du couple.
Chapitre 5
Correlospectre
Le signal courant électrique peut être vu comme un signal utile, perturbé par un signal
bruit d’origine mécanique ou d’autre bruits de mesures. Dans ce cas de figure, les méthodes
de réduction de bruit tel que le filtre de Wiener [Wie50] peuvent apporter des solutions
pour détecter des défauts mécaniques. On supposera que les signaux électriques sont
décorrélés de la rotation du rotor donc de tout événement mécanique lié à la rotation. Ce
qui peut être vérifié dans le cas d’une machine asynchrone. Cette propriété est importante
pour l’estimation du filtre de Wiener dont l’hypothèse de base est que le signal utile doit
être décorrélé du bruit.
5.1 La réduction du bruit
5.1.1 Introduction
Les méthodes de réduction de bruit sont des outils attrayants pour réduire le bruit en
exploitant les connaissances a priori. Dans ce concept, le bruit est définie comme tout type
de perturbation indésirable, qu’il soit d’origine électrique, acoustique, vibratoire, ou de
toute autre origine. Les algorithmes de réduction du bruit impliquent habituellement un
système numérique qui annule le bruit primaire basé sur le principe de la superposition ;
spécifiquement, un bruit estimé d’amplitude égale et de même phase (ou en opposition)
est généré et soustrait (ou ajouté) au bruit primaire, ainsi ayant pour résultat l’annulation
des deux bruits. La figure 5.1 montre un système typique de réduction du bruit. Dans ce
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système, une observation bruitée y(n) enregistrée par un premier capteur inclut une partie
signal x(n) et du bruit b1(n). Un deuxième capteur placé dans le champ de bruit capte
le signal b2(n). Alors, par traitement numérique du signal, on génère une estimation du
bruit primaire bˆ(n). Après soustraction, le signal désiré xˆ(n) est récupéré. Normalement,
le bruit mesuré par le deuxième capteur a la même source que le bruit primaire, ou au
moins ils devraient être corrélés.
Observation
Source du bruit Hw
y(n) = x(n) + b1(n)
b2(n)
bˆ(n)
Signal xˆ(n)+
-
Figure 5.1: Modèle de réduction du bruit en utilisant deux capteurs
5.1.2 Filtrage de Wiener
On cherche à construire un système linéaire invariant en temps permettant d’extraire
au mieux le signal du bruit en rendant maximal le rapport signal sur bruit. On dispose
du signal d’observation y(t), qu’on va filtrer pour rendre maximal le rapport signal sur
bruit. Le filtre qu’on va appliquer est le filtre de Wiener.
On suppose que x(t) est aléatoire de moyenne nulle E[x(t)] = 0. De fonction de corré-
lation Cxx(τ) = E[x(t)x∗(t−τ)] et de densité spectrale de puissance Sxx(ν) = TF [Cxx(τ)].
Appliquons x(t) à l’entrée d’un filtre Hw, filtre de Wiener de gain complexe Hw(ν).
La sortie du filtre de Wiener est xˆ(t). Cette sortie doit être la plus proche possible
de x(t) en moyenne quadratique. On doit donc déterminer le filtre de manière à ce que
J = E
[|x(t)− xˆ(t)|2] soit minimum [Wie50], [ML96].
En développant on obtient
J = Cxx(0) + Cxˆxˆ(0)− Cxxˆ(0)− Cxˆx(0) (5.1)
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Soit en fréquence et en tenant compte des relations du filtrage et du fait que :
Cxy(0) =
∫ +∞
−∞
Sxy(ν)dν
J =
∫ +∞
−∞ [Sxx(ν) + Sxˆxˆ(ν)− Sxxˆ(ν)− Sxˆx(ν)] dν
=
∫ +∞
−∞
[
Sxx(ν) + |Hw(ν)|2Syy(ν)−Hw(ν)Sxy(ν)−HHw (ν)Syx(ν)
]
dν
(5.2)
En minimisant l’intégrale pour tout ν, on obtient le gain complexe du filtre de Wiener :
Hw(ν) =
Sxy(ν)
Syy(ν)
(5.3)
Considérons le cas d’un signal x(t) et d’un bruit b(t) décorrélés alors :
Sxy(ν) = Sxx(ν)
Et
Syy(ν) = Sxx(ν) + Sbb(ν)
Soit :
Hw(ν) =
Sxx(ν)
Sxx(ν) + Sbb(ν)
(5.4)
Pour un bruit blanc, Sbb(ν) = N0, nous obtenons donc :
Hw(ν) =
1
1 + N0
Sxx(ν)
(5.5)
En conclusion, nous avons :
– Hw(ν) ≈ 1 si Sxx(ν) > Sbb(ν) de manière à conserver sans déformation les compo-
santes spectrales du signal peu bruitées.
– Hw(ν)→ 0 quand Sxx(ν) < Sbb(ν) de manière à minimiser la contribution du bruit.
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5.2 Application aux signaux électriques
5.2.1 Position du problème
L’utilisation conjointe de la tension et du courant peut nous permettre d’éliminer en
grande partie la composante du 50 Hz en utilisant les techniques de réduction de bruit
tel que le spectrofiltre [ML96], [Hay96]. Nous exploitons de plus la cyclostationnarité
des signaux électriques pour l’estimation du filtre [IEGZ06] ce qui permet d’être plus
performant au niveau des résultats. Pour cela, le courant et la tension sont re-synchronisés
par rapport au cycle électrique comme nous l’avons présenté au paragraphe 3.6.3. La
tension est prise comme référence et nous construisons le filtre de Wiener qui va nous
permettre d’estimer le courant électrique corrélé à la tension. Ce courant estimé ne porte
pas l’information mécanique qui est décorrélée du signal électrique d’alimentation. Il sera
par la suite soustrait du courant mesuré afin d’atténuer le 50 Hz et ses harmoniques ; le
signal ainsi obtenu est un signal résiduel dont les contributions d’origine mécanique ont
été renforcées par réduction du 50 Hz et de ses harmoniques.
5.2.2 Modèle électrique simplifié de la machine asynchrone
Le moteur asynchrone peut être en partie modélisé selon la figure 5.2.
Figure 5.2: Modèle électrique simplifié de la machine asynchrone
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avec :
i1(t) le courant absorbé par une phase,
u1(t) la tension,
Rs la resistance du stator,
Ls inductance de fuite du stator,
Lm inductance magnétique,
Rr la resistance du rotor,
Lr inductance de fuite du rotor,
Le courant du stator s’écrit sous la forme :
i1(t) = u1(t) ∗ h(t) + b(t) = iˆ(t) + b(t) (5.6)
avec h(t) est la réponse impulsionnelle du filtre dépendant des paramètres intrinsèques
de la machine et de l’état de fonctionnement, b(t) représente la composante électrique
résultante des perturbations mécaniques et d’autres bruits non corrélés avec le courant,
et iˆ(t) est le courant estimé. Le principe de la réduction par le spectrofiltre (figure 5.3)
consiste à déterminer la réponse h(t) (filtre de Wiener) qui minimise l’influence du bruit
b(t) au sens des moindres carrés.
u1(t)
i1(t)
Analyse
spectrale
(DSP)
Transformation
de Fourier
H(ν)
Transformation
de Fourier inverse
+
÷
Si1u1(ν)
Su1u1(ν)
bˆ(t)
+
-
Figure 5.3: Spectrofiltre
5.2.3 Estimation du filtre de Wiener pour les signaux électriques
[IEGY06]
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On désire estimer la contribution du courant fortement corrélée à la tension d’alimen-
tation et donc peu sensible au défaut de la machine ; Ceci revient à estimer le filtre h(t),
appliqué à la tension u1(t) fournissant le signal iˆ(t), sous contrainte de minimisation de
l’erreur quadratique entre iˆ et i mesuré.
Le filtre s’écrit sous la forme suivante :
H(ν) =
Si1u1(ν)
Su1u1(ν)
(5.7)
S symbolise la densité spectrale de puissance.
avec
Si1u1(ν) =
∫ +∞
−∞
Ci1u1(τ) exp(−2jπντ)dτ (5.8)
Su1u1(ν) =
∫ +∞
−∞
Cu1(τ) exp(−2jπντ)dτ (5.9)
Ci1u1(τ) et Cu1(τ) sont l’auto et l’inter correlation, iˆ(t) sera finalement :
iˆ(t) = TF−1 [U1(ν)H(ν)] (5.10)
avec TF−1 est la transformée de Fourier inverse et U1(ν) est la transformée de Fourier de
u1(t).
La mise en œuvre utilisée pour estimer ce filtre, consiste à diviser les deux signaux
courant et tension en des blocs proportionnels à une période du 50 Hz, à calculer la densité
spectrale d’intercorrélation de chaque bloc, Su1u1,k(ν), d’une part et Si1u1,k(ν), d’autre
part ; à moyenner les Su1u1,k(ν) entres eux ; les Si1u1,k(ν) entres eux et enfin estimer le
filtre selon l’expression G =
Si1u1(ν)
Su1u1 (ν)
.
Le courant estimé peut être obtenu en convoluant la tension avec la réponse impul-
sionnelle du filtre. A partir du courant estimé par le filtre de Wiener, on va générer un
signal résiduel noté b(t) tel que b(t) = i1(t)− ie(t) ; Dans ce cas, le signal b(t) ne contient
que du bruit décorrélé du signal électrique avec en particulier des informations liées à la
partie mécanique.
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5.3 Résultats expérimentaux
5.3.1 Débruitage
Les fréquences liées au défaut de roulement sont localisées dans le spectre du courant
aux fréquences |fs ± k.fex|, où fs est la fréquence du secteur électrique égale à 50 Hz, fex
est la fréquence du défaut de bague externe de roulement égale à 62, 89 Hz et k = 1, 2, . . ..
L’information sur le défaut est masquée par la forte dynamique des composantes fré-
quentielles présentent dans le spectre (figure 5.5) multiples de la fréquence d’alimentation.
Nous proposons d’utiliser le filtre de Wiener pour faire ressortir ces composantes.
Nous montrons les résultats obtenues par filtrage de Wiener dans le cas d’estimation du
filtre par 2 techniques différentes. La première technique est obtenue sans correction des
fluctuations de la période du réseau (figure 5.4(b)), la seconde est obtenue par correction
des fluctuations selon les méthodes proposées au chapitre 3 (figure 5.4(a)). Il est clair que
la correction des fluctuations de la fréquence d’alimentation apporte une amélioration
indéniable sur l’estimation du courant corrélé à la tension. Comme le courant à une forte
composante 50 Hz, il est préférable d’observer le spectre (figures 5.5 et 5.6) d’autant plus
que le signal qui nous intéresse est le signal résiduel en dehors des fréquences du réseau.
Ce signal obtenu par différence entre le courant mesuré et le courant estimé.
L’analyse spectrale du signal résiduel, présentée à la figure 5.8, montre que la dyna-
mique du 50 Hz a été éliminé et que la différence d’amplitude est réduit à 27, 6 dB entre le
50 Hz et le 112, 89 Hz. En outre, un gain de 1, 55 dB de la fréquence de 112, 89 Hz permet
de la distinguer des autres fréquences très proches. Un autre aspect important signalé au
paragraphe 3.6.3, ce que nous arrivons à extraire la signature du glissement (50 ± 1, 17
Hz) masquée au préalable par le 50 Hz. Le filtre de Wiener a permis d’améliorer encore
plus ce résultat en réduisant mieux le 50 Hz.
5.3.2 Application du Kurtosis
Le kurtosis ou coefficient d’aplatissement décrit la forme de la distribution d’une va-
riable aléatoire réelle. Il est défini comme étant le rapport entre le moment centré d’ordre
4 et le carré du moment centré d’ordre 2 de la distribution en question ; plus il est élevé,
plus la distribution est "pointue".
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(a) −−−− Courant estimé, −−−−− Courant observé synchronisé.
(b) −−−− Courant estimé, −−−−− Courant observé non synchronisé.
Figure 5.4: Superposition de deux courant :
kurt(X) =
E[(X − µ)4]
σ4
(5.11)
où µ et σ sont la moyenne et l’écart type de X.
Le kurtosis d’une variable aléatoire normale vaut 3 et pour une sinusoïde vaut 1, 5 [PSF97].
C’est un indicateur sensible dans la détection des impulsions périodiques [HN98].
Pour l’analyse des vibrations, la valeur du kurtosis devrait être proche de 3 en fonc-
tionnement sain. L’introduction d’un défaut génère des impulsions, modifiant ainsi la
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Figure 5.5: DSP de deux courants : −−−−−− Mesuré ; −−− Estimé après synchronisation.
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Figure 5.6: DSP de deux courants : Agrandissement entre 100 et 200 Hz.
distribution des signaux de vibration et l’augmentation de la valeur du kurtosis.
Dans notre application, nous avons associé le kurtosis avec le filtre de Wiener pour
détecter les défauts en utilisant les signaux électriques. Il a été appliqué à différents signaux
acquis dans des conditions de fonctionnement différentes ; les résultats sont classés dans
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Figure 5.7: Signal résiduel estimé.
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Figure 5.8: DSP du signal résiduel.
Table 5.1: Valeurs du kurtosis
Signal : Sain Défaut
Courant 1.46 1.57
Accéléromètre 2.83 3.51
Résidu 2.16 8
Enveloppe du signal vibratoire 12.33 66
5.4 Conclusion 105
le tableau 5.1. Pour le signal électrique, le kurtosis est proche de 1, 5 et par contre nous
ne pouvons pas détecter les anomalies. Par contre, en appliquant sur le signal résiduel, la
valeur du kurtosis augmente de 2 dans le cas sain à 8 pour un fonctionnement avec un
défaut de roulement. Notons également que le kurtosis est plus sensible sur l’enveloppe du
signal vibratoire que sur le signal électrique, c’est un résultat tout à fait normal puisque le
défaut de roulement impacte plus directement les vibrations que le courant de la machine.
Par contre, le facteur d’accroissement en présence d’un défaut est du même ordre de
grandeur sur le signal vibratoire et le signal résiduel.
5.4 Conclusion
L’influence des défauts de roulement sur les courants statorique dépend du type de dé-
faut et des conditions de fonctionnement de la machine. Il s’avère donc difficile de détecter
une panne en observant tout simplement le signal du courant surtout que l’information
sur la mécanique contenue dans le courant électrique est masquée par la forte dynamique
de la fréquence d’alimentation. La prise en compte explicite de la non stationnarité des
signaux électriques dans l’estimation du filtre optimal de Wiener nous a permis de séparer
la contribution résultante des effets mécaniques impulsionnels (défaut) de celle résultant
de l’alimentation électrique. Par la suite pour caractériser la contribution mécanique, nous
avons utilisé le Kurtosis qui permet de mettre en évidence des signaux dont la signature
s’éloigne d’une gaussienne, c’est le cas typique de défaut de roulement impulsif de type
écaillage.
Conclusion générale et perspectives
Ce travail de thèse a été consacré au diagnostic de défauts mécaniques (roulements)
des machines électromécanique par exploitation des signaux électriques et de la vitesse
instantanée de la machine. Nous nous sommes intéressés dans un premier temps à modéli-
ser le défaut de roulement pour comprendre son effet sur le fonctionnement de la machine
et pour expliquer les phénomènes physiques mis en jeu lors de l’apparition de ce type de
défauts.
D’un point de vue expérimental, notre approche a été dans un premier temps, d’étu-
dier la vitesse instantanée. Cette étude nous a permis de mettre en évidence un défaut
de roulement sur la bague extérieure, ce résultat nous a naturellement conduit à étudier
les effets de la vitesse et variations de couple sur le courant. Les résultats montrent que
les variations de couple moduleraient la phase du courant. Ainsi les défauts de roulement
peuvent être détecter à partir de la phase instantanée du courant. Nous avons ainsi pro-
posé une nouvelle méthode de diagnostic basée sur l’exploitation du facteur de puissance
instantané qui permet l’estimation des modulations de phase et conduit à la détection des
défauts de roulement.
La difficulté d’un diagnostic direct du défaut de roulement sur le courant résulte de la
forte dynamique de l’alimentation (50 Hz et harmoniques) qui masque le reste du signal.
Nous avons proposé une technique de filtrage de Wiener permettant de réduire ces fortes
composantes et ainsi de faire ressortir la signature spectrale du défaut. Cette technique
s’appuie sur l’hypothèse que le courant peut être décomposé en deux contributions :
l’une essentiellement corrélée à la tension d’alimentation, l’autre liée aux phénomènes
mécaniques normalement décorrélés des signaux électriques. La mise en œuvre de cette
technique est améliorée par une correction préalable des fluctuations de période du réseau
afin de lui exploiter la périodicité voire la cyclostationnarité du courant d’alimentation.
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Le signal du courant ainsi filtré et diminué des fortes composantes d’alimentation peut
être traité par des outils tel que le kurtosis pour caractériser l’ampleur d’un défaut de
roulement.
Ce travail ouvre des perspectives à différents niveaux. D’un point de vue modélisation,
nous avons mis en évidence le transfert d’un défaut de roulement via la vitesse et le
couple instantanée vers le courant. Par ailleurs, le défaut de roulement peut entraîner
une excentricité qui elle-même influe sur le courant. Il serait intéressant de développer
un modèle sophistiqué de la machine permettant d’étudier simultanément les défauts de
variation d’entrefer et les défauts de variation de vitesse ou couple pour identifier le mode
de transfert le plus important.
Concernant les techniques d’estimation de la vitesse instantanée, il sera intéressant de
développer des méthodes d’estimation à partir de la mesure électrique, par exemple par
exploitation des harmoniques d’encoches rotorique (analogie à l’exploitation de l’engrène-
ment dans un réducteur).
Concernant les méthodes d’amélioration rapport/buit, nous avons commencé de dé-
velopper l’utilisation de la matrice spectrale dans un cadre cyclostationnaire [IEGZ05]
pour extraire la contribution mécanique des signaux électriques. Cette approche multi-
dimensionnelle permettrait de séparer les signaux reçus sur un ensemble des capteurs (3
courants, 3 tensions). Il serait intéressant de développer des bases des projections adaptées
à la séparation des sources électrique et mécanique et de valider cette méthode sur des
signaux réels en présence des différents défauts.
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Annexes
Annexe A : Transformée de Concordia.
Annexe B : Transformée d’Hilbert.
Annexe C : Échantillonnage angulaire direct.
Annexe A
Transformée de Concordia
On peut modéliser le champ tournant d’un système triphasé par un système diphasé
grâce aux transformations suivantes :
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Si on veut conserver la composante homopolaire les transformations deviennent :

mh
mα
mβ

 =
√
2
3


1√
2
1√
2
1√
2
1 −1
2
−1
2
0
√
3
2
−
√
3
2




ma
mb
mc




ma
mb
mc

 = T


mh
mα
mβ


où T est la matrice de Concordia. Il existe aussi une transformation de Clark qui est
la même que celle de Concordia mais qui n’est pas normée. Elle ne conserve donc pas la
puissance lors des opérations matricielles.
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Annexe B
Transformée d’Hilbert
La transformée d’Hilbert du signal x(t) est défini comme étant un signal dont ses
fréquences sont toutes décalées de −π/2 radians par rapport à celles du x(t). Le signal
résultant est noté
xˆ(t) = H{x(t)} (B.1)
xˆ(t) est obtenu en filtrant x(t) par un filtre de fonction de transfert :
H(f) = −jsgn(f) (B.2)
L’amplitude et la phase de H(f) valent
|H(f)| = 1 (B.3)
φ{H(f)} = −π
2
sgn(f) (B.4)
La réponse impulsionnelle est obtenue par transformation de Fourier inverse de H(f) :
h(t) =
1
πt
(B.5)
Il est instructif de comparer la fonction de transfert de la transformation de Hilbert à
celle d’un retard pur (x(t)→ x(t− t0)). La fonction de transfert du retard est
Hd(f) = exp(−2πft0) (B.6)
126 Annexes
|Hd(f)| = 1 (B.7)
φ{Hd(f)} = −2πft0 (B.8)
Tous les deux ont la même amplitude, mais le retard a une phase linéaire en fréquence au
lieu d’une constante.
Annexe C
Échantillonnage angulaire direct
Le principe d’une chaîne d’acquisition angulaire est présenté sur la figure C.1.
Un codeur angulaire fixé à un arbre de la machine tournante permet d’obtenir une
information de position relative. Le codeur délivre un signal carré dont la fréquence est
un multiple de la fréquence de rotation. Un top tour permet d’obtenir une position de
référence utile pour la localisation.
Notre chaîne d’acquisition au LASPI utilise un codeur optique incrémental.
Si le codeur optique fournit un signal à une fréquence "trop élevée" pour l’application
(4096 fronts montants/tours par exemple), il est possible de réduire cette dernière à l’aide
d’un diviseur de fréquence (compteur utilisé comme diviseur par 2n). Ce signal sera alors
utilisé comme horloge externe par la carte d’acquisition. Au LASPI, nous utilisons souvent
512 ou 1024 points/tour.
Comme dans toute chaîne d’acquisition classique, les signaux issus des capteurs sont
conditionnés, amplifiés, puis préalablement filtrés.
La vitesse de la machine tournante peut varier au cours du temps, aussi la fréquence
d’échantillonnage ainsi que la fréquence de Shannon/Nyquist varient également. Il est
donc nécessaire de pouvoir changer la fréquence du filtre anti-repliement au cours de
l’acquisition pour suivre ces variations de fréquence. Pour cela, il est possible d’utiliser un
filtre anti-repliement à capacités commutées dont la fréquence de coupure dépend d’une
fréquence externe. Sur le matériel utilisé au LASPI, cette fréquence doit être 100 fois
plus élevée que la fréquence de coupure du filtre. Un multiplicateur de fréquence est alors
nécessaire.
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Figure C.1: Chaîne d’acquisition angulaire.
Pour de faibles fluctuations de vitesse, il est possible de simplifier le système. Dans
ce cas, la fréquence du filtre anti-repliement est réglée pour satisfaire la condition de
Nyquist correspondant à la vitesse la plus faible. On économise alors l’utilisation d’un
multiplicateur de fréquence.
Un tel système (avec ou sans multiplicateur) présente des avantages importants :
– il fait réellement une acquisition angulaire, c’est la solution idéale,
– il n’est pas nécessaire de sur-échantillonner les signaux pour des post-traitements
(on ne surdimensionnera donc pas la carte d’acquisition).
Néanmoins, il présente certains inconvénients [Pot90] :
– Il est beaucoup plus onéreux que les autres systèmes et donc moins intéressant
commercialement.
– Les contraintes sur l’équipement réduisent le choix (horloge externe, ...). La majorité
des chaînes d’acquisition utilisent une horloge interne et ne disposent pas toujours
d’entrée complémentaire permettant l’utilisation d’une horloge externe.
– Les multiplicateurs de fréquence n’arrivent pas à suivre les changements rapides de
vitesse.
– Il est nécessaire de fixer un codeur optique sur l’arbre de la machine tournante. Cette
opération coûteuse en temps, exclut l’utilisation de l’échantillonnage angulaire pour
un contrôle systématique des pièces dans une chaîne de montage en grande série
(par exemple, fabrication de moteurs).
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– Il est nécessaire d’avoir prévu l’utilisation d’un codeur optique (place, arbre dispo-
nible pour fixer le codeur).
Tous ces inconvénients amènent à développer des algorithmes de re-échantillonnage
a posteriori. Ces algorithmes permettent d’estimer le signal échantillonné angulairement
à partir d’un signal échantillonné temporellement [BER+05] en exploitant un capteur de
position, voire dans certaines applications aucun capteur.
