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Introduction
The canonical or Poisson homology was introduced independently by Brylinski [3] (as an important
tool in computations of Hochschild and cyclic homology), and by Koszul and Gelfand and Dorfman
(inspired by their algebraic approach to the study of bi-hamiltonian structures).
This homology is deﬁned as the homology of a differential complex degree −1 {Ω•(M), ∂π }
on a Poisson manifold (M,π), where π is a Poisson structure given either by a 2-tensor ﬁeld
π ∈ H0(M,∧2 TM) or, by the corresponding Poisson bracket on algebra of functions (smooth, al-
gebraic, etc.) of M: { f , g} = 〈df ∧ dg,π〉. The (−1)-differential ∂π is given on the decomposable
differential forms as
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∑
1ik
(−1)i+1{ f0, f i}df1 ∧ · · · ∧ d̂ f i ∧ · · · ∧ dfk
+
∑
1i< jk
(−1)i+ j f0 d{ f i, f j} ∧ df1 ∧ · · · ∧ d̂ f i ∧ · · · ∧ d̂f j ∧ · · · ∧ dfk
and acts from Ωk(M) to Ωk−1(M).
There is a dual notion of Poisson cohomology introduced by Lichnerowicz [8]. But this duality
is quite subtle: if the Poisson homology is non-degenerate (symplectic) then the Poisson homology
and Poisson cohomology admit a Poincaré-duality isomorphism [3] which is extended to a class of
so-called unimodular Poisson manifolds (those whose Weinstein modular cohomology class is triv-
ial [19]).
In general, the Poisson cohomology has very bad functorial properties (this was observed in
many papers [5]) which make its computation a challenging and diﬃcult problem. The Poisson
(co)homology depends heavily on the properties of the initial Poisson structure and, basically, on the
structure of its degeneration locus. “Simple” Poisson structures (like symplectic ones or the slightly
more diﬃcult case of regular structures which have a constant rank symplectic foliation) have well-
studied Poisson (co)homology.
An interesting and diﬃcult problem is to compute the corresponding (co)homology groups in the
case of “quadratic” Poisson structures.
The interest in these structures is two-fold: they have naturally appeared in Drinfel’s approach to a
quasi-classical limit of “quantum groups” under the name of Hamilton–Lie groups [4], later renamed
Poisson Lie groups. On the other hand, they appeared in the theory on integrable system under the
name of Sklyanin algebras [14,15]. It should be noted that almost at the same time, a simpler case
of a Sklyanin algebra structure was studied in a purely algebraic context by M. Artin and J. Tate [1].
In our paper we will concentrate on the Poisson (co)homology of Sklyanin algebras with 4 generators
(which is the original case introduced by Sklyanin [14]).
Generally speaking, Sklyanin algebras belong to a class of “Poisson structures with regular sym-
plectic leaves”. This class was introduced and studied in [11] as the next interesting generalization of
“regular” Poisson structures. We mean a class of algebras which are a quasi-classical limit of associa-
tive algebras with quadratic relations which are ﬂat deformations of polynomial functions in Cn . It
was proven in [11] that these Poisson algebras have polynomial Casimirs (functions which commute
with any function on the manifold) and the “dimension” of this algebra is equal to the sum of the
degrees of the Casimir generators.
Let us describe the Sklyanin Poisson algebra in detail:
Consider the polynomial algebra with four generators C[x0, x1, x2, x3] and let q1 and q2 be two
elements of this algebra:
q1 = 1
2
(
x20 + x22
)+ kx1x3, q2 = 1
2
(
x21 + x23
)+ kx0x2,
where k ∈ C.
The Sklyanin Poisson structure π on C[x0, x1, x2, x3] is given by the formula:
{ f , g}π := df ∧ dg ∧ dq1 ∧ dq2
dx0 ∧ dx1 ∧ dx2 ∧ dx3 .
Then the brackets between the coordinate functions are deﬁned by (mod 4):
{xi, xi+1} = xi+2xi+3 − k2xixi+1,
{xi, xi+2} = k
(
x2i+1 − x2i+3
)
,
i = 0,1,2,3.
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the algebra (via k). We can also think of this curve E as a geometric interpretation of the couple
q1 = 0, q2 = 0 embedded in CP3 (as was observed in Sklyanin’s initial paper). We will follow Sklyan-
in’s version of this embedding, considering the quadrics Q 1, Q 2 in C4 and the complete intersection
of these quadrics:
Q 1 = 1
2
(
x21 + x22 + x23
)
, (1)
Q 2 = 1
2
(
x20 + J1x21 + J2x22 + J3x23
)
. (2)
The algebra q4(E) is given by the formulas:
{xi, x j} = (−1)i+ j−1 det
(
∂Qk
∂xl
)
, l = i, j; i < j.
More generally, considering n−2 polynomials Q i in Kn with coordinates xi , i = 1, . . . ,n, where K is a
ﬁeld of characteristic zero, we can deﬁne, for any polynomial λ ∈ K [x1, . . . , xn], a bilinear differential
operation:
{·,·} : K [x1, . . . , xn] ⊗ K [x1, . . . , xn] −→ K [x1, . . . , xn]
by the formula
{ f , g} = λdf ∧ dg ∧ dQ 1 ∧ · · · ∧ dQn−2
dx1 ∧ dx2 ∧ · · · ∧ dxn , f , g ∈ K [x1, . . . , xn]. (3)
This operation gives a Poisson algebra structure on K [x1, . . . , xn]. The polynomials Q i , i = 1, . . . ,n − 2
are Casimir functions for the brackets (3) and any Poisson structure on Kn , with n − 2 generic
Casimirs Q i , is written in this form. Every Poisson structure of this form is called a Jacobian Pois-
son structure (JPS) [7,6].
The case n = 4 in (3) corresponds to the classical generalized Sklyanin quadratic Poisson alge-
bra q4(E).
In [12], Anne Pichereau gives the Poisson (co)homology of a Poisson structure given on Kn by the
formula (3) when n = 3 and where the Casimir Q 1 is a weight homogeneous polynomial with an
isolated singularity.
The goal of this paper is to ﬁnd the (co)homology of a Poisson structure given on Kn by the
formula (3) when n = 4 and where the Casimirs Q 1 and Q 2 are weight homogeneous with an isolated
singularity in zero. We use a method similar to that of Pichereau in [12], Van den Bergh in [17], or
Marconnet in [10] with some variations. The Sklyanin Poisson q4(E) is a particular case.
We obtain that:
• The Poincaré’s series of Poisson (co)homological groups of a JPS in dimension four given by two
weight homogeneous Casimirs Q 1 and Q 2 which form a complete intersection with an isolated
singularity do not depend to Q 1, Q 2 but just for the weights and the degrees of Q 1 and Q 2. We
give explicit sequence of complexes which compute these Poincaré’s series and for the quadratic
case, we obtain:
Suppose 1 = · · · = 4 = 1 and (P1) = (P2) = 2. Then the Poisson homological groups
PHi(Ω•(A),π), i = 1,2,3,4, as C-vector spaces, have the following Poincaré’s series:
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(
PH0(A,π), t
)= 2t2 + 4t + 1
(1− t2)2 , P
(
PH1(A,π), t
)= t4 + 4t3 + 4t2 + 4t
(1− t2)2 ,
P
(
PH2(A,π), t
)= 2t4 + 4t3
(1− t2)2 , P
(
PH3(A,π), t
)= t4
(1− t2)2 ,
P
(
PH4(A,π), t
)= t4
(1− t2)2 .
• The second main result of this paper said that the Poisson homological groups of the Sklyanin
Poisson algebra are free algebras over the center of Sklyanin Poisson algebra. Explicitly, suppose
P1 = Q 1 + Q 2 and P2 = Q 2, where Q 1 and Q 2 are given respectively by (1) and (2) with J i = J j
if i = j, and for all i = 1,2,3, J i = −1,0,1. Then:
1. The Poisson homological group PH0(q4,1(E), ∂) is a free K [P1, P2]-module of rank 7 generated
by (μi)0i6 = (1, x1, x2, x3, x4, x21, x23);
2. PH1(q4,1(E), ∂) is a free K [P1, P2]-module of rank 13 given by
PH1
(
q4,1(E), ∂
)∼=( 6⊕
k=1
K [P1, P2]dμk
)
⊕
(
5⊕
k=1
K [P1, P2]μk dP1
)
⊕ K [P1, P2]dP1 ⊕ K [P1, P2]dP2;
3. PH2(q4,1(E), ∂) is a K [P1, P2]-module of rank 6 given by
PH2
(
q4,1(E), ∂
)∼= ( 5⊕
k=1
K [P1, P2] (dμk ∧ dP1)
)
⊕ K [P1, P2] (dP1 ∧ dP2);
4. PH3(q4,1(E), ∂) and PH4(q4,1(E), ∂) are free K [P1, P2]-module of rank 1 generated respectively
by ρ and δ, where δ = dx1 ∧ dx2 ∧ dx3 ∧ dx4 and ρ = x1 dx2 ∧ dx3 ∧ dx4 + x2 dx3 ∧ dx1 ∧ dx4 +
x3 dx1 ∧ dx2 ∧ dx4 + x4 dx2 ∧ dx1 ∧ dx3.
The results of the paper will be used in our subsequent research of cohomological properties of
“quantum” counterparts of the algebra q4(E) known also as Feigin–Odesskii–Sklyanin elliptic alge-
bras Q 4(E). We will apply the Brylinski spectral sequence arguments to compute their Hochshild
homology [16].
The paper is organized as follows. We start by introducing some basic notions of Poisson
(co)homology, the de Rham complex and we introduce some applications and operators that we use
to have a simple description of Kähler differentials and of Poisson homology complexes. The next
part is devoted to homological tools we are going to use to compute the Poisson homology. The last
part of the paper is devoted to the computation of the Poisson (co)homology of polynomial Poisson
structures when the space of Casimir functions is generated by two polynomials which form complete
intersection with an isolated singularity. We apply our method to compute the Poisson (co)homology
of the Sklyanin algebra.
1. Poisson (co)homology complex
Consider (A,π = { }) a Poisson algebra. This means an antisymmetric biderivation {·,·} : A ×
A −→ A such that (A, {·,·}) is a Lie algebra.
1.1. The de Rham complex and Poisson homology complex
We recall that the A-module of Kähler differentials of A is denoted by Ω1(A) and the graded A-
module Ω p(A) :=∧p Ω1(A) is the module of all Kähler p-differential. As a vector space, respectively,
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form, dF1 ∧ · · · ∧ dF p , where F , Fi ∈ A, i = 1, . . . , p. We denote by Ω•(A) =⊕p∈NΩ p(A), with the
convention that Ω0(A) = A, the space of all Kähler differentials.
The differential d : A −→ Ω1(A) extends to a graded K -linear map
d : Ω•(A) −→ Ω•+1(A)
by setting:
d(G dF1 ∧ · · · ∧ dF p) := dG ∧ dF1 ∧ · · · ∧ dF p
for G, F1, . . . , F p ∈ A, where p ∈ N. It is called the de Rham differential. It is a graded derivation, of
degree 1, of (Ω•(A),∧), such that d2 = 0. The resulting complex is called the de Rham complex and
its cohomology is the de Rham cohomology of A.
The Poisson boundary operator, also called the Brylinski or Koszul differential and denoted by
∂ : Ω•(A) −→ Ω•−1(A), is given by
∂k(F0 dF1 ∧ · · · ∧ dFk) =
∑
1ik
(−1)i+1{F0, Fi}dF1 ∧ · · · ∧ d̂F i ∧ · · · ∧ dFk
+
∑
1i< jk
(−1)i+ j F0 d{Fi, F j} ∧ dF1 ∧ · · · ∧ d̂F i ∧ · · · ∧ d̂F j ∧ · · · ∧ dFk
where F0, . . . , Fk ∈ A.
One can check, by a direct computation, that ∂k is well deﬁned and that it is a boundary operator,
∂k ◦ ∂k+1 = 0.
The homology of this complex is called the Poisson homology associated to (A,π) and is denoted
by PH•(A,π).
1.2. The Poisson cohomology complex
Deﬁnition 1.1. A skew-symmetric k-linear map P ∈ HomK (∧k A, A) is called a skew-symmetric k-
derivation of A with values in A if it is a derivation in each of its arguments.
The A-module of skew-symmetric k-derivation is denoted by X k(A). We deﬁne the graded A-
module
X •(A) :=
⊕
k∈N
X k(A)
whose elements are called skew-symmetric multi-derivations. By convention, the ﬁrst term in this
sum, X 0, is A, and X k(A) := {0} for k < 0.
The Poisson coboundary operator associated with (A,π) and denoted by δ : X •(A) −→ X •+1(A),
is given by
δk(Q )(F0, F1, . . . , Fk) =
∑
1ik
(−1)i{Fi, Q (F0, F1, . . . , F̂ i, . . . , Fk)}
+
∑
1i< jk
(−1)i+ j Q ({Fi, F j}, F0, . . . , F̂ i, . . . , F̂ j, . . . , Fk)
where F0, . . . , Fk ∈ A, and Q ∈ X k(A).
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tor, δk+1 ◦ δk = 0.
The cohomology of this complex is called the Poisson cohomology associated with (A,π) and
denoted by PH•(A,π).
1.3. Unimodular Poisson structure
In this part, we consider the aﬃne space of dimension n Kn and its algebra of regular functions
A = K [x1, . . . , xn].
We denote by Sp,q the set of all (p,q)-shuﬄes, that is permutations σ of the set {1, . . . , p + q}
such that σ(1) < · · · < σ(p) and σ(p + 1) < · · · < σ(p + q), p,q ∈ N.
The family of maps 
 : X k(A) −→ Ωn−k(A), deﬁned by

Q =
∑
σ∈Sk,n−k
(σ )Q (xσ (1), . . . , xσ (k))dxσ (k+1) ∧ · · · ∧ dxσ (n)
are isomorphisms.
Assume a Poisson structure on A is given. It is natural to ask whether we have the same duality
between the Poisson cohomology and the Poisson homology. Generally, the answer to this question
is negative. Besides, it is easy to see that the answer depends on the Poisson structure we have. For
example such a duality does exist for the wide and important class of unimodular Poisson structure
[19] which Jacobian Poisson structures belong [6].
If we denote by D• the map: D• := 
−1 ◦ d ◦ 
 : X •(A) −→ X •−1(A), where d is the de Rham
differential, we say that a Poisson bracket π on A is unimodular if the class of D2(π), also called the
modular class of π , is trivial in PH1(A,π).
Our purpose is to ﬁnd the homology and the cohomology of the Jacobian structures on
K [x1, x2, x3, x4]. These structures being unimodular, our objective in the sequel will be to determine
the Poisson homology of such Poisson structures. The Poisson cohomology of these structures are
deduced using the Poincaré’s duality.
1.4. Vector notations
Now, we are going to present some vector notations which we shall use afterwards. According to
the deﬁnition of Kähler differentials, we have the following isomorphisms of A-modules
Ω1(A) ∼−→ A4,
F1 dx1 + F2 dx2 + F3 dx3 + F4 dx4 −→ (F1, . . . , F4),
Ω2(A) ∼−→ A6,
F1 dx1 ∧ dx4 + F2 dx1 ∧ dx2 + F3 dx3 ∧ dx2 + F4 dx3 ∧ dx4
+ F5 dx3 ∧ dx1 + F6 dx2 ∧ dx4 −→ (F1, F2, . . . , F6),
Ω3(A) ∼−→ A4,
K1 dx2 ∧ dx3 ∧ dx4 + K2 dx3 ∧ dx1 ∧ dx4 + K3 dx1 ∧ dx2 ∧ dx4
+ K4 dx2 ∧ dx1 ∧ dx3 −→ (K1, . . . , K4),
Ω4(A) ∼−→ A,
U dx1 ∧ dx2 ∧ dx3 ∧ dx4 −→ U .
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∧ : Ω p(A) × Ωq(A) −→ Ω p+q(A), (F ,G) −→ F ∧ G,
for p = q = 1, becomes:
× : A4 × A4 −→ A6,
⎛⎜⎝−→X =
⎛⎜⎝
X1
·
·
X4
⎞⎟⎠ ,−→Y =
⎛⎜⎝
Y1
·
·
Y4
⎞⎟⎠
⎞⎟⎠ −→ −→X × −→Y =
⎛⎜⎜⎜⎜⎜⎝
X1Y4 − X4Y1
X1Y2 − X2Y1
X3Y2 − X2Y3
X3Y4 − X4Y3
X3Y1 − X1Y3
X2Y4 − X4Y2
⎞⎟⎟⎟⎟⎟⎠ .
We suppose that C4 is endowed with euclidean metric g , then using the vector notations, the
∗-operator, ∗ : Ωk(A) −→ Ω4−k(A), associated to g takes the following for k = 2: f : A6 −→ A6,
the A-linear morphism given by the matrix:
⎛⎜⎜⎜⎜⎜⎝
0 0 −1 0 0 0
0 0 0 1 0 0
−1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
⎞⎟⎟⎟⎟⎟⎠ .
Since ∗ ◦ ∗ = (−1)k(4−k) , f is an involution.
The map Ω p(A) × Ωq(A) −→ Ω4−p−q(A), (F ,G) −→ − ∗ (F ∧ G), using the vector notations, for
p = 1 and q = 2, becomes:
×¯ : A4 × A6 −→ A4,⎛⎜⎜⎜⎝−→X =
⎛⎜⎝
X1
·
·
X4
⎞⎟⎠ ,−→Y =
⎛⎜⎜⎜⎝
Y1
·
·
·
Y6
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ −→ −→X ×¯ −→Y =
⎛⎜⎝
−X4Y3 + X2Y4 − X3Y6
X3Y1 − X1Y4 + X4Y5
−X2Y1 + X4Y2 + X1Y6
−X3Y2 + X1Y3 − X2Y5
⎞⎟⎠ .
We denote by “·” the scalar product in A4 or in A6.
We can associate to these morphisms the following differentials operators:
−→∇ : A −→ A4, −→∇× : A4 −→ A6,
F −→ −→∇ F =
⎛⎜⎝
∂ F
x1·
·
∂ F
x4
⎞⎟⎠ , −→Y =
⎛⎜⎝
Y1
·
·
Y4
⎞⎟⎠ −→ −→∇ × −→Y =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂Y4
∂x1
− ∂Y1
∂x4
∂Y2
∂x1
− ∂Y1
∂x2
∂Y2
∂x3
− ∂Y3
∂x2
∂Y4
∂x3
− ∂Y3
∂x4
∂Y1
∂x3
− ∂Y3
∂x1
∂Y4 ∂Y2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,∂x2
−
∂x4
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−→
G =
⎛⎜⎜⎜⎝
G1
·
·
·
G6
⎞⎟⎟⎟⎠ −→ −→∇ ×¯ −→G =
⎛⎜⎜⎜⎝
− ∂G3
∂x4
+ ∂G4
∂x2
− ∂G6
∂x3
∂G1
∂x3
− ∂G4
∂x1
+ ∂G5
∂x4
− ∂G1
∂x2
+ ∂G2
∂x4
+ ∂G6
∂x1
− ∂G2
∂x3
+ ∂G3
∂x1
− ∂G5
∂x2
⎞⎟⎟⎟⎠ ,
Div(·) : A4 −→ A,
−→
K =
⎛⎜⎝
K1
·
·
K4
⎞⎟⎠ −→ Div(−→K ) = 4∑
i=1
∂Ki
∂xi
.
By direct computation, we obtain the following properties:
Proposition 1.1. The previous operators satisfy the following properties:
1. f 2 = IdA6 ;
2. f (x) · y = x · f (y), x, y ∈ A6;
3. f (x) · f (y) = x · y, x, y ∈ A6;
4. x · (y × z) = y · (z ×¯ f (x)), x ∈ A6, y, z ∈ A4;
5. x · (y ×¯ z) = −y · (x ×¯ z), x, y ∈ A4, z ∈ A6;
6. x · (x ×¯ z) = 0, x ∈ A4, z ∈ A6;
7. x ×¯ (x× y) = 0, x, y ∈ A4;
8. (x× z) · f (x× y) = 0, x, y, z ∈ A4;
9. x ×¯ (y × z) = y ×¯ (z × x), x, y, z ∈ A4;
10. (x ×¯ f (y × z)) ×¯ (y × z) = 0, x, y, z ∈ A4;
11. z ×¯ f (x× y) = −(z · x)y + (z · y)x, x, y, z ∈ A4;
12. (z ×¯ f (x× y)) ×t = −(z · x)y ×t + (z · y)x×t, x, y, z,t ∈ A4;
13. (x ×¯ f (y × z)) × z = (x · z)y × z, x, y, z ∈ A4;
14. (x ×¯ z) ×¯ f (x× y) = −(z · f (x× y))x, x, y, z ∈ A4, z ∈ A6;
15.
−→∇ ×¯ (x× y) = y ×¯ (−→∇ × x) − x ×¯ (−→∇ × y), x, y ∈ A4;
16.
−→∇ × Fx = F−→∇ × x+ −→∇ F × x, F ∈ A, x ∈ A4;
17.
−→∇ ×¯ F y = F−→∇ ×¯ y + −→∇ F ×¯ y, F ∈ A, y ∈ A6;
18. Div(Fx) = −→∇ F · x+ F Div(x), F ∈ A, x ∈ A4;
19. Div(x ×¯ y) = y · f (−→∇ × x) − x · (−→∇ ×¯ y), x ∈ A4, y ∈ A6 .
Proof. Let us give a proof for formula (19) for example.
Consider x = (X1, X2, X3, X4)t ∈ A4 and y = (Y1, . . . , Y6)t ∈ A6.
We have:
Div(x ×¯ y) = ∂
∂x1
(−X4Y3 + X2Y4 − X3Y6) + ∂
∂x2
(X3Y1 − X1Y4 + X4Y5)
+ ∂
∂x3
(−X2Y1 + X4Y2 + X1Y6) + ∂
∂x4
(−X3Y2 + X1Y3 − X2Y5)
= Y1
(
∂ X3
∂x2
− ∂ X2
∂x3
)
+ Y2
(
∂ X4
∂x3
− ∂ X3
∂x4
)
+ Y3
(
∂ X1
∂x4
− ∂ X4
∂x1
)
+ Y4
(
∂ X2
∂x
− ∂ X1
∂x
)
+ Y5
(
∂ X4
∂x
− ∂ X2
∂x
)
+ Y6
(
∂ X1
∂x
− ∂ X3
∂x
)
1 2 2 4 3 1
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(
∂Y4
∂x2
− ∂Y6
∂x3
− ∂Y3
∂x4
)
− X2
(
−∂Y4
∂x1
+ ∂Y1
∂x3
+ ∂Y5
∂x4
)
− X3
(
∂Y6
∂x1
− ∂Y1
∂x2
+ ∂Y2
∂x4
)
− X4
(
∂Y3
∂x1
− ∂Y5
∂x2
− ∂Y2
∂x3
)
= y · f (−→∇ × x) − x · (−→∇ ×¯ y). 
According to the previous isomorphisms, we can write the de Rham complex in terms of elements
of A, A4 and A6:
K
d−→ A d−→ A4 d−→ A6 d−→ A4 d−→ A d−→ 0
F −→ −→∇ F
−→
F −→ −→∇ × −→F
−→
G −→ −→∇ ×¯ −→G
−→
K −→ Div(−→K ). (4)
Proposition 1.2 (Poincaré’s lemma). The de Rham complex (4) of the polynomial algebra A = K [x1, . . . , x4]
is exact.
Proposition 1.3. According to the previous isomorphisms, Poisson boundary operators associated with the
Poisson algebra (A,π) given by two generic Casimir functions P1 and P2 , can be written in a compact form:
0−→ A ∂4−→ A4 ∂3−→ A6 ∂2−→ A4 ∂1−→ A (5)
where
∂1(
−→
H) = (−→∇ × −→H) · f (−→∇ P1 × −→∇ P2), −→H ∈ A4,
∂2(
−→
G ) = −(−→∇×¯−→G ) ×¯ f (−→∇ P1 × −→∇ P2) − −→∇
(−→
G · f (−→∇ P1 × −→∇ P2)
)
,
−→
G ∈ A6,
∂3(
−→
K ) = Div(−→K )−→∇ P1 × −→∇ P2 + −→∇ ×
(−→
K ×¯ f (−→∇ P1 × −→∇ P2)
)
,
∂4(U ) = −−→∇U ×¯ (−→∇ P1 × −→∇ P2).
Proof. Let us give a proof of the last formula and let U dx1 ∧dx2 ∧dx3 ∧dx4 be an element of Ω4(A).
We have ∂4(U dx1 ∧ dx2 ∧ dx3 ∧ dx4) = (I) + (II), where
(I) = {U , x1}dx2 ∧ dx3 ∧ dx4 + {U , x2}dx3 ∧ dx1 ∧ dx4 + {U , x3}dx1 ∧ dx2 ∧ dx4
+ {U , x4}dx2 ∧ dx1 ∧ dx3
and
(II) = −U d{x1, x2} ∧ dx3 ∧ dx4 + Ud{x1, x3} ∧ dx2 ∧ dx4 − d{x1, x4} ∧ dx2 ∧ dx3
− U d{x2, x3} ∧ dx1 ∧ dx4 + U d{x2, x4} ∧ dx1 ∧ dx3 − U d{x3, x4} ∧ dx1 ∧ dx2.
This second term is exactly (II) = −Ud (dP1 ∧dP2) = 0. Then the boundary ∂4(U dx1 ∧dx2 ∧dx3 ∧dx4)
is equal to the ﬁrst term (I).
But using our identiﬁcation, we have ∂4(U ) = (K1, K2, K3, K4)t , where Ki = {U , xi}.
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K1 = {U , x1} := dU ∧ dx1 ∧ dP1 ∧ dP2
dx1 ∧ dx2 ∧ dx3 ∧ dx4
is equal to
∂U
∂x4
(
∂ P1
∂x3
∂ P2
∂x2
− ∂ P1
∂x2
∂ P2
∂x3
)
− ∂U
∂x2
(
∂ P1
∂x3
∂ P2
∂x4
− ∂ P1
∂x4
∂ P2
∂x3
)
+ ∂U
∂x3
(
∂ P1
∂x2
∂ P2
∂x4
− ∂ P1
∂x4
∂ P2
∂x2
)
which is exactly the ﬁrst coordinate of −−→∇U ×¯ (−→∇ P1 × −→∇ P2). 
The Poisson homology takes the following form:
PH0(A,π) = A{(−→∇ × −→H) · f (−→∇ P1 × −→∇ P2) | −→H ∈ A4} ,
PH1(A,π) = {
−→
H ∈ A4 | (−→∇ × −→H) · f (−→∇ P1 × −→∇ P2) = 0}
{−(−→∇ ×¯ −→G ) ×¯ f (−→∇ P1 × −→∇ P2) − −→∇(−→G · f (−→∇ P1 × −→∇ P2)} ,
PH2(A,π) = {
−→
G ∈ A6 | (−→∇ ×¯ −→G ) ×¯ f (−→∇ P1 × −→∇ P2) + −→∇(−→G · f (−→∇ P1 × −→∇ P2)) = 0}
{Div(−→K ) f (−→∇ P1 × −→∇ P2) + −→∇ × [−→K ×¯ f (−→∇ P1 × −→∇ P2)]} ,
PH3(A,π) = {
−→
K ∈ A4 | Div(−→K ) f (−→∇ P1 × −→∇ P2) + −→∇ × [−→K ×¯ (−→∇ P1 × −→∇ P2)] = 0}
{−−→∇U ×¯ (−→∇ P1 × −→∇ P2)} ,
PH4(A,π) =
{
U ∈ A ∣∣ −→∇U ×¯ (−→∇ P1 × −→∇ P2) = 0}.
Remark 1.1. Each arrow of the complex given by (4) is a weight homogeneous map of degree zero,
while each arrow of the complex given by (5) is a weight homogeneous map of degree (P1) +
(P2), if P1 and P2 are weight homogeneous elements of A.
2. The Koszul complex-complete intersection with an isolated singularity
Deﬁnition 2.1. A weight homogeneous element P ∈ A = K [x1, x2, x3, x4] has an isolated singularity if
Asing(P ) := K [x1, x2, x3, x4] /
〈
∂ P
∂x1
,
∂ P
∂x2
,
∂ P
∂x3
,
∂ P
∂x4
〉
(6)
has a ﬁnite dimension as a K -vector space.
The dimension of Asing(P ) is called the Milnor number of the singular point.
For any regular sequence a1, . . . ,an , we can deﬁne a Koszul complex which is exact (see
Weibel [18]):
0−→
∧0(Rn)−→ · · · −→∧n−2(Rn) ∧ω−→∧n−1(Rn) ∧ω−→∧n(Rn)
where ω =∑ni=1 aiei and (e1, e2, . . . , en) is a basis of an R-module free Rn .
In our particular case, R = K [x1, x2, . . . , xn], using the identiﬁcations ∧p(Rn)Ω p(R), the Koszul
complex associated to the sequence ∂ P
∂x1
, ∂ P
∂x2
, . . . , ∂ P
∂xn
(P ∈ R) have the following form:
0−→ A ∧dP−→ Ω1(A) −→ · · · −→ Ωn−2(A) ∧dP−→ Ωn−1(A) ∧dP−→ Ωn(A).
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0−→ A
−→∇ P−→ A4 ×
−→∇ P−→ A6
−→∇ P×¯−→ A4 ·
−→∇ P−→ A.
For example if P ∈ A = K [x1, . . . , x4] is a weight homogeneous polynomial with an isolated singular-
ity, the sequence ∂ P
∂x1
, ∂ P
∂x2
, ∂ P
∂x3
, ∂ P
∂x4
is regular and therefore the associated Koszul complex is exact.
Let M be a free R-module of ﬁnite rank n, where R is a noetherian commutative ring with unit.
We denote by
∧p
(M) the pth exterior product of M . By convention
∧0
(M) = R.
Let η1, . . . , ηk be given elements of M , and (e1, . . . , en) be a basis of M ,
η1 ∧ · · · ∧ ηk =
∑
1i1<···<ikn
ai1,...,ik ei1 ∧ · · · ∧ eik .
We denote by A the ideal of R generated by the coeﬃcients ai1,...,ik , 1 i1 < · · · < ik  n.
Then we deﬁne: Z p := {η ∈∧p(M): η ∧ η1 ∧ · · · ∧ ηk = 0}, p = 0,1,2, . . .
Hp := Z pupslope
k∑
i=1
ηi ∧
∧p−1
(M), p = 0,1,2, . . . .
We have the following result from Kyoji Saito:
Theorem 2.1. (See [13].) H p = 0 for 0 p < dpth(A).
Let us give an example. Suppose A = K [x1, x2, x3, x4] and consider P1, P2, two weight homo-
geneous polynomials in A. We say that (P1, P2) deﬁnes a complete intersection if (P1, P2) is a
regular sequence in A. And (P1, P2) has an isolated singularity if A/〈P1, P2, ∂ P1∂xi
∂ P2
∂x j
− ∂ P1
∂x j
∂ P2
∂xi
,
i < j = 1,2,3,4〉 is a ﬁnite dimensional K -vector space. This dimension is also called the Milnor
number of singularity and denoted μ.
Let (P1, P2) be a complete intersection with an isolated singularity.
We denote η j =∑4i=1 ∂ P j∂xi ei , j = 1,2, where (e1, e2, e3, e4) is a basis of a free A-module A4.
Then η1 ∧ η2 =∑4i< j=1 aijei ∧ e j , where aij = ∂ P1∂xi ∂ P2∂x j − ∂ P1∂x j ∂ P2∂xi .
Let A= (aij, i < j = 1, . . . ,4). According to the work of E.J.N. LOOIJENGA [9, pp. 25 and 49], we
have dpth(A) = 3.
Then for η ∈ ∧p(A4), p = 1,2, if η ∧ η1 ∧ η2 = 0, we have η = α1 ∧ η1 + α2 ∧ η2, α1,α2 ∈∧p−1
(A4). Using the vector notation, we get the following results:
Lemma 2.1. For
−→
G ∈ A6 , (−→∇ P1 × −→∇ P2) · f (−→G ) = 0 if and only if −→G = −→H1 × −→∇ P1 + −→H2 × −→∇ P2 , where−→
H1,
−→
H2 ∈ A4 .
Lemma 2.2. For
−→
H ∈ A4 , −→H ×¯ (−→∇ P1 × −→∇ P2) = 0 if and only if −→H = U1−→∇ P1 + U2−→∇ P1 , where U1,U2 ∈ A.
3. Poisson homology and complete intersection with an isolated singularity
Let us consider the polynomial algebra A = K [x1, . . . , x4] where K is a ﬁeld of characteristic 0 and
positive integers 1,2,3,4 ∈ N
 , the weights of the variables x1, x2, x3, x4. We assume that A
is equipped with the Jacobian Poisson structure π given by two weight homogeneous polynomials
P1, P2 which deﬁne a complete intersection with an isolated singularity.
The Euler derivation e := 1x1 ∂∂x1 + · · · + 4x4 ∂∂x4 will be identiﬁed (with the isomorphisms
of the ﬁrst section) to the element e = (1x1, . . . ,4x4) ∈ A4. We denote by | | the sum of the
weights 1 + 2 + 3 + 4, so that | | = Div(e ).
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Proposition 3.1. ker ∂4  K [P1, P2].
Proof. Let U be a weight homogeneous element of Ω4(A)  A such that ∂4(U ) = 0. Then −→∇U ×¯
(
−→∇ P1 × −→∇ P2) = 0. Using Lemma 2.2, −→∇U = α1−→∇ P1 + α2−→∇ P2, α1,α2 ∈ A. −→∇ × −→∇U = −→∇α1 × −→∇ P1 +−→∇α2 × −→∇ P2. Since −→∇ × −→∇U = 0, we obtain −→∇α1 ×¯ (−→∇ P1 × −→∇ P2) = 0 and −→∇α2 ×¯ (−→∇ P1 × −→∇ P2) = 0.
Thus α1,α2 are elements of ker ∂4.
We can continue this procedure by deﬁning elements (U (n)i ) of ker ∂4 in such a way that
−→∇U (n)i =
U (n+1)2i−1
−→∇ P1 + U (n+1)2i
−→∇ P2. It is clear that max(deg U (n+1)2i−1 ,deg U (n+1)2i ) < deg U (n)i .
Therefore there exists m ∈ N such that −→∇U (m)i = 0, ∀i = 1, . . . ,2m . Hence U (m)i = C (m)i ∈ K .
Since
−→∇U (m−1)i = U (m)2i−1
−→∇ P1 + U (m)2i
−→∇ P2 = C (m)2i−1
−→∇ P1 + C (m)2i
−→∇ P2, by the Poincaré lemma there exists
C (m−1)i ∈ K such that U (m−1)i = C (m)2i−1P1 + C (m)2i P2 + C (m−1)i .
We have U (m−1)2i+1 = C (m)4i+1P1 + C (m)4i+2P2 + C (m−1)2i+1 ; U (m−1)2i+2 = C (m)4i+3P1 + C (m)4i+4P2 + C (m−1)2i+2 and−→∇U (m−2)i+1 = U (m−1)2i+1
−→∇ P1 + U (m−1)2i+2
−→∇ P2. By an easy computation C (m)4i+3P1
−→∇ P2 + C (m)4i+2P2
−→∇ P2 = −→∇V ,
V ∈ A. Because −→∇ × [C (m)4i+3P1
−→∇ P2 + C (m)4i+2P2
−→∇ P1] = −→∇ × −→∇V = 0, we have C (m)4i+3 = C (m)4i+2, and
U (m−2)i+1 = 12C (m)4i+1P21 + 12C (m)4i+4P22 + C (m−1)2i+1 P1 + C (m−1)2i+2 P2 + C (m)4i+2P1P2 + C (m−2)i+1 . At the end of this
procedure, we obtain the existence of a g ∈ K [P1, P2] such that U = g(P1, P2). 
Proposition 3.2. ker ∂1 = {α1−→∇ P1 + α2−→∇ P2 + −→∇α3 | α1,α2,α3 ∈ A}.
Proof. Let
−→
H(H1, H2, H3, H4) be a weight homogeneous element of Ω1(A)  A4 such that ∂1(−→H) =
(
−→∇ × −→H) · f (−→∇ P1 × −→∇ P2) = 0. According to Lemma 2.1, there exist −→H ′,−→H ′′ ∈ A4 such that −→∇ × −→H =−→
H ′ × −→∇ P1 + −→H ′′ × −→∇ P2.
We have 0 = −→∇ ×¯ (−→∇ × −→H) = −→∇ ×¯ (−→H ′ × −→∇ P1) + −→∇ ×¯ (−→H ′′ × −→∇ P2).
But using property (15) of Proposition 1.1, we obtain
−→∇ P1 ×¯ (−→∇ × −→H ′) + −→∇ P2 ×¯ (−→∇ × −→H ′′) = 0.
As a direct consequence,
−→∇ P2 · (−→∇ P1 ×¯ (−→∇ ×−→H ′)) = 0 = −→∇ P1 · (−→∇ P2 ×¯ (−→∇ ×−→H ′′)). Therefore −→H ′ and−→
H ′′ are other elements of ker ∂1.
When we apply this procedure to
−→
H ′ and −→H ′′ , we get four other of elements of ker ∂1.
Continuing in this way yields the existence of elements (
−→
H (l)r ) of ker ∂1 such that
−→∇ × −→H (n)i =−→
H (n+1)2i−1 ×
−→∇ P1 + −→H (n+1)2i ×
−→∇ P2. We can notice that max(deg−→H (n+1)2i−1 ,deg
−→
H (n+1)2i ) < deg
−→
H (n)i . Then there
exists m ∈ N such that −→∇ ×−→H (m)i = 0, ∀i = 1, . . . ,2m . So there exists ϕ(m)i ∈ A such that
−→
H (m)i =
−→∇ϕ(m)i .
Since
−→∇ × −→H (m−1)i =
−→∇ × [ϕ(m)2i−1
−→∇ P1 + ϕ(m)2i
−→∇ P2], by the Poincaré lemma −→H (m−1)i = ϕ(m)2i−1
−→∇ P1 +
ϕ
(m)
2i
−→∇ P2 + −→∇ϕ(m−1)i , ϕ(m−1)i ∈ A.
We have:
−→
H (m−1)2i+1 = ϕ(m)4i+1
−→∇ P1+ϕ(m)4i+2
−→∇ P2+−→∇ϕ(m−1)2i+1 ;
−→
H (m−1)2i+2 = ϕ(m)4i+3
−→∇ P1+ϕ(m)4i+4
−→∇ P2+−→∇ϕ(m−1)2i+2 ;
and
−→∇ × −→H (m−2)i+1 = (ϕ(m)4i+3 −ϕ(m)4i+2)
−→∇ P2 × −→∇ P1 + −→∇ × [ϕ(m−1)2i+1
−→∇ P1 +ϕ(m−1)2i+2
−→∇ P2]. It is easy to see that
−→∇ × −→G = α−→∇ P1 × −→∇ P2, where −→G = −→H (m−2)i+1 − ϕ(m−1)2i+1
−→∇ P1 − ϕ(m−1)2i+2
−→∇ P2 and α = ϕ(m)4i+3 − ϕ(m)4i+2.
Since 0 = −→∇ ×¯ (−→∇ × −→G ) = −→∇α ×¯ (−→∇ P1 × −→∇ P2), α is an element of ker ∂4. Therefore −→H (m−2)i+1 =
(ϕ
(m−1)
2i+1 + ϕ)
−→∇ P1 + ϕ(m−1)2i+2
−→∇ P2 + −→∇ψ .
At the end, we have:
−→
H = α1−→∇ P1 + α2−→∇ P2 + −→∇α3, α1,α2,α3 ∈ A. 
Proposition 3.3. ker ∂3 = {αe + −→∇U ×¯ (−→∇ P1 × −→∇ P2) | α ∈ K [P1, P2],U ∈ A}, if | | = 2(P1) =
2(P2).
Proof. Let
−→
K ∈ ker ∂3, be a weight homogeneous element of Ω3(A)  A4.
Then div(
−→
K )
−→∇ P1 ×−→∇ P2 +−→∇ × (−→K ×¯ f (−→∇ P1 ×−→∇ P2)) = 0. But using property (8) of Proposition 1.1,
we see that (
−→∇ × (−→K ×¯ f (−→∇ P1 × −→∇ P2))) · f (−→∇ P1 × −→∇ P2) = 0. In other words −→K ×¯ f (−→∇ P1 × −→∇ P2) is
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K ×¯ f (−→∇ P1 × −→∇ P2) = α1−→∇ P1 + α2−→∇ P2 + −→∇α3,
where α1,α2,α3 are elements of A. Thus Div(−→K )−→∇ P1 × −→∇ P2 + −→∇α1 × −→∇ P1 + −→∇α2 × −→∇ P2 = 0. So−→∇ Pi ×¯ [Div(−→K )−→∇ P1 × −→∇ P2 + −→∇α1 × −→∇ P1 + −→∇α2 × −→∇ P2] = 0, i = 1,2.
According to properties (9) and (7) of Proposition 1.1, we obtain
−→∇αi ×¯ (−→∇ P1 × −→∇ P2) = 0, i = 1,2,
i.e., α1,α2 ∈ K [P1, P2].
Thus Div(
−→
K )
−→∇ P1 × −→∇ P2 + −→∇α1 × −→∇ P1 + −→∇α2 × −→∇ P2 = 0, and we obtain Div(−→K ) = ∂α1∂ P2 −
∂α2
∂ P1
. On
the other hand, using property (10) of Proposition 1.1, we observe that α3 is an element of K [P1, P2].
We obtain ⎧⎨⎩
−→
K ×¯ f (−→∇ P1 × −→∇ P2) = β1−→∇ P1 + β2−→∇ P2 (a),
Div(
−→
K ) = ∂β1
∂ P2
− ∂β2
∂ P1
(b).
Here β1 = α1 + ∂α3∂ P1 , and β2 = α2 +
∂α3
∂ P2
.
(a) ⇒ (−→K ×¯ f (−→∇ P1 × −→∇ P2)) × −→∇ Pi = (β1−→∇ P1 + β2−→∇ P2) × −→∇ Pi , i = 1,2.
By property (12) of Proposition 1.1, we have β j = (−1)i−→K · −→∇ Pi , i = j = 1,2.
According to the degree equation β1 ∈ P2K [P1, P2], and β2 ∈ P1K [P1, P2].
Let us suppose that β1 = cPr11 Pr2+12 . Then e ·
−→∇ P2 = (P2)P2 ⇒ −→K = c(P2) P
r1
1 P
r2
2 e +
−→
G , where
−→
G = −→∇ P2 ×¯ −→X , −→X ∈ A6,
−→
K · −→∇ P1 = −β2 ⇒ β2 + cPr1+11 Pr22 = −(
−→∇ P2 ×¯ −→X ) · −→∇ P1, ∀r1, r2 ∈ N.
According to the degree equation, β2 = −cPr1+11 Pr22 . Then⎧⎪⎨⎪⎩
−→
K · −→∇ P2 = cPr11 Pr2+12 ,−→
K · −→∇ P1 = cPr1+11 Pr22 ,
Div(
−→
K ) = c(2+ r1 + r2)Pr11 Pr22 ,
−→
K = c
(P2)
Pr11 P
r2
2 e +
−→
G ⇒
⎧⎪⎪⎨⎪⎪⎩
−→
G · −→∇ P2 = 0,−→
G · −→∇ P1 = 0,
Div(
−→
G ) = c
(
2− | |
(P1)
)
Pr11 P
r2
2 = 0.
Then
−→
G · −→∇ P1 = 0 ⇒ −→G = −→∇ P1 ×¯ −→X 1, −→X 1 ∈ A6.
Using Lemma 2.1,
−→
X 1 = −→F 1 × −→∇ P1 + −→F 2 × −→∇ P2, −→F 1,−→F 2 ∈ A4,
−→
G = −→∇ P1 ×¯ (−→F 1 × −→∇ P1 + −→F 2 × −→∇ P2)
= −→∇ P1 ×¯ (−→F 2 × −→∇ P2)
= −→F ×¯ (−→∇ P1 × −→∇ P2), where −→F = −−→F 2.
Since Div(
−→
G ) = 0, we have (−→∇ P1 × −→∇ P2) · f (−→∇ × −→F ) = 0. Therefore −→F = α1−→∇ P1 + α2−→∇ P2 + −→∇α3,
α1,α2,α3 ∈ A, and −→G = −→∇α3 ×¯ (−→∇ P1 × −→∇ P2). 
Proposition 3.4. ker ∂2 = {U−→∇ P1 × −→∇ P2 + −→∇α1 × −→∇ P1 + −→∇α2 × −→∇ P2 | U ,α1,α2 ∈ A}.
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−→
G ∈ ker ∂2, be a weight homogeneous element of Ω2(A)  A6.
We have (
−→∇ ×¯ −→G ) ×¯ f (−→∇ P1 × −→∇ P2) + −→∇(−→G · f (−→∇ P1 × −→∇ P2)) = 0.
Then
−→∇ × [(−→∇ ×¯ −→G ) ×¯ f (−→∇ P1 × −→∇ P2)] + Div(−→∇ ×¯ −→G )−→∇ P1 × −→∇ P2 = 0.
Therefore,
−→∇ ×¯ −→G = αe + −→∇U ×¯ (−→∇ P1 × −→∇ P2), α ∈ K [P1, P2], U ∈ A,
0= Div(−→∇ ×¯ −→G ) = ((α) + | |)α ⇒ α = 0.
Thus
−→∇ ×¯ −→G = −→∇U ×¯ (−→∇ P1 × −→∇ P2), i.e., −→G = U−→∇ P1 × −→∇ P2 + −→∇ × −→X , −→X ∈ A4.
But using properties (10) and (8) of Proposition 1.1, we obtain
−→∇((−→∇ × −→X ) · f (−→∇ P1 × −→∇ P2))= 0,
and
(
−→∇ × −→X ) · f (−→∇ P1 × −→∇ P2) ∈ K .
For degree reasons, (
−→∇ × −→X ) · f (−→∇ P1 × −→∇ P2) = 0.
Then from Proposition 4.1,
−→
X = α1−→∇ P1 + α2−→∇ P2 + −→∇α3, α1,α2,α3 ∈ A. 
Proposition 3.5. The following complexes are exact and the arrows are maps of degree zero:
0−→ K [P1, P2] α−→ A
(−(P1))⊕ A(−(P2))⊕ A β−→ ker ∂1 −→ 0, (7)
α(u(P1, P2)) = (− ∂u∂ P1 ,− ∂u∂ P2 ,u), β(α1,α2,α3) = α1
−→∇ P1 + α2−→∇ P2 + −→∇α3;
0 −→ K [P1, P2]
(−(P1))⊕ K [P1, P2](−(P2))
γ−→ A(−(P1) − (P2))⊕ A(−(P1))⊕ A(−(P2)) −→ ker ∂2 −→ 0, (8)
γ (α1,α2) = ( ∂α1∂ P2 − ∂α2∂ P1 ,α1,α2), (U ,α1,α2) = U∇ P1 ×
−→∇ P2 + ∇α1 × −→∇ P1 + ∇α2 × −→∇ P2;
0 −→ K [P1, P2]
(−(P1) − (P2)) θ−→ K [P1, P2](−| |)⊕ A(−(P1) − (P2))
σ−→ ker ∂3 −→ 0, (9)
θ(V (P1, P2)) = (0, V ), σ(U , V ) = Ue + −→∇V ×¯ (−→∇ P1 × −→∇ P2), if | | = 2(P1) = 2(P2).
Proof. Let us give the proof for the ﬁrst sequence:
If α1
−→∇ P1 + α2−→∇ P2 + −→∇α3 = 0, then (α1−→∇ P1 + α2−→∇ P2 + −→∇α3) ×¯ (−→∇ P1 × −→∇ P2) = 0.
Therefore,
−→∇α3 ×¯ (−→∇ P1 × −→∇ P2) = 0 and α3 ∈ K [P1, P2].
Because 0 = (α1−→∇ P1 + α2−→∇ P2 + −→∇α3) × −→∇ Pi , for i = 1,2, we have αi = − ∂α3∂ Pi , for i = 1,2.
We can conclude that the ﬁrst complex is exact. The proof of the 2nd and 3rd complexes is simi-
lar. 
We also have the following trivial exact sequence of complexes:
0 −→ ker ∂i+1 −→ Ω i+1(A) −→ ker ∂i −→ PHi(A,π) −→ 0 (10)
where i = 0,1,2,3, and the arrows are maps of degree zero.
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of the Poisson homology groups. We can obviously notice that these series do not depend on the
polynomials P1 and P2, but on the weights and degrees of P1 and P2.
We are explicitly going to calculate these Poincaré’s series in the quadratic and homogeneous case.
Theorem 3.1. If 1 = · · · = 4 = 1 and (P1) = (P2) = 2, then as K-vector spaces, PHi(Ω•(A),π),
i = 0,1,2,3,4, have the following Poincaré series:
P
(
PH0(A,π), t
)= 2t2 + 4t + 1
(1− t2)2 ,
P
(
PH1(A,π), t
)= t4 + 4t3 + 4t2 + 4t
(1− t2)2 ,
P
(
PH2(A,π), t
)= 2t4 + 4t3
(1− t2)2 ,
P
(
PH3(A,π), t
)= t4
(1− t2)2 ,
P
(
PH4(A,π), t
)= t4
(1− t2)2 .
Let δ = dx1 ∧ dx2 ∧ dx3 ∧ dx4, and ρ = 1x1 dx2 ∧ dx3 ∧ dx4 + 2x2 dx3 ∧ dx1 ∧ dx4 + 3x3 dx1 ∧
dx2 ∧ dx4 + 4x4 dx2 ∧ dx1 ∧ dx3.
Theorem 3.2. PH4(A,π) is a rank 1 free K [P1, P2]-module generated by δ.
Theorem 3.3. If | | = 2(P1), then PH3(A,π) is a rank 1 free K [P1, P2]-module generated by ρ .
Proof. We have proved that, if | | = 2(P1), then ker ∂3 = Im ∂4 + K [P1, P2]e .
Now, let α ∈ K [P1, P2] and U ∈ A such that αe = −→∇U ×¯ (−→∇ P1 × −→∇ P2). We can suppose that α
is a weight homogeneous polynomial.
We have 0 = Div(−→∇U ×¯ (−→∇ P1 × −→∇ P2)) = Div(αe ) = ((α) + | |)α.
Therefore α = 0. 
Now we suppose that P1 = Q 1 + Q 2, P2 = Q 2 where Q 1 and Q 2 are given by (1) and (2). 1 =
· · · = 4 = 1; J i = J j if i = j, for all i = 1,2,3, J i = −1,0,1.
Theorem 3.4. (See [2].) The homological group PH0(A,π) is a rank 7 free K [P1, P2]-module generated by
(μi)0i6 = (1, x1, x2, x3, x4, x21, x23).
Remark 3.2. We can remark that PH0(A,π)  K [P1, P2] ⊗ Asing(P1, P2).
Here Asing(P1, P2) = AJ , where J is the ideal generated by P1, P2 and the 2 × 2 minors of the
Jacobian matrix of (P1, P2).
Theorem 3.5. The homological group PH1(A,π) is a free K [P1, P2]-module given by
PH1(A,π) 
(
6⊕
k=1
K [P1, P2]−→∇μk
)
⊕
(
5⊕
k=1
K [P1, P2]μk−→∇ P1
)
⊕ K [P1, P2]−→∇ P1 ⊕ K [P1, P2]−→∇ P2
where (μi)0i6 = (1, x1, x2, x3, x4, x21, x23).
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−→
H ∈ ker ∂1.
Then
−→
H = α1−→∇ P1 + α2−→∇ P2 + −→∇α3, αiA.
Using the previous result:
αl = f (−→∇ × −→Hl) · (−→∇ P1 × −→∇ P2) +
Nl∑
i=0
Ml∑
j=0
6∑
k=0
λli, j,k P
i
1P
j
2μk.
For l = 1,2, we have
αl
−→∇ Pl = f (−→∇ × −→Hl) · (−→∇ P1 × −→∇ P2)−→∇ Pl +
Nl∑
i=0
Ml∑
j=0
6∑
k=0
λli, j,k P
i
1P
j
2μk
−→∇ Pl
= ∂2
(
(−1)l+1−→Hl × −→∇ Pl
)+ Nl∑
i=0
Ml∑
j=0
6∑
k=0
λli, j,k P
i
1P
j
2μk
−→∇ Pl,
−→∇α3 = −→∇
(
f (
−→∇ × −→Hl) · (−→∇ P1 × −→∇ P2)
)+ 6∑
k=1
( N3∑
i=0
M3∑
j=0
λli, j,k P
i
1P
j
2μk
)
−→∇μk
+
N3∑
i=0
M3∑
j=1
6∑
k=0
jλ3i, j,k P
i
1P
j−1
2 μk
−→∇ P2
+
N3∑
i=1
M3∑
j=0
6∑
k=0
iλ3i, j,k P
i−1
1 P
j
2μk
−→∇ P1
= ∂2(−−→∇ × −→H3) +
6∑
k=1
( N3∑
i=0
M3∑
j=0
λli, j,k P
i
1P
j
2μk
)
−→∇μk
+
6∑
k=0
( N3∑
i=1
M3∑
j=0
iλ3i, j,k P
i−1
1 P
j
2μk
−→∇ P1 +
N3∑
i=0
M3∑
j=1
jλ3i, j,k P
i
1P
j−1
2 μk
−→∇ P2
)
.
Therefore: ker ∂1 = Im ∂2 + I1, where
I1 =
[(
6⊕
k=1
K [P1, P2]−→∇μk
)
+
(
6⊕
k=0
K [P1, P2]μk−→∇ P1
)
+
(
6⊕
k=0
K [P1, P2]μk−→∇ P2
)]
.
Then PH1(A,π) = I1I1∩Im ∂2 .
Let
−→
G i = f (−→∇xi × e ), −→G ′i = f (
−→∇x2i × e ), for i = 1,2,3,4.
We have ∂2(
−→
G i) = − J i xi−→∇ P1+( J i+1)xi−→∇ P2+2( J i P1−( J i+1)P2)−→∇xi , for i = 1,2,3 and ∂2(−→G 4) =
−x4−→∇ P1 + x4−→∇ P2 + 2(P1 − P2)−→∇x4.
Therefore xi
−→∇ P2 can be written as a K [P1, P2]-linear sum of xi−→∇ P1 and −→∇xi .
On the other hand,
∂2
(−→
G ′i
)= 3 J ix2i −→∇ P1 − ( J i + 1)x2i −→∇ P2 + 4(P2−→∇ P1 − P1−→∇ P2) + 4( J i P1 − ( J i + 1)P2)−→∇x2i ,
for i = 1,2,3 and ∂2(−→G ′4) = 3x24
−→∇ P1 − x24
−→∇ P2 + 4(P2−→∇ P1 − P1−→∇ P2) + 4(P1 − P2)−→∇x24.
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we obtain:
∂2
(−→
G ′4
)− ∂2( J21
J1 + 1
−→
G ′1
)
− ∂2
(
J23
J3 + 1
−→
G ′3
)
= 3 J21
J1 + 1 x
2
1
−→∇ P1 + 3 J23
J3 + 1 x
2
3
−→∇ P1 − 6 J2P1−→∇ P1 + 6( J2 + 1)P2−→∇ P1
+ 6 J2P1−→∇ P2 − 6( J2 + 1)P2−→∇ P2 − 4 J21
J1 + 1 (P2
−→∇ P1 − P1−→∇ P2)
− 4 J21
J1 + 1
(
J1 − ( J1 + 1)P2
)−→∇x23 − 4 J23J3 + 1 (P2−→∇ P1 − P1−→∇ P2)
− 4 J23
J3 + 1
(
J3 − ( J3 + 1)P2
)−→∇x23 + 4(P2−→∇ P1 − P1−→∇ P2) − 8 J2(P1 − P2)−→∇ P1
+ 8( J2 + 1)(P1 − P2)−→∇ P2 + +4 J21(P1 − P2)−→∇x21 + 4 J23(P1 − P2)
−→∇x23.
Therefore ker ∂1 = Im ∂2 + I ′1, where
I ′1 =
(
6∑
k=1
K [P1, P2]−→∇μk
)
+
(
5∑
k=1
K [P1, P2]μk−→∇ P1
)
+ K [P1, P2]−→∇ P1 + K [P1, P2]−→∇ P2.
Then PH1(A,π) = I
′
1
I ′1∩ Im ∂2 .
But PH1(A,π) and I ′1 have the same Poincaré series. Thus P (I ′1 ∩ Im ∂2, t) = 0 and I ′2 ∩
Im ∂2 = 0. 
Theorem 3.6. The homological group PH2(A,π) is a free K [P1, P2]-module given by
PH2(A,π) 
(
5⊕
k=1
K [P1, P2](−→∇μk × −→∇ P1)
)
⊕ K [P1, P2](−→∇ P1 × −→∇ P1)
where (μi)1i6 = (x1, x2, x3, x4, x21, x23).
Proof. Let
−→
G ∈ ker ∂2,
−→
G = α0−→∇ P1 × −→∇ P2 + −→∇α1 × −→∇ P1 + −→∇α1 × −→∇ P2, α0,α1,α2 ∈ A.
We have
αl = f (−→∇ × −→Hl) · (−→∇ P1 × −→∇ P2) +
Nl∑
i=0
Ml∑
j=0
6∑
k=0
λli, j,k P
i
1P
j
2μk.
But:
(
f (
−→∇ × −→H0) · (−→∇ P1 × −→∇ P2)
)−→∇ P1 × −→∇ P2 = ∂3(−→H0 ×¯ (−→∇ P1 × −→∇ P2)),
∂3
(−→∇ P1 ×¯ (−→∇ × −→Hl))= −−→∇( f (−→∇ × −→Hl) · (−→∇ P1 × −→∇ P2))× −→∇ Pl, for l = 1,2.
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∂3
(
λli, j,k P
i
1P
j
2μke
)= (μk)λli, j,k P i1P j2μk−→∇ P1 × −→∇ P2 + (P2)λli, j,k P i1P j+12 μk−→∇μk × −→∇ P2
− (P1)λli, j,k P i+11 P j2μk
−→∇μk × −→∇ P2.
Therefore ker ∂2 = Im ∂3 + I2, where
I2 =
6∑
k=1
K [P1, P2]−→∇μk × −→∇ P1 +
6∑
k=1
K [P1, P2]−→∇μk × −→∇ P2 + K [P1, P2]−→∇ P1 × −→∇ P2.
Then PH2(A,π) = I2I2∩ Im ∂3 .
Let
−→
K i = (Ki1, Ki2, Ki3, Ki4)t , where Kij = δi j xi , and −→K ′i = (K ′i1, K ′i2, K ′i3, K ′i4)t , where K ′i j = δi j .
We have ∂3(
−→
K ′i) = J i
−→∇xi × −→∇ P1 − ( J i + 1)−→∇xi × −→∇ P2.
Then for i = 1,2,3, −→∇xi × −→∇ P2 is equal to J iJ i+1
−→∇xi × −→∇ P1 modulo Im ∂3.
We also have
−→∇x4 × −→∇ P2 = ∂(−−→K ′4) +
−→∇x4 × −→∇ P1.
On the other hand, ∂3(
−→
K i) = −→∇ P1 × −→∇ P2 + J i−→∇x2i ×
−→∇ P1 − ( J i + 1)−→∇x2i ×
−→∇ P2, for i = 1,2,3, and
∂3(
−→
K 4) = −→∇ P1 × −→∇ P2 + −→∇x24 ×
−→∇ P1 − −→∇x24 ×
−→∇ P2.
But using the Casimir relations, x24 = −2 J2P1 + ( J2 + 1)P2 + J21x21 + J23x24, where J i j = J i − J j ,
we obtain:
∂3(
−→
K 4) = ∂3
(
J21
J1 + 1
−→
K 1 + J23
J3 + 1
−→
K 3
)
−
(
1+ J21
J1 + 1 +
J23
J3 + 1
)
−→∇ P1 × −→∇ P2
+ J21
J1 + 1
−→∇x21 ×
−→∇ P1 + J23
J3 + 1
−→∇x23 ×
−→∇ P1.
Then we can explain
−→∇x23 ×
−→∇ P1 as a K -linear sum of −→∇x21 ×
−→∇ P1 and −→∇ P1 × −→∇ P2 modulo Im ∂3.
Therefore ker ∂2 = Im ∂3 + I ′2, where
I ′2 =
6∑
k=1
K [P1, P2]−→∇μk × −→∇ P1.
Then PH2(A,π) = I
′
2
I ′2∩ Im ∂3 .
But PH2(A,π) and I ′2 have the same Poincaré series. Thus P (I ′2 ∩ Im ∂3, t) = 0 and I ′2 ∩
Im ∂3 = 0. 
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