We propose a novel method for detecting changes in the harmonic content of musical audio signals.
INTRODUCTION
In this paper we introduce a novel process for detecting changes in the harmonic content of audio signals. The Harmonic Change Detection Function (HCDF) combines a new theoretical model for equal tempered pitch space with a DSP front end to extract this information from digital audio recordings. The pitch space model projects collections of pitch classes as Tonal Centroid points in a 6-D space (section 2). Use of this 6-D space gives greatly improved results compared to using a straight forward 12-D pitch class distance measure. Event-driven feature analysis has been shown to give more accurate musical feature extraction than more traditional approaches based on frames of equal length [1] . The HCDF has many potential applications in the segmentation of audio signals, particularly as a preprocessing stage for further harmonic recognition and classification algorithms. The primary motivation for this work is for use in chord recognition from audio. Used as a segmentation algorithm, this approach provides a good foundation for solving the general chord recognition problem of needing to know the positions of chord boundaries in the audio data before being able to successfully identify possible chord symbols as discussed in [16] .
The HCDF system comprises several distinct elements. At the lowest level there is a Constant-Q spectral analysis followed by a 12-semitone Chromagram decomposition. A harmonic Centroid transform is then applied to the Chroma vectors which is then smoothed with a Gaussian filter before the distance measure is calculated (sections 3.1 and 3.2). Figure 1 shows the flow diagram for the system.
The results of our preliminary experiments are very promising with an f-measure value for overall chord change detection of 64.9% compared to a reference harmonic onset algorithm that scores 45.8% (section 4). 
MODELS FOR TONAL SPACE
The Harmonic Network or Tonnetz (shown in Figure 2 ) is a well known planar representation of pitch relations first attributed to Euler [6] , later used extensively by 19th century music theorists such as Riemann and Oettingen and in recent years by Neo-Riemanninan Music Theorists [10, 6, 12] . Close harmonic relations are modelled by small distances on the plane. Lines of fifths travel from left to right, lines of major thirds travel from bottom left to top right and lines of minor thirds travel from top left to bottom right.
In Just Intonation, the Tonnetz is an infinite plane [13] . If it is assumed that a particular note spelling on one row is equivalent to the same note spelling on the next row (i.e. F 1 ≡ F 2 etc. in Figure 2 ), the plane wraps up and forms a tube with the line of fifths becoming a helix on its surface. In the case where the helix is wrapped so that major third intervals are directly above each other on the surface of the tube this is Chew's Spiral Array [4] . Chew's model allows chords and keys to be projected as objects in a 3-D space on the interior of the tube and has been applied successfully to problems such as key finding and pitch spelling from symbolic data [5] .
In the case of data derived from audio, it is very difficult to directly extract the correct enharmonic spelling of pitches. This is partly due to the fact that high resolution frequency analysis would be needed to resolve the small differences between them. On a more practical level, the majority of keyboard instruments are now tuned to twelve-tone equal temperament so the differences would not be present in the first place. If enharmonic equivalence is assumed then instead of dealing with a theoretically infinite number of pitch names, there are now just the twelve different pitch classes (here we reference C as pitch class 0). In the Spiral Array model, this has the effect of joining the two ends of the tube together and the result is a hypertorus with the circle of fifths wrapping around its surface three times (see Figure 3) . A form of this Hypertorus appears in many different areas of music research [10, 6, 11, 14] .
We now propose a 6-dimensional interior space contained by the surface of the Hypertorus. This allows us to apply the same technique that Chew uses to develop the Centre of Effect in the Spiral Array to this equal tempered model for pitch space.
Since it is not possible to directly visualise 6-D space, it is helpful to imagine it as a projection onto the three circularities in the equal tempered Tonnetz: the circle of fifths, the circle of minor thirds and the circle of major thirds ( Figure 4 ). Here, the six dimensions are viewed as three co-ordinate pairs x1, y1, x2, y2 and x3, y3. A collection of pitches (i.e. a chord) can be described as a single centroid point in the space. Chords with a tonal centre (such as the A major shown as point A in Figure 4 ) can be clearly assigned to a point in the circle of fifths. However, there are chords without defined tonal centres (e.g. diminished 7th and augmented chords). The centroid of each of these chords lies in the centre of the circle of fifths. On the circle of minor thirds, however, augmented chords can be unambiguously identified, while the circle of major thirds can uniquely depict diminished 7th chords.
ALGORITHM
The first stage of the system is the Constant-Q spectral analysis. This is a logarithmic frequency analysis based on the efficient algorithm described in [2] . We calculate a 36 bins-per-octave transform across five octaves between fmin = 110Hz (A2) and fmax = 3520Hz (A7) from a 11025Hz mono audio signal. To obtain this resolution at the lowest analysed frequencies requires a 743ms window length. This is a long analysis window in terms of musical signals so to improve time resolution we overlap analysis frames by 1 8 th of a window length giving the detection function a time resolution of 93ms per frame. A 12-bin tuned Chromagram is then calculated from the Constant-Q spectra using the method described in [9] giving a 12-dimensional chroma vector c for every frame.
Tonal Centroid Calculation
The six dimensional tonal centroid vector, ζn, for time frame n is given by the multiplication of the chroma vector, c, and a transformation matrix Φ. To prevent numerical instability and ensure that the tonal centroid always lies within the 6-D polytope we divide the result by the L1 norm of c: where l is the chroma vector pitch class index and d denotes which of the six dimensions of ζn is being evaluated. The transformation matrix Φ represents the basis of the 6-D space described in section 2 and is given as:
where φ l = 2 6 6 6 6 6 4 
The values r1, r2 and r3 are the radii of the three circles in Figure 4 . To ensure that the distances between pitch classes in the 6-D space correspond to our perception of harmonic relations between pitches (i.e. that the fifth is the closest relation followed by the major third then the minor third and so on) we set the r1, r2 and r3 to 1, 1 and 0.5 respectively. These values have been derived using the same approach that Chew uses to define the ratio of height to diameter for the Spiral Array [4] .
Harmonic Change Detection Function
To reduce the effects of transient frames, the sequence of tonal centroid vectors is convolved with a 19-point Gaussian smoothing window with σ value of 4.034 in a row-by-row fashion (i.e. the individual dimensions are smoothed over time). We define the HCDF, ξ, as the overall rate of change of the smoothed tonal centroid signal. ξn is the Euclidian distance between the smoothed tonal centroid vectorsζ n−1 andζn+1 (equation 4) whereˆdenotes vectors from the Gaussian-smoothed signal. Peaks in this signal indicate transitions between regions that are harmonically stable (see Figure 5 ); an approach inspired by Chew's key modulation finding algorithm described in [5] .
We apply peak picking to the HCDF in order to identify harmonic transition times.
RESULTS
To test how the HCDF performed as a chord segmentation algorithm we analysed a set of sixteen Beatles songs (two from each of the first eight albums) for which we have chord transcription files. Harmonic change detection times are compared against the times of chord changes in the transcriptions.
Along with the results for the HCDF algorithm, we also give results for a harmonic onset detection algorithm by Hainsworth and Macleod [8] for comparison. This algorithm is a two-stage process in which peaks are detected in a spectral distance measure then the resulting segments are analysed for their harmonic content so that similar contiguous segments can be joined back together. The HCDF algorithm does not use such a second analysis step to obtain its results. The results for the experiment are shown in Table 1 .
We defined a hit as a match within ±3 frames (278ms). The three performance measures used here are Precision (P ), the ratio of Hits to Detected Changes and Recall (R), the ratio of hits to transcribed changes and the f-measure (F ) which combines the two (see equation 5) [7] .
The f-measure scores show the HCDF to have the better overall performance of the two algorithms for chord boundary detection with a score of 64.9% compared to 45.8% for the Hainsworth algorithm. The Recall scores for both algorithms are fairly high with an average of 88% for Hainsworth's approach and 84% for the HCDF. However, the Precision scores for the two algorithms were much lower with averages 
CONCLUSIONS AND FURTHER WORK
We have presented a novel feature detection function for audio data. A new model for equal tempered tonal space has been introduced on which the algorithm is based and the results of our preliminary experiments are encouraging.
The algorithm has been implemented in Matlab and also in C++ as a visualisation plugin for the open source audio analysis tool Sonic Visualiser [3] .
The results of our experiment show that the algorithm can successfully detect chord changes in polyphonic audio. However, other changes in harmonic content such as strong melody or bass line movement will also be detected. Developing a cleaner chromagram front end and the use of more sophisticated peak picking methods could improve the performance of the algorithm.
Applying adaptive thresholding in the peak picking stage of the algorithm may improve the detection of more important harmonic changes. Despite using the Gaussian function to smooth the detection function, strong transients in the audio signal still cause spurious peaks. Transient/SteadyState separation could be used to preprocess the audio in order to improve performance by reducing the effects of these transient components.
The HCDF has many potential applications in the segmentation of audio signals. It will be particularly useful as a preprocessing stage for many chord recognition and harmonic classification algorithms, especially those based on Hidden Markov Model techniques such as [1] and [15] .
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