Abstract: This paper presents a complete methodology for both probabilistic and deterministic assessment of seismic soil liquefaction triggering potential based on the cone penetration test ͑CPT͒. A comprehensive worldwide set of CPT-based liquefaction field case histories were compiled and back analyzed, and the data then used to develop probabilistic triggering correlations. Issues investigated in this study include improved normalization of CPT resistance measurements for the influence of effective overburden stress, and adjustment to CPT tip resistance for the potential influence of "thin" liquefiable layers. The effects of soil type and soil character ͑i.e., "fines" adjustment͒ for the new correlations are based on a combination of CPT tip and sleeve resistance. To quantify probability for performancebased engineering applications, Bayesian "regression" methods were used, and the uncertainties of all variables comprising both the seismic demand and the liquefaction resistance were estimated and included in the analysis. The resulting correlations were developed using a Bayesian framework and are presented in both probabilistic and deterministic formats. The results are compared to previous probabilistic and deterministic correlations.
Introduction
Correlations based on in situ index tests are widely used in engineering practice to estimate the potential for "triggering" or initiation of seismically induced soil liquefaction. The cone penetration test ͑CPT͒ is a reliable in situ index test that has found widespread use as a tool for assessing the liquefaction resistance of potentially liquefiable soils. A number of CPT-based liquefaction triggering resistance curves have been suggested by previous researchers ͑e.g., Seed et al. 1983; Olsen 1984; Ishihara 1985; Jamiolkowski et al. 1985; Robertson and Campanella 1985; Franklin 1986; Seed and De Alba 1986; Shibata and Teparaska 1988; Sugawara 1989; Mitchell and Tseng 1990; Olsen and Koester 1995; Stark and Olson 1995; Rongxiang and Zhaoji 1995; Robertson and Wride 1998; Toprak et al. 1999; Juang et al. 2003; Idriss and Boulanger 2004͒ .
The objective of this research is to provide as unbiased an assessment of CPT-based in situ soil liquefaction triggering potential as possible, and to assess the probability of liquefaction triggering for performance-based engineering applications. This is accomplished using a comprehensive worldwide CPT-based liquefaction field case history database compiled for this purpose ͑Moss et al. 2003b͒. One of the major challenges associated with the use of CPT data for liquefaction studies is the normalization of measured sleeve and tip resistance for the influence of effective overburden stress. We readdress this issue by applying cavity expansion methods to a prior empirically based normalization technique. Another challenge was related to processing the field case history data. We quantify the uncertainties associated with the various seismic demand and soil resistance variables. Moreover, we utilize a Bayesian framework to permit all types of uncertainties to be formally considered during the development of the model. The Bayesian framework uses structural reliability methods to estimate the probability of liquefaction conditional on penetration resistance and seismic demand. The results can be expressed as a mean and variance of the seismic demand needed to trigger liquefaction conditional on the penetration resistance, or, alternatively, the mean and variance of the penetration resistance needed for liquefaction conditional on the seismic demand.
Threshold of Liquefaction Triggering
The threshold of liquefaction triggering, or the liquefaction/ nonliquefaction boundary, has traditionally been located deterministically by engineering judgment. Based on the position and spread of the liquefaction and nonliquefaction data points, a curve was drawn to estimate the threshold of liquefaction triggering. In this study, the threshold is located using engineering statistics, Bayesian updating, and reliability methods that are formulated for this particular problem ͑Cetin et al. 2002; Moss et al. 2003a͒ .
Data collected and compiled for this study are shown in Fig. 1 as a plot of the sample mean of the liquefaction and nonliquefaction case histories with error bars showing ±1 sample standard deviation. The resistance is represented by the normalized CPT tip resistance ͑q c,1 ͒ in megapascals ͑MPa͒. The seismic demand is represented by the equivalent uniform cyclic stress ratio ͑CSR͒ as calculated using the simplified technique first proposed by Seed and Idriss ͑1971͒ CSR = avg
In this study the equivalent uniform cyclic stress ratio was assumed to be the average or mean of an expansion of Eq. ͑1͒ which can be rewritten as Eq. ͑2͒. The variance of CSR can be calculated using Eq. ͑3͒, where the coefficient of variation ͑␦͒ is the normalized standard deviation, i.e., the standard deviation ͑͒ divided by the mean ͑͒. Both Eqs. ͑2͒ and ͑3͒ are derived using a first-order Taylor series expansion of Eq. ͑1͒ about the mean point, including only the first two terms
Eq. ͑3͒ indicates that the coefficient of variation of the CSR, the dependent variable, is a function of the coefficients of variation of the independent variables, which are the maximum horizontal ground acceleration ͑a max ͒, the total and effective vertical stresses ͑ and Ј͒, and the nonlinear shear mass participation factor ͑r d ͒. The total and effective stresses are correlated variables, therefore in Eq. ͑3͒ the correlation coefficient term for these two variables is included. The other variables that comprise the CSR are assumed to have negligible correlation for the purpose of this study.
The coefficients of variation of the independent variables were estimated by Moss ͑2003͒. Full details are not presented here for brevity, but a brief synopsis follows: 1. The coefficients of variation of the total and effective stresses are calculated using Taylor-series expansions to account for the uncertainties in the water table depth and soil density. 2. The coefficient of variation of a max is based on the quality of the locally available strong motion data. 3. The coefficient of variation of the moment magnitude is estimated based on a histogram of values reported in the literature. 4. The coefficient of variation of r d is estimated based on a statistical analysis of ground response by Cetin et al. ͑2004͒. 5. The coefficients of variation of the normalized tip resistance, q c,1 , and the friction ratio, R f , were calculated directly from the measured data within the "critical layer." We define the critical layer as being the most eminently liquefiable stratum in the profile, either because it was observed to have liquefied or is judged to be most susceptible to liquefaction based on current knowledge ͑further details are given in the following section͒. As seen in Fig. 1 the variance of seismic demand tends to be greatest in the high CSR range and the variance of the resistance tends to greatest in the high q c,1 range. The region where liquefaction and nonliquefaction data points merge can be thought of as a "mixing" zone. In this zone lies the most likely threshold of liquefaction triggering.
Critical Layer Selection
As noted above, selection of the critical layer is necessary to the estimation of the means and standard deviations of q c,1 and R f for a given case history. Selecting the critical layer is an exercise in finding the soil stratum that is the "weakest link in the chain" from a liquefaction perspective. Finding this stratum requires considering the tip resistance and friction ratio jointly, with the addition of a boring log ͑if one is available͒ for soil classification. For most depositional environments this can be a simple matter of looking for the smallest continuous stretch of tip resistance with low friction ratio that agrees with the boring log in terms of the material texture ͑i.e., cohesive versus cohesionless soils͒. This can be a difficult task for fluvial deposits, which tend to be thin, interbedded, and discontinuous both horizontally and vertically. A second method for identifying a critical layer is to calculate the profile of cyclic resistance ratio ͑CRR͒ based on existing correlations and take the critical layer as the domain with the smallest CRR. This method is used for the case histories where multiple candidates for the critical layer exist and it is unclear which of these layers liquefied or did not liquefy.
We define a liquefaction/nonliquefaction field case history differently than previous investigators. We define a single case history as a critical layer that experienced strong ground shaking during an earthquake. All CPT soundings that registered that critical layer were used in assessing the mean and variance of q c,1 and R f . In contrast, previous studies often took a case history as the critical layer from an individual CPT sounding, hence multiple case histories could be present for a given site if multiple soundings were available. We believe our procedure provides an inventory of case histories that are relatively statistically independent of each other, which is desirable for an unbiased database. One issue that is not commonly addressed in liquefaction correlations is that the in situ data are usually acquired following strong ground shaking. Particularly for the liquefied cases, the soil has likely densified due to postliquefaction reconsolidation. Previous studies have investigated pre-and postearthquake soil properties in deposits subject to liquefaction. In several of those studies, soil properties were observed to not change noticeably ͑e.g., Inagaki et al. 1996; Boulanger et al. 1997͒ ; whereas in others small increases in penetration resistance were observed ͑e.g., Chameau et al. 1991; Frost et al. 1993; Shibata et al. 1996͒ . Sites with noticeable changes in properties consisted of recent artificial fills typically having relatively low penetration resistance standard penetration test ͑SPT͒ ͑N Ͻ 10͒, whereas sites without soil property changes consisted of fills and alluvia having somewhat higher penetration resistance ͑SPT N Ͼ 10͒.
These observations are consistent with critical state principles, which would predict that volume change from postliquefaction reconsolidation would increase with the state parameter ͑i.e., increase with decreasing relative density for a fixed confinement͒. CPT measurements are in turn sensitive to the state parameter because tip resistance is positively correlated with relative density for "clean" sands ͑Schmertmann 1978͒.
Given the available data on pre-and postearthquake penetration resistance of liquefied sediments, we anticipate that the triggering limit-state, or threshold, will not be significantly affected by postliquefaction reconsolidation because: 1. Near the limit-state the relative state parameter index of the soils is in the range of 0 to −0.65 ͑Idriss and Boulanger 2004͒ indicating that they would not be expected to have significantly densified. 2. Nonliquefied soils will have lower values of the state parameter and hence would be expected to have been even less affected by densification. 3. Highly contractive soils that would be expected to produce the greatest changes in penetration resistance have little impact on the position of the limit-state function in a Bayesiantype analysis.
Data Screening, Adjustment, and Correction
A thorough and proper treatment of the data requires that it be screened, adjusted, and corrected for various effects. The purpose of the screen is to separate liquefaction of cohesionless soils from cyclic softening of clays, both of which can produce observable ground failure in the field. Screening has traditionally been performed using the "Chinese criteria" ͑Wang 1979; Seed and Idriss 1982͒ , although recent research suggests some modification to those criteria may be warranted ͑Andrews and Martin 2000; Seed et al. 2003; Boulanger and Idriss 2004; Bray et al. 2004͒. Corrections and adjustments to the penetration resistance measurements are needed for the influence of effective overburden stress, and for the influence of the "thinness" of a liquefiable layer. A correction to CSR is needed for the effect of the duration of strong ground shaking. Moreover, the calculation of CSR must account for the nonlinear shear mass participation factor ͑r d ͒. Each of these issues is described in sections that follow.
Screening
Cohesive soils are not susceptible to liquefaction, but may experience shear failure that is exacerbated by cyclic softening. These soils can produce observable ground failure that appears similar to ground failure from liquefaction, such as building tilting, punching, and settlement. However, there are fundamental differences between the cyclic behavior of cohesive and cohesionless soils, including lower peak pore pressure ratios and higher postsoftening shear strengths in cohesive materials ͑Boulanger and Idriss 2004͒. Ground failure in cohesive materials is typically only observed when there is a large asymmetrical driving shear stress ͑K ␣ ͒, and is best analyzed by comparing the undrained cyclic shear strength with applied shear stresses ͑cyclic+ static͒. Several such cases were observed following the 2001 Kocaeli, Turkey, and 2001 Chi-Chi, Taiwan, earthquakes ͑e.g., Bray et al. 2004; Chu et al. 2004͒ , and were evaluated during the compilation of the case history database. Since the limit-state function in this study is intended for application to predominantly cohesionless soils, it was not appropriate to include these cases in the analysis.
These screened cases exhibited a combination of low tip resistance ͑q c,1 less than ϳ5 MPa͒ and high friction ratio ͑R f greater than ϳ3%͒, which are typical of cohesive soils. These cases, most noticeably the nonliquefaction cases, plotted far left of previous triggering curves, suggesting that the soils may have been too clay rich to liquefy. In addition to the CPT measurements, it was necessary to use soil texture information from SPT samples for screening. The criteria for screening these cases were based on research of fines content and plasticity in relation to liquefaction susceptibility ͑Yamamuro and Lade 1998; Guo and Prakash 1999; Youd and Gilstrap 1999; Andrews and Martin 2000; Perlea 2000; Andrianopoulos et al. 2001; Polito 2001; Boulanger and Idriss 2004; Bray et al. 2004͒ . Zone A, shown graphically in Fig. 2 , is the envelope of potentially liquefiable materials used in this study for sites where laboratory data were available. The case histories that plot within Zone A, and are therefore included in the database are: Wu Feng Site A from the Chi-Chi event ͓liquid limit ͑LL͒ = 30, plasticity index ͑PI͒ =5͔, the Tientsin sites from the Tangshan event ͑LLϳ 30, PIϳ 10͒, Balboa Site C ͑LL= 30, PI= 11͒, Malden Site D ͑LL= 31, PI= 12͒ from the Northridge event, Whiskey Springs Site 1 ͑LL= 22.5, PI= 2͒ from the Borah Peak event, Adapazari Site J ͑LL= 33, PI= 6͒, and Site K ͑LL= 35, PI= 9͒ from the Kocaeli event.
Another potentially significant issue relates to cases where liquefaction may have occurred at depth but was not manifest at the ground surface due to relatively thick and continuous overlying nonliquefiable strata. The issue of liquefaction manifestation at the ground surface is discussed by Ishihara ͑1985͒ and Youd and Garris ͑1995͒. The results from these studies were used to screen sites that were reported as nonliquefied but found to be liquefiable in terms of the index measurements, have overlying nonliquefiable material that fits the Ishihara thickness criteria, showed no surface manifestation of liquefaction, have level ground conditions, and were not subject to ground oscillations. For example, at a level site with a 2 m thick liquefiable layer experiencing ground shaking with peak ground acceleration ͑PGA͒ Ͻ 0.2 g, an overlying nonliquefiable layer of approximately 2 m could eliminate all surface manifestation of liquefaction.
This study focused on free-field sites, or sites with no significant static shear stresses. The database includes sites with relatively level ground conditions, but excludes sites where there is sloping ground, or a structure ͑e.g., buildings, embankments, etc.͒ that can induce static shear stress.
Normalization
Effective overburden stress can profoundly influence CPT measurements ͑Olsen and Mitchell 1995͒. This effect is typically accounted for by normalizing the tip resistance measured at a given depth and vertical effective stress to a reference effective stress of 1 atm. A complete discussion of CPT normalization for effective overburden stress can be found in Moss et al. ͑2006͒ . In that paper cavity expansion models ͑Ladanyi and Johnston 1974; Yu 2000; Cao et al. 2001; Salgado and Randolf 2001; Boulanger 2003͒ were used in conjunction with field and laboratory test data ͑Olsen and Mitchell 1995͒ to estimate appropriate levels of normalization as a function of the measured tip resistance and friction ratio. The discussion in this paper is limited, for brevity, to the application of the proposed normalization technique. Fig. 3 shows normalization exponent curves as a function of friction ratio and tip resistance. These curves define the exponent used to normalize the tip resistance for a given level of overburden stress, using the following equation:
where
where q c,l = normalized tip resistance ͑MPa͒; C q = tip normalization factor; q c ϭraw tip resistance ͑MPa͒; P a = reference stress ͑1 atm= 101.325 kPa= 1.033 kg/ cm 2 = 14.696 psi= 1.058 ft 2 ͒ in compatible units; Ј= effective overburden stress ͑same units as P a ͒; and c = normalization exponent. In Eq. ͑4͒, C q should not exceed a value of 1.7.
In previous practice the normalization exponent, c, has generally been taken as 0.5 ͑Liao and Whitman 1986͒. This value of 0.5 is the average exponent value of the response of different soil types to overburden, and therefore neglects the inherent variability. It was found that including this variability, by using the proposed normalization procedure, resulted in a much better statistical fit ͑as measured by the model error term͒ of the liquefaction triggering curves. A full discussion of this normalization scheme, its empirical and theoretical basis, and how this applies to other in situ tests such as the SPT can be found in Moss et al.
͑2006͒.
For calculation purposes the normalization exponent curves in Fig. 3 can be calculated using the iterative equation
͑5͒
where f 1 = x 1 · q c x2 ; f 2 =−͑y 1 · q c y2 + y 3 ͒; f 3 = abs͓log͑10+ q c ͔͒ z1 ; x 1 = 0.78; x 2 = −0.33; y 1 = −0.32; y 2 = −0.35; y 3 = 0.49; z 1 = 1.21; c = tip normalization exponent; q c = raw tip resistance ͑MPa͒; R f = friction ratio ͑the ratio of sleeve to tip resistance, f s / q c , in percent͒; and f 1 , f 2 , f 3 , x 1 , x 2 , y 1 , y, y 3 , and z 1 = parameters of the equation. To normalize the tip resistance appropriately, an iterative procedure is necessary. The iterative procedure involves the following steps:
1. An initial estimate of the normalization exponent is found using raw tip measurements, friction ratio, and Fig. 3 or Eq. ͑5͒; 2. The tip is then normalized using Eq. ͑4͒ ͑note: friction ratio will not change when tip and sleeve are normalized equivalently͒; 3. A revised estimate of the normalization exponent is found using the normalized tip resistance and Fig. 3 or Eq. ͑5͒, which is compared to the initial normalization exponent estimate; and 4. The procedure is repeated until an acceptable convergence tolerance is achieved. For most soils this process usually requires only two iterations to converge. ͑In Excel, the Solver Add-In in the Analysis Toolpack can be useful for this iterative procedure in spreadsheet calculations.͒ It is recommended that the tip and sleeve be normalized equivalently.
Magnitude Correlated Duration Weighting Factor
"DWF M … The results presented in this study include the correction of equivalent uniform CSR for duration ͑or number of equivalent cycles͒ to CSR * , representing the CSR for a duration typical of an "average" event of M W = 7.5. This is accomplished using a magnitude-correlated duration weighting factor
The duration weighting factor is somewhat controversial, and has previously been developed using different approaches ͑e.g., cyclic laboratory testing and/or field case history data͒ by a number of investigators. Cetin et al. ͑2004͒ regressed the DWF M from a SPT-based liquefaction database that included events covering a wide range of moment magnitudes. These results were found to be in good agreement with previously published lower-bound results by Youd et al. ͑2001͒ , and also consistent with laboratory results published by Idriss ͑1999͒ and Liu et al. ͑2001͒. The present CPT-based study was lacking a wide enough magnitude range to accurately discern the DWF M in a similar manner, therefore the Cetin et al. ͑2004͒ DWF M results were used. The recommended DWF M can be represented by the equation
͑7͒
Eq. ͑7͒ is valid for M w = 5.5-8.5.
Nonlinear Shear Mass Participation Factor "r d …
The nonlinear shear mass participation factor ͑r d ͒ accounts for nonlinear ground response in the soil column overlying the depth of interest. This factor, previously proposed by various researchers, was reassessed by Cetin et al. ͑2004͒ using ground response analyses. In this work 2,153 ground response analyses were run using 50 sites and 42 ground motions. The results ͑Fig. 4͒ were regressed to evaluate the median r d for a given depth, peak ground acceleration, and moment magnitude. Eqs. ͑8͒-͑11͒, from Cetin ͑2000͒ are slightly different than the equations presented in Cetin et al. ͑2004͒, in that they lack the shear wave velocity ͑V s ͒ term. The majority of the case histories in the CPT database did not have shear wave velocity measurements, therefore instead of introducing an inferred or indirectly estimated shear wave velocity ͑and its associated uncertainty͒ into the analysis, the r d correlation without V s was used. If shear wave velocity measurements are available, then the equations including the shear wave velocity term ͑Cetin et al. 2004͒ can be used to calculate r d . This method of estimating r d was used exclusively in this analysis, since previous methods for calculating r d are not compatible with the proposed CPT correlation because of potential biases. Because the proposed CPT correlation was based on this new r d method that includes ground response analysis, shear stresses computed at depth from site-specific ground response analyses can be used in applications.
Thin Layer Correction
As discussed in Youd et al. ͑2001͒, previous studies have shown that tip resistance can be influenced by the presence of softer soils above and below a liquefiable layer. Youd et al. ͑2001͒ showed a comparison of curves from Robertson and Fear ͑1995͒ with field data presented at the NCEER workshop by G. Castro and P. Robertson. The conclusion of the workshop was that the curves appear to represent the appropriate trend but suggest too high of a correction. The field data was used to present a lower bound for the recommended range of corrections.
We further investigate the thin layer correction using the simplified elastic solution by Vreugdenhil et al. ͑1994͒, which was also used by Robertson and Fear ͑1995͒ to establish their thin layer correction curves. The elastic solution was originally developed to evaluate two conditions: ͑1͒ stiff thin layers embedded in softer surrounding material; and ͑2͒ soft thin layers embedded in stiffer surrounding material. The first case of the stiff thin layer is the case that is germane to the problem of liquefaction. An example is fluvial environments where it is common to find interbedded deposits of granular and fine materials. The granular deposits would give a much higher tip resistance than the surrounding fine deposits, thereby producing a stiff, thin, potentially liquefiable layer within softer surrounding material.
We calibrated the elastic solution of Vreugdenhil et al. ͑1994͒ using chamber data from Kurup et al. ͑1994͒ . Correction curves were then calculated for different ratios of tip resistance and compared to field data from 22 field sites. Shown in Fig. 5 is the recommended thin layer correction compared to the range recommended in Youd et al. ͑2001͒ . Corrections are shown for q cB / q cA ratios of 2 and 5 with an upper limit of 10. These curves compare favorably with the NCEER workshop recommendations for q cB / q cA = 2. The results also follow the same trends and magnitudes for loose sands as presented by Meyerhoff ͑1976͒ for piles driven through a profile of softer over stiffer soils. These thin layer corrections are for a standard cone with a diameter of 35.7 mm and a tip area of 10 cm 2 . Thin layer correction only applied to four out of the 188 field case histories in the liquefaction/nonliquefaction case history database, but is presented here for practitioners who may have need for the corrections when dealing with similar field conditions. The thin layer correction was conservatively capped at 1.5 for the case histories in this study, and an upper limit of 1.8 is recommended for practice.
Data Quality Assessment
After the case histories were subjected to the screening, adjustments, and corrections discussed above, they were classified according to the quality of the available data. Four classes of data, A-D, were used to group the data, with D being substandard and therefore excluded from the final case history database. The criteria for the data classes are as follows: 1964 Niigata, 1968 Inangahua, 1975 Haicheng, 1976 Tangshan, 1977 Vrancea, 1979 Imperial Valley, 1980 Mexicali, 1981 Westmorland, 1983 NihonkaiChubu, 1983 Borah Peak, 1987 Elmore Ranch, 1987 Superstition Hills, 1987 Edgecumbre, 1989 Loma Prieta, 1994 Northridge, 1995 Hyogoken-Nambu ͑Kobe͒, 1999 Kocaeli, and 1999 Chi-Chi earthquakes. The database was compiled into a single report ͑Moss et al. 2003b͒, in which each case history includes at least two worksheets documenting the measured and calculated values used in the analysis, the CPT trace͑s͒ evaluated, the references cited, and other pertinent information. Table 1 shows a summary of means and standard deviations used in the analysis.
Bayesian Framework
A Bayesian framework utilizing structural reliability methods was used to evaluate the processed data and develop a correlation between the seismic demand and resistance variables with respect to observed liquefaction/nonliquefaction. vo Ј = vertical effective stress at midpoint of critical layer; a max = peak ground acceleration; r d = nonlinear shear mass participation factor; CSR= uniform cyclic stress ratio; c = normalization on exponent; q c1 = normalized average cone tip resistance; and R f = friction ratio. Multiple sets of references are called out by ͓#͔. Case histories can be attributed to one or more of the references cited. The variance of the depth to GWT ͑ground water table͒ was set at 0.3 m for all sites, and treated as normal distribution centered on the mean and truncated at the ground surface.
A full discussion of the application of Bayesian methods to liquefaction triggering analysis can be found in Cetin et al. ͑2002͒ and Moss et al. ͑2003a͒ . In brief, Bayes rule was used as the foundation of the probabilistic analysis; a limit-state function was formulated to define the liquefaction/nonliquefaction threshold; a likelihood function was formulated to describe the observations of liquefaction/nonliquefaction events; Bayesian updating was used to determine the distribution of the unknown model parameters in the limit-state function; and component reliability analysis was used to assess the probability of liquefaction based on the limit-state function with the posterior model parameter distributions. This process can be thought of as a regression-type procedure that has been formulated to incorporate different forms of parameter uncertainty as well as model uncertainty, thereby producing a "best" estimate of the probability of liquefaction triggering.
Bayes rule is derived from simple rules of conditional probability and can be written as ͑Box and Tiao 1992͒
where L͑⌰͒ = likelihood function containing an unknown set of parameters ⌰; p͑⌰͒ = prior distribution; C = ͓͐L͑⌰͒ · p͑⌰͒ · d͑⌰͔͒ −1 normalizing constant; and f͑⌰͒ = posterior distribution.
The likelihood function is proportional to the conditional probability of observing a particular event given a set of parameters. The likelihood function incorporates the objective information that, in this case, is the statistical measurements associated with the observations of liquefaction/nonliquefaction events. The prior distribution can include subjective information known about the distributions of the model parameters. The posterior distribution incorporates both the objective and subjective information into the distributions of the model parameters. The process of performing Bayesian updating involves formulating the likelihood function, selecting a prior, calculating the normalizing constant, and then calculating the posterior statistics.
The prior distribution tends to be a controversial issue with Bayesian methods. Box and Tiao ͑1992͒ have shown that, when no prior information is available, the use of a noninformative prior can lead to an unbiased estimate of model parameters. A noninformative prior allows the data, through the likelihood function, to fully dictate the posterior distribution. A noninformative prior has no effect on the shape of the posterior distribution, and is used when no prior information about the parameters is available. In this study a noninformative prior was used for all model parameters.
Limit-State and Model Formulation
A component reliability problem is formulated in terms of a limitstate function. The limit-state function assumes the value of zero wherever load and resistance values are equal. This defines two regions: one a failure region where the limit-state function is negative and the other a safe region where the limit-state function has a positive value. The probability of failure is the integration of the joint probability density of the load and the resistance over the failure region ͑Der Kiureghian 1999͒.
The limit-state can be defined in any manner that corresponds to the observations. Some parameter estimation methods such as system identification and artificial neural networks define the limit-state using a "black box" approach, optimizing a randomly determined mathematical function for the given database. This may give a good fit to a specific database but offers little or no insight into the fundamental phenomena controlling the results. The approach used in this study was to define the limit-state using an understanding of the physics of liquefaction, the knowledge garnered from laboratory experiments, and past deterministic and probabilistic studies.
Using a limit-state that is grounded in an understanding of soil mechanics makes the model fitting a numerical experiment in liquefaction. The limit-state is a generalized mathematical model for separating liquefaction from nonliquefaction cases. By incorporating all pertinent variables and using the database to test the model, an optimum function can be defined that then may give further insight into soil behavior.
The limit-state function ͑g͒ used in this study has the form
Ј͒ − 7 ; and CSR= simplified cyclic stress ratio;
M w = moment magnitude;
Ј= effective stress; q c,1 ϭnormalized CPT tip resistance; R f = friction ratio; c = CPT normalization exponent; ' s = model parameters; and the = model error term. The limit-state is the threshold between liquefaction ͑g ഛ 0͒ and nonliquefaction ͑g Ͼ 0͒. The model error term is treated as a standard normal variate with zero mean and an unknown standard deviation. Through Bayesian updating, we estimate the model parameters 1 -7 and the standard deviation of .
This particular functional form of the limit-state was chosen from a suite of models tested against the database, because it minimized the standard deviation of the model error, minimized cross correlation of the independent variables, and provided mathematical flexibility so as to not impose arbitrary constraints on the model fit. The various models tested were found to have relatively consistent mean locations; and it was the magnitude of the model error and cross-correlation terms that separated the optimum model from the other models.
Bayesian Updating
The process of model parameter estimation, or testing the limitstate function against the data, is accomplished through Bayesian updating. According to Bayes rule ͓i.e., Eq. ͑12͔͒, to solve for the posterior distribution of the model parameters and model error term we must define the likelihood function, determine a prior distribution, and solve for the normalizing constant.
The likelihood function of seismic soil liquefaction initiation is the product of the probabilities of observing k liquefied sites and n − k nonliquefied sites. Thus
where X i = observable or measurable variables at the ith site; ⌰ = ͑ 1 , . . . , 7 ͒ = set of unknown model parameters, and i ϭrealization of the model error term at the ith site. With a normal random variable with zero mean and standard deviation , the likelihood function becomes
where ⌽ = standard normal cumulative distribution function.
A noninformative prior has been employed in this study, which allows the likelihood function to dominate the posterior distribution. As mentioned earlier, a noninformative prior distribution, by definition, will have as little effect on the posterior distribution as possible. In the present case, the noninformative prior has the form p͑⌽ , ͒ϳ1/ ͑Box and Tiao 1992͒.
Importance sampling was used to calculate the normalizing constant integral. This is a simulation technique that efficiently approximates the complex integral numerically ͑Gar-doni et al. 2002͒.
Sampling Bias
A bias exists in the number of liquefied versus nonliquefied data points because liquefaction sites are disproportionately selected for postearthquake investigations. This bias can impact the results of statistical analysis, producing a skewed prediction. Cetin et al. ͑2002͒ explored this bias and presented a method to account for what is called choice-based sampling bias as applied to the problem of liquefaction triggering.
The approach was based on Bayesian updating optimization, expert consensus, and sensitivity studies. The likelihood function ͓Eq. ͑15͔͒ is modified for the data imbalance using a weighting factor ͑w͒
͑16͒
The weighting factor used in this study was w nonliquefied / w liquefied = 1.5, based on Cetin et al. ͑2002͒ and consensus of the expert panel that reviewed the CPT database.
Reliability Analysis
The probability of liquefaction was calculated from the posterior distribution determined through Bayesian updating. It should be noted that the probability associated with Bayesian methods is considered an expression of degree of belief, whereas in classical methods the probability is considered a measure of relative frequency. The probability of liquefaction can be estimated by a summation of the probabilities of all possible combinations of parameters that will define liquefaction. For any given set of variables, X, this requires integration over the liquefaction domain ͑g ഛ 0͒. The result is
where = standard standard normal probability density function.
The solution of Eq. ͑17͒ requires multifold integration. Good approximations of the resultant probabilities were achieved using a mean value first order second moment ͑MVFOSM͒ approach, because the failure surface was well behaved ͑i.e., not highly nonlinear͒. These results were validated using first order reliability method ͑FORM͒, second order reliability method ͑SORM͒, and Monte Carlo simulations as coded in the program CALREL ͑Liu et al. 1989͒.
CPT-Based Liquefaction Triggering Correlation
Fig. 6 presents one view of the new correlation, in this case a plot of contours of probability of liquefaction ͑for P L = 5, 20, 50, 80, and 95%͒ as a function of the equivalent uniform cyclic stress ratio ͑CSR * ͒ and the modified normalized CPT tip resistance ͑q c,1,mod ͒. In this figure, the equivalent uniform CSR has been corrected for duration effects based on the magnitude correlated DWF M . The solid dots represent the centroids of probability distributions of the individual case histories for which liquefaction was triggered and open circles similarly represent nonliquefaction cases. These distributions quantify each individual field case history. The horizontal axis of Fig. 6 represents a modification of normalized CPT tip resistance ͑q c,1 ͒ for the frictional effects of apparent "fines" and character. To account for the systematic suppression of liquefiability with increased friction ratio, values of q c,1 are adjusted as follows:
where ⌬q c = x 1 ·ln͑CSR͒ + x 2 ; x 1 = 0.38· ͑R f ͒ − 0.19; and x 2 = 1.46· ͑R f ͒ − 0.73. In this equation q c,1 is in MPa, R f in percent, and the bounds of ⌬q c are from R f = 0.5-5.0, where ⌬q c = 0 when R f ഛ 0.5, ⌬q c reaches its maximum at R f = 5.0, and no data exist for R f Ͼ 5.0. This "fines" adjustment was regressed from the liquefaction database and represents the change in liquefiability correlated to the change in friction ratio, as a function of CSR. Fig. 7 shows a comparison of the proposed probability curves with the "clean" sand curves from Shibata and Teparaska ͑1988͒, Robertson and Wride ͑1998͒, and Idriss and Boulanger ͑2004͒, as well as the P L = 50% curves from Toprak et al. ͑1999͒ and Juang et al. ͑2003͒ . The comparison shows general agreement between the proposed probabilistic curves and the previous deterministic and probabilistic correlations. Of particular interest is the comparison to the "clean" sand ͑K C = 1.0͒ curve by Robertson and Wride, which forms the basis for current practice. That triggering curve is generally compatible with a P L = 15% curve, which was selected as the probability of liquefaction to represent a deterministic boundary. Fig. 8 shows the multiplicative "fines" adjustment factors recommended by Robertson and Wride ͑1998͒, denoted K C , along with the additive adjustment factors from this study. The multiplicative adjustment corrects the depth-normalized CPT tip resistance as follows:
where K C = function of both tip resistance and friction ratio. The factor K C is taken as 1.0 ͑a null adjustment of q c,1 ͒ in the crosshatched region of Fig. 8 . The proposed "fines" adjustment, denoted ⌬q c , is also a null adjustment in this shaded zone, but more smoothly transitions to finite adjustments as q c,1 , decreases or R f increases. The new contours also provide for smaller adjustments of q c,1 than the factors of Robertson and Wride. In fitting an equation to the observed "fines" adjustment surface, it was found that an additive equation captured the behavior better than a multiplicative equation. We suggest that the proposed "fines" adjustment is founded on how the increase in friction ratio affects the liquefiability of a material, whereas the Robertson and Wride "fines" adjustment is founded on soil classification that relies on the correlation of CPT measurements to soil behavior type, and not necessarily the liquefiability of a material. Fig. 9 shows the ⌬q c adjustment curves with respect to the liquefaction database. The dashed line at the bottom indicates the limit of confidence in the model. This is a recommended limit for materials that may have a texture that is conducive to liquefaction based on the existing database. However, clayey soils may also lie above the line requiring soil samples when the soil texture is in doubt. Fig. 10 presents an alternate, deterministic, view of the new correlation. In this case, contours of P L = 15% are shown for three different values of mean ⌬q c spanning the full available range of ⌬q c . These curves also approximately represent contours of equal friction ratio ͑R f ͒. Fig. 11 provides a comparison between the new proposed CPT-based deterministic curves, and previous deterministic curves proposed by Wride ͑1998͒ and . The "fines" adjustments of Suzuki et al. suggest a trend similar to those from this study, but are biased to the right of the proposed P L = 15% curves. The adjustments from this study are much smaller than those proposed by Robertson and Wride. Idriss where ⌽ −1 ͑P L ͒ = inverse cumulative normal distribution function. ͓In an Excel spreadsheet the cumulative normal distribution, ⌽͑P L ͒, can be calculated using "NORMDIST͑P L ,0,1,TRUE͒" and the inverse cumulative normal distribution function, ⌽ −1 ͑P L ͒, can be calculated using "NORMINV͑P L ,0,1͒."͔ Note that Eq. ͑21͒ produces results for the input magnitude ͑CRR M w =? ͒, whereas Figs. 6 and 10 give results for a mean magnitude of 7.5 ͑CSR * ͒. The liquefaction triggering results presented in this paper can be used in forward analyses either in a probabilistic or deterministic manner.
Normalized tip resistance ͑q c,1 ͒ and the normalization exponent ͑c͒ were incorporated into the limit-state function, which we believe provides a comprehensive assessment of the influence of effective overburden on CPT measurements and liquefaction for free field conditions. The statistical results showed that the effective overburden stress became an unimportant, or noncontributing, variable in the analysis when the CPT measurements were properly normalized. Therefore, we suggest that using the recommended iterative normalization scheme obviates the need for subsequent K corrections commonly applied to liquefaction analysis, and these corrections were not applied in this study.
The upper portion of the curves, with CSR greater than ϳ0.4, are not adequately constrained by data in this or previous studies. This high CSR region of liquefaction correlations continues to be Fig. 10 . Recommended deterministic triggering correlation. This figure presents "fines" adjusted triggering curves, all shown for P L = 15%. Circles ͑closed and open͒ indicate "clean" sands ͑R f ഛ 0.5% ͒ and diamonds ͑closed and open͒ indicate soils of higher apparent "fines" content ͑R f Ͼ 0.5% ͒, all for M w = 7.5, Ј=1 atm. controversial. Some researchers believe that the curves should approach a vertical asymptote and that no further liquefaction is possible after a certain limiting resistance. However, even very dense granular materials can contract during cyclic shearing, leading to "initial liquefaction" as defined by Seed ͑1979͒, although the strain potential associated with this liquefaction would be extremely limited. The curves developed in this study have a slight "lean" in the high CSR range that is consistent with the limited data and reflects the authors' judgment on this issue.
Summary
In this paper we present a new correlation for CPT-based assessments of seismically induced soil liquefaction hazard. The new correlation employs a larger database of high quality field performance case histories than was available to previous researchers. In processing the case history data, we have screened the data to remove cohesive soil sites, sites with significant static shear stresses, and nonliquefaction sites that may in fact have liquefied at depth without surface manifestation. We have utilized new normalization procedures for CPT resistance as presented in Moss et al. ͑2006͒ .
Overall, the new correlation is in general agreement with previous efforts with regard to "clean" sands. It is principally when evaluating silts and sand with appreciable fines that the new correlation differs significantly from earlier and widely used CPTbased correlations. The new curves reflect a much smaller modification in CPT tip resistance with an increase in apparent "fines" content than the earlier relationships. We believe that the proposed curves accurately capture the entire range of potentially liquefiable materials that the CPT can be used to measure.
