Abstract
Introduction
Pain is an unpleasant incident, which at the moment can only be measured through utterances of the affected patients. However, automatic recognition and treatment of acute pain belongs to the basic tasks in recovery rooms, where patients are attended after surgery. In order to cope with limited capacities and to improve the quality of service, there is a general interest in order to realize a machine supervised pain recognition solution in such situations. Indeed, coding systems to detect pain from changes in facial mimics have been suggested. However, besides high computational effort and manual interaction these methods are only applicable under study conditions.
Based on prior experiences, we are currently developing a system to automatically detect pain from visual and biomedical data. In order to evaluate the efficiency and accuracy of the system we expose our subjects to pain stimuli under controlled conditions and capture the facial mimic and vital parameters as well as the subjectively experienced pain intensity. In this article we present the module for pain recognition from facial expression and first promising results achieved. For this purpose we apply a series of image processing, low level computer vision and pattern recognition techniques. With the presented method a series of facial expressions can be distinguished. Thus, besides pain also the so-called facial expressions of basic emotions can be detected.
State of the art
The facial action coding system (FACS) has been introduced by Ekman [1] to describe every possible facial expression. Thus, characteristic pain related facial changes can be well defined using the FACS system, whereas [2] found that for adults, there are no significant age related differences. For children the exact anamnesis of pain is not possible, thus, pain diagnostics is mainly based on facial observation. Here the Child Facial Coding System has been used [3] , which however, is not yet computer supported.
Fundamentally, automated facial expression analysis can be divided in two categories. One the one side, the shape and dynamics of single facial regions is investigated, whereas otherwise faces are holistically analyzed as a whole.
The FACS system represents the basis for many state of the art approaches. In the FACS there are 46
Towards Pain Recognition in Post-Operative Phases Using 3D-based Features From Video and Support Vector Machines R. Niese, A. Al-Hamadi, A. Panning, D. Brammen, U. Ebmeyer, and B. Michaelis individual facial muscle movements identified, what enables the analysis of facial mimic. It is being used by [4] and [5] , whereas facial points, such as eyes, nose, lips and eyebrows are localized in a first step. Based on these, further measuring points are defined across the face. In literature, the criterion for accuracy of feature points varies greatly. Here [6] considers a deviation of 30 percent to the ideal measuring point as acceptable, measured with respect to the inner ocular distance of the eyes. Opposed in [7] a deviation of ten percent is regarded as upper limit. In [8] feature extraction is carried out using distances and angles between different face regions.
The method for pain expression recognition presented by [9] performs without complex geometric models or morphing computations of distinct facial regions, simply by considering the complete face at once. In particular, active appearance models (AAM) are applied in order to determine features of facial dynamics. A further possibility is described in [10] using the "Eigenface" method for pain detection. Here, a biometric template is created that also regards the face as a whole. In [11] newborn babies are observed for facial displays of pain using PCA. However, these methods still contain a considerable amount of manual interaction.
In general, pain can be attributed to different causes, i.e. physical and somatic pain and is not necessarily comprehensible. For that reason current state of the art methods in facial expression analysis mainly focus on the distinction of six basis emotions (Anger, Fear, Sadness, Surprise, Disgust and Joy) [12, 13] and on pain or non-pain [11, 14] . Also in [4] a distinction between simulated or real pain has been investigated through the consideration of different neuronal pathways.
In terms of facial expression classification, approaches such as principal component analysis (PCA), linear discriminant analysis (LDA), support vector machines (SVM), artificial neural networks (ANN) and fuzzy systems have been established as reliable means [13, 15] . In the work of [11] a result of 88 percent for pain recognition was achieved using SVM with a third degree polynomial kernel function. In [4] 20 linear SVMs have been applied for the distinction between neutral and pain expression as well as for distinction between real and acted pain expression. An average recognition rate of 72 percent has been achieved.
State of the art techniques for the automatic facial analysis have following deficits: 1) high computational costs, 2) sensitivity to noise and illumination changes, 3) insufficient accuracy in feature extraction, 4) shape and pose problem, 5) partly manual feature extraction and 6) low reliability with non-cooperative persons. These problems question the applicability of conventional image based methods for pain recognition and fundamentally justify the development of new techniques. Here, in our method, we want to overcome the aforementioned restrictions by incorporating a set of 2D-3D photogrammetric measuring techniques and subject specific model data that provide a more reliable feature definition. In particular, feature normalization is introduced, which increases classification robustness.
Suggested Method
In the subsequent paragraphs the modules for the proposed automatic vision based pain recognition method are presented. In the current implementation, besides pain also a subset of so-called facial expressions of basic emotions is recognized. Thus, the system handles six classes, which are neutral, pain, happy, surprise, disgust and anger. In essence, our method is based on the analysis of color image sequences while using 3D context information. In particular, photogrammetric techniques are applied for the determination of features, namely distances and angles, which are corresponding to real world measures. Therefore we apply camera calibration and use subject specific surface model data, which is gained in an initial registration step. In this way, it is possible to extract and normalize features.
In the following paragraphs (see Fig. 1 ), we introduce the components of our pain recognition method, starting with the detection of facial points in the image while using a head contour model (3.1). Further, a brief explanation of the camera and geometric model is given (3.2, 3.3), which are required to determine the face pose and establish transformations between 3D world and image data (3.4) . This in turn is used for feature definition as described in (3.5). On that basis a normalized feature vector is built and fed to the SVM classifier (3.6, 3.7) . After this we present first classification results, which were achieved with the presented technique. Our analysis shows that the proposed representation of facial feature data is well suitable in order to differentiate between facial expressions of pain and other facial mimics.
Head contour model and feature points
In the conducted experiments the subjects lay in bed with the camera facing the head frontally. In order to achieve proof of concept, currently, we only allow very mild out of plane head rotation, but unconstrained in-plane rotation. In the image processing part of the suggested method, a number of points is detected across the facial area of the current input image. Face detection is carried out only for initialization and is based on a detector using Haar-like features trained by an Adaboost algorithm as introduced by Viola and Jones [16] .
In order to cope with closed and squinted eyes, which occur regularly in pain episodes, conventional eye detectors cannot be applied robustly in long sequences. Here we utilize a contour model C of the head. The white sheet on the bed greatly simplifies processing of the contour. In our implementation, in the beginning we determine a head mask automatically through thresholding and then determine a number of n s sample points c i along the head contour. In the experiments carried out, a reasonable size for n s has been about 15. The 2D sample points are the basis for our contour model. Further, in the initialization step the eye center points (c le , c re ) and left and right mouth corner points (c lm , c rm ) are detected and associated to the model (Fig. 2a) . This first eye detection requires open eyes. Here we trained a Haar-like feature point detector for the eye center and mouth corner points, whereas the head contour confines the search space for the eyes and mouth.
After initialization the model is tracked robustly in the following way. Let t c be the three dimensional model pose state vector (1) that represents the contour's translation in the image and the in-plane rotation. c . For tracking we apply a pyramidal implementation of the Lukas-Kanade approach [17] . In particular we use four levels for the pyramidal hierarchy and a local neighborhood with a window size of five pixels. This has shown to cover the occurring head movements reliably.
After each tracking step the fitting algorithm updates the model state vector while regarding all sample points by minimizing the sum of squared distances e according to (2). The elementary matrix for the model rotation contains sine and cosine, hence, the system is non-linear. In order to solve it, linearization is carried out using Taylor series approximation whereas the series is truncated after the linear term. Here we compute the derivative of the model point coordinates with respect to the state vector components. The derivatives δc i / δt c are being computed analytically, what is straightforward for the translations and rotation. For each 2D model point c i we can set up two equations. According to (3) , with a number of 15 model points, we can set up 30 equations in order to determine the three degree of freedom state vector t c .
The differential changes t c (3) of the contour model state vector are computed using the least squares adjustment technique in which the overdetermined system of equations is solved [18] . Throughout the analyzed experimental data, which is about twenty thousand frames per sequence, this tracking method has worked robustly. This is to be attributed to the highly overdetermined system of equations.
With the contour model and its current state vector t c , the associated left and right eye center points (c le , c re ) are transformed to i le , i re according to (4) (Fig. 2b) . The brow points (i leb , i reb ) are detected by following a ray perpendicularly to the eye axis (Fig. 2c) . The brow point is defined at the minimum peak of gray level intensity and its derivative. Further, the left and right mouth corner points (c lm , c rm ) associated to the contour model are transformed according to (4) and applied for initialization of the mouth detector. Here, a region of interest (ROI) is defined, which constrains the search space for the mouth considerably (Fig. 2d) . For mouth extraction we utilize the distinct color of the lip tone in contrast to skin color, in particular, in our experiments we found the normalized green color channel to work robustly (5) throughout the analyzed data. However, in general, the choice of color space, channel and used threshold may depend on illumination and individual skin-or mouth-color tone.
g = G / (R+G+B), R, G, B  RGB color space (5)
Figure 2e displays the distribution in the histogram H of lip and skin color pixels in the ROI of the normalized green channel. The separation of the histogram's elements into two sets is achieved by automatically applying threshold t ng that is derived from the minimum of a least squares polynomial fitting model  for the histogram. Next the ROI is binarized and one or more blobs of mouth pixels are determined. Morphologic operations, such as closing and contour based erosion [19] are applied to the binary shape. This is especially necessary in the open mouth case as the teeth will not belong to the mouth part of the histogram due to different color characteristics.
Finally, the mouth contour m c (Fig. 2d ) and its convex hull CH(m c ) are determined from the contour of the mouth blob (Fig. 2f) . From this contour, the left and right corner points i lm , i rm plus upper and lower lip points i ul , i ll are gained. The complete set of feature points is summarized in (6) (Fig. 2b) .
Camera model
In the proposed method a pinhole camera model is applied to simulate a number of fundamental properties of the image capturing device. Camera model K (8) is the basis for all transformations between the world and image space as well as for the applied 3D model to image fitting technique. normalized green histogram H and polynomial fitting model , f) convex hull CH of mouth contour with extracted mouth points The camera parameters are gained in a calibration procedure in which we determine external and internal parameters. Calibration is a well known approach in photogrammetry and surveying [18] . In particular we use a calibration target with coded circles and the bundle block adjustment technique.
The six external parameters K e (9) represent the camera orientation, i.e. translation and rotation relative to the world coordinate system, which is defined through the calibration target (Fig. 3a) . Further, the set of six non-linear internal parameters K i (10) describes the geometrical camera properties (Fig. 3b) .
K e ={t cx , t cy , t cz , t cω , t cφ , t cκ }, t cj  R (8)
whereas c R is the focal length, s y R is the pixel ratio, h R 2 is the principal point in pixels, and a 1 , a 2 R are coefficients of the radial symmetrical lens distortion.
Facilitating the camera parameters K e and K i , the transformation of 3D world points to image points is well described through projective geometry [18] . An intermediate conversion to the camera coordinate system is required here. In the following, the total transformation of a world point w to a sub-pixel image coordinate i t is denoted as k (10).
The inverse function k -1 (11) transforms an image point i t to a 3D world point w. Since i t has only two components x and y, an additional parameter d is required, which is the depth of the scene. In particular depth d is the distance along the viewing ray that goes through the image plane at the coordinate i t to the surface of the face. This surface is represented through the geometric model of the observed face.
whereas wR 3 , i t R 2 , depth dR and camera model K.
Geometric 3D model
A central part of the proposed method is the evaluation of 3D information gained from the 2D image domain. In particular, the transformation of image points to real world coordinates is the key to feature normalization. As can be seen in (11), a distance value that corresponds to the depth of scene is required. This depth value is approximated by measuring the distance from the camera plane to the geometric model at the present world pose. For this purpose we introduce the person specific mesh model M, which consists of a number of vertices v i and triangle indices w j (12) .
In literature there are various techniques for creating geometric face models, i.e. morphable models [20] or accurate striped lighting methods [21] . However, these approaches have the disadvantages of requiring additional equipment for light projection or high amount of manual interaction. We therefore use an automatic method [22] that exploits depth (Fig. 4a) and additional color image data, which is taken with a passive stereo camera system and ultimately creates triangle mesh model M of the face (Fig. 4b) . For this initial registration step the observed subject is captured one time in frontal pose and with neutral expression.
Along with the creation of model M, the eye center points are detected in the corresponding image and projected to model M using (11) . The resulting socalled anchor points (a le , a re ) are afterwards used for pose estimation of model M, (Fig. 4b) . 
Face pose estimation
Pose estimation is a fundamental task in computer vision. In general, the pose of a model represents a set of parameters to describe the current model orientation. Thus, in 3D often the task is to determine three translation and rotation parameters of a rigid model, what is referred to as pose parameter set t m (13) . In the present application we only apply in-plane rotation which is represented by angle t κ .
t m =( t x t y t z t κ )
T , t m R 4 , t j R
Principally, the estimation of the model pose is an optimization problem in which the pose parameters become, usually iteratively, optimized with respect to an error measure. Differences arise in the definition of the error measure, the domain of the corresponding model and image features and the definition of correspondences themselves. Commonly, with 3D scene data from stereo and unknown correspondences between model and world data, ICP algorithms are applied [23] . In the case of 3D model to image fitting, usually edges [24] or prominent points guide the matching process. In a setting where the correspondences between 3D model data and image data is a-priori known, like addressed in this article, pose estimation is simplified to a straightforward fitting problem. This however, must take the projective transformation of the image capturing device into account properly.
Analogously to the process of contour model C, here the goal is to reduce error measure e (14) while in an iterative differential approach, the projected 3D anchor points a le and a re are approximated to their corresponding image points i le and i re that are derived from contour model C. In this application the correspondence between the two model and two image points is a priori known. 
whereas error e  R, pose vector t m R 4 , i j  R 2 are image points of the two eyes, k is the projective camera transformation (10) and a j  R 3 are the model anchor points of the eyes.
Executing the iterative differential approach, all four pose parameters become stepwise improved with respect to error measure e. In our investigations, usually, this method converges after five to ten iterations. Opposed to the contour model fitting in (2), here we include the image projection k of 3D points when building the differentials (15) . Figuratively, for the image projection, the column vectors of the differential matrix δk / δt m point into the direction a projected model point k(a j (t m )) would move when increasing the corresponding degree of freedom by a small amount. Matrix δk / δt m is derived from the camera model as shown in [25] . Thus, according to (15) , with a number of two corresponding points between the model and image, we can set up four equations in order to determine the four degree of freedom pose vector t m .
The differential changes t m (15) we compute with an equation solver for the exact determined linear system of equations. After this we use pose vector t m in order to transform surface model M to the current world pose.
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Feature definition
The total set of image feature points I f (6) is transformed to world coordinates (Fig. 5a/b ) resulting in the facial feature point set P f (16) .
with
The depth values required in (11) are gained from an intersection test. Here a viewing ray is cast through the virtual camera image plane at pixel coordinate i j towards the scene. The depth value is then returned from the distance of the virtual image plane to the surface model, which is lying at the current pose t m . This intersection test is realized by applying a binary space partition tree (BSP) for the surface model. BSP trees are known from computer graphics to handle intersection queries efficiently [26] .
Using 3D measures according to (16) , issues such as perspective foreshortening and varying face sizes due to back and forth movement are automatically compensated. In the present application this can happen when changing the height of the bed. Most important, 3D measures enable the normalization of features as presented in the following section.
Feature vector
Fundamentally, the feature vector consists of angles and distances between a series of facial feature points in 3D. As compared to the neutral face, facial geometry shows some specific changes during pain and other expressions. Thus, the combination of these changes can be used for recognition. The ten dimensional vector f (17) is directly inferred from point set P f (16) . The features comprise six Euclidean 3D distances d m (18) across the face and four angles α n (19) , which expose information about the characteristics of the current mouth shape and the overall facial expression state (Fig. 5c) . The raising and lowering of both of the eyebrows are gained from the distances d 1 and d 2 . The distances between the mouth corners and eye centers (d 3 and d 4 ) capture the mouth movement. The widening and opening of the mouth are represented by d 5 and d 6 .
whereas
Feature vector f neutral is determined for the neutral face in an initial registration step. Analysis of the currently observed image frame i results in feature vector f i . Further, ratios are computed between the components of f neutral and f i resulting in f i ratio (21) . In particular, the operator # for component wise division of two feature vectors a and b shall be defined as (20) 
Analysis has been carried out for numerous subjects and facial expressions. Separately, for all ten components of the feature ratio vector, statistical parameters with respect to mean and standard deviation have been determined. Consequently, the minimum and maximum values c min and c max (22) have been computed for each feature distribution across the training data. Applying normalization to the feature ratio vector, the ultimate feature vector f i norm is created (22) . 
SVM Classification
On the basis of the normalized feature vector, classification of the current facial expression is performed. Here we distinguish between six classes, which are neutral and pain, plus emotion related expressions, such as happy, surprise, disgust and anger. For training and testing a Support Vector Machine (SVM) classifier has been applied [27] , [28] . SVM is a well suited classifier for the conducted classification task because it is robust to the curse of dimensionality and known to model data in a highly optimized way. Basically, SVMs maximize the hyper plane margin between classes. They map input space into a linearly separable feature space. This mapping does not affect the training time because of the implicit dot product and the application of the kernel function. In principle the SVM technique finds the hyper plane from the number of candidate hyper planes, which has the maximum margin (Fig. 6) . The margin is increased by support vectors, which are lying on the boundary of a class. The SVM's linearly learned decision function () fx  is described as in (24) .
with weight vector In our application, we are using the RBF Gaussian kernel, which is suitable with the current number of features. Also it gives the best results as compared to other kernels. For the optimization, kernel width and the penalty parameter C are set to σ=3 and C=5, which have been determined through cross validation. For more details the reader may refer to [27] . Generally, SVM is sensitive to the scaling problem. This challenge is tackled by the use of normalized feature data for training and testing.
According to (24) the binary SVM classifier returns whether the input sample belongs to a particular class or not. As we are dealing with a multi-class problem, we further compute the probability p j for every class j based on the training model by applying the method of pair wise coupling [29] . Here, the libSVM implementation has been used for software realization [30].
Experimental Results
In the present pilot study we wanted to demonstrate the feasibility of our automatic method for pain recognition. We have chosen a pain model for slowly in-International Journal of Digital Content Technology and its Applications Volume 3, Number 4, December 2009 creasing pain intensity that corresponds to clinical post-operative pain. Pain stimuli have been induced by a tourniquet. In order to reach the pain tolerance gain, the subjects carried out pump movements for 15 minutes with their hand of the arm where the tourniquet was applied. In the experiments we have included a number of 21 medicine students, i.e. 11 female and 10 male subjects of an age between 20 and 30 years. The acute pain occurs when the tourniquet is opened and lasts for about one minute (Fig. 7) . In this period the presented method is intended to recognize facial expressions of strong pain. Video data of the head region was continuously recorded with an HD camera (1920x1080 pixels) along with cardiovascular data captured at distinct time points. Cardiovascular data was gained with a standard vital data monitor. Also the subjectively experienced pain intensity was questioned and is recorded in the so called numerical rating scale (NRS). With respect to the conducted experiment, Fig. 6 presents an averaged NRS curve along with the model curve of an ideal course. The context information beyond image data is going to be used at later project stages in order to evaluate coherences of the medical data with the pain intensity. The video data captured covers 46.000 frames per subject, whereas the respective period of acute pain is about 1.500 samples.
Real NRS Curve
Ideal NRS Curve Figure 8 shows processing results of an example sequence of a pain episode by using the proposed method. It displays the extracted image features for two frames (8b) and the normalized feature vectors over a time interval (8c) along with the classification using SVM (8d). Classification probabilities gained through pairwise coupling [29] are high and there is a significant difference between the probabilities of the classified expression and the rest of the classes. This clearly shows the discriminating power of SVM. Figure 8a shows the surface model with illustrated facial muscles and salient facial regions which, will be used in ongoing investigations.
Summary and Outlook
In this article we have presented our new framework for recognition of acute pain and have given first promising results. The method is based on analysis of facial image sequences and applying a combined 2D-3D approach. In particular, it is based on an exact camera model and a registration step in which a subject specific surface model is automatically created and the neutral face is captured.
Using photogrammetric techniques, we calculate real world measures for facial features in terms of distances and angles. Further, feature normalization is applied and multi-class support vector machine based classification is carried out, which leads to minimal mixing between different classes.
The experiments have shown, the facial expression of pain can be recognized correctly with the proposed method and differentiated against other expressions, like the ones related to basis emotions and the neutral face. The proposed system is open to extensions. Especially in medical applications texture analysis is of particular interest. The proposed 3D framework enables the definition of salient facial regions as in Fig. 6a , which can be used to detect subtle facial motion as well as to determine statistical texture parameters. This field is being investigated in the next steps. 
