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Hopf algebra orders in the group algebra of a finite group can be used to get 
information on the representation theory of the group. In this paper, we 
describe a class of such orders that arises from group valuations on the 
group and use properties of these orders to get a new bound on the degrees 
of the absolutely irreducible representations of the group. 
In Section 1, we discuss the basic properties of group valuations. A group 
valuation is a real-valued function on the group that satisfies conditions that 
reflect the product and commutator relations on the group. We also introduce 
weighted filtrations. These correspond to group valuations and are sometimes 
more convenient for computation. Next, Hopf algebra orders are introduced 
and in Section 3, their relation to group valuations is discussed. There is a 
one-one correspondence between group valuations satisfying certain 
conditions reflecting the orders of the group elements and the pth power map 
(the p-adic order-bounded group valuations) and certain Hopf algebra orders 
in the group algebra. An important invariant associated with a Hopf algebra 
order A is e(LA), where LA is the ideal of left integrals in A. In Section 4, we 
compute E(L~) for those Hopf algebra orders associated with p-adic order- 
bounded group valuations. In Section 5, we apply the results of Section 4 to 
get a new bound on the degrees of the absolutely irreducible representations 
of a finite group. In Section 6, we compare the bound given in Section 5 with 
the bound given in Ito’s theorem (the degree of an absolutely irreducible 
representation must divide the index of any normal abelian subgroup) for the 
groups of order 2”, 0 < n < 6. The work in the first six sections is all local; 
in Section 7, we briefly describe the global situation, and discuss some of the 
open questions involving Hopf algebra orders. 
In this paper, we assume that the reader is familiar with the results and 
techniques of [S]. Throughout this paper, K is an algebraic number field and 
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R is the ring of integers in k. By a valuation on k, we mean an exponential 
nonarchimedean valuation. 
1. GROUP VALUATIONS AND WEIGHTED FILTRATIONS 
In this section, we define group valuations, order bounded group valuations, 
and p-adic order-bounded group valuations. Group valuations were first 
discussed by Zassenhaus in [ZO]. The group valuations used in this paper are 
less general than his: We consider only order-bounded group valuations. 
For these vaiuations, our definition of p-adicity is equivalent to his. After 
proving some basic results about order-bounded group valuations, we define 
a weighted filtration on a finite group and discuss the relation between order- 
bounded group valuations and weighted filtrations. In later sections, we 
sometimes find it more convenient to use the associated weighted filtration 
when doing computations invoiving a group valuation. 
DEFINITION 1.1. Let G be a finite group. A group vnluation is a function 
6: G 4 R U (co} satisfying 
(1) &?I 2 0; -t(g) = cc, if and only ifg = 1. 
(2) tYg4 2 mW&(g), CWI. 
(3) m5 hl) 2 &A9 + SW 
Let v be a fixed valuation on k. If the range of E is contained in the range 
of v and if 
t(g) = 0, if order(g) is not a prime power, 
G 4dldorderkh if order(g) = qs is a prime power, 
where 9) is the Euler totient function, then .$ is said. to be or&r tknded 
(with respect to v). The order-bounded group valuation 4 is said to be p-a&c if 
for all g in G. 
It is clear that if H is a subgroup of G and E is a group valuation on G, 
then 5 1 N is a group valuation on H. If E is order bounded, so is < 1 N. 
If f is p-adic, so is E / H. The situation for quotient groups is more comph- 
cated and will be discussed (in terms of weighted filtrations} at the end of, this 
section. 
Let .$ be a group valuation on G. For each x E R, define 
G, = ig E G I &I >, 4. 
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From Definition 1.1(2) it follows that G, is a subgroup of G. From 
Definition 1.1(3) it follows that [G% , G,] C G,,, . It is clear that if x < y, 
then G, 2 G, , that n G, = (12, and that G = G,, . 
PROPOSITION 1.2. There is a one-one correspondence between group 
valuations on G and order reversing functions x F-+ G, fYom R to the lattice of 
subgroups of G satisfying 
(-) G, = Ill, Go = G, 
and 
KG > G1 C G,, . 
Proof. We have shown above how the function x + G, arises from the 
group valuation 8. Conversely, suppose that x H G, is such a function. Define 
t-(g) = sup+ I g E GA if g#l, 
= to, if g=l. 
It is immediate that k(g) > 0, and f(g) = co if and only if g = 1. The fact 
that the G, are subgroups implies that [(gh) > min{f(g), t(h)). The fact 
that IX& , &I C G+, implies that (([g, Jr]) > E(g) + c(h). Therefore, 5 is 
a group valuation. It is clear that the maps from valuations to functions on R 
and from functions on R to valuations are inverse to each other. We thus have 
a one-one correspondence between group valuations and functions x ti G, 
as described. 
COROLLARY 1.3. Let f  be a group valuation on G. Then, 
t(g) = f(g-l), fey all g in G 
and 
wg-l) = tv), for allg, h in G. 
If H is the normal subgroupgenerated by a set A satisfying t(a) > rfor all a in A, 
then f(h) > r foby all h in H. 
Proof. The first assertion follows from the fact that G, is a subgroup; the 
second assertion follows from the fact that G, is normal in G, which in turn 
follows from the fact that [G, GJ = [G,, , GJ Z G, . The third assertion 
follows from the fact that f(a) 3 Y implies A _C G,. , which implies that 
HcG,. 
Let 6 = LLo G, . The following Lemma is immediate. 
LEMMA 1.4. G+ is a normal nilpotent subgroup of G. 
We partially order the set of real-valued functions on G in the usual 
manner:f, < fi if fl(g) < fi(g) for all g in G. 
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LEMMA 1.5. Let (&) b e a totally ordered set of order-bounded group 
valuatians and let f  be defined by 
Then, f  is an order-bounded group valuation. If each & is p-adic, tbm f  is 
p-a&c. 
Proof. It is clear that t(g) > 0. The fact that the & are order bounded 
implies that e(g) -=c 00 forg # 1. If .$(gh) < min(t(g), &la)], then r(gh) < t(g) 
and ((gh) < E(h). Therefore, for some i, 
and 
so &(g4 < minGi( &@)I, h h w ic is impossible. If {([g, A]) < S(g) +- t(h), 
let E = f(g) + f(h) - e([g, h]). For some i, 
and 
f(g) - 4 -=c &i(g) d &(s) 
Adding these two pairs of inequalities, we get 
which is impossible, Note that in the above, we used the fact that the family 
{&> was totally ordered to simultaneously satisfy the inequalities. It is 
immediate that 8 is order bounded. 
Suppose that each & is p-adic. If <(g”) <p&g), then, for some i, 
WY < Pi%A G P&)7 so (Jg”) < $(gp) <p&(g), which is impossible. 
This completes the proof of the Lemma. 
Applying Lemma 1.5 and Zorn’s lemma we get: 
PROPOSITION 1.6. Let G be a Jinite group. There exist maximal a&r- 
bounded group valuations on G. Theve exist maximal p-adic order-bounded 
group valuations on G. 
The proof of the following proposition will be given in Section 3. 
PROPOSITION 1.7. Let G be a jkite group. Every maximal or&-bounded 
group valuation on G is p-adic. 
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It is often desirable to find maximal order-bounded group valuations 
whose existence is asserted in Proposition 1.6. The following algorithm is 
helpful in finding them in certain cases. We denote G - {I) by G*. 
ALGORITHM 1.8. Let G be a jinite group, and let f  be a real-valued function 
on G*. Fix an enumeration g, = 1, g, ,..., g,-, of G. DeJine 
‘sYg> = b&) = f(g), for g P 1, 
fob’(l) = &b(l) = 02. 
Set i = 1. 
Step 1. For each j = 0 ,..., n - 1, set 
t&> = m=4L(gd, min&&J, &-dgJ>, Ldgt) + Ld.0, 
&Xc> = m=4R-&i), m~bLkr), G..&)~, Sddgt) + L(& PtL-,(gJ>~ 
zuhere (r, s) ranges over all pairs such that gi = g,g, , (t, u) ranges over all pairs 
such that gj = [g2 , g,], and v  ranges over all indices such that gj = g,“. I f  
&4 > 4PMorWgd)~ 
Or 
&‘(A > 4pYdorderk4~ 
for some j, the algorithm fails. 
Step 2. If  for each j = O,..., n - 1, &(gj) = fivl(gj) and %i(gj) = 
.$-,(gj), set f  = & and 5’ = [i’; the al’gorithm terminates successfully. Other- 
wise, set i = i + 1 and return to Step 1. 
PROPOSITION 1.9. Let G be a Jinite group, and let f  be a nonnegative 
real-valued function on G *. I f  there exists an order-bounded group valuation 
< > f, after a finite number of steps, Algorithm 1.8 terminates successfully with 
5 > f. Jf < is p-adic, 5 > t’ also. In this case f  is the smallest order-bounded 
group valuation > f ,  and E’ is the smallest p-adic order-bounded group valuation 
> f. If there exists no order-bounded group valuation 2 f, after a Jinite number 
of steps, Algorithm 1.8 fails. 
Proof. We first show that for any function f ,  Algorithm 1.8 either 
terminates successfully, or fails after a finite number of steps. Let C be the 
set of all sums of elements of Im f ,  and let Dj = C n [0, V( p)/v(order(gi)ll. 
Since Imf is finite and contains only nonnegative numbers, it follows that 
Dj is finite. Suppose that Algorithm 1.8 does not fail at any point. For each j, 
we have nondecreasing sequences 
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and 
Since all the terms in these sequences lie in the finite set Dj , the sequences 
must stabilize at some point i. Do this for j = O,..., n - 1 and take the 
largest i that occurs. Then, Algorithm 1.8 terminates successfully at stage 
i+ 1. 
Examining the definition of the algorithm, we see that if the algorithm 
terminates successfully at stage i, then ti is an order-bounded group valuation 
>, f, and &‘ is a p-adic order bounded group valuation 2 f, The last assertion 
of the proposition follows from these facts. 
We now show by induction on i that if 5 >, f is an order-bounded group 
valuation, then c > & for all i. This assertion is clear for i = 0. Suppose 
that it holds for i - I. Then, 
Since &(gj) is the maximum of the right-hand sides of these inequalities, 
t’(c) t t&d. A similar argument shows that if 5 is p-adic, then 1: >, & 
for all i. 
Suppose now that there exists an order-bounded group valuation 1; >:f. 
Let 5’ 3 5 be a maximal order-bounded group valuation. By Proposition 1.7 
5’ is p-adic. Therefore, 
for all i, j. Therefore, the algorithm cannot fail. Therefore, it must terminate 
successfully. This completes the proof of the Proposition. 
Algorithm 1.8 is a reasonably practical way of finding order-bounded 
group valuations: it was programmed on a PDP-10 computer and was used 
extensively to produce examples of group valuations in the early stages of 
this research. 
We can think of a group valuation ,$ as a point (xj) in real (B - l)- 
dimensional space, where xj = &gj). The set of all valuations then can be 
described as the set of solutions of the system of inequalities 
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and for p-adic valuations, 
Because the second inequality is not linear, the set of solutions will not be 
convex in general. It is sometimes desirable to have an alternate description 
of group valuations that does not explicitly use nonlinear conditions. 
We now give a characterization of order-bounded group valuations in 
terms of functions on series of normal subgroups. We will use this character- 
ization in Sections 3 and 4. Let v be a fixed valuation, and let p be the rational 
prime for which v(p) # 0. 
DEFINITION 1.10. Let G be a finite group. A filtration base in G is a set 29 
of normal subgroups, all of whose orders are powers of p, which is totally 
ordered by inclusion. A WeightedJiltration in G is a pair (9, p) where 97 is a 
filtration base and p is a function from g to R u (00) satisfying 
(1) If M3 N, then p(M) < p(N). 
(2) P(M) > 0; P(M) = cc if and only if M = {l}. 
(3) If P is the smallest group in 92 containing {[m, n] 1 m E M, II E N}, 
then P(P) 3 P(M) + P(N). 
(4) p(M) < min(v( p)/v(order(m)) j m E M), for all ME 9’. 
The weighted filtration (9?, p) is called strict if M > Nimplies p(M) < p(N). 
It is called p-a&c if p(N) > pp(M), where N is the smallest group in g 
containing {rnp j m EM). It is called complete if the groups in a form a 
composition series for the largest group in 9. 
A weighted filtration (g, p’) is said to be an extension of the weighted 
filtration (99, p) if 98’ 19 and p’ j 97 = p. The extension is called trivial if 
p’(N) = max{p(M) [ M 2 A? ME 2Y’>, 
for all NED?‘. 
LEMMA 1 .I 1. Let (.J?z?, p) be a weighted Jiltration. Then, there exists a 
complete weaihted$ltration (.!B’, p’) that is a trivial extension of (B’, p). I f  (93, p) 
is p-a&c, then (27, p’) is p-adic. 
Proof. Let 6F be a composition series of the largest group in 9? that 
refines the series 9’. Define p’ by 
p’(N) = max{p(M) j M 2 N, M ES?}. 
It is immediate p’ 1 g = p, that p(M) < p(N) if M 3 N, that p(M) > 0, 
and that p(M) = CQ if and only if M = (1). 
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Let M, NEST’, and let P be the smallest group in 93’ containing 
{[m, n] / m EM, n EN>. Let Ml be the smallest group in @ containing M, 
let Nr be the smallest group in g containing N, and let Q be the smallest 
group in k8 containing {[m, n] 1 m E Ml, n E NJ. Then, 9 >_ P, so p(Q) < 
p’(P). Therefore, 
P’(P) 2 P(Q) 3 P(W) + PW = P’(M) + P’(N). 
Also, 
P’(M) = P(MJ 
< min{Q)/~(order(m)) j m E Md 
< min(z(p)/~(order(m)) j m E M>. 
This proves that (B’, p’) is a complete weighted filtration extending (6Y, p). 
Suppose now that (9, p) is p-adic. Let M E# and let N be the smallest 
group in @ containing (mp 1 m E M). Let Ml be the smallest group in B 
containing M and let P be the s&lest group in .3? containing fmp [ m E Ml). 
Then, P 2 N, so 
P’(N) 2 P(P) 3 PPUW = PF+‘@. 
Therefore, (@‘, p’) is p-adic if (53, p) is p-adic. This completes the proof of 
the lemma. 
We now describe a correspondence between group valuations and strict 
weighted filtrations. Let f be an order-bounded group valuation on G. Recall 
that G, = {g E G 1 c(g) > x>. The set {G, 1 x > O] is a set of normal 
subgroups, each of order a power of p, which is totally ordered by inclusion. 
Define the function p: 98 +- R v (co) by 
p(M) = min{&m) 1 m E M). 
It is immediate that p is strictly order-reversing, that p(M) > 0, and that 
p(M) = co if and only if M = (1). Let M, N be in 93 and let P be the 
smallest group in g containing ([m, n] j m E M, n E N). Since 
it follows that 
5([m, 4) > t(m) i- ~$9, 
G% ~1) 2 P(M) + P(N). 
Lety = p(M) + p(N). W e h ave shown that [m, n] E G, . Therefore, P _C G, , 
so p(P) 3 p(G,) >, y. This proves that p(P) 3 p(M) + p(N). Since E is 
order bounded, 
&4 G +9/dorderW). 
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Taking the minimum of both sides, we get that 
This proves that (92, p) is a strict weighted filtration. If  .$ is p-adic, let M be 
in 9 and let N be the smallest group in 33 containing {m* 1 m EM). Since 
it follows that 
Let y  = pp(M). We have shown that rnp E G, . Therefore, N _C G, , so 
P(N) 3 P(G) 3 Y = P&V- Th’ P is roves that (98, p) isp-adic, if f  isp-adic. 
Denote the strict weighted filtration constructed from [ by F(t). 
Let (97, p) be a weighted filtration. If  G $ @;, extend p to 98 u (G} by setting 
p(G) = 0. Define the function t: G -+ R u (co} by 
t(g) = m+W) I g E -W 
Note that t(g) = p(N) for N the smallest group in 28 U (Gj containing g. 
It is immediate that t(g) 3 0 and that f(g) = 03 if and only if g = 1. If  
g, h E G, let M be the smallest group in 93 v  (G) containing both g and h. 
Then, gh EM so 
4W) >‘fW’> = minIW, t(h)h 
Again, for g, h E G, let M be the smallest group containing g, let N be the 
smallest group containing h, and let P be the smallest group in 523 u {G) 
containing {[m, ti] 1 m EM, n EN). Then, since [g, h] E P, 
Also, 
t3g) = P(M) < m~G4pYdorderW~ I m E iv> 
G 4p)/dorderk)), 
since g E n/r. Suppose now that (9, p) is p-adic. I f  g E G, let M be the smallest 
group in 93 u (G} containing g and let N be the smallest group in 93 u {G) 
containing {WP 1 m E M}. Then, since gp EN, 
Therefore, in this case, 8 is p-adic. Denote the group valuation 4 we have 
constructed from (g, p) by X(C%, p). 
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PROPOSITION 1.12. The maps F and X de$ne a one-one correspondence 
between the set of order-bounded group valuations on G and the set of strict 
weighted filtrations. The p-adic group valuations correspond to the p-adic 
weightedfiltrations. 
Proof. We need onIy show that F and X are inverse to each other. Let 6 
be an order-bounded group valuation. If 5’ = XF([), then 
Since f(g) > p(GJ > x ifg E G, , and g E G, for all x E$ t(g), it follows that 
XF(f) = e. 
Let (@, p) be a strict weighted filtration. Let 6 = X(@, p), and let 
(97, p’) = F(t). Note that from the definition of E and from the fact that 
(a, p) is strict, g E N if and only if t(g) > p(N). Therefore, N = GPcM) , SO 
9 _C @‘. Since &V = (G$j x E Range $1, and Range 5 = Range p, it follows 
that, actually, 9 = 97. We now show that p = p’. Note first that for each 
Iv E 97, there exists g, E IV such that g, is not in any smaller group in 3;. Then, 
Togo) = m&W) I go E W = ~(4. 
Also, 
If p’(N) < p(N), then for some g, E N, E(gr) < p{N). Since 
4W = m=WW I gl E Ml, 
this is impossible. Therefore, p = p’, which shows that F’X{@, p) = (9, p). 
This completes the proof of the proposition. 
We will now discuss the relation between weighted f&rations and quotient 
groups. Let G be a finite group, let El be a normal subgroup of G, and let 
4: G -+ G/H be the map of G onto the quotient group. If (B’, p) is a weighted 
filtration in G, ‘let 
93” =(q(M)JM~99j 
and let p’: 9’ 4 R v (001 be defined by 
p’(M’) = max(p(M) ] q(M) = M’). 
DEFUYITION 1.13. (Q, p)/H = (57, p’) is the quotient of (93, p) by H. 
LEWA 1.34. (98, p)/H is a weighted filtration in G/N. If (~3, p) is strict, 
then (a, p)/H is strict. -If (3, p) is complete, then (.@, p)/H is complete, I”(%?, p) 
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is p-adic, then (9, p)/H is p-adic. If (@ , pl) is a trivial extennbn of (93, p), 
then (S& , pJ/H is a trivial extension of (9, p)/H. 
Proof. It is immediate that 9 is a filtration base and that p’ is a positive 
valued order-reversing function from 9” to R u (CO) such that p’(M’) = CO 
if and only if M’ = (1). Let M’, N’ E 97, and let P’ be the smallest group in 
GY’ containing ([m, n] / m E M’, n E N’). Let M be the smallest group in 93 
such that q(M) = M’, let N be the smallest group in 99 such that q(N) = N’, 
and let Q be the smallest group in 9 containing {[m, n] 1 m E M, n E N). Then, 
p(Q) 2 p([M, NJ) = [M’, N’]. Therefore, q(Q) 2 P’, so 
P’W 3 P’MQN 3 P(Q) 
3 PVW + P(N) = PYM’) + PYN’). 
Also, 
P’W’) = p(M), 
< ~nW)/dorWm)> I m E Ml 
G min(u(p>/~(order(4(na))) I m E Ml 
= min(u(p)/pl(order(m’)) j m’ E M’}. 
Suppose now that (~23, p) is p-adic. Let M’ E 8’ and let M be the smallest 
group in 22’ with q(M) = M’. I f  N is the smallest group in 9 containing 
(rnp ( m E M} and N’ is the smallest group in 37’ containing (m’p / m’ E M’>, 
then p(N) 2 N’. Now, 
p’(N’) b p’@(N)) b P(N) 3 PpVf) = PP’W? 
Therefore, (&kY, p)/H is p-adic. It is immediate that if (22, p) is complete, then 
(99, p)/H is complete. Suppose now that (3Y, p) is strict. I f  (9, p)/H were not 
strict, then p’(W) = p’(N’) f  or some M # N’ in 93’. But p’(M) = p(M) 
for M the smallest group in 3’ with q(M) = M’, and p’(N’) = p(N) for N 
the smallest group in @ with p(N) = N’. This implies that p(M) = p(N), 
which is impossible since M # N and (@, p) is strict. Therefore, if (92, p) 
is strict, then (9, p)/H is strict also. 
Suppose now that (92i , pJ is a trivial extension of (g, p). I f  (L& , p,)/H = 
@‘, pi’), it is immediate that gl’ 2 3’. We now show that 
pl’(Nl’) = max(p’(N’) ] N’ 2 N,‘} 
by showing that if N’ is the smallest group in 39’ containing N,‘, then 
p,‘(N,‘) = p’(N’). Let Nr be the smallest group in @i with q(NJ = N,‘, 
let N be the smallest group in 98’ with p(N) = N’, and let M be the smallest 
group in B containing Ni . Then, 
PYN’) = PW 
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and 
Since q(M) >_ q(N,) = N,‘, it follows that q(M) 3 N’. Therefore, M> N. 
If N C Nr , then q(N) = q(N,), w ic would contradict the choice of N1 as h h 
the smallest group in s1 2 .%7 mapping onto N,‘. Therefore, N 3 Nr . But M 
is the smallest group in g containing Nx . Therefore, M = N. Therefore, 
pi(N;) = p(M) = p(N) = p’(N’). This proves that t&Q’, pl’) is a ,trivial 
extension of (9’, p’). Th is completes the proof of the lemma. 
It is easy to describe the quotient of a weighted filtration in the special case 
in which the normal subgroup H is contained between two successive 
subgroups in %: Suppose 33 = (Ni / i = O,..., A), with NO = (11, 
NiCNiel, and N,_CHCN,,,. Then, if (98, p)/N = (?3’, p’), we have 
93” = (Ne’ j i = Y ,..., A), where N,’ =(I), and Ni’ = NJHand p’(Ni) = p(NJ 
for i = Y + l,..., K. 
In Proposition 1.12, it was stated that there is a one-one correspondence 
between order-bounded group valuations and strict weighted filtrations. 
More generally, it can be shown that if (ai, pr) and (St, pz) are two 
filtrations, then. X(ar , pi) = X(.93a , p2) if and only if there exists a strict 
weighted filtration (9, p) such that (58r, pi) and (9Jz, pe) are both trivial 
extensions of (98, p). We could define an equivalence relation between 
weighted filtrations by saying that two weighted filtrations are equivalent if 
they are both trivial extensions of the same strict weighted filtration. If (53, p) 
is an arbitrary weighted filtration, then FX(@, p) is the unique strict weighted 
filtration of which it is a trivial extension. The functions F and X give a 
one-one correspondence between group valuations and equivalence classes 
of weighted filtrations. It follows from Lemma I.14 that taking quotients of 
weighted filtrations preserves this equivalence relation. 
2. HOPF ALGEBRAS AND INTEGRAL ORDERS 
In this section, we introduce the notion of an integral order in a Hopf 
algebra. An important invariant associated with the integral order A is the 
ideal E(L~), where 
L, = {x G A / ax = E(U)X, for all a E A). 
For a ‘detailed discussion of integral orders in general, and specifically, of the 
significance of e(LA), see [S]. The chief result in this section is that e{LA) is 
multiplicative. 
By a b&z&e&a over R, we mean a quintuple (A, p., ~,a, c) such that A is 
a finitely generated projective R-module, (A, f~, q) is a R-algebra, (A, 6, c) is 
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a R-coalgebra, and 6 and E are algebra maps. If  there exists a map 0: A -+ A 
satisfying 
qE = p(u @ I)6 = p(I @I up, 
we say that A (or more precisely (A, p, r], 6, c)) is a Hopf algebra over R 
with antipode 0. A is called involutory if nz = I. An element/l E A is called a 
left integral if arl = l (a)A for all a E A. Denote by L, the two-sided ideal of 
all left integrals in A. A Hopf algebra A over R is called a Hopf aZgebra order 
in a Hopf algebra H over k if k OR A s H. 
I f  G is a finite group, KG is a Hopf algebra over k, where 6(g) = g @ g and 
e(g) = 1 for allg E G. RG is a Hopf algebra order in KG. LRG = (rzg j Y E R}. 
Note that E&J = / G / R. 
Let f:  Hr --+ H be an injective Hopf algebra morphism. The morphism f  
is called normal if 
fWl+)H = HfPi+>, 
where H,+ denotes the augmentation ideal of Hl . I f  f  is normal, then 
H/f(Hl+)H is a quotient Hopf algebra of H; the Hopf algebra morphism 
H + H/f (Hl+)H is called the cokernel off. Let g: H -+ Hz be a surjective 
Hopf algebra morphism. The morphism g is called conormul if 
(x 1 (g @I) S(x) = 1 @ x} = (x ) (I @g) 6(x) = x 0 l}. 
Ifg is conormal, then this set is a sub-Hopf algebra of H (see [15, Chap. 161). 
The injection morphism of this sub-Hopf alegbra into His called the kernel 
of g. A short exact sequence of Hopf algebras is a sequence 
H&HstN,, 
wheref is normal with cokernel g, and g is conormal with kernelf. Note that 
if H is finite dimensional, then HI and H, are also finite dimensional and that 
Hz* s H” % H,” 
is also a short exact sequence. More details on questions of extensions of 
Hopf algebras in various contexts can be found in [l, 2, 10-16, 191. 
The chief result of this section is 
PROPOSITION 2.1. Let H’ $ H -% H” be a short exact sequence of 
Jinite-dimensional involutory Hopj algebras over k such that dim, H = 
(dim, H’)(dim, H”), and let A be a Hopf algebra order in H. If A’ =f-l(A) 
and A” = g(A), then, A’ is a Hopf algebra order in H’, A” is a Hopf algebra 
order in H” 3 and 
E(L/$) = E(LAt) E(LA”). 
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Proof. Theorem 4.3 of [7] implies that H, H*, R, H’*, H”, and H”* are 
all semisimple. The assertion that A’ is a Hopf algebra order follows from the 
fact that A’ g f(A’) =f(H’) n A. Since f(N’) n A is a R-module direct 
summand of A, the various conditions that must be satisfied for f (El’) IT A 
to be a Hopf algebra order inf(H’) are easily checked. It is also clear that A” 
is a Hopf algebra order in H”. 
We first show that E(LJ divides E(L,~) E(L~N). To show this, it is sufficient 
to show for each prime ideal PC R that e(LA) RP divides E(L~T) E(L~“) Rp . 
Therefore, we may localize R at P and assume that R is a principal ideal 
domain. By [9], A’ has a nonsingular left integral A’, A has a nonsingnlar left 
integral A, and A” has a nonsingular left integral A”. Let A:E A satisfy 
&AT) = A”. We will show that A’;f(A’) is a left integral in A. Since 
g(aA,“) = g(u) A” = e(g(u)) A# = e(a) A”, 
it follows that 
where c E Ker g = Hf(H’+). Therefore, 
uA;f(n’) = e(u) n;f(Lf’) + cf(A’), 
and since 
Hf(H’+)f(A’) = Hf(H’+A’) = Hf(0) = 0, 
it follows that 
uA;f(n’) = +> A;f(A’). 
Therefore, Ai&I’) is a left integral in A. By [9], A:fQ’l’) = rrl for some r 
in R. Therefore, ~(nl;) <f(A’) = re(A), which implies that ~((1”) @f’) L- re(A). 
Therefore, E(L,J divides E(L~,) c&CA”). 
The sequence 
H”” $ H” 5 H’*, 
is a short exact sequence 6f Hopf algebras and A* is a Hopf algebra order 
in H*. Note that 
AH” = {x E H”* j ‘%(A”) c R} 
= (x E H”* 1 x(g(A)) C R) 
= (3 E H”” 1 g*(x)(A) C R} 
= {x E H”* 1 g”(x) E A”) 
= g*-l(A*), 
&I/38/2-I2 
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and that 
A’* = {x E H’” ] $(A’) c R} 
= u-“(Y) I f”(YK4 c RI 
= (f*(Y) I Y(f(4) c li> 
= (f”(Y) I Y(A) c 4 
=f*(A*). 
The next to the last equality follows from the fact that f (A’) is a direct 
summand of the R-module A. Therefore, applying the first part of the proof 
to the short exact sequence 
and to the order A* we get that E(L~*) divides E(L~~*) E(L~~+). By 
[7, Proposition 2.21, 
and 
e(La-*) = (dim, H”) ~(L~n)-l, 
E(L~*) = (dim, H) c(LA)-l, 
E(L~R*) = (dim ,H’) @,,,)-l. 
Since dim, H = (dim, H”)(dim, H’), we have that (dim, H) e(LJwl divides 
(dim, H) e(LA w)-l c(LA ,)-I. Therefore, c(LA ,) c(LA -) divides e(LA). This 
completes the proof of the proposition. 
3. ORDERS AND VALUATIONS 
In this section, we describe a correspondence between Hopf algebra 
orders and p-adic order-bounded group valuations. We give an explicit 
description of the R-module basis of an order arising from ap-adic valuation 
in the case that R is a principal ideal domain. We also discuss the relation 
between the valuation associated with the order A and the structure of the 
Hopf algebra K OR A over the residue class field fi. 
Let Y be a valuation on k, let G be a finite group, and let A be a Hopf 
algebra order in KG. We will construct a group valuation 4 = B(A), which is 
order bounded with respect to Y and p-adic, as follows: For g # 1, let 
I, =(xtskjx(g- I)EA). 
It is easily checked that IO is a fractional ideal in k. It is shown in [5, first 
paragraph of the proof of theorem], that RG _C A. This implies that 1,Z R. 
Therefore, I;’ CR. Let 
Qg) = +3, if g f  1, 
t(1) = co. 
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It is immediate that for g f 1, &g) is a nonnegative real number. From the 
fact that 
it follows that 
Therefore, 
This implies that 
n’ote that 
gk - 1 = (g - 1)h + (h - I), 
Ish 1 Ig n Ih . 
I,;E’ _C (I, n Ih)-1 = Ii1 + I;l. 
c-k& = 4I;-,1, 
> v(I;l + I,“) 
= min(v(l~r), I(&‘)) 
= min(&), f(h)). 
[g, k] - 1 = gkg-G-1 - 1 
= (gk - kg)g-G-1 
= ((g - l)(h - 1) - (h - l)(g - l))g-Vz-1. 
It follows from this that 
%47,nl3 &-r, - 
Therefore, 
-I&] c I;1I;1, 
which implies that 
!x& 4) = md 
> G1> + G1) 
= E(g) -I- f(h). 
Replacing k by a finite extension if necessary, we may assume that k contains 
a primitive j G jth root of unity. Consider an element g of G and suppose 
wz = order(g). We can find a basis {a, ,..., a,) of kG such that. a,g = Oiai , 
where 0, is a lath root of unity. All of the nzth roots of unity appear among the 
Bi since they all appear among the-roots of the characteristic polynomial 
of the linear transformation a ++ ag. Now, a&g - I) = I&O, - 1) a;. 
Since I,(g - 1) C A and A is a finitely generated R-module, X&O5 - 19 is an 
integral ideal. If m is not a prime power, it follows from [lS, 
Proposition 7-6-2(ii)] that & = R. If m = qs, with q prime, let 0 be a primitive 
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mth root of unity. Then, &(0 - 1) C R implies R(B - 1) Cl;‘. It follows 
that ~(1;‘) < ~(0 - 1). By [lS, Proposition 7-4-l], we have that ~(0 - 1) = 
+dhW Th ere ore, f in this case, t(g) < v(q)/v(order(g)). Therefore, f is 
order bounded with respect to v. 
Let p be the rational prime for which v(p) # 0. If order(g) is not a power 
of p, then order(gp) is not a power of p, so ((9”) = p&g) = 0. Suppose now 
that order(g) = ps. Ifs = 1, then 
rF(P) = E(1) = CxJ b PW. 
Suppose that s > 1. From 
ed d 4PHP - 1) Ps-l < v(P)l(P - 11, 
it follows that 
Therefore, 
pv(-r,“> < v(I2) + v(p) < w,-) + v(P), 
for i = l,..., p - 1. Therefore, 
v(y) < v(pI,-p. 
Since v(C,.J,= V(P) for i = I,...,$ - 1, we have 
v(I;y < v(C,,,I,-e’). 
This implies that 
( 
9-l 
v c c& + I,-” = v(y) = p&g). 
i=l 1 
Denote g* by h. Then, from 
‘P = ((g - 1) + 1)” = 2 C,,dg - l>i, 
i=O 
we get 
23-l 
h - 1 =gp - 1 = c C&g - 1)” + (g - 1)“. 
i-l 
It follows that 
9-I 
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so 
9-l 
I;% c cJg-“+ I;@. 
i=l 
Therefore, 
( 
e-1 
3 v  c C&i + I,-” 
i=l 1 
We have proved: 
= PW- 
PROPosITION 3.1. Let v be a valuation on k, let G be a$nite group, and let A 
be a Hopf aigebra order in kG. Let 
I, = (x E k j x(g - 1) E A), for g # 1 
and d$ne f  = %(A) by 
i%?) = v(-r,“>, forg # 1, 
E(l) = Co. 
Then, 8 is a p-adic order-bounded group valuation on G. If A, and A, are Hopf 
a&ebra orders with A, C A, , then Z(A1) Q %(A,). 
We now construct a Hopf algebra order from an order-bounded group 
valuation. Let x be in the range of the valuation v. Denote by @X the ideal in k 
that satisfies 
VFP) = x, 
and 
v’(!p) = 0, for all valuations V’ not equivalent to v’. 
PROPOSITION 3.2, Let v  be a valuation on k, let G be a j&&e group, and let 
f  be agroup valuation on G that is order bounded with respect to v. Let A = A(.$) 
be the R-subalgebra of kG generated by !JW@(g - l), for all g # 1. Then, 
A is a Hopf algebra order in kG. If f1 and &. are order-bounded group valuations 
with ~5 =G lz , then, A(&) C A(&). 
Proof. %Ve need show only that A is a finitely generated R-module, that 
6(A) 5: A 6& A, and that o(A) CA. 
We first show that A is a finitely generated RTmodule. First consider the 
case where t{:(g) > 0 for aI1 g in G. Pick a fixed linear ordering of the elements 
of G such that t(g) < f(h) if g > h. For each g in G, let A; be the R-algebra 
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generated by ‘$Fg)(g - 1) in k(g). W e will show that A is finitely generated 
by showing first, that the map 
whereg < h < a** < k is a listing of all the elements of G in order, defined 
bY 
t(ag@aa@-*-@a,) =asah*..ak, aaEAi, 
is surjective, and second, that each A, is a finitely generated R-module. 
Observe that A is spanned by R-submodules of the form 
~-f’d(g - 1) ‘@-C(h)@ - 1) . . . S$J-C(k)(,$ - 1). 
Call such a submodule a monomial submodule. Call a monomial submodule 
stra&ht if g < h < *es < K in the chosen ordering of G. Call a monomial 
submodule g,,-initial if g, h,..., k <g,, . To show that the map t is surjective 
it is sufficient to show that every monomial submodule is contained in the 
span of straight monomial submodules. Since the set G is finite, the chosen 
linear ordering is, of course, a well ordering. We will show by induction that 
every g,-initial monomial submodule is contained in the span of g,,-initial 
straight monomial submodules. It is clear that this holds if g,, is the first 
element in G. Now, let g, be an arbitrary element of G and suppose that for 
every h -=c go, every h-initial monomial submodule is contained in the span 
of h-initial straight monomial submodules. Denote m’ = [go , m]. Since 
g,m = m’mg, , we have 
(go - lW - 1) =m’(mg,-go-m+ 1) 
+(m’- l)g,+(m’- l)m-(m’- 1) 
z.z cm - l)(go - 1) + Cm’ - l)(m - W. - 1) 
+ (m’ - l)(go - 1) + (m’ - l)(m - 1) + (m’ - 1). 
Since, by hypothesis, f(g,,), l(m) > 0, we have 
&f4 b Eke) + &4 > 5ko), 04 
and so, m’ < g,, , m. Suppose that m < g, . Then, 
~p-g’gO’(go - 1) S@-“(“)(m - 1) 
C (pegcm)(m - 1) (p-~(go)(gO - 1) 
+ lj$fcm’)(~-Ecm’)(m~ _ 1) 5$-‘(“)(m - 1) 5+p-g(gO)(g 0 - 1)) 
+ ~prcnz’)-c(7n)(SP-E(m’)(m/ _ 1) sp-s4)(go _ 1)) 
+ Ip”(“‘)-s(“)(lp-F(~‘)(m/ _ 1) $pd(, _ 1)) 
+ ~g(m’)-E(no)-P(nz)(~-g(na’)(m/ _ 1)). 
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Using repeated applications of this relation, we see that any g&n&l 
monomial submodule is contained in the span of g&it&l monomial sub- 
modules such that in each monomial submodule, the (g, - I)-factors all 
appear at the right-hand end of the monomial. By induction, the parts of the 
monomials to the left of the (gs - 1)-factors lie in the span of straight 
monomial submodules; multiplying these straight monomial submodules on 
the right by suitable (g, - I)-factors will not change the straightness. There- 
fore, every g,-initial monomial submodule lies in a span of g,,-initial straight 
monomial submodules. This proves that the map t is surjective. 
We now show that each A, is a finitely generated R-module. Since s(g) > 0, 
order(g) = ps for some s. For some finite extension K/I%, K(g) r 
K @ .I. @ K as algebras, and v(p)l~(p”) is in the range of v. Let S be the 
integral closure of A in K. Under the embedding A, C K<g}, the element g 
corresponds to (0, ,..., 0,) in K Q 1.. @ K, where each 0, is a primitive p?h 
root of unity, for some P < s depending on i. By [lS, Proposition 7-4-11, 
S!$W)/~(~‘) divides S(Bi - 1). Since 
6%) G v(PYdPS) G v(P)ldP’h 
we have that 
‘qwqei - 1) c s. - 
Therefore, the isomorphic image of A, in K @ ..- 0 K sits in S @ ... @ S. 
Since ,S is a finitely generated R-module, it follows that .&, is a finitely 
generated R-module. This completes the proof that A is a finitely generated 
R-module, in the case that f(g) > 0 for all g # 1. 
Now, let E be an arbitrary order-bounded group valuation on G and let 
G,. = {g E G j f(g) > 01. Note that G+ is a normal subgroup of G. By the 
previous case A, = A(.$ j G+) is a finitely generated R-module in KG, . 
From the fact that &hgh-l) = c(g) it follows that kA,h-1 C A, . Therefore, 
A = A,RG, which is a finitely generated R-module. 
We now show that S(A) C A OR A. Since 
Sk - 1) = (g - 1) 0 1 + 1 0 (g - 1) -i- (g - 1) 0 (g - 11, 
we have 
S(!$wg)(g - 1)) C (q.V(g)(g - 1)) @ 1 + 1 &I (qwQ'(g - 1)) 
+ q3*(qqwqg - 1)) 0 (!$W”‘(g - 1)). 
Since 8 is an algebra homomorphism and since A is generated by the sub. 
modules ‘$-~(g)(g - l), it follows that 6(A) _C A OR A. The proof tha 
o(A) _C A is similar and uses the fact that c(g) = &g-l), so that 
qp5’“‘(g - 1)) = ‘q-ec!qg-1 - 1). 
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It is clear from the definition of A(t) that if t1 < & , then A([J _C A(&). 
This completes the proof of the proposition. 
The following three corollaries are immediate: 
COROLLARY 3.3. Let l be an order-bounded group valuation on G and let 
f = BA(Q. Then, 5’ 2 c$. 
COROLLARY 3.4. Let A be a Hopf algebra order in KG and let A’ = As(A). 
Then, A’ _C A. 
COROLLARY 3.5. The maps A and 8 defined above satisfy AEA = A and 
m aA8 = 8. 
Proposition 1.7 is an immediate consequence of Corollary 3.3: Let f be a 
maximal order-bounded group valuation on G. Since t is maximal, 
,$ = EA(f). But sA(f) is p-adic. 
We can gain some insight into the nature of the constructions in this 
section by considering in more detail what happens modulo the prime ideal P 
corresponding to v. Let ,& be the residue class field modulo this prime. If A 
is a Hopf algebra order in KG, the embedding RG_C A induces a map 
EG -+ R OR A of Hopf algebras over A. The kernel of this map (in the 
category of Hopf algebras over k) is kG+ , where G+ = (g E G j f(g) > 0}, 
and 6 = B(A). If H is a Hopf algebra, denote the set of grouplike elements of 
H by l-(H). 
PROPOSITION 3.6. If A is a Hopf algebra order in kG, then .F(& OR A) g 
G/G+. 
Proof. It follows from the above discussion that the kernel of the map 
G-tr(A@,A) is G+. W e must show that this map is onto. Let h be an 
element of F(K OR A). We can think of h as an algebra homomorphism from 
d OR A* = k OK (hom,(A, R)) = horn& OR A, k) 
to 5. Since RG _C A, we have that A* _C RG* = hom,(RG, R). This inclusion 
induces a map 
r:k@,A*-+E&RG* =kG”. 
We must show that the map h: h OR A* + IF factors through the map Y. 
We first show that Kerr = Rad(& ax A*). We identify E OR A* with 
A*/PA* and &G* with RG*/PRG*. 
Suppose $ = x + PA* is in Ker Y. This says that x is in PRG*. Since 
PtRG* _C A* for some t by [S, Proposition 3.11, Pt+lRG* C PA* so $+I = 0. 
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Therefore, Ker Y is a nil ideal, so Ker Y C Rad(k OR A*). Since kG* is a 
commutative separable &algebra, r(Rad(& OR A*)) = 0, so 
Rad(k OR A*) C Ker Y. 
Since h induces an algebra homomorphism from B = k OR A*/Rad(R OR A *) 
to R, and since 23 is a finite-dimensional semisimpIe algebra, there exists e 
in & OR A* such that h(e) = 1, e(Ker h) (7 Rad(R OR A*}, e 4 Rad(R OR A*), 
e2 - e E Rad(R OR A*). S ince Ker Y = Rad(E gB A*), F(e) # 0. Also, 
r(e)2 = y(e2) = ( ) Y e , and r(e) r(Ker h) = 0. Therefore, there exi&s an algebra 
homomorphism g: kG* -+ k such that gr(e) # 0, and gr(Ker lz) = 0. Since 
gr(e)2 = gr(e), it follows that gr(e) = 1. We now show that gr = h. Let x 
be in k & A*. We can write x = te + x’, where t E 5, and X’ E Ker p1. Then, 
gr(x) = gr(te) + gy(x’) = tgr(e) + 0 = t = h(x). Since g: EG* -+ R is an 
algebra homomorphism, g is in P(kG) = G. Since gr f Ta, g maps to h under 
the map iTdG -+ R OR A. This completes the proof of the proposition. 
Let A, = A n KG. We see that A, is a Hopf algebra order in KG,. 
Since I’(& OR A,) = {l>, K OR A+ is a pointed irreducible cocommutative 
Hopf algebra over R. Also, ,k OR A is a split cocommutative Hopf algebra 
over &. Note that the map k OR A+ -+ & & A is an injection since A, is a 
R-module direct summand of A. The action of G on G+ via conjugation 
induces an action of G on E OR A+ ; since .$([g! h]) > @z) if g E G+ , this 
a&on is such that G+ acts trivially on R OR A+ _ The induced action of G/G+ 
on f OR A, is just the action induced, by the isomorphism G/G+ g P(K OR A) 
and by the embedding E & A, _C k @R A, where P(R OR A) acts on k OR A 
via conjugation. An application of the structure theory of split cocommutative 
Hopf algebras (as found, for example, in [15, Chap. S]) yields: 
PROPOSITION 3.7. Let A be a Hopf algebra order in KG. Then 
k&A =d&A+#kG/G+. 
As a consequence of this we get: 
COROLLARY 3.8. Let A be a Hopf algebra order in RG. Then 
R+A,-+A+ RGjG+-z R 
is a short exact sequence of Hopf algebras over R. In particular, 
A = A+RGz A+ &o+ RG. 
We now consider the special case where A = A(.$) for some order-bounded 
group valuation 6. In this case, A is generated by elements of the monomial 
submodules $Fg)(g - 1). 
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S(t(g - 1)) = t(g - 1) @ 1 + 1 0 t(g - 1) 
+ t-l@ - 1) 0 t(g - I), if v(t) < 0, 
= tg @g - tl @ 1, if v(t) > 0, 
we see that E OR A is generated by primitive and grouplike elements. If 
f(g) > 0, then t(g - 1) ~P$?-~(g)(g - 1) for y(t) > 0, so k OR A+ is 
generated by primitive elements. 
The above discussion makes it easy to provide many examples of Hopf 
algebra orders in KG that are not equal to A(f) for any group valuation f. 
Any order that is not generated by grouplikes and primitives modulo P is 
such an example. One such example is (R.ZDa)* C (KZ,,)* g k.Z,, for n > 1. 
Since ,6Zsn z &[Xl/(J?‘*), R OR (RZ,,)* h as a sequence of divided powers 
up to p” - 1 and so is not primitively generated. Examples of this type raise 
the question of determining when A = A(t) for some 8. The following 
example shows that it is not sufficient fork OR A+ to be primitively generated: 
EXAMPLE 3.9. Let R be the ring of integers in a suitably large algebraic 
number field and let v be a valuation with v(2) # 0. Let G be the cyclic 
group of order 4. We will construct an order A in KG by giving a generating 
set for its dual order A* in KG* = kc. Note that G is a cyclic group generated 
by the character x. Pick positive numbers a, 6 in the range of v such that 
2a < b, and a + b < v(2)/2. Note that a < v(2)/2, and 6 < v(2). Let A* 
be the Hopf algebra order in kG* generated by !Q-“(x - 1) and ‘@-“(x2 - 1). 
Then, & OR A* = @X, Y]/(X2, Y”), so that K OR A is primitively generated. 
We will see in Section 4 that A # A([) for any group valuation 5. 
In the case where R is a principal ideal domain and f is a p-adic order- 
bounded group valuation, we can refine the construction used in the proof of 
Proposition 3.2 to get a basis for A = A(t) as a R-module. Let (a, p) be a 
complete p-adic weighted filtration trivially extending F(t). We can find a 
sequence of elements g, , . . . , gk such that if N,, = (1) and Ni = (g, ,...,gi), 
then @ = {iv*}. Note that each gip E N,-r and that Nk = G+ . Let & ,..., ha 
be a set of representatives of the cosets of G+ in G. Let r be a generator of the 
prime ideal P corresponding to the valuation v and define the integer na by 
ni = f(g&o). Let zci = r-“*(gi - 1). 
PROPOSITION 3.10. If  the ying of algebraic integers R is a principal ideal 
domain and ;f f  is a p-adic order-bounded group valuation, then the set 
W ~~~~1~~~)O~e~~p-l,l~i,(Z}, 
where u,. and hi are as defined above, is a basis for A([) over R. 
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Proof. By Coroliary 3.8, it is sufficient to show that (z@ **. up 1 
O~ee,~p-l1)isabasisforA+=AnkG,.BecausediiR&+=]G+]= 
p7s zzz \(u;l a*. z.@}], it is sufficient to show that (up .a- UP ] 0 < e, < p - 1) 
spans A, . 
We will show by induction on i that monomials of the form u> .** $6, 
0 < e, < p - I, span Ai = A n KN, . This is clear for i = 0. Suppose it is 
true for i - 1. Let x = &g&4+). Note that &rg,f)/v(n) = x for all n E IV,, , 
1 <j<p-- l.Then& is spanned by monomials in Ai, of the indicated 
form together with monomials of the form 
where 0 < e, <p - 1, n,EiViel, 1 < fs <p - 1. Since (rzgif - 1) = 
n(gif - 1) + (n - 1), for n E N+.r , 1 < f < p - 1, and since (g,f - 1)n = 
n’(g*f - 1) + 12’ - n, where n’ = g,fngTf is in N,-r , it follows that A, is 
spanned by monomials in Ai, of the indicated form together with monomials 
of the form 
U% . . . 
1 z&r-“(g:” - 1) .*. 7r-“(dt - 1). 
Since 
&j = (ki - 1) i- Of = c Cf,,(& - urn, (3.11) m=o 
we have 
f 
r-“(gif - 1) = c 7r(-lwj,m7r-““(gi - 1p. 
m=l 
Therefore, Aa is spanned by monomials of the form 
for 0 f et < p - 1, Y 2.0. Since E is p-adic, &gi”) > pHg*) and it follows 
that y = Skip)/+) > p x and that gip E iVi, . Therefore, using (3.11), 
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where b E Ai, . Since 
u(7r(-w~*m) = (m - p) xl+) + u(p) 
= @ -P> 5ki) + v(P) 
3 Cm - P> v(P)ldorder(gi)) + v(P) 
= (Cm - PMP”) + 1) u(P) 2 07 
where order(g,) = pa, all the coefficients in the above sum are in R. Therefore, 
A, is spanned by monomials of the form (3.12) with Y < p - 1. This 
completes the proof of the proposition. 
COROLLARY 3.13. Let 8 be a p-adic order-bounded group valuation on the 
Jinite group G. Then, 4 = %A([). 
Proof. Since (tile1 a.* @&} is a basis for A(f), so is (~2 *.* @(hi - 1)). 
Let r = %A([). By Corollary 3.3, E’ > t. Suppose f(g) > t(g). If 
f(g) = 0, in the choice of coset representatives h1 ,... , h, , choose g to 
represent its coset. If f(g) > 0, let i be the smallest integer such that g E Ni . 
Choose g to be the element gi that, together with N,-r , generates Ni . In any 
case,g - 1 is a scalar multiple of a basis element of A(f). Say thatg - 1 = tw, 
where t E R, w is in the basis, and v(t) = f(g). It is clear that in the definition 
of r, I, = t-lR, so 1;’ = tR, so r(g) = v(t) = t(g), which gives a contra- 
diction. This completes the proof of the corollary. 
4. THE VALUE OF THE INTEGRAL 
In this section, we compute the integral of a Hopf algebra order corre- 
sponding to a p-adic order-bounded group valuation. Let v be a valuation, 
let p be the rational prime for which v(p) # 0, let G be a finite group, and 
let f be a p-adic order-bounded group valuation on G. Let A = A(& and 
let LA be the two-sided ideal of integrals in A. Since all of the elements of LA 
are multiples of C g, to find L, , it is sufficient to find E&J. To find E&J, 
it is sufficient to find v(E(L,J). Recall that G, denotes {g 1 f(g) > x}, 
PROPOSITION 4.1. Under the above hypothesis, 
v(+A)) = vtl G I> - (P - 1) jam log,(l G I> dx. 
Since log,(j G, 1) = 0 for sufficiently large x, the integral is meaningful. 
Note that if x > 0, then [ GE 1 is a power of p, so that log,([ G, I) is an 
integer. 
The proof of the proposition will be preceded by two lemmas. 
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LEMMA 4.2. Assume that G is cyclic of order p, generated by g. Then, 
Proof. Since each G, is a subgroup of G and the only subgroups of G 
are (1) and G, e is constant on G - (1). Let f(g) = Y be this constant. Since 
gi = ((2 - 1) + l>i = i C&g - 1y, 
j=O 
it follows that 
gi - 1 = i cQ(g - l>j, icp. 
j=l 
Therefore, 
Therefore, A is generated by (p-‘(g - 1). 
Let P be the prime ideal in R corresponding to v. Localizmg at P, we may 
assume that R is a discrete valuation ring with maximal ideal P = Rr. Note 
that s = MAi ( ) v rr is an integer; if ?c = n-“(g - l), then, A = Rig]. In 
particular, 1 = uO,..., UP-~ is a basis for A over R. Let A be a nonsingular 
left integral [9] in A. Since A is generated by u, and E(U) = 0, A can be 
characterized as follows: Every x E A such that ux = 0 is a multiple of A. 
Since 
it follows that 
O=gP- 1 = g1 GAg - l)i, 
0 = -g C,*$+r-“(g - 1))” 
i-1 
Therefore, 
Since f is order bounded, e(g) < v(p)/@ - l), so s(p - 1) V(T) Q V(P). 
This implies that s(p - i) V(W) < v(p). Therefore, since p divides C,,< , the 
440 RICHARD GUSTAVUS LARSON 
coefficients used to express up as a linear combination of u,..., up-l are all in R. 
If x = Cfz, a@ satisfies ux = 0, we have 
= 2 (a, - ~-s(P-i-l)C~,i+la,_l) &+I. 
Therefore, 
ai = ~-s(“-e’-l)c .,i+fkl , 
for i = 0 ,..., p - 2. It is clear that we can describe fl as follows: rl = Crlt a$, 
a p1 = e is a unit and the other ai are given by the above equation. Therefore, 
4G4)) = 44-4) 
= 44 
= Y(?i----l)c*,l) 
= --s(p - 1) v(n) 3 Q> 
= v(P) - (P - 1) ad* 
Q.E.D. 
LEMMA 4.3. Assume t(g) > 0 jii all g E G. Let A = A(f). Let (93, p) be 
a complete trivial extension of F(f). Then 
+(LA)) = 4 G I) - (P - 1) C PPG 
where the sum is taken over all N # (1) in @. 
Proof. Since f(g) > 0 for all g in G, / G 1 = p”. We prove the lemma by 
induction on n. For 11 = 1, the lemma reduces to Lemma 4.2. For rz > 1, 
let Gi be the group in g of indexp in G, let G, = G/G, , let A, be the Hopf 
algebra order in KG, given by A, = A(e ] Gr) and let A, be the Hopf algebra 
order in KG, given by A, = AX((g, p)/GJ. It follows from Corollary 3.13 
that A, = A n KG,. Also, the image of A in KG, under the map KG, --+ KG, 
is exactly A, . It follows from Proposition 2.1 that 
By induction, 
4@~~)) = 4 G I> - (P - 1) c’ PW), (4.4) 
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wherex’ is the sum over all N # (l}, G in g. By Lemma 4.2, if the image of 
g E G generates G, , 
+L,)) = u(P) - (P - 1) f(g) 
= 41 G, I> - (P - 1) P(G)- 
(4.5) 
Adding (4.4) and (4.5) to get v(E(LJ) completes the proof of the lemma. 
Pmof of Proposition4.1. By Corollary 3.13, A+ = A r\ KG, = A(t j 6,). 
Also, the image of A in kG/G+ is just RG/G, so 
44L~)) = ~GA+)) + ~+RGIG+))- 
Let (g, p) be a complete trivial extension of F($. If G+ C G, extend (98, p) 
by adding G to the set 99, and defining p(G) = 0. By Lemma 4.3, 
+(L+)) = 41 G+ I) - (P - 1) c P(N), 
where the sum is taken over all subgroups N # G in g. Note that 
u(E(-bGIG+)) = ~(1 G/G, 1). 
Therefore, 
~GA)) = 4 G+ I) - (P - 1) c P(N) + 4 G/G+ I> 
= 4 G I) - (P - 1) c P(N)- 
Let 0 = x,, < x1 < .. . < xlc be the distinct finite values of p, let ni = 
](N E W / p(N) = xi}/, and let 
si = ni + a*. + nR = log,(i G, 1). 
Then, 
C P(N) = k WQ 
= s M k,(l G, I)dx- 0 
The proposition follows. 
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If Z,, is a cyclic group of orderpn, it is easily checked that 
&b(g) = 4p)ldorderk)), if gfl 
=cO if g=l, 
is a p-adic order-bounded group valuation on Z,, . Clearly, it is the unique 
maximal order-bounded group valuation on this group. 
COROLLARY 4.6. .lf t z’s an order-bounded group valuation on Z,, and if 
A = A(f), thn 
44LA)) 3 4P)@ - (P” - l)l(P” - P”“)). 
Proof. Let A, = A(&), where to is the maximal order-bounded group 
valuation defined above. Since f < & , A _C A, , so LA ‘LA, . Therefore 
Y(E(LJ) 3 v(E(L~~)). By Lemma 4.3, 
44LAJ) = 4P”> - (P - 1) i 4PYdPi) 
i=l 
= m(p) - v(p) i l/pi-l 
i=l 
= v(P) (n - (P” - lN(P” - P”-9). 
This completes the proof of the corollary. 
We now show that the order A constructed in Example 3.9 is not equal to 
A(f) for any 1. Note that A * = A([*), where t*(x) = k*(x”) = a and that 
f*(xs) = b. The conditions on a, b given in Example ‘3.9 imply that E* is a 
p-adic order-bounded group valuation. By Proposition 4.1, 
Y(@,&) = v(4) - (2a + (b - a)), 
= v(4) - (a + b). 
By [S, Proposition 2.21, 
44LA)) = v(4) - v(E(L~*)) = a + b. 
If A = A(f) for some 5, by Corollary 4.4, 
44L.4)) 2 v(2)(2 - (4 - 1)/(4 - 2)), 
= V(2)/2. 
But a and 6 were chosen so that a + b < v(2)/2. Therefore, A # A(f). 
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5. DEGWES OF IRREDUCIBLE REPRESENTATIONS 
In this section, we apply Proposition 4.1 of this paper and [S, Proposition 4.21 
to get a new bound on the degrees of the absolutely irreducible representations 
of a finite group. 
THEOREM 5.1. Let p be a fixed rational prime, let G be a Jinite group, and 
let f  be a group valuation on G such that t(g) > 0 implies that order(g) is a 
power of p. Let 
I< = y$ttg) dorde4g))~7 
where p is the Euler totient function. If  V is an absolutely irreducible representation 
of G, then, for any valuation v  on k, 
vtdim, V) <vtl G I) - 4~) (tp - 1)/K) low log,t\ 6 I) & 
where G, = tg E G I f(g) 3 23. 
Proof, If v(p) = 0, then the theorem is just a restatement of the Frobenius 
theorem, Therefore, we may assume that v(p) f 0. Let v’ be the valuation 
(K/v(p))v. Note. that, v'($J) = K: 
First, we consider the case where all the values of f are rational multiples 
of K. Let d the least common multiple of the denominators of these rational 
multiples. Replacing k by a finite extension on which there is a valuation 
(which we will also call v’) extending V’ whose ramification index over vf is a 
multiple of d, we may assume that the range of s is contained in the range of v’. 
Since 
E(g) gp(orde&4) < K = V’(P), 
the group valuation E is order bounded with respect to the valuation vr. Let 
A = A(f) and .$’ = E(A). Since f is p-adic and A = A(r). 
44L,i)) = v’tl G I> - (P - 1) jam log,t/ 6,’ I) dx, 
where G,’ = (g E G ] e(g) >, x]. S ince 6 < E’, we have that G, C G,‘, 
so that log,(] G, 1) < log,(J G,’ 1). Therefore, 
v’(44)l G v’(l G I) - (P - 1) jQ== l%,(l f&G I) c&G. 
By 18, Proposition 4.21, v’(dim, V) < v’(+J). Therefore, 
v’(diml, V) < ~‘(1 G 1) - (9 - 1) jom log,0 6, 1) dx. 
481/38/z-13 
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Multiplying this inequality by v(p)/K, we get the inequality in the statement 
of the theorem. 
Before we prove the general case of the theorem, we will prove the following 
lemma: 
LEMMA 5.2. Let S C Rn be the set of solutions of the system of inequalities 
Pi G xi < Pi > whe pi, pi E Q, (5.3) 
X, > min(X, , X,>, for G, j, w E 1, (5.4) 
and 
xk > ykiXi + s7cfxj 2 for (i,j, k) E J, where yIci , skj B Q. (5.5) 
Then, for every x E S, there exist y  E S n Q* arbitrarily close to X. 
Proof. Fix x = (xi) E S and consider the following system of equations: 
if xi = ai is rational, Xi = a, ; 
if xi = xj , xi--xj =o; 
if rxixi + skjxj = x,, , Y&Xi + SkjXj - x, = 0. 
We have a system of linear equations with rational coefficients that has a 
solution (xi). Therefore, we can find indices il ,..., iti such that this system is 
equivalent to a system 
where the ajl and the bj are rational and such that any assignment of values 
xi, = ci, )...) Xi, = cilc gives a solution to the system. Pick cd;’ E Q converging 
to xii and define 
Then, c(“) = (cj”) converges to x. We claim that for Y  sufficiently large, 
d” E s. 
First, 19). satisfies (5.3) for r sufficiently large: Suppose pi < xi < qi . If 
xi is rational, then c(*) = xi . Otherwise pi < xi < qi , so for Y  sufficiently 
large, pa < cl’) < qi . Now, we consider (5.4): If xi < xj , then cjr’ < ciT’ 
for Y sufficiently large, for, either xi = xj , which implies that cjr’ = cr), 
or xi < xj , which, together with the facts that cl’) converges to xi and cjn 
converges to xj , implies that cz (‘) < cr) for r sufficiently large. Since 
min(xi , xj] = xi , if xi < xj , 
= xj , otherwise. 
ORDERS FROM VALUATIONS 445 
It is clear that if 
tin& , xi> < xk , 
then 
min(c!r) (‘) 8 , ci > < &’ 
for r sufficiently large. Therefore, c(r) satisfies (5.4) for r sufficiently large. 
Suppose that xb 2 rrcixi + skjxj . Then, either reixi + skjxj - xI;, so that 
r,gl’) + Sk.&‘) = C(P) k , or rkixi + sk~xj < xk , 
ykicr) + s,~c~‘) & cr’. Therefore, dr) 
so that, for r sufficiently large, 
satisfies (5.5) for r sufficiently large. 
This campletes the proof of the lemma. 
We now return to the proof of Theorem 5.1. 
Enumerate the nonidentity elements of the group g, ,..., g, , and let 
xi = &gi)/K. Then, (xi) satisfies the system of inequalities: 
0 < Xi < l/&order(gJ) if order(gJ = ps, 
(5.6) 
= 0, otherwise; 
X, > min{Xi , X,}, if g&j = gk T  (5.7) 
xk>,&+&2 if k,&l =&c - (5.8) 
By Lemma 5.2, for each E > 0 there exists (yi) E Q” with j xi - yi j < E and 
with (yi) satisfying the same relations (5.6)-(5.8). Let q(gJ = Kyi, and let 
q(I) = 00. Then, 7 is a group valuation that satisfies the hypothesis of the 
theorem. Since all of the nonzero finite values of q are rational multiples of 
each other, they are all rational mult$es of maz$q(g) q(order(g)) \ g f I). 
Applying the first part of the proof of the theorem to 7, we conclude that 
where 
and 
L = y+yh(g) cp(order(g)N 
Note that 
and that 
Therefore, 
446 
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Is oa log,(l f& I> dx - j om log,(l G,I) dx j < 10~4 G I)Kc. 
Therefore, by taking E sufficiently small, the right-hand side of (5.9) can be 
made arbitrarily close to 
$1 G I> - 413 ((P - l>/Io jam logdl Gz I> dx. 
The theorem follows. 
6. A COMPUTATION 
One obvious question is: How does the bound for degrees of absolutely 
irreducible representations of a finite group that is given in Theorem 5.1 
compare with the bound given by Ito’s theorem ? In some cases, such as when 
G is cyclic of order p* with n large, the bound given by Theorem 5.1 is much 
worse than that given by Ito’s theorem. In this section, we compare the 
bounds given by Theorem 5.1 and Ito’s theorem for the groups of order 2”, 
n < 6, described in [3]. We will see that for these groups, in those cases 
where Ito’s theorem does not give the best possible bound, Theorem 5.1 
gives a better bound. 
Of the 341 groups of order 2”, 0 < n < 6, listed in [3], 30 are abelian, 
165 are nonabelian and have a normal abelian subgroup of index 2, and 136 
have an absolutely irreducible representation of degree 4 and a normal 
abelian subgroup of index 4. The remaining 10 are the only ones in which 
the bound given by Ito’s theorem does not equal the maximal degree of the 
absolutely irreducible representations. All of these are in the family I’, and 
have order 64. They have no absolutely irreducible representation of degree 
greater than 2 and all of the normal abelian subgroups have index not less 
than 4. In all of the groups of order 64 in the family r, , [G, G] = 8(G) is 
an elementary abelian 2-group. Also G/Z(G) is an elementary abelian 
2-group, so that all of the elements of G have order dividing 4. Define 
&G-+Ru{co> by 
5(g) = i, if gEG-[G,G], 
= 1, if g E [G Cl - Ul, 
=cO g = 1. 
We now show that f is a group valuation: Condition (1) of Definition 1.1 is 
obviously satisfied. We now consider (2). Note that [(gh) > & always. 
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Suppose that min{&), &h)) = 1. Then, g, h E 3(G) so that gk E 3(G), SO 
6X&) > 1. If tin(t(g), W4 = co, then g = h = 1, so thtit gii = 1, so 
f(gh) = 00. Therefore, condition (2) is satisfied. We now consider condition 
(3). If Kg) = f(h) = 8, since [g, h] E [G, G], 
Ngt hl> > 1 = E(s) + iv). 
If l(g) or f(h) > JJ, then g or h is in B(G), so that [g, h] = 1, so 
6tk, Al) = ~0 >, @g) + -C@)- Th ere ore, f condition (3) is satisfied and 6 is 
a group valuation. Applying Theorem 5.1, 
so for any absolutely irreducible representation V 
v(dimk V) < ~(27 - v(2)9/2 = 3~(2)/2. 
In other words, 
log,(dim, V) < 3/2. 
Of course, since log,(dim, V) must be an integer, we have that dim, V must 
divide 2, so that Theorem 5.1 gives the correct bound for the stem groups 
of the family l’s . 
7. GLOBAL CONSIDER4TIONS AND QUESTIONS 
Thus far, we have considered only group valuations associated with a fixed 
valuation. In this section, we describe global group valuations and indicate 
their relation to orders in KG. Denote by 4 the group of fractional ideals in k. 
Let 4 be the function defined by 
VW = Ps if n = ps, 
= 1, otherwise. 
Note that $(Lx) = exp fl( ) 1z, w h ere the negative of the iogarithmic derivative 
of the zeta function is the generating function of /l(n) [4]. Recall that 9 is the 
Euler totient function. 
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DEFINITION 7.1. Let G be a finite group. A globa group valuation is a 
function 5: G -+ 9 u ((O}} satisfying: 
(1) ~(g)CR;<(g)={O},ifandonlyifg=l, 
(2) Uh) c SW + S(h)9 
(3) NY7 4) c 5(g) iv4 
If 
C(g)@(order(g)) 2 #(order(g)) R 
for all g # 1 in G, then 5 is said to be order bounded. The order-bounded 
global valuation t: is called p-a&c if 
for allg # 1 in G. 
Note that if 5 is an order-bounded global group valuation and if g # 1, 
then all prime divisors of c(g) must also divide / G I. Let V, ,..., ‘vk be a set of 
representatives of the equivalence classes of valuations v  for which v( j G 1) # 0 
and let Ipix be the fractional ideal for which 
if v  is not equivalent to vi . 
PROPOSITION 7.2. Let G be a j%zite group and let vl ,,.., ylc be as above. 
Then, there is a one-one correspondence between order-bounded global group 
valuations 5 and k-tuples (tl ,..., &) of group valuations such that & is order 
bounded with respect to vi . The correspondence is given by 5 H (El ,..., tJ, 
where 
&i(g) = ViW)~ 
and (& ,-.., &;c) * 5, whew 
((g)=n!J3?‘“‘, if g#l, 
= -3% if g== 1. 
Under this correspondence, p-adic global group valuations correspond to k-tuples 
of p-adic group valuations. 
Proof. Let t be an order-bounded global group valuation. It is immediate 
that & = vi 0 5 is a group valuation: conditions (l)-(3) of Definition 7.1 
imply the corresponding conditions of Definition 1.1 for & . We now show 
that & is order bounded. Observe that 
vi(~(g)@(order(g))) < v,(#(order(g)). 
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This implies that 
If order(g) is not a prime power, #(order(g)) = 1, so E<(g) < 0. Since 
&(g) 3 0, we have that &(g) = 0 in this case. Otherwise, #(order(g)) = 4, 
where order(g) = q”, and 
Therefore, & is an order-bounded group valuation. 
Now, let (,$r ,..., &) be a k-tuple of order-bounded group valuations, It is 
immediate that 4 is a global group valuation: conditions (l)-(3) of 
Definition 1.1 imply the corresponding conditions of Definition 7.1. Also, 
a computation analogous to the one given in the above paragraph shows that 
5 is order bounded. 
We now show that t: is p-adic if and only if each fi is p-a&c. Let g # 1 
be an element of G. If order(g) is not a prime power, then c(g) = R and 
&(g) = 0 for all i, since 5 and the ci are order bounded. Therefore, in this 
case it is trivial that 
<(gGbrder(s))) C &)+(order@)) 
and that 
cxgPi) 2 Pim% 
where pi is the rational prime such that v,(p,) # 0. Suppose now that 
order(g) = ps. If 5 is p-adic, then, 
5(P) c z;kP> 
so 
&i(P) 2 P&k). 
Ifp = pi , this says that ti isp-adic. Ifp # pi , then &(g) < v,(p)/y(order(g)), 
so that &(g) = 0 and again, &(g*d) 3 piti( Now, suppose that each & is 
p-adic. Using an argument analogous to the one just given, &(g”) > p&(g), 
either because p = pi and Ei is p-adic, or because p # pi and so fi(g) = 0. 
This implies that [(gp) C [(g)p’, which says that 
.Y(pL(order(8))) _C gg)G(order(&). 
Since the maps we have defined are clearly inverses of each other, the 
correspondence we have defined is a bijection. This completes the proof 
of the proposition. 
The relation between global’group valuations and Hopf algebra orders in 
kG can be described directly in a simple manner: 
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PROPOSITION 7.3. Let G be a$nitegroup. IjA is a Hopjai&ebra order in KG, 
let 
Ig ={xEkIx(g- l)~Aj. 
Then, 
C(g) = {Oh if g = 1, 
is a p-adic order-bounded global group valuation. If  b is an order-bounded global 
group valuation, then 
wc?Hg - 111, 
whme g ranges ovw the nonidentity elements of G, is a Hopj algebra order in KG. 
Proof. Let A be a Hopf algebra order in KG. By Proposition 3.1, 
&(g) = GXd> is a$- a d ic order-bounded group valuation. Therefore, 4 is a 
p-adic order-bounded global group valuation by Proposition 7.2. 
Now, suppose that 5 is an order-bounded global group valuation 
corresponding to (tl ,..., t,). Let A = R[<(g)-l(g - l)] and let Ai = 
R[!J3;5i(g)(g - l)]. Th en, each Ai is a Hopf algebra order in ‘KG by 
Proposition 3.2. Since Ai _C A, we have that A, .** A, _C A. Localizing at 
each prime, we have equality so that A, ..a Ak = A. But A, 1.. Al, is clearly 
a finitely generated R-coalgebra and A is clearly a R-algebra. This shows 
that it is a Hopf algebra order. This completes the proof of the proposition. 
It follows from Corollary 3.13 that Proposition 7.3 gives a bijection between 
the set of p-adic order-bounded global group valuations on G and certain 
Hopf algebra orders in KG. It is not known how to characterize those Hopf 
algebra orders that arise from global group valuations. 
In [S], a method of constructing nontrivial Hopf algebra orders in kG was 
given that gives Ito’s bound on the degrees of absolutely irreducible represen- 
tations. In this paper, we have given another method of constructing orders 
that gives a bound on the degrees of absolutely irreducible representations. 
What other methods of constructing orders can be found ? Is it possible to 
find a reasonably effective method of constructing orders that will give a 
bound that includes both Ito’s theorem and Theorem 5.1? For definiteness, 
let us say that the bound should be computable in terms of the lattice of 
normal subgroups of G together with certain additional information, such as 
commutator relations between normal subgroups and their exponents. 
Related to this is the question of how large an order can actually exist in KG. 
We conjecture that if G is a finite nilpotent group, and if d is the least common 
multiple of the degrees of the irreducible representations of G over C, then 
there exists a Hopf algebra order A in kG with E(LJ = dR. 
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Very little seems to be known about classifying orders in KG. One’ possible 
approach is to determine all possible orders in group algebras of cyclic 
groups and then to study the embedding of the cychc groups in the group. 
The orders in the group algebra of a group of order p were first classified 
in [17]; the orders in a cyclic group of order pz do not seem to be known. 
Another approach to this classification problem is to use an arithmetical 
analog of the divided power techniques used in studying the structure of 
pointed irreducible cocommutative Hopf algebras in positive characteristic. 
From this point of view, the results of this paper classify orders that are of 
coheight 0. 
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