Abstract-Cassini has recently completed its 13-year mission at Saturn leaving a vast data set. A large interest among the scientific community is to investigate plasma waves and instabilities at Saturn. It is no longer feasible to manually search through Cassini's vast data set to identify all such waves of interest. Thus, the feasibility of using artificial neural networks (ANNs) to identify plasma waves at Saturn is demonstrated using Cassini data. A convolutional neural network (CNN) was trained to identify low-frequency plasma waves that occur in the upstream region of Saturn using images constructed from the Cassini magnetometer time series data. By systematically varying the network architecture during training and validation, a CNN was obtained that can identify upstream waves with an accuracy of 94% ± 2%. The CNN's high accuracy for wave identification demonstrates that it is, in fact, feasible to use ANNs to identify plasma waves at Saturn and by extension in other planetary and lunar plasma environments using spacecraft data.
Identification of Plasma Waves at Saturn UsingI. INTRODUCTION

A. Plasma Waves at Saturn
S
ATURN upstream region and the magnetosphere are home to a variety of plasma waves. Plasma and magnetic field measurements by Voyagers 1 and 2, and recently by the Cassini spacecraft enabled the identification of these waves. Low-frequency waves with frequencies of few millihertz were commonly observed upstream of the bow shock [1] - [3] [see Fig. 1 (a) for an example] and are inferred to be excited by upstream ion populations via mechanisms such as resonance [2] . Short duration waves with frequencies of few tens of millihertz were also observed in the upstream region of Saturn [see Fig. 1 (b) for an example]. These waves are referred to as whistler precursor waves and they are inferred to be excited by a nonlinear process during the steepening of the low-frequency waves similar to the one shown in Fig. 1(a) [2] . Water group ion cyclotron waves that have frequencies near few hundred millihertz were observed in Saturn's magnetosphere [4] - [11] [see Fig. 1 (c) for an example]. These water group ion cyclotron waves are interpreted to Manuscript received January 12, 2018; revised April 28, 2018 ; accepted June 19, 2018 . Date of publication July 10, 2018; date of current version August 9, 2018 . This work was supported by NASA through the Cassini Data Analysis Program under Grant NNX17AD40G. The review of this paper was arranged by Senior Editor S. T. Lai.
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Digital Object Identifier 10.1109/TPS. 2018.2849940 be excited by the pickup of ionized E-ring material [6] . These low-frequency waves are typically quasi-monochromatic and can last from few minutes to several tens of minutes. Plasma waves with the frequencies of several hundred hertz to several kilohertz were observed in Saturn's magnetosphere. These include lightning induced whistler waves [12] , electron cyclotron harmonic emissions [13] , and whistler mode chorus emissions [14] . Plasma waves with frequencies of several kilohertz were also observed in the upstream region of Saturn [15] , [16] . All these waves are of great interest to the scientific community as their investigations not only reveal the plasma environment dynamics at Saturn but also enable them to unravel how plasma waves are generated and damped. Identification of these waves is typically done by manually surveying spacecraft instrument data. With a mission like Cassini, which has gathered 13 years of data at Saturn, it is no longer feasible to manually search through the entire data set to identify all such waves of interest. Thus, good automated methods need to be developed. The objective of this paper is to demonstrate the feasibility of using artificial neural networks (ANNs) to identify plasma waves at Saturn. The methods developed in this paper should be of interest to not only the Saturn scientific community but also to a larger scientific community who are involved in investigating waves at other planetary and lunar plasma environments.
B. Artificial Neural Networks
ANNs are computational units which can be trained to respond to observational data and are inspired by biological neural networks which can be trained to respond to external stimuli from the environment. Thus, ANNs are ideal tools for tasks such as pattern recognition. ANNs have been successfully used in a variety of pattern recognition tasks such as gravitational wave detection [17] - [19] , exoplanet discovery by surveying light curves obtained by space telescopes [20] , brain wave feature extraction and classification [21] , seismic wave detection and identification [22] , character recognition [23] , and voice recognition [24] . ANNs are also used in more familiar tools that we use every day, for example, in the Google search engine and in the iPhone personal assistant Siri [25] .
ANNs have also been used in several space physics applications. For example, Wu and Lundstedt [26] used ANNs to predict the geomagnetic storm conditions or the disturbance storm-time index (Dst) from the solar wind data. In this example, both magnetic field and plasma parameters were fed into an ANN as inputs and the ANN predicted the Dst index.
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. Cander [27] used ANNs for modeling and predicting the temporal and spatial variation of the ionospheric conditions. Barkhatov and Revunov [28] used ANNs for the classification of discontinuities in space plasma using WIND spacecraft observations. Muret and Omidi [29] used ANNs to study the formation and evolution of low-frequency plasma waves generated in a hybrid simulation that modeled the upstream plasma environments of planets and comets. To date, ANNs have not been used in space physics applications involving identification of plasma waves using spacecraft data. Thus, this is the first time that the ANNs would be employed for such an application. In this paper, I will describe the use of a class of ANNs called the convolutional neural networks (CNNs) [30] to identify the plasma waves at Saturn. These CNNs are currently gaining in popularity due to their powerfulness at performing pattern recognition tasks. A CNN has multiple internal layers and can contain several hundred neurons in each layer. One advantage of these networks is that they can be trained to identify waveforms of interest directly using raw time series data as inputs without the need to perform a Fourier transform on the time series data first [31] . Thus, the need to perform the computationally expensive Fourier transform for the network input data generation is removed. This is very attractive for applications involving analyzing large data sets such as Cassini's.
II. METHOD
I trained, validated, and tested a CNN in MATLAB to distinguish the whistler precursor waves shown in Fig. 2 (a) from background turbulence (or times with no such waves) shown in Fig. 2(b) and magnetometer artifacts shown in Fig. 2(c) and (d). The whistler precursor waves are frequently observed in the upstream region of Saturn and they typically have time durations of 2 min or less. These waves were selected to train, validate, and test the CNN, as these waves can be easily identified via a manual survey of magnetometer data. First, I will describe the strategy for selecting data for training, validation, and testing. Then, I will describe the CNN architecture and the procedures for training, validation, and testing.
A. Data Selection for Training, Validation, and Testing
Implementation of a CNN for wave identification involves three steps: training, validation, and testing. Training and validation are used to select the best CNN architecture. Testing is used to assess the ability of the CNN to identify waves from background turbulence and magnetometer artifacts. I first trained and validated a CNN using a 10-fold cross-validation technique, which will be described in detail in Section II-C, using a training and validation data set. The training and validation data set contained waves, background turbulence, and magnetometer artifacts, similar to the examples shown in Fig. 2 (a)-(d), respectively. During training, the CNN learns features within waves, background turbulence, and magnetometer artifacts that enables it to distinguish them. For testing the network, similarly, I prepared a testing data set which also included waves, background turbulence, and magnetometer artifacts that were not included in the training and validation data set.
To construct the training, validation, and testing data sets of waves, I manually searched the Cassini fluxgate magnetometer [32] data from 2004 to 2011, only selecting times when Cassini was located upstream of the bow shock to identify the upstream whistler precursor waves similar to the one shown in Fig. 2(a) . In particular, Cassini 1-second averaged magnetometer data were used for the manual identification of these waves. I was able to identify 282 whistler precursor waves (the times where these waves are observed are provided at https://github.com/sruhunusiri/SupplementaryMaterial-for-Identification-of-Plasma-Waves-at-Saturn-UsingConvolutional-Neural-Nets). Since the time duration for a single wave packet is typically 2 min or less, I selected 2-min time intervals centered on these wave packets and converted the B x , B y , and B z components of the magnetic field to 1-D 8-bit RGB JPEG images (see Fig. 3 for an example of these JPEG images). In these images, the red, green, and blue channels contain the information of B x , B y , and B z , respectively. Each image contains 120 pixels because an image was constructed from a 2-min interval of the magnetic field data which had a cadence of 1 s. Each pixel value in a color channel depicts the normalized magnetic field component amplitude as defined by
scaled to an 8-bit value, where i = x, y, or z components of the magnetic field. These JPEG images were used as inputs to the CNN. I used 230 JPEG images of waves (∼80%) for training and validation and the remainder (i.e., 52 wave images or ∼20%) for testing.
For preparing the training, validation, and testing data sets of background turbulence and magnetometer artifacts, I selected 2-min time intervals in the magnetic field time series that has no upstream whistler precursor waves, other low-frequency waves [similar to the ones shown in Fig. 1(a) ]. Then, I converted the B x , B y , and B z magnetic field time series to 8-bit RGB JPEG images as described above. The training and validation data set contained 8000 images while the testing set contained 2000 images (80% and 20% of images, respectively). These images of background turbulence and magnetometer artifacts are provided at https://github.com/sruhunusiri/SupplementaryMaterial-for-Identification-of-Plasma-Waves-at-Saturn-UsingConvolutional-Neural-Nets. Henceforth, I will refer to the data set containing both background turbulence and magnetometer artifacts simply as the data set of the turbulence and the accuracy associated with the classification of these data by the CNN as the turbulence identification accuracy for convenience.
A reader may ask at this point, what was the motivation for using images rather than using the B x , B y , and B z directly as inputs to the CNN. The motivation was twofold. First, the 1-s averaged magnetic field data represent a large data set. Thus, instead of directly loading this data set to MATLAB workspace, the datastore functionality [33] was used which creates a repository for a collection of data that are too large to fit in memory and images are a convenient format to use with this datastore functionality. Second, some spacecraft instrument data are distributed in image format. For example, electric field and magnetic field fluctuations measured by the Cassini radio and plasma wave instrument [34] are provided as spectrogram images (these data are available at https://pdsppi.igpp.ucla.edu). Thus, the aim was to develop a CNN that can be quickly adapted to use with other data sets as well.
B. Convolutional Neural Network Architecture
I adapted a MATLAB CNN [35] that is originally intended for a character recognition task for identifying waves at Saturn. I will briefly describe the network architecture below. The MATLAB codes used for constructing, training and validation, and testing the CNN are provided at https://github. com/sruhunusiri/Supplementary-Material-for-Identification-ofPlasma-Waves-at-Saturn-Using-Convolutional-Neural-Nets.
The CNN contains eight layers: an image input layer, a convolutional layer, a rectified linear layer, a max-pooling layer, a dropout layer, a fully connected layer, a softmax layer, and a classification layer (see Fig. 4 for a diagram of the CNN architecture). A layer is a dedicated subunit in the CNN that performs a specific operation on an image input.
The image input layer size was set to 3 × 120 as the inputs are RGB JPEG images which have three separate channels (red, green, and blue). I experimented with several values for the filter size N and the number of filters M in the convolutional layer to determine the values that yielded the highest wave identification accuracy as will be described later in Section II-C. I selected the smallest stride value allowable which is 1 for the convolutional layer. I selected a variable value of R as the pool size and a value of 1 as the stride size for the max-pooling layer. I also experimented with several values of R to determine the values that yielded the highest wave identification accuracy. A dropout layer was used with a 0.5 dropout probability, as a use of such a layer can prevent the CNN from overfitting [36] . The overfitting is a phenomenon in which the network memorizes the inputs rather Fig. 4 . Architecture of the CNN employed for the identification of plasma waves at Saturn. The network contains eight layers: an image input layer, a convolutional layer, a rectified linear layer, a max-pooling layer, a dropout layer, a fully connected layer, a softmax layer, and a classification layer.
than learning the general features in the inputs to perform the classification task. A detailed description of the CNN architecture is provided in the Appendix for the interested reader.
C. Training, Validation, and Testing the CNN
The CNN was trained, validated, and tested on a PC with a single GPU (NVIDIA GeForce GTX 750 Ti). The CNN was trained using an initial learning rate of 0.0001 for a maximum epoch number of 400 using the stochastic gradient descent with momentum algorithm [37] . An epoch number of 400 was selected because the training accuracies for waves and turbulence begin to flatten beyond an epoch number of 350 as can be seen in Fig. 5 . Selection of larger values can lead to overfitting.
A 10-fold cross validation [38] was used to determine the best architecture of the CNN that yields the highest accuracies. The motivation for doing a 10-fold or generally a k-fold cross validation is to remove any biases due to the selection of the training and validation data. To create the cross-validation data set, first, the 230 wave images and the 8000 turbulence images in the training and validation data set were separately randomized. Then, 10 subsets were created each containing 23 wave images and 800 turbulence images. Nine subsets were used for training and one subset was used to validate the CNN. This was repeated 10 times by selecting a different combination of nine subsets for training and one subset for validation for the same CNN architecture. The validation accuracies for the 10-fold cross validation is shown for a representative CNN architecture in Fig. 6 . This 10-fold cross validation was then repeated for different CNN architectures. Discrete values for max-pooling layer pool size R, filter size N, and a number of filters M were selected for the cross validation as it was not feasible to explore all the possible values for these parameters. Specifically, pool sizes of 4, 8, 16, and 32 were selected. For each of the pool sizes, the filter size was varied from 2 to 64 in powers of 2 and the number of filters was varied from 2 to 64 in powers of 2. Thus, 10-fold cross validation was performed for 144 different CNN architectures and the results are displayed in Fig. 7 ; these results will be discussed in Section III.
After selecting the CNN with the highest accuracy from the 10-fold cross validation, it was trained using all the train and validation data sets. Then, this CNN was tested using the testing set of images using bootstrap with replacements [38] . This is very useful for scenarios with small data set sizes, such as the case here, where the data set size of the waves is small. In this bootstrap method, the 52 images of waves in the testing data set were bootstrapped to create 1000 different samples consisting of 52 wave images (these different samples contain the same number of images in the original data set because they contain replacements as mentioned before). The 2000 images of turbulence in the testing data set were used to create 1000 different samples of 2000 turbulence images. Then, the separate 1000 samples of waves and turbulence were combined to create 1000 testing data sets. Finally, the CNN was tested using the 1000 testing data sets of images one at a time. Histograms of these testing accuracies for wave and turbulence identification are depicted in Fig. 8 . These bootstrap results will be discussed in Section III.
III. RESULTS The mean validation accuracies for wave and turbulence identification along with the average accuracies, determined from the 10-fold cross validation, are depicted in Fig. 7 as a function of the three CNN architecture parameters: filter size N, number of filters M, and pool size R. The error bars depict the minimum and maximum accuracies for the 10-fold cross validation. The wave identification accuracy is the percentage ratio of the number of wave images in a validation data set that is accurately identified by the CNN to the total number of wave images in that validation data set. Similarly, the turbulence identification accuracy is the percentage ratio of the number of turbulence images in a validation data set that is accurately identified by the CNN to the total number of turbulence images in that validation data set. The average accuracy is the average of the wave and turbulence identification accuracies.
The cross-validation results, shown in Fig. 7 , enable to identify the CNN architecture that yields the maximum accuracy Fig. 7 . Mean validation accuracies for wave and turbulence identification determined from the 10-fold cross validation procedure for 144 different CNN architectures. The error bars depict the minimum and the maximum accuracies determined from the 10-fold cross validation. These results were used to determine the best CNN architecture that has the highest accuracies.
for both wave and turbulence identification. Note that having a high accuracy for turbulence identification is crucial as the images of turbulence that are not identified as turbulence are classified by the CNN as waves. Thus, having a high accuracy for turbulence identification minimizes the number of false positives. As can be seen in Fig. 7 , the wave identification accuracies often lie between 70% and 100%, whereas the turbulence identification accuracies always take values between 99% and 100%. For a given pool size and filter size, the wave identification accuracies tend to increase as the number of filters is increased. Also, for a given pool size and number of filters, the wave identification accuracies first tend to increase as the filter size is increased up to values between 8 and 16, then the accuracies begin to decrease as the filter size is increased beyond those values.
To find the architecture parameters that yield the highest accuracies for both wave and turbulence identifications, first, for a fixed number of pool size, the 2-D parameter space of accuracies was searched to find the values of the filter size and the number of filters which correspond to the maximum average accuracy. These results are summarized in Table I . As can be seen in Table I , the CNN parameters that yield the highest average accuracy, as well as the largest separate accuracies for wave and turbulence identification, are pool size of 4, filter size of 16, and 16 filters. This CNN will henceforth be referred to as CNN1.
The bootstrap results for testing of CNN1 indicate that it has excellent ability to distinguish waves and turbulence (see Fig. 8 ). In particular, it has a wave identification accuracy of 94%±2% and turbulence identification accuracy of 99.9%± 0.1%. The uncertainties are determined from the lower and upper quartiles of the accuracy distributions shown in Fig. 8 .
IV. DISCUSSION
In addition to the CNN architecture described above, another CNN architecture that can be used for pattern recognition tasks is an architecture which contains multiple convolutional, rectified linear, and max-pooling layers, which is referred to as a deep neural network [31] . I did not experiment with these networks comprising of complex architectures, as the simple architecture of CNN1 has the capability to identify waves and turbulence with a very high accuracy.
V. SUMMARY
The feasibility of using ANNs to identify the plasma waves at Saturn was demonstrated by training, validating, and testing a CNN to identify the whistler precursor waves, which are a type of waves that are observed in the upstream region of Saturn, using the Cassini magnetometer data. Testing of the CNN revealed that it can identify these waves with a very high accuracy demonstrating that such ANNs can indeed be used to identify plasma waves at Saturn. Similar ANNs will be useful for identifying plasma waves in other planetary and lunar plasma environments using spacecraft data.
APPENDIX CNN ARCHITECTURE: A DETAILED VIEW
Here, I provide a detailed description of the CNN architecture. The first layer or the image input layer is responsible for reading each pixel value from the JPEG images which are used as network inputs. Thus, it should have a size equal to the number of channels by image size. Since the images, I use, have a size of 1 × 120 and have the three color channels, the image input layer size was set to 3 × 120 (see Fig. 4 ).
The second layer or the convolutional layer has a set of filters that are encoded with features that enable to distinguish waves from turbulence. A filter is a set of weights F i that are responsive to certain features in the images that produces a high activation for those features. For each image channel, there are separate filters. These filters do not need to be user specified and the CNN learns the features during training and adjusts the filter weights F i . The size of the filters and the number of filters in the convolutional layer, however, need to be user specified. Since the image input layer of the CNN is 1-D, the filter size also needs to be 1-D. Thus, I specified 1 × N as the filter size and selected M number of filters. I experimented with several values for N and M to determine the values that yielded the highest wave identification accuracy as described in Section II-C.
The outputs of the convolutional layer are M feature maps or a feature map for each of the M number of filters. A feature map is generated by computing the dot product of the pixel value read by the image input layer with the filter weight F i for a subset of consecutive N image inputs and adding a bias b i , i.e., ( Fig. 4) . Here, R i , G i , and B i are the pixel values for the red, green, and blue channels, respectively. This step is repeated for all the inputs from the image input layer by advancing across the inputs by a user-selectable step size referred to as a stride. I selected the smallest stride value allowable which is 1. In general, a larger stride value should be used for images with a large number of pixels to decrease the training time. The third layer or the rectified linear layer inspects each of the feature maps generated by the convolution layer and sets each element within a feature map to zero if the value is negative but leaves the element value unaltered if it is positive (see Fig. 4 ). Thus, the rectified linear layer outputs a modified set of feature maps (with a size of 1 × Q) that have element values of either 0 or greater.
The fourth layer in the CNN or the max-pooling layer generates an output by selecting the maximum number in a subset of inputs in the output from the rectified linear layer (see Fig. 4 ). This is repeated for all the elements in the rectified linear layer output by advancing every number of steps referred to as a stride. The size of the subset referred to as the pool size, and the stride needs to be user specified. I selected a variable value of R as the subset size and a value of 1 as the stride size. Thus, the max-pooling layer produces M number of outputs each with a size of 1 × Z where Z = 1+(Q − R)/stride. For example, for a CNN with N = 10 and M = 40, setting R = 10 yields Z = 1 + (111 − 10)/1 = 102. Thus, in this example, the max-pooling layer produces 40 outputs each with a size of 1 × 102.
The fifth layer is the dropout layer and it contains neurons that are connected to all the elements of the max-pooling layer output and randomly sets the input elements to zero based on a user-specified probability to reduce overfitting. Here, I used a dropout probability of 0.5.
The sixth layer or the fully connected layer contains neurons that are connected to all the elements of the dropout layer output. The seventh layer or the softmax layer uses the outputs from the fully connected layer to generate probabilities for the image input to be either a wave or turbulence. The final layer is the classification layer and it classifies the image input as either a wave or turbulence using the probabilities output by the softmax layer.
In summary, layers 1 through 4 of the CNN extract useful features from the images and simplify them for the subsequent layers. Layers 5 through 8 use the image feature information from the preceding layers to classify the inputs.
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