Abstract. In this paper we study an asymptotic version of the holonomic efficiency problem originated in the study of swimming microorganism. Given a horizontal distribution on a vector bundle, the holonomy of a loop in the base space is the displacement along the fiber direction of the end points of its horizontal lift. The holonomic efficiency problem is to find the most efficient loop in the base space in terms of gaining holonomy, where the cost of the base loop is measured by a subriemannian metric, and the holonomy gained is compared using a test function. We introduce the notions of rank and asymptotic holonomy, and characterize them through the series expansions of holonomy as a function of the loop scale. In the rank two case we prove that for convex test functions the most efficient base loops are simple circles, and solve these loops for linear and norm test functions. In the higher rank case the analytical solutions are outlined for some special instances of the problem. An example of a snake moving on ice is worked out in detail to illustrate the results.
1. Introduction. The isoholonomic problem has applications in a variety of fields, for example, the falling cat problem [7] in mechanics, the swimming microorganism at low Reynolds number [12] in biology, and the Berry phase in quantum mechanics, etc. [10] . In particular, the notion of holonomic efficiency has been proposed and studied previously, especially in the context of micro-swimming problem.
To name a few, in [9] the efficiency of a swimming stroke is defined as the ratio of the square of average speed achieved by the stroke to the average power output required; while in [2] the efficiency is the ratio of the product of average speed and a characteristic thrust to the average power. Another notion of efficiency is proposed in [13] that is invariant to temporal and spatial rescaling. See [8] for more discussions on the various notions of efficiency in the microswimming problem, and [10, 11, 3] for applications in other areas.
There are several limitations with these previous work that motivate the research in this paper. First of all, although all of them deal with the asymptotic case, a rigorous formulation of the asymptotic holonomic efficiency problem has not been adequately addressed yet. Secondly, the problems studied so far focus on the nondegenerate (rank two) case only, while the degenerate (higher rank) case has been largely ignored. Thirdly, the various notions of efficiency proposed in the literature, with the exception of [10] , are defined through linear functionals (test functions) of the holonomy, whereas in some cases nonlinear test functions could be more desirable.
In this paper we propose a general framework to study the asymptotic holonomic efficiency problem. The concepts of rank and asymptotic holonomy are defined, and, using the notion of test functions, we propose two optimization problems that are dual to each other to study the most efficient way to gain asymptotic holonomy: the generalized isoholonomic and isoperimetric problems. Both the rank two case and the higher rank case are considered in this paper.
For simplicity, our problems are formulated on the trivial vector bundle π : R n+k → R n . However, due to their asymptotic nature, our results can be easily extended to the case of more general state spaces such as principal bundles. We also noted that, although the existing papers on the microswimming problem consider state spaces with infinite dimension while only finite dimensional spaces are considered here, their solutions are typically obtained by restricting to a subspace with a large enough but finite dimension, which then reduces to the case considered here. We start by introducing a motivating example of a snake moving on ice first reported in [6] , which can be thought of as a simplified version of the falling cat problem [7] .
Motivating Example.
Consider the following model of a snake moving on a plane as a kinematic chain. The snake consists of n + 2 unit point masses (nodes) connected subsequently by n + 1 rigid bars of unit length and zero weight. The positions of the nodes are denoted by q 1 , . . . , q n+2 ∈ R 2 . Figure 1 .1 shows an example when n = 3. Suppose that the plane is frictionless. Then the total linear and angular momenta of the snake are conserved. For an initially stationary snake, we then have Without loss of generality assume that the snake is initially centered at the origin: n+2 i=1 q i (0) = 0. Condition (1.1) then implies that n+2 i=1 q i ≡ 0. So the configuration of the snake is uniquely determined by the angles θ 1 , . . . , θ n+1 , where θ i is the angle q i+1 − q i makes with the positive x-axis, i = 1, . . . , n + 1. Each θ i takes values in R modulo 2π, namely, the 1-torus T = R/2πZ; so (θ 1 , . . . , θ n+1 ) takes values in the (n + 1)-torus T n+1 , which is the configuration space of the snake.
Remark 1 There is a natural bundle structure on T n+1 . T acts on T n+1 by
The effect of R θ on any configuration is a rotation of θ counterclockwise. Each orbit of this action consists of configurations with the same shape but different orientations; and configurations in different orbits have different shapes. Thus the shape space of the snake can be defined as the set of all R-orbits in T n+1 , i.e., T n+1 /T, which is an n-torus topologically. The quotient map π : T n+1 → T n+1 /T defines T n+1 as a T-bundle over T n+1 /T, whose fibers are exactly the R-orbits.
For given θ 1 , . . . , θ n+1 , the corresponding q 1 , . . . , q n+2 satisfying n+2 i=1 q i = 0 are
Equations (1.4) and (1.5) together define an embedding of the configuration space T n+1 into R 2n+4 . Thus T n+1 inherits isometrically via this embedding a riemannian metric ·, · from the standard metric on R 2n+4 . After some calculation, ·, · can be determined as
where ∆ ij are constants defined by
Suppose that the trajectory of the snake over a time interval I = [0, 1] is given by a curve γ in T n+1 . Unless otherwise stated, we assume that all curves in this paper are defined on I. Define
as the length and the energy of γ, respectively, where · is the norm corresponding to ·, · . From the definition of ·, · , we have
q i 2 dt, where q 1 , . . . , q n+2 are the positions of the snake's nodes corresponding to γ.
With this metric on T n+1 , we now study the geometric implication of the constraint (1.2). It can be shown that a curve γ = (θ 1 , . . . , θ n+1 ) in T n+1 satisfies the constraint (1.2) if and only if n+1 i,j=1
or equivalently, if and only if Θ(γ) = 0, where Θ is a one-form on T n+1 defined by
In other words, γ must be a horizontal curve for the co-dimension one distribution H ker Θ on T n+1 . The restriction of ·, · to H defines a sub-riemannian metric ·, · H . In this metric the sub-riemannian length of a horizontal curve γ is the same as its riemannian length L(γ).
1.2.
Objective and Overview of the Paper. We are interested in finding the most efficient way for the snake to turn. More precisely, among all the state trajectories γ that guide the snake from a starting configuration (θ 0 1 , . . . , θ 0 n+1 ) at time 0 to a desired configuration (θ 0 1 + θ, . . . , θ 0 n+1 + θ) at time 1 that has the same shape but a different orientation, subject to the constraint (1.2) of zero total angular momentum, we want to find the one (or ones) with minimal energy (or minimal length L(γ), which are equivalent up to reparameterizations). In light of the above discussion, the solutions to this problem are the shortest horizontal curves in T n+1 connecting (θ Remark 2 In definitions (1.6) and (1.8) the terms involving θ i 's are of the form θ i − θ j , which remain unchanged under the action R. Thus both H and ·, · H are invariant along the fibers of π : T n+1 → T n+1 /T, and together they specify a sub-riemannian geometry compatible with π (see Section 2) . In this perspective, the problem under study is to determine the shortest horizontal curve connecting two points (θ 1 , . . . , θ n+1 ) and R θ (θ 1 , . . . , θ n+1 ) in the same fiber.
Unfortunately, solutions to the above formulated problem are usually impossible to obtain analytically due to its global nature (the starting and ending configurations could be far away from each other). In this paper, we shall instead study an asymptotic (local) version of the problem, i.e., what is the most efficient way for the snake to turn if it can only exert an increasingly small amount of energy. The exact formulation of the asymptotic problem will be given in Section 2 in the more general context of co-dimension k distribution on R n+k . In particular, we define the notions of rank and asymptotic holonomy, and, using test functions, propose an optimization problem that generalizes the efficiency problems studied in the literature. In Section 3, we focus on the rank two case, and prove the main result that, for convex test functions, at least one of the solutions to the optimization problem is given by a simple circle contained in a two-dimensional plane. We also show how to find the simple circle solution when the test function is linear, as is the problem studied in the existing literature, as well as when the test function is a norm. The higher rank case, on the other hand, is much more complicated. In Section 4, we solve the problem for a special family of distributions with rank higher than two, and in Section 5 use the result to obtain the asymptotically most efficient maneuver for the snake example in Section 1. Section 6 extends the results to connection on principal bundles.
2. Problem Formulation. We now formulate the problem in the general setting of co-dimension k distributions on the Euclidean space R n+k for some n, k ≥ 1. The projection π : (x 1 , . . . , x n+k ) ∈ R n+k → (x 1 , . . . , x n ) ∈ R n defines R n+k as a trivial vector bundle over R n whose fiber over each m ∈ R n is given by π −1 (m) ≃ R k . We shall first review some relevant concepts in sub-riemannian geometry. A comprehensive introduction on this topic can be found in [11] .
2.1. Co-dimension k distributions and sub-riemannian metrics on R n+k . Let Θ = (Θ 1 , . . . , Θ k ) be an R k -valued one-form on R n+k with components
The horizontal space H q at each q ∈ R n+k is the kernel of Θ q in T q R n+k , which can be thought of as an n-dimensional subspace of R n+k , i.e.,
A horizontal curve γ in R n+k is an absolute continuous curve in R n+k whose tangent vectorγ(t) belongs to H γ(t) wherever it exists. Write γ = (γ 1 , . . . , γ n+k ) in coordinates. Then γ is horizontal if and only ifγ n+j =
Fix a pair (m, q) where m ∈ R n , q ∈ R n+k , and π(q) = m. The horizontal lift (based at q) of a curve c in R n starting from m is defined as the unique horizontal curve γ in R n+k starting from q and satisfying π(γ) = c. If c = (c 1 , . . . , c n ) in coordinates, then γ = (γ 1 , . . . , γ n+k ) is obtained by solving the following equations:
If in particular c is a close loop, then γ starts and ends in the same fiber π −1 (m), i.e., γ(1) − γ(0) is of the form (0, . . . , 0, h) for some h ∈ R k . We called h the holonomy of the loop c, which in general depends on the base point q ∈ π −1 (m) of γ. A sub-riemannian metric ·, · H on H is a smooth assignment of inner products to the horizontal spaces H q . The length of a horizontal curve γ is measured as
H dt under this metric. The sub-riemannian distance between two points in R n+k is the infimum of the length of all horizontal curves connecting them. Thus H and ·, · H specify a sub-riemannian geometry on R n+k .
Compatible distributions and sub-riemannian metrics.
The distribution H is called compatible with the bundle structure π : R n+k → R n if its horizontal spaces are invariant along fibers. In terms of equation (2.1), this is equivalent to
So we can think of α j i as functions on R n and define an R k -valued one-form on R n as
The holonomy of a loop c in R n is then independent of the starting point of its horizontal lift γ, and thus can be simply denoted by h(c). Indeed, by (2.2),
where S is a two-dimensional submanifold immersed in R n whose boundary ∂S is exactly c, and β is the R k -valued two-form defined by
where β ij , 1 ≤ i, j ≤ n, are R k -valued functions on R n with β ij = −β ji . In (2.5) h(c) is written as an integral of β over an arbitrary surface encircled by c.
For a compatible distribution H, a sub-riemannian metric ·, · H is called compatible with the bundle structure π : R n+1 → R n if it is also invariant along fibers. Compatible sub-riemannian metrics ·, · H on H corresponds in a one-to-one way to riemannian metrics ·, · R n on the base space R n by the following relation:
Here h q : T m R n → H q is the horizontal lift operator defined as the inverse map of the linear isomorphism dπ q : H q → T m R n . We call ·, · H satisfying (2.7) the horizontal lift of ·, · R n .
Asymptotic holonomy.
Let H = ker Θ be a co-dimension k distribution on R n+k with the connection form Θ given in (2.1), and let ·, · H be a sub-riemannian metric on H. In the rest of this paper, we shall assume that both H and ·, · H are compatible with the bundle structure π : R n+k → R n . Thus we can define the forms α and β as in (2.4) and (2.6); and ·, · H is the horizontal lift of a metric ·, · R n on the base space R n . It should be pointed out, however, that the concepts of asymptotic rank and efficiency and some of their properties described below can be easily generalized to the non-compatible case.
Fix a point m ∈ R n and a loop c ≡ 0 in R n based at m. For each ǫ > 0, denote by c ǫ = m + ǫ(c − m) the loop based at m obtained by scaling c by a factor of ǫ towards m, and let γ ǫ be the horizontal lift of c ǫ in R n+k based at q ∈ π −1 (m) ⊂ R n+k . We can define the following two quantities for c ǫ : (1) its length L(c ǫ ) > 0 is the length of c ǫ in R n as measured by the metric ·, · R n , which by (2.7) is also the length of the horizontal curve γ ǫ as measured by ·, · H ; (2) its holonomy h(c ǫ ) ∈ R k is the vertical displacement between the two end points of γ ǫ .
It is easy to see that L(c ǫ ) is of the same order of ǫ as ǫ → 0. In fact,
, where a = 0 depends on ·, · R n only through its restriction at m.
The continuity of ·, · R n is needed to show the above claim. As for h(c ǫ ), we have
) for some constantĥ(c) ∈ R k and an integer r(m) = min{l : at least one l-th order partial derivative of β at m is nonzero} + 2. (2.8) Moreover,ĥ(c) = 0 for at least one loop c based at m.
Remark 3
The l-th order partial derivatives of β at m are terms of the form
Taking values in the set of R k -valued skew-symmetric 2-tensors on R n , each of these terms is zero if and only if all of its k components are zero.
Proof. Let S be a two dimensional submanifold of R n encircled by c. For each ǫ > 0, denote by S ǫ = m+ ǫ(S − m). Then ∂S ǫ = c ǫ and S ǫ → m as ǫ → 0. Expanding β = 1≤i,j≤n β ij dx i ∧ dx j at m = (m 1 , . . . , m n ) in Taylor expansions and noticing the definition of r(m) in (2.8), we have, for x ∈ S ǫ ,
which is exactly of the form ǫ r(m)ĥ (c), whereĥ(c) is given by
(2.9) It is easy to see thatĥ(c) = 0 for suitably chosen c and S.
Definition 1 r(m) defined in (2.8) is called the rank of H at m ∈ M , and
is called the asymptotic holonomy of the loop c based at m, withĥ(c) defined in (2.9).
Remark 4 As the notations suggest, the rank r(m) does not depend on c. Indeed, by (2.8), r(m) does not even depend on the subriemannian metric ·, · H , and is solely determined by the distribution H on the fibers over a neighborhood of m. Thus r(m) is an intrinsic quantity of H. On the other hand, the asymptotic holonomy η(c) does depend on c, and by Lemma 1 is also affected by ·, · R n (hence by ·, · H ) through its restriction at m. Let A ∈ R n×n be the positive definite matrix corresponding to the restriction of ·, · R n at m, i.e.,
for all u, v ∈ T m R n . Then to compute η(c) one can assume for convenience and without loss that ·, · R n is given by A uniformly on R n , i.e., (2.11) holds for u, v ∈ T x R n for arbitrary x ∈ R n . Finally, the distribution H affects η(c) throughĥ(c). By (2.9), in terms of computing η(c), the form β = 1≤i,j≤n β ij dx i ∧ dx j can be replaced by the first nonvanishing term of its Taylor expansions:
.e., we can assume that the components of β ij (x) are homogeneous polynomials of degree r(m) − 2 in x with constant coefficients.
A direct consequence of Lemma 2 and Definition 1 is that, for any loop c based at m with
Sinceĥ(c) and L r(m) (c) are both homogeneous of degree r(m) in the scale of c and are both invariant to reparameterizations of c, η(c) has the following properties.
Lemma 3 (Invariance of asymptotic holonomy) The asymptotic holonomy η(c) of a loop c based at m is invariant to both scalings and reparameterizations of c, i.e.,
• η(c) = η(c ǫ ) for any ǫ > 0;
• η(c • ρ) = η(c) for any orientation-preserving diffeomorphism ρ : I → I.
As a result, η(c) is a function of only the shape of the curve traversed by c, not of its size or the speed at which it is traversed. Indeed, η(c) also remains unchanged if c is defined on a time interval [0, T ] other than [0, 1]. As argued in [13] , these invariance properties are essential for a meaningful definition of the notion of holonomic efficiency.
On the other hand, η(c) changes sign if c is traversed in the reverse direction.
2.4. Optimization problem. In this section we define an optimization problem generalizing the one proposed in Section 1.
Definition 2 A test function F is a continuous map from R k to R such that F(0) = 0 and F is linear along rays starting from the origin:
The two important classes of F considered in this paper are: (i) linear functions
Problem 1 originates as follows. Let V : R k → R be a function with V (0) = 0 such that V [h(c)] can be interpreted as the performance measure of the loop c. Then Problem 1 is the asymptotic version of the problem of finding the best performing loops c. Indeed, define the best performing c in the asymptotic sense as the ones for which
r as ǫ → 0 for the largest possible µ ∈ R and the smallest possible integer r.
r , the smallest possible r is r(m) and the largest possible µ is max{F [η(c)] : c}, both of which are achieved by solutions c to Problem 1, provided that the optimal F[η(c)] = 0. Since normally V is differentiable along rays emitting from the origin, F in (2.12) is well defined and satisfies the conditions in Definition 2. In particular, F is linear if V is differentiable at 0, and F = V if V is a norm on R k . In Problem 1 we assume that F[η(c)] > 0 for at least one c to exclude the trivial solution c ≡ 0. This assumption is always satisfied for the examples in this paper.
Since R n dt is the energy of c. Problems (2.14) and (2.16) are dual to problems (2.13) and (2.15), respectively. That problems (2.13) and (2.15), hence problems (2.14) and (2.16), are equivalent is because of the inequality E(c) ≥ L 2 (c) with equality if and only if c has constant speed; thus solutions to the latter are necessarily solutions to the former parameterized with constant speed. In this paper, to avoid the ambiguity of parameterizations, we will study problems (2.15) and (2.16).
By Remark 4, to solve these problems we can assume the following without loss:
Assumption 1 Assume that 1. m = 0 is the origin of R n ; 2. ·, · R n is given by a positive definite A ∈ R n×n on R n . In fact, after a change of orthonormal coordinates, we can assume that A = I n , i.e., ·, · R n is the standard metric on R n ; 3. β = 1≤i,j≤n β ij dx i ∧ dx j = 0, where β ij = −β ji , and the components of β ij (x) ∈ R k are homogeneous polynomials of degree r(0)
For an even more general formulation of the isoholonomic problem, see [10] .
Solutions to the above two problems are the same up to a scaling. To derive their equations, note that the solutions to Problem 2 also solve the following problem for some proper h 0 ∈ R k :
Find c with a fixed h(c) = h 0 that minimize E(c).
It is shown in [11] that the solutions to problem (2.17) satisfÿ
for some constant λ ∈ R k . Here λ T β is an R-valued two-form, and iċ(λ T β) λ T β(ċ, ·) is a one-form on R n that we identify as a vector in R n via the canonical metric. Write β = 1≤i,j≤n β ij dx i ∧ dx j in coordinates. Then equation (2.18) is equivalent tö
where Z is the skew-symmetric matrix
whose components are homogeneous polynomials of degree r(0) − 2 in x with constant coefficients. Indeed, (2.19) describes the motions of a particle of unit mass and unit charge moving in a magnetic field given by Z on R n when n = 2, 3 (see [1, 10] ). Equation (2.19) does not solve Problem 2 completely, as λ is unknown and we are interested only in those solutions that start and end in the origin. Thus we still need to determine λ and the appropriate initial conditionċ(0) such that c(0) = c(1) = 0, which is often a non-trivial task.
3. Rank Two Case. We first study the solution of Problem 2 in the simplest case, namely, the rank two case. The main result of this section is Theorem 1, which states that for convex F the optimal loops c are simple circles. We also present procedures to actually compute these circles for linear and norm F.
Suppose that r(0) = 2. Then β = 1≤i,j≤n β ij dx i ∧ dx j = 0 for constants β ij = −β ji . Z defined in (2.20) is a constant matrix. Being skew-symmetric, Z admits a decomposition of the form
where Q ∈ R n×n is orthonormal, σ 1 ≥ · · · ≥ σ l > 0 for some integer l with 2l = rank Z. After an orthonormal coordinate transformation y = Q T x, (2.19) becomes
Solutions to this equation that start and end at the origin are necessarily of the form
T (3.1) for some a 1 , . . . , a l ∈ R, and some n 1 , . . . , n l ∈ N with σ 1 = 2n 1 π, . . . , σ l = 2n l π. Note that we can assume without loss that n p , p = 1, . . . , l, are all distinct. Otherwise, for example, if n 1 = n 2 , then a suitable change of orthonormal coordinates within the 4-subspace spanned by the y 1 , . . . , y 4 axes can transform c into the form [a(1 − cos(2n 1 πt)), −a sin(2n 1 πt), 0, 0, a 3 (1 − cos(2n 3 πt)), −a 3 sin(2n 3 πt), . . .]
T with a = a 2 1 + a 2 2 . This step can be repeated until all n p are distinct eventually, resulting in a curve of the form c is given in (3.1) for some 1 ≤ l ≤ [n/2] and distinct n 1 , . . . , n l = 0.
(3.2)
Curves of the form (3.2) in some orthonormal coordinates of R n are called mixed circles. If in particular l = 1 and n 1 = 1 in (3.2), the resulting curves are called simple circles, which are planar circle in R n traversed exactly once. We have shown that the solutions to Problem 2 are mixed circles. In the case of convex F, we have
Then there is at least one simple circle solution to Problem 2 (Problem 3).
To prove this theorem, first consider a mixed circle c of the form (3.2) in some orthonormal coordinates (y 1 , . . . , y n ). For each p = 1, . . . , l, denote by c (p) the orthogonal projection of c onto the plane spanned by the y 2p−1 and y 2p axes, which is a planar circle traversed n p times.
Lemma 4 h(c) = h(c (1) ) + · · · + h(c (l) ).
Proof. Write β = 1≤i,j≤nβ ij dy i ∧ dy j in the new coordinates, with constantŝ β ij = −β ji . Define α n i,j=1β ij y i dy j . Then dα = β, and, by (2.5), h(c) = c α = n i,j=1β ij c y i dy j . Note that because of the special form of c in (3.1) and (3.2), unless {i, j} = {2p − 1, 2p} for some p = 1, . . . , l, we must have c y i dy j = 0, since the integral of the product of two periodic sine or cosine functions with different frequencies is zero. As a result,
which proves the desired conclusion. Now define three subsets of R k :
c is a loop with E(c) ≤ 1},
c is a mixed circle with E(c) ≤ 1}, B 2 = {h(c) : c is a simple circle with E(c) ≤ 1}.
B 0 is the set of holonomy achievable by loops with energy no larger than 1, and is the intersection of the unit sub-riemannian ball centered at 0 with the fiber R k through 0. Obviously, B 0 is star-shaped (h ∈ B 0 implies µh ∈ B 0 for µ ∈ [0, 1]) and symmetric (h ∈ B 0 implies −h ∈ B 0 ).
Since our previous analysis shows that every holonomy achievable by a loop c can be achieved by a mixed circle with no more energy, we have B 0 = B 1 . Obviously, 
Suppose that the maximum in the above equation is achieved at p. Then the simple circleĉ (p) (t) = 1 2π (0, . . . , 0, 1 − cos(2πt), sin(2πt), 0, . . . , 0) traversing the (scaled) image of c (p) exactly once has unit energy and holonomy h(ĉ (p) ) = n p h(c (p) )/E(c (p) ). From the above inequality, we have
Example 1 (Brocket [4] ) Consider the total space R n ⊕ so n ≃ R n(n+1)/2 , whose elements are (x, A) with x ∈ R n and A ∈ R n×n skew symmetric matrices. Let H be the co-dimension
It is easy to verify that B 1 consists of all matrices of the form
], a 1 , . . . , a l ∈ R, and some distinct n 1 , . . . , n l ∈ N such that 4n 1 π 2 a
On the other hand, B 2 is
Note that B 1 = B 2 since matrices in B 2 have rank at most 2 while the rank of matrices in B 1 can be any even number between 0 and n. In other words, certain holonomy in so n can be achieved by mixed circles but not simple circles. This example is universal for the problem studied in this section: Any other distribution compatible with π : R n+k → R n specified by a form β with non-trivial constant coefficients is induced from H in this example by a linear transformation R n ⊕ so n → R n+k that leaves R n invariant and transforms so n to R k properly. Therefore, as an alternative it suffices to prove Lemma 5 for B 1 and B 2 in this particular example only, since convexity is preserved by linear transformations. Remark 5 Note that for the above reasoning to hold, we only need F to be quasiconvex instead of convex. However, these two properties are equivalent due to the linearity of F along rays. Now consider Problem 3. By Theorem 1, there is a solution of the form
for a pair of orthonormal vectors u and v in R n . For c given by (3.3) , direct computation shows that h(c) =
So to solve Problem 3 it suffices to find the pair (u, v) that maximizes F[β(u, v)].
In the following, we will outline the procedures to determine the simple circle solutions in the cases when F is linear and when F is a norm.
Solution circles when F is linear. Suppose that F(h) = ρ
T h is linear for some constant ρ ∈ R k . Then
where Z 0 is the skew symmetric matrix defined by
Denote by σ 1 (Z 0 ) the largest singular value of Z 0 . Then it is a well known fact in linear algebra that the orthonormal u and v that maximize u T Z 0 v must be the left and right singular vectors of Z 0 corresponding to the singular value σ 1 (Z 0 ), i.e.,
Together, u and v span a two dimensional subspace of R n invariant under Z 0 . A solution to Problem 3 is then given by (3.3) . A solution to Problem 2 is a scaled version of (3.3). These solutions are well known for the micro-organism swimming problem, for example, in [13] where R k = R 3 is the space of translations of the microorganism and ρ is aligned with the positive z-axis.
Note that (u, v) satisfying (3.4) is in general not unique for two reasons: Z 0 could have multiple singular values equal to σ 1 (Z 0 ); and even if this is not the case, a rotation of u and v within the plane they span will yield a new orthonormal pair satisfying (3.4). As a result, any simple circle of unit energy through the origin and contained in an invariant plane of Z 0 corresponding to σ 1 (Z 0 ) will solve Problem 3.
Solution circles when F is a norm. Suppose that
. A solution to Problem 3 is then given by a simple circle contained in the plane spanned by u and v.
First of all, for each p = 1, . . . , k, define Z p as the skew symmetric matrix
where β p ij is the p-th component of β ij ∈ R k , 1 ≤ i, j ≤ n. Let σ 1 (Z p ) be the largest singular value of Z p , and let (u p , v p ) be a pair of left and right singular vectors of Z p corresponding to σ 1 (Z p ). The solution is simple when · is the L 1 -or L ∞ -norm. So we will simply point out the results. If F is the L ∞ -norm, the pair (u, v) that maximizes β(u, v) is the pair (u p , v p ) for a p with the largest σ 1 (Z p ). If F is the L 1 -norm, then define A {±Z 1 ±Z 2 ±· · ·±Z k }, and choose a Z ∈ A with the largest σ 1 (Z). The pair (u, v) that maximizes β(u, v) is then given by a pair of left and right singular vectors of Z corresponding to σ 1 (Z).
We focus on the more interesting case where · is the L 2 -norm in the rest of this section. In this case, since β is anti-symmetric, the pair (u, v) maximizing β(u, v) subject to u = v = 1 will automatically be orthogonal to each other. So we might as well drop the orthogonality constraint. Write
Therefore, to maximize β(u, v) under the constraint that u = v = 1, we need 4. Higher Rank Case. Solving Problem 2 and Problem 3 in the higher rank case is much more difficult than in the rank two case, and generally one can not expect analytic characterization of solutions as Theorem 1. In this section, however, we shall study a special class of higher rank problems for which analytical characterization is possible. The result will then be applied in Section 5 to the snake example.
Consider the following co-dimensional one distribution H on R 3 with base space R 2 . The forms α and β specifying H as in (2.4) and (2.6) are respectively
for some integer r ≥ 2. By Lemma 2, the rank of H at the origin is r + 1. Suppose that the metric ·, · H is obtained by lifting the the standard metric on R 2 , and that F : R → R is the identity map. So Assumption 1 in Section 2.4 is satisfied.
For a loop c in R 2 based at 0 enclosing a surface S, h(c)
.2)
Lemma 6 There is a solution c to problem (4.2) such that 1. c is contained exclusively in the closed right half plane; 2. c has no self-crossing, and encloses a convex region S; 3. S is symmetric with respect to the x 1 -axis.
To prove each claim one shows that for a loop c not satisfying the condition, a better loop can be obtained by transforming c properly. As an example, for claim 2 one can "flip" outside a certain segment of a non-convex c contained strictly in its convex hull to obtain a loop with the same energy but a larger holonomy. We omit the proof here. Let c be a solution to problem (4.2) satisfying the conditions in Lemma 6. Because of the symmetry, it suffices to study the first half of c only, which starts from the origin at time 0, follows the graph of a convex function f below the x 1 -axis during [0, 1/2], and reaches a point (a, 0) with a > 0 on the x 1 -axis at time 1/2. Such a c = (x 1 , x 2 ) must solve the following optimal control problem:
Note that a is a parameter to be determined later so thatẋ 1 ( 
By the maximum principle, u 1 , u 2 for the optimal solution can be determined as
while λ i , i = 1, 2, 3, satisfẏ
Thus λ 2 and λ 3 are constant. Their signs can be determined as λ 2 ≥ 0 and λ 3 < 0. In fact, λ 2 ≥ 0 follows from −λ 2 = u 2 (0) =ẋ 2 (0) ≤ 0. Denote τ ∈ (0, 
2 . After integration we obtaiṅ
for some constant C > 0. Therefore,
Note that |C| ≥ λ 2 /λ 3 , for otherwiseẋ 1 is not defined at time 0. Since x 1 = a anḋ
, a can be determined as
The graph of the function f that c follows during [0,
) by (4.6), we have
The boundary conditions x 2 ( 
The procedure to determine λ 2 /λ 3 and C to satisfy the above conditions is summarized as follows: 1. Choose a fixed λ 2 /λ 3 , say, λ 2 /λ 3 = κ 0 < 0; 2. Find C so that (4.9) is satisfied, say, C = C 0 . Note that a in (4.9) is determined by (4.7); 3. Use κ 0 and C 0 in (4.7) to compute an a, say, a = a 0 ; 4. Use κ 0 , C 0 , and a 0 in (4.8) to integrate for a function x 2 = g(x 1 ) on [0, a 0 ]; The function g obtained so far is in general not the desired function f , since constraint (4.10) may not be satisfied. However, f can be obtained from g by a proper scaling. In fact, define
. 
Define a function
It can be verified that the obtained f satisfies (4.9) and (4.10) for λ 2 /λ 3 = κ 0 µ −r and C = C 0 µ −r , and is indeed the desired function whose graph c follows during [0, 1 2 ]. If one is interested only in the shape, not the scale, of the solution to problem (4.2), then the last step can be skipped.
Remark 7
The time parameterization of c is recovered using the fact that c has constant speed along the graph of f on [0, 1 2 ]. Or alternatively, by (4.6),
Note that Φ(x 1 ) is a strictly increasing function satisfying Φ(a) = .3) obtained from the above procedure for the case r = 2, 4, 10. In particular, in the case r = 2, the solution loop is part of the trajectory of a charged particle moving on R 2 in a magnetic field B with linear components and direction perpendicular to the plane. The trajectory is called the grad B drift since it exhibits an overall drift orthogonal to the direction grad |B|. See [1] for further details. That the equation governing the solution loops is integrable in the r = 2 case has been pointed out in [14] previously.
5.
A Three-Segment Snake. We now return to the motivating example in Section 1, and consider the case with n = 2. So the snake consists of three rigid segments, whose orientations are given by the angles θ i , i = 1, 2, 3. The configuration space is T 3 , with a Riemannian metric given by (1.6), where
By (1.8), the co-dimension one distribution H is the kernel of the one-form
Suppose now that the snake is at the initial configuration q corresponding to θ 1 = θ 2 = θ 3 = 0, i.e. the three segments of the snake are all aligned in the positive horizontal direction. To compute the rank at q, we perform the following coordinate transformation in a neighborhood of q:
where C 12 , C 23 , C 13 are defined by
From the above equations, the kernel of ω is the same as the kernel of
which is of the standard form (2.1). Note that C 12 , C 23 , C 13 are independent of φ 3 , as the distribution H is compatible with the bundle structure π :
The form α defined in (2.4) is given by 
One can verify that
As a result of Lemma 2, the rank at q is three.
Suppose that the test function F : R → R is the identity map. To find the asymptotically optimal loop c based at q in the plane Π solving Problem 1, we can replace β by its first order approximate − 51 250 φ 1 dφ 1 ∧ dφ 2 , which is exactly of the form (4.1) with r = 2. Thus the results in Section 4 can be applied directly here.
In particular, the optimal loop c is computed in Section 4, and plotted in Figure 4 .1 with coordinates x 1 = φ 1 and x 2 = φ 2 . Horizontally lifting c in Π to a curve γ based at q in the (φ 1 , φ 2 , φ 3 ) coordinates, transforming γ back to the (θ 1 , θ 2 , θ 3 ) coordinates using transformation (5.1), and finally using equations (1.4) and (1.5), we obtain an asymptotically most efficient motions for the snake to turn starting from the initially aligned position. Figure 5 .1 shows the snapshots of the motions obtained numerically at equally spaced time instances. Note that here we choose a relatively large scale of c in the plots to make this asymptotic motion more obvious.
Remark 8 By equation (5.2), in a neighborhood of the origin in the (φ 1 , φ 2 ) coordinates, β = 0 if and only if φ 1 = 0, i.e., if and only if θ 1 + θ 3 − 2θ 2 = 0. The rank is three at points satisfying this condition and two otherwise. As a result, when the snake starts from a shape close to the aligned one, in the asymptotic sense it is more difficult to turn if its initial is such that θ 1 + θ 3 − 2θ 2 = 0.
6. Extension to Principal Bundles. Due to their asymptotic nature, our results can be easily generalized to more complicated spaces such as principal bundles, as is described briefly in the following. For a Lie group G with Lie algebra g, a principal G-bundle π : Q → M is a fiber bundle whose structural group G acts freely and transitively on each fiber from the right. So each fiber is a copy of G and the vertical space V q =im(σ q ) at each q ∈ Q can be identified with g via the map σ q : ξ ∈ g → q · ξ ∈ T q Q. A connection form Θ on Q is a g-valued one-form with ker Θ q ⊕ V q = T q Q and Θ q • σ q =id g , ∀q ∈ Q. Thus H ker Θ defines a horizontal distribution on Q invariant under the action of G. The holonomy h(c) of a loop c in M based at m can be identified as an element of G, and is determined up to a conjugacy class in G when varying the base point q of the horizontal lift [11] . Suppose that ·, · H is a sub-riemannian metric on H invariant under the action of G. Such ·, · H is obtained by lifting a riemannian metric ·, · M on M . For a loop c in M based at m, we can define its rank r q (c) ∈ N and the asymptotic holonomy η q (c) ∈ g such that h(c ǫ ) ∼ η q (c)[L(c ǫ )] rq(c) as ǫ → 0. Here the scaled loop c ǫ is defined by identifying M locally around m with an open subset of R n via a coordinate map χ. It is easy to see that both r q (c) and η q (c) are independent of the choice of χ, thus they are well defined. A test function is a map F : g → R. For example, F can be the inertial tensor F(ξ) = σ q (ξ), σ q (ξ) Q , ∀ξ ∈ g, for some metric ·, · Q on Q that restricts to ·, · H on H.
With the above notions, we can define the asymptotic holonomic efficiency problem on principal bundles. In a neighborhood of q, Q and R n ⊕ g are the same in terms of computing asymptotic holonomy. Therefore, our previous results can be directly applied in this case.
