Abstract-This paper addresses the design of a dynamic, nonlinear, time-invariant, state feedback controller that guarantees constraint satisfaction and offset-free control in the presence of unmeasured, persistent, non-stationary, additive disturbances. First, this objective is obtained by designing a dynamic, linear, time-invariant, offset-free controller, and an appropriate domain of attraction for this linear controller is defined. Following this, the linear (unconstrained) control input is modified by adding a perturbation term that is computed by a robust receding horizon controller. It is shown that the domain of attraction of the receding horizon controller contains that of the linear controller, and an efficient implementation of the receding horizon controller is proposed.
I. INTRODUCTION
The control of systems in the presence of constraints is an important task in many application fields because constraints "always" arise from physical limitations and quality or safety reasons. Moreover, in practical applications disturbances are usually present, and often they are not measurable and predictable. For example, in the chemical industries disturbances arise from interactions between different plant units, from changes in the raw materials and in the operating conditions (such as ambient temperature, humidity, etc.).
The design of control algorithms able to stabilize plants subject to unknown bounded disturbances in the presence of input and state constraints has been the subject of several works [l], [2] , [3] . These surveys discuss how the important goal of guaranteeing closed-loop stability and constraint satisfaction can be obtained.
In many practical applications, especially in the process industries, disturbances are often non-stationary. It is clear that if an unmeasured disturbance keeps changing with time, offset-free control is not possible, whereas if the disturbance is non-stationary (i.e. integrating), offset-free control is an achievable goal. One basic objective of an effective control algorithm is that it guarantees offset-free control whenever this is possible.
However, none of the existing algorithms with stability guarantees can also guarantee offset-free control in the case of non-stationary disturbances. In this paper, a novel control design method for constrained systems subject to unmeasured bounded disturbance is presented. The proposed controller is guaranteed to remove steady-state offset in the controlled variables whenever the disturbance reaches an (unknown) constant value. The controller is also guaranteed to satisfy input and state constraints.
The proofs for the results stated in this paper can be found in [4] .
Notation: Where it will not lead to confusion, o ( k ) will denote the actuaZ value of the infinite sequence o(.) at time k, while wk will be used to denote the prediction of w(z+k) at a time instant k steps into the future if w = q, = ~( z ) is the value of the variable at current time z. Given a set R, A ' '
is the set of infinite sequences o(.) := {o(O),w(l),. ..} that take on values in R, i.e. 
PROBLEM DESCRIPTION
In this paper we consider a discrete-time, linear, time-
in which x E W" is the plant state, x+ is the plant successor state, U E W' " is the control input (manipulated variable), d E R ' is a persistent, unmeasured disturbance and z E WP is the controlled variable, i.e. the variable to be controlled to the origin. Affine inequality constraints are given on the state and input, i.e.
invariant plant:
where X := R".is the state space, U := W"' is the input space, X is a polyhedron (a closed and convex set that can be described by a finite number of affine inequality constraints) and 9 ' 2 is a polytope (a bounded polyhedron); the origin is contained in the interior of X x %.
Assumption I (General):
A measurement of the plant state is available at each sample instant, (A, B) is stabilizable, (A,C,) is detectable and rank[ I -A c, -B o ] = n + p .
(3)
Notice that the last condition implies that the dimension of the controlled variable cannot exceed the dimension of either the state or the input, i.e. p 5 min{n,m}.
A dynamic, nonlinear; time-invariant state feedback controller is to be designed and is to assume the following structure:
where we also define the following:
In general, since the disturbance is persistent and unknown it is impossible to drive the controlled variable to the origin. However, we consider the following restriction on the disturbance: Assumption 2 (Disturbance): At each time instant, the current and future disturbances are unknown. The disturbance sequence d ( -) takes on values in a polytope 9 c R' containing the origin and asymptotically reaches an unknown steady-state value, i.e. d ( k ) E B for all k E N and there exists a J E 9 such that lim,,,d(k) = 2.
Under the above assumptions we present a novel method for designing a dynamic, nonlinear, time-invariant state feedback controller (4) that, for any allowable disturbance sequence (any infinite disturbance sequence that satisfies Assumption 2), accomplishes the goal of driving the controlled variable to the origin, while respecting the state and input constraints, i.e. lim ~( k ) = 0 ( 9 4
and all k E N.
LINEAR CONTROLLER D E S~G N A. The Augmented System
In order to address the problem we make use of the following auxiliary system to define the controller state dynamics:
( 1 0 4 d+ =d+x-P.
( 1 Ob)
The system (10) corresponds to using a dead-beat observer for the following system:
in which it is clear that & E R", which has been added to remove any offset, is an integrating (step) disturkance acting on the state P E E*. Note that the dimensions of d and d need not be the same in order to guarantee offset-free control. By combining the plant dynamics (la) and the auxiliary system (lo), we obtain the following augmented system: g+ =de +28U+Bd, 
B. Unconstrained Offset-free Controller Design
When a non-zero persistent disturbance affects a system, the origin of the state and input needs to be shifted in order to cancel the effect of such a disturbance on the controlled variable [ 5 ] , [6] . To this aim, at each sample instant we use the estimate of the future disturbance and compute the steady-state target (2, ii) such that one can drive the controlled variable to the origin. When the dimension of the input is equal to the dimension of the controlled variable (m = p ) these targets are uniquely defined by:
Notice that this corresponds to finding the pair (2, U) such that 
For a given augmented state 4, one can think of (X* (5) ,U* ( 5 ) ) as the new 'origin' around which the system should be regulated. Solving for (P (0, U* ( 5 ) ) is trivial: 
U = U * ( 5 ) + K ( X -P ( { ) ) .
(18) 
=xe. The maximal constraint-adniissible robustty positively invariant set Qb, for the closed-loop system (23) is defined as all initial states in 5 for which the evolution of the system remains in Z for all allowable infinite disturbance sequences:
The set @m as defined in (26) is non-empty, contains the origin in its interior and is finitely determined (described by a finite number of affine inequality constraints).
Since (23) is linear and time-invariant and E is given by a finite number of affine inequality constraints, 0-is easily computed by solving a finite number of LPs [7] .
The following result states that, provided the augmented state is in @-at time 0, then the evolution of the augmented system under the linear control U = X { is such that offsetfree control is guaranteed and the state and input constraints are satisfied for all allowable disturbance sequences:
Proposition 
dTd I 5 E 8,). (28)
We can now also define X, to be the set of plant states for which there exists a controller state such that the augmented
(29)
. state is in 8,:
Clearly, (28) is feasible if and only if x(0) E X,.

IV. RECEDING HORIZON CONTROLLER DESIGN
The set X, is the set of initial plant states for which the controlled variable will be driven to the origin by the linear control U = X ( . This section presents an efficient approach for computing a nonlinear controller, which enlarges the set of initial plant states for which the controlled variable can ultimately be driven to the origin. This will be achieved by using ideas from model predictive control for constrained
A. Definition and Properties of the Receding Horizon Controller
Similar to the idea proposed in in terms of a finite number of affine inequality constraints is straightforward and a result that allows one to do this efficiently is given in Section IV-B. In order to define the receding horizon controller, we need to define an associated FHOCP. Similar to [9] , [lo] , we choose to define PN({), the FHOCP to be solved for a given We assume here that the minimizer of PN(<) exists; this assumption is justified in Section IV-B.
5, as
As is standard in receding horizon control [2] , [3] , [XI, for a given state 5, we only keep the first element vij (5) of the solution to the FHOCP. Using this receding horizon principle, we define our controller in (4) by substituting
into the equation for the augmented system (1 1) and comparing it with the expression for the closed-loop dynamics (7).
In other words, the controller state dynamics map in (4a) is given by and the controller output map in (4b) is y(x,o) := z -4 + v ; ; ( t ) .
(36b)
It is important to be able to determine all the plant states for which one can guarantee that problem P , ( { ) has a solution. The set of plant states XG for which one can initialize the controller state such that the set of admissible input perturbations W,(C) is non-empty (and PN(t) has a solution) is given by
As will be shown below, XG is the set of plant states in % for which the controlled variable will be driven to the origin by the controller (4), if a and y are given by (36).
We can now give our first main result: As in Section III-C, we need to initialize the controller state correctly such that P,({(O)) has a solution. A sensible method for simultaneously obtaining an optimal initial controller state and input perturbation sequence is to solve the following, given the initial plant state x(0):
where A is a strictly positive scalar. We conclude this section by pointing out that, because of the above, (40) is also a finite-dimensional strictly convex
B. Eficient
QP.
V. CONCLUSIONS This paper has shown how one can design a nonlinear, time-invariant, dynamic state feedback controller that guarantees constraint satisfaction and offset-free control in the presence of a persistent, non-stationary, additive disturbance on the state. The design of the controller was split into two parts:
The design of a dynamic, linear, time-invariant controller. A deadbeat observer is used to estimate the disturbance, the new steady-state is given as a linear 
