Using fMRI we investigated the neural basis of audio-visual processing of speech and non-speech stimuli using physically similar auditory stimuli (speech and sinusoidal tones) and visual stimuli (animated circles and ellipses). Relative to uni-modal stimuli, the different multi-modal stimuli showed increased activation in largely non-overlapping areas. Ellipse-Speech, which most resembles naturalistic audio-visual speech, showed higher activation in the right inferior frontal gyrus, fusiform gyri, left posterior superior temporal sulcus, and lateral occipital cortex. Circle-Tone, an arbitrary audio-visual pairing with no speech association, activated middle temporal gyri and lateral occipital cortex. Circle-Speech showed activation in lateral occipital cortex, and Ellipse-Tone did not show increased activation relative to uni-modal stimuli. Further analysis revealed that middle temporal regions, although identified as multi-modal only in the Circle-Tone condition, were more strongly active to Ellipse-Speech or CircleSpeech, but regions that were identified as multi-modal for Ellipse-Speech were always strongest for Ellipse-Speech. Our results suggest that combinations of auditory and visual stimuli may together be processed by different cortical networks, depending on the extent to which multi-modal speech or nonspeech percepts are evoked.
Introduction
Although sensory inputs from different modalities are segregated at the periphery, cortical processing must ultimately integrate these inputs. Studies of multi-modal integration have been pursued on different levels of complexity and abstractness. At lower levels, investigators have focused on arbitrary stimuli, such as flashing lights and simple tones. These can be integrated into a unified percept, largely by virtue of their temporal synchronization. At higher levels, the modalities through which a stimulus is presented may still have some temporal relationship, but may also have further associations beyond the simple temporal one. For example, in audio-visual speech the sound of speech and the movement of the lips are related in time, but are also related by phonological knowledge. Multi-modal integration has been shown to support faster response times and better detection rates (Frens, Van Opstal, & Van der Willigen, 1995; Hughes, Reuter-Lorenz, Nozawa, & Fendrich, 1994; Miller, 1982) , and improve detection and recognition of speech in noise (Grant & Seitz, 2000; Sumby & Pollack, 1954) . There is now a large body of work on the neural basis of multi-modal integration, focussing on one level or the other, but rarely both.
Early investigations of the neural basis of audio-visual integration used electrophysiological recordings of small numbers of cells in the superior colliculus to demonstrate increased activity to very simple co-occurring audio-visual stimuli (King & Palmer, 1985; Meredith & Stein, 1983 , 1986 , though more recent work has examined cortical cells in the superior temporal sulcus (STS) (Barraclough, Xiao, Baker, Oram, & Perrett, 2005) . The development of human neuroimaging methodologies have made it possible to investigate the integration of more complex stimuli in the human cortex. The use of simple audio-visual stimuli has continued to play a role in the understanding of multi-modal integration in the human brain. Calvert, Hansen, Iversen, and Brammer (2001), for example, presented rotating checkerboards paired with bursts of white noise and found integration-related activity in the STS, the superior colliculus, insula, frontal regions, parietal regions, and occipital gyrus. Degerman and colleagues (2007) found greater activity in the inferior and middle frontal gyrus (MFG) and in the temporal cortex when participants attended to the conjunction of multiple modalities as opposed to a single modality. Additionally, integration of moving visual and auditory information activated bilateral superior temporal cortex and the precuneus (Baumann & Greenlee, 2007) .
Functional magnetic resonance imaging of human participants has also made it possible to study the neural basis of audio-visual (AV) integration as it affects conscious perception. For instance, Dhamala, Assisi, Jirsa, Steinberg, and Kelso (2007) 
