Figure S1
In-situ neutron diffraction pattern for CsHSO 4 
obtained during the MANSE measurements
In addition to the above experimental checks, the putative presence of residual water in the sample was established from the measured MANSE data, as scattered intensities for a given nuclide are proportional to the product of its relative molar abundance and corresponding neutron-scattering cross section. For pure CsHSO 4 , the expected ratio of proton MANSE intensities relative to heavier species is 3.7531. Experimentally, we find 3.75±0.23 at 300 K, a figure that translates into an upper bound of molar content of H 2 O relative to CsHSO 4 of 0.03. 
Computational Details
In addition to the PW-DFT calculations presented in the main manuscript, solid-state calculations were also performed by employing the linear-combination-of-atomic-orbitals (LCAO) approach as implemented in CRYSTAL14 [5] . To this end, crystal orbitals were expanded as linear combinations of atom-centered Gaussian-type functions. Non-metals were treated with Pople's split-valence double-zeta basis set 6-31G** [6] as well as using a triple-zeta-quality, solid-state-optimized pob-TZVP [7] set of functions. The Hay-Wadt small-core pseudopotential basis-set, constructed by Baranek et al. [8] , has been applied to Caesium. The computational conditions for the evaluation of the Coulomb and exchange series have adopted truncation tolerances of 10 Monkhorst-Pack/Gilat shrinking factors for k-point sampling of reciprocal space were set to 1616. The convergence criterion on total energies for the SCF cycles was set to 10 -12 Ha and the total convergence criteria for the geometry optimization process on total energy, atomic displacement and energy gradient were defined as 10 -10 Ha, 10 -5 Å, and 5
x 10 -5 Ha/Å -1 , respectively. Harmonic frequencies for the fully-optimized crystal structures were calculated with the finite-displacement method.
To date, CRYSTAL14 provides the largest number of exchange-correlation functionals among all solid-state DFT codes available. Various exchange-correlation functionals were adopted, including semi-local GGA (BLYP [9] [10] [11] , PBE [12, 13] , PBEsol [14, 15] , SOGGA [16] ), meta-GGA (M06-L [17] ) as well as standard (B3LYP [10, 18, 19] , PBE0 [20] , WC1LYP [10, 21] , PBEsol0 [14, 15, 20] ) and range-separated (HSE06 [22, 23] ) hybrid (HF/DFT) functionals. In terms of the exchange-enhancement factor F x (s), the selection of functional varies from 'hard' (BLYP) to 'soft' (PBEsol) and includes some recent solid-state-oriented developments like SOGGA, HSE06 or WC1LYP. The influence of vdW interactions is determined here via the use of PBE in combination with Grimme's D2 method [24] .
From a methodological viewpoint, it is important to emphasize that the use in this work of ad-hoc semiempirical corrections to account for vdW forces is primarily motivated by the observed cancellation of errors between (overly attractive) vdW corrections and (repulsive) contributions from the exchange-correlation functional. As described in more detail below, our detailed comparison with experimental data has not been based on the D2* scheme but, rather, on the more recent method by Tkatchenko-Scheffler (TS) [24] . The latter can account for differences in vdW corrections for a given atom depending on its local environment and, therefore, it is of particular relevance and applicability to the solid state. In TS, s R is the only adjustable semi-empirical parameter and its value is inversely proportional to the overall contribution of vdW corrections. In our particular case, we have used s R = 1.05 (0.92) for PBE (rPBE), obtaining very similar results in either case. All remaining parameters have not been changed relative to the original TS parametrisation. Furthermore, the original PBE value for s R is 0.94, yet Bucko et al. [25] have recently argued that its average in solids is higher (s R = 0.97) and also closer to our value of 1.05. Since no parametrisation is currently available for rPBE, we can use the 'hard' BLYP and B3LYP schemes as a guide. The original BLYP parametrization gives s R = 0.62 and more recent studies on hydrogen-bonding in water have used a sensibly higher value of s R = 0.75 [26] . The quoted work is based on reference MP2 calculations, which are also known to overestimate vdW interactions. Similarly, a recent parametrisation of B3LYP-TS gives s R = 0.84 [27] . In view of the above, our value of s R is entirely consistent with those reported in the literature. In addition, we show below that this prescription provides a satisfactory description of available experimental data for CsHSO 4 phase III.
Structural Parameters of CsHSO 4 phase III

PW-DFT vs LCAO-DFT: Cell Volume
The results of the full-structural optimization using PW and LCAO methodologies are presented in Fig. S1 . The LCAO calculations confirm the same trend in predicted volumes between 'hard' and 'soft' GGA. They also show some advantages of solid-state-oriented functionals (e.g. HSE06, WC1LYP, PBEsol, SOGGA) and further suggest a promising performance for meta-GGA (M06-L). However, as one can see in the discussion of calculated vibrational spectra further down below, M06-L leads to unreliable phonon structure for this particular system.
When comparing pure-and hybrid-GGA one can note that imposing exact HF-exchange results in relative differences being generally below 5%. While the LCAO scheme allows a much more efficient use of hybrids, nonlocal functionals are computationally intensive in PW-DFT calculations. None of the tested approaches can properly treat vdW forces. Therefore, the use of dispersion corrections is essential. To date, CRYSTAL14 only allows the use of Grimme's D2 scheme.
In Fig. S1 , one can also note that LCAO calculations result in visibly larger volumes than PW if comparing PBE, PBEsol, or PBE-D2 data (but no more than 5%). PBE-D2* re-parametrization also leads to similar differences, indicating that that LCAO-based parametrizations of ad hoc vdW corrections available in the literature (often noted as DFT-D*) may be neither universal nor accurate for PW-DFT calculations and vice versa. In summary, we find that none of the tested models using LCAO-DFT could outperform PW-DFT in the calculation of unit-cell volumes for CsHSO 4 phase III. Figure S2 shows covalent bonds and close-contacts for CsHSO 4 phase III using the data of Ref. [3] . Table S1 compares these data with representative PW-DFT calculations.
PW-DFT: Interatomic Distances
Figure S3
Asymmetric unit and close-contacts in CsHSO 4 phase III after the work of Itoh et al. [3] . Labels (a-j) denote Cs⋅⋅⋅O contacts.
Table S1
Selected interatomic distances (Å) in CsHSO 4 phase III obtained from the PW-DFT calculations. Results of constrained and full-cell relaxation are compared with the experimental data of Ref. [3] shown in the last row of this table. Cs⋅⋅⋅O contacts have been labelled as in Fig. S2 . 
Phonon Calculations
PW-DFT vs LCAO-DFT: INS Spectra
Calculated INS spectra using PW-and LCAO-DFT are presented in Fig. S3 , while a detailed mode assignment is given in Section 4 below. For CsHSO 4 phase III, we find that PW-DFT calculations provide an overall closer match to available experimental data than CRYSTAL14/DFT/6-31G**, thereby justifying their eventual use in the detailed interpretation of the INS and MANSE results in the main manuscript. Analyzing the -point LCAO calculations, INS spectra display a prominent band around 100 meV, corresponding to out-of-plane OH bending motions. There is also an upward shift of vibrational energies accompanying the transition from 'hard' (BLYP) to 'soft' (PBEsol) functionals. If compared to pure-GGA analogs, no advantage in the use of hybrid functionals could be found in the present case. Also, meta-GGA (M06-L) calculations result in an unreliable phonon structure, poorly matching the experimental INS data. Such an effect may be partially attributed to the high degree of parametrization of M06-L to account for long-range dispersive interactions in molecular systems. On the whole, BLYP, PBE, and PBEsol provide acceptable results, with a similar intensity distribution over 10 meV, that is, in the internal-mode range.
The PW-DFT simulations were performed both at the -point and by averaging the spectra calculated over 37 qpoints. While the INS spectrum is not greatly affected by mode dispersion in the intermolecular range, such effects are of significance for the lattice-modes below 10 meV. A detailed inspection of phonon energies and associated intensities clearly shows that rPBE-TS* and PBE-TS* provide an improved agreement with experimental data relative to other local-GGA models. Tkatchenko-Scheffler (TS) corrections [24] were also found to give better agreement with experimental results than Grimme's (D2) scheme.
Unlike any other DFT model for CsHSO 4 phase III explored in this work, rPBE-TS* and PBE-TS* also provide a reasonable agreement at the lowest energy transfers. In this region, the most intense doublet around 15 meV has been generally attributed to Cs•••O stretching modes. These close-contacts clearly depend on cell volume. Therefore, the position of related stretching modes largely dictates the accuracy of our computational description of the Cs•••O framework. [28] compared with DFT predictions using several exchangecorrelation functionals (PW-DFT/CASTEP/NCPPs/880eV and LCAO-DF/CRYSTAL14/6-31G**). The theoretical results refer to Γ-point simulations (LCAO-DFT and PW-DFT) as well as dispersion-averaging over the 37 q-points (PW-DFT). All computed spectra include overtones and combination bands up to tenth order.
As mentioned above, explicit inclusion of vdW corrections has certain advantages over the use of a fixed-cell scheme based on experimental values, as the latter approach gives rise to spurious internal stresses in the crystal structure and concomitant shifts in calculated vibrational frequencies. Such an effect is clearly visible in Fig. S3 for rPBE. Comparing the fixed-cell and full-optimization schemes, one can note that internal stresses have a profound effect in the resulting INS spectrum over the entire energy-transfer range.
It is also worth noting that commonly used, fixed-cell PW-PBE calculations give reasonable agreement with experimental data. We also observe that the same fixed-cell methodology applied to LCAO calculations tends to give some large and spurious upward shifts. Surprisingly, such an effect is quite prominent with pob-TZVP.
In Fig. S4 , we present the influence of basis-set choice on the INS spectrum as calculated using a fixed cell and either PW-or LCAO-DFT schemes. One can clearly see that a PW energy cutoff of 880 eV results in a wellconverged internal-mode spectrum, while providing a good compromise between numerical quality and computational cost. Alternatively to linear-response schemes, the -point spectrum has also been calculated using finite displacements with highly-accurate, on-the-fly ultrasoft-pseudopotentials (USPPs). Since in this case the total-energy converges with a much-lower number of PWs, the resulting data tends to approach the one calculated with normconserving pseudopotentials (NCPPs) and a PW cutoff of 1500eV. In summary, the influence of basis-set size on calculated PW-DFT spectra is rather small.
Somewhat surprisingly, we observe significant differences between the 6-31G** and pob-TZVP predictions, as shown in Fig. S4 . Such an effect might be attributed to basis-set superposition errors (BSSEs). Small basis sets might stabilize the crystal structure more due to a larger BSSE, compensating the deficiency of semi-local PBE to treat vdW interactions and, therefore, giving a smaller (and spurious) internal stress and smaller concomitant shifts in calculated INS spectra. However, the PW-DFT calculations do not support such an assumption, since they are free of BSSEs and do not lead to a significant upward energy shifts with increasing energy cutoff. The nature of this effect for pob-TZVP may be, hence, more intricate than anticipated. 
PW-DFT vs LCAO-DFT: High-energy (OH) Stretching Modes
High-energy (OH) stretching modes are hardly discernible from the INS data, due to recoil effects arising from the high momentum-transfers in this energy region. According to the room-temperature FT-Raman study by Baran and Marchewka [29] , these modes appear at ~300 and 350 meV. According to Fig. S5 , their precise location is strongly dependent on the choice of functional, with differences of up to nearly 100 meV between 'hard' and 'soft' implementations of GGA. As mentioned above, inclusion of exact HF-exchange results in an upward shift of (OH) energies, further increasing with HF fraction and softening of the GGA functional. The inclusion of vdW corrections was also found to be of relevance for these high-energy modes. 
PW-DFT: Phase Stability
In most cases, the use of the pure GGA functional results in the occurrence of multiple mechanical instabilities beyond the -point. Each soft mode has been characterized in terms of its energy and related q-point, as shown in Table S2 . The inclusion of vdW corrections results in fully stable equilibrium structures with P2 1 /c symmetry. The occurrence of soft-modes in the fixed-cell PBE and rPBE calculations is illustrated in Fig. S6 . 
Normal-mode Animations
The results of rPBE-TS* PW-DFT calculations are analyzed in detail below. For ease of visualization, all vibrational-mode animations are presented using the supercell as well as the C 2 -symmetry pseudo cell, as illustrated in Fig. S7 . Web links to interactive animations as well as approximate mode assignments can be found in Table S3 . 
