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In this paper, we prove two theorems on |A|k , k = 1, summability factors for an
infinite series by replacing a Riesz matrix with a lower triangular matrix and using quasi-
power-increasing sequences instead of almost increasing sequences. We obtain sufficient
conditions for
∑
anλn to be summable |A|k, k = 1, by using quasi-f -increasing sequences.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Recently there have been a number of papers written dealing with absolute summability factor theorems of order k = 1,
see e.g. [1–9]. Among them Bor and Debnath [1] enhanced a theorem of Mazhar [6] considering a quasi-β-power-increasing
sequence {Xn} for some 0 < β < 1 instead of the case β = 0. Later on Sulaiman [9] has improved the same theorem by
replacing an almost increasing sequence with a quasi-f -increasing sequence. Leindler [5] moderated the conditions of the
theorem of Bor–Debnath.
The main purpose of this paper is to generalize as well as to moderate the theorem of Sulaiman [9], who considered the
problem for the special case of weighted mean matrix.
A positive sequence {bn} is said to be an almost increasing sequence if there exist an increasing sequence {cn} and positive
constants A and B such that Acn 5 bn 5 Bcn (see [10]). Obviously, every increasing sequence is almost increasing. However,
the converse need not be true as can be seen by taking the example, say bn = e(−1)nn (see [6]).
A positive sequence γ := {γn} is said to be a quasi- β-power-increasing sequence if there exists a constant K = K (β, γ ) =
1 such that
Knβγn = mβγm (1.1)
holds for all n = m = 1. It should be noted that every almost increasing sequence is a quasi-β-power-increasing sequence
for any nonnegative β , but the converse need not be true as can be seen by taking an example, say γn = n−β for β > 0
(see [2]). If (1.1) stays with β = 0 then γ is simply called a quasi-increasing sequence. In [3], Leindler showed that the class of
quasi-increasing sequences is equivalent to the class of almost increasing sequences. It is clear that if {γn} is quasi-β-power-
increasing then
{
nβγn
}
is quasi-increasing.
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Quite recently, Sulaiman [9] generalized this definition by considering f := {fn} =
{
nβ (log n)µ
}
, µ > 0, 0 < β < 1
instead of nβ . A positive sequence γ = {γn} is said to be a quasi-f -power-increasing sequence, if there exists a constant
K = K (γ , f ) = 1 such that Kfnγn = fmγm holds for all n = m = 1.
The concept of absolute summability of order k = 1 was defined by Flett [11] as follows. Let
∑
an denote a series with
partial sums {sn} , A a lower triangular matrix. Then∑ an is said to be absolutely A-summable of order k = 1, written∑ an
is summable |A|k , k = 1, if
∞∑
n=1
nk−1 |Tn−1 − Tn|k <∞, (1.2)
where
Tn =
n∑
v=0
anvsv.
Let tn denote the nth (C, 1)mean of the sequence {nan} ; i.e., tn := 1n+1
∑n
k=1 kak.
Wemay associate A two lower triangular matrices A¯ and Aˆ as follows:
a¯nv =
n∑
r=v
anr , n, v = 0, 1, . . . ,
and
aˆnv = a¯nv − a¯n−1,v, n = 1, 2, . . . ,
where
aˆ00 = a¯00 = a00.
For any sequence {λn}, the forward difference operator∆ is defined by∆λn = λn−λn+1. For any double sequence {unv},
we write∆nunv = unv − un+1,v.
Before we state our main results we designate A = (anv) to be of class A if the following hold;
A is lower triangular; (1.3)
anv = 0, n, v = 0, 1, . . . ; (1.4)
an−1,v = anv for n = v + 1; (1.5)
a¯n0 = 1, n = 0, 1, . . . ; (1.6)
Recently, Rhoades and Savaş [7] obtained sufficient conditions for
∑
anλn to be summable |A|k, k = 1. Their theorem is
as follows.
Theorem 1.1. Let A ∈ A satisfying
nann = O (1) , n→∞, (1.7)
and {λn} be a real sequence. If {Xn} is an almost increasing sequence such that
|λm| Xm = O (1) , m→∞, (1.8)
m∑
n=1
nXn
∣∣∆2λn∣∣ = O (1) , m→∞, (1.9)
and
m∑
n=1
1
n
|tn|k = O (Xm) , m→∞, (1.10)
then the series
∑
anλn is summable |A|k, k = 1.
We denote by BV0 the BV ∩c0, where c0 and BV are the set of all null sequences and the set of all sequences with bounded
variation, respectively.
Quite recently, Savaş [8] obtained a further generalization of Theorem 1.1 under weaker conditions by using a quasi-β-
power-increasing sequence instead of an almost increasing sequence. His theorem is as follows.
Theorem 1.2. Let A ∈ A satisfying condition (1.7), and {λn} ∈ BV0. If {Xn} is a quasi-β-power-increasing sequence for some
0 < β < 1 such that conditions (1.8)–(1.10) of Theorem 1.1 are satisfied, then the series
∑
anλn is summable |A|k, k = 1.
Theorem 1.1 generalized the theorem of Mazhar [6] and Theorem 1.2 generalized the theorem of Bor and Debnath [1] by
replacing the weighted mean matrix with a triangular matrix and by using the (1.2) definition of absolute summability.
The goal of this paper is to prove a theorem by using quasi-f -increasing sequences. Our main result includes the
moderated version of Theorem 1.2.
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2. The main results
Now, we shall prove the following theorems:
Theorem 2.1. Let A ∈ A satisfying condition (1.7) and let {λn} be a sequence of real numbers satisfying
m∑
n=1
λn = o(m), m→∞ (2.1)
and
m∑
n=1
|∆λn| = o(m), m→∞. (2.2)
If {Xn} is a quasi-f -increasing sequence and conditions (1.10) and
∞∑
n=1
nXn (β, µ) |∆ |∆λn|| <∞ (2.3)
are satisfied then the series
∑
anλn is summable |A|k , k = 1, where {fn} :=
{
nβ (log n)µ
}
, µ = 0, 0 5 β < 1, and
Xn (β, µ) := max
(
nβ (log n)µ Xn, log n
)
.
Theorem 2.1 includes the following theorem with the special case µ = 0.
Theorem 2.2. Let A ∈ A satisfying condition (1.7) and let {λn} be a sequence of real numbers satisfying conditions (2.1) and
(2.2). If {Xn} is a quasi-β-power-increasing sequence for some 0 5 β < 1 and conditions (1.10) and
∞∑
n=1
nXn (β) |∆ |∆λn|| <∞ (2.4)
are satisfied, where Xn (β) := max
(
nβXn, log n
)
, then the series
∑
anλn is summable |A|k , k = 1.
Remark 2.1. It should be noted that if {Xn} is an almost increasing sequence then (1.8) implies that the sequence {λn} is
bounded. However, when {Xn} is a quasi-β-power-increasing sequence or a quasi-f -increasing sequence, (1.8) does not
imply |λm| = O (1), m → ∞. For example, since Xm = m−β is a quasi-β-power-increasing sequence for 0 < β < 1
and if we take λm = mδ, 0 < δ < β < 1 then |λm| Xm = mδ−β = O (1), m → ∞ holds but |λm| = mδ 6= O (1).
So the proof of Bor–Debnath is not complete. Also if {Xn} is an almost increasing sequence then ∑∞n=1 Xn |∆λn| < ∞
implies that
∑∞
n=1 |∆λn| converges but if {Xn} is quasi-β-power-increasing or quasi-f -increasing then this does not imply∑∞
n=1 |∆λn| < ∞. This is another gap which is also used in the proof of Bor–Debnath. Also these gaps were used in the
proof of Sulaiman.
3. Lemmas
We shall need the following lemmas for the proof of our main Theorem 2.1.
Lemma 3.1 ([12]). Let A ∈ A. Then we have
n−1∑
v=1
∣∣∆n (an−1,v)∣∣ 5 ann, (3.1)
and
m+1∑
n=v+1
∣∣∆n (an−1,v)∣∣ 5 avv. (3.2)
Lemma 3.2 ([12]). Let A ∈ A. Then
aˆn,v+1 5 ann for n = v + 1 (3.3)
and
m+1∑
n=v+1
aˆn,v+1 5 1, v = 0, 1, . . . . (3.4)
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Lemma 3.3 ([4]). Let {ϕn} be a sequence of real numbers and denote
Φn :=
n∑
k=1
ϕk and Ψn :=
∞∑
k=n
|∆ϕk| .
If Φn = o (n) then there exists a natural number N such that
|ϕn| 5 2Ψn
for all n = N.
Lemma 3.4. Let {Xn} be a quasi-f -increasing sequence, where
{fn} =
{
nβ (log n)µ
}
, µ = 0, 0 5 β < 1.
If conditions (2.1)–(2.3) of Theorem 2.1 are satisfied, then
λn → 0, n→∞, (3.5)
|λn| Xn = O (1) , n→∞ (3.6)
and
∞∑
n=1
Xn |∆λn| <∞. (3.7)
Proof. By Lemma 3.3, conditions (2.1) and (2.2) implies that
|λn| = O (1)
∞∑
k=n
k |∆ |∆λk|| . (3.8)
Thus (2.3) proves λn → 0, n→∞.
It is clear that if {Xn} is quasi-f -increasing then
{
nβ (log n)µ Xn
}
is quasi-increasing. Hence, by (2.3) and (3.8), we get that
|λn| Xn = O (1) nβ (log n)µ Xn
∞∑
k=n
k |∆ |∆λk||
= O (1)
∞∑
k=n
kXk (β, µ) |∆ |∆λk|| = O (1) .
Again using (2.2) and (2.3), from Lemma 3.3,
∞∑
n=1
Xn |∆λn| = O (1)
∞∑
n=1
Xn
∞∑
k=n
|∆ |∆λk||
= O (1)
∞∑
k=1
|∆ |∆λk||
k∑
n=1
nβ (log n)µ Xnn−β (log n)−µ
= O (1)
∞∑
k=1
kβ (log k)µ Xk |∆ |∆λk||
k∑
n=1
n−β (log n)−µ
= O (1)
∞∑
k=1
kXk |∆ |∆λk|| = O (1) . 
The case µ = 0 of Lemma 3.4 is proved in Theorem 2.1 of Leindler [5].
Lemma 3.5 (Abel’s Transformation [13]). Let {an} and {bn} be sequences of complex numbers, and write sn = a1+a2+· · ·+an.
Then
n∑
v=1
avbv = svbv +
n−1∑
v=1
sv∆bv.
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Lemma 3.6 (Hölder’s Inequality [14]). Let p > 1, 1p + 1q = 1, a1, . . . , an = 0 and b1, . . . , bn = 0. Then
n∑
v=1
avbv 5
(
n∑
v=1
apv
)1/p ( n∑
v=1
bqv
)1/q
.
4. Proof of Theorem 2.1
Let yn denote the nth term of the A-transform of the series
∑
anλn. Then, by definition, we have
yn =
n∑
i=0
anisi =
n∑
i=0
ani
i∑
v=0
λvav =
n∑
v=0
λvav
n∑
i=v
ani =
n∑
v=0
a¯nvλvav.
Then, for n = 1, we have
Yn := yn − yn−1 =
n∑
v=0
(
a¯nv − a¯n−1,v
)
λvav =
n∑
v=0
aˆnvλvav. (4.1)
Applying Abel’s transformation to the right-hand side of (4.1), we may write
Yn =
n∑
v=1
(
aˆnvλv
v
)
vav =
n−1∑
v=1
∆v
(
aˆnvλv
v
) v∑
r=1
rar + aˆnnλnn
n∑
v=1
vav
=
n−1∑
v=1
∆v
(
aˆnvλv
v
)
(v + 1) tv + aˆnnλnn (n+ 1) tn.
Since
∆v
(
aˆnvλv
v
)
= −λv
v
∆n
(
an−1,v
)+ 1
v
∆λv aˆn,v+1 +∆
(
1
v
)
λv+1aˆn,v+1,
we have
Yn = (n+ 1) anntnλnn −
n−1∑
v=1
∆n
(
an−1,v
)
λvtv
v + 1
v
+
n−1∑
v=1
aˆn,v+1∆λvtv
v + 1
v
+
n−1∑
v=1
aˆn,v+1λv+1tv
1
v
= Yn,1 + Yn,2 + Yn,3 + Yn,4, say.
Since ∣∣Yn,1 + Yn,2 + Yn,3 + Yn,4∣∣k 5 4k (∣∣Yn,1∣∣k + ∣∣Yn,2∣∣k + ∣∣Yn,3∣∣k + ∣∣Yn,4∣∣k) ,
to complete the proof, it is sufficient to show that
∞∑
n=1
nk−1
∣∣Yn,r ∣∣k <∞, for r = 1, 2, 3, 4. (4.2)
Since {λn} is bounded by (3.5) of Lemma 3.4 and using (1.7), we have
I1 =
m∑
n=1
nk−1
∣∣Yn,1∣∣k = m∑
n=1
nk−1
∣∣∣∣ (n+ 1) anntnλnn
∣∣∣∣k
= O (1)
m∑
n=1
(nann)k−1 ann |tn|k |λn|k−1 |λn|
= O (1)
m∑
n=1
ann |λn| |tn|k .
Using summation by parts, properties (3.6) and (3.7) of Lemma 3.4, and (1.10) yield,
I1 = O (1)
m−1∑
n=1
|∆λn|
n∑
v=1
avv |tv|k + O (1) |λm|
m∑
v=1
avv |tv|k
= O (1)
m−1∑
n=1
|∆λn|
n∑
v=1
1
v
|tv|k + O (1) |λm|
m∑
v=1
1
v
|tv|k
= O (1)
m−1∑
n=1
|∆λn| Xn + O (1) |λm| Xm = O (1) asm→∞.
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Applying Hölder’s inequality we get
I2 =
m+1∑
n=2
nk−1
∣∣Yn,2∣∣k = O (1) m+1∑
n=2
nk−1
(
n−1∑
v=1
∣∣∆n (an−1,v)∣∣ |tv| |λv|)k
= O (1)
m+1∑
n=2
nk−1
n−1∑
v=1
∣∣∆n (an−1,v)∣∣ |tv|k |λv|k × (n−1∑
v=1
∣∣∆n (an−1,v)∣∣)k−1 ,
where Hölder’s inequality is applied with av =
∣∣∆n (an−1,v)∣∣1/k |tv| |λv| and bv = ∣∣∆n (an−1,v)∣∣(k−1)/k .
Using boundedness of {λn}, the properties of Lemma 3.1 and (1.7),
I2 = O (1)
m+1∑
n=2
(nann)k−1
n−1∑
v=1
∣∣∆n (an−1,v)∣∣ |tv|k |λv|k−1 |λv|
= O (1)
m∑
v=1
|λv| |tv|k
m+1∑
n=v+1
∣∣∆n (an−1,v)∣∣
= O (1)
m∑
v=1
avv |λv| |tv|k = O (1) , asm→∞,
as in the proof of I1.
Using Hölder’s inequality,
I3 =
m+1∑
n=2
nk−1
∣∣Yn,3∣∣k = O (1) m+1∑
n=2
nk−1
(
n−1∑
v=1
aˆn,v+1 |∆λv| |tv|
)k
= O (1)
m+1∑
n=2
nk−1
n−1∑
v=1
aˆn,v+1 |∆λv| |tv|k ×
(
n−1∑
v=1
aˆn,v+1 |∆λv|
)k−1
.
By Lemma 3.3, condition (2.2) implies that
∞∑
n=1
|∆λn| 5 2
∞∑
n=1
∞∑
k=n
|∆ |∆λk|| = 2
∞∑
k=1
k |∆ |∆λk||
holds. Thus (2.3) implies that
∑∞
n=1 |∆λn| converges. Therefore there exists a positive constantM such that
∑∞
n=1 |∆λn| 5 M
and from (3.3), we obtain
n−1∑
v=1
aˆn,v+1 |∆λv| 5 ann
n−1∑
v=1
|∆λv| 5 Mann.
Using the last inequality, from (1.7) and (3.4) we have
I3 = O (1)
m+1∑
n=2
(nann)k−1
n−1∑
v=1
aˆn,v+1 |∆λv| |tv|k
= O (1)
m∑
v=1
|∆λv| |tv|k
m+1∑
n=v+1
aˆn,v+1
= O (1)
m∑
v=1
v |∆λv| |tv|
k
v
.
Using the Abel transformation and (1.10),
I3 = O (1)
m−1∑
v=1
|∆ (v |∆λv|)|
(
v∑
r=1
1
r
|tr |k
)
+ O (1)m |∆λm|
m∑
v=1
1
v
|tv|k .
Since
∆ (v |∆λv|) = v |∆λv| − (v + 1) |∆λv+1| = v∆ |∆λv| −∆λv+1,
we have
I3 = O (1)
m−1∑
v=1
vXv |∆ |∆λv|| + O (1)
m−1∑
v=1
Xv+1 |∆λv+1| + O (1)mXm |∆λm| .
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Here the first term is bounded by (2.3), the second one by (3.7). Utilizing the quasi-monotonicity of
{
nβ (log n)µ Xn
}
and the
fact that
{
n1−β (log n)−µ
}
is increasing, from Lemma 3.3, condition (2.2) implies that
mXm |∆λm| = O (1)mXmmβ (logm)µm−β (logm)−µ
∞∑
k=m
|∆ |∆λk||
= O (1)m1−β (logm)−µ
∞∑
k=m
kβ (log k)µ Xk |∆ |∆λk||
= O (1)
∞∑
k=m
k1−β (log k)−µ kβ (log k)µ Xk |∆ |∆λk||
= O (1)
∞∑
k=m
kXk |∆ |∆λk|| ,
and the third term is bounded by (2.3). Therefore I3 = O (1), asm→∞.
Finally, again using Hölder’s inequality,
I4 =
m+1∑
n=2
nk−1
∣∣Yn,4∣∣k 5 m+1∑
n=2
nk−1
(
n−1∑
v=1
aˆn,v+1 |λv+1| |tv| 1
v
)k
= O (1)
m+1∑
n=2
nk−1
n−1∑
v=1
aˆn,v+1 |λv+1| |tv|k 1
v
×
(
n−1∑
v=1
aˆn,v+1
1
v
|λv+1|
)k−1
.
By (3.8),
|λn| = O (1)
∞∑
k=n
k |∆ |∆λk|| .
Thus, from (2.3),
∞∑
v=1
1
v
|λv| = O (1)
∞∑
v=1
1
v
∞∑
k=v
k |∆ |∆λk||
= O (1)
∞∑
k=1
k log k |∆ |∆λk|| = O (1) .
Therefore, from (3.3), there exists a positive constant K such that
n−1∑
v=1
aˆn,v+1
1
v
|λv+1| 5 ann
n−1∑
v=1
1
v
|λv| 5 Kann.
In view of the last inequality and using (1.7) and (3.4)
I4 = O (1)
m+1∑
n=2
(nann)k−1
n−1∑
v=1
aˆn,v+1 |λv+1| |tv|
k
v
= O (1)
m∑
v=1
|λv+1|
v
|tv|k
m+1∑
n=v+1
aˆn,v+1
= O (1)
m∑
v=1
|λv+1| |tv|
k
v
.
Hence
I4 = O (1)
m−1∑
v=1
|∆λv+1|
v+1∑
r=1
1
r
|tr |k + O (1) |λm+1|
m+1∑
v=1
1
v
|tv|k
= O (1)
m−1∑
v=1
Xv+1 |∆λv+1| + O (1) Xm+1 |λm+1|
= O (1) asm→∞,
by virtue of (1.10) and properties (3.6) and (3.7) of Lemma 3.4.
So we obtain (4.2). This completes the proof.
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5. Applications to Riesz means
A Riesz matrix, written (R, pn) is a lower triangular matrix with entries anv = pvPn , where {pn} is nonnegative sequences
with p0 > 0 and Pn :=∑ni=0 pi →∞, as n→∞.
Corollary 5.1. Let {pn} be a positive sequence satisfying
npn = O (Pn) , as n→∞, (5.1)
and let {Xn} be a quasi-f -increasing sequence, where {fn} =
{
nβ (log n)µ
}
, µ = 0, 0 5 β < 1. Then under conditions (1.10),
(2.1)–(2.3),
∑
anλn is summable |R, pn|k, k = 1.
Proof. In Theorem 2.1 set A = (R, pn). It is clear that (R, pn) ∈ A and condition (1.7) becomes condition (5.1). 
Corollary 5.1 gives the moderated version of Sulaiman’s theorem in [9].
Corollary 5.2. Let {pn} be a positive sequence satisfying (5.1) and let {Xn} be a quasi-β-power-increasing sequence for some
0 5 β < 1. Then under conditions (1.10), (2.1), (2.2) and (2.4),
∑
anλn is summable |R, pn|k, k = 1.
Proof. In Theorem 2.2 set A = (R, pn). It is clear that (R, pn) ∈ A and condition (1.7) becomes condition (5.1). 
Corollary 5.2 gives the moderated version of Bor–Debnath’s theorem in [1].
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