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Abstract
Video lectures are a tool of proven value and wide acceptance in uni-
versities that are leading to platforms like poliMedia. transLectures is a
European project that generates automatic high-quality transcriptions and
translations for the poliMedia platform, and improve them by using massi-
ve adaptation and intelligent interaction techniques. In this paper we pre-
sent the evaluation with lecturers carried out under the Doce`ncia en Xarxa
2012-2013 call, with the aim to study the process of supervise transcrip-
tions, compared with to transcribe from scratch.
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Resumen
Los v´ıdeos docentes son una herramienta de demostrada utilidad y gran
aceptacio´n en el mundo universitario que esta´n dando lugar a plataformas
como poliMedia. transLectures es un proyecto europeo que genera trans-
cripciones y traducciones automa´ticas de alta calidad para la plataforma
poliMedia, mediante te´cnicas de adaptacio´n masiva e interaccio´n inteli-
gente. En este art´ıculo presentamos la evaluacio´n con profesores que se
realizo´ en el marco de Doce`ncia en Xarxa 2012-2013, con el objetivo de
estudiar el proceso de supervisio´n de transcripciones, compara´ndolo con la
obtencio´n de la transcripcio´n sin disponer de una transcripcio´n automa´tica
previa.
Keywords: ASR, transcripciones, evaluaciones, docencia en red, poliMe-
dia.
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1 Introduccio´n
Los v´ıdeos docentes son una herramienta de demostrada utilidad y gran aceptacio´n
en el mundo universitario que esta´n dando lugar a plataformas como poliMedia (po-
liMedia 2007), plataforma de la Universitat Polite`cnica de Vale`ncia (UPV) que que
permite la creacio´n, publicacio´n y difusio´n de este tipo de contenidos. En 2011 la
UPV inicio´ el proyecto europeo transLectures (Silvestre y col. 2012), con el objetivo
de generar transcripciones y traducciones de forma automatizada en espan˜ol, catala´n
e ingle´s para todo el repositorio de poliMedia, mediante el uso de te´cnicas estad´ısticas
de aprendizaje automa´tico (Valor Miro´ y col. 2012).
Sin embargo, a pesar de que la calidad de la transcripcio´n automa´tica se encuentra
en un 80% de acierto en promedio, estas transcripciones automa´ticas poseen errores
inherentes al proceso de obtencio´n utilizado, por lo que es necesaria una revisio´n
manual posterior para garantizar una calidad adecuada para el alumnado. El objetivo
de este trabajo es evaluar este proceso de revisio´n manual a partir de transcripciones
automa´ticas, para poder compararlo en te´rminos de coste temporal con un proceso
de obtencio´n de transcripciones totalmente manual. Con este objetivo en mente, y en
el marco de las ayudas de la UPV de Docencia en Red 2012-2013, pusimos en marcha
un proceso de revisio´n de transcripciones automa´ticas por parte de los autores de los
correspondientes v´ıdeos poliMedia. Dichas evaluaciones se organizaron en 3 fases, con
el objetivo de evaluar diversas versiones de nuestro sistema que fue reﬁnado tras cada
fase.
2 transLectures
transLectures es el acro´nimo del proyecto europeo titulado “Transcription and Trans-
lation of Video Lectures” (FP7-ICT-2011-7), en el cual se aplican te´cnicas de recono-
cimiento automa´tico del habla y de traduccio´n automa´tica con el objetivo de proveer
transcripciones y traducciones de forma automatizada a grandes repositorios de v´ıdeos
docentes como poliMedia (Silvestre y col. 2012) o VideoLectures.NET. En este pro-
yecto coordinado por la UPV colaboran dos socios acade´micos como son el Jozef
Stefan Institute en Eslovenia y el Rheinisch-Westfaelische Technische Hochschule en
Alemania, y tres socios industriales Deluxe Media Europe de Grecia, European Media
Laboratory GmbH en Alemania y XEROX S.A.S. en Francia.
El objetivo cient´ıﬁco principal de este proyecto es generar transcripciones y traduccio-
nes automa´ticas de alta calidad mediante te´cnicas de adaptacio´n masiva e interaccio´n
inteligente. La adaptacio´n masiva consiste en adaptar los modelos empleados en trans-
cripcio´n y traduccio´n a las variables espec´ıﬁcas de los v´ıdeos docentes, como pueden
ser el locutor y el tema. Por otro lado, la interaccio´n inteligente consiste en intentar
detectar los errores producidos en las transcripciones y traducciones, con el objetivo
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3 poliMedia
poliMedia es un sistema disen˜ado por la UPV para la creacio´n de contenidos mul-
timedia como apoyo a la docencia presencial, que abarca desde la preparacio´n del
material docente hasta la distribucio´n a trave´s de distintos medios a los destinatarios
de los mismos (poliMedia 2007). El autor es el propietario intelectual de la obra, y
es la UPV la que ofrece instrumentos, materiales y te´cnicos para la grabacio´n de los
v´ıdeos docentes por parte del profesorado.
Los v´ıdeos docentes que existen en la plataforma poliMedia, siguen un formato esta´ndar
en todos los v´ıdeos, caracter´ıstico de la plataforma. Se trata de una vista conjunta de
profesor y pantalla (diapositivas, programas, etc) en un mismo plano de ca´mara que
no se mueve en todo el v´ıdeo, como se puede observar en la Figura 1.
Fig. 1: Resultado ﬁnal de un v´ıdeo docente de poliMedia.
El proceso de publicacio´n de v´ıdeos docentes es muy simple: se graba en un estudio
al profesor sobre un fondo blanco, y simulta´neamente la pantalla del ordenador, que
previamente habra´ cargado algu´n tipo de recurso multimedia. Despue´s se extrae la
grabacio´n del profesor y se mezcla con la de la pantalla segu´n se observa en la Figura 1.
Finalmente, este v´ıdeo ya editado se distribuye a trave´s del portal oﬁcial de poliMedia.
Destacar que en las evaluaciones que se presentan en este art´ıculo han participado
profesores que previamente hab´ıan grabado material para el portal de poliMedia, y
que se han llevado a cabo en el marco del programa Doce`ncia en Xarxa, que pretende




Evaluacio´n del proceso de revisio´n de transcripciones automa´ticas para v´ıdeos poliMedia.
4 Evaluaciones
Como comenta´bamos, las evaluaciones se han llevado a cabo en el marco del pro-
grama Doce`ncia en Xarxa 2012-2013, en el que se ha invitado a los profesores a
revisar las transcripciones de algunos de sus propios v´ıdeos docentes de poliMedia.
En total 27 profesores participaron en este estudio con un total de 86 v´ıdeos docentes
revisados, que fueron transcritos automa´ticamente utilizando el toolkit TLK (The
TransLectures-UPV team 2013) desarrollado en el proyecto transLectures. Adema´s,
con el objetivo de organizar las evaluaciones, y probar nuevos modelos de interaccio´n
con el usuario, las evaluaciones fueron divididas en tres fases.
La primera fase consistio´ en una revisio´n de transcripciones generadas automa´tica-
mente basada en una interfaz web disen˜ada espec´ıﬁcamente para este ﬁn. Esta interfaz
mostraba de forma sincronizada el v´ıdeo y la transcripcio´n para facilitar al usuario
la deteccio´n de errores de transcripcio´n. El usuario simplemente necesitaba hacer
clic o presionar la tecla Intro sobre el segmento de transcripcio´n erro´nea para poder
modiﬁcarlo. Dicha interfaz puede verse en la Figura 2.
Fig. 2: Reproductor web de transLectures en modo edicio´n manual.
En la segunda fase introdujimos un sistema basado en interaccio´n inteligente (Serrano
y col. 2013), que basa´ndose en medidas de conﬁanza (Sanchis, Juan y Vidal 2012) a
nivel de palabra detectaba automa´ticamente aquellas palabras de la transcripcio´n que
probablemente fueran erro´neas. De esta forma pretend´ıamos centrar la atencio´n del
usuario en dicha palabras que probablemente habr´ıan sido incorrectamente reconoci-
das por el sistema de transcripcio´n automa´tica. En este caso, el sistema u´nicamente
reproduce el segmento de audio correspondiente a estas palabras con el ﬁn de ahorrar
tiempo y esfuerzo al usuario. Sin embargo, esta deteccio´n de palabras erro´neas no es
perfecta, por lo que aunque la calidad de transcripcio´n en general mejora mediante la
revisio´n del usuario, la transcripcio´n ﬁnal sigue conteniendo errores de transcripcio´n.
La tercera y u´ltima fase fue una combinacio´n de las dos anteriores, disen˜ada para
obtener transcripciones perfectas, pero aprovechando la deteccio´n eﬁciente de errores
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Fig. 3: Reproductor web de transLectures en modo interaccio´n inteligente. Las palabras
con baja conﬁanza (probablemente erro´neas) aparecen en rojo, y las revisadas en verde.
La caja de edicio´n puede ser expandida a izquierda y derecha pulsando en << o´ >>,
respectivamente.
ra etapa se mejoro´ la transcripcio´n inicial mediante una revisio´n de transcripciones
automa´ticas utilizando un protocolo similar al de la segunda fase. Tras esta primera
revisio´n, el sistema de transcripcio´n automa´tica se volvio´ a entrenar incorporando
las revisiones del usuario (Sanchez-Cortina y col. 2012), actualiza´ndose seguidamente
las transcripciones automa´ticas respetando las revisiones ya realizadas por el usuario.
Finalmente se realizo´ una segunda etapa de revisio´n manual ide´ntica a la realizada
en la primera fase. La idea es que la calidad de esta segunda transcripcio´n sea lo
suﬁcientemente alta como para que la revisio´n requiera un menor tiempo, y que el
tiempo total empleado en ambas etapas sea menor que el de la primera fase.
5 Resultados
Los resultados de las diferentes fases fueron recopilados en te´rminos de Real Time
Factor (RTF), Word Error Rate (WER), y una encuesta de satisfaccio´n en escala de
0 a 10 que contempla diferentes aspectos de usabilidad y preferencias del usuario. El
RTF se deﬁne como el ratio entre el tiempo empleado en la revisio´n y la duracio´n
del v´ıdeo, mientras que el WER mide el ratio entre el nu´mero de palabras incorrecta-
mente reconocidas automa´ticamente y el nu´mero total de palabras en la transcripcio´n
correcta proporcionada por el usuario.
Destacar que comparamos nuestros resultados con el tiempo necesario para obte-
ner una transcripcio´n totalmente manual (sin disponer de transcripcio´n automa´tica
inicial), que se estima estar alrededor de 10 RTF para usuarios no expertos (Mun-
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transcripciones totalmente manuales se ha corroborado experimentalmente sobre po-
liMedia (Valor Miro´ y col. 2012).
La Tabla 1 muestra por columnas de izquierda a derecha, el protocolo de revisio´n
utilizado, los resultados de WER inicial obtenidos por la transcripcio´n automa´tica,
los resultados de WER ﬁnal tras la revisio´n del usuario, el tiempo empleado por el
usuario en el proceso de revisio´n en te´rminos de RTF y la valoracio´n subjetiva del
sistema recopilada por una encuesta tras ﬁnalizar el proceso de revisio´n. Por ﬁlas
podemos observar los resultados de los diferentes protocolos de revisio´n, desde la
revisio´n que se realiza sobre la transcripcio´n generada automa´ticamente, pasando por
el protocolo de interaccio´n inteligente basado en medidas de conﬁanza, y ﬁnalmente
la revisio´n en dos etapas.
Tabla 1: Comparativa de protocolos de revisio´n de transcripciones automa´ticas.
Protocolo de revisio´n WER inicial WER ﬁnal RTF Encuesta
1 - Revisio´n manual 16.9 0.0 5.6 9.1
2 - Interaccio´n inteligente 14.5 8.0 2.2 7.2
3 - Revisio´n en dos etapas 28.4 0.0 5.3 7.8
Los resultados obtenidos en las tres fases de la evaluacio´n apuntan a que la inter-
accio´n manual ma´s sencilla utilizada en la primera fase es la preferida por nuestros
usuarios, que consiguen reducir a la mitad el tiempo de obtencio´n de una transcrip-
cio´n en comparacio´n a realizarla totalmente manual. La revisio´n basada en medidas
de conﬁanza de la segunda fase requiere una menor dedicacio´n por parte del usuario,
pero el resultado es una transcripcio´n con algunos errores que no son aceptable por
nuestros usuarios dado el propo´sito docente de los v´ıdeos. Finalmente, la tercera fase
ofrece resultados de tiempo ligeramente mejores que la primera, pero debido a que el
proceso en dos etapas es ma´s complejo, los usuarios se decantaron por el protocolo de
la primera fase.
6 Conclusiones
En este art´ıculo hemos presentado una evaluacio´n con profesores que se realizo´ en el
marco de Doce`ncia en Xarxa 2012-2013, con el objetivo de obtener un sistema eﬁcien-
te para realizar supervisiones de transcripciones de v´ıdeos docentes de la plataforma
poliMedia. Tambie´n hemos presentado el proyecto transLectures que actualmente
esta´ ofreciendo transcripciones y traducciones automa´ticas para todos los v´ıdeos do-
centes de la plataforma poliMedia de la UPV.
En las evaluaciones hemos comparado tres protocolos de revisio´n con el usuario, ob-
teniendo en todos los casos tiempos de transcripcio´n menores que si realiza´ramos la
transcripcio´n totalmente manual. Sin embargo, la te´cnica de interaccio´n inteligente
que limita el tiempo dedicado por el usuario a la revisio´n, a costa de proporcionar
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la ligera mejora de tiempo obtenida en la tercera fase no justiﬁca para los profesores
la complejidad extra que an˜ade una revisio´n en dos etapas.
As´ı pues, como conclusio´n principal destacamos que la revisio´n de las transcripcio-
nes generadas automa´ticamente es el protocolo de revisio´n mejor aceptado por los
profesores. Este modelo obtiene una reduccio´n de aproximadamente el 50% del tiem-
po necesario para generar una transcripcio´n perfecta, al compararlo con el tiempo
necesario para transcribir de forma totalmente manual.
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