Abstract. Kuranishi's fundamental result (1962) associates to any compact complex manifold X 0 a finite-dimensional analytic space which has to be thought of as a local moduli space of complex structures close to X 0 . In this paper, we give an analogous statement for Levi-flat CR manifolds fibering properly over the circle by describing explicitely an infinite-dimensional Kuranishi type local moduli space of Levi-flat CR structures. We interpret this result in terms of Kodaira-Spencer deformation theory making clear the likenesses as well as the differences with the classical case. The article ends with applications and examples.
Introduction
In 1962, M. Kuranishi proved that any compact complex manifold X 0 has a versal (also called semi-universal) finite-dimensional analytic space of deformations K (see [Ku1] for the original paper, [Ku2] and [Ku3] for more accurate versions and simpler proofs). Roughly speaking, this means that every deformation of the complex structure of X 0 is encoded in a family defined over this finite-dimensional analytic space K (the family is said to be complete); and that this family is minimal amongst all complete families. This fundamental result is the crowning achievement of the famous deformation theory K. Kodaira developed in collaboration with D.C. Spencer (see [K-S1] , [K-S2] ). The Kuranishi space K must be thought of as a substitute for a local moduli space of complex structures, which is known not to exist in general.
It is natural to ask for generalizations of this result to other geometric structures, and in particular to foliations. It is known that a Kuranishi's Theorem is valid for holomorphic foliations and even for transversely holomorphic foliations (see [G-H-S] ). In this last case, the foliation is smooth, but its normal bundle is endowed with a complex structure which is invariant by holonomy.
However, in the case of foliations by complex manifolds (or, equivalently, Leviflat CR structures), the situation is much more complicated. Here the tangent bundle to the foliation is endowed with a complex structure, so that this is a case in a sense orthogonal to the previous one.
The main problem is that it is easy to find examples of foliations by complex manifolds with no finite-dimensional complete family. Indeed, this is the most common case and it seems very difficult to give a useful criterion to ensure finitedimensional completeness. For example, in the case of an irrational linear foliation of the 3-torus by curves, finite-dimensionality is related to the arithmetic properties of the irrational slope (see [Sl] 
or [EK-S]).
So one is faced with the following dilemma: either studying the rare examples where finite-dimensionality occurs (cf. [M-V] for such an example), or dealing with infinite-dimensional families.
If one follows this last option and try to construct an infinite-dimensional versal space, many technical obstacles come out. The classical proof of versality in Kuranishi's Theorem breaks down completely since it uses heavily elliptic theory, and begins with showing that the candidate for versal space is tangent to the kernel of an auto-adjoint elliptic operator. But this implies that this space is finite-dimensional. Hence there is no natural way of attacking the problem.
The starting point of this paper is the following easy remark. If we consider the Levi-flat CR manifold E τ × S 1 (for E τ the elliptic curve of modulus τ ∈ H), then a complete space for close Levi-flat CR structures 1 is given by the set of smooth maps from S 1 to H close to the constant map τ . It is even a local moduli space if τ is not a root of unity.
The main result of this paper (Theorem 2) shows that this picture is still valid for Levi-flat CR manifolds which are proper submersions over the circle. Starting with any such CR manifold X 0 , there exists a finite-dimensional analytic space K c 0 with a marked loop c 0 such that a neighborhood of c 0 in the loop space of K c 0 contains all small deformations of X 0 . This loop space is the base of an infinite-dimensional family which is complete for X 0 (Theorem 4).
If all the fibers of the submersion X 0 → S 1 are biholomorphic, the space K c 0 is just the common Kuranishi space of all fibers. However, if the submersion has non-isomorphic fibers, one has to build this space from different Kuranishi spaces by gluing them together. This causes many technical problems. First these spaces may not have the same dimension, hence we have to fat them. Then, there is no canonical choice for the gluing maps, hence we have to make all the choices coherent. Finally, we have to make sure that the resulting glued space is really an analytic space, especially that it is Hausdorff.
It is important to notice that this complete family is not always versal. But it is minimal in a reasonable sense as explained in Corollary 4. Indeed, we give examples in Sections V.3 and V.4 which suggest that there is no versal family. We also give a complete characterization of versality of our family in Theorem 4. The paper is organized as follows. In Part I, we give some preliminary material. While some of it is very classical, the version of Kuranishi's Theorem as well as the definitions of CR deformations are not. In Part II, we study the neighborhood of a loop in the set of complex structures on a fixed differentiable manifold. It is the first step in the construction of the Kuranishi type moduli space and is completed in Theorem 1. Part III contains the construction of the Kuranishi type moduli space C ∞ (S 1 , K c 0 ) and the proof of Theorem 2, our main Theorem. Part IV develops the necessary deformation machinery to interpret Theorem 2 in terms of deformation theory. Part V contains applications to connectedness and rigidity of the Kuranishi type moduli space as well as examples showing that it can be explicitely computed.
I. Preliminaries.
Notations and Framework.
The notations we introduce in this section will be used throughout the article.
Let X dif f be a smooth (i.e. C ∞ ) connected compact manifold of dimension 2n. We fix a smooth riemannian metric g on its tangent bundle T X dif f .
Given any locally trivial smooth bundle E over X dif f , we denote by Σ(E) the space of sections of E. More generally, we denote by Σ(E, B), or simply by Σ(E) when the context is clear, the space of smooth sections of a locally trivial bundle E with base B. We topologize such spaces of sections using a Sobolev norm and consider sections belonging to the Sobolev class W r 2 (cf. [Ku3, Chapter IX] for more details). They form a Hilbert space. We assume that r is big enough to ensure that all these sections are at least of class C 2n+1 . We drop any reference to this r in the sequel, since it does not play any specific role.
We denote by E the set of almost-complex structures of class W r 2 on X dif f , and by I the subset of E formed by the integrable ones. We assume that both E and I are non-empty. Observe that our choice of r implies that an element of I gives rise to a structure of complex manifold on X dif f by Newlander-Nirenberg Theorem [N-N] .
Any almost-complex operator J is diagonalizable over C with eigenvalues i and −i and conjugated eigenspaces. This induces a splitting of the complexified tangent bundle of X dif f
(1)
Conversely, any such splitting define a unique almost-complex structure on X dif f , which is equal (as an operator) to the multiplication by i on T and by −i onT . Therefore, denoting by Gr(T C X dif f ) the bundle over X dif f whose fiber at x is the grassmannian of complex n-planes of (T C X dif f ) x , we may identify E to an open subset of Σ(Gr(T C X dif f )). We set, more precisely
(2) E = {T ∈ Σ(Gr(T C X dif f )) |T ∩ T = {0}}
And we have (3) I = {T ∈ E | [T, T ] ⊂ T } making I a closed subset of E.
We will make use of the the formalism of Banach manifolds and Banach analytic spaces as defined in [Do1] and [Do2] . Since Gr(T C X dif f ) is a complex bundle, its space of sections is a Banach manifold over C with tangent space at some section σ equal to the Banach space of sections of Sobolev class W r 2 of the complex vector bundle σ * T Gr(T C X dif f ). Moreover, the open set E is a C-Banach manifold and its subset I is a C-analytic Banach space (cf. [Do1] ).
Given J ∈ E (respectively J ∈ I), we denote by X J the almost-complex (respectively complex) manifold (X dif f , J ).
Let Dif f (X dif f ) be the group of diffeomorphisms of class W r+1 2 of X dif f . It acts on E as follows: for J ∈ E and f ∈ Dif f (X dif f ), we have
for (x, v) ∈ T X dif f , or, using the presentation (3),
This group being an open subset of the Banach manifold of W r+1 2 maps from X dif f to the complex manifold X J , is also a Banach manifold and the action (4) is C-analytic locally at J (cf. [Do1] ). Besides, by definition, it preserves the almostcomplex structures, that is f realizes an isomorphism between X J and X f ·J .
Given two subsets U and V of E with U open and an analytic map F from U to V , we say that F is almost-complex preserving if, for each J ∈ U , the manifolds X J and X F (J) are CR isomorphic. We note
V
Notice that an a.c. map is a special type of equivariant map. Indeed, the set of a.c. maps corresponds exactly to the set of equivariant maps which descends as the identity on the quotient space E/Dif f (X dif f ). We extend this notion to the following case. Letting U and V as before and letting W be an open subset of a topological C-vector space, we say that an analytic map F from U to V × W (respectively from U × W to V ) is almost-complex preserving if the composition
is almost-complex preserving (respectively almost-complex preserving for all w ∈ W ).
Kuranishi's Theorem revisited.
In this Section, we state a version of Kuranishi's Theorem which is suited for our purposes. Although it is very close to the statements of [Ku2] , this slight reformulation will be crucial in the proof of our main results.
Let J 0 ∈ I. Set X 0 := X J 0 . Let W be a neighborhood of the identity in Dif f (X dif f ). Observe that, if W is small enough, every φ ∈ W can be constructed as follows. There exists a smooth vector field ξ close to 0 such that the map
is the geodesic starting at x with initial velocity ξ(x).
Conversely, there exists an open neighborhood V of 0 in Σ(T X dif f ) such that, for every ξ ∈ V , the map e(ξ) defined by (6) is a diffeomorphism of X dif f . Hence we constructed in that way an isomorphism e between V and W . Now, let H 0 be the subspace of Σ(T X dif f ) consisting of the real parts of the holomorphic vector fields of X 0 . Choose a decomposition
for some closed subspace L 0 . Observe that such a closed complementary subspace always exists, since H 0 is finite-dimensional hence closed and since we are in a Hilbert space. Nevertheless, we want to emphasize that we do not ask (7) to be orthogonal with respect to any product. Indeed, in the sequel, we will use the fact that L 0 is not unique and that we can choose it.
Remark. It is important to keep in mind that the vector spaces of (7) are indeed C-vector spaces through the identification between Σ(T X dif f ) and Σ(T ); see also the remark after the statement of the Theorem.
Kuranishi's Theorem may be rephrased as:
Theorem.
There exists an open neighborhood
is a (finite-dimensional) analytic set of (embedding) dimension at 0 equal to
(ii) The map
is an a.c. isomorphism whose inverse has component in K 0 equal to Ξ 0 .
Remark. In the classical presentation of [Ku2] , a slightly different splitting is used. From the decomposition (1), Kuranishi defines A p as the space of (0, p)-forms of X 0 with values in T . Hence A 0 is the space of (1, 0)-vectors and we may write
for H 0 the subspace of holomorphic vector fields and ⊥ A 0 its orthogonal with respect to the L 2 -norm for some fixed hermitian metric of X 0 . And he encodes the small diffeomorphisms of X dif f through the map
The version we present can easily be deduced from the classical one, the decomposition (7) playing the role of (10). However, the crucial point is that (7) gives a splitting of the space of smooth vector fields, which is obviously independent of the complex structure J 0 , whereas (10) gives a splitting of A 0 , whose definition depends on J 0 . So using (7) instead of (10) will allow us to compare different splittings based at different points.
Let us give the core of the proof and explain why it is possible to replace the splitting (10) with the splitting (7). Let δ be the adjoint (from differential operator theory) with respect to a fixed hermitian metric on X 0 of the∂-operator extended to the forms with values in the holomorphic bundle T . This∂-operator acting on the spaces A p defines an elliptic complex, hence the associated Laplace-type operator ∆ is elliptic.
Also, by ellipticity, we have a direct sum decomposition
Using the splitting (10), consider the smooth map
Remark. In order to make (11) and (12) precise, one should add that A 1 means the set of 1-forms of class W A direct computation shows that its differential at 0 is given by
and that (13) is invertible with inverse given by
Here G denotes the Green operator associated to ∆.
By application of the inverse function theorem on Banach spaces, the map (12) is a local diffeomorphism.
The Kuranishi space of X 0 is then defined as
The restriction of (12) to ⊥ A 0 × K 0 gives a map similar to (9), which appears in the classical statement of Kuranishi's Theorem.
If we use now the splitting (7), we just have to modify the previous formulas as follows.
We consider the map
instead of (12), whose differential at 0 is
This is completely analogous to (13), the only difference being the use of the identification
This identification (18) maps Σ(T X dif f ) onto A 0 , and
Nevertheless, since τ L 0 and ⊥ A 0 are complementary to the same finite-dimensional space, they are isomorphic, so that we can twist (18) into an identification
which preserves the direct sum decompositions. More precisely, we defineτ as the map
From (19) and (20), we infer that the formula for the inverse of (17), analogous to (14), is
This shows that the map (16) is a local diffeomorphism. Its restriction to L 0 ×K 0 gives the map (9). The first component of its inverse gives the map (8).
We call a map Ξ 0 as defined in (8) In particular, it is unique as a germ of analytic space at 0. In this paper, thinking of this corollary, we say that K 0 is the Kuranishi space of X 0 , even if it depends on U 0 and on L 0 .
In the sequel, when we will refer to Kuranishi's Theorem, we will always refer to this version of Kuranishi's Theorem.
Deformations.
Let J 0 ∈ I and set X := X J 0 . Recall the following classical definitions (cf. [Su] and [Ko] for additional details).
Definitions. An analytic deformation of X is a flat morphism Π : X → B onto a (possibly non-reduced) analytic space, together with a base-point 0 ∈ B and a marking, that is a holomorphic identification i :
A smooth deformation of X is a smooth submersion Π : X → B onto a smooth manifold, together with a base-point and a marking. The total space X is a endowed with a Levi-flat CR structure whose associated leaves are the level sets of Π and the marking is assumed to be holomorphic. Now, deformations can also be defined as analytic (resp. smooth) families of complex operators. To be more precise, Definitions. Let B be an analytic space (resp. a smooth manifold) with basepoint 0. Consider a family (J t ) t∈B of elements of I. We say that (J t ) t∈B is analytic (resp. smooth) if endowing each fiber X dif f × {t} of the projection X dif f × B → B with the complex structure J t turns it into an analytic (resp. smooth) deformation of X.
The Kuranishi space K of X defines such a family of complex operators. It follows from [Ku3, Theorem 8.1 ] that this family is analytic. Hence the Kuranishi space K of X naturally defines an analytic deformation Π : K → K once chosen a marking. It is called the Kuranishi family. It has the following properties.
Corollary. Let Π : K → K be the Kuranishi family of a compact complex manifold X. Then it is versal at 0, that is (i) It is complete at 0: any holomorphic (resp. smooth) deformation X → B of X is locally isomorphic at 0 to the pull-back of K by some analytic (resp. smooth) map f from (B, 0) to (K, 0). Moreover this local isomorphism may be asked to preserve the markings.
(ii) The (embedding) dimension of K at 0 is minimal amongst the bases of complete families for X. Property (ii) is known to be equivalent to the following. Given a deformation X → B, the map f given by completeness is in general not unique, but its differential at 0 is, provided only marking preserving isomorphisms are used. It can also be proven that there exists a unique germ of versal family up to isomorphism. This gives another unicity property of the Kuranishi space.
Moreover, from the existence of the Kuranishi's family, we obtain the following. Given an analytic (resp. smooth) map f : B → I, the family (f (t)) t∈B is analytic (resp. smooth).
To finish with this section, we add the somehow less classical definitions.
Definition. A Levi-flat CR space Z is a second-countable Hausdorff space for which there exists a covering by open subsets V α and homeomorphisms
for some analytic sets W α ⊂ C n α , such that the changes of charts
are smooth, respects the foliation by copies of W α , and are analytic in the second variable; that is, setting
we have that f αβ does not depend on x, and that, for all x, the map
is analytic.
A Levi-flat CR space is just a special case of ringed space, and of mFB space (see [F-K] ). But we really want to consider it as a Levi-flat CR manifold with singularities. As in the smooth case, it is foliated, the leaves being obtained by gluing the W α via g αβ . The leaves are analytic, but, unlike the smooth case, they may have singularities. A trivial example is given by a product of an analytic space with a smooth manifold.
Definition. A CR deformation of X is a Levi-flat CR space Z together with a proper and transflat CR morphism Π : Z → B, for B a Levi-flat CR space, a base-point and a marking.
By transflat, we mean that there are submersion charts
for all points z ∈ Z (see [Sc] ).
Remark. In the previous definition, since the fibres of Z are complex manifolds, we have p = 0 in the diagram of submersion charts. However, we will consider more general situations in part IV for which both n and p are non-zero.
In [F-K] and [Sc] , such a deformation is called a "relativ-analytisch Deformazion". Observe that analytic and smooth deformations are particular cases of CR deformations. Observe also that if B is a product B 1 × B 2 with B 1 smooth and B 2 analytic, then for every x ∈ B 1 , the induced deformation over B 2 obtained by restricting Z to Π −1 ({x} × B 2 ) is analytic; whereas for every z ∈ B 2 , the induced deformation over B 1 obtained by restricting Z to Π −1 (B 1 × {z}) is smooth.
Observe that, if f : B → I is CR, then the family (J f (t)) t∈B defines a CR deformation of X. We call such a family a CR family.
Finally, note that all the previous definitions of deformations hold for infinitedimensional analytic spaces as bases, using the formalism of [Do] . This of course has no interest in the case of compact complex manifolds, since Kuranishi's Theorem implies the existence of finite-dimensional complete families, but it will be used in Section IV, when dealing with deformations of proper CR submersions over the circle. For example, the infinite-dimensional analytic set I defined in (3) is the base of such an infinite-dimensional analytic deformation of X 0 , once a base-point corresponding to X 0 is fixed. This comes from the fact that, using the map (9) at each point of I, one shows that this family is locally obtained by pull-back from the Kuranishi family. Since the last one is flat, so is the first one.
II. Structure of I in the neighborhood of a compact set.
1. Foliation of the neighborhood of a compact set.
where e was defined in (6), where W L is an open neighborhood of 0 in L small enough to be in the domain of definition of e, and where means the group generated by. Notice that (22) does not depend on the choice of W L . Lemma 1. Let J and J ′ be two homotopic complex structures. Then Σ(T J ) and
Proof. We may assume that T J ′ is represented by the graph of a 1-form from T J to T J ; otherwise just choose a finite number of points J i on the path from J to J ′ and repeat the argument inductively. The projection on T J parallel to T J identifies T J ′ and T J as C-vector bundles over X dif f . Hence Σ(T J ) and Σ(T J ′ ) are isomorphic C-vector spaces.
Thanks to this lemma, the structure of complex vector space induced on L through (7) and the identification between T X dif f and T J does not depend on J , provided we stay in a single connected component of complex operators. Proposition 1. Let C be a compact set of E. Then, for any sufficiently small neighborhood U of C in E, there exists a closed subspace L of Σ(T X dif f ) of finite codimension such that Γ L foliates U ∩ I. More precisely, there exists a finite open covering
(ii) When defined, the composition of two such isomorphisms preserves the plaques
The induced leaves are in one-to-one correspondance with the connected components of the action of Γ L restricted to U ∩ I.
Remark. Item (iii) means the following. The leaf through a point x ∈ U ∩ I is the connected component at x of the intersection of the Γ L -orbit of x with U .
Proof. Begin with choosing an open neighborhood
and denote by Kur i the Kuranishi space of J i . Assume that we used the classical orthogonal splitting, that is, in the splitting (7), we took L i as the orthogonal complement to H i . It follows from Kuranishi's Theorem that for every i and every
Let S be the set of closed vector subspaces S of Σ(T X dif f ) having finite codimension and satisfying
We claim that, shrinking U if necessary, we may assume that S is not empty.
Then L is orthogonal to each H i , hence it is included in each L i . Property (24) implies that L belongs to S. As a consequence, we may choose L ∈ S having minimal codimension. We claim that this L satisfies the requirements of Proposition 1.
Since L has finite codimension in Σ(T X dif f ), we may choose some finite-dimensional vector subspacesH i such that, for all i, we have
We may then replace L i withL i and obtain new Kuranishi maps and domains based at J i . If they do not cover C, we just add a finite number of extras Kuranishi maps. This is possible thanks to (25). To simplify notations, we still denote by the same symbols U i this refined covering. Remembering (28), Kuranishi's Theorem implies that these Kuranishi maps induce a.c. isomorphisms between U i ∩ I and the product of the finite-dimensional analytic space (29)
Hence they give foliated charts as wanted in (i).
Observe that the case where at least one of the Kur i is not reduced is treated exactly in the same way.
Moreover, still by Kuranishi's Theorem, the plaques W × {Cst} correspond to the local orbits of the Γ L -action. Since the compositions involved are equivariant, they must preserve the connected component of the action of Γ L , hence preserve the plaques. This proves (ii) and then (iii).
Definition. Let U satisfying the hypotheses of Proposition 1. Then an adapted covering of U is a finite covering (23) satisfying the conclusions of Proposition 1.
We note the following easy fact.
Then L and L ′ are isomorphic.
Observe that, if Γ L foliates U ∩ I as in Proposition 1, then L must be an element of S. And of course, if they do not have the same codimension, we cannot expect them to be isomorphic. So condition (ii) in the statement of Proposition 1 is not a restriction but an obvious necessary condition to have unicity.
Proof. This is standard linear algebra. Set 
The case of a neighborhood of a path.
Let c be a continuous path into I and let U be a connected neighborhood of c in E for which Proposition 1 is valid. In this particular case, we can give a much more precise description of the Γ L -foliation. Theorem 1. Let Γ L foliating U ∩ I as in Proposition 1. Then, if U is small enough, the foliation is given by the level sets of a smooth morphism. To be more precise, there exists an analytic space K U and an a.c. morphism (ii) The map Ξ U is locally a projection: in the neighborhood V of any point x ∈ U ∩ I, we have a commutative diagram
Moreover, the Γ L -foliation is smoothly trivial, that is there exists a smooth injection
U ∩ I
and, up to shrinking U if necessary, a diffeomorphism
Remark. The open set U may contain "large" open sets of Γ L -orbits, so that we cannot ensure that they can be completely encoded via the map e. This is typically the case if the path c is included in a single Γ L -orbit. This explains why the set W U of (32) is included in Γ L and not in L.
Proof. If c is constant or is contained in a single Kuranishi domain, then there is nothing to do: we just take U as a Kuranishi domain based at c(0) and the map (9) given by Kuranishi's Theorem as trivialization chart (30). This map is indeed global, so that (32) is satisfied with an analytic isomorphism.
So assume that c is not contained in a single Kuranishi domain. We assume that c does not self-intersect. In case it does, just move it locally along the Diff(X diff )-orbits in a finite number of points to destroy the self-intersections.
We just make use of Proposition 1. We first assume that c is not a loop. We cover it by an adapted covering. We assume without loss of generality that
and that every non-empty intersection U i ∩ U j is connected.
We also assume that every intersection U i ∩ c and U i ∩ U j ∩ c is connected.
Furthermore, we assume that the U i are sufficiently small so that, for any pair (x, y) of points of U i ∪ U i+1 with U i ∩ U j = ∅, if x and y belong to the same orbit in U i ∪ U i+1 , we have
where the local charts
−− → I
given by Proposition 1 are supposed to cover an open set containing U i ∩ I.
We want to construct K U by gluing each K i to the next one using the changes of foliated charts. To be more precise, we proceed by induction.
Firstly, consider, for i = 1, 2, the two local charts (35) and the associated change of chart (36) (z, v)
By abuse of notation, we will denote by the same symbol K i and the image Φ i (K i × {0}). We assume, composing Φ 1 and Φ 2 with translations on the W -factor if necessary, that K 1 and K 2 have disjoint images in I.
Consider the space obtained by gluing K 1 to K 2 through the map Ψ. We claim that, up to shrinking U 1 and U 2 , it is an analytic space. This can be proved as follows.
We define the open set V 1 ⊂ K 1 by the following relation
By (34), observe that V 1 contains all the points whose leaf in U 1 meets U 2 . Denoting as usual by Ξ 1 the map contracting
is non-empty and connected. Then, define
where v is any vector of W 1 such that (37) holds. The previous map does not depend on the particular choice of v because of (34).
This is the gluing map we want to use. Set V 2 = g(V 1 ) ⊂ K 2 . It follows from the proof of Proposition 1 that there exists an analytic map
is non-empty and connected. Let χ be a bump function defined on U 1 , equal to 1 on V ′ 1 and to 0 on
Then the map g 1 := e(η 1 ) is an a.c. diffeomorphism from K 1 to its image. Moreover, we may assume that
(y) denotes the leaf of y in U 1 ∪ U 2 , and where the closure is taken in K 2 (respectively K 1 ).
We would like that the setṼ ′ 2 is open and that the union g 1 (K 1 ) ∪ K 2 cuts every leaf of U 1 ∪ U 2 into a single point. Taking into account the definition ofṼ ′ 2 , this would imply that the image through g 1 of V 1 ′ \ V ′ 1 does not belong to K 2 . From this, it is easy to check that K 1 ∪ g 1 K 2 would be Hausdorff, hence an analytic space since it is obtained by gluing two analytic spaces along an open set; also this would imply that it is the leaf space of U 1 ∪ U 2 .
Remark. To clarify the proof, let us emphasize the following obvious but crucial point: K 1 ∪ g 1 K 2 will be constructed as an abstract analytic space homeomorphic to g 1 (K 1 ) ∪ K 2 . But obviously, this last set is not an analytic subspace of I.
Nevertheless, it is not true in general. Indeed, it fails every time thatṼ
We claim that it is enough to shrink U 1 and U 2 to ensure
and thus to solve our problem. 1 has boundary points in K 1 which correspond through the identification to boundary points of V ′ 2 in K 2 , the resulting space is not Hausdorff. The claim is that it is possible to shrink U 1 and U 2 so that the picture is like picture 2 (see next page). The big ellipses represent the domains of K 1 and K 2 onto which the new sets U 1 and U 2 retract. In this new case, the boundary points of V ′ 1 are not in correspondance with the boundary points of V ′ 2 , hence the gluing is Hausdorff. Notice that, in the case of U 2 (the upper ellipse), a subset of the former trace of c in K 2 is now out of the domain. This has no consequence since this part of c has still a trace in K 1 , but it helps reducing the boundary of V ′ 2 . First, observe that shrinking U i to, say, U ′ i , we may assume that it transforms (35) into
The claim is that, after shrinking and after taking the intersection with K ′ 2 , we may assume that (42) holds. To go further, we distinguish cases. 1st case. We assume that Ξ i (c ∩ U i ) does not intersect the boundary
. This is typically the case is c is included in a single orbit of Γ L , hence its trace in each K i is a single point belonging to V ′ i . Then there is no problem. We set
Geometrically, K 1 and K 2 are simply identified one to the other. 2nd case. We assume that the intersection of Ξ i (c ∩ U i ) with the boundary
is connected. Then it is enough to shrink U 2 setting
Geometrically, K 2 is identified to an open subset of K 1 . 3rd case. We assume that the intersection of Ξ i (c ∩ U i ) with the boundary
is disconnected. This is the case treated in figures 1 and 2.
It has at least two connected components and we may find two disjoint open intervals I 1 and I 2 such that
Then, shrink U 1 and U 2 such that (33) and (34) and all the above hypotheses are still satisfied, as well as the additional hypothesis
Properties (46) and (45) imply that (42) holds after taking the intersection with K ′ 2 . In other words, set
Then K 12 is an analytic space. It is by construction the leaf space of the Γ L -action restricted to U
is not reduced, then we perform the previous construction with their reduction and put on each component of the resulting space the common multiplicity of the corresponding components of K 1 and K 2 .
Besides the two maps
glue into a single map
with charts (30) by construction.
It follows now from (47) that the inclusions
yielding (31) and a smooth trivialization (32) (shrinking U if necessary).
Repeating the process, we construct the map Ξ U as desired as well as the smooth trivialization.
Assume now that c is a loop. We cover it by adapted domains and we assume without loss of generality that
are connected when non-empty. Assume also that (34) is satisfied.
We proceed as before, but we have now to perform an ultimate gluing between U k and U 1 to obtain K U , still using the changes of charts of Proposition 1. Let K denote the analytic space obtained by making all the gluings except for the last one. We also have a smooth map i : K a.c.
− −→ U ∩ I
analogous to (31). The last gluing to perform is defined through an analytic map
which is equal as before to e(η) for some analytic map η from K k ∩ U 1 into L because of (34). So we may proceed as before and extend smoothly η to
. Now, up to shrinking the U i 's, we have that e(η) · K is a smooth global transverse section to the Γ L -foliation on U ∩ I. This proves at the same time that the space K U obtained from K after performing the last gluing is homeomorphic to e(η) · K, hence Hausdorff and by construction an analytic space; and that the foliation is smoothly trivial.
The injection (31) and the trivialization (32) are then obtained as before.
Corollary 1. The analytic space K U is unique up to a.c. isomorphism, that is does not depend on the choice of the adapted covering and of the Kuranishi maps.
Proof. This is a direct consequence of the fact that K U is the leaf space of the Γ L -foliation restricted to U . Hence it is unique.
For the same reason, we also have Corollary 2. Let U and U ′ be two connected neighborhoods of c for which a smooth trivialization (32) exists. Then the restrictions of K U and K ′ U to U ∩ U ′ ∩ I (via the trivializations (32)) are a.c. isomorphic.
However, it is worth to emphasize that K U depends on the choice of L.
III. The Kuranishi type moduli space of a proper CR submersion over the circle.
Proper CR submersions.
Definition. A proper smooth submersion π : X → S 1 is called a a proper CR submersion if X is endowed with a Levi-flat integrable CR structure which is tangent to the fibers of π.
As a smooth manifold, a proper CR submersion is a locally trivial smooth fiber bundle over the circle, thanks to Ehresmann's Lemma. The fiber, that we denote by X dif f , is a smooth compact manifold. We assume that it is connected. In other words, X is diffeomorphic to (50)
Here φ is a fixed diffeomorphism of X dif f , classically called the monodromy of X φ . Recall also that X φ and X ′ φ are diffeomorphic if φ and φ ′ are isotopic.
As a CR manifold, each fiber of X is a copy of X dif f equipped with a complex structure. The only difference between a proper CR submersion and a smooth deformation over the circle is that here there is no marked point.
By Fischer-Grauert's Theorem (see [Me2] for the version we use), if all the fibers of a proper CR submersion are biholomorphic to a fixed manifold X 0 , then it is locally trivial, that is satisfies
in a neighborhood U of any point of the circle. We call such a locally trivial CR submersion a CR bundle.
Choosing a smooth model (50) for X , we may identify it as a CR manifold with a smooth path c in I such that
that is, X is CR isomorphic to the family (π −1 (exp 2iπt), c(t)) exp 2iπt∈S 1 , the identification of the endpoints being realized thanks to (51) and (52).
2. The set of CR submersions structures on a fixed smooth proper submersion over the circle. Let π dif f : X dif f → S 1 be a smooth proper submersion. Let X dif f be its fiber. Define E and I as in (3) and (4). Choose a monodromy φ so that X dif f is diffeomorphic to X φ (see (50)).
As proved in the preceding section, turning π dif f into a CR submersion π means choosing a path c in I whose endpoints satisfy (51) (51) and (52)}.
We want to give a Theorem describing locally the set I(X dif f ), analogous to that of Kuranishi describing locally I. Before stating and proving this result in the next section, we first make some useful preliminary comments.
Start with a CR submersion π : X 0 → S 1 compatible with π dif f , which we represent by a smooth map c 0 satisfying (51) and (52). As in part II, we assume that c 0 has no self-intersection. Let U be a connected neighborhood of c 0 in E. As usual, we cover U by an adapted covering.
If X dif f → S 1 is trivial, we assume that
and finally we define U φ to be U .
If X dif f → S 1 is not trivial, then, shrinking U if necessary, we may assume that the Kuranishi domains satisfy (33) with all non-empty intersections being connected. In particular, we assume that U k is disjoint from U 1 but equal to φ · U 1 . This means that we choose φ so that it is not a biholomorphism of X c 0 (0) . Thus c 0 (1) is different from c 0 (0). This is always possible, since φ can be chosen arbitrarily in a fixed isotopy class of diffeomorphisms of X dif f . We define now U φ as the set obtained from U by identifying each point J of U 1 with the corresponding point φ · J of U k . We put on U φ the quotient topology.
Observe that we may assume it is Hausdorff, shrinking U if necessary. As in the proof of Theorem 1, the only problem that could appear is the following. If we can find a sequence (x n ) in U 1 such that
is not separated at y. This can be avoided as follows. 
Shrinking U if necessary, we may assume that U 1 is a ball and that H cuts U 1 into two connected components, say H + and H − . Moreover, we assume that U 2 ⊂ H + and, using
Let now x be a point of U ∩ U 1 \ U 1 . Then x belongs to U 2 , hence to H + . As a consequence, if (x n ) converges to x, then φ(x n ) belongs to φ · H + for n big enough.
− , we see that it is not possible to find a sequence (x n ) satisfying (55) and (56).
Hence U φ is Hausdorff. Since it is obtained from the Banach manifold U by an open gluing, it is also a Banach manifold. We may thus speak of smooth maps into U φ .
If X is a CR submersion close to X 0 , it is represented by a smooth path c in U whose endpoints belong to U 1 and U k respectively, and which satisfies (52) and (51). Hence it is represented by a smooth loop in U φ . Reciprocally it is clear that any loop in U φ formed by integrable structures lifts to a point of I(X dif f ) close to c 0 , thus defining a CR submersion close to X 0 .
In other words, denoting abusively U φ ∩I the subset of points of U φ corresponding to integrable structures, we may take the space C ∞ (S 1 , U φ ) as a neighborhood of c 0 in E(X dif f ); and the space C ∞ (S 1 , U φ ∩ I) as a neighborhood of c 0 in I(X dif f ).
Observe that U φ being obtained from U by an a.c. gluing, we have Proposition 3. Let U and U φ be as above. Then the Γ L -foliation of U descends as a foliation of U φ .
Definition. We call this foliation the Γ L -foliation of U φ .
Let Dif f π (X dif f ) be the group of bundle isomorphisms of π dif f which descend as the identity on the base S 1 . It acts on C ∞ (S 1 , U φ ) in the obvious way. That is, given c ∈ C ∞ (S 1 , U φ ) and f ∈ Dif f π (X dif f ), we have
where the action on the right-hand side is defined in (5).
Consider the set Σ π (T X dif f ) of smooth vector fields of X dif f tangent to the fibers of π. We have
Using (6), we may easily define a map
which satisfies, for all t ∈ S 1 ,
As in the pointwise case, e π realizes a diffeomorphism between an open neighborhood of the zero-section in Σ π (T X dif f ) and a neighborhood of the identity in Dif f π (X dif f ).
Given two subsets U and V of E(X dif f ) with U open, W an open subset of a topological C-vector space, and an analytic map F from U to V × C ∞ (S 1 , W ), we say that F is almost-complex preserving if the composition
is almost-complex preserving for each t ∈ S 1 , that is the complex manifolds X c(t) and X G(c(t)) are isomorphic for each t.
Thus we extend the notion of a.c. maps to E(X dif f ). Observe that an a.c. map is equivariant with respect to the action of Dif f π (X dif f ).
The Kuranishi space of a proper CR submersion.
We are now in position to prove the main result of this paper: a statement analogous to Kuranishi's Theorem for I(X dif f ).
Let X 0 be a CR submersion compatible with π dif f , represented by an element c 0 of I(X dif f ). Identify a neighborhood of c 0 in I(X dif f ) with C ∞ (S 1 , U φ ) as explained in the previous Subsection. Choose a closed vector subspace L of Σ(T X dif f ) satisfying (25) for all J in the image of c 0 and having minimal codimension for this property. We have Theorem 2. Shrinking U φ if necessary, we can find an analytic space K c 0 and an analytic map
such that (i) The set K c 0 is a (finite-dimensional) analytic space of (embedding) dimension at c 0 (t) equal to
(ii) If we are not in the special case of (i), the analytic set K c 0 is the leaf space of the Γ L -foliation of U φ . Otherwise, there exists a closed subspace L ′ of Σ(T X dif f ) containing L as a codimension-one subspace and such that K c 0 is the leaf space of the Γ L ′ -foliation of U φ .
As a consequence, the (infinite-dimensional) analytic space C ∞ (S 1 , K c 0 ) plays the role of the Kuranishi space K 0 in the classical case. Hence we define Definition. The loop space C ∞ (S 1 , K c 0 ) is called a Kuranishi type moduli space of X 0 . We denote it by K g .
Remark. We will also consider the space W r 2 (S 1 , K c 0 ). We denote it by K g . The interest is that K g is a Banach analytic space (cf. Section I.1), whereas K g is not.
Proof. We keep the same notations as in the previous subsections and recall that U φ is defined as the quotient of some open neighborhood U of c 0 by φ. By Theorem 1, shrinking U and thus U φ if necessary, attached to U is an analytic space K U together with an analytic a.c. map of U onto K U such that K U is the leaf space of the Γ L -foliation of U . We want now to define an analytic space K c 0 attached to
If φ is the identity, there is nothing to do. We have U φ = U and we take K c 0 = K U , that is we take exactly the analytic space given by Theorem 1.
To do the general case, it would be natural to define K c 0 as the quotient of K U by the action of φ. However, the resulting quotient space is not always an analytic space and we have to consider two different cases.
Indeed, when dealing in the previous subsection with the construction of U φ , we imposed the condition of φ not being a biholomorphism. This forces c 0 to have distinct endpoints. It follows that, when gluing U k to U 1 through φ, the resulting quotient space is Hausdorff (at least after shrinking). The fact that U k and U 1 may be supposed to be disjoint is fundamental in this process. In the same way, when performing the same gluing onto K U , we must ensure that the glued pieces corresponding to K 1 and K k in K U are disjoint to obtain an analytic space. This is possible (shrinking U if necessary) if and only if the image c of c 0 in K U is not a loop.
Indeed, we may assume that
and, after identification between open sets of K k and K 1 and open sets of K U , this induces a well-defined analytic a.c. isomorphism between two open sets of K U . As we just told, if we may assume that, after shrinking, these two pieces are disjoint, then we may proceed as in Section 2 (construction of U φ ) and ensure that the gluing occurs exclusively on these open sets and that the resulting analytic space is the desired leaf space. Hence we are done.
Assume that X 0 is not a CR bundle. Then, by Fischer-Grauert Theorem, we can find t = t ′ such that X c 0 (t) is not biholomorphic to X c 0 (t ′ ) . This implies that c is not a constant path. It may of course be a loop, which is exactly the situation we would like to avoid, but since it is not a constant loop, we claim that, shrinking U , the image of c 0 in K U is not a loop but a path. Indeed, assume that c is a loop. Then this means not only that c 0 (0) and c 0 (1) are in the same leaf of I, but also that they are in the same leaf of U . Either c 0 (t) or c 0 (t ′ ) must be in a different Γ L -orbit than that of the two endpoints. Say it is c 0 (t). By shrinking U , we may assume that c 0 (t) belongs to some domain U p with p different from 1 and from k, and that this U p does not intersect the Γ L -orbit of c 0 (0). Hence the intersection of this orbit with U is disconnected and c 0 (0) from the one hand, and c 0 (1) from the other hand, belong to two different connected components. In other words, the common leaf of c 0 (0) and c 0 (1) in I disconnects into (at least) two leaves in U , one passing through c 0 (0), and the other passing through c 0 (1). Because of the trivialization (35), this prevents their images c(0) and c(1) to be the same point of K U . So in this case, we may define K c 0 as the quotient of K U by the action of φ.
Assume now that X 0 is a CR bundle. Then, we cannot exclude that c is the constant loop even after shrinking U (cf. Example V.3). The quotient of K U by the action of φ occurs in the neighborhood of the point c, which is fixed by φ. As a consequence, it may not be Hausdorff, depending on the properties of φ. We avoid this problem as follows. Choose c 0 so that c is a point. Instead of using in Proposition 1 a subspace L of minimal codimension as we did, we take
where L 1 is one-dimensional. Then using Proposition 1 with L ′ this time, we obtain in place of K U the space K U ×W 1 for some open set W 1 ⊂ L 1 . Now, we may assume that the image of c 0 in K U × W 1 is not constant (for example that the projection onto L 1 is not constant). Taking this image as the new path c, we may now finish the argument with this c, defining K c 0 as the gluing of K U × W 1 through φ as before. Observe that the gluing is given by the associated map
the action on the first coordinate being defined in (4), and the action on the second coordinate being that of the differential of φ on Σ(T X dif f ).
Notice that, when dealing with L of minimal codimension, that is excluding the case where X 0 is a non-trivial CR bundle, it follows from Proposition 1 and Theorem 1 that K U , hence also K c 0 , is complete at c(t) but not always versal, being the product of the Kuranishi space with a C-vector space of dimension
Hence it has dimension
as stated. In the case of a non-trivial CR bundle, we have to increase the dimension by one.
To define the map Ξ φ , we proceed as follows. Assume that we are not in the special case. We already have an a.c. projection
by Theorem 1. Since both the construction of U φ and that of K c 0 consist in taking the quotient by φ, it follows that the projection (61) descends as a map
as desired and that K c 0 is the leaf space of the Γ L -foliation of U φ . The special case is handled in the same way, just noting that, running the proof of Theorem 1 with L ′ instead of L yields an a.c. projection
Using (63) instead of (61), we immediately see that it descends also as a map (62).
Remark. If K U is not reduced, then we perform exactly the same construction. Because of (29), the extra vector space factor is always reduced and there is no change in the dimension counting. Proof. Use trivialization (32) and observe that the φ-gluing respects the fibers of this trivialization. This shows that U φ is a.c. diffeomorphic to a locally trivial bundle over K c 0 . Now there are two cases. Either the gluing occurs on the fibers (cf. case 1 and 2 in the proof of Theorem 2) hence the bundle is trivial; or the gluing occurs on the base (cf. case 3 of the proof of Theorem 2), but then its monodromy is isotopic to the identity (because it is given by some map (39) once the gluing between U k and U 1 is performed), and it is trivial.
Observe that, in the first case, the fiber is homotopic to a circle, whereas in the second case it is contractible but this time the base has a non-trivial fundamental group. Proof. This follows immediately from the fact that it is a leaf space.
In other words, the germ of K c 0 at c 0 is unique. However, once again, we want to emphasize that it depends on the choice of L, and of L ′ in the special case.
IV. Deformation Theory of proper CR submersions.
Basic notions.
Let π : X 0 → S 1 be a proper CR submersion. Recall the definitions given in Section I.3. The following definitions are inspired in [Bu] .
Definitions. A holomorphic deformation (resp. smooth deformation) of X 0 is a Levi-flat CR space Z together with a proper and transflat CR morphism Π : Z → B onto an analytic space (resp. a smooth manifold) B, a smooth and proper transflat map s : Z → S 1 and a marking i :
(i) The Π-fiber Z t over t is a Levi-flat CR submanifold of Z.
(ii) The restriction s t of s to Z t is a proper CR submersion compatible with π dif f . (iii) The composition s 0 • i is equal to π. This is a quite technical definition so let us highlight some of its principal features. Firstly, choose any t 0 ∈ S 1 and let X 0 be the fiber of X 0 over t 0 . Then the map P of (64) is a CR deformation of X 0 once chosen a marking.
Secondly, Z is locally diffeomorphic at z ∈ Z to X dif f ×U , for U a neighborhood of Π(z) in B. Moreover, we have a commutative diagram of diffeomorphisms
We are in position to prove the following completeness result.
Theorem 3. Let π : X 0 → S 1 be a proper CR submersion. Choose a path c 0 representing X 0 and let K g be a Kuranishi type moduli space of X 0 . Then there exists a (infinite-dimensional) holomorphic deformation
This family is complete at 0, that is any holomorphic (resp. smooth) deformation Π : Z → B of X 0 is locally isomorphic to the pull-back of K g by some analytic (resp. smooth) map f from (B, 0) to (K g , 0).
Moreover, we may ask the local isomorphisms to preserve the markings.
Proof. Choose a path c 0 representing X 0 , define K c 0 and K g as usual.
Recall that K g is obtained by considering maps of Sobolev class W r 2 . Observe that K c 0 being obtained from a finite number of Kuranishi spaces by gluing them through a.c. isomorphisms, it defines in a natural way an analytic family K c 0 .
Indeed, going back to the proof of Theorem 1 and using the notations introduced there, let K 1 and K 2 be two Kuranishi spaces and let (65)
be an analytic space obtained by gluing, the gluing g being an a.c. isomorphism between an open set V 1 of K 1 and an open set V 2 of K 2 . More precisely, g is given as a map
and where the · denotes the action (4). Consider now the families K i induced above K i . They are constructed as K i × X dif f , every fiber {J } × X dif f being endowed with the complex structure J . It follows that the map
realizes an analytic isomorphism between open sets of K i preserving the projections onto K i . Gluing K 1 and K 2 through (68), we obtain a holomorphic family K 12 over K 12 . Repeating the process yields the family K c 0 .
and let Π g be the induced projection from K g to K g . Call 0 the point of K g corresponding to c 0 . Finally choose a marking
This is obviously a holomorphic deformation of X 0 . Moreover, as a consequence of property (64), a holomorphic (resp. smooth) CR deformation Π : Z → B of X 0 can be locally encoded as follows. Construct the neighborhood U φ of c 0 . Then P induces an analytic (resp. smooth) map f from a neighborhood of 0 in B to C ∞ (S 1 , U φ ∩ I) such that Z is locally isomorphic to X dif f × B endowed with the family of CR submersions structures (f (t)) t∈B .
It is enough to compose f with the a.c. projection from (60) to prove completeness.
Finally, observe that if this composition, let us call it g, does not preserve the markings, then there exists a CR isomorphism Φ of X 0 covering the identity of S 1 such that
But now, Φ acts on K g , so that we may replace the map G by Φ −1 · G so that we have now
and this time the map g preserves the markings.
Remark. Although the map
is not strictly speaking a deformation of X 0 (since its base is only Fréchet), we will consider it as a deformation of X 0 . The reader may, if he wants, replace it by K g → K g in the sequel.
(Uni)versality.
As recalled in Section I.3, the Kuranishi family is not only complete but also versal at 0 in the classical case. We will see that things are a bit different in the case of proper CR submersions.
First, recall that we gave two equivalent definitions of versality in the classical context. The first one deals with the Kuranishi space having minimal dimension at 0. Since our family is infinite-dimensional, we cannot use this definition. The other characterization deals with the unicity of the differential at 0 of the map f . This can be easily transposed to our context. Moreover, recall that the Kuranishi space is universal if the germ of f is unique. This definition can also be transposed to our context. It is known that, in the reduced case, the Kuranishi space is universal if and only if the function h 0 is constant along it (cf. [Wa1] , [Wa2] , [Me1] ).
Let us fix some notations. We start from a deformation Π : Z → B of X 0 and we consider a map f from some open set of B to K g given by completeness. Its differential at the marked point 0 goes from the tangent space T 0 B to the tangent space T 0 K g . We only consider local isomorphisms from Z to K g covering f which preserve the markings. This prevents from composing with automorphisms of Z and K g which descends as non-trivial automorphisms of the bases of the families. Notice that this is necessary to hope the unicity of d 0 f . Even in the classical case, allowing these compositions, one loses versality.
Nevertheless, we do not have versality in general. We will give some counterexamples in the next part. Indeed,
(ii) The family Π g : K g → K g is universal at 0 for families over a reduced base if and only if
Remark. Observe that, if X 0 is a trivial CR bundle, then (70) is automatically satisfied, hence K g is versal. And it is universal if and only if the Kuranishi space of the fiber is universal. On the contrary, if X 0 is a non-trivial CR bundle, the family K g is never versal.
Proof. We first need to compute the tangent space of K g at some point c. From its definition, one has that
where p : T K c 0 → K c 0 is the tangent sheaf of K c 0 . In particular, for t ∈ S 1 , we have a commutative diagram (72)
Let ev t denote the evaluation map of the bottom arrow and Ev t that of the top arrow. Then analyzing (72) yields that the differential d c ev t is equal to Ev t .
Indeed, let v be a vector of T c K g and let u : (−ǫ, ǫ) −→ K g be a smooth path whose derivative at 0 is v. Define
Let Π : Z → B be a deformation of X 0 and let (f, F ) be given by completeness. Consider now the smooth morphism (73) Π t : Y t := s −1 (t)
This is a deformation of X t := π −1 (t). But we have a commutative diagram (74)
where (F ) t and (f ) t are given by the evaluation at t of the maps F and f .
Observe that, if
denotes the marking of our family Π, then
is a marking for (73).
From (72) and (74), we obtain that
and we see that the versality at c 0 (t) of K c 0 for any t implies the versality at 0 of K g . The markings used here are (76) and (75).
Conversely, assume that K c 0 is not versal at some point c 0 (t 0 ) with t 0 ∈ S 1 . Then we can find a deformation Y → (D, 0) of X t 0 with marking i 0 and two holomorphic maps (D, 0)
respecting the markings i 0 and i g (c 0 (t 0 )) and finally such that
Then we extend the map f t 0 into a CR map
To prove that such an extension exists, first observe that we may assume K c 0 smooth. If not, just desingularize and lift both f t 0 and c 0 . Also observe that we may perform the extension step by step along the circle, from t 0 to a close t 1 and so on. Hence we reduce the problem to a local extension problem in C n .
Remark. There is no particular problem if the space K c 0 is not reduced. Indeed, since we use maps from a reduced base (here a circle or an annulus) into K c 0 , they map into the reduction of K c 0 . Hence, we only have to desingularize the reduction of K c 0 .
Taking into account that we have a monodromy problem when coming back to t 0 after a complete turn, we finally see that the proof is completed with the following lemma (we prove more since it will be useful in Part V).
n be a smooth path and let f i : D → C n be two (i = 0, 1) holomorphic maps such that f i (0) = u(i).
Then, there exists a CR map
(ii) Moreover, let v : [0, 1] → C n be a smooth path and z 0 ∈ D \ {0} such that
Then, we may assume that the map F of (i) satisfies also
Proof of Lemma 2. To prove (i), just define
and to prove (ii),
Coming back to the proof of Theorem 4, define
This is a deformation of X 0 with marking
Now, taking into account that K c 0 encodes complex operators, we may write
with J 0 and J 1 families of complex operators on X dif f indexed by D and satisfying
where
In other words, we may find some smooth family of diffeomorphisms k s of X dif f parametrized over the disk such that, for every s ∈ D, the map k s is a biholomor-
We extend J 0 into a family of complex operators over D × S 1 so that
and we extend J 1 over the same base by defining
on the fiber over any point (s, t) ∈ D × S 1 .
Obviously, we also have
Shrinking the base D if necessary, we may assume that the map
has image in the open set U φ ∩ I admitting a retraction (60) onto K c 0 . This allows us to extend the map g t 0 into a map g defined over D × S 1 by stating
where (J 1 )(z, t) denotes the restriction of J 1 to the fiber over (z, t) . By construction, we have
Because of (79), (78) and (77), the family K g is not versal at c 0 .
To finish with the proof of (i), we just have to show that K c 0 is versal at each point c 0 (t) if and only if equality (70) holds.
The construction of K c 0 given in the proof of Theorem 2 shows that it is complete at c 0 (t) with dimension
To be versal, it must have minimal dimension, that is dimension h 1 (t). Since we have codim L ≥ h 0 (t) for all t this yields the condition
Conversely, if this condition is fulfilled, then, from (80), the space K c 0 is versal at each point of c 0 , hence the differential d 0 (f ) t is uniquely determined for each t ∈ S 1 . By (77), which means that d 0 f is uniquely determined, so the family Π g :
is versal at 0. This proves (i).
By definition f is unique, yielding universality if f t is unique for all t. In other words, K g is universal if K c 0 is universal at each point c 0 (t). Conversely, if K c 0 is not universal at some point c 0 (t 0 ), then the same argument as above (just replacing (78) with f t 0 ≡ g t 0 ) shows that K g is not universal at c 0 .
Universality of K c 0 implies also that it is versal at each point c 0 (t), that is that the function h 0 is equal to codim L at every point c 0 (t). Now, by a Theorem of Wavrik (see [Me1, Section 5.5] for the version we use), K c 0 is universal at c 0 (t) for families over a reduced base if and only if h 0 is constant in a whole neighborhood of c 0 (t). So we finally obtain that the condition
is sufficient to have universality for families over a reduced base.
Kodaira-Spencer map.
We finish this Section with the construction of the Kodaira-Spencer map of a deformation of a proper CR submersion over the circle. In the classical case, the Kodaira-Spencer map of a deformation of X 0 takes value in the first cohomology group H 1 (X 0 , Θ 0 ), which can be identified with the tangent space at 0 of the Kuranishi space of X 0 in such a way that it corresponds to the differential d 0 f of the map f obtained by completeness. In our case, however, the Kodaira-Spencer map will take value in a first cohomology group which is different from T 0 K g , except if (81) is satisfied for all t ∈ S 1 .
To do that, we start as usual with a proper CR submersion π : X 0 → S 1 and we define Θ π to be the sheaf of germs of CR vector fields of X 0 tangent to the fibers of π. The first cohomology group H 1 (X 0 , Θ π ) has a natural structure of the set of smooth sections of a sheaf of C-vector spaces over the circle. The stalk at some point t is the vector space H 1 (X t , Θ t ). Moreover, it is a vector bundle over the circle as soon as the function h 1 is constant along the circle (cf. [K-S1]).
Let Π : Z → B be a deformation of X 0 . Let Θ s be the sheaf of germs of CR vector fields of Z tangent to the fibers of s. Let also Θ P be the sheaf of germs of CR vector fields of Z tangent to the fibers of P (cf. (64)). Consider the following exact sequence of sheaves
and observe that the quotient sheaf Θ s /Θ P can be identified with the sheaf Θ B of germs of CR vector fields on the base B. The long exact sequence associated to (82) runs as follows
Observe now that the restriction of ρ to the tangent space T 0 B gives a map
Definition. The map ρ 0 of (84) is called the Kodaira-Spencer map at 0 of the deformation Π : Z → B.
Roughly speaking, the map ρ of (83) represents the complete obstruction to lift CR vector fields of B to CR vector fields of Z respecting the fibers of s, thus trivializing the family. The Kodaira-Spencer map being the evaluation of this obtruction to the central fiber is the first obtruction to such a trivialization. It has the advantage to be defined on X 0 and not on the whole deformation Z and thus can be computed explicitely in many cases.
Theorem 5. Let π : X 0 → S 1 be a proper CR submersion. Assume that for all t ∈ S 1 , the identity (81) is fulfilled. Then there exists a fixed isomorphism
such that the following property holds.
Let Π : Z → B be any deformation of X 0 . Let ρ 0 be its Kodaira-Spencer map at 0 and let f : (B, 0) → (K g , 0) be given by completeness of K g . Then we have
Proof. We have already seen that the natural projection
can be endowed with a structure of a sheaf over the circle with stalk H 1 (X t , Θ t ) at t. With this structure, H 1 identifies with the cohomology group H 1 (X 0 , Θ π ).
If Π : Z → B is a deformation of X 0 , recall that (cf. (73)) (87)
is a deformation of X t := π −1 (t) ⊂ X 0 . Associated to (87), when B is finitedimensional, we thus have a (classical) Kodaira-Spencer map
and the family of these maps, when t varies in S 1 , is exactly the Kodaira-Spencer map defined in (84).
We want to apply these considerations to the Kuranishi family of X 0 . In this case, because of (74), the deformation Y t given by (87) reduces to a deformation over (K c 0 , c 0 (t)). Indeed Y t is equal to the pull-back of K c 0 → (K c 0 , c 0 (t)) by the evaluation map at t. Hence (88) gives a decomposition of the Kodaira-Spencer map ρ of the family Π g :
and we have a commutative diagram
Since we assume that (81) is fulfilled for all t, the space K c 0 is versal at c 0 (t) and all the ρ t are isomorphisms. So is the map ρ.
We define the map ϕ of (85) to be ρ −1 . Now, because of (72), (74) and (76), the property (86) is satisfied if and only if it is satisfied for each t ∈ S 1 , that is if
which is true by the chain-property of the (classical) Kodaira-Spencer map.
V. Applications and examples.
Connectedness and extension of deformations.
In the classical case of compact complex manifolds, Kuranishi's Theorem has as a consequence that every complex structure J on X dif f close enough to a fixed structure J 0 is connected to it. That is, there exists a 1-dimensional holomorphic (resp. smooth) deformation of X 0 that contains X J . The proof just consists in choosing a disk (resp. a path) in the Kuranishi space of X 0 joining the base point to the point encoding J .
In our case, the same result is true.
Theorem 6. Let π : X 0 → S 1 be a proper CR submersion, represented by an element c 0 of I(X dif f ) as usual. Then, if X is a proper CR submersion close enough to X 0 (that is, if X can be represented by a path c close enough to c 0 in the topological space I), there exists a holomorphic (resp. smooth) 1-dimensional deformation joining X 0 and X .
Proof. Since X is close to X 0 , it is represented by a point in the Kuranishi space K g of X 0 . That means that there exists a loop c in K c 0 encoding X .
Therefore, to construct a smooth deformation as desired, it is enough to construct an isotopy
Now, it is a classical fact that two smooth loops in an analytic space are isotopic as soon as they are close enough one from the other. Indeed, this is clear for complex manifolds. For analytic spaces, we may first desingularize and extend the loops we want to isotope. Observe that the exceptional divisors being simply connected, there is no additional obstruction. Since we may assume c to be arbitrarily close to c 0 , the existence of H follows.
Remark. There is no particular problem if the space K c 0 is not reduced. Indeed, since we use maps from a reduced base (here a circle or an annulus) into K c 0 , they map into the reduction of K c 0 . Hence, we only have to desingularize the reduction of K c 0 . The same remark applies below and to the next results (Corollaries 5 and 6).
We treat the case of a 1-dimensional holomorphic family joining X 0 to X . That amounts to finding some CR morphism of S 1 ×D in K c 0 whose image contains c 0 and c. Once again, desingularizing and extending c 0 and c if necessary, we may assume that K c 0 is smooth. For each exp 2iπθ ∈ S 1 , the corresponding holomorphic disk of K c 0 must pass through c 0 (exp 2iπθ) and c(exp 2iπθ). We can always construct such a disk D θ for θ fixed. And this can be done in a locally smooth way. The only problem that could appear is that, starting with D 0 and constructing the family by extension, we finish with D 1 different from D 0 . Lemma 2, (ii) allows us to solve this problem.
Indeed, we have even a stronger connectedness result.
Corollary 5. Let π : X 0 → S 1 be a proper CR submersion. If X is a compact complex manifold close enough to some fiber X t of X 0 , then there exists a holomorphic (resp. smooth) 1-dimensional deformation Z of X 0 such that, for some z in the base, the t-fiber of Z z is biholomorphic to X.
Proof. Choose c in I(X dif f ) close to c 0 and satisfying that X c(t) is biholomorphic to X and apply Theorem 6.
Finally, we prove that a 1-dimensional deformation of a fiber of X 0 can be extended as a 1-dimensional deformation of X 0 .
Corollary 6. Let π : X 0 → S 1 be a proper CR submersion. If Y → B is a holomorphic (resp. smooth) deformation of some fiber X t of X 0 over a 1-dimensional reduced base, then there exists a holomorphic (resp. smooth) deformation Z of X 0 over the same base inducing locally Y, i.e. such that we have
Recall the definition (73) of Y t .
Proof. We just do the holomorphic case. Since K c 0 is complete at c 0 (t), we may assume that Y is obtained by pull-back of K t (the Kuranishi space of X t ) over some disk of the base. As before, we may assume that K c 0 is smooth. Let
be the associated map. We just have to extend it into a CR map
which is not really different from what we did in the proofs of Theorems 4 and 6 thanks to Lemma 2.
Rigidity.
As in the classical case, we say that a proper CR submersion π :
Here is a trivial example of a rigid CR submersion.
Example. Let X 0 be a rigid compact complex manifold (for example, X is P n for some n > 0). Let X 0 be a CR bundle with fiber X 0 .
If this bundle is trivial, then the space K c 0 is nothing else that a point. So is K g . By Theorem 2, X 0 is trivial.
If it is not trivial, then K c 0 can be taken as the unit disk (cf. Theorem 2), but the family K c 0 → K c 0 is trivial by construction and every X close to X 0 is isomorphic to
for φ a biholomorphism representing the monodromy of X 0 . Hence it is isomorphic to X 0 . The same argument shows that any deformation of X 0 is trivial, hence X 0 is trivial. This is indeed the unique rigid example.
Theorem 7. Let π : X 0 → S 1 be a proper CR submersion. Then X 0 is rigid if and only if it is a CR bundle with rigid fiber.
Proof. We have already seen in the previous example that a CR bundle with rigid fiber is rigid. Conversely let X 0 be rigid. If one of the fiber X t of X 0 is not rigid, then by Corollary 6, there exists a non-trivial deformation of X 0 , so every fiber is rigid. By connectedness of the circle, this implies that all the fibers are biholomorphic, hence, by Fischer-Grauert's Theorem, it is a CR bundle.
Examples of CR bundles.
Example: the trivial case. Assume that π : X 0 → S 1 is a trivial CR bundle. Then c 0 is just a point of I and K c 0 is the same as the Kuranishi space K 0 of the fiber X 0 . So finally the Kuranishi space
(where E τ is the elliptic curve of modulus τ ∈ H), then K 0 is a neighborhood of τ in H and K g is the space of smooth maps from the circle to this neighborhood.
Example: the non-trivial case. Let ω be exp(2iπ/3) and let E be the elliptic curve of modulus ω. Let X 0 be the CR bundle with fiber E and monodromy ω. Here c 0 is also a point, but we are in the special case of Theorem 2 and we cannot take K c 0 as a neighborhood of ω in H. Let D ω be a disk centered at ω in H. Let V = {z ∈ C | inf t∈ [0, 1] |z − (tω + (1 − t))| < ǫ}.
This is a neighborhood of the segment joining 1 to ω in C. Let D ǫ be the open disk of radius ǫ centered at 1. Observe that D ǫ is a neighborhood of 1 included in V . Assume that ǫ is small enough to ensure that D ǫ and ωD ǫ are disjoint.
Following the proof of Theorem 2, we define K c 0 to be
where ω· describes the action of the automorphism ω onto H, that is
So K c 0 is biholomorphic to the product of a disk with an annulus. And X 0 has non-trivial deformations, even if the situation may at first sight be rigid, due to the fact that no other elliptic curve than E admits ω as an automorphism. A CR submersion close to but different from X 0 is encoded in a path c in H with c(1) = ω · c(0).
Such a structure is of course non-constant (in the sense that the fibers of the CR submersion are not all the same) and this explains how it is possible that the monodromy is not a biholomorphism of any fiber (cf. [M-V] ). This is indeed an example of a non-versal Kuranishi family.
Observe that we are in the special case where the dimension of K c 0 is one more than the dimension of the Kuranishi space it is constructed with. This extradimension comes from the fact that we need X 0 to be represented by a path and not a loop in K c 0 . Without this trick, one should take as K c 0 the quotient of D ω by the action generated by ω; but we should then consider K c 0 as an orbifold.
More generally, if we take as X 0 a CR bundle with fiber X 0 a compact complex 2-torus and monodromy an automorphism of X 0 non-isotopic to the identity and non-periodic (such pairs exist, see [G-V] ), the same construction yields as K c 0 the product of the Kuranishi space K 0 of X 0 , an open set of C 4 , with an annulus. Forgetting the extra-dimension, one should take the quotient of K 0 by the action generated by this automorphism; but we should then consider a non-Hausdorff space. Once again, our Kuranishi space is not versal.
On the contrary, when the monodromy of the fiber X 0 is not isotopic to the identity but extends as an automorphism of any manifold in the Kuranishi space K 0 of X 0 , we may take K 0 as K c 0 and gain one dimension with respect to our construction. However, with this "reduced" K c 0 , there is no equivalent to Theorem 3, because the space K g of (69) is not complete. There is no hope to obtain a non-trivial CR bundle as pull-back by a constant map.
Hence, we see that in all these examples, our space K c 0 is not versal but it is minimal with respect to properties of Theorems 2 and 3.
Hopf surfaces.
Consider the quotient of This defines a smoothly trivial CR submersion X 0 over the circle with fibers (primary) Hopf surfaces. As usual, we denote by X t the fiber over t.
The following facts are well-known (cf. [Da] or [We] ).
(i) The Hopf surface X 1 is the quotient of C 2 \{(0, 0)} by the linear action generated by the matrix 2Id. Its Kuranishi space is smooth of dimension four and a Kuranishi domain can be identified with an open neighborhood V of 2Id in GL 2 (C) under the correspondence (93) A ∈ V −→ X A := C 2 \ {(0, 0)} / A .
(ii) The Hopf surface X −1 is the quotient of the quotient of C 2 \ {(0, 0)} by the linear action generated by the diagonal matrix with eigenvalues 2 and 4. Because 4 is the square of 2, we are in a resonant case and its Kuranishi space is a bit different from the previous one. It is smooth of dimension three and a Kuranishi domain can be identified with an open neighborhood W of (2, 4, 0) in C 3 under the correspondence (94) (α, β, s) ∈ W −→ X (α,β,s) := C 2 \ {(0, 0)} / (z, w) → (αz + sw 2 , βw) .
(iii) For t = −1, 1, the Hopf surface X t is biholomorphic to the linear Hopf surface defined by the matrix (95) A λ (t) = 2 λ 0 2 + b(t) for any choice of λ ∈ C. Its Kuranishi space is smooth of dimension two and a Kuranishi domain can be identified with an open neighborhood of A 0 (t) in the space of diagonal matrices.
(iv) The Kuranishi domain V can be assumed to contain all matrices A a(t) (t) for t different from −1. In the same way, the Kuranishi domain W can be assumed to contain all triple (2, 2 + b(t), a(t)) for t different from 1.
Taking these facts into account, we see that it is enough to choose adequately V and W and to glue V to W × C along a well-chosen open set to construct K c 0 .
To be more precise, consider the closed path (96) t ∈ S 1 ∩ {ℜt ≥ 0} −→ c + (t) := A a(t) (t) ∈ GL 2 (C).
Let − be the standard euclidian norm on C 4 . It induces a norm on V ⊂ GL 2 (C) by identifying GL 2 (C) to an open set of C 4 . Let ǫ be a positive real number and define (97) V = {A ∈ GL 2 (C) | A − c + (t) < ǫ for some t ∈ S 1 ∩ {ℜt ≥ 0}}.
Symmetrically, consider the closed path (98) t ∈ S 1 ∩ {ℜt ≤ 0} −→ c − (t) := (2, 2 + b(t), a(t), 0) ∈ C 4 .
Define
(99) W = {A ∈ C 4 | A − c − (t) < ǫ for some t ∈ S 1 ∩ {ℜt ≤ 0}}.
Assume that ǫ is small enough so that (ii) The subset V 0 = {A ∈ GL 2 (C) | A − c + (t) < ǫ for t = ±i} ⊂ V has two connected components and any point A = (A ij ) i,j=1,2 of V 0 satisfies (100) 0 < |λ 1 (A)| < |λ 2 (A)| < 4 and |A 21 | > 0 where λ 1 (A) (respectively λ 2 (A)) is the smallest (respectively biggest) eigenvalue of A.
(iii) The subset W 0 = {A ∈ C 4 | A − c − (t) < ǫ for t = ±i} ⊂ W has two connected component and any point A = (A i ) i=1,...,4 of W 0 satisfies (101) 0 < |A 1 | < |A 2 | < 4 and |A 3 | > 0.
Then, because of (101) and (100), the map (102) A ∈ V 0 −→ (λ 1 (A), λ 2 (A), A 21 , A 12 ) ∈ W 0 is a biholomorphism. Because of the facts recalled above, (102) is an a.c. isomorphism. Gluing V to W through (102) gives the analytic space K c 0 we are looking for. Here it is smooth of dimension four and it has the homotopy type of a circle. The paths (98) and (96) glue together to give the path c 0 .
According to Theorem 4, the associated space K g is not versal at c 0 . This is easy to see in this case. Modifying the path (98) by replacing the zero fourth coordinate with any bump function (small enough in modulus) gives a path encoding X 0 although it is different from c 0 .
Moreover, taking a bump function depending on a smooth parameter and performing the same construction, one obtains a trivial deformation of X 0 over the interval with injective image in K g . This contradicts versality.
