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abstract
We study the distribution of type IIB flux vacua in the moduli space near various singular
loci, e.g. conifolds, ADE singularities on P1, Argyres-Douglas point etc, using the Ashok-
Douglas density det(R+ω). We find that the vacuum density is integrable around each of
them, irrespective of the type of the singularities. We study in detail an explicit example
of an Argyres-Douglas point embedded in a compact Calabi-Yau manifold.
1 Introduction
Recently the problem of moduli stabilization and the landscape of flux vacua in string
theory are receiving a great deal of attentions [1, 2, 3, 4] (for an earlier reference, see [5]).
In the case of type IIB string theory, for instance, a non-zero superpotential is generated
and complex structure moduli become fixed at its extremum when one introduces RR
and NSNS 3-form fluxes passing through cycles of the Calabi-Yau (CY) manifold. Ka¨hler
moduli may also be fixed when CY manifold obeys a certain topological condition and
D-brane instanton amplitudes become non-vanishing[3, 6, 7]1 . It turns out, however, that
such a mechanism of moduli stabilization leads to an enormously large (possibly infinite)
number of vacua in type IIB string theory. Problem of vacuum selection is now becoming
one of the most challenging issues in superstring theory.
Actually the flux vacua are not distributed uniformly over the whole of moduli space
of CY manifolds. Instead they are sharply peaked around the singular loci in the CY
moduli space, such as the conifold points [11, 12]2. It is well-known that various interesting
non-perturbative phenomena take place at these singular points; i) appearance of massless
matter at the conifold point[14], ii) generation of non-Abelian gauge symmetry at the ADE-
singularities (fibered over P1) [15], iii) emergence of mutually non-local massless solitons
and scale invariance at Argyres-Douglas point[16, 17, 18] etc. Thus it seems worthwhile
to study in some detail the behavior of flux vacua around the singular loci of CY moduli
space.
In this paper we will use the density formula det(R+ω) of Ashok and Douglas [11] (R
and ω denotes the curvature and the Ka¨hler form of the moduli space) for the flux vacua in
the type IIB string theory and estimate the behavior of vacuum density near Calabi-Yau
singularities. We shall show that the following behavior
vacuum density ≈ dz dz¯|z|2(log |z|)p , p : positive integer, p ≥ 2 (1.1)
holds universally irrespective of the nature of singularities (conifolds, P1 fibration of ADE
singularities, Argyres-Douglas point etc.) with the value of integer p depending on the
specific cases. Here z denotes a coordinate in moduli space with the singularity located at
z = 0. The above formula has been known in the case of conifold singularity, and it is also
verified numerically in some cases [19, 20].
We note that the vacuum density is in fact normalizable∫
vacuum density <∞, (1.2)
which roughly states that there exist only a finite number of vacua concentrated around
each singular locus. This seems to be a further result suggesting the finiteness of the
number of vacua in the type IIB string landscape (see a very recent discussion in [21]).
1There are some developments to uncover the effect of the fluxes to the generation of instanton
amplitudes[8, 9, 10].
2Mathematically-oriented readers will find quite helpful the discussions in [13] and references therein.
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The structure of the paper is as follows: in section 2, we review the Ashok-Douglas
formula and necessary ingredients. The discussion will be brief and is mainly to fix the
convention. In section 3, we lay out the basic strategies of studying the growth of the
Ashok-Douglas density near the singular locus in the moduli space. The actual analysis
is done in section 4. In section 5, we take a specific Calabi-Yau to examine a concrete
example, and study the geometric-engineering limit and the Argyres-Douglas points. We
conclude in section 6 with some discussion.
Note Added: During the preparation of the manuscript, we have noticed a very short
announcement in the mathematics archive [22] where results related to ours are discussed.
2 Preliminaries
In this section we introduce our notations and conventions and review the Ashok-Douglas
formula.
2.1 Ka¨hler geometry
We denote by K the Ka¨hler potential of the manifold. In supergravity, the Ka¨hler man-
ifold of the sigma model target space needs to be a Hodge manifold, that is, its Ka¨hler
form must be equal to the curvature of some holomorphic line bundle L in the Planck
units[23]. A holomorphic section s of the bundle L⊗p transforms as s → epf s under the
Ka¨hler transformation K → K + f + f¯ . The superpotential of a supergravity theory is a
holomorphic section of L−1. The covariant derivatives for the section of L⊗p are given by
Di = ∂i − p(∂iK), (2.1)
D¯i¯ = ∂¯i¯. (2.2)
Here ∂i = ∂/∂zi and zi denotes the coordinates on the manifold. If one considers in general
a Hermitean vector bundle E with a connection A = Aidz
i (Ai = −p ∂iK in (2.1)), the
curvature form is defined as
F = (dziDi + dz¯
i¯D¯i¯)
2 = ∂¯A. (2.3)
The metric gij¯ of a Ka¨hler manifold is given by ∂i∂j¯K and the Ka¨hler form is defined
by
ω = idzi ∧ dz¯j¯gij¯ = i∂∂¯K. (2.4)
Then, the first Chern class of L⊗p is given by
c1(L
⊗p) =
−ip
2π
∂¯∂K =
p ω
2π
. (2.5)
For the holomorphic tangent bundle, the connection one-form is
A = gik¯∂gjk¯ (2.6)
2
Components of the Riemann tensor are given by
Rij¯kl¯ = gnl¯ ∂j¯g
nm¯∂kgim¯. (2.7)
Curvature two-form is then written as
R = igml¯Rij¯kl¯ dz¯
j¯ ∧ dzk. (2.8)
Thus the top Chern class of the bundle L−1 ⊗ Ω(1,0)M is
det(− R
2π
− ω
2π
). (2.9)
When the bundle is positive, it calculates the number of zeros of its generic section.
2.2 Special Ka¨hler geometry
Compactification of Type IIB string on Calabi-Yau with fluxes inherits certain properties
from compactification without flux. Thus, part of the structure of the N = 2 supergravity
in four dimension comes into play. Let us recall the structure of the vector multiplet scalars
in the N = 2 supergravity. We denote the number of the vector multiplets by n.
Let n complex scalars zi, i = 1, . . . , n parametrize the scalar manifoldM. Fundamental
data defining the special Ka¨hler geometry is the flat vector bundle V of rank 2n + 2
equipped with the symplectic pairing ηIJ , I, J = 1, 2, . . . , 2n + 2 and the holomorphic
section Ω = {ΩI} of the bundle L−1 ⊗ V . ΩI are called as the periods, or the (projective)
special coordinates of the manifolds. We sometimes abbreviate the pairing ηIJAIBJ of two
vectors as ηAB if no confusion would arise.
The periods are constrained by the transversality condition
ηIJΩI∂iΩJ = 0. (2.10)
One can recover the prepotential F in the following way: Introduce another variable z0
parametrizing C and consider a manifold C×M. Define functions ΩI(z0, z) on C×M by
ΩI(z0, z) = z0ΩI(z). Let us note that eq. (2.10) holds also on C×M, including ∂i = ∂z0 .
We take a canonical symplectic basis and split ΩI into (X
Λ, FΛ) (Λ runs from 0 to n). We
introduce a function F by the formula F = XΛFΛ/2. C ×M can be parametrized by
X0, . . . , XN . Then (2.10) in this coordinate system reads
FΣ∂ΛX
Σ −XΣ∂ΛFΣ = 0, i.e. FΛ = XΣ∂ΛFΣ. (2.11)
Thus we have
∂F
∂XΛ
=
FΛ
2
+
1
2
XΣ∂ΛFΣ = FΛ. (2.12)
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Standard formulae of special geometry[24, 25] are then given by
K = − log iηIJΩ¯IΩJ , (2.13)
eK = 1/(iηΩ¯Ω), (2.14)
gij¯ = −
η∂j¯Ω¯∂iΩ
(ηΩ¯Ω)
+
(ηΩ¯∂iΩ)(η∂¯j¯Ω¯Ω)
(ηΩ¯Ω)2
, (2.15)
Fijk = η
IJΩI∂i∂j∂kΩJ = −ηIJ∂iΩI∂j∂kΩJ , (2.16)
Rij¯kl¯ = gij¯gkl¯ + gil¯gkj¯ − e2Kgmn¯FikmF¯j¯ l¯n¯. (2.17)
Note that the ΩI may be multivalued because of the holonomy or monodromy of V in
Sp(2n+ 2,Z). Fijk and Rij¯kl¯ are invariant under the monodromy transformation.
2.3 Flux superpotential and Landscape
The space of complex structure moduliM of a CY threefold X is a special Ka¨hler manifold
of complex dimension n = h1,2(X). The periods ΩI are given by
ΩI =
∫
CI
Ω(zi) (2.18)
where CI is a basis of three-cycles in X and Ω is the holomorphic three-form of X . Ω de-
pends on the moduli of the Calabi-Yau manifold. The fact Ω is defined only up to the scalar
multiple depending on the moduli is reflected to the fact that the Ka¨hler transformation
acts on ΩI .
Let us compactify type IIB theory on X . When one introduces NSNS and RR fluxes
HNSNS, HRR, one obtains a four-dimensional N = 1 supergravity theory with a superpo-
tential
W = ηIJ(τHNSNSI +H
RR
I )ΩJ , (2.19)
where τ is the axiodilaton and HNSNSI , H
RR
I are the integral fluxes passing through the
three-cycles CI [26, 27].
The flux superpotential (2.19) generically gives masses to the complex structure moduli
and the axiodilaton. One needs to introduce a certain number of D3 branes and orientifold-
ing in order to satisfy the tadpole cancellation condition, which in general puts restrictions
on the allowed values of the fluxes.
There are also the moduli for the Ka¨hler deformation in CY manifolds and for the
complete moduli stabilization we also have to consider mechanisms to give masses to the
Ka¨hler moduli. In this paper we restrict our attention to the sector of complex moduli of
CY manifolds.
A number of choices is possible for the set of integer fluxes HNSNSI , H
RR
I , I = 1, . . . , 2n+
2 and this is the origin of the existence of enormous number of flux vacua in type IIB theory.
We may study the statistical distribution of these vacua in the moduli space[4, 11], instead
of studying them one by one. We do not know the dynamical mechanism behind the a
4
priori probability distribution of the fluxes HNSNSI , H
RR
I . A zero-th order approximation
may be to assume that the fluxes obey a Gaussian distribution. Then, the correlators
among the superpotential at various points on the moduli are given by
〈W (zi)W ∗(wi)〉 ∝ e−K(zi,w∗i ), (2.20)
〈W (zi)W (wi)〉 = 0 = 〈W ∗(zi)W ∗(wi)〉. (2.21)
From the point of view of the study of the distribution of vacua under random superpo-
tentials, we may concentrate on what can be derived from the basic correlation functions
(2.20) and (2.21).
Supersymmetric AdS vacua are at the extrema of the superpotential, DiW = 0. The
distribution function of such vacua over the moduli space is given by
ρ(z, z¯) = 〈δ(DiW (z))δ(D¯ı¯W (z¯)∗)
∣∣∣∣det
(
∂iDjW ∂iD¯W
∗
∂ı¯DjW ∂ı¯Dj¯W
∗
)∣∣∣∣〉. (2.22)
The absolute value is required to count each vacua with a weight one. It is somewhat
difficult to evaluate this quantity because of the absolute value sign. We may consider
instead
ρ˜(z, z¯) = 〈δ(DiW (z))δ(D¯ı¯W (z¯)∗) det
(
∂iDjW ∂iD¯W
∗
∂ı¯DjW ∂ı¯Dj¯W
∗
)
〉 (2.23)
which counts vacua with a sign. Ashok and Douglas showed in [11] that it is given by
ρ˜(z, z¯)
∏
i
dzi ∧ dz¯ ı¯ ∝ det(−R
i
j
2π
− δ
i
jω
2π
). (2.24)
The right hand side is the determinant of the curvature tensor of Ω(1,0)M⊗L−1, of which
DiW is the section. Since ρ˜ gives the lower bound for the number of vacua ρ, the formula
tells that the vacua do not distribute uniformly. Rather, they tend to concentrate near
the points where the curvature of the moduli space is peaked. Thus, it is of importance to
study the convergence property of (2.24) near various kind of singularities in the moduli
space, which is the main objective of our study.
3 Strategy of the analysis
In the following, we study the behavior of the Ashok-Douglas density (2.24) on the complex
structure moduli space alone, neglecting the contribution from the axiodilaton and other
scalar fields. This is not going to be the full answer to our problem, but is hopefully an
important step in that direction.
Before proceeding, we would like to mention the relation of our work with those in the
mathematical literature. When phrased in purely mathematical terms, our work studies
the convergence properties of various products of Chern classes and Ka¨hler forms near the
singular loci of the CY moduli space. If one chooses the n-th power of the Ka¨hler forms as
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the integrand, the problem becomes precisely the convergence of the volume of the moduli
space of Calabi-Yau studied in [28, 29]. The integral of the products of the first Chern
class and the Ka¨hler form was studied in [30] and was shown to be finite. What we need
to study is basically the sum of all possible Chern classes. In [31, 32], the distance to the
singular locus was studied using a similar method.
3.1 Singularities in Calabi-Yau moduli space
As briefly reviewed in section 2.3, the moduli space M for the complex structure defor-
mation of Calabi-Yau three-fold X is a special Ka¨hler manifold. It is not smooth and
compact, however. It contains a number of so-called discriminant loci, around which the
periods ΩI have non-trivial monodromies preserving the symplectic pairing η. Each point
on the complement of the discriminant loci corresponds to the non-singular Calabi-Yau.
An important fact is that a deep mathematical theorem by Viehweg[33] ensures that the
moduli space M of smooth Calabi-Yau manifolds X is quasi-projective, that is, it can be
realized as M\ D where M is a subvariety of some projective space and D is a divisor.
Although some kind of singular Calabi-Yau manifolds should correspond to the point of
D, it is not known in complete generality which kind of singular Calabi-Yaus to allow in
order to compactify M to M.
Components of D intersect among themselves, and they in general develop singularities
on them. For example, it is known that the Argyres-Douglas point corresponds to a cusp
of the discriminant locus, as we will review below.
What greatly facilitates the analysis is that, using Hironaka’s theorem, we can resolve
the singularity of D by a number of blow-ups so that the singular loci D can be made to
have ‘normal crossings’, i.e. they intersect transversally. Thus, we can always take, near the
intersection of k singular loci, a coordinate patch of the form (z1, . . . , zn) ∈ (∆∗)k ×∆n−k
where ∆ is a unit disk and ∆∗ = ∆ \ 0 is a punctured disk so that the loci themselves are
given by z1z2 · · · zk = 0.
In understanding the divergence or the convergence of the curvature and the volume
form near the discriminant loci, what we actually examine is the outside of the singular
locus; thus the construction above can be seen as providing a good coordinate system to
study the singular loci. For concrete examples of discriminant loci, we can indeed show in
each case that the loci can be made to have normal crossings by an appropriate blow up
procedure.
3.2 Monodromy and Schmid’s nilpotent orbit theorem
We are going to study the curvature of the moduli space. As a special Ka¨hler manifold,
all the properties are encoded in the behavior of the periods ΩI . Thus we first need a
good control over the behaviors of ΩI near the discriminant locus. As the periods are
holomorphic, their properties are basically determined by the monodromies around the
discriminant locus. We can study case by case how each monodromy type is related to
a particular behavior of the curvature of moduli space. In the mathematical literature,
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however, a great deal is known on the generic properties of the monodromy matrix and
the behavior of the periods.
The proper mathematical language to use is the pure and mixed Hodge structures.
Although they are somewhat unwieldy, results from these subjects are essential. We have
collected necessary definitions and the facts in the appendix A to fill the gap between
language used in mathematics and in string theory. We present below the necessary results
we use in the main part of the paper.
First, let us recall some terminologies. A matrix N is called nilpotent when there is
some integer k such that Nk = 0. A matrixM is called unipotent when M−1 is nilpotent.
A matrix M is called quasi-unipotent if there is some integer k such that Mk is unipotent.
Traversing the circle around a singular locus leads to some automorphism γ of the
H3(X,Z) which preserves the intersection form. We call γ the monodromy matrix. It is
known that γ is quasi-unipotent. Thus there exists some integer k and some nilpotent
matrix N such that γk = exp(N). N is known to satisfy N4 = 0. The sketch of the proof
is provided in the appendix A.3.
Let us introduce a coordinate z such that z = 0 is the singular locus. The nilpotent
orbit theorem of Schmid says that (precise statement is reproduced in the appendix A.2)
Ω′ ≡ exp(− N
2πik
log z)Ω, (Ω is a column vector made of periods ΩI) (3.1)
is analytic in z1/k in a suitable Ka¨hler gauge and starts with a nonzero constant term.
That is, there appear no negative powers of z in the periods Ω′. Taking the coordinate
change z1/k → z, we can assume that there appear no fractional powers without losing
generality.
Let us suppose that a singular locus lies at z = 0, and expand the periods using the
nilpotent orbit theorem as
ΩI =
∑
i,j≥0
cIijz
i(log z)j . (3.2)
We will see that whether nonzero cI,0,j with j > 0 exists or not affects the behavior of
various quantities via the divergence or convergence of e−K at z = 0. Hence we will split
the following discussions to two cases. Case I is when all cI,0,j is zero for j > 0; Case II is
when some of cI,0,j is nonzero j > 0. As we will see in the following, conifold singularities
and Argyres-Douglas singularities are included in Case I , while the large complex structure
and the geometric engineering limit are included in Case II. Case I is treated in section 4.1
and Case II is treated in section 4.2.
4 Generic Estimate of the Growth
After these preparations, we study the growth of the Ashok-Douglas density det(R + ω)
near the singularity. First, note that
index density ≈ dzdz¯√gǫ
2n︷︸︸︷.......ǫ 2n︷ ︸︸ ︷........
n︷ ︸︸ ︷
Q....Q..... · · ·Q..... (4.1)
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where Q.... is a linear combination of e
2KF...F¯...g
.. and g..g... The dots denote various indices
to be contracted.
Next, we rewrite ǫ....ǫ..... by a totally-antisymmetrized product of 2n inverse metrics
g[.[.g..g.. · · · g.].]. Furthermore, we express Q as a contraction of g.. with a linear combination
of e2KF...F¯... and g..g..g... Then the density is written schematically as
∝ dzdz¯√g
3n︷ ︸︸ ︷
g..g.. · · · g..
n︷ ︸︸ ︷
(e2KF...F¯... + g..g..g..) · · · (e2KF...F¯... + g..g..g..)︸ ︷︷ ︸
denote this part by I
(4.2)
We expand the factor I and rewrite it as a sum of terms of the form g.. · · · g..e2mKF...F¯...
· · ·F...F¯...g.. · · · g... By contracting g.. with g.., each term in I is reduced to the form
g.. · · · g..e2mKF...F¯... · · ·F...F¯... (4.3)
without g.. factors. Here m is the number of times the factors FF¯ are taken in the expan-
sion. Thus, we need to estimate the growth of eK , F... and g
.. and then to plug the result
into (4.3).
4.1 Conifold
The symplectic pairing of 2n periods η2n splits into η2⊕η2n−2, and we assume a monodromy
acting on the periods Ω1,Ω2, . . . , to be of the form(
1 m
0 1
)
⊕ id2n−2 (4.4)
This is the familiar case of the conifold singularity. m is given by the number and the
charges of the multiplets which become massless at the singularity.
We take one of the special coordinates a ≡ Ω2 as a local coordinate and assume that
the locus is given by a = 0. Then, from the monodromy we deduce
Ω1 ≈ m
2πi
a log a+ · · · , (4.5)
Ω2 ≡ a, (4.6)
Ω3 ≈ · · · , (4.7)
... (4.8)
where · · · denote analytic functions of a. There will be dependence on other coordinates,
but it must all be analytic. We will call this kind of behavior of the periods as the conifold-
type. This is case I in the classification given in the last section. An important point is
that the Yukawa coupling Fijk is monodromy invariant, thus it should contain no log a
factors.
To facilitate the calculation we switch to a variable t defined by a = e−t and the problem
is to find the divergence of various quantities near Re t ≈ +∞. We denote the real and the
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imaginary part of t by r and θ, respectively. t and t + 2πi should be identified. Then the
period behaves as
Ω1 ≈ − m
2πi
te−t + · · · , (4.9)
Ω2 ≡ e−t, (4.10)
Ω3 ≈ · · · , (4.11)
... (4.12)
Now the dots signify Taylor series in e−t.
A fundamental result that the mixed Hodge structure on the singularity is polarized
guarantees that ηΩ¯Ω approaches a nonzero constant at r ≡ Re t → ∞. This means that
there are some periods Ω3,Ω4, . . . which remains nonzero in the limit a → 0. For further
details, see appendix A.2.
Let us estimate various quantities around the conifold locus. We introduce letters
u, v, ... to represent the coordinates other than t. Indices i, j... label, as before, the generic
coordinates of the moduli space.
Estimate of gij¯
• Using the expansion above and the fact that K is monodromy invariant, K has
expansions like
1∑
k=0
∑
l,m≥0
ck,l,m(t+ t¯)
ke−lte−mt¯. (4.13)
From the assumption, ck,0,0 = 0 for k > 0. On the other hand it is known that
c0,0,0 6= 0 from the theory of variation of Hodge structure, see appendix A.2. Thus
eK has a nonzero limit when r →∞.
• Hence we find
gtt¯ ∼ rpe−2r, gtv¯ ∼ e−r, guv¯ ∼ 1 (4.14)
with p = 1. We have introduced an integer p so that it facilitates the generalization
later.
• Thus dtdt¯√g ∼ rpe−2rdrdθ, which readily converges at r ≈ ∞.
Estimate of gij¯
• Break gij¯ into two parts:
gij = g
(0)
ij + δgij (4.15)
where g(0) contains gtt¯ and guv¯, δg contains gtv¯.
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• Using the formula
g−1 = g−1(0) − g−1(0)δgg−1(0) + · · · , (4.16)
we find
gtt¯ ∼ r−pe2r, gtv¯ ∼ r−per, guv¯ ∼ 1. (4.17)
Estimate of Fijk
• ∂tΩI at most behaves as te−t and is exponentially small.
• ∂uΩI will be at most constant.
• Second-derivatives of ΩI are exponentially small when they contain derivatives in t
and at most constant when do not.
• Fijk = ηIJ∂iΩI∂j∂kΩJ . Hence F ∼ e−t if only one of i, j, k is t, F ∼ e−2t if two or
three indices are t, and F ∼ 1 otherwise. There is no prefactor of t because F is
monodromy invariant.
Estimate of index density
• Recall the expansion (4.3) and let us plug in the estimate obtained so far. Let us
notice that to each subscript t or t¯ there is a corresponding factor e−r (4.14), and
to each superscript t or t¯ a factor er (4.17), except for Fttt and its conjugate (they
behave as e−2r). Then, the summand in I carries one positive power of exponential
er if it contains one Fttt (or its conjugate), and two positive powers of exponential
e2r if it contains both Fttt and F¯t¯t¯t¯. Hence the leading contribution to dtdt¯
√
gI are
the terms containing Fttt and F¯t¯t¯t¯. If we recall the behavior of the volume factor
dtdt¯
√
g ≈ drdθrpe−2r, we find that the exponential factors altogether cancel in the
index density.
• Finally let us show that the terms identified above contain a sufficiently large number
of negative powers of r. The structure of the term is
dtdt¯
√
gFtttF¯t¯t¯t¯F...F¯... · · ·F...F¯...g.. · · · g... (4.18)
It turns out that the F... (F¯...) appearing in (4.18) other than Fttt and F¯t¯t¯t¯ carries at
most one t (t¯) in the subscript, because of the two epsilon symbols in (4.1)
The more we use gtt¯ in contracting indices, the less suppression factors of r−p we
have (4.17). Here there exist at least six t and t¯’s from FtttF¯t¯t¯t¯, which guarantees the
existence of at least a factor of r−3p. By multiplying with dtdt¯
√
g, we obtain
integrand ≈ drdθr−2p (4.19)
which converges at r =∞. Q.E.D.
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An easy generalization is possible when the periods contains the terms of the form
∼ ak(log a)m = e−kttm (4.20)
but there are no ‘bare’ t = − log a factors without being accompanied by powers of a = e−t.
We call these type of degeneration as the ‘generalized conifold-type’.
eK can be expanded again in the form
∑
k,l,m≥0
ck,l,m(t+ t¯)
ke−lte−mt¯. (4.21)
Another condition is that eK is the sum of the products of periods and their conjugates,
which does not contain bare factors of t. Thus when cklm is nonzero for k > 0, l and m
must be strictly positive. There is a maximum for k for which ck,l,m is nonzero; we denote
it by p. Then
gtt¯ ∼ rpe−2r, gtv¯ . e−r (4.22)
and the rest of the analysis above goes through unmodified. We can also show that the
integral of vacuum density converges when two or more discriminant loci of generalized-
conifold type intersect.
4.2 Large complex structure limit
Next we deal with the case where the periods have a bare t = − log a factor unaccompanied
by e−t around the discriminant loci. Let us expand again the periods using the nilpotent
orbit theorem,
ΩI = exp(t
N
2πi
)(Ω
(0)
I + Ω
(1)
I a + Ω
(2)
I a
2 + · · · ). (4.23)
Let p be the maximum integer such that NpΩ
(0)
I 6= 0 for some I. iηΩ¯Ω starts with the
expansion
iηΩ¯Ω =
∑
k
ck(t+ t¯)
k + exponentially small terms in t... (4.24)
A basic result of the variation of Hodge structure is that ck is zero for k > p and nonzero
for k = p (see appendix A.2). It is also known that p ≤ 3. Then K ∼ p log(t + t¯). Thus
gtt¯ ∼ 1/r2, gtv¯ ∼ 1/r (4.25)
These estimates guarantee the convergence of the volume. The inverse metric is
gtt¯ ∼ r2, gtv¯ ∼ r. (4.26)
The rest of the discussion need to be done separately for p = 3, p = 2 and p = 1.
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• p = 1. Then Fttt = ηIJΩI(∂t)3ΩJ and Fttu = ηIJΩI(∂t)2∂uΩJ are exponentially small,
because the derivatives with respect to t kill the O(t) and O(1) factors. Thus, the
term which is not exponentially small contains only Ftuv type terms. Hence the
number of the subscript t to be contracted is at most equal to the number of F . As
each F is accompanied by eK ∼ 1/r, this cancels the positive factors of r from the
inverse metric. Thus I is bounded from above by a constant.
• p = 2. Just as in the previous case, one finds Fttt to be exponentially small. Thus,
in the terms which are not exponentially small, the number of the subscript t to be
contracted by gtt¯ or gtv¯ is at most equal to twice the number of F . This means the
term is convergent, since each F is accompanied by a factor eK ∼ 1/r2.
• p = 3. Fijk is at most constant as they are monodromy invariant and each is ac-
companied by a factor of eK ∼ 1/r3. Thus the convergence of the index density is
guaranteed.
4.3 Landau-Ginzburg point
Lastly, we would like to discuss the behavior of the vacuum index density around the
Landau-Ginzburg (LG) point for completeness. In the case of quintic hypersurfaces, the
monodromy M satisfies M5 = 1 at the LG point, that is , the monodromy is idempotent.
Here we call any singular loci with idempotent monodromy LG-type loci.
Suppose we have a singular locus with monodromy matrix M which satisfies Mp = 1.
Let the singular locus lie at a = 0 with a as the local coordinate of the disk. Changing
variables to z with the relation a = zp, we obtain a variation of Calabi-Yau manifolds with
trivial monodromy. From the nilpotent orbit theorem, the periods are analytic in z and
have the expansion
ΩI = Ω
(0)
I + Ω
(1)
I z + Ω
(2)
I z
2 + · · · . (4.27)
with nonzero Ω
(0)
I and nonzero iηΩ(0)Ω(0).
If Ω
(1)
I 6= 0, then nothing strange happens. gzz¯ starts with nonzero constant, and F... is
bounded. Since the coordinate z is just a p-fold cover of the coordinate a, it guarantees
the convergence of the volume, the vacuum index density and so on.
Although we do not know general arguments to show Ω
(1)
I 6= 0, we can check that it is
indeed satisfied in many cases. We suspect that it is a generic feature of LG points.
5 Concrete Example
Next we turn to the discussion of ADE type singularities fibered over P1, which corresponds
to the so-called geometric engineering of N = 2 SUSY gauge theory, and then in particular
the case of Argyres-Douglas point which can be reached by further fine-tuning of the
parameters in pure SU(3) gauge theory.
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Let us first describe briefly the structure of the Calabi-Yau manifold we use as an exam-
ple. We take a three-modulus Calabi-Yau X , which is a type IIB dual of the so-called STU
model of heterotic compactification. The following summary is based on ref. [34]. X is de-
scribed as a degree 24 hypersurface in the weighted projective space WCP24(1, 1, 2, 8, 12),
which is invariant under the action of Z24×Z24. Denoting the homogeneous coordinates of
the weighted projective space by [x1 : x2 : x3 : x4 : x5], the identification under the group
action is given by
[x1 : x2 : x3 : x4 : x5] ∼ [stx1 : s−1tx2 : t−2x3 : x4 : x5] (5.1)
where s, t are some 24th roots of unity. The defining equation of the hypersurface is given
by
0 =
B
24
(x241 + x
24
2 )−
1
12
(x1x2)
12 +
1
12
x123 +
1
3
x34 +
1
2
x25 − ψ0x1x2x3x4x5
−1
6
ψ1(x1x2x3)
6 − 1
4
ψ3(x1x2x3x4)
2 − 1
4
ψ4(x1x2x3)
4x4 − 1
3
ψ5(x1x2x3)
3x5. (5.2)
It is known that this space has the structure of a K3 fibration and K3 fiber itself has
an elliptic fibration. Thus it is relatively straightforward to construct cycles and compute
their periods in this CY manifold. In fact by making a change of variables
x0 = x1x2, ζ =
(
x1
x2
)12
(5.3)
(5.2) is rewritten as
0 =
B′
12
x120 +
1
12
x123 +
1
3
x34 +
1
2
x25 − ψ0x0x3x4x5 −
1
6
ψ1(x0x3)
6
−1
4
ψ3(x0x3x4)
2 − 1
4
ψ4(x0x3)
4x4 − 1
3
ψ5(x0x3)
3x5. (5.4)
where
B′(ζ) =
1
2
(
Bζ +
B
ζ
− 2
)
. (5.5)
We see the structure of K3 surfaces (in WCP12(1, 1, 4, 6)) fibered over P
1 parametrized by
ζ .
Change of variables {x0, x3, x4, x5} induce transformations among the parameters {ψi}
and we may choose a gauge where ψ0 = 0, ψ3 = 0, ψ5 = 0. Then B, ψ1, ψ4 parametrize the
complex structure moduli of the manifold.
If one further introduces a change of variables
ξ =
(
x3
x0
)6
, x =
x4
(x0x3)2
, y =
x5
(x0x3)3
, (5.6)
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one can see the elliptic fibration over the base parametrized by ζ and x
0 =
1
2
y2 +
1
12
(
ξ +
B′(ζ))
ξ
)
+
1
6
P (x) (5.7)
where
P (x) = 2x3 − 3
2
ψ4x− ψ1. (5.8)
The elliptic curve degenerates when i) P 2 − B′ = 0 or ii) B′ = 0. These equations
determine curves Σ, Σ′ inside the base, respectively.
5.1 Geometric-Engineering Limit
If we take the limit B = 2ǫ→ 0, then the K3 fiber acquires ADE singularities everywhere on
the base P1. In the description we reviewed above, the curve Σ′ moves away to ζ → ±∞
and we obtain the situation treated in the geometric engineering limit, in which SU(3)
or SU(2) × SU(2) gauge theory decouples from gravity. In order to see the field theory
dynamics, we need to take a controlled limit so that when we parametrize the moduli using
a, b as
ψ4 = 4ǫ
2/3a and ψ1 = 1 + 4ǫ(b+
1
4
). (5.9)
where a and b are kept finite.
In the limit we find the curve Σ+, a branch of Σ, given by
Σ+ : P (x) +
√
B′(ζ) = 0 (5.10)
is reduced in the lowest order in ǫ to
Σ+ : 0 =
1
4
(ζ +
1
ζ
) + x˜3 − 3ax˜− 2b− 1
2
(5.11)
where x = ǫ1/3x˜. This is precisely the Seiberg-Witten curve for the pure SU(3) gauge
theory. One can check that the integral of the holomorphic three-form on the three-cycle
corresponding to the gauge theory is reduced to that of the Seiberg-Witten differential on
one-cycle on Σ+.
Let us concentrate in the following the patch in the moduli space where ǫ is small and
a and b is finite. We take the basis of the 3-cycles as in eq. (6.31) in the section 6.4 in ref
[34],
(Vva , Vvb , Vta , Vtb, Tva , Tvb, Tta , Ttb). (5.12)
Vva , Vvb , Tva and Tvb give the periods of the SU(3) gauge theory, while the rest are the
ones we need to embed the gauge theory into supergravity. We call the former the field
theory periods, and the latter the supergravity periods. Their intersection form is given in
eq. (6.32) of ref [34] and is reproduced in the appendix C.
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The singular loci in this patch are i) ǫ = 0 and ii) the singular locus for the pure SU(3)
theory. The monodromy of the cycles around the locus ǫ = 0 is given by the formula (7.40)
of [34] and the complex structure Ω transforms as Ω → ωΩ where ω = e2πi/3. Making
use of these information one can work out the Jordan decomposition and we see that the
periods behave as (we denote the period by the same symbol as the corresponding cycle)
Vva , Vvb , Tva , Tvb ∼ ǫ1/3 (5.13)
Vta , Vtb , Tta , Ttb ∼ const + const′
−2
2πi
log ǫ, (5.14)
i.e. the behavior of the periods is of Case II. Thus, the integral of the Ashok-Douglas
density converges around this limit.
We see that the monodromy, which is unipotent only after being cubed, makes four of
the periods parametrically small. Let us recall that the mass squared of a BPS saturated
particle with central charge ΩI is given by
m2I = e
K |ΩI |2. (5.15)
Then, the mass scale M of the solitons corresponding to the supergravity periods is given
by
M ∼ const. (5.16)
The ratio between the dynamical scale Λ of the gauge theory and the mass scale M of
ambient supergravity is given by,
Λ
M
∼ ǫ
1/3
log ǫ
(5.17)
If one first approximates the degeneration by the ALE fibration over the sphere, as usually
done in the geometric engineering, one cannot capture the logarithmic dependence on ǫ. As
we saw in the previous sections, logarithmic behaviors in the periods is the key determining
the properties of the index density. Thus in order to study the distribution of the vacuum,
one has to start from the compact Calabi-Yau manifolds before taking their degenerate
non-compact limit. The appearance of the logarithm is expected since the component ǫ = 0
of the boundary divisor intersects with the large complex structure limit point, where the
monodromy is maximally unipotent.
5.2 Argyres-Douglas point
Next we consider what will happen near the Argyres-Douglas (AD) point in the SU(3)
moduli space, now embedded in the Calabi-Yau moduli space at some small ǫ ≪ 1. We
know how the monodromy acts on the field theory periods. However, it is necessary to
determine its action also on the supergravity periods.
The Argyres-Douglas point is where two mutually non-local cycles simultaneously van-
ish. When a and b are both small, the curve Σ+ (5.11) becomes
Υ : w2 = x˜3 − 3ax˜− 2b (5.18)
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where ζ = 1 + 2iw. In the following we focus on the two dimensional moduli space
parametrized by a and b near the origin.
Structure of the singular loci Let us first consider the structure of the singular locus.
The elliptic curve Υ degenerates when a3 = b2. Away from the origin (a, b) = (0, 0), this is
just a conifold locus entangled inside C2 spanned by (a, b). The origin corresponds to the
Argyres-Douglas point.
The origin is not normal crossing in this coordinate system. We need to blow up the
moduli space at the origin three times consecutively in order to obtain a normal-crossing
boundary divisor (for details of the blowup procedure see appendix B). The final coordinate
system (s, α) is related to the original one by the transformation
a = s2α, b = s3α. (5.19)
It is known that the Seiberg-Witten differential in this limit is proportional to wdx˜.
This in turn means that s is precisely the scaling variable for the conformal theory at the
Argyres-Douglas point. We can also see that, by scaling with w = s3/2wˆ and x˜ = sxˆ, α
controls the shape of the elliptic curve Υ. Thus we see that the coordinate system where
the boundary divisor is normal crossing is the usual one used by field theorists to capture
the physics of the system.
Three exceptional cycles are introduced during the process of blowups. These cycles,
combined with the lift of the original conifold locus, constitute the boundary divisor. It is
convenient to introduce another variable t = sα. Then the singular loci are i) D2 : t = 0
which is P1, ii) D3 : s = 0 which is also P
1, iii) another P1 parametrized by α = t/s
which we call DAD, and finally iv) Dc : s = t, the lift of the original a
3 = b2 locus which is
connected to the other parts of the moduli space. The intersection among them is depicted
in figure 1 in appendix B.
On D2, the complex structure τ of the Υ is i, thus its automorphism group has order
two. OnD3, τ is e
2πi/6 and the automorphism group is Z3. These automorphism is reflected
on the moduli space as the orbifold singularity of corresponding order. Finally on Dc one
of the cycle of the torus degenerates.
Monodromies Two one-cycles on Υ corresponds to the three-cycles A = Vva and B =
Vvb . Actions of monodromy on A and B around various boundary components are given
by:
MAD(A,B)
T = (−A,−B)T around DAD, (5.20)
M2(A,B)
T = (−B,A)T around D2, (5.21)
M3(A,B)
T = (A+B,−A)T around D3, (5.22)
Mc(A,B)
T = (A+B,B)T around Dc. (5.23)
The first three of monodromies are idempotent, M2AD = M
4
2 = M
6
3 = id. Only the last
monodromy contains the logarithmic one. In this description, two mutually non-local
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solitons becoming massless at the AD point is attributed to the monodromy around DAD
which flips the sign of both A and B. This means A and B must be zero on DAD.
We need to check the action of monodromies on the other periods. This is rather
cumbersome, as the four 3-cycles Tva , Tvb , Tta and Ttb are pinched at a = b = 0. One can
draw the picture of the action of the monodromy on the cuts of the differentials and then
determine the monodromy on the cycles, but this is rather tedious. A better way is to first
check that, by drawing pictures, the monodromy of an arbitrary cycle C is given by the
formula
C → C + pCA+ qCB, (5.24)
that is, any cycle is shifted by the linear combination of the vanishing cycles. Then one can
fix the coefficients pC and qC by demanding that the monodromy conserves the intersection
number of two cycles, given the monodromy action on A and B. (5.24) appears to be a
generalization of Picard-Lefschetz formula for the case of simultaneously vanishing cycles.
Hence we have a homomorphism from Sp(2,Z) acting on A, B to Sp(8,Z) acting on
all the periods of the Calabi-Yau manifold. For the completeness, we presented the mon-
odromy matrices in the appendix C. They satisfy [M2,MAD] = [M3,MAD] = [Mc,MAD] =
0, as they should. Since M42 = M
6
3 = M
2
AD = id., after taking four-, six- or two-folded
cover of the original punctured disk ∆∗ there remains no non-analytic behavior of periods
around DAD, D2, and D3. Then the only possible divergence comes from the conifold locus
Dc. We have seen, however, that they do not cause the divergence of the index density.
Thus the situation of the AD point is the same as the conifold case.
6 Conclusions
We have studied the behavior of distribution of flux vacua around singular loci in CY
complex structure moduli space in type IIB string theory. We have shown in various cases
of singularities the distribution is normalizable, which roughly means that there exist only
a finite number of vacua around each singular locus. This observation may be of some use
in the future discussion of vacuum selection in superstring theories.
Although we have discussed individual cases separately in this article, we feel that there
should be a more unified and rigorous treatment to show the normalizable behavior of
density distributions. It seems that the key is to bring the singularity to a normal crossing
form. Fortunately, it is known that this is always possible by fundamental mathematical
theorems on the resolution of singularities.
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A Facts on the variation of the Hodge structures
We present in this appendix standard definitions and facts on the variation of the Hodge
structures[35] which we have used in the main part of this paper. For brevity, we restrict
to the case of Calabi-Yau three-folds. We abbreviate h1,2 = n.
A.1 Hodge Structures
Let L = Z2n+2 be a lattice with a skew symmetric bilinear form η. A Hodge structure3 on
L is a flag
L⊗ C = F 0 ⊃ F 1 ⊃ F 2 ⊃ F 3 ⊃ 0 (A.1)
with dimensions
dimF 1 = 2n+ 1, dimF 2 = n+ 1, dimF 3 = 1 (A.2)
such that
F¯ 1 ∪ F 3 = F¯ 2 ∪ F 2 = L⊗ C. (A.3)
For such a flag, we define as Hp,q = F p ∩ F¯ q. The Weil operator C for a given Hodge
structure is defined to be the multiplication by ip−q on elements of Hp,q. A Hodge structure
is called polarized with respect to η if
η(Hp,q, Hr,s) 6= 0 only if p = s, q = r, (A.4)
and
η(Cv, w¯) is a positive definite Hermitean form. (A.5)
A Hodge structure is sometimes called a pure Hodge structure in order to distinguish from
a mixed Hodge structure, which will be introduced later.
For a fixed L and η, we denote by D the set of all Hodge structures on it. Sp(2n+2,R)
acts on D transitively and thus D can be expressed as
D ≃ Sp(2n+ 2,R)/V (A.6)
where V is the compact subgroup which fixes a flag chosen as the basepoint. D is known
as the Griffiths’ period domain. We will later make use of the set Dˇ of all flags (A.2) which
might not satisfy (A.3) . Dˇ can be expressed as
Dˇ ≃ Sp(2n+ 2,C)/B (A.7)
where B is the subgroup which fixes the basepoint flag. D and Dˇ carries the tautological
flag bundle F 0 ⊃ F 1 ⊃ F 2 ⊃ F 3. They are the so-called Hodge bundles. It is known that
D is a Ka¨hler manifold.
3of weight three. The weight three reflects the fact that we consider a three-fold. We omit the weight
in the following unless necessary.
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We call a holomorphic map f from a Ka¨hler manifoldM to D horizontal if the covariant
derivative of any section of the pullback of F p is in F p−1. This condition can be translated
so that df maps TM inside the horizontal subbundle H ⊂ TD. H is also a Hermitean
bundle.
All these properties and definitions are abstracted from the variation of F p = ⊕p≤qHq,3−q
inside H3(X,Z)⊗C. Thus the period map of the Calabi-Yau moduli space determines the
horizontal mapping into the Griffiths’ period domain D.
A.2 Variation of Hodge Structures
Let us consider a polarized Hodge structure on a half plane P defined by Ret > 0 with a
horizontal map f : P → D. Furthermore suppose f(t+2πi) = γf(t) for an integral matrix
γ ∈ Sp(2n+2,Z). Then, it reduces to a holomophic map f ◦ π : ∆∗ → Γ\D by composing
π : t 7→ z = e−t. This is called a variation of the Hodge structure on ∆∗ with monodromy
γ. It is known that γ is quasi-unipotent, that is, there are some integers s and r such that
(γs − 1)r = 0. A sketch of the proof is provided in the next subsection, A.3.
By redefining γs as γ , one can assume that the monodromy γ is unipotent. Let us
denote the logarithm of γ by N . N = log γ is nilpotent. Then, the map exp(−tN/2πi)f(t)
from P to Dˇ becomes periodic and determines the single-valued map g(z) from ∆∗ to Dˇ.
An important subtlety here is that after the multiplication by exp(−tN/2πi) the flags no
longer satisfy the conditions (A.3). Thus, the map is not to D but to Dˇ. The basic theorem
is
Nilpotent orbit theorem of Schmid: the map g(z) can be holomorphically extended
to the disk ∆ ⊃ ∆∗ including the origin z = 0.
In particular, on a coordinate patch near g(0), we see that the periods ΩI have the
expansion of the form
ΩI = exp(
N
2πi
log z)(Ω
(0)
I + Ω
(1)
I z + Ω
(2)
I z
2 + · · · ), (A.8)
where Ω
(0)
I is nonzero.
Let us denote the filtration corresponding to g(0) ∈ Dˇ by F 0∞ ⊃ F 1∞ ⊃ F 2∞ ⊃ F 3∞. This
is not a Hodge structure in general. However, it still holds that
NF p∞ ⊂ F p−1∞ . (A.9)
This is basically because eN can be obtained by integrating the horizontal connection
∇F p ⊂ F p−1 ⊗ Ω(1,0)M around z = 0. From (A.9) we conclude N4 = 0.
Let us introduce another filtration
0 ⊂W0 ⊂W1 ⊂ · · · ⊂ W5 ⊂W6 = L⊗ C (A.10)
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using the nilpotent part N such that L⊗C is a representation of SL(2) with N representing
the lowering operator J− and with Wj the span of vectors with Jz eigenvalues equal or less
than (j − 3)/2. Note that the subscript j is restricted in 0 ≤ j ≤ 6 because N4 = 0. We
call the kernel of N j+1 on W3+j the primitive part of the filtration W∗ and denote it by
P3+j .
The pair of the filtrations F p∞ and Wl constructed above satisfies the following funda-
mental properties:
For each l, the filtration F p∞ ∩Wl/F p∞ ∩Wl−1 on Wl/Wl−1
is a pure Hodge structure of weight l, (A.11)
and furthermore,
For each l ≥ 0, the filtration F p∞ ∩ Pl+3 on Pl+3
is a pure Hodge structure of weight l + 3 polarized with respect to η(·, N l·). (A.12)
A pair of filtrations F p∞ and Wl of L⊗ C satisfying the condition (A.11) is called a mixed
Hodge structure. If it also satisfies the condition (A.12), it is said to be polarized with
respect to the bilinear form η on L. The mixed Hodge structure constructed from the
variation of the Hodge structure in the way just described is called the limiting mixed
Hodge structure. The fact that the limiting mixed Hodge structure is polarized gives a
strong control on the growth of the norm of the periods.
Let us estimate the growth of e−K = iηΩ¯Ω near the singular locus using the property
of the mixed Hodge structure. The expansion (A.8) tells us that
e−K ∼ iη(exp(−t N
2πi
)Ω(0))∗ exp(−t N
2πi
)Ω(0)
= iηΩ(0) exp(−(Re t)N
πi
)Ω(0). (A.13)
Recall NF p∞ ⊂ F p−1∞ and Ω(0) is in F 3∞ by definition. Thus, Ω(0) is primitive under the
action of N . Hence, Ω(0) ∈ P q where q is an integer such that N qΩ(0) 6= 0 but N q+1Ω(0) = 0.
Thus,
iηΩ(0) exp(−(Re t)N
πi
)Ω(0) ∼ c(Re t)q (A.14)
where the proportionality constant
c = iηΩ(0)
(
N
2πi
)q
Ω(0) (A.15)
is guaranteed to be nonzero from the condition (A.12).
A.3 Sketch of the Proof of the Monodromy Theorem
We reproduce here the proof of the monodromy theorem. The proof is originally due to
A. Borel.
We use a kind of generalized Schwarz’ theorem which governs the behavior of holomor-
phic maps between spaces with bounded curvatures. One useful version is [36]
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Theorem (Yau) Let M and N be Hermitean manifolds, with the Ricci curvature of
M bounded from below, and the holomorphic bisectional curvature of N bounded from
above by a negative number, where the holomorphic bisectional curvature is defined as
Rij¯kl¯u
iu¯j¯vkv¯ l¯ for two vectors u and v with unit length. Then there is a number K depending
only on the two bounds such that we have f ∗(ds2N) < Kds
2
M for any holomorphic mapping
f : M → N .
Assuming this, the proof of the monodromy theorem is not so difficult. Embed a punc-
tured disk ∆∗ parametrized by z inside the Calabi-Yau moduli space so that it describes a
one-parameter deformation around a singular locus, and let us denote by P the half plane
t > 0, which is the universal cover of ∆∗ by the relation z = e−t. We endow P with the
standard Poincare´ metric. The period map determines a horizontal mapping from P to D.
Let us call it f .
We first need to show by direct calculation that the Ricci curvature of the horizontal
subbundle satisfies RicH < −ωD. Let us denote by W the image of the upper half plane P
under f . Since TW is a holomorphic subbundle of H , we have RicW ≤ RicH . Then we let
M = P and N =W and apply the theorem above. Thus we find that the map f decreases
the distance by a constant multiple.
Consider two sequences of points t = m and m + 2πi in P (m = 1, 2, 3, . . .) and
denote their images under f by gmV and g
′
mV ∈ D ≃ G/V , respectively. Recall the shift
t → t + 2πi in P generates the monodromy around the puncture in ∆∗. Thus, g′m = γgm
when we denote the monodromy matrix by γ. If we combine the above theorem and the
fact that the distance between t = m and t = m + 2πi is 1/m, we find that the distance
between gmV and g
′
mV is less than const/m. Thus g
−1
m γgm asymptotes to the compact
subgroup V . Thus all the absolute values of the eigenvalues of γ must be one. Finally
recall that γ is a matrix with integer entries, which in turn means that the eigenvalues are
algebraic integers. From the Kronecker’s theorem, which says that an algebraic integer is a
root of unity if all the absolute values of its conjugates are one, we conclude the eigenvalues
of γ to be some roots of unity.
The proof of the theorem of Kronecker is also easy. Consider an algebraic integer α
whose conjugates all have absolute value one. Suppose that it satisfies an degree n monic
polynomial equation. Then, the absolute values of the coefficients of the polynomial, which
should be integers, are also bounded. Thus, total number of such algebraic integer is finite.
Since αk for any k also satisfies some degree n monic polynomial equation and the absolute
values of all its conjugates are one, we need to have αk = αk
′
for some k 6= k′. Thus α is
some root of unity.
B Blowup of the Cusp a3 = b2 in Detail
First recall that blowing up the origin of the plane C2 with coordinates (x, y) replaces the
origin by the projective plane P1 which describes in which angles one is approaching the
origin. Denoting the homogenious coordinates of the P1 with [ξ : η], the total space of the
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blowup is
{([ξ : η], (x, y)) ∈ P1 × C2 | ξy = ηx}. (B.1)
Near [1 : 0] ∈ P1 we can use x and k = η/ξ as the local coordinates of the blowup. Hence
in this patch blowup essentially means the coordinate change from (x, y) to (x, y/x). P1
at x = y = 0 is called the exceptional curve.
Consider a curve C in C2 passing through the origin. The inverse image of the curve
contains the exceptional curve. The proper transform of the curve is defined as the closure
of the inverse image of C \{0}, and this can be determined by doing the coordinate change
from (x, y) to (x, k) in the defining equation of the curve and throwing away the component
describing the exceptional curves.
After recalling these fundamentals, let us blow up the cusp a3 = b2 in detail.
1st blowup. Introduce a P1 at the origin (a, b) = (0, 0) with coordinates [1 : s] and call
it E1. Now b = sa. The defining equation becomes a
2(a − s2) = 0. a = 0 defines an
exceptional curve E1. The proper transform of the cusp is a = s
2.
2nd blowup. Introduce another P1 at the origin (a, s) = (0, 0) with coordinates [t : 1]
and call it E2. Now a = st. The equation a = s
2 becomes s(s − t) = 0. s = 0 describes
the exceptional curve E2. The proper transform of the curve a = s
2 is s = t. The proper
transform of E1 can be calculated in the same way, and we obtain t = 0.
3rd blowup. In order to split the intersection of curves s = t, s = 0 and t = 0 at the
origin (s, t) = (0, 0) we introduce a parameter α defined by t = sα. α parametrizes a
still another P1 called E3. Then the proper transform of the curve s = t intersects E3
transversally at α = 1 and those of E1,2 intersect E3 transversally at α = 0 and α = ∞,
respectively.
Combining all these steps and renaming as D2 = E1, D3 = E2 and DAD = E3, we
arrive at the figure 1.
C Explicit forms of the monodromy matrices
The intersection form of the cycles is


0 −1 0 0 −2 1 0 −1
1 0 0 0 1 −2 1 0
0 0 0 −2 0 1 0 0
0 0 2 0 −1 0 0 0
2 −1 0 1 0 0 0 0
−1 2 −1 0 0 0 0 0
0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0


, (C.1)
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Figure 1: Blowing up of the cusp b2 = a3
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which is given in eq. (6.32) of ref. [34].
Let us denote the monodromy matrix around the locus D∗ by M∗. It is understood
they act as
(Vva , . . . , Ttb)
T →M(Vva , . . . , Ttb)T . (C.2)
where the order and choice of the basis is as in (5.12). Here are the 8× 8 matrices:
M3 =


1 1 0 0 0 0 0 0
−1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
−2 −1 0 0 1 0 0 0
1 −1 0 0 0 1 0 0
0 1 0 0 0 0 1 0
−1 −1 0 0 0 0 0 1


, M2 =


0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 −3 0 0 1 0 0 0
1 3 0 0 0 1 0 0
−1 −1 0 0 0 0 1 0
1 −1 0 0 0 0 0 1


, (C.3)
Mc =


1 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 1 0 0 1 0 0 0
0 −2 0 0 0 1 0 0
0 1 0 0 0 0 1 0
0 0 0 0 0 0 0 1


, MAD =


−1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
−2 −4 0 0 1 0 0 0
4 2 0 0 0 1 0 0
−2 0 0 0 0 0 1 0
0 −2 0 0 0 0 0 1


. (C.4)
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