Classifying large scale networks into several categories and distinguishing them according to their fine structures is of great importance with several applications in real life. However, most studies of complex networks focus on properties of a single network but seldom on classification, clustering, and comparison between different networks, in which the network is treated as a whole. Due to the non-Euclidean properties of the data, conventional methods can hardly be applied on networks directly. In this paper, we propose a novel framework of complex network classifier (CNC) by integrating network embedding and convolutional neural network to tackle the problem of network classification. By training the classifiers on synthetic complex network data and real international trade network data, we show CNC can not only classify networks in a high accuracy and robustness, it can also extract the features of the networks automatically.
Introduction Methods
Our strategy to classify complex networks is to convert networks into images, and use the standard CNN model to perform the network classification task. Due to the development of network representation techniques, there are a bunch of algorithms to embed the network into a high dimensional Euclidean space. We select DeepWalk algorithm 9 , which is proposed by Bryan Perozzi et al. to obtain the network representation. The algorithm will generate numeric node sequences by performing large-scale random walks on the network. After that, the sequences are fed into the SkipGram + Negative Sampling algorithm to obtain the Euclidean coordinate representation of each node.
Obviously high-dimensional space representation is hard to be processed, thus we use the PCA algorithm to reduce the dimension of node representations in two-dimensional space. However, the set of nodes is a point cloud which is still irregular and cannot be processed by CNN, thus we rasterize the 2-dimensional representation into an image. We divide all the areas covered by the two-dimensional scatter plot into a square area with 48 * 48 grids and then count the number of nodes in each grid as the pixel grayscale. After that, a standard gray scale image is obtained. The reason why we do not embed the network into 2-dimensional space directly is because we believe that doing so may lose less information, particularly for the local structures. This method can also be applied on directed and weighted networks like international trade flow networks. By adjusting the probabilities according to the weight and direction of each edge for a random walker on a network, we can obtain an embedded image. In DeepWalk algorithm, to obtain enough "corpus", we set the number of walks to 10000 times and the sequence length to 10, and embed the network into the 20-dimensional space and reduce it to 2-dimentional space. (c) The rasterized image from the 2D-embedding representation of the netowrk. (d) The CNN architecture of CNC algorithm, which includes one input image, two convolutional-pooling layers, one fully-connected layer and one output layer. The sizes of the convolutional filters are 5 * 5, of the pooling operation is 2 * 2. The first layer has 3 convolutional filters, and the second layer has 5 convolutional filters, and the fully connected layer has 50 units. In all complex network classification experiments, we set the learning rate = 0.01 and mini-batch = 100. The CNN architecture is selected as mentioned to minimize the computational complexity as well as keeping the classification accuracy.
The final step is to feed the representative images into a CNN classifier to complete the classification task. Our convolutional neural network architecture includes two convolutional layers (one convolutional operation and one max-pooling operation) and one fully-connected layer and one output layer. The whole architecture of our model can be seen in Fig.1 (bottom).
Experimental data
A large number of experimental data is needed to train and test the classifier, thus we use both synthetic networks generated by network models and empirical networks to test our model.
Synthetic data
The synthetic networks are generated by well known BA and WS models. According to the evolutionary mechanism of BA model, which iteratively adds m = 4 nodes and edges at each time, and the added nodes will preferentially link to the existing nodes with higher degrees until n=1000 nodes are generated, and the average degree of the generated network is about 8 which is close to the degree of real networks 16 . We then use WS model (n = 1000, the number of neighbors of each node k = 8, and the probability of reconnecting edges p = 0.1) to generate a large amount of small-world networks with the same average degrees as in BA model.
We then mix the generated 5600 BA networks and WS networks, respectively. And we separate the set of networks into training set (with 8000 networks), validation set (with 2000 networks), and test set (with 1000 networks).
Empirical data
Product specific international trade networks are adopted as the empirical data to test our classifier, the dataset is provided by the National Bureau of Economic Research (http://cid.econ.ucdavis.edu/nberus.html) and covers the trade volume between countries of more than 800 different kinds of products which are all encoded by SITC4 digits from 1962 to 2000. Notice that the international trade network is a weighted directed network, in which the weighted directed edges represent the volumes of trading flows between two countries. Thus, the random walk in DeepWalk algorithm should be based on the weights and directions of edges. We train the CNC to distinguish the agricultural products and industrial products. Each product class contains about 10000 networks obtained by the products and the products combinations within the category.
Results
We conduct a large number network classification experiments, and the results are present in this section. On the synthetic networks, we not only show the classification results, but also present how the CNC can extract the features of networks, and the robustness of the classifier on network sizes. On the empirical networks, we show the results that our CNC apply on the trade flow networks which are directed weighted networks.
Classification experiments on synthetic networks

BA and WS classification experiments
The first task is to apply CNC to distinguish BA network and WS network. Although we know the BA network is a scale-free network, and WS network is a small-would network with high clustering coefficient, machine does not know. Thus this series experiments show the possibility that the CNC network can extract the key features to distinguish the two kinds of networks. We generate 5600 BA networks with N = 1000, m = 8 and 5600 WS networks with the same size and p = 0.1, respectively. And we mix these networks to form the data set which is further randomly separated into training set (with 8000 networks), validation set (with 2000 networks), and test set (with 1000 networks). Figure 6 (a) shows the decay of the loss on training set and error rate of validation set. Finally, we obtain the average error rate 0.1% on the test set. So we can say the model can distinguish the BA network and the WS network accurately. To understand what has been learnt by our CNC model, we can visualize the feature maps extracted from the network 4/8
representations by the filters of the CNN, which are visualized in Fig.2 . However, it is hard to read meaningful information because the network structure cannot be corresponded to the images. To understand what the filters do, we need combine the network structure and the feature map. Therefore, we try to map the highlighted areas in feature maps of each filter on the nodes sets of the network. That is, we wonder which parts of the networks and what kind of local structures are activated by the first layer filters. We compare the activation nodes for the two model networks as input, and the results are shown in Fig.3 . By observing and comparing these figures, we find that the convolutional filters of the first layer has learnt to extract the features of the network in different parts. As shown in Fig.3 , Filter 0 is extracting the local clusters with medium density of nodes and connections; and Filter 1 tries to extract the local clusters with sparse connections; while Filter 2 tries to extract the local clusters with dense nodes and connections.
By comparing BA and WS model networks, we can observe that the locations and the patterns of the highlighted areas are different. The local areas with dense nodes and connections (Filter 0) locate the central area of the network representation for both BA network and WS network. The local structures with sparse nodes and connections locate the peripheral area which is close to the edges of the image for the WS network, but it is in the central area for the BA network. This combination of the activation modes on feature maps can help the higher level filters and fully connected layer to distinguish the two kinds of networks. 
Small world networks classification
One may think to distinguish the BA and WS networks is trivial because they are two different models at all. Our second experiment will consider whether the classifier can distinguish networks generated by different parameters of the same model, which is harder than the previous task. In order to verify the discriminant ability of the model on this task, we use the WS model to generate a large number of experimental networks by changing the value of edge reconnection probability p from 0 to 1 in a step of 0.1, and then we mix the networks with two discriminant p values, eg. p = 0.1 and p = 0.6, and we train the CNC for networks, and test their discriminant ability on the test sets.
We systematically do this experiment for any combination of the networks with each two probabilities, and the results are shown in Fig.4 . We can see that the networks generated by p values less than 0.3 and p values greater than or equal to 0.4 are easier to be distinguished. Interestingly, there is a sudden change for the error rate at p = 0.4. For the two networks with p > 0.4, the classifier cannot distinguish them. The reason behind this phenomenon may be due to the phase transition of the link percolation in random networks because the WS networks with p > 0.5 may be treated as random networks.
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Classification on trade flow networks
We want to verify the effectiveness of the model on empirical networks. We conduct a classification on international trade flow networks with the dataset obtained from the National Bureau of Economic Research (http://cid.econ.ucdavis.edu/ nberus.html). This data covers the trade volume and direction information between countries of more than 800 different kinds of products which are all encoded by SITC4 digits from 1962 to 2000. We select food and chemical products as two labels for this experiment, and their SITC4 encoding starts with 0 and 5 respectively. For example, 0371 is for Fish, prepared or preserved and 5146 is for oxygen-function amino-compounds. Fig.5 shows the 2D representation of the 10 products for two categories. After pre-processing, the number of the food trade networks is 10705 (including products and product combinations with SITC4 digits starting with 0) and the chemicals trade network is 10016 (including products and product combinations with SITC4 digits starting with 5). Then, we divide them into training set, validation set and test set according to the ratio of 9: 1: 1. During the training, we adjust the network parameters to 15 convolutional filters in the first layer and 30 convolutional filters in the second layer, 300 units of the full-connect layer. Fig.6(b) shows that the classification error rate can be cut down to 5%. 
Robustness on sizes of the network
Our model has good classification performances on both synthetic and empirical data. Next, we want to test the robustness of the classification on different sizes (numbers of nodes and edges). Note that all the experiments performed in classification experiments contain the model networks with identical numbers of nodes and edges. Nonetheless, a good classifier should extract the features which are independent on size. Therefore, we examine the robustness of the classifier on various network sizes which are different from the training sets. In these experiments, we first apply the trained classifier for BA and WS networks with N = 1000 nodes and < E >= 8 , on new networks different numbers of nodes and edges. We generate 600 mixed networks by BA and WS models with parameters M from [1, 2, 3, · · · , 16] for the BA model and K from [2, 4, 6 , · · · , 32] for the WS model as test set such that their average degrees are similar.
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We systematically compare how the number of nodes (left) and edges(right) on the test sets influence the error rates as shown in Fig.7 . At first, we observe that the error rates are almost independent on small fluctuations of the number of nodes. However, the error rates increase as larger size differences are in the test data. This manifest our classifiers are robust on the size of the networks. Nevertheless, there are sudden changes for the variants on the number of edges, which indicates that the number of edges has larger impacts on the network structure. We observe that there is a sudden drop on error rates with increase of M for the test set when M=8 for the training set. Through observing the network embedding grow we know that he reason behind this sudden change is the emergence of the multi-center on the representation space for the BA model. Therefore, the number of links can change the overall structure in the scale free network, and this makes our classifier working worse. Another interesting phenomenon is the error rates can keep small when the number of edges increase when M in the training set is set to 8. Therefore, the classifiers training on the dense networks are more robust on the variance on edge densities.
Discussion
In this paper, we propose a model, which mainly incorporates Deepwalk and CNN, to solve the network classification problem. With Deepwalk, we obtain an image for each network, and then we use CNN to complete the classification task. Our method is independent on the number of network samples, which is a big limitation for the kernel methods on graph classification. We validate our model by experiments with the synthetic data and the empirical data, which show that our model performs well in classification tasks. In order to further understand the network features extracted by our model, we visualize the filters in CNN and we can see that CNN can capture the differences between WS and BA networks. Furthermore, we test the robustness of our model by setting different sizes for training and testing. The biggest advantage of our model is that our model can deal with networks with different structures and sizes. In addition, the architecture of our model is small and the computational complexity is low.
There are several potential improvements and extensions to our model that could be addressed as future works. For example, we can develop more methods to deal with the network features in high-dimensional space. Besides, we think that our model can be applied to more classification and forecasting tasks in various fields. Finally, we believe that extending our model to more graph-structure data would allow us to tackle a larger variety of problems.
