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Quantum computers are predicted to outperform classical ones for solving partial differ-
ential equations, perhaps exponentially. Here we consider a prototypical PDE – the heat
equation in a rectangular region – and compare in detail the complexities of ten classical
and quantum algorithms for solving it, in the sense of approximately computing the amount
of heat in a given region. We find that, for spatial dimension d ≥ 2, there is an at most
quadratic quantum speedup using an approach based on applying amplitude estimation to
an accelerated classical random walk. However, an alternative approach based on a quantum
algorithm for linear equations is never faster than the best classical algorithms.
Quantum computers are predicted to solve certain problems substantially more efficiently than
their classical counterparts. One area where quantum algorithms could significantly outperform
classical ones is the approximate solution of partial differential equations (PDEs). This prospect
is both exciting and plausible: exciting because of the ubiquity of PDEs in many fields of science
and engineering, and plausible because some of the leading classical approaches to solving PDEs
(e.g. via the finite difference or finite element methods) are based on discretising the PDE and
reducing the problem to solving a system of linear equations. There are quantum algorithms
that solve linear equations exponentially faster than classical algorithms (in a certain sense), via
approaches that stem from the algorithm of Harrow, Hassidim and Lloyd (HHL) [1], so these
algorithms could be applied to PDEs. There have been a succession of papers in this area which
have developed new quantum algorithmic techniques [2–10] and applied quantum algorithms to
particular problems [3, 11–14].
However, in order to determine if a genuine quantum speedup can be obtained, it is essential to
take into account all complexity parameters, and to compare against the best classical algorithms.
The quantum algorithm should be given the same task as the classical algorithm – to produce
a classical solution to a classical problem, up to a certain level of accuracy – rather than (for
example) being asked to produce a quantum superposition corresponding to the solution. This can
sometimes lead to apparently exponential speedups being reduced substantially. For example, it
was suggested that quantum algorithms for the finite element method could solve electromagnetic
scattering cross-section problems exponentially more efficiently than classical algorithms [3], but it
was later argued that the speedup can be at most polynomial [15] (in fixed spatial dimension). The
true extent of the achievable speedup (or otherwise) by quantum algorithms for PDEs over their
classical counterparts remains to be seen.
Here we aim to fix a benchmark problem to enable us to compare the complexities of classical
and quantum algorithms for solving PDEs. The analysis of [15], for example, was not specific to a
particular problem, and also focused only on the finite element method; here, by contrast, we aim
to choose a specific problem and pin down whether quantum algorithms of various forms can solve
it more quickly than standard classical algorithms. We will consider the heat equation, which has
a number of desirable features in this context: it is a canonical problem which has been studied
extensively; it has many applications; and there are many methods known for solving it.
∗ n.linden@bristol.ac.uk
† ashley.montanaro@bristol.ac.uk
‡ changpeng.shao@bristol.ac.uk
ar
X
iv
:2
00
4.
06
51
6v
2 
 [q
ua
nt-
ph
]  
18
 Ju
n 2
02
0
2A. Our results
We compare the complexity of five classical methods and five quantum methods for solving the
heat equation:
∂u
∂t
= α
(
∂2u
∂x21
+ · · ·+ ∂
2u
∂x2d
)
(1)
for some α > 0, in d spatial dimensions. We consider the hypercubic spatial region xi ∈ [0, L]
and the time region t ∈ [0, T ], and let R = [0, L]d × [0, T ]. We use periodic boundary conditions
for each xi, but not t. We fix the boundary conditions u(x1, . . . , xd, 0) = u0(x1, . . . , xd) for some
“simple” function u0 : Rd → R≥0 that is known in advance. We henceforth use boldface to denote
vectors, and in particular let x denote the vector (x1, . . . , xd). To get some intution for “reasonable”
relationships between some of the parameters, T  L2/α is a typical timescale for the distribution
of heat to approach the uniform distribution.
In our bounds, we aim to compare the complexity of classical and quantum techniques for solving
(1), while avoiding a dependence on the complexity of u0. Therefore, we assume that u0(x1, . . . , xd)
can be computed exactly at no cost for all x1, . . . , xd, and further that
∫
S u0(x1, . . . , xd)dx1 . . . dxd
and
∫
S u
2
0(x1, . . . , xd)dx1 . . . dxd can be computed exactly at no cost for all regions S. Below, we
will extend this assumption to being able to compute sums of simple functions of u0(x1, . . . , xd)
values over discretised regions. (Note that all of the classical and quantum algorithms we consider
have some requirement for an assumption of this form, so we are not giving one type of algorithm
an unfair advantage over the other.)
We will additionally assume that, for all i, j ∈ {1, . . . , d} and some smoothness bound ζ of
dimension (length)−4 if u is dimensionless,
max
(x1,...,xd,t)∈R
∣∣∣∣∣ ∂4u∂x2i ∂x2j (x1, . . . , xd, t)
∣∣∣∣∣ ≤ ζLd , (2)
max
(x1,...,xd,t)∈R
∣∣∣∣∂2u∂x2i (x1, . . . , xd, t)
∣∣∣∣ ≤ ζLd−2 , (3)
max
(x1,...,xd,t)∈R
∣∣∣∣ ∂u∂xi (x1, . . . , xd, t)
∣∣∣∣ ≤ ζLd−3 . (4)
The denominators in these bounds are chosen to be appropriate based on dimensional analysis
considerations; similar scaling for the second and first derivative bounds can be obtained directly
from a bound on 4th derivatives and on u itself [16].
There are many interpretations one could consider of what it means to “solve” the heat equation.
Here we focus on solving the following problem: given  ∈ (0, 1), a fixed t ∈ [0, T ], and a subset
S ⊆ [0, L]d, output H˜ such that∣∣∣∣H˜ − ∫
S
u(x1, . . . , xd, t)dx1 . . . dxd
∣∣∣∣ ≤  (5)
with probability at least 0.99. That is, for a given time, and a given spatial region, we aim to
approximate the total amount of heat within that region. The complexity of solving the heat
equation depends on the desired accuracy  as well as all of the other parameters. We usually
imagine that these other parameters are fixed first, and then consider the scaling of the complexity
with respect to .
3All of the algorithms we studied were based on the standard approach of discretising the equation
(1) via the finite difference method, leading to a system of linear equations. Specifically, we used
the simple “forward time, central space” (FTCS) method with a uniform rectangular grid. We
evaluated the following classical algorithms:
• Solving the corresponding system of linear equations using the conjugate gradient method.
• Iterating forward in time from the initial condition.
• Using the Fast Fourier Transform to solve the linear system.
• A random walk method based on the connection between the heat equation and random walk
on a grid [17–19].
• An accelerated version of the random walk method, using efficient sampling from the binomial
distribution1.
We also evaluated the following quantum algorithms:
• Solving the linear system using the fastest quantum algorithms for solving linear equa-
tions [22].
• Diagonalising the linear system using the quantum Fourier transform and postselection.
• Coherently accelerating the random walk on a grid [23, 24].
• Applying amplitude estimation [25] to the classical random walk on a grid.
• Applying amplitude estimation to the fast classical random walk algorithm.
These methods vary in their flexibility. For example, the quantum and classical linear equations
methods can be applied to much more general boundary conditions and spatial domains than
those considered here (and to other PDEs), whereas the Fast Fourier Transform and coherent
diagonalisation methods are only immediately applicable to solving the heat equation in a simple
region.
There are still more solution methods that could be considered (e.g. the use of different discreti-
sation techniques). One example is solving the heat equation by expressing it as a system of ODEs,
by discretising only the right-hand side of (1). A high-precision quantum algorithm for systems of
ODEs was given in [5]. However, applying it to the heat equation seems to give a complexity some-
what worse than solving the fully discretised system of linear equations using a quantum algorithm
(see Appendix A). One can also solve the heat equation in the specific case of a hyperrectangular
region by using the known explicit solution in terms of Fourier series. This requires computing
integrals dependent on the initial condition u0, but for certain initial conditions, it may be more
efficient (or even give an exact solution).
Our results are summarised in Table I, where we display runtimes in terms of  alone, although
we compute the complexity of the various algorithms in terms of the other parameters in detail
below. The key points are as follows:
1 A similar complexity can be achieved using a somewhat more complex approach based on the multilevel Monte
Carlo method [20, 21].
4Method Region Thm. d = 1 d = 2 d = 3 d ≥ 4
Classical * Linear equations General 5 O˜(−2) O˜(−2.5) O˜(−3) O˜(−d/2−1.5)
* Time-stepping General 6 O˜(−1.5) O˜(−2) O˜(−2.5) O˜(−d/2−1)
* Fast Fourier Transform Rectangular 8 O˜(−0.5) O˜(−1) O˜(−1.5) O˜(−d/2)
Random walk General 10 O˜(−3) O˜(−3) O˜(−3) O˜(−3)
Fast random walk Rectangular 12 O˜(−2) O˜(−2) O˜(−2) O˜(−2)
Quantum Linear equations General 17 O˜(−2.5) O˜(−2.5) O˜(−2.75) O˜(−d/4−2)
Coherent random walk acceleration General 19 O˜(−1.75) O˜(−2) O˜(−2.25) O˜(−d/4−1.5)
Coherent diagonalisation Rectangular 20 O˜(−1.25) O˜(−1.5) O˜(−1.75) O˜(−d/4−1)
Random walk amplitude estimation General 21 O˜(−2) O˜(−2) O˜(−2) O˜(−2)
Fast r.w. amplitude estimation Rectangular 22 O˜(−1) O˜(−1) O˜(−1) O˜(−1)
TABLE I. The runtimes of the various algorithms considered in this work for solving the heat equation up
to accuracy  in spatial dimension d, in terms of  and d only. O˜ notation hides polylogarithmic factors.
Lowest-complexity algorithms for each d highlighted in bold. Starred methods use poly(1/) space; other
methods use poly log(1/) space.
• For d = 1, the quantum methods are all outperformed by the classical Fast Fourier Transform
method. For d ≥ 2, the fastest method is the quantum algorithm based on applying amplitude
amplification to a “fast” classical random walk. For arbitrary d, the largest quantum speedup
using this method is from O˜(−2) to O˜(−1).
• The Fast Fourier Transform and fast random walk amplitude estimation algorithms are
specific to a rectangular region. Considering algorithms that could also be applied to more
general regions, the fastest classical method for d ≤ 3 is iterating the initial condition forward
in time. This outperforms all quantum methods in d = 1, performs roughly as well as
(standard) random walk amplitude estimation in d = 2, and is outperformed by random
walk amplitude estimation for d ≥ 3.
• The quantum linear equation solving method is always outperformed by other quantum meth-
ods. However, note that it provides more flexibility in terms of estimating other quantities,
and allowing for different boundary conditions.
• Among the space-efficient methods – those which use space polylogarithmic in 1/ – there is
a quantum speedup in all dimensions (from O˜(−2) to O˜(−1)), because this criterion rules
out the classical Fast Fourier Transform method.
These bounds do not assume the use of a preconditioner to improve the condition number of
the relevant linear system. If a perfect preconditioner were available, then the complexity of the
quantum linear equation solving method would be reduced to be comparable with that of the
diagonalisation method, but would still not be competitive with other methods.
We conclude that, if our results for the heat equation are representative of the situation for more
general PDEs, it is unclear whether quantum algorithms will offer a super-polynomial advantage
over their classical counterparts for solving PDEs, but polynomial speedups may be available.
In the remainder of this work, we prove the results corresponding to the complexities reported in
Table I. We begin by describing the discretisation and numerical integration approach used, before
going on to describe and determine the complexity of the various algorithms. To achieve this, we
5need to obtain several technical bounds (e.g. on the condition number of the relevant linear system;
on the `2 norm of a solution to the heat equation; and on the complexity of approximating the
heat in a region from a quantum state corresponding to a solution to the heat equation). We aim
for a self-contained presentation wherever possible, rather than referring to results in the extensive
literature on numerical solutions of PDEs; see [26–28] for further details.
I. TECHNICAL INGREDIENTS
In this section we will discuss the key ingredients that are required for quantum and classical
algorithms to solve the heat equation.
A. Discretisation
All of the algorithms that we will consider are based on discretising the PDE (1). Here we will
consider the simplest method of discretisation, known as the forward-time, central-space (FTCS)
method. This method is based on discretising using the following equalities (for one variable),
which can be proved using Taylor’s theorem with remainder:
du
dt
=
u(t+ h)− u(t)
h
− h
2
d2u
dt2
(ξ) (6)
d2u
dx2
=
u(x+ h) + u(x− h)− 2u(x)
h2
+
h2
24
(
d4u
dx4
(ξ′) +
d4u
dx4
(ξ′′)
)
, (7)
where we assume that u is 4 times differentiable, and ξ ∈ [t, t + h], ξ′ ∈ [x, x + h], ξ′′ ∈ [x − h, x].
So ∣∣∣∣dudt − u(t+ h)− u(t)h
∣∣∣∣ ≤ h2 supt
∣∣∣∣d2udt2 (t)
∣∣∣∣ (8)
∣∣∣∣d2udx2 − u(x+ h) + u(x− h)− 2u(x)h2
∣∣∣∣ ≤ h212 supx
∣∣∣∣d4udx4 (x)
∣∣∣∣ . (9)
We will apply these approximations to multivariate functions u(x, t) that satisfy, for all i, j ∈
{1, . . . , d},
max
(x1,...,xd,t)∈R
∣∣∣∣∣ ∂4u∂x2i ∂x2j (x1, . . . , xd, t)
∣∣∣∣∣ ≤ ζLd (10)
for some ζ and all (x, t) ∈ R. From (1), this implies that max(x1,...,xd,t)∈R |∂
2u
∂t2
(x, t)| ≤ ζα2d2/Ld.
We note that this is dimensionally consistent as α has dimensions (length)2/time and u is a density.
We will use the sequence of discrete positions x0 = 0, x1 = ∆x, . . . , xn = n∆x; t0 = 0, t1 =
∆t, . . . , tm = m∆t, such that T = m∆t, L = n∆x. Let G (for “grid”) denote the set of points
(x, t) ∈ R such that the coordinates of x are integer multiples of ∆x, and t is an integer multiple of
∆t. We will let the vector u denote the exact solution of (1) at points in G, and will use u˜ or u˜ for
6the approximate solution to (1) found via discretisation, dependent on whether we are considering
this as a function or a vector.
Considering points in G and using the approximations (8) and (9) gives the linear constraints
u˜(x, t+ ∆t)− u˜(x, t)
∆t
=
α
∆x2
d∑
i=1
(
u˜(. . . , xi + ∆x, . . . , t) + u˜(. . . , xi −∆x, . . . , t)− 2u˜(x, t)
)
. (11)
The following result can be shown using standard techniques.
Theorem 1 (Approximation up to small `∞ error). If ∆t ≤ ∆x2/(2dα),
‖u˜− u‖∞ ≤ ζαdT
Ld
(
αd∆t
2
+
∆x2
12
)
. (12)
Proof. From (11),
u˜(x, t+∆t) =
(
1− 2dα∆t
∆x2
)
u˜(x, t)+
α∆t
∆x2
d∑
i=1
(
u˜(. . . , xi+∆x, . . . , t)+u˜(. . . , xi−∆x, . . . , t)
)
. (13)
Let L be the linear operator defined by the right-hand side of (13). Letting u˜i and ui denote the
approximate and exact solutions at time ti (i.e. the n
d-component vectors u˜(·, ti), u(·, ti)), we have
u˜i+1 = Lu˜i. L is stochastic if
1− 2dα∆t
∆x2
≥ 0, i.e. ∆t ≤ ∆x
2
2dα
, (14)
and this condition holds by assumption. By the discretisation error bounds (8), (9),∣∣∣∣∣u(x, t+ ∆t)− u(x, t)∆t − α∆x2
d∑
i=1
(
u(. . . , xi + ∆x, . . . , t) + u(. . . , xi −∆x, . . . , t)− 2u(x, t)
)∣∣∣∣∣
≤ ζ
Ld
(
α2d2∆t
2
+
αd∆x2
12
)
, (15)
implying∣∣∣∣∣u(x, t+ ∆t)−
((
1− 2dα∆t
∆x2
)
u(x, t) +
α∆t
∆x2
d∑
i=1
u(. . . , xi + ∆x, . . . , t) + u(. . . , xi −∆x, . . . , t)
)∣∣∣∣∣
≤ ζαd∆t
Ld
(
αd∆t
2
+
∆x2
12
)
, (16)
i.e.
‖ui+1 − Lui‖∞ ≤ ζαd∆t
Ld
(
αd∆t
2
+
∆x2
12
)
. (17)
Writing u˜i = ui + ei for some error vector ei, we have
u˜0 = u0 (18)
u˜1 = Lu0 = u1 + e1, where ‖e1‖∞ ≤ ζαd∆t
Ld
(
αd∆t
2
+
∆x2
12
)
(19)
7u˜2 = Lu˜1 = L(u1 + e1) = u2 + e2 + Le1, where ‖e2‖∞ ≤ ζαd∆t
Ld
(
αd∆t
2
+
∆x2
12
)
; (20)
as L is stochastic, ‖Le1‖∞ ≤ ‖e1‖∞, so ‖u˜2 − u2‖∞ ≤ 2ζαd∆tL−d
(
αd∆t
2 +
∆x2
12
)
. Repeating this
argument,
‖u˜m − um‖∞ ≤ mζαd∆t
Ld
(
αd∆t
2
+
∆x2
12
)
=
ζαdT
Ld
(
αd∆t
2
+
∆x2
12
)
(21)
as claimed.
Corollary 2. To estimate u up to `∞ accuracy /Ld, it is sufficient to take
∆t =
3
2d2α2ζT
, ∆x =
√
3
dαζT
. (22)
This corresponds to taking m = 2T 2d2α2ζ/(3), n = L
√
dαζT/(3).
Proof. By design, ∆t = ∆x2/(2dα), so Theorem 1 can be applied. Insertion of the stated values
into Theorem 1 gives the claimed result.
Note that the constant factors in ∆t and ∆x could be traded off against one another to some
extent, and that the constraint that spatial 4th derivatives are upper-bounded by ζ/Ld applies
to the solution u to the heat equation, rather than the initial condition u0. However, for any
t, ‖∂4u
∂x4i
(x, t)‖∞ ≤ ‖∂4u0∂x4i (x)‖∞, so such a constraint on u0 implies an equivalent constraint on u
at other times t. (This claim follows from the discretisation argument of Theorem 1: the linear
time-evolution operator L defined in the theorem cannot increase the infinity-norm, and discretised
partial-derivative operators commute with L.)
We will make the choices for m and n specified in Corollary 2 throughout the rest of the paper.
Observe that, with these choices, the operator L is precisely a simple random walk on Zdn.
Now we have introduced the discretisation method, we can describe the normalisation used: we
assume that
‖u0‖1 =
∑
(x,0)∈G
u0(x) =
(n
L
)d
= ∆x−d. (23)
By stochasticity of L, this implies that ‖u˜i‖1 = ∆x−d for all i. This assumption is approxi-
mately equivalent to assuming that
∫
[0,L]d u0(x)dx1 . . . dxd = 1; we will discuss why at the end
of the next section. As a quick check, note that taking u0(x) = L
−d gives ‖u0‖1 =
(
n
L
)d
,∫
[0,L]d u0(x)dx1 . . . dxd = 1.
B. Numerical integration
Our goal will ultimately be to compute the integral defined in (5) giving the total amount of
heat within a region S approximately, at a fixed time. Following the discretisation approach, we
will have access to (approximate) evaluations of a function u at equally spaced grid points, and
seek to compute the integral of u over S.
8We will consider several numerical integration methods for achieving this goal. Each of them is
based on a 1-dimensional approximation of the form∫ b
a
f(x)dx = ∆x
∑
i
w(i)f(xi) + E, (24)
where w(i) are real weights, xi are grid points between a and b with spacing ∆x, where b− a is an
integer multiple of ∆x, and E is an error term. If we define w, f to be the vectors corresponding
to evaluations of w and f at grid points, we can write the approximation as ∆xw · f . To extend
an approximation of this form to d-variate functions, we simply apply it in each dimension, e.g. for
d = 2: ∫ b1
a1
∫ b2
a2
f(x, y)dydx =
∫ b1
a1
(
∆x
∑
i
w(i)f(x, yi) + E(x)
)
dx (25)
= ∆x
∑
i
w(i)
∫ b1
a1
f(x, yi)dx+ E
′ (26)
= ∆x
∑
i
w(i)
∆x∑
j
w(j)f(xj , yi) + E(i)
+ E′ (27)
= (∆x)2
∑
i,j
w(i)w(j)f(xj , yi) + ∆x
(∑
i
w(i)E(i)
)
+ E′, (28)
where E(x) is the error term for x, and |E′| ≤ (b1−a1) maxx |E(x)| ≤ Lmaxx |E(x)|. For arbitrary
d, it is straightforward to see that we can interpret this approximation as computing the inner
product (∆x)dw⊗d · f . The error bound becomes O(dLd−1 maxx |E(x)|), as we will always have∑
iw(i) ≤ n.
When applied to the heat equation, we seek to evaluate
∫
S u(x, t)dx for some subset S ⊆ [0, L]d
and a fixed time t. Applying the above approximation gives a weighted sum of the form
(∆x)d
∑
(x,t)∈G∩S
w(x)u˜(x, t), (29)
where G is a set of grid points of spacing ∆x. Then∣∣∣∣∣∣
∑
(x,t)∈G∩S
(∆x)dw(x)u˜(x, t)−
∫
S
u(x, t)dx
∣∣∣∣∣∣
≤ (∆x)d
∣∣∣∣∣∣
∑
(x,t)∈G∩S
w(x)u˜(x, t)−
∑
(x,t)∈G∩S
w(x)u(x, t)
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
(x,t)∈G∩S
(∆x)dw(x)u(x, t)−
∫
S
u(x, t)dx
∣∣∣∣∣∣
≤ (∆x)d
∑
(x,t)∈G∩S
w(x) |u˜(x, t)− u(x, t)|+ dLd−1E
≤ (∆x)d‖w‖d1ζαdTL−d
(
αd∆t
2
+
∆x2
12
)
+ dLd−1E,
where E = maxxE(x), the second inequality follows from the previous error analysis, and the final
inequality follows from Theorem 1. As ∆t = ∆x2/(2dα) from Corollary 2, this corresponds to a
9bound which is
O((∆x)d+2‖w‖d1L−dαdζT + dLd−1E). (30)
We will consider three numerical integration methods that fit into the above framework:
1. Simpson’s rule: xi = a+ i∆x, a ≤ xi ≤ b, w = 13(1, 4, 2, 4, 2, . . . , 4, 1),
|E| ≤ ∆x
4
180
(b− a) max
ξ∈[a,b]
∣∣∣∣d4fdx4 (ξ)
∣∣∣∣ . (31)
Inserting into (30) and using |b − a| ≤ L, ‖w‖1 ≤ n = L/∆x, we obtain an overall error
bound of
O(∆x2αdζT + d∆x4ζ) = O(d∆x2ζ(αT + ∆x2)). (32)
Assuming that ∆x → 0, the second term is negligible. Choosing ∆x as in Corollary 2, the
final error introduced by numerical integration is O().
2. The midpoint rule: xi = a+ (i+
1
2)∆x, a < xi < b, w = (1, 1, . . . , 1),
|E| ≤ ∆x
2
24
(b− a) max
ξ∈[a,b]
∣∣∣∣d2fdx2 (ξ)
∣∣∣∣ = O(∆x2L3−dζ). (33)
Using a similar argument to the previous point, we obtain an overall error bound of
O(∆x2αdζT + d∆x2L2ζ) = O(d∆x2ζ(αT + L2)). (34)
The error increases with L, so we may need to choose ∆x smaller than the choice made in
Corollary 2. Indeed, working through the same argument, we obtain
m = O(Tαd2ζ(αT + L2)/), n = O(L
√
dζ(αT + L2)/). (35)
However, for fixed α, d, T, L the asymptotic scaling is the same as Simpson’s rule, and we
will see below that this technique can be advantageous in two respects: the `2 and `∞ norms
of w are lower, and its values are all equal.
3. The left Riemann sum: xi = a+ i∆x, a ≤ xi < b, w = (1, 1, . . . , 1),
|E| ≤ ∆x
2
(b− a) max
ξ∈[a,b]
∣∣∣∣ dfdx(ξ)
∣∣∣∣ = O(∆xL4−dζ). (36)
By the same argument, we obtain an overall error bound of
O(∆x2αdζT + d∆xL3ζ) = O(d∆xζ(∆xαT + L3)). (37)
This is weaker than both of the previous bounds, but allows us to justify the normalisation
assumption that we made that
∑
(x,0)∩G u0(x) = (∆x)
−d. This is equivalent to the approx-
imate integral of u0 using the left Riemann sum in (29) equalling 1, which implies that for
∆x→ 0, ∫x∈[0,L]d u0(x)dx→ 1.
10
C. Condition number
Since u˜i+1 = Lu˜i holds for i = 0, 1, . . . ,m − 1, we can find a full approximate solution to the
heat equation at all points in G by solving the following linear system:
I
−L I
. . .
. . .
−L I


u˜1
u˜2
...
u˜m
 =

Lu˜0
0
...
0
 . (38)
An important quantity that determines the complexity of classical and quantum algorithms for
solving a linear system Ax = b is the condition number κ = ‖A‖‖A−1‖. The proof of the following
theorem is given in Appendix B.
Theorem 3. The matrix A in (38) satisfies ‖A‖ = Θ(1), ‖A−1‖ = Θ(m). Hence the condition
number is Θ(m).
Also note that L appears on the right-hand side of (38), raising the question of the complexity
of preparing the vector (or quantum state) Lu˜0 = Lu0. In the quantum case, this complexity
depends on the condition number of L, which in general could be high; indeed, L can sometimes be
noninvertible. However, we have made the assumption that the initial vector u0 is non-negative,
and for all vectors of this form, L is well-conditioned:
Lemma 4. Let L be defined by (13), taking ∆t = ∆x2/(2αd) as in Corollary 2. Then for all
nonnegative vectors u, ‖Lu‖22/‖u‖22 ≥ 1/(2d).
The proof is included in Appendix C.
II. CLASSICAL METHODS
Next we determine the complexity of various classical methods for solving the heat equation,
based on the analysis of the previous section.
A. Linear systems
A standard classical method for the heat equation (and more general PDEs) is simply to solve
the system of linear equations defined in Section I A directly. A leading approach for solving sparse
systems of linear equations is the conjugate gradient method [29]. This can solve a system of
N linear equations, each containing at most s unknowns, and corresponding to a matrix A with
condition number κ, up to accuracy δ in the energy norm ‖ · ‖A in time O(s
√
κN log(1/δ)). The
energy norm ‖x‖A with respect to a positive semidefinite matrix A is defined as ‖x‖A =
√
xTAx.
Note that as the dependence on 1/δ is logarithmic, using almost any reasonable norm would
not change this complexity bound much. For example, we have
‖x˜− x‖2 = ‖A−1/2A1/2(x˜− x)‖2 ≤ ‖A−1/2‖‖A1/2(x˜− x)‖2 = ‖A−1‖1/2‖x˜− x‖A, (39)
where ‖ · ‖ denotes the operator norm.
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Theorem 5 (Classical linear equations method). There is a classical algorithm that outputs an
approximate solution u˜(x, t) such that |u˜(x, t)− u(x, t)| ≤ /Ld for all (x, t) ∈ G in time
O
(
3−d/2T d/2+3Ld
(
ζ

)d/2+3/2
dd/2+4αd/2+3 log(Tdαζ1/2/)
)
. (40)
Proof. By Corollary 2 and Theorem 3, we can achieve discretisation accuracy /Ld in the ∞-norm
(which is sufficient to compute the amount of heat within a region up to accuracy  via numerical
integration) with a system of N = O(mnd) linear equations, each containing O(d) variables, with
condition number Θ(m), where m = 2T 2d2α2ζ/(3), n = L
√
dαζT/(3). We can also calculate
the vector on the right-hand side of (38) in time O(dnd) by multiplying u0 by L. Using the
conjugate gradient method, this system can be solved up to accuracy δ in the energy norm in
time O(dm3/2nd log(1/δ)). Then, by (39) and Theorem 3, to achieve accuracy  in the `2 norm
(and hence the `∞ norm) it is sufficient to take δ = Θ(/
√
m), giving an overall complexity of
O(dm3/2nd log(m/)). Inserting the expressions for m and n gives the claimed result.
The above approach based on linear equations can be used both for the forwards-in-time and
backwards-in-time discretisation methods, and indeed to solve much more general PDEs than the
heat equation. In the case of the forwards-in-time approach which is our focus here, there is an
even simpler method: compute Lmu0.
Theorem 6 (Classical time-stepping method). There is a classical algorithm that outputs an
approximate solution u˜(x, t) such that |u˜(x, t) − u(x, t)| ≤ /Ld for all (x, t) ∈ G in time
O(3−d/2T d/2+2Ldαd/2+2dd/2+3(ζ/)d/2+1).
Proof. We simply apply the linear operator L defined in (13) m times to the initial vector u0. Each
matrix-vector multiplication can be carried out in time O(dnd), so all required vectors u˜i can be
produced in O(dmnd) steps. Inserting the bounds for m and n from Corollary 2 gives the claimed
result.
The time-evolution method described in Theorem 6 is simple and efficient; however, the method
of Theorem 5 based on solving a full system of linear equations is more flexible. A natural alternative
approach to compute Lτu0 for some integer τ is to use the fast Fourier transform to diagonalise L.
We will first need a technical lemma, which will also be used later on, about the complexity of
computing eigenvalues of Lτ .
Lemma 7. For any τ ∈ {0, . . . ,m}, and any δ > 0, each eigenvalue of Lτ can be computed up to
accuracy δ in time O(log2(τ/δ)(log log(τ/δ) + log τ)).
Proof. It is shown in (A6) and (B14) that
L = I⊗dn +
α∆t
∆x2
d∑
j=1
I⊗(j−1)n ⊗H ⊗ I⊗(d−j)n , (41)
where H is a circulant matrix with eigenvalues
λj = −4 sin2 jpi
n
(42)
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for j ∈ {0, . . . , n−1}. Eigenvalues of L can be associated with strings j1, . . . , jd, where ji corresponds
to eigenvalue λji of H at position i. Assume that we have chosen ∆t and ∆x according to Corollary
2, such that ∆t = ∆x2/(2dα). Then in order to compute an eigenvalue of L indexed by j1, . . . , jd
up to accuracy δ′, it is sufficient to compute each eigenvalue λji up to accuracy O(δ′), take the sum,
and add 1. Then for the corresponding eigenvalue of Lτ to be accurate up to δ, it is sufficient to
achieve δ′ = δ/τ . This follows from all L’s eigenvalues λ being in the range [−1, 1], which implies
that given an approximation λ˜ = λ± δ′, where λ˜ ∈ [−1, 1], |λτ − λ˜τ | ≤ τδ′.
Therefore, we need to compute each eigenvalue λj up to accuracy O(δ/τ). Computing (42) up
to p = O(log(τ/δ)) digits of precision can be achieved in O(M(p) log p) time [30], where M(p) is the
complexity of multiplying two p-digit integers using some multiplication algorithm (the dominant
term in this complexity bound is computing sin θ). Then raising the sum to the τ ’th power can
be achieved with additional cost O(M(p) log τ). Choosing M(p) = O(p2) from standard integer
multiplication for simplicity in the final bound, we obtain the stated complexity.
Theorem 8 (Classical diagonalisation method). There is a classical algorithm that outputs an
approximate solution u˜(x, t) such that |u˜(x, t)− u(x, t)| ≤ /Ld for all (x, t) ∈ G in time
O
(
3−d/2Lddd/2+3
(
Tαζ

)d/2
log3
(
TL2dαζ

))
(43)
Proof. As L is a sum of circulant matrices acting on d separate dimensions (see (41)), it is di-
agonalised by the d-th tensor power of the discrete Fourier transform (equivalently, the inverse
quantum Fourier transform up to normalisation). So we use the following expression to approxi-
mately compute u˜i:
u˜i = Liu0 = (F⊗d)−1ΛiF⊗du0, (44)
where Λ is the diagonal matrix whose entries are eigenvalues of L, and F is the discrete Fourier
transform. The algorithm begins by writing down u0 in time O(n
d), then applies the multidimen-
sional fast Fourier transform to u0 in time O(dn
d log n) (we assume for simplicity that this step can
be performed exactly). Next each entry of the resulting vector is multiplied by the corresponding
eigenvalue of Li, approximately computed up to accuracy δ using Lemma 7. Thus we obtain a
diagonal matrix Λ˜i such that ‖Λ˜i − Λi‖ ≤ δ. Then
‖(F⊗d)−1Λ˜iF⊗du0 − (F⊗d)−1ΛiF⊗du0‖2 ≤ ‖Λ˜i − Λi‖‖u0‖2 ≤ δ‖u0‖1 = δ
(n
L
)d
. (45)
So it is sufficient to take δ = /nd. By Lemma 7, the complexity of the second step is
O(nd log2(mnd/)(log log(mnd/) + logm)). (46)
The final step of the algorithm is to perform the fast inverse Fourier transform, with equal com-
plexity to the first step, so the second step dominates the overall complexity of the algorithm.
Choosing m and n according to Corollary 2 gives m = 2T 2d2α2ζ/(3), n = L
√
dαζT/(3).
Assuming that  → 0 significantly more quickly than T 2d2α2ζ and L2dαζT increase, logm 
log log(mnd/). Using
log(mnd/) = log
(
3−d/2(Tdα/)d/2+2ζd/2+1Ld
)
= O(d log(TL2dαζ/)), (47)
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the overall complexity is
O
(
3−d/2Lddd/2+3
(
Tαζ

)d/2
log3
(
TL2dαζ

))
(48)
as claimed, where we simplify logarithms, bearing in mind dimensions.
Given a solution that is accurate up to `∞ error /Ld at all points in G via Theorem 5, 6 or 8,
we can apply Simpson’s rule to achieve final error  in computing the amount of heat in any desired
region via numerical integration. This does not increase the overall complexity of any of the above
algorithms, as it requires time only O(nd).
We see that, of all the “direct” methods for producing a solution to the heat equation classically,
the most efficient is the fast Fourier transform method, which has complexity O˜(3−d/2Lddd/2+3(Tαζ/)d/2).
However, this only gives us the solution at a particular time t, and assumes that we are solving the
heat equation in a (hyper)rectangular region.
B. Random walk method
The random walk method for solving the heat equation [17–19] is based around the observation
that the linear operator L corresponding to evolving in time by one step is stochastic, so this
process can be understood as a random walk. Given a sample from a distribution corresponding
to the initial condition u0, one can iterate the random walk m times to produce samples from
distributions corresponding to each of the subsequent time steps.
Lemma 9. Assume that we have chosen particular values for m and n. Then there is a classical
algorithm that outputs samples from distributions ui such that ‖ui − (∆x)du˜i‖∞ ≤  for all i =
0, . . . ,m in time O(md log n).
Proof. Let u0 = (∆x)
du0. As
∑
(x,0)∈G u0(x) = (∆x)
−d, u0 is indeed a probability distribution.
We have assumed that
∑
(x,0)∈S u0(x) can be computed without cost, which implies that arbi-
trary marginals of u0 can be computed without cost. This allows us to sample from u0 in time
O(log(nd)) = O(d log n) by a standard technique: split the domain into half and compute the total
probability in each region; choose a region to split further, according to these probabilities; and
repeat until the region is reduced to just one point x, which is a sample from u0.
Given a sample x from ui, we can sample from ui+1 = (∆x)
du˜i+1 by applying the stochastic
map L to x (in the sense of sampling from a distribution on new positions, rather than maintaining
the entire vector), to update to a new position in time O(d log n). So we can output one sample
from each of the distributions ui in total time O(md log n).
We can now use this to approximate the total amount of heat in a given rectangular region at
a given time t, via the midpoint rule.
Theorem 10. For any S ⊆ [0, L]d such that the corners of S are all integer multiples of ∆x, shifted
by ∆x/2, and any t ∈ [0, T ] that is an integer multiple of ∆t, there is a classical algorithm that
outputs u(S) such that |u(S)− ∫S u(x, t)dx| ≤ , with probability 0.99, in time
O((Tαd3ζ(αT + L2)/3) log(L
√
dζ(αT + L2)/)). (49)
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Proof. For any probability distribution P and any subset U ,
∑
x∈U P (x) can be estimated by
choosing a sequence of k samples xi according to P , and outputting the fraction of samples that
are contained within U . The expectation of this quantity is precisely
∑
x∈U P (x), and by a standard
Chernoff bound (or Chebyshev inequality) argument [31], it is sufficient to take k = O(1/2) to
estimate this expectation up to accuracy  with 99% probability of success. We use Lemma 9
to sample from the required distribution. Let S′ denote the set G ∩ S ∩ {(x, t) : x ∈ [0, L]d},
and write t = i∆t for some integer i. Then, if we choose m = O(Tαd2ζ(αT + L2)/), n =
O(L
√
dζ(αT + L2)/) (see (35)) and apply this technique to S′, we get precisely the midpoint rule
formula for approximating
∫
S u(x, t)dx. Thus we have∣∣∣∣∣∣
∑
(x,t)∈S′
ui(x)−
∫
S
u(x, t)dx
∣∣∣∣∣∣ = O() (50)
via the analysis of the midpoint rule in Section I B, noting that we have the normalisation ui =
(∆x)du˜i. Inserting these choices for m and n into the bound of Lemma 9 and multiplying by
O(1/2) gives the claimed result.
The reader may wonder why we did not use a differently weighted sum in Theorem 10, cor-
responding to approximating the integral via Simpson’s rule, given that this rule apparently has
better accuracy. The reason is that the weighting used for Simpson’s rule has components which
are exponentially large in d, which would lead to an exponential dependence on d in the final
complexity, coming from the Chernoff bound.
C. Fast random walk method
We can speed up the algorithm of the previous section by sampling from the final distribution
of the random walk more efficiently than the na¨ıve simulation method of Lemma 9.
Lemma 11. Assume that we have chosen particular values for m and n. Then there is a classical
algorithm that outputs samples from a distribution um such that ‖um−(∆x)du˜m‖∞ ≤  in expected
time O(d(log n+ logm)).
Proof. As in Lemma 9, we begin by sampling from u0 in time O(d log n). Next, given such a
sample, we want to perform m steps of a random walk on Zdn. We can do this by simulating m
steps of a random walk on Zd and reducing each element of the output modulo n. This random
walk can be understood as follows: for each of m steps, choose a dimension uniformly at random,
then increment or decrement the corresponding coordinate with equal probability of each. The
number of steps taken in each dimension can be determined sequentially. For the i’th dimension
(1 ≤ i ≤ d), if m′ steps have been taken in total in the previous i − 1 dimensions, the number of
steps taken in that dimension is distributed according to a binomial distribution with parameters
(m − m′, 1/(d − i + 1)). Once the number si of steps taken in each dimension i is known, the
number of increments in that dimension is also binomially distributed with parameters (si, 1/2).
So the problem reduces to sampling from binomial distributions with parameters (l, p) for arbitrary
l ≤ m, 0 < p < 1. This can be achieved by combining algorithms described in [32, Appendix A.2]
and [33, Theorem 2], which allows exact sampling from a binomial distribution using O(logm)
samples from a uniform distribution (in expectation), and expected time O(logm) (in the “word
RAM” model which assumes that operations can be performed on O(logm) bits in constant time).
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See also [34, 35] for constant-time sampling algorithms, in a model where we assume that operations
on real numbers can be performed in constant time.
We can plug Lemma 11 into the argument of Theorem 10 to obtain the following improved
result:
Theorem 12. For any S ⊆ [0, L]d such that the corners of S are all integer multiples of ∆x, shifted
by ∆x/2, and any t ∈ [0, T ] that is an integer multiple of ∆t, there is a classical algorithm that
outputs u(S) such that |u(S)− ∫S u(x, t)dx| ≤ , with probability 0.99, in time
O((d/2) log(TLαd5/2ζ3/2((αT + L2)/)3/2)). (51)
Proof. The proof is the same as for Theorem 10, substituting the use of Lemma 11 for Lemma 9.
The final complexity is O(d(log n+logm)/2) = O(d(log nm)/2), with m = O(Tαd2ζ(αT+L2)/),
n = O(L
√
dζ(αT + L2)/).
III. QUANTUM METHODS
In this section we describe several quantum algorithms for solving the heat equation. We begin
by stating some technical ingredients that we will require.
First, we describe a technical lemma that allows us to go from a quantum state corresponding
to an approximate solution to the heat equation at one or more given times simultaneously, to an
estimate of the heat in a given region.
Lemma 13 (Quantum numerical integration). Let u˜ be the mnd-component vector corresponding
to some function u˜(x, t) such that |u˜(x, t)− u(x, t)| ≤ /Ld for all (x, t) ∈ G, and let
|u˜〉 = 1√∑
(x,t)∈G u˜(x, t)2
∑
(x,t)∈G
u˜(x, t)|x, t〉, (52)
be the corresponding normalised quantum state. Let |˜˜u〉 be a normalised state that satisfies ‖|˜˜u〉 −
|u˜〉‖2 ≤ γ, where γ = O(nd/2/((
√
10L/3)d‖u˜‖2)). Also assume that we have an estimate ‖˜u˜‖2
such that |‖˜u˜‖2 − ‖u˜‖2| ≤ γ‖u˜‖2. Let S be a hyperrectangular region at a fixed time t such that
the corners of S are in G. Then it is sufficient to use an algorithm that produces |˜˜u〉 k times to
estimate
∫
S u(x, t)dx± , where k = O((
√
10L/3)d‖u˜‖2/(nd/2)).
Proof. Let w(x) be a set of weights corresponding to a numerical integration rule as defined in
Section I B (we will use Simpson’s rule in what follows). We will attempt to estimate
∫
S u(x, t)dx by
approximately computing (∆x)d
∑
x∈G∩S w(x)‖˜u˜‖2〈x, t|˜˜u〉. We first determine the level of accuracy
that is required in computing ‖˜u˜‖2, |˜˜u〉. By the triangle inequality we have∣∣∣∣∣(∆x)d ∑
x∈G∩S
w(x)‖˜u˜‖2〈x, t|˜˜u〉 − ∫
S
u(x, t)dx
∣∣∣∣∣ (53)
≤ (∆x)d
∣∣∣∣∣ ∑
x∈G∩S
w(x)‖˜u˜‖2〈x, t|˜˜u〉 − ∑
x∈G∩S
w(x)‖u˜‖2〈x, t|˜˜u〉
∣∣∣∣∣ (54)
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+ (∆x)d
∣∣∣∣∣ ∑
x∈G∩S
w(x)‖u˜‖2〈x, t|˜˜u〉 − ∑
x∈G∩S
w(x)‖u˜‖2〈x, t|u˜〉
∣∣∣∣∣ (55)
+
∣∣∣∣∣(∆x)d ∑
x∈G∩S
w(x)‖u˜‖2〈x, t|u˜〉 −
∫
S
u(x, t)dx
∣∣∣∣∣ (56)
≤ (∆x)d
∣∣∣‖˜u˜‖2 − ‖u˜‖2∣∣∣ ∑
x∈G∩S
∣∣∣w(x)〈x, t|˜˜u〉∣∣∣ (57)
+ (∆x)d‖u˜‖2
∣∣∣∣∣ ∑
x∈G∩S
w(x)(〈x, t|˜˜u〉 − 〈x, t|u˜〉)∣∣∣∣∣ (58)
+
∣∣∣∣∣(∆x)d ∑
x∈G∩S
w(x)u˜(x, t)−
∫
S
u(x, t)dx
∣∣∣∣∣ (59)
≤ (∆x)dγ‖u˜‖2‖w‖2 + (∆x)dγ‖u˜‖2‖w‖2 +O() (60)
where in the last inequality we use the analysis of Section I B and Cauchy-Schwarz.
To achieve a final bound of , we need to have γ = O(/(‖u˜‖2(∆x)d‖w‖2)). To find a concrete
expression for this requirement, we need to compute ‖w‖2. In the case of Simpson’s rule, we have
‖w‖2 ≤
(
2
9
+
n− 1
2
(
4
3
)2
+
n− 1
2
(
2
3
)2)d/2
(61)
=
(
2
9
+ (n− 1)10
9
)d/2
= O((
√
10/3)dnd/2). (62)
Thus it is sufficient to take γ = O(nd/2/(
√
10L/3)d)‖u˜‖−12 to achieve final accuracy .
Finally, we need to approximately compute (∆x)d
∑
x∈G∩S w(x)‖˜u˜‖2〈x, t|˜˜u〉 given an algorithm
that produces copies of |˜˜u〉. This can be achieved using amplitude estimation [25] to estimate the
inner product between the state
1
‖w‖2
∑
x∈G∩S
w(x)|x, t〉 (63)
and |˜˜u〉, up to accuracy /((∆x)d‖w‖2‖˜u˜‖2), and multiplying by (∆x)d‖w‖2‖˜u˜‖2. In order to
achieve this level of accuracy, we need to use the algorithm for producing |˜˜u〉 k times, where
k = O((∆x)d‖w‖2‖˜u˜‖/) from amplitude estimation. Applying the previous calculation of ‖w‖2,
and using that ‖˜u˜‖2 ≈ ‖u˜‖2, gives the claimed result.
Observe that in fact Lemma 13 can be used to estimate
∫
S u(x, t)dx given copies of states |˜˜u〉
corresponding to an approximation to u which is accurate only within G∩S, rather than over all of
S. We will use this later on to estimate the amount of heat in a region, given a state corresponding
to a solution to the heat equation at a particular time t, rather than all times as stated in this
lemma.
The midpoint rule could be used instead of Simpson’s rule in Lemma 13 to integrate over
hyperrectangular regions S such that the corners of S are in G, shifted by ∆x/2; this would lead
to a similar complexity.
We will also need a technical result regarding the `2 norm of solutions to the heat equation.
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Lemma 14. Let L be defined by (13), taking ∆t = ∆x2/(2dα) as in Corollary 2. Then for any
integer τ ≥ 1,
max
{
1
nd
,
1
(4
√
τ)d
}
≤ ‖Lτ |0〉‖22 ≤ de−τ/(4d) +
(
4
n
+
√
d
piτ
)d
. (64)
In this lemma, and elsewhere, we use |0〉 to denote the origin in Rd. The proof is deferred to
Appendix D.
A. Quantum linear equation solving method
In this section we describe an approach to solve the heat equation using quantum algorithms
for linear equations. The idea is analogous to the classical linear equations method: we use a
quantum algorithm for solving linear equations to produce a quantum state that encodes a solution
approximating u(x, t) for all times t, and then use Lemma 13 to estimate
∫
S u(x, t)dx. First we
state the complexity of the quantum subroutines that we will use.
Theorem 15 (Solving linear equations [22, Theorem 30 and Corollary 31]). Let Ay = b for an
N ×N matrix A with sparsity s and condition number κ. Given an algorithm that constructs the
state |b〉 = 1‖b‖2
∑
i bi|i〉 in time Tb, there is a quantum algorithm that can output a state |y˜〉 such
that
‖|y˜〉 − |y〉‖2 ≤ η (65)
in time
O
(
κ
(
TU (logN) log
2
(
κ
η
)
+ Tb
)
log κ
)
, (66)
where
TU = O
(
logN + log2.5
(
sκ log(κ/η)
η
))
. (67)
Theorem 30 of [22] is stated only for Hermitian matrices, but as remarked in a footnote there,
it also applies to non-Hermitian matrices by encoding as a submatrix of a Hermitian matrix. The
bound on TU comes from [24, Lemma 48]. Note that a quantum algorithm by Childs, Kothari and
Somma [36] for solving linear equations could also be used; this would achieve a similar complexity,
but the lower-order terms are not stated explicitly in [36].
Theorem 16 (Linear equation norm estimation [22, Corollary 32]). Let Ay = b for an N × N
matrix A with sparsity s and condition number κ. Given an algorithm that constructs the state
|b〉 = 1‖b‖2
∑
i bi|i〉 in time Tb, there is a quantum algorithm that outputs z˜ such that
|z˜ − ‖A−1b‖2| ≤ η‖A−1b‖2 (68)
with probability at least 0.99, in time
O
(
κ
η
(
TU (logN) log
2
(
κ
η
)
+ Tb
)
(log3 κ) log log
(
κ
η
))
, (69)
where
TU = O
(
logN + log2.5
(
sκ log(κ/η)
η
))
. (70)
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As the complexity bounds suggest, the algorithms of Theorems 15 and 16 are rather complicated.
Theorem 17 (Quantum linear equations method). Let S ⊆ [0, L]d be a subset at a fixed time t.
There is a quantum algorithm that produces an estimate
∫
S u(x, t)dx ±  with 99% probability of
success in time
O
(
BLd3−d/2(log2((Tdα)d/2+2(ζ/)d/2+1))(log3((Tdα)2ζ/)) log2B log logB
)
, (71)
where
B =

O
(
(Tα)2.5ζ1.5
2.5
(L+
√
Tα)
)
if d = 1,
O
(
(Tα)2.5ζ1.5L
2.5
√
log(TL2αζ/)
)
if d = 2,
O
(
(Tα)d/4+2Ld/2dd/2+2ζd/4+1Cd
d/4+2
)
if d ≥ 3,
(72)
and C = 201/23−5/4pi−1/4.
Proof. By Corollary 2 and Theorem 3, we can achieve discretisation accuracy /Ld in the ∞-norm
with a system of N = O(mnd) linear equations (see (38)), each containing O(d) variables, with
condition number Θ(m), where m = 2T 2d2α2ζ/(3), n = L
√
dαζT/(3). We will apply Theorem
15 to solve this system of equations.
First, we can produce the initial quantum state corresponding to the right-hand side of (38) as
follows. First we construct |u0〉, which can be done in time O(d log n) as we have assumed that we
can compute marginals of u0 (and its powers) efficiently [37–40]. Then we apply the nonunitary
operation L to |u0〉. This can be achieved in time O˜(1/(κd)), where κ is the condition number
of L, via an algorithm of [36]. The O˜ notation hides polylogarithmic terms in nd. In fact, κ
can be replaced with ‖L‖/‖L|u0〉‖2 (see [15, Section IIIB] for a discussion). From Lemma 4, and
noting that ‖L‖ = O(1), this is upper-bounded by O(√d). Therefore, the complexity of preparing
a normalised version of L|u0〉 is poly(d) up to logarithmic terms; inspection of Theorem 15 shows
that this is negligible compared with the complexity of other aspects of the algorithm.
Let |u˜〉 = 1‖u˜‖2
∑
(x,t)∈G u˜(x, t)|x, t〉. Using Theorem 15, there is a quantum algorithm that can
produce a state |˜˜u〉 such that ‖|˜˜u〉 − |u˜〉‖2 ≤ γ in time
O
(
m log2N log2
(
m
γ
)
logm
)
= O
(
m(log2(mnd)) log2
(
m
γ
)
logm
)
. (73)
By Theorem 16, there is a quantum algorithm that produces an estimate ‖˜u˜‖2 of ‖u˜‖2 satisfying
1− γ ≤ ‖˜u˜‖2‖u˜‖2 ≤ 1 + γ (74)
in time
O
(
m
γ
(log2(mnd))(log3m)(log2
(
m
γ
)
) log log
(
m
γ
))
. (75)
In both of these estimates we use that N  log2.5(dm log(dm/γ)/γ). Using Lemma 13 and inserting
γ = O(nd/2/((
√
10L/3)d‖u˜‖2)), the complexity of producing |˜˜u〉 is
O
(
m(log2(mnd)) log2
(
m(
√
10L/3)d‖u˜‖2
nd/2
)
logm
)
(76)
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and the complexity of producing ‖˜u˜‖2 is
O
 m
nd/2
(√
10L
3
)d
‖u˜‖2(log2(mnd))(log3m) log2
(
m(
√
10L/3)d‖u˜‖2
nd/2
)
log log
(
m(
√
10L/3)d‖u˜‖2
nd/2
) .
(77)
By Lemma 13, in order to estimate
∫
S u(x, t)dx± it is sufficient to use the algorithm for producing
|˜˜u〉
k = O((
√
10L/3)d‖u˜‖2/(nd/2)) (78)
times, giving an overall complexity for that part of
O
 m
nd/2
(√
10L
3
)d
‖u˜‖2(log2(mnd)) log2
(
m(
√
10L/3)d‖u˜‖2

)
logm
 . (79)
This implies that the overall complexity of the algorithm is dominated by the complexity of pro-
ducing the estimate ‖˜u˜‖2. Defining
B =
m
nd/2
(√
10L
3
)d
‖u˜‖2 (80)
for conciseness, (77) can be rewritten as
O
(
B(log2(mnd))(log3m) log2B log logB
)
. (81)
To calculate B, it remains to upper-bound ‖u˜‖2. A straightforward upper bound is
‖u˜‖2 =
√√√√ m∑
i=0
‖u˜i‖22 ≤
√√√√ m∑
i=0
‖u˜i‖21 =
√√√√ m∑
i=0
(n
L
)2d
= O
(√
m
(n
L
)d)
. (82)
But we will obtain a tighter upper bound, for which it will be sufficient to consider the particular
initial condition u0(0
d) = nd, u0(x) = 0 for x 6= 0d. This initial condition can be seen to give a
worst-case upper bound by convexity, as follows. Consider the operator L occurring in (13) and an
arbitrary initial condition u′(x) = px such that
∑
x px = (n/L)
d (corresponding to the L1 norm of
the initial condition being normalised to 1). Then u0 is a convex combination of point functions
of the form ux0(x0) = (n/L)
d, ux0(x) = 0 for x 6= x0. So ‖Lτu′‖2 ≤ ‖Lτu0‖2 by convexity of the
`2 norm and shift-invariance of L.
By Lemma 14, for any τ ≥ 1,
‖Lτu0‖22 ≤
(n
L
)2dde−τ/(4d) +( 4
n
+
√
d
piτ
)d . (83)
This gives an upper bound on the total `2 norm of√√√√ m∑
τ=0
‖Lτu0‖22 ≤
(n
L
)d√√√√1 + d m∑
τ=1
e−τ/(4d) +
m∑
τ=1
(
4
n
+
√
d
piτ
)d
(84)
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≤
(n
L
)d√√√√1 + d∑
τ≥0
e−τ/(4d) + 2d
∑
1≤τ≤n2d/(16pi)
(
d
piτ
)d/2
+ 2d
∑
n2d/(16pi)≤τ≤m
(
4
n
)d
(85)
≤
(n
L
)d√√√√1 + d
1− e−1/(4d) +
(
4d
pi
)d/2 ∑
1≤τ≤n2d/(16pi)
τ−d/2 +m
(
8
n
)d
. (86)
The first two summands under the square root are negligible compared with the others. For d = 1,
the sum over τ is O(n); for d = 2, it is O(log n); and for d ≥ 3, it is O(1). The final summand is
negligible for d ≥ 2 (but not for d = 1), in the usual situation that T , L, d, α,  and ζ are such that
m/nd = O(1). This then gives us overall `2 norm bounds ‖u˜‖2 = O((n3/2 +
√
mn)/L) for d = 1,
‖u˜‖2 = O(n2
√
log n/L2) for d = 2, and ‖u˜‖2 = O((
√
2d1/4n/(pi1/4L))d) for d ≥ 3. Compared with
(82), this last bound is stronger by a factor of almost
√
m. By the lower bound part of Lemma 14,
the bounds are close to tight.
Inserting the values for m and n, and these bounds on ‖u˜‖2, in the complexity bound (77), the
final complexities are as stated in the theorem. In computing these, we use the bounds that
B =
m(
√
10L/3)d‖u˜‖2
nd/2
=

O
(
(Tα)2.5ζ1.5
2.5
(L+
√
Tα)
)
if d = 1,
O
(
(Tα)2.5ζ1.5L
2.5
√
log(TL2αζ/)
)
if d = 2,
O
(
(Tα)d/4+2Ld/2dd/2+2ζd/4+1Cd
d/4+2
)
if d ≥ 3,
(87)
where C = 201/23−5/4pi−1/4.
Note that in this analysis, as in the classical case, we have assumed that arbitrary nonzero
entries of the matrix A can be computed in time O(1).
B. Fast-forwarded random walk method
We next consider alternative methods which directly produce a quantum state corresponding to
the distribution of the random walk at time t = i∆t: that is, a state |ψi〉 close to
∑
x u˜i(x)|x〉/‖u˜i‖2.
We can then estimate
∫
S u(x, t)dx±  using Lemma 13.
These methods start by producing an initial state |u0〉 =
∑
x u0(x)|x〉/‖u0‖2. Given that we
have assumed that we can compute sums of squares of u0 over arbitrary regions in time O(1), |u0〉
can be constructed in time O(d log n) via the techniques of [37, 39, 40]. This will turn out not to
affect the overall complexity of the algorithms.
The first approach we consider can be viewed as a coherent version of the random walk method.
Given the initial state |u0〉, we attempt to produce a state approximating |ui〉 = |Liui〉 for some i.
Theorem 18 (Apers and Sarlette [23], Gilye´n et al. [24]). Given a symmetric Markov chain with
transition matrix L and a quantum state |ψ0〉, there is an algorithm which produces a state |ψ˜i〉
such that ∥∥∥∥|ψ˜i〉 − Li|ψ0〉‖Li|ψ0〉‖2
∥∥∥∥
2
≤ η (88)
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using
O
(
‖Li|ψ0〉‖−12
√
i log(1/(η‖Li|ψ0〉‖2))
)
(89)
steps of the quantum walk corresponding to L.
Theorem 19 (Fast-forwarded random walk method). Let S be a subset at a fixed time t = i∆t.
There is a quantum algorithm based on fast-forwarding random walks that estimates
∫
S u(x, t)dx±
in time
O
(
d5/2Tαζ1/2
3/2
(
100L2dTαζ
35
)d/4
log(L2dαζT/)
√
log(L2dαζT/)
)
. (90)
Proof. We use the algorithm of Theorem 18 to produce a state |˜˜ui〉 such that ‖|˜˜ui〉 − |u˜i〉‖2 ≤ γ,
where |u˜i〉 = u˜i/‖u˜i‖2 and γ is defined in Lemma 13, which is applied at a single time. We need to
use this algorithm k times, where k is also defined in Lemma 13. The complexity of implementing
a quantum walk step is essentially the same as that of implementing a classical random walk step,
which is O(d log n). The complexity of producing the initial state |u0〉 is also O(d log n). Therefore,
the complexity of the overall algorithm is
O
(
d(log n)k‖u0‖2‖u˜i‖−12
√
m log(‖u0‖2/(γ‖u˜i‖2))
)
. (91)
As k = O((
√
10L/3)d‖u˜i‖2/(nd/2)), γ = O(nd/2/((
√
10L/3)d‖u˜i‖2)) from Lemma 13, we see that
the ‖u˜i‖2 terms cancel. Inserting the values for γ and k, using ‖u0‖2 ≤ (n/L)d and inserting the
values for n and m determined in Corollary 2, we obtain the claimed result.
C. Diagonalisation and postselection method
Similarly to the classical case (Theorem 8), we can find a more efficient algorithm than Theorem
19 (one without the factor of
√
m) in the special case we are considering of solving the heat equation
in a hypercube, using the fact that the quantum Fourier transform diagonalises L. By contrast
with the classical method, here we perform operations in superposition. As in the previous section,
again the goal is to produce |ui〉 for some i; as we can diagonalise L efficiently, all that remains is
to implement the (non-unitary) operation Λi, where Λ is the diagonal matrix corresponding to the
eigenvalues of L.
Theorem 20 (Quantum diagonalisation and postselection method). Let S be a hyperrectangular
region at a fixed time t = i∆t such that the corners of S are in G. There is a quantum algorithm
that estimates
∫
S u(x, t)dx±  with 99% sucess probability in time
O
((
100L2dTαζ
35
)d/4
−d/4−1(log2D)(log logD + log(T 2d2α2ζ/))
)
, (92)
where
D = O
(√10L
35/4
)d
(Tdα)d/4+2ζd/4+1
d/4+2
 . (93)
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Proof. We start with the state |u0〉, and apply the approximate quantum Fourier transform in time
O(d log n log logn) to produce a state |ψ〉. Note that this is exponentially faster than the classical
FFT. Then, similarly to Theorem 8, we want to apply the map Λi to this state, where Λ is the
diagonal matrix whose entries are eigenvalues of L, before applying the inverse quantum Fourier
transform to produce |u˜i〉. Recalling that eigenvalues λj of L correspond to strings j = j1, . . . , jd,
where j1, . . . , jd ∈ {0, . . . , n− 1}, we expand
|ψ〉 =
n−1∑
j1,...,jd=0
ψj1,...,jd |j1, . . . , jd〉. (94)
Then applying Λi can be achieved by performing the map
|ψ〉|0〉 7→
n−1∑
j1,...,jd=0
ψj1,...,jd |j1, . . . , jd〉
(
λij |0〉+
√
1− λ2ij |1〉
)
(95)
and measuring the ancilla qubit. If we receive the outcome 0, then the residual state is as desired,
and we can apply the inverse quantum Fourier transform to produce Li|u0〉/‖Li|u0〉‖2. The prob-
ability that the measurement of the ancilla qubit succeeds is precisely ‖Li|u0〉‖22. Using amplitude
amplification, O(‖Li|u0〉‖−12 ) repetitions are enough to produce the desired state with success prob-
ability 0.99. We will also need to produce an estimate of ‖u˜i‖2. To do so, we can apply amplitude
estimation to this procedure to produce an estimate of the square root of the probability of re-
ceiving outcome 0. This gives ‖u˜i‖2(1± δ) (with success probability lower-bounded by a constant
arbitrarily close to 1) at an additional multiplicative cost of O(δ−1) [25].
For any i ∈ {0, . . . ,m}, and any δ > 0, by Lemma 7 each eigenvalue of Li can be computed
classically up to accuracy δ in time O(log2(m/δ)(log log(m/δ) + logm)). Given such an algorithm,
we can perform the map (95) on the ancilla qubit up to accuracy O(δ) as follows. It is shown in [11,
Section 4.3] that to produce the state ω|0〉+√1− ω2|1〉 given knowledge of an approximation to ω,
it is sufficient to compute θ = arcsinω and then use O(log 1/δ) controlled-Y operations. Computing
arcsin up to p digits of precision can be achieved in O(M(p) log p) time [30], where M(p) = O(p2) is
the complexity of multiplying two p-digit integers using some multiplication algorithm. Therefore,
the additional cost is an additive O(log2(1/δ) log log(1/δ)) term, which is negligible.
Thus the overall cost of producing the state Li|u0〉/‖Li|u0〉‖2 is
O(‖Li|u0〉‖−12 (d log n log logn+ log2(m/δ)(log log(m/δ) + logm))). (96)
In order to use Lemma 13, we need to have δ ≤ γ = O(nd/2/((√10L/3)d‖u˜i‖2)). Using this, we
get d log n = O(log(m/δ)), implying that the O(d log n log log n) term (the cost of implementing
the QFT) is negligible.
For this sufficiently small choice of δ, by Lemma 13 we can use the above procedure k times
to estimate
∫
S u(x, t)dx± , where k = O((
√
10L/3)d‖u˜i‖2/(nd/2)) = O(1/δ). So we see that the
complexity of producing a sufficiently accurate estimate of ‖u˜i‖2 is asymptotically equivalent to
that of performing the numerical integration. Simplifying (96) by using |u0〉 = 1‖u0‖2
∑
x u0(x)|x〉,
a ‖u˜i‖2 term cancels, leaving a cost of
O(‖u0‖2(
√
10L/3)d−1n−d/2 log2(m/δ)(log log(m/δ) + logm)). (97)
Inserting the values for m, n and δ based on Corollary 2 and using the upper bounds ‖u˜i‖2 ≤
23
‖u0‖2 ≤ ‖u0‖1 ≤ (n/L)d, we define
D =
m
δ
= O
(√10L
35/4
)d
(Tdα)d/4+2ζd/4+1
d/4+2
 (98)
and obtain an overall bound of
O
((
100L2dTαζ
35
)d/4
−d/4−1(log2D)(log logD + log(T 2d2α2ζ/))
)
(99)
as claimed in the theorem.
D. Random walk amplitude estimation approach
In our final algorithms, we apply amplitude estimation to the classical random walk approach
of Section II B and Section II C. This is the simplest of all the quantum approaches, but turns out
to achieve the most efficient results in most cases. We begin with the application to accelerating
the “standard” random walk method.
Theorem 21. For any S ⊆ [0, L]d such that the corners of S are all integer multiples of ∆x,
shifted by ∆x/2, and any t ∈ [0, T ] such that t = i∆t for some integer i, there is a quantum
algorithm that outputs u(S) such that |u(S) − ∫S u(x, t)dx| ≤ , with probability 0.99, in time
O((Tαd3ζ(αT + L2)/2) log(L
√
dζ(αT + L2)/)).
Proof. The argument is the same as Theorem 10, except that we use amplitude estimation [25],
rather than standard probability estimation. Given a classical boolean function f that takes as
input a sequence s of bits, amplitude estimation allows Prs[f(s) = 1] to be estimated up to accuracy
, with success probability 0.99, using f O(1/) times. In this case, we can think of s as the random
seed input to a deterministic procedure which first produces a sample from u0, where u0 = (∆x)
du0
as in Lemma 9, and then executes a sequence of i steps of the random walk. Then f(s) = 1 if
the final position is within S, and f(s) = 0 otherwise. This can be used to estimate
∫
S u(x, t)dx
in the same way as the proof of Theorem 10, except that the complexity is lower by a factor of
Θ(1/).
Note that this approach as described in Theorem 21 uses space O(m) = O(T 2d2α2ζ/) to store
the sequence of movements of the random walk. This is substantially worse than the classical
equivalent, which uses space O(d log n) = O(d log(L2Tdαζ/)). It has been an open problem since
2001 whether quantum algorithms can coherently simulate general classical random walk processes
with little space overhead [41]. However, quadratic space overhead over the classical algorithm
(which is sufficient to give a polylogarithmic space quantum algorithm) can be achieved using
the pseudorandom number generator of Nisan [42] to replace the sequence of O(m) random bits
specifying the movements of the walk.
E. Fast random walk amplitude estimation approach
Finally, we can also apply amplitude estimation to speed up the algorithm of Theorem 12.
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Theorem 22. For any S ⊆ [0, L]d such that the corners of S are all integer multiples of ∆x,
shifted by ∆x/2, and any t ∈ [0, T ] such that t = i∆t for some integer i, there is a quantum
algorithm that outputs u(S) such that |u(S) − ∫S u(x, t)dx| ≤ , with probability 0.99, in time
O((d/) log(TLαd5/2ζ3/2((αT + L2)/)3/2)).
Proof. The argument is the same as the proof of Theorem 21. We apply amplitude amplification
to the random seed used as input to a procedure for sampling from the initial distribution and the
binomial distributions required for the corresponding classical random walk algorithm (Theorem
12). As in the case of Theorem 21, the complexity is lower than the corresponding classical algorithm
by a factor of Θ(1/).
IV. CONCLUDING REMARKS
We have considered ten algorithms (five classical and five quantum) for solving the heat equa-
tion in a hyperrectangular region, and have found that the quantum algorithm for solving linear
equations is never the fastest, but that for d ≥ 2, a quantum algorithm based on applying am-
plitude amplification is the most efficient, achieving a speedup up to quadratic over the fastest
classical algorithm. However, quantum algorithms based on solving linear equations may have
other advantages over the classical ones, such as flexibility for more complicated problems, and
better space-efficiency.
The heat equation is of interest in itself, but also as a model for understanding the likely per-
formance of quantum algorithms when applied to other PDEs. For example, it was claimed in [11]
that a quantum algorithm for solving Poisson’s equation could achieve an exponential speedup over
classical algorithms in terms of the spatial dimension d. However, Poisson’s equation can be solved
using a classical random walk method which remains polynomial-time even for large d [43]; this
method approximates the solution at a particular point, rather than giving the solution in a whole
region. It seems likely that other classical approaches to solving PDEs may be able to compete
with some apparent exponential quantum speedups, analogously to the “dequantization” approach
in quantum machine learning (see [44] and references therein).
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Appendix A: Runtime of applying a quantum algorithm for ODEs to the heat equation
In this appendix, we sketch the complexity obtained when using the algorithm of Berry et al. [5]
to solve the heat equation as a system of ODEs. Also note that a procedure is not explicitly given
in [5] to approximate the `2 norm of the solution vector, which is required to estimate its properties.
We will show that the quantum algorithm based on [5] is somewhat worse than the quantum linear
equations method proposed in Theorem 17 to generate the quantum state of the heat equation.
In the heat equation (1), if we just discretise x1, . . . , xd to the same level of accuracy as specified
in Section I A, then we obtain a system of ODEs of the form
du˜
dt
=
α
∆x2
Au˜, (A1)
where u˜ is the vector of {u(j1∆x, . . . , jd∆x, t) : j1, . . . , jd ∈ {0, 1, . . . , n− 1}},
A =
d∑
j=1
I⊗(j−1)n ⊗H ⊗ I⊗(d−j)n , (A2)
27
and
H =

−2 1 1
1 −2 1
1
. . .
. . .
. . .
. . . 1
1 1 −2

(A3)
is an n× n matrix.
In [5], Berry et al. proposed a quantum algorithm to solve time-independent ODEs dxdt = Ax+b.
They assumed that A is diagonalizable and the real parts of the eigenvalues are non-positive. This
is satisfied for the heat equation (A1) as shown in the following lemma.
Lemma 23. The eigenvalues of A are {λj1 + · · ·+ λjd : j1, . . . , jd ∈ {0, 1, . . . , n− 1}}, where
λj = −4 sin2 jpi
n
. (A4)
Moreover, A is diagonalized by the d-th tensor product of the quantum Fourier transform.
Proof. Since H is a circulant matrix, it can be diagonalized by the quantum Fourier transform
F . Denote Λ = diag{λ0, . . . , λn−1} as the diagonal matrix that stores the eigenvalues of H, then
ΛF † = F †H. Set c0 = −2, c1 = 1, c2 = · · · = cn−2 = 0, cn−1 = 1. Then ΛF †|0〉 = F †H|0〉 gives
1√
n

λ0
λ1
...
λn−1
 = F †

c0
c1
...
cn−1
 . (A5)
For convenience, set ωn = e
2pii/n, then
λj =
n−1∑
k=0
ckω
−jk
n = −2 + ω−jn + ω−j(n−1)n = −2 + ω−jn + ωjn = −2 + 2 cos
2jpi
n
= −4 sin2 jpi
n
. (A6)
The claimed result follows easily from equation (A2).
Since we can determine the nonzero entries of H efficiently, we can determine the nonzero entries
of A efficiently too. The sparsity of A is Θ(d). By Theorem 9 of [5], the quantum state |u˜(T )〉 of
the ODE (A1) to precision  is obtained in time
O˜(dgT‖A‖), (A7)
where g = maxt∈[0,T ] ‖u˜(t)‖/‖u˜(T )‖. By Lemma 23 and Corollary 2,
‖A‖ = α
∆x2
max
j1,...,jd
|λj1 + · · ·+ λjd | =
4αd
∆x2
= Θ(α2d2ζT/). (A8)
Thus, the quantum state |u˜(T )〉 is obtained in time
O˜(α2d3T 2gζ/). (A9)
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Note that in the proof of Theorem 17, equation (73) shows that we can obtain the state |u˜〉 in
time
O˜(md2) = O˜(α2d4T 2ζ/). (A10)
In comparison, the complexity of the algorithm of [5] has better dependence on d, but is increased
by a multiplicative factor g ≥ 1. The complexity of obtaining the desired state using the quantum
spectral method of Childs and Liu [7] also equals (A9).
Appendix B: Estimation of the condition number
For some of the classical and quantum methods we consider, the condition number of the relevant
linear system will be an important component of the algorithms’ overall complexity.
Recall from equation (38) that this linear system is
I
−L I
. . .
. . .
−L I


u˜1
u˜2
...
u˜m
 =

Lu˜0
0
...
0
 . (B1)
In the following, we will estimate the condition number of the above linear system. For convenience,
we let A denote the coefficient matrix.
First we consider the case d = 1. In this case
L = I + α∆t
∆x2
H, (B2)
where H is the matrix defined in equation (A3). If we define T to be the following m×m matrix:
T =

1
−1 1
. . .
. . .
−1 1
 , (B3)
then
A = T ⊗ L − α∆t
∆x2
I ⊗H. (B4)
For convenience, denote
γj = 4
α∆t
∆x2
sin2
jpi
n
, j = 0, 1, . . . , n− 1. (B5)
Then by Lemma 23, the eigenvalues of L are 1− γj for j = 0, 1, . . . , n− 1. Moreover,
(I ⊗ F †)A(I ⊗ F ) =
n−1∑
j=0
((1− γj)T + γjI)⊗ |j〉〈j|, (B6)
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where F is the quantum Fourier transform. It is easy to show that the set of singular values of A
is the collection of the singular values of
Aj = (1− γj)T + γjI (B7)
for all j. Next, we focus on the calculation of the singular values of Aj . Note that if γj = 1, then
Aj = I. This case is trivial, so we assume that γj 6= 1 in the following. From equation (B3), it is
easy to see that Aj is nonsingular.
Proposition 24. The eigenvalues of AjA
†
j have the following form:
(1− γj)2 + 2(1− γj) cos θ + 1 =
(
sin θ
sinmθ
)2
, (B8)
where θ is nonzero and satisfies
(1− γj) sinmθ + sin(m+ 1)θ = 0. (B9)
Before proving the above result, we first show how to estimate the condition number of A from
this proposition.
Proposition 25. Assuming that d = 1, the condition number κ of the linear system (38) is
κ = Θ(m). Moreover, ‖A‖ = Θ(1), ‖A−1‖ = Θ(m).
Proof. Let σmax, σmin be the maximal and minimal nonzero singular value of A respectively. If
j = 0, then γj = 0 and Aj = T . The singular values of T are
2 cos
kpi
2m+ 1
, (B10)
where k = 1, . . . ,m. A proof of this will be given at the end of this appendix. If we choose k = m,
then
σmin ≤ 2 cos mpi
2m+ 1
= 2 sin
pi
2(2m+ 1)
≤ pi
2m+ 1
. (B11)
To compute the minimal nonzero value of (sin θ/ sinmθ)2 in the interval [0, pi], it suffices to focus
on the interval θ ∈ [0, pi/2], since | sinmθ| is periodic in the interval [0, pi/2], and the periods are
{[kpi/m, (k + 1)pi/m] : k = 0, . . . ,m/2− 1}. Also, in the interval [0, pi/2], sin θ is increasing. Since
we want to compute the minimal value, we just need to consider the interval [0, pi/m]. Actually,
we only need to focus on [0, pi/2m] because | sinmθ| is symmetric along the line θ = pi/2m. When
θ is small, sin θ ≥ 2θ/pi and sinmθ ≤ mθ, so
σmin ≥ min
0<θ<pi
∣∣∣∣ sin θsinmθ
∣∣∣∣ ≥ 2mpi. (B12)
Therefore, we have
σmin = Θ(1/m). (B13)
Next, we estimate σmax. Since α∆t/∆x
2 ≤ 1/2, we have 0 ≤ γj ≤ 2. Thus, (1 − γj)2 +
2(1 − γj) cos θ + 1 ≤ 4. When γj = 1, the eigenvalue is 1, so σmax ≥ 1. Note that in the case
α∆t/∆x2 = 1/2, then γj = 1 implies that j = n/4 in equation (B5). As a result, σmax = Θ(1).
Together with equation (B13), we obtain the claimed result.
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Next, we consider the general case d > 1. It is easy to see that
L = I⊗dn +
α∆t
∆x2
d∑
j=1
I⊗(j−1)n ⊗H ⊗ I⊗(d−j)n . (B14)
The coefficient matrix of the linear system (38) is
A = T ⊗ L − α∆t
∆x2
d∑
j=1
I⊗(j−1)n ⊗H ⊗ I⊗(d−j)n . (B15)
Theorem 3 (restated). The largest and smallest singular values of the matrix in (38) satisfy
σmax = Θ(1), σmin = Θ(1/m), respectively. Hence the condition number is Θ(m).
Proof. The proof of this theorem is similar to that of Proposition 25. The calculation of the singular
values of A can be reduced to calculating the singular values of
Aj1,...,jd = (1− γj1 − · · · − γjd)T + (γj1 + · · ·+ γjd)I, (B16)
where j1, . . . , jd ∈ {0, 1, . . . , n−1}. The result of Proposition 24 also holds for Aj1,...,jd by changing
γj into γj1+· · ·+γjd . Let σmax, σmin be the maximal and minimal nonzero singular value respectively.
The estimation of σmin is the same as that in the proof of Proposition 25. The upper bound
is obtained by considering the special case γj1 = · · · = γjd = 0. Similarly to equation (B11),
σmin ≤ pi/(2m+ 1). As for the lower bound, the proof of that in equation (B12) is independent of
γj , so it is also true for Aj1,...,jd . Thus σmin = Θ(1/m).
As for σmax, if we consider the special case γj1 = · · · = γjd = 1/d, then we obtain σmax ≥ 1.
This special case is obtained by taking j = n/4 in the case dα∆t/∆x2 = 1/2. Since the eigenvalue
of Aj1,...,jd also has the form (B8) by changing γj into γj1 + · · · + γjd , γj = 4α∆t∆x2 sin2 jpin and
dα∆t/∆x2 ≤ 1/2, we have γj1 + · · · + γjd ≤ 4dα∆t/∆x2 ≤ 2. By equation (B8), σmax ≤ 4. Thus
σmax = Θ(1), and σmin = Θ(1/m).
Proof of Proposition 24. For convenience, set βj = γj/(1− γj), then
AjA
†
j = (1− γj)2

(1 + βj)
2 −(1 + βj)
−(1 + βj) 1 + (1 + βj)2 −(1 + βj)
−(1 + βj) . . . . . .
. . .
. . . −(1 + βj)
−(1 + βj) 1 + (1 + βj)2

(B17)
= (1− γj)2[(1 + (1 + βj)2)Im − (1 + βj)Qj ], (B18)
where
Qj =

qj 1
1 0 1
1
. . .
. . .
. . .
. . . 1
1 0

, (B19)
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and qj = 1/(1 + βj) = 1 − γj . In the following, we need to compute the eigenvalues of Qj .
The following lemma describes the characteristic polynomial of Qj . It is easy to calculate that
det(Qj + 2I) = m+ 1 +mqj 6= 0 as −1 ≤ qj ≤ 1. This means −2 is not an eigenvalue of Qj . In the
following analysis, we will not consider this case.
Lemma 26. Assume that λ 6= 2. For any m ≥ 1, let
fm =
∣∣∣∣∣∣∣∣∣∣∣∣∣
λ 1
1 λ 1
1
. . .
. . .
. . .
. . . 1
1 λ
∣∣∣∣∣∣∣∣∣∣∣∣∣
m×m
. (B20)
Then
fm =
xm+11 − xm+12
x1 − x2 , (B21)
where x1 =
1
2(λ+
√
λ2 − 4), x2 = 12(λ−
√
λ2 − 4), and x1 6= x2. Moreover,
|Qj + λI| = qj x
m
1 − xm2
x1 − x2 +
xm+11 − xm+12
x1 − x2 . (B22)
Proof. By definition, fm = λfm−1 − fm−2, then fm = α1xm1 + α2xm2 for some α1, α2. Since
f1 = λ, f2 = λ
2 − 1, we have
α1x1 + α2x2 = λ, (B23)
α1x
2
1 + α2x
2
2 = λ
2 − 1. (B24)
Solving the linear system gives
α1 =
x1
x1 − x2 , α2 =
x2
x2 − x1 . (B25)
So fm =
xm+11 −xm+12
x1−x2 . Since λ 6= 2, we obtain x1 6= x2. By definition,
|Qj + λI| = (qj + λ)fm−1 − fm−2 = qjfm−1 + fm = qj x
m
1 − xm2
x1 − x2 +
xm+11 − xm+12
x1 − x2 . (B26)
This completes the proof.
Now we have to solve for λ from equation (B22), i.e.,
qj(x
m
1 − xm2 ) + (xm+11 − xm+12 ) = 0. (B27)
Divides both sides of the above equation by xm+12 , we obtain
qj
(
xm1
xm2
− 1
)
1
x2
+
(
xm+11
xm+12
− 1
)
= 0. (B28)
Since x1x2 = 1, we have
qj(x
2m
1 − 1)x1 + (x2(m+1)1 − 1) = 0. (B29)
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If x1 is an solution, then x2 = 1/x1 is also a solution of the above equation. Assume that x1 = re
iθ.
Since x1 + x
−1
1 = λ ∈ R, if θ 6= 0 mod pi, then r = ±1.
By (B17) and noting that in Lemma 26, −λ is the eigenvalue ofQj , we obtain that the eigenvalues
of AjA
†
j are of the form
σ = (1− γj)2[1 + (1 + βj)2 + (1 + βj)λ] (B30)
= (1− γj)2[1 + (1 + βj)2 + (1 + βj)(x1 + x−11 )] (B31)
= (1− γj)2[(1 + x1(1 + βj))(1 + 1 + βj
x1
)], (B32)
where x1 runs over all solutions of equation (B27). By equation (B29) and qj = 1/(1 + βj), we
know that x2m+11 (1 + x1(1 + βj)) = x1 + (1 + βj). Thus σ/(1− γj)2 can be rewritten as
x2m1 (1 + x1(1 + βj))
2 or
1
x2m1
(
1 +
1 + βj
x1
)2
. (B33)
If x1 ∈ R, and if |x1| ≥ 1, then the first expression of (B33) implies that σ/(1−γj)2 is exponentially
large; however the second expression shows that σ/(1− γj)2 tends to zero. The same contradiction
also appears if |x1| ≤ 1. So if x1 ∈ R, then x1 = ±1. We prove this more formally in the following
lemma.
Lemma 27. If x1 ∈ R, |x1| ≥ 1 and x2m+11 (1 + x1(1 + βj)) = x1 + 1 + βj, then x1 = ±1.
Proof. First assume x1 > 1. We have x
2m
1 (1 + x1(1 + βj)) = 1 +
1+βj
x1
. The left side is strictly
greater than 1 + (1 + βj), while the right side strictly smaller than 1 + (1 + βj), a contradiction.
Next assume x1 < −1. Set x˜1 = −x1 > 1, then we have (1 + βj) − x˜1 = x˜2m+11 (x˜1(1 + βj) − 1) ≥
x˜1(1 + βj)− 1 > (1 + βj)− 1. This means x˜1 < 1, a contradiction.
Due to the two equivalent expressions (B33) of eigenvalues, it is also a contradiction if 0 < |x1| <
1. Since x1 6= x2, the above lemma means x1 /∈ R, thus the only possibility is x1 = eiθ for some θ,
then (x2m1 − 1)x1 + (1 + βj)(x2(m+1)1 − 1) = 0 implies that
(xm1 − x−m1 ) + (1 + βj)(xm+11 − x−m−11 ) = 0. (B34)
So (eimθ − e−imθ) + (1 + βj)(ei(m+1)θ − e−i(m+1)θ) = 0, that is
sinmθ + (1 + βj) sin(m+ 1)θ = 0. (B35)
Thus,
σ
(1− γj)2 = (x
m
1 (1 + x1(1 + βj)))
2 (B36)
= ((cosmθ + i sinmθ)(1 + (1 + βj) cos θ + i(1 + βj) sin θ))
2 (B37)
= [(cosmθ(1 + (1 + βj) cos θ)− (1 + βj) sinmθ sin θ) (B38)
+ i((1 + βj) cosmθ sin θ + (1 + (1 + βj) cos θ) sinmθ)]
2 (B39)
= [(cosmθ + (1 + βj) cos(m+ 1)θ) + i(sinmθ + (1 + βj) sin(m+ 1)θ)]
2 (B40)
= (cosmθ + (1 + βj) cos(m+ 1)θ)
2 (B41)
=
(
sin θ
sin(m+ 1)θ
)2
, (B42)
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where the last identity (B42) is derived from the identity (B35).
On the other hand,
σ
(1− γj)2 = 1 + (1 + βj)
2 + (1 + βj)(x1 + x
−1
1 ) = 1 + (1 + βj)
2 + 2(1 + βj) cos θ. (B43)
Substitute βj = γj/(1− γj) into (B35) and (B43) will yield the claimed results.
Based on the above calculation, next we compute the singular values of T , which is claimed in
equation (B10). It suffices to choose j = 0 in (B33). If j = 0, then γj = βj = 0, so x1 satisfies
x2m+11 (1 + x1) = (1 + x1). Since x1 6= −1, we obtain x2m+11 = 1, i.e., ei(2m+1)θ = 1, thus θ = 2kpi2m+1 ,
where k = 0,±1, . . . ,±m. Note that x1 6= x2, so k 6= 0. Also note that x1x2 = 1, so we just need
to choose k = 1, 2, . . . ,m to determine x1. For these θ,
σ =
(
sin 2kpi2m+1
sin 2k(m+1)pi2m+1
)2
=
(
2 sin kpi2m+1 cos
kpi
2m+1
sin kpi2m+1
)2
=
(
2 cos
kpi
2m+ 1
)2
. (B44)
Therefore, the singular values of T are 2 cos kpi2m+1 , where k = 1, 2, . . . ,m.
Appendix C: L is well-conditioned on nonnegative vectors
In this appendix, we show that L cannot shrink nonnegative vectors too much, implying that
the quantum algorithm for solving linear equations can construct a quantum state corresponding
to Lu0 efficiently, given a quantum state corresponding to u0.
Lemma 4 (restated). Let L be defined by (13), taking ∆t = ∆x2/(2αd) as in Corollary 2. Then
for all nonnegative vectors u, ‖Lu‖22/‖u‖22 ≥ 1/(2d).
Proof. Write L = ∑di=1 Li, where Li acts only on the i’th coordinate and
Liu˜(x, t) = 1
2d
(u˜(. . . , xi + ∆x, . . . , t) + u˜(. . . , xi −∆x, . . . , t)) . (C1)
This operator corresponds to the matrix
1
d

0 12 . . .
1
2
1
2 0
1
2 . . .
1
2 0
. . .
. . .
1
2 0 . . .
1
2 0

. (C2)
Then
‖Lu‖22 =
d∑
i,j=1
uTLiLju ≥
d∑
i=1
uTL2iu (C3)
using non-negativity of Li and u. It is easy to see that the matrix for L2i has entries all equal to
1
2d2
on the main diagonal, and non-negative entries elsewhere. Therefore, for each i,
uTL2iu ≥
‖u‖22
2d2
, (C4)
and hence ‖Lu‖22 ≥ ‖u‖22/(2d).
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Appendix D: Bounds on `2 norm of solutions to heat equation
In this appendix we prove Lemma 14, which gives upper and lower bounds on ‖Lτ |0〉‖22 in the
special case where ∆t = ∆x2/(2dα). To achieve this, we will use Fourier analysis (similarly to
Appendix B). As in the previous appendix, write L = ∑di=1 Li, where Li acts only on the i’th
coordinate and
Liu˜(x, t) = 1
2d
(u˜(. . . , xi + ∆x, . . . , t) + u˜(. . . , xi −∆x, . . . , t)) . (D1)
Each operator Li is diagonalised by the quantum Fourier transform on Zn and has eigenvalues
1
d cos(2piy/n) for y = 0, . . . , n− 1. Applying the quantum Fourier transform to |0〉 gives a uniform
superposition over all Fourier modes y, which we identify with elements of Zn. Then
‖Lτ |0〉‖22 = n−d
n−1∑
y1,...,yd=0
[
1
d
d∑
i=1
cos(2piyi/n)
]2τ
. (D2)
We also observe that L describes a simple random walk on a periodic d-dimensional square lattice.
As
‖Lτ |0〉‖22 = 〈0|L2τ |0〉, (D3)
where we use |0〉 to denote the origin, we can interpret ‖Lτ |0〉‖22 as the probability of returning to
the origin after 2τ steps of the random walk.
To complete the proof of Lemma 14 and bound this quantity, we will first handle the simpler
1-dimensional case separately.
Lemma 28. Let d = 1 and let L be defined by (13), taking ∆t = ∆x2/(2α) as in Corollary 2.
Then
max
{
1
n
,
1
2
√
τ
}
≤ 〈0|L2τ |0〉 ≤ 4
n
+
1√
piτ
. (D4)
Proof. A lower bound
〈0|L2τ |0〉 ≥
(
2τ
τ
)
22τ
≥ 1
2
√
τ
(D5)
follows by observing that the probability of returning to 0 after 2τ steps is lower-bounded by the
probability of a random walk on the integers (not considered modulo n) returning to 0 after 2τ
steps, which is exactly
(
2τ
τ
)
/22τ . Next, we use (D2) to obtain
〈0|L2τ |0〉 = 1
n
n−1∑
y=0
cos(2piy/n)2τ , (D6)
which is an exact statement for the walk modulo n, and observe that a lower bound of 1/n is
immediate from considering only the y = 0 term.
For an upper bound, we start with the same expression, and use
〈0|L2τ |0〉 ≤ 4
n
bn/4c∑
y=0
cos(2piy/n)2τ (D7)
35
≤ 4
n
bn/4c∑
y=0
e−4τpi
2y2/n2 (D8)
≤ 4
n
(
1 +
∫ ∞
0
e−(2
√
τpiy/n)2dy
)
(D9)
=
4
n
(
1 +
n
2pi
√
τ
∫ ∞
0
e−y
2
dy
)
(D10)
=
4
n
+
1√
piτ
. (D11)
The first inequality follows from splitting the sum up as
n−1∑
y=0
cos(2piy/n)2τ =
∑
y≤n/4
cos(2piy/n)2τ +
∑
n/4<y≤n/2
cos(2piy/n)2τ +
∑
n/2<y≤3n/4
cos(2piy/n)2τ +
∑
3n/4<y<n
cos(2piy/n)2τ .
(D12)
Using that cos(θ)2 = cos(kpi ± θ)2 for k ∈ Z, each of the last three sums is upper-bounded by the
first one. For example,∑
n/4<y≤n/2
cos(2piy/n)2τ =
∑
n/4<y≤n/2
cos(2pi(n/2− y)/n)2τ =
∑
n/4<n/2−y′≤n/2
cos(2piy′/n)2τ =
∑
0≤y′<n/4
cos(2piy′/n)2τ ;
(D13)
note that if n is not a multiple of 2, y′ = n/2− y ranges over values of the form i+ 1/2 for integer
i. As cos θ is decreasing in the range 0 ≤ θ ≤ pi, replacing the sum with a sum over integers in the
range {0, . . . , n/4} could not make it smaller. The second inequality uses that cos θ ≤ e−θ2/2 for
θ ≤ pi/2 [45, Chapter 3, Theorem 2].
Lemma 14 (restated). Let L be defined by (13), taking ∆t = ∆x2/(2dα) as in Corollary 2. Then
for any τ ≥ 1,
max
{
1
nd
,
1
(4
√
τ)d
}
≤ 〈0|L2τ |0〉 ≤ de−τ/(4d) +
(
4
n
+
√
d
piτ
)d
. (D14)
Proof. We start by proving the upper bound, which is based on the interpretation of 〈0|L2τ |0〉 as
the probability of returning to the origin after 2τ steps of a random walk. Each step corresponds to
choosing one of d dimensions uniformly at random, then moving in one of two possible directions in
that dimension. The walk returns to the origin after 2τ steps if it has done so in every dimension.
To understand the probability of this event, we use Lemma 28.
Let s ∈ {1, . . . , d}2τ denote the sequence of dimensions chosen by the walk, and let Ni(s) denote
the number of i’s in s. Let p(N) denote the probability that a 1d walk returns to the origin after
N steps. Then
〈0|L2τ |0〉 = d−2τ
∑
s∈{1,...,d}2τ
p(N1(s)) . . . p(Nd(s)) (D15)
using independence of the random walks, conditioned on s. By Lemma 28, we have
〈0|L2τ |0〉 ≤ d−2τ
∑
s∈{1,...,d}2τ
(
4
n
+
1√
piN1(s)
)
. . .
(
4
n
+
1√
piNd(s)
)
. (D16)
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By a Chernoff bound, for each i ∈ {1, . . . , d},
Pr
s∈{1,...,d}2τ
[
Ni(s) ≤ Es[Ni(s)]
2
]
= Pr
s∈{1,...,d}2τ
[
Ni(s) ≤ τ
d
]
≤ e−τ/(4d), (D17)
so using a union bound over i,
〈0|L2τ |0〉 ≤ de−τ/(4d) + d−2τ
∑
s∈{1,...,d}2τ
∀i,Ni(s)>τ/d
(
4
n
+
1√
piN1(s)
)
. . .
(
4
n
+
1√
piNd(s)
)
(D18)
≤ de−τ/(4d) + d−2τ
∑
s∈{1,...,d}2τ
∀i,Ni(s)>τ/d
(
4
n
+
√
d
piτ
)d
(D19)
≤ de−τ/(4d) +
(
4
n
+
√
d
piτ
)d
(D20)
as claimed. Next we prove the lower bound. Using
〈0|L2τ |0〉 = n−d
n−1∑
y1,...,yd=0
[
1
d
d∑
i=1
cos(2piyi/n)
]2τ
, (D21)
we get a lower bound of n−d immediately by considering the term y1 = · · · = yd = 0. For the
remaining part of the lower bound, we use that from Lemma 28, the probability that a walk on Zn
making 2k steps returns to the origin is lower-bounded by 1
2
√
k
. So, if each of the d independent
random walks makes an even number of steps, the probability that they all simultaneously return
to the origin is at least 1
(2
√
τ)d
. It remains to lower-bound the probability that all of the walks make
an even number of steps.
Let Ne(d, 2τ) denote the number of sequences of 2τ integers between 1 and d such that the
number of times that each integer appears in the sequence is even. The probability that all the
walks make an even number of steps is Ne(d, 2τ)/d
2τ . We will show by induction on d that
Ne(d, 2τ) ≥ d2τ/2d. For the base case, Ne(1, 2τ) = 1 ≥ 1/2 as required. Then for d ≥ 2,
Ne(d, 2τ) =
τ∑
i=0
(
2τ
2i
)
Ne(d− 1, 2τ − 2i) (D22)
≥
τ∑
i=0
(
2τ
2i
)
1
2d−1
(d− 1)2τ−2i (D23)
= (d− 1)2τ 1
2d−1
τ∑
i=0
(
2τ
2i
)
(d− 1)−2i (D24)
= (d− 1)2τ 1
2d−1
1
2
((
1 +
1
d− 1
)2τ
+
(
1− 1
d− 1
)2τ)
(D25)
=
1
2d
(
d2τ + (d− 2)2τ
)
(D26)
≥ 1
2d
d2τ . (D27)
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Therefore, with probability at least 1/2d, all of the walks make an even number of steps, and the
probability that they all return to the origin after 2τ steps in total is at least 1
(4
√
τ)d
as claimed.
