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Abstract
Median absolute deviation (hereafter MAD) is known as a robust alternative to the ordinary
variance. It has been widely utilized to induce robust statistical inferential procedures. In this
paper, we investigate the strong and weak Bahadur representations of its bootstrap counterpart.
As a useful application, we utilize the results to derive the weak Bahadur representation of
the bootstrap sample projection depth weighted mean—a quite important location estimator
depending on MAD.
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1 Introduction
Let F be the distribution function of X. The related median v = Med(X) is then defined as
F−1(1/2) = inf{x : F (x) ≥ 1/2} which satisfies
F (v−) ≤ 1/2 ≤ F (v). (1)
Suppose X1,X2, · · · ,Xn iid∼ F and let X1:n,X2:n, · · ·Xn:n be the related order statistics. The
sample median is usually defined as
Medn =
X⌊n+12 ⌋:n +X⌊n+22 ⌋:n
2
,
where ⌊·⌋ denotes the floor function. In the literature, the sample median is known as its high
robustness properties and usually serves as an alternative to the sample mean in the location
setting (Small, 1990).
Based on Medn above, the sample MAD is defined as
MADn =
W⌊n+12 ⌋:n +W⌊n+22 ⌋:n
2
, (2)
where Wi:n, i = 1, 2, · · · , n, denote the order statistics related to W1 = |X1 − Medn|,W2 =
|X2 −Medn|, · · · ,Wn = |Xn −Medn|. Clearly, the population version, say ξ, of MADn is the
median of the distribution G of |X − v|, i.e.,
G(y) = P(|X − v| ≤ y) = F (v + y)− F (v − y−), y ∈ R. (3)
Similar to the sample median, MADn is a famous robust scatter measure and hence a de-
sirable alternative to the sample variance when outliers are present (Mazumder and Serfling,
2009). They together are widely used in statistics to construct some statistical inferential pro-
cedures, which have high breakdown point robustness. Among them, one famous example is
the projection depth studied by Liu (1992); Zuo (2003), which depends on a combination of
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one location estimator and one scale estimator with the most commonly used combination be-
ing (Med, MAD). Based on the projection depth, a few desirable estimators, as well as some
inferential procedures, have been developed in the past decades; see, e.g., Zuo (2003); Zuo et al.
(2004); Zuo (2006); Dutta and Ghosh (2012) and references therein for details.
One well-known projection depth based estimator is the projection depth weighted mean,
which includes the famous Stahel-Donoho estimator as a special case (Donoho, 1982; Stahel,
1981). It turns out that this estimator enjoys very high efficiency and robustness (Zuo et al.,
2004). Especially, it is interesting to find by Zuo (2010) that combining the projection depth
weighted mean with the bootstrap procedure, it is possible to construct a confidence interval
which is even more optimal than the classical t confidence interval in the sense of having better
finite sample performance. Nevertheless, the good property of the bootstrap sample projection
depth weighted mean of Zuo (2010) was only confirmed by some simulated examples, having no
theoretical argument related to its limit distribution as far to the best of our knowledge. This
motivates us to conduct the current research.
To achieve this, we need first to investigate the asymptotic properties of the related boot-
strap median and bootstrap MAD. In the literature, it is known that the Bahadur representation,
named after Bahadur (1966), is a useful tool to study the asymptotic properties of an estimator,
because it provides not only an approximation to the estimator in the form of a sum of indepen-
dent variables, but also a higher-order remainder from which one can see the convergence rate
of the estimator as the sample size n increases. Much attention has been paid to this tool since
its introduction; see, e.g. Kiefer (1967); He and Shao (1996); Wu (2005); Wendler (2011) for
details. Recently, Mazumder and Serfling (2009) considered the Bahadur representation of the
sample MAD, and Zuo (2015) considered the Bahadur representations of the bootstrap sample
quantiles.
In view of this, we will first consider the Bahadur representations for the bootstrap sample
MAD, and then apply the results to the case of bootstrap sample projection depth weighted mean.
Given the random sample X1,X2, . . . ,Xn above, let X
∗
1 ,X
∗
2 , . . . ,X
∗
n be the bootstrap sample
from its empirical function Fn. Hereafter, denote F
∗
n , Med
∗
n and MAD
∗
n as the empirical function,
median and MAD corresponding to X∗1 ,X
∗
2 , . . . ,X
∗
n, respectively.
Although the definition of MAD is essentially a quantile of the absolute deviation values,
the result of Zuo (2015) cannot be trivially applied directly to the bootstrap sample MAD, as
well as the bootstrap sample projection weighted mean, since it involves in the sample median,
which depends on all of the bootstrapping observations; see (2).
For simplicity, we introduce some frequently used notations before starting the discussions.
2
For any random event A, denote P∗(A) = P(A|X1,X2, . . . ,Xn), i.e., the conditional probability.
ǫ is any given positive constant, whose value may be not the same at different places. The
term ‘a.s.’ stands for ‘almost surely’. For any fixed integers l and m such that
⌊
n
2
⌋ ≥ l ≥ 1
and
⌊
n
2
⌋ ≥ m ≥ 1, denote vˆn,l = X⌊n+l2 ⌋:n, ξˆn,m,l = W⌊n+m2 ⌋:n,l, with W1:n,l ≤ . . . ≤ Wn:n,l the
ordered statistics of Wi,l = |Xi − vˆn,l|, 1 ≤ i ≤ n. Their bootstrap counterparts will be denoted
by vˆ∗n,l = X
∗
⌊n+l2 ⌋:n and ξˆ
∗
n,m,l = W
∗
⌊n+m
2
⌋:n,l, respectively. Without confusion, we assume that
all l and m are fixed and satisfy
⌊
n
2
⌋ ≥ l,m ≥ 1 in the sequel.
The rest of this paper is organized as follows. Section 2 states the strong Bahadur rep-
resentation of the bootstrap sample MAD, while its weak Bahadur representation is given in
Section 3. Based on these representations and the result of Zuo (2015), we further derive the
joint distribution of the bootstrap sample median and MAD in Section 4. As an application,
we employ these results to further derive the weak Bahadur representation, as well as the limit
distribution, of the bootstrap projection depth weighted mean. Some concluding remarks end
this paper.
2 Strong Bahadur representation for the bootstrap MAD
In this section, we consider the strong Bahadur representation for the bootstrap sample MAD
under a twice differentiable condition. Similar representations for the sample MAD can be found
in Mazumder and Serfling (2009). Before proceeding to the derivation of the main result, we
need several preliminary lemmas as follows.
Lemma 1. (Hoeffding; see Serfling (1980)) Let Y1, Y2, · · · , Yn be independent random variables
satisfying P (a ≤ Xi ≤ b) = 1, each i, where a < b. Then for t > 0,
P
(
n∑
i=1
(Yi − E(Yi)) ≥ nt
)
≤ e−2nt2/(b−a)2 .
The detailed proof of the Hoeffding inequality was given in Serfling (1980). Relying on it,
we are able to show the following useful probability inequalities given in Lemmas 2-3.
Lemma 2. Let v = F−1(1/2) be the unique solution to (1), then for any ǫ > 0, fixed integer l
and sufficiently large n, we have
P
(|vˆ∗n,l − v| > ǫ) ≤ 2e−√2nδ2ǫ,n ,
where δǫ,n = min{a0,l, b0,l} with
a0,l := a0(ǫ, l) = F
(
v +
ǫ
2
)
−
(⌊
n+ l
2
⌋
− 1
)/
n, (4)
3
b0,l := b0(ǫ, l) =
⌊
n+ l
2
⌋/
n− F
(
v − ǫ
2
)
. (5)
Proof of Lemma 2. By Hoeffding’s inequality, we have
P
∗
(
vˆ∗n,l > v +
ǫ
2
)
= P∗
(
nF ∗n
(
v +
ǫ
2
)
≤
⌊
n+ l
2
⌋
− 1
)
= P∗
(
n∑
i=1
I
(
X∗i > v +
ǫ
2
)
≥ n−
(⌊
n+ l
2
⌋
− 1
))
= P∗
(
n∑
i=1
I
(
X∗i > v +
ǫ
2
)
−
n∑
i=1
(
1− Fn
(
v +
ǫ
2
))
≥ nFn
(
v +
ǫ
2
)
−
(⌊
n+ l
2
⌋
− 1
))
≤ exp
−2n
(
Fn(v +
ǫ
2
)−
⌊
n+l
2
⌋− 1
n
)2 .
By the Glivenko-Cantelli theorem, Fn(v +
ǫ
2)→ F (v + ǫ2), a.s. Thus for sufficiently large n,
Fn
(
v +
ǫ
2
)
−
⌊
n+l
2
⌋− 1
n
>
(
F
(
v +
ǫ
2
)
−
⌊
n+l
2
⌋− 1
n
)/
4
√
2 > 0, a.s.
by noting that F (v + ǫ2) >
1
2 for any ǫ > 0. Hence
P(vˆ∗n,l > v +
ǫ
2
) = E
[
P
∗(vˆ∗n,l > v +
ǫ
2
)
]
≤ e−
√
2na2
0
(ǫ,l).
Similar discussion leads to
P(vˆ∗n,l < v −
ǫ
2
) = E
[
P
∗
(
vˆ∗n,l < v −
ǫ
2
)]
≤ e−
√
2nb2
0
(ǫ,l).
Then the conclusion follows.
Lemma 3. Suppose v = F−1(1/2) be the unique solution to (1), and ξ = G−1(1/2) is the unique
solution to (3). For fixed l, m and any ǫ > 0, when n is sufficiently large, we have
P(|ξˆ∗n,m,l − ξ| > ǫ) ≤ 6e−
√
2n∆2ǫ,n ,
where ∆ǫ,n = min{a0,l, b0,l, c0,m, d0,m} with a0,l, b0,l defined in (4) and (5), and c0,m, d0,m defined
by
c0,m := c0(ǫ,m) = F
(
v + ξ +
ǫ
2
)
− F
(
v − ξ − ǫ
2
)
− (
⌊
n+m
2
⌋
− 1)
/
n,
d0,m := d0(ǫ,m) =
⌊
n+m
2
⌋/
n− F
(
v + ξ − ǫ
2
)
+ F
(
v − ξ + ǫ
2
)
.
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Proof of Lemma 3. Denote by G∗n(y) the empirical distribution function of W ∗1l,W
∗
2l, . . . ,W
∗
nl.
Set αn = (
⌊
n+m
2
⌋− 1)/n, then we have
P
∗
(
ξˆ∗n,m,l > ξ + ǫ
)
= P∗
(
W ∗⌊n+m
2
⌋l:n > ξ + ǫ
)
= P∗ (G∗n(ξ + ǫ) ≤ αn)
≤ P∗
(
G∗n(ξ + ǫ) ≤ αn, |vˆ∗n,l − v| ≤
ǫ
2
)
+ P∗
(
|vˆ∗n,l − v| >
ǫ
2
)
≤ P∗
(
n∑
i=1
I
(
v − ξ − ǫ
2
≤ X∗i ≤ v + ξ +
ǫ
2
)
≤ nαn
)
+ P∗
(
|vˆ∗n,l − v| >
ǫ
2
)
,
where the last inequality follows from{
n∑
i=1
I(vˆ∗n,l − ξ − ǫ ≤ X∗i ≤ vˆ∗n,l + ξ + ǫ) ≤ nαn, v −
ǫ
2
≤ vˆ∗n,l ≤ v +
ǫ
2
}
⊂
{
n∑
i=1
I
(
v − ξ − ǫ
2
≤ X∗i ≤ v + ξ +
ǫ
2
)
≤ nαn, v − ǫ
2
≤ vˆ∗n,l ≤ v +
ǫ
2
}
.
For the first part, by Hoeffding’s inequality, we have
P
∗
(
n∑
i=1
I
(
v − ξ − ǫ
2
≤ X∗i ≤ v + ξ +
ǫ
2
)
≤ nαn
)
= P∗
(
n∑
i=1
I
(
v − ξ − ǫ
2
≤ X∗i ≤ v + ξ +
ǫ
2
)
− npn ≤ n(αn − pn1)
)
= P∗
(
n∑
i=1
(Yi − E ∗Yi) ≥ n(pn1 − αn)
)
≤ exp{−2n(pn1 − αn)2},
where Yi = 1 − I
(
v − ξ − ǫ2 ≤ X∗i ≤ v + ξ + ǫ2
)
, i = 1, . . . , n and pn1 = Fn
(
v + ξ + ǫ2
) −
Fn
(
v − ξ − ǫ2−
)
. Note that G(ξ + ǫ2) = F
(
v + ξ + ǫ2
) − F (v − ξ − ǫ2−), the Glivenko-Cantelli
theorem implies that
pn1 → F
(
v + ξ +
ǫ
2
)
− F
(
v − ξ − ǫ
2
−
)
>
1
2
, a.s.
Then for sufficiently large n
pn1 − αn >
F (v + ξ + ǫ2)− F (v − ξ − ǫ2 )− (
⌊
n+m
2
⌋− 1)/n
4
√
2
> 0, a.s.
It follows from the discussion above and Lemma 2 that
P
(
ξˆ∗n,m,l > ξ + ǫ
)
= E
[
P
∗
(
ξˆ∗n,m,l > ξ + ǫ
)]
≤ 2e−
√
2nδ2ǫ,n + E
[
e−2n(pn−αn)
2
]
≤ 2e−
√
2nδ2ǫ,n + e−
√
2nc2
0
(ǫ,m)
≤ 3e−
√
2n∆2ǫ,n .
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Set βn =
⌊
n+m
2
⌋
/n, a similar argument leads to
P
∗(ξˆ∗n,m,l < ξ − ǫ) ≤ P∗
(
n∑
i=1
I
(
v − ξ + ǫ
2
≤ X∗i ≤ v + ξ −
ǫ
2
)
≥ nβn
)
+ P∗
(
|vˆ∗n,l − v| >
ǫ
2
)
≤ exp{−2n(βn − pn2)2}+ 2e−
√
2nδ2ǫ,n ,
where pn2 = Fn(v+ ξ − ǫ2)−Fn(v− ξ + ǫ2−), and βn − pn2 > 0 for sufficiently large n. Then we
have
P(ξˆ∗n,m,l < ξ − ǫ) = E
[
P
∗(ξˆ∗n,m,l < ξ − ǫ)
]
≤ 3e−
√
2n∆2ǫ,n .
The conclusion has been proved.
Lemma 4. Let F be differentiable at v and v± ξ, with F ′(v) > 0 and G′(ξ) = F ′(v− ξ)+F ′(v+
ξ) > 0, then for any fixed l ≥ 1 and m ≥ 1, we have almost surely
|(vˆ∗n,l − ξˆ∗n,m,l)− (v − ξ)| ≤ D
(log n)1/2
n1/2
and
|(vˆ∗n,l + ξˆ∗n,m,l)− (v + ξ)| ≤ D
(log n)1/2
n1/2
for sufficiently large n, where D = max{8/F ′(v), 8/G′(ξ)}.
Proof of Lemma 4. Put ǫn = D
(log n)1/2
n1/2
. It follows from Lemma 2 and Lemma 3 that, for any
fixed l ≥ 1 and m ≥ 1,
P(|(vˆ∗n,l + ξˆ∗n,m,l)− (v + ξ)| > ǫn) ≤ 8 exp{−
√
2n∆2ǫn/2,n}.
Since F (v) = 1/2, we have
a0
(ǫn
2
, l
)
= F
(
v +
ǫn
4
)
−
⌊
n+l
2
⌋− 1
n
= F
(
v +
ǫn
4
)
− 1
2
+O
(
1
n
)
= F
(
v +
ǫn
4
)
− F (v) +O
(
1
n
)
=
F ′(v)
4
ǫn + o (ǫn) +O
(
1
n
)
>
(log n)1/2
n1/2
, for sufficiently large n.
Similarly
b0
(ǫn
2
, l
)
>
(log n)1/2
n1/2
, for sufficiently large n.
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By similar arguments using F (v + ξ)− F (v − ξ) = 1/2, we also obtain
c0
(ǫn
2
,m
)
>
(log n)1/2
n1/2
, for sufficiently large n
and
d0
(ǫn
2
,m
)
>
(log n)1/2
n1/2
, for sufficiently large n.
The conclusion follows from the inequalities above and the Borel-Cantelli lemma.
Lemma 5. Let F be differentiable at v and twice differentiable at v ± ξ, with F ′(v) > 0 and
G′(ξ) = F ′(v − ξ) + F ′(v + ξ) > 0, then for any fixed l ≥ 1 and m ≥ 1, as n→∞, we have
Hn1 =
∣∣∣F ∗n(vˆ∗n,l − ξˆ∗n,m,l)− F ∗n(v − ξ)− F (vˆ∗n,l − ξˆ∗n,m,l) + F (v − ξ)∣∣∣ = O (n−3/4 log n) , a.s.
and
Hn2 =
∣∣∣F ∗n(vˆ∗n,l + ξˆ∗n,m,l)− F ∗n(v + ξ)− F (vˆ∗n,l + ξˆ∗n,m,l) + F (v + ξ)∣∣∣ = O (n−3/4 log n) , a.s.
Proof of Lemma 5. Denote by θp the p-th quantile of F for p ∈ (0, 1). Let an = c lognn1/2 for some
positive constant c, and define
Hpn(x) := [F
∗
n(x)− F ∗n(θp)]− [F (x)− F (θp)].
It follows from Lemma 3.7 of Zuo (2015) that
sup
|x−θp|<an
|Hpn(x)| = O
(
n−3/4 log n
)
, asn→∞, a.s.
Let we express v − ξ as the p-th quantile of F : v − ξ = F−1(p) = θp, and put xn = vˆ∗n,l − ξˆ∗n,m,l
for any fixed l,m ≥ 1, then Lemma 4 implies
|xn − θp| ≤ D (log n)
1/2
n1/2
< an, for sufficiently large n.
Now we have
Hn1 ≤ sup
|x−θp|<an
|Hpn(x)| = O
(
n−3/4 log n
)
, a.s.
Similarly we can obtain
Hn2 = O
(
n−3/4 log n
)
, a.s.
The proof has been completed.
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Lemma 6. Suppose v = F−1(1/2) be the unique solution to (1), and ξ = G−1(1/2) is the unique
solution to (3). Then for any fixed m ≥ 1, it holds almost surely that
G∗n
(
ξˆ∗n,m,l
)
=
1
2
+O
(
log n
n
)
, n→∞.
Proof of Lemma 6. For convenience we set l = m = 1. Recall that G∗n(y) is the empirical
distribution function of W ∗1,l,W
∗
2,l, . . . ,W
∗
n,l. Since ξˆ
∗
n,1,1 = W
∗
⌊n+12 ⌋:n,1, we have G
∗
n(ξˆ
∗
n,1,1) =⌊
n+1
2
⌋
/n unless there is a tie. If such a tie exists, we have some X∗i = vˆ
∗
n,1 ± ξˆ∗n,1,1. It follows
from Zuo (2015) that for large n
n∑
i=1
I
(
X∗i = vˆ
∗
n,1 ± ξˆ∗n,1,1
)
< 2 log n, a.s.
That is, we have for large n
nG∗n(ξˆ
∗
n,1,1) ≤
⌊
n+ 1
2
⌋
+ 2 log n, a.s.
Then almost surely
G∗n(ξˆ
∗
n,1,1) =
1
2
+O
(
log n
n
)
, n→∞.
This completes the proof of this lemma.
After proving Lemmas 2-6, we now are able to show the following theorem, which states the
strong Bahadur representation for ξˆ∗n,m,l for any fixed l,m ≥ 1.
Theorem 1. Suppose F is continuous in neighborhoods of v ± ξ and twice differentiable at v
and v ± ξ, with F ′(v) > 0 and G′(ξ) = F ′(v − ξ) + F ′(v + ξ) > 0, then for any fixed m ≥ 1,
ξˆ∗n,m,l − ξ =
1
2 − [F ∗n(v + ξ)− F ∗n(v − ξ)]
G′(ξ)
+
F ′(v + ξ)− F ′(v − ξ)
G′(ξ)
1
2 − F ∗n(v)
F ′(v)
+Rn1
with
Rn1 = O(n
−3/4 log n), a.s.
Proof of Theorem 1. It follows from Lemma 5 that almost surely, for any fixed l,m ≥ 1,
F (vˆ∗n,l + ξˆ
∗
n,m,l)− F (v + ξ) = F ∗n(vˆ∗n,l + ξˆ∗n,m,l)− F ∗n(v + ξ) +O(n−3/4 log n)
and
F (vˆ∗n,l − ξˆ∗n,m,l)− F (v − ξ) = F ∗n(vˆ∗n,l − ξˆ∗n,m,l)− F ∗n(v − ξ) +O
(
n−3/4 log n
)
.
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Taking the difference yields
F (vˆ∗n,l + ξˆ
∗
n,m,l)− F (vˆ∗n,l − ξˆ∗n,m,l)− F (v + ξ) + F (v − ξ) (6)
= F ∗n(vˆ
∗
n,l + ξˆ
∗
n,m,l)− F ∗n(vˆ∗n,l − ξˆ∗n,m,l)− F ∗n(v + ξ) + F ∗n(v − ξ) +O
(
n−3/4 log n
)
.
On the other hand, using Taylor expansion and Lemma 4, we have as n→∞
F (vˆ∗n,l + ξˆ
∗
n,m,l)− F (v + ξ) = F ′(v + ξ)(vˆ∗n,l + ξˆ∗n,m,l − v − ξ) +O
(
log n
n
)
and
F (vˆ∗n,l − ξˆ∗n,m,l)− F (v − ξ) = F ′(v − ξ)(vˆ∗n,l − ξˆ∗n,m,l − v + ξ) +O
(
log n
n
)
,
which implies
F (vˆ∗n,l + ξˆ
∗
n,m,l)− F (vˆ∗n,l − ξˆ∗n,m,l)− F (v + ξ) + F (v − ξ) (7)
= F ′(v + ξ)(vˆ∗n,l + ξˆ
∗
n,m,l − v − ξ)− F ′(v − ξ)(vˆ∗n,l − ξˆ∗n,m,l − v + ξ) +O
(
log n
n
)
.
Combining (6) and (7) yields
F ′(v + ξ)(vˆ∗n,l + ξˆ
∗
n,m,l − v − ξ)− F ′(v − ξ)(vˆ∗n,l − ξˆ∗n,m,l − v + ξ)
= F ∗n(vˆ
∗
n,l + ξˆ
∗
n,m,l)− F ∗n(vˆ∗n,l − ξˆ∗n,m,l)− F ∗n(v + ξ) + F ∗n(v − ξ) +O(n−3/4 log n)
= G∗n(ξˆ
∗
n,m,l)− [F ∗n(v + ξ)− F ∗n(v − ξ)] +O(n−3/4 log n)
=
1
2
− [F ∗n(v + ξ)− F ∗n(v − ξ)] +O(n−3/4 log n),
where the last equality follows from Lemma 6. By noting that
F ′(v + ξ)(vˆ∗n,l + ξˆ
∗
n,m,l − v − ξ)− F ′(v − ξ)(vˆ∗n,l − ξˆ∗n,m,l − v + ξ)
= [F ′(v + ξ)− F ′(v − ξ)](vˆ∗n,l − v) +G′(ξ)(ξˆ∗n,m,l − ξ),
we have
ξˆ∗n,m,l − ξ =
1
2 − [F ∗n(v + ξ)− F ∗n(v − ξ)]
G′(ξ)
(8)
+
F ′(v + ξ)− F ′(v − ξ)
G′(ξ)
(vˆ∗n,l − v) +O(n−3/4 log n).
Finally, taking p = 12 in Theorem 3.9 of Zuo (2015) yields
vˆ∗n,l = v +
1
2 − F ∗n(v)
F ′(v)
+O(n−3/4 log n). (9)
The proof is now completed by inserting (9) into (8).
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Since Theorem 1 holds for any fixed l,m ≥ 1, its result is quite general. Following a similar
fashion to this theorem, it is easy to check the following theorem, which states the strong
Bahadur representation for MAD∗n.
Theorem 2. Under the conditions of Theorem 1, we have as n→∞
MAD∗n − ξ =
1
2 − [F ∗n(v + ξ)− F ∗n(v − ξ)]
G′(ξ)
+
F ′(v + ξ)− F ′(v − ξ)
G′(ξ)
1
2 − F ∗n(v)
F ′(v)
+O(n−3/4 log n), a.s.
Proof of Theorem 2. Observe that Med∗n = (vˆ∗n,1 + vˆ
∗
n,2)/2, it is easy to verify that the result of
Lemma 2 also holds for Med∗n. Let ξ˜∗n,m = W˜ ∗⌊n+m2 ⌋:n, where W˜
∗
1:n ≤ . . . ≤ W˜ ∗n:n are the ordered
statistics of W˜ ∗i = |X∗i −Med∗n|, 1 ≤ i ≤ n. Then by the same arguments, the results of Lemma
3-Lemma 6 still hold with vˆ∗n,l and ξˆ
∗
n,m,l replaced by Med
∗
n and ξ˜
∗
n,m, respectively. Following
the proof of Theorem 1, we have
ξ˜∗n,m − ξ =
1
2 − [F ∗n(v + ξ)− F ∗n(v − ξ)]
G′(ξ)
+
F ′(v + ξ)− F ′(v − ξ)
G′(ξ)
1
2 − F ∗n(v)
F ′(v)
+O(n−3/4 log n), a.s.
Hence the conclusion follows by noting that MAD∗n = (ξ˜∗n,1 + ξ˜
∗
n,2)/2.
3 Weak Bahadur representation for the bootstrap MAD
The strong Bahabar representation is somewhat too strong. In statistics, deriving the weak
Bahadur representation may suffice for many practical applications, such as deriving the limit
distribution. Hence, in this section, we also consider the weak Bahadur representation of the
bootstrap MAD under weaker conditions than Section 2.
To achieve this, we first present some useful preliminary lemmas as follows.
Lemma 7. Let F be differentiable at v and v± ξ, with F ′(v) > 0 and G′(ξ) = F ′(v− ξ)+F ′(v+
ξ) > 0, then for any fixed l,m ≥ 1, we have as n→∞
|(vˆ∗n,l − ξˆ∗n,m,l)− (v − ξ)| = Op(n−1/2) and |(vˆ∗n,l + ξˆ∗n,m,l)− (v + ξ)| = Op(n−1/2).
Proof of Lemma 7. For any ǫ > 0, let M >
√
log(1/ǫ)/ 4
√
2. Put ǫn = D
M
n1/2
, where the constant
D is defined in Lemma 4. It can be seen from Lemmas 2-3 that
P(|(vˆ∗n,l + ξˆ∗n,m,l)− (v + ξ)| > ǫn) ≤ 8 exp{−
√
2n∆2ǫn/2,n}.
10
Similar to Lemma 4, we have
a0
(ǫn
2
, l
)
= F
(
v +
ǫn
4
)
−
⌊
n+l
2
⌋− 1
n
= F
(
v +
ǫn
4
)
− F (v) +O
(
1
n
)
=
F ′(v)
4
ǫn + o(ǫn) +O
(
1
n
)
>
M
n1/2
, for all sufficiently large n.
The same results hold for b0(
ǫn
2 , l), c0(
ǫn
2 ,m) and d0(
ǫn
2 ,m). Now we have
√
2n∆2ǫn/2,n ≥
√
2M2 for all sufficiently large n,
whence for n large enough
P(n1/2|(vˆ∗n,l + ξˆ∗n,m,l)− (v + ξ)| > DM) ≤ e−
√
2M2 < ǫ,
which implies
|(vˆ∗n,l + ξˆ∗n,m,l)− (v + ξ)| = Op(n−1/2).
The rest part can be proved by using the same steps.
Lemma 8. (Ghosh, 1971) Let {Un} and {Vn} be sequences of random variables on some prob-
ability space (Ω,F ,P). Suppose that (a) Vn = Op(1), n → ∞, and (b) For all t and all ǫ > 0,
lim
n→∞P(Un ≥ t+ ǫ, Vn ≤ t) = 0
lim
n→∞P(Un ≤ t, Vn ≥ t+ ǫ) = 0.
(10)
Then Un − Vn = op(1), n→∞.
Lemma 9. Let F be continuous in the neighborhoods of v± ξ, and differentiable at v and v± ξ,
with F ′(v) > 0 and G′(ξ) = F ′(v − ξ) + F ′(v + ξ) > 0, then as n → ∞, we have for any fixed
l,m ≥ 1
Hn1 = |F ∗n(vˆ∗n,l − ξˆ∗n,m,l)− F ∗n(v − ξ)− F (vˆ∗n,l − ξˆ∗n,m,l) + F (v − ξ)| = op(n−1/2)
and
Hn2 = |F ∗n(vˆ∗n,l + ξˆ∗n,m,l)− F ∗n(v + ξ)− F (vˆ∗n,l + ξˆ∗n,m,l) + F (v + ξ)| = op(n−1/2).
Proof of Lemma 9. Let
Un = n
1/2[F ∗n(vˆ
∗
n,l + ξˆ
∗
n,m,l)− F ∗n(v + ξ)]
Vn = n
1/2[F (vˆ∗n,l + ξˆ
∗
n,m,l)− F (v + ξ)].
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By Taylor expansion and Lemma 7,
F (vˆ∗n,l + ξˆ
∗
n,m,l)− F (v + ξ) = O(|vˆ∗n,l + ξˆ∗n,m,l − v − ξ|) = Op(n−1/2), n→∞.
Thus Vn satisfies (a) of Lemma 8.
Consider the case t > 0. Define the right limit as
β := lim
t→0+
F−1(F (v + ξ) + t/
√
n).
Since F−1 may be not continuous at F (v+ ξ), there are two cases to consider. When β = v+ ξ,
using F (x) < p if and only if x < F−1(p), we have
{Vn ≤ t} =
{
F (vˆ∗n,l + ξˆ
∗
n,m,l)− F (v + ξ) ≤
t√
n
}
⊂
{
F (vˆ∗n,l + ξˆ
∗
n,m,l) < F (v + ξ) +
t+ ǫ/2√
n
}
=
{
vˆ∗n,l + ξˆ
∗
n,m,l < F
−1
(
F (v + ξ) +
t+ ǫ/2√
n
)}
⊂
{
F ∗n(vˆ
∗
n,l + ξˆ
∗
n,m,l) ≤ F ∗n(ηn(t))
}
(11)
where
ηn(t) = F
−1
(
F (v + ξ) +
t+ ǫ/2√
n
)
.
By (11) and the expressions of Un and Vn, we have
P(Un ≥ t+ ǫ, Vn ≤ t) ≤ P
(
F ∗n(ηn(t))− F ∗n(v + ξ) ≥
t+ ǫ√
n
)
. (12)
Since F is continuous at v + ξ, which implies that F (ηn(t)) − F (v + ξ) = t+ǫ/2√n > 0. Then for
all n sufficiently large
pn := Fn(ηn(t))− Fn(v + ξ) > 0, a.s.
Then for a sufficiently large n, given X1,X2, . . . ,Xn, we have
Z∗n =: n (F
∗
n(ηn(t))− F ∗n(v + ξ)) ∼ Binomial(n, pn).
By using the Chebyshev inequality, and noting that E(pn) =
t+ǫ/2√
n
, we have
P
(
F ∗n(ηn(t))− F ∗n(v + ξ) ≥
t+ ǫ√
n
)
= E
[
P
∗
(
F ∗n(ηn(t))− F ∗n(v + ξ) ≥
t+ ǫ√
n
)]
= E
[
P
∗ (Z∗n − npn ≥ √n(t+ ǫ)− npn)]
≤ E
[
P
∗
(
|Z∗n − npn| ≥
ǫ
3
√
n
)]
≤ E
[
9pn(1− pn)
ǫ2
]
≤ 9(t+ ǫ/2)√
nǫ2
→ 0, n→∞.
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Returning to (12), the first condition in (b) of Lemma 9 is established for t > 0 and β = v + ξ.
When t > 0 and β > v + ξ, let θ be any point in the open interval (v + ξ, β). As has been
proved in Section 2 that vˆ∗n,l + ξˆ
∗
n,m,l → v + ξ, a.s. which implies P(vˆ∗n,l + ξˆ∗n,m,l > θ)→ 0 and
P(Un ≥ t+ ǫ, Vn ≤ t) = P(Un ≥ t+ ǫ, Vn ≤ t, vˆ∗n,l + ξˆ∗n,m,l ≤ θ) + o(1), n →∞.
Since ηn(t)→ β > θ, then for sufficiently large n
{Vn ≤ t, vˆ∗n,l + ξˆ∗n,m,l ≤ θ} ⊂ {F (vˆ∗n,l + ξˆ∗n,m,l) < F (v + ξ) +
t+ ǫ/2√
n
, vˆ∗n,l + ξˆ
∗
n,m,l ≤ θ}
⊂ {vˆ∗n,l + ξˆ∗n,m,l < F−1(F (v + ξ) +
t+ ǫ/2√
n
), vˆ∗n,l + ξˆ
∗
n,m,l ≤ θ}
⊂ {F ∗n(vˆ∗n,l + ξˆ∗n,m,l) ≤ F ∗n(θ)}.
Then similar to (12), we have
P(Un ≥ t+ ǫ, Vn ≤ t, vˆ∗n,l + ξˆ∗n,m,l ≤ θ) ≤ P
(
F ∗n(θ)− F ∗n(v + ξ) ≥
t+ ǫ√
n
)
. (13)
Note that by the definition of β and θ, almost surely there are no sample in the interval [v+ξ, θ],
hence no bootstrap sample in the same interval. So F ∗n(θ)− F ∗n(v + ξ) = 0, a.s. Hence
P
(
F ∗n(θ)− F ∗n(v + ξ) ≥
t+ ǫ√
n
)
= 0.
Thus we establish the first condition in (b) of Lemma 9 for t > 0. The case t ≤ 0 and the second
condition of (b) can be proved similarly. That is, we obtain H2n = op(n
−1/2).
The proof of H1n = op(n
−1/2) follows a similar fashion. We omit the details.
Based on Lemma 7 and Lemma 9, we have the following theorem.
Theorem 3. Suppose F is continuous in the neighborhoods of v± ξ, and differentiable at v and
v ± ξ, with F ′(v) > 0 and G′(ξ) = F ′(v − ξ) + F ′(v + ξ) > 0, then as n→∞
ξˆ∗n,m,l − ξ =
1
2 − [F ∗n(v + ξ)− F ∗n(v − ξ)]
G′(ξ)
+
F ′(v + ξ)− F ′(v − ξ)
G′(ξ)
1
2 − F ∗n(v)
F ′(v)
+Rn2
with
Rn2 = op(n
−1/2).
Proof of Theorem 3. Similar to the proof of Theorem 1, it follows from Lemma 6, for any fixed
l,m ≥ 1, that
G∗n(ξˆ
∗
n,m,l) =
1
2
+ op(n
−1/2), n→∞. (14)
Following the same steps as the proof of Theorem 1, Lemma 9, Lemma 7 and (14) yield
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ξˆ∗n,m,l − ξ =
1
2 − [F ∗n(v + ξ)− F ∗n(v − ξ)]
G′(ξ)
(15)
+
F ′(v + ξ)− F ′(v − ξ)
G′(ξ)
(vˆ∗n,l − v) + op(n−1/2).
Note that Lemma 3.4 of Zuo (2015) implies
vˆ∗n,l = v +
1
2 − F ∗n(v)
F ′(v)
+ op(n
−1/2). (16)
The proof is now completed by inserting (16) into (15).
Similar to the proof of Theorem 2, by the same arguments of Lemma 7, Lemma 9 and
Theorem 3, we have the following weak Bahadur representation of bootstrap sample MAD.
Theorem 4. Under the conditions of Theorem 3, we have as n→∞
MAD∗n − ξ =
1
2 − [F ∗n(v + ξ)− F ∗n(v − ξ)]
G′(ξ)
+
F ′(v + ξ)− F ′(v − ξ)
G′(ξ)
1
2 − F ∗n(v)
F ′(v)
+ op(n
−1/2).
4 Joint asymptotic normality for the bootstrap median and
MAD
In this section, we consider the joint asymptotic normality of (Med∗n,MAD
∗
n). As in Falk
(1997) and Serfling and Mazumder (2009), define α = F (v−ξ)+F (v+ξ), β = F ′(v−ξ)−F ′(v+ξ),
and γ = β2 + 4(1 − α)βF ′(v). We need the following lemma, which is Proposition A.1 in
Wang and Chen (2009).
Lemma 10. Let {Vi} be a sequence of random variables, such that for some function h, as
n → ∞, h(V1, . . . , Vn) d−→ Θ, where Θ has a distribution function H. If {Ui} is a sequence of
random variables such that
P(Un − h(V1, . . . , Vn) ≤ s|V1, . . . , Vn)→ F (s)
almost surely for all s ∈ R, where F is a continuous distribution function, then
P(Un ≤ t)→ (H ∗ F )(t)
for all t ∈ R, where ”∗” denotes the convolution operator.
Based on this lemma, we are now able to show the following theorem.
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Theorem 5. Suppose F is continuous in the neighborhoods of v± ξ, and differentiable at v and
v ± ξ, with F ′(v) > 0 and G′(ξ) = F ′(v − ξ) + F ′(v + ξ) > 0, then as n→∞ √n(Med∗n − v)√
n(MAD∗n − ξ)
 d−→ N ((0
0
)
, Σ
)
where Σ = (σij)2×2 with
σ11 =
1
2F ′(v)2
,
σ12 = σ21 =
1
2F ′(v)G′(ξ)
(
1− 4F (v − ξ) + β
F ′(v)
)
,
σ22 =
1
2G′(ξ)2
(
1 +
γ
F ′(v)2
)
.
Proof of Theorem 5. For every vector λ = (λ1, λ2)
T such that λTΣλ > 0, it suffice to show
λ
T
√n(Med∗n − v)√
n(MAD∗n − ξ)
 d−→ N(0,λTΣλ), n→∞.
Note that
λ
T
√n(Med∗n − v)√
n(MAD∗n − ξ)
 = λT
 √n(Med∗n −Medn)√
n(MAD∗n −MADn)
+ λT
√n(Medn − v)√
n(MADn − ξ)
 .
It follows from Serfling and Mazumder (2009) that as n→∞
h(X1, . . . ,Xn) = λ
T
√n(Medn − v)√
n(MADn − ξ)
 d−→ N (0, 1
2
λ
TΣλ
)
.
By Lemma 10, we need only to show that as n→∞
sup
s∈R
∣∣∣∣∣P∗
(√
n (Med∗n −Medn, MAD∗n −MADn)λ√
λTΣλ/2
≤ s
)
− Φ(s)
∣∣∣∣∣→ 0, a.s. (17)
where Φ is the distribution function of N(0, 1). By the weak Bahadur representations of
Medn,Med
∗
n,MADn and MAD
∗
n, we have
√
n(Med∗n −Medn) =
√
n
Fn(v)− F ∗n(v)
F ′(v)
+ op(1),
√
n(MAD∗n −MADn) =
√
n
Fn(v + ξ)− Fn(v − ξ)− F ∗n(v + ξ) + F ∗n(v − ξ)
G′(ξ)
− β
G′(ξ)
√
n
Fn(v)− F ∗n(v)
F ′(v)
+ op(1).
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Then the left of (17) can be expressed as
sup
s∈R
∣∣∣∣∣P∗
(
√
n
Y¯ ∗n − Y¯n
σˆn
≤
√
λTΣλ/2
σˆn
s
)
− Φ(s)
∣∣∣∣∣
= sup
s∈R
∣∣∣∣∣P∗
(√
n
Y¯ ∗n − Y¯n
σˆn
≤ s
)
− Φ
(
σˆn√
λTΣλ/2
s
)∣∣∣∣∣
≤ sup
s∈R
∣∣∣∣P∗(√nY¯ ∗n − Y¯nσˆn ≤ s
)
− Φ(s)
∣∣∣∣+ sup
s∈R
∣∣∣∣∣Φ
(
σˆn√
λTΣλ/2
s
)
− Φ(s)
∣∣∣∣∣ ,
where Y¯ ∗n =
1
n
∑n
i=1 Y
∗
i with
Y ∗i = −
λ2
G′(ξ)
I(v − ξ < X∗i ≤ v + ξ) +
(
λ2β
G′(ξ)
− λ1
)
I(X∗i ≤v),
and Y¯n =
1
n
∑n
i=1 Yi = E (Y
∗
1 |X1, . . . ,Xn), σˆ2n = var(Y ∗1 |X1, . . . ,Xn) = 1n
∑n
i=1(Yi − Y¯n)2 with
Yi = − λ2
G′(ξ)
I(v − ξ < Xi ≤ v + ξ) +
(
λ2β
G′(ξ)
− λ1
)
I(Xi ≤ v).
Since Y ∗1 , . . . , Y
∗
n are iid random variables given X1, . . . ,Xn, it follows from Berry-Essen theorem
that
sup
s∈R
∣∣∣∣P∗(√nY¯ ∗n − Y¯nσˆn ≤ s
)
− Φ(s)
∣∣∣∣ ≤ 334
∑n
i=1 |Yi − Y¯n|3
n3/2σˆ3n
.
Note that Yi − Y¯n is bounded for 1 ≤ i ≤ n, and as n→∞
σˆn →
√
λTΣλ/2 a.s. (18)
which implies
sup
s∈R
∣∣∣∣P∗(√nY¯ ∗n − Y¯nσˆn ≤ s
)
− Φ(s)
∣∣∣∣→ 0, a.s.
In addition, Taylor expansion and (18) yield
sup
s∈R
∣∣∣∣∣Φ
(
σˆn√
λTΣλ/2
s
)
− Φ(s)
∣∣∣∣∣→ 0, a.s.
Now we have proved (17), then the conclusion follows.
5 An application to the bootstrap projection depth weighted
mean
In this section, we apply the previous results to obtain the weak Bahadur representation of the
bootstrap sample projection depth weighted mean, including the famous Stahel-Donoho location
estimator as its special case, described in Zuo (2010).
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Following by Zuo et al. (2004), the projection depth weighted mean is defined as
PWM(F ) =
∫∞
−∞ xw(PD(x, F ))dF (x)∫∞
−∞w(PD(x, F ))dF (x)
where w(t) is a weight function on [0, 1], PD(x, F ) = 11+|x−v|/ξ with v and ξ standing for the
median and MAD, respectively. By replacing F with Fn and F
∗
n , respectively, we get the sample
and bootstrap versions of PWM, i.e.
PWM(Fn) =
∑n
t=1 wiXi∑n
t=1 wi
, and PWM(F ∗n ) =
∑n
t=1 w
∗
iX
∗
i∑n
t=1 w
∗
i
,
with
wi = w(PD(Xi, Fn)) = w
(
1
1 + |Xi −Medn|/MADn
)
and
w∗i = w(PD(X
∗
i , F
∗
n)) = w
(
1
1 + |X∗i −Med∗n|/MAD∗n
)
.
The follows theorem states the weak Bahadur representation of PWM(F ∗n ).
Theorem 6. Suppose F is continuous in the neighborhoods of v± ξ, and differentiable at v and
v ± ξ, with F ′(v) > 0 and G′(ξ) = F ′(v − ξ) + F ′(v + ξ) > 0, w(t) is continuously differentiable
with w(0) = 0. Then as n→∞, we have
PWM(F ∗n )− PWM(F ) =
1
n
n∑
t=1
[K(X∗i )− EK(X∗i )] + op
(
1√
n
)
,
where
K(x) =
∫∞
−∞[y − PWM(F )]w′(PD(y, F ))f(y, x)dF (y) + [x− PWM(F )]w(PD(x, F ))∫∞
−∞w(PD(x, F ))dF (x)
with
f(x, y) =
|x− v|
(ξ + |x− v|)2
1
2 − I(v − ξ < y ≤ v + ξ)
G′(ξ)
+
[ |x− v|(F ′(v + ξ)− F ′(v − ξ))
G′(ξ)(ξ + |x− v|)2 +
ξsign(x− v)
(ξ + |x− v|)2
] 1
2 − I(y ≤ v)
F ′(v)
.
(19)
Proof of Theorem 6. By Theorem 5, it is easy to check that
PD(x, F ∗n)− PD(x, F )
=
1
1 + |x−Med∗n|/MAD∗n
− 1
1 + |x− v|/ξ
=
(MAD∗n − ξ)|x− v|+ ξ(|x− v| − |x−Med∗n|)
(MAD∗n + |x−Med∗n|)(ξ + |x− v|)
=
|x− v|
(ξ + |x− v|)2 (MAD
∗
n − ξ) +
ξsign(x− v)
(ξ + |x− v|)2 (Med
∗
n − v) + op
(
1√
n
)
.
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From Theorem 4 and Lemma 3.4 of Zuo (2015), we have
Med∗n − v =
1
n
n∑
i=1
1
2 − I(X∗i ≤ v)
F ′(v)
+ op
(
1√
n
)
and
MAD∗n − ξ =
1
n
n∑
i=1
1
2 − I(v − ξ < X∗i ≤ v + ξ)
G′(ξ)
+
F ′(v + ξ)− F ′(v − ξ)
G′(ξ)
(Med∗n − v) + op
(
1√
n
)
,
which imply that
PD(x, F ∗n)− PD(x, F ) =
1
n
n∑
i=1
f(x,X∗i ) + op
(
1√
n
)
, (20)
where f(x, y) is defined by (19). Without loss of generality, we assume PWM(F ) = 0, then
√
n
∫ ∞
−∞
xw(PD(x, F ∗n))dF
∗
n (x)
=
√
n
∫ ∞
−∞
xw(PD(x, F ∗n ))dF
∗
n(x)−
√
n
∫ ∞
−∞
xw(PD(x, F ))dF (x)
=
∫ ∞
−∞
xw′(θ∗n(x)){
√
n[PD(x, F ∗n)− PD(x, F )]}dF ∗n (x)
−
∫ ∞
−∞
xw(PD(x, F ))d{√n[F ∗n(x)− F (x)]},
(21)
where θ∗n(x) is between PD(x, F ∗n) and PD(x, F ), hence satisfying
sup
x∈R
|θ∗n(x)− PD(x, F )| = Op
(
1√
n
)
, n→∞.
Note that as n→∞
sup
x∈R
|x[PD(x, F ∗n )− PD(x, F )]| = Op
(
1√
n
)
,
which implies that∣∣∣∣∫ ∞−∞ x{w′(θ∗n(x))− w′(PD(x, F ))}{√n[PD(x, F ∗n)− PD(x, F )]}dF ∗n (x)
∣∣∣∣ = op(1)
and ∣∣∣∣∫ ∞−∞ xw′(PD(x, F )){√n[PD(x, F ∗n )− PD(x, F )]}d{F ∗n (x)− F (x)}
∣∣∣∣
=
1√
n
∣∣∣∣∫ ∞−∞ xw′(PD(x, F )){√n[PD(x, F ∗n)− PD(x, F )]}d{√n[F ∗n(x)− F (x)]}
∣∣∣∣
= op(1).
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Hence we have as n→∞∫ ∞
−∞
xw′(θ∗n(x)){
√
n[PD(x, F ∗n)− PD(x, F )]}dF ∗n (x) (22)
=
∫ ∞
−∞
xw′(PD(x, F )){√n[PD(x, F ∗n)− PD(x, F )]}dF (x) + op(1).
It follows from (22) and Fubini’s theorem that∫ ∞
−∞
xw′(θ∗n(x)){
√
n[PD(x, F ∗n)− PD(x, F )]}dF ∗n (x)
=
∫ ∞
−∞
xw′(PD(x, F )){√n[PD(x, F ∗n)− PD(x, F )]}dF (x) + op(1)
=
∫ ∞
−∞
xw′(PD(x, F ))
(∫ ∞
−∞
f(x, y)d{√n[F ∗n(y)− F (y)]}
)
dF (x) + op(1)
=
∫ ∞
−∞
∫ ∞
−∞
yw′(PD(y, F ))f(y, x)dF (y)d{√n[F ∗n(x)− F (x)]} + op(1).
(23)
Similarly, we can show that∫ ∞
−∞
w(PD(x, F ∗n ))dF
∗
n (x) =
∫ ∞
−∞
w(PD(x, F ))dF (x) + op(1). (24)
Then the desired result follows from (20), (21), (23), (24) and Slutsky’s theorem.
Corollary 1. Under the conditions of Theorem 6, we have as n→∞
√
n (PWM(F ∗n )− PWM(F )) d−→ N (0, 2var[K(X)]) ,
where
K(x) =
∫∞
−∞[y − PWM(F )]w′(PD(y, F ))f(y, x)dF (y) + [x− PWM(F )]w(PD(x, F ))∫∞
−∞w(PD(x, F ))dF (x)
with f(x, y) defined in Theorem 6.
Proof of Corollary 1. The conclusion follows from Theorem 6, Theorem 3.1 of Zuo et al. (2004),
and the arguments in the proof of Theorem 5, and we omit the details.
Remark 1. To increase the breakdown point robustness of the projection median, Zuo (2003)
suggested to use a modified sample MAD, i.e.,
MAD∗nk =
1
2
(
W ∗⌊n+k2 ⌋:n +W
∗
⌊n+k+12 ⌋:n
)
,
for some proper choice of k = 1, . . . , n−1, instead, in the definition of the projection depth. If the
weighted mean is defined on this depth, the limit distribution of the related bootstrap estimator
can be derived in a similar way to those of Theorem 1 and Theorem 3.
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6 Concluding remarks
In this paper, we considered the strong and weak Bahadur representations of the bootstrap
MAD, and then used these results to derive the joint limit distribution of the bootstrap sample
median and MAD. As an application, we further investigated the weak Bahadur and limit
distribution of the bootstrap projection depth weighted mean in one-dimensional space. Being
aware that the limit distribution of some inferential estimators/procedures induced from the
projection depth, e.g., projection median, is not standard in spaces of dimension greater than
1 due to involving the methodology of projection pursuit. This may hamper their practical
applications. Additional bootstrap procedures are needed to obtain the related critical values.
We hope the research conducted in the current paper will have the potential to help these studies.
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