Abstract. A previous study analyzed the convergence of probability densities for forward and inverse problems when a sequence of approximate maps between model inputs and outputs converges in L ∞ . This work generalizes the analysis to cases where the approximate maps converge in L p for any 1 ≤ p < ∞. Specifically, under the assumption that the approximate maps converge in L p , the convergence of probability density functions solving either forward or inverse problems is proven in L q where the value of 1 ≤ q < ∞ may even be greater than p in certain cases. This greatly expands the applicability of the previous results to commonly used methods for approximating models (such as polynomial chaos expansions) that only guarantee L p convergence for some 1 ≤ p < ∞. Several numerical examples are also included along with numerical diagnostics of solutions and verification of assumptions made in the analysis.
1. Introduction. Many uncertainty quantification (UQ) problems involve the propagation of uncertainties, described using probability measures, between the input and output spaces of a computational model. When the input (or output) space is a measure space with a specified dominating measure used to describe the sizes (not probabilities) of sets, we can use the Radon-Nikodym derivative to uniquely express any probability measure that is absolutely continuous with respect to the dominating measure as a probability density function (PDF or density). We are interested in densities solving two types of UQ problems in this work. The first density is on the output space of a model defined by the push-forward of an initial probability density specified on the inputs of a model. This represents a solution to a forward UQ problem where the goal is to predict probable outputs of a model using some initial/prior knowledge of model inputs. The second density is on the input space of a model defined by the pullback of an observed (or specified) probability density on model outputs. This represents a solution to a particular type of inverse UQ problem where the goal is to determine a density on model inputs whose push-forward through the model reconstructs the observed (or specified) probability density. In a sense, this represents a type of probabilistic calibration of inputs.
While the existence, uniqueness, and stability of push-forward and pullback densities are studied in [8] , such densities are often numerically estimated using a finite number of computational solutions of the model relating input and output spaces. We are particularly interested in cases where the outputs are defined by functionals applied to the solution to the model, which defines a (measurable) map between input and output spaces. Thus, we focus on the underlying, and often implicitly defined, map between input and output spaces instead of the actual model itself.
In [9] , we show that if a sequence of approximate maps from input to output spaces converges in L ∞ , then the associated sequences of either push-forward or pullback densities converge. However, we cannot always guarantee, nor is it always reasonable to assume, that a sequence of approximate maps converges in L ∞ . For instance, we may construct approximate maps using generalized polynomial chaos expansions (PCEs) [17, 31] , sparse grid interpolation [3, 21] and Gaussian process models [26, 23] . Take PCEs as an example, according to the Cameron-Martin Theorem, the Hermite-chaos expansion converges for any arbitrary random process with finite second-order moments, i.e., the convergence of approximate maps occurs in L 2 .
The primary contribution of this work is the generalization of convergence results for pushforward and pullback densities defined by a sequence of approximate maps that converge in L p with 1 ≤ p < ∞. The generalization of results is by no means trivial and includes both subtle, and in some places dramatic, changes to the analysis presented in [9] .
We briefly recall some familiar results from measure theory (see, e.g., [14] for a concise introduction or [6] for a more thorough treatise) that provide some insight into how the convergence theory developed for densities associated with maps that converge in L ∞ can be extended to a subsequence of densities associated with maps that converge in L p . First, it is well known that if a sequence of measurable functions converges in L p , then there exists a subsequence which converges almost everywhere (a.e.). In other words, the subsequence converges except on a set of measure zero. Applying Egorov's Theorem, this subsequence converges almost uniformly (i.e., in L ∞ ). The measure-theoretic distinction between a property holding a.e. as opposed to holding in an almost sense is subtle when first encountered. A property is said to be true in an almost sense if for every > 0 there exists a set of measure less than such that the property holds on the complement of this "small" set. This implies that the results of [9] may apply to a subsequence of the L p maps restricted to a "large" subset of the spaces. However, while the existence results of the subsequence and subset are powerful theoretical tools, they are of little use practically. Specifically, it is not at all clear, in general, how one is to determine either the subsequence of maps or the subset of the spaces on which to carry out the analysis. Subsequently, it is unclear which part of the sequence of approximate maps or subsets of the spaces we can even apply the results from [9] when the maps converge in L p .
This paper provides convergence results directly on the entire sequence (not a subsequence) of approximate solutions to both the forward and inverse problems when using approximate maps that converge in L p . We prove several convergence results for push-forward densities including the convergence of approximate push-forward densities evaluated at data points predicted by the approximate models. The tightness of push-forward probability measures associated with these densities is also proven which permits the proof of convergence of approximate updated densities. Most results are framed as convergence in L p both for simplicity and to coincide with the convergence of the approximate maps. However, it is worth noting that either finite measurability of the parameter space or convergence of the approximate maps in L s for any 1 ≤ s ≤ p immediately results in L s convergence of both push-forward densities and updated densities for any 1 ≤ s ≤ p by standard results in measure theory.
The remainder of the paper is organized as follows. In Section 2, we summarize most of the notation and terminology used in this work. The forward and inverse problem analyses follow in Sections 3 and 4, respectively. We discuss the impact of computational estimates of densities in Section 5.1. Section 5.2 discusses how we numerically verify the two main assumptions of this work when they hold in a stronger sense. The main numerical results that employ PCEs follow in Section 6. Concluding remarks and acknowledgments are given in Sections 7 and 8, respectively. Appendix A includes some additional discussion on the generality of the assumptions used in this work in the context of an example involving a singular push-forward density. This includes discussion on how we may utilize the numerical tools and diagnostics described in Section 5.2 to identify sources of error and improve accuracy of estimated densities.
2. The spaces and maps. Here, we summarize some common terminology, notation, and implicit assumptions used for both the forward and inverse analysis in this work. Denote by Λ ⊂ R k the space of all physically possible inputs to the model, which we refer to as parameters. A quantity (or quantities) of interest (QoI) refers to the functional(s) applied to the solution space of the model corresponding to scalar (or vector-valued) outputs. Depending on the problem, a QoI map may correspond to either output values we wish to predict or values for which we have already obtained data, e.g., for the purpose of model validation or calibration. The parameter-to-QoI map (often referred to simply as the QoI map) is denoted by Q(λ) : Λ → D ⊂ R m to make explicit the dependence on model parameters. Let (Q n ) denote a sequence of approximate QoI maps, Q n : Λ → D. Here, D denotes the range of all QoI maps indicating the space of physically possible output data that the model, or any of its approximations, can predict.
Assume that (Λ, B Λ , µ Λ ) and (D, B D , µ D ) are both measure spaces. Here, B Λ and B D denote the Borel σ-algebras inherited from the metric topologies on their respective spaces, and µ Λ and µ D denote the dominating measures for which probability densities (i.e., Radon-Nikodym derivatives of probability measures) are defined on each space. It is implicitly assumed that every QoI map is a measurable map between these measure spaces. The assumption, stated explicitly throughout this work, is that Q n → Q in L p (Λ). The convergence of densities is then considered on either
, unless stated otherwise, it is implicitly assumed that the integrals are with respect to the dominating measures µ D or µ Λ , respectively. A practical assumption implicitly made by computations involving finite sampling of these maps and standard density approximation techniques is that each map is also piecewise smooth.
Forward problem analysis.
In this section we analyze the convergence of push-forward densities obtained from solving a forward UQ problem using a sequence of approximate maps which converge to the exact map in the L p sense where p is fixed and 1 ≤ p < ∞.
Problem definition.
Definition 3.1 (Forward Problem and Push-Forward Measure). Given a probability measure P Λ on (Λ, B Λ ) that is absolutely continuous with respect to µ Λ and admits a density π Λ , the forward problem is the determination of the push-forward probability measure
on (D, B D ) that is absolutely continuous with respect to µ D and admits a density π Q D . We emphasize that the same probability measure P Λ (which we later refer to as an initial measure for the inverse problem) is considered for any forward problem. It is only the QoI maps that may change between problems.
Convergence analysis. Denote by (π
Qn D ) the sequence of approximate push-forward densities. In [9] , the major takeaway of the forward analysis is that π
The interpretation is that the approximate push-forward densities evaluated at the approximate QoI converge essentially uniformly to the exact pushforward density evaluated at the exact QoI. The proof in [9] requires connecting several concepts, assumptions, and results, which we summarize below to highlight exactly where the previous analysis fails to apply in this work.
The assumption of Q n → Q in L ∞ (Λ) implies that the push-forward probability measures converge, i.e., there is convergence in distribution. However, this is not sufficient to guarantee convergence of the densities. Specifically, we cannot guarantee that π
. For this, we need an additional assumption about the type of sequence of approximate densities we are dealing with that removes pathological cases from consideration. The work of [28] defines sufficient conditions in terms of weaker asymptotic notions of equicontinuity and uniform equicontinuity.
Definition 3.2. Using similar notation from [28] , we say that a sequence of real-valued functions (u n ) defined on R k is asymptotically equicontinuous (a.e.c.)
If δ(x, ) = δ( ) and n(x, ) = n( ), then we say that the sequence is asymptotically uniformly equicontinuous (a.u.e.c.).
In [9] , we assume that (π Qn D ) are uniformly bounded and asymptotically uniformly equicontinuous. Then, the uniform continuity of the exact push-forward can be obtained by a result from [28] . To obtain the desired result, the triangle inequality is applied to
resulting in an upper bound of the form
The first term is recongized as being identical to
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and subsequently goes to zero by a result from [28] . The second term goes to zero by combining the uniform continuity of π Q D along with the L ∞ (Λ) convergence of the approximate maps. If Q n → Q in L p (Λ) for 1 ≤ p < ∞, then this conclusion is not in general true. However, as we show below, under certain conditions it is true that the approximate push-forward densities evaluated at the approximate QoI converge to the exact push-forward density evaluated at the exact QoI in L s (Λ) for 1 ≤ s ≤ p. Below, we give our first formal assumption. Assumption 1. The sequence of approximate push-forward densities, (π Qn D ) is almost uniformly bounded and almost a.e.c.
In Assumption 1, and in the rest of this work, we make use of the term "almost" in the precise measure-theoretic sense. Specifically, a property is said to hold in an almost sense on a measure space (X, B X , µ X ) with µ X (X) < ∞ if for any > 0, there exists A ∈ B X such that µ X (A ) < and the property holds on X\A . This is loosely interpreted as stating that a property holds except on sets of small, but positive, measure. This is a familiar concept in measure theory (e.g., see Egorov's or Lusin's theorem [14, 6] ). If µ X (X) = ∞, then we instead say that a property holds in the almost sense if for any A ∈ B X with µ X (A) < ∞ and > 0, there exists A ∈ B X such that µ X (A ) < and the property holds on A\A .
That the properties in Assumption 1 hold in an almost sense is similar to the concept of tightness of measures. For example, when X has a topology (so that B X represents the Borel σ-algebra on X), then a family of probability measures P on (X, B X ) is considered tight if for any > 0 there exists compact K ∈ B X such that for any P ∈ P, P(K ) > 1 − . In other words, there exists a compact set containing most of the probability no matter which probability measure is considered. Assumptions of tightness are often assumed in classical results involving the convergence of measures. For example, Prokhorov's theorem [7] states that tightness of probability measures is a necessary and sufficient condition for the precompactness of these measures in the topology of weak convergence.
The next two lemmas describe the types of convergence of the approximate push-forward densities that occur on D under certain conditions.
Furthermore, for any compact subset D c ⊂ D and 1 ≤ r ≤ ∞,
Before we prove this lemma, we recall two useful results from measure theory. First, if X is a Euclidean space and A ∈ B X with µ X (A) < ∞, then, for any > 0, there exists an open G ⊃ A and a compact K ⊂ A such that µ X (G\K) < . In other words, any set of finite measure can be approximated arbitrarily well (in measure) by either an open set containing it or a compact set contained within it. Thus, without loss of generality, the set where the uniform bounded and a.e.c criteria in Assumption 1 do not hold can be chosen as an open set. This is done in the proof below where this set is denoted by N δ . Second, the general form of Lusin's theorem applies to the measure spaces considered in this work. In the context of this work, this implies that the densities are almost continuous functions with compact support. Subsequently, densities defined on either Λ or D are almost in L r for 1 ≤ r ≤ ∞. 
To extend the convergence in (3.2) to all of D c , we require some mechanism for controlling the size of the L r -norms of the push-forward densities on the N δ set. In other words, we need to ensure that the probability mass of the push-forwards is not collecting in data sets of arbitrarily small measure. An assumption of uniform integrability avoids such pathological families of densities.
If Assumption 1 holds and the family of push-forward densities defined by these maps are uniformly integrable in L r (D) for some 1 ≤ r < ∞, then for any compact subset D c ⊂ D
Proof. Let > 0. Use the uniform integrability in L r (D) to choose δ > 0 such that the integral of any push-forward density raised to the r power over a set A ∈ B D with µ D (A) < δ is bounded by r /2. Use Assumption 1 to choose the N δ set. Using the fact that
1/r along with (3.2) to bound the first term by r /2 for sufficiently large n proves (3.3).
The next lemma immediately follows by recalling the classical result that C ∞ c (R n ) (i.e., the space of infinitely differentiable functions with compact support) is dense in L q (R n ) [2] . Lemma 3.5. Lipschitz continuous functions with compact support are dense in L q (X) for X ∈ {Λ, D} and any 1 ≤ q < ∞.
We now state the analog to the main result of the forward analysis given in [9] . The interpretation is that the approximate push-forward densities evaluated at the approximate QoI converge to the exact push-forward density evaluated at the exact QoI in L p (Λ).
If Assumption 1 holds and the family of push-forward densities defined by these maps are uniformly integrable in L p (D), and D is compact,
Proof. Let > 0. By Lemma 3.5, there exists a Lipschitz continuous π
Applying the triangle inequality three times gives
implies that the third term on the right-hand side of (3.6) is bounded by /4 by setting n sufficiently large.
The first, second, and fourth terms on the right-hand side of (3.6) are equivalently written, respectively, as
. By (3.5), the second and fourth term on the right-hand side of (3.6) are bounded by /4. Finally, by Lemma 3.4, the first term on the right-hand side of (3.6) is bounded by /4, which proves (3.4).
The following corollary is included for completeness and states what happens if the conditions in Assumption 1 are strengthened to hold a.e. instead of in an almost sense. The result is a strengthening of the conclusions in Lemma 3.3, not requiring Lemma 3.4 (the uniform integrability in L p is now a given), while the conclusion of Theorem 3.6 remains unchanged. The changes to the proofs given above are straightforward and are therefore omitted.
. If the criteria in Assumption 1 hold a.e. instead of in an almost sense, then (1) π Q D (q) is a.e. continuous on D, and (2)
Moreover, if D is compact,
Inverse problem analysis.
In this section we analyze the convergence of probability density functions obtained from solving the inverse problem using approximate maps that converge to the exact map in the L p sense where p is fixed and 1 ≤ p < ∞.
Problem definition and solution.
We begin by defining and summarizing the inverse problem and its solution considered in this work. For a more thorough discussion on this inverse problem and the theory of existence, uniqueness, and stability of solutions, we direct the interested reader to [8] , which also includes a comparison to alternative formulations and solutions of inverse problems including a specific comparison to the popular Bayesian formulations of inverse problems [27, 19, 4, 5, 25, 15, 18] .
Definition 4.1 (Inverse Problem and Consistent Measure)
. Given a probability measure P D on (D, B D ) that is absolutely continuous with respect µ D and admits a density π D , the inverse problem is to determine a probability measure P Λ on (Λ, B Λ ) that is absolutely continuous with respect to µ Λ and admits a probability density π Λ , such that the subsequent push-forward measure induced by the map, Q(λ), satisfies
for any A ∈ B D . We refer to any probability measure P Λ that satisfies (4.1) as a consistent solution to the inverse problem.
Given an initial density, we make the following predictability assumption based on the push-forward densities of the initial density that ensures the solvability of the inverse problem using either the approximate or exact QoI maps. Assumption 2. There exists C > 0 such that for any n ∈ N and a.e.
This assumption is a modified form of the predictability assumptions previously used in [8] and [9] . This is referred to as a predictability assumption because it ensures that QoI data that are likely to be observed are also likely to be predicted by the push-forward densities associated with the initial density. It is important to note that this is an assumption on both the initial density and the QoI maps.
From a computational perspective, this form of the predictability assumption ensures that rejection sampling is a viable numerical approach to generate independent identically distributed (iid) sets of samples from a consistent solution to the inverse problem as established in [8] . Specifically, we can first generate a set of iid samples from the initial density and then propagate these samples to the output space using any fixed QoI map. This defines a set of proposal samples in the output space. Then, we can perform rejection sampling using the target observed density. This defines a set of accepted samples in the output space along with a corresponding set of parameter samples. The accepted samples in the output space are iid samples from the observed density. Subsequently, the corresponding set of parameter samples are iid samples from a consistent solution defined as the updated density to emphasize how the information from the QoI map has effectively updated the initial density. This updated density has a closed form expression that follows by an application of the Disintegration Theorem [13] for a QoI map satisfying a predictability assumption. [8] ). Given an initial probability measure P i Λ on (Λ, B Λ ) with an associated density π i Λ and a QoI map Q that satisfies a predictability assumption, the updated probability measure P u Λ on (Λ, B Λ ) defined by
Theorem 4.2 (Existence and Uniqueness of Solutions
is a consistent solution to the inverse problem in the sense of (4.1) and is uniquely determined for a given initial probability measure
The updated density to the exact QoI map is then identified as
which we often write as
Here, the ratio denoted by r(λ) has a practical interpretation as a rejection ratio for a randomly generated sample from π i Λ . Similarly, for any of the approximate QoI maps that satisfy the predictability assumption, the approximate updated densities are expressed as
The error in the total variation metric of the approximate updated density is given by
The main takeaway from the inverse analysis of [9] is that the total variation error goes to zero if the approximate QoI maps converge to the exact QoI map in the L ∞ sense. In this work, we assume the approximate maps converge in the L p sense and show that the approximate updated densities converge in the L p sense.
Convergence analysis.
The following lemma is interpreted as providing a specific form for the subset of the data space on which the family of probability measures defined by the exact push-forward and the tail-end of the approximate push-forward probability measures (defined by their densities) is considered tight.
Before we prove this lemma, we recall a few standard results from measure theory to simplify the first few steps of the proof. First, if (X, B X , µ X ) is a measure space and f ∈ L 1 (X), then for any > 0 there exists a > 0 such that
Moreover, if the measure space is σ-finite, then there exists A ∈ B X such that µ X (A) < ∞ and
Combining these results, it is possible to choose a > 0 and A compact such that
We also make use of the standard measure theory results involving approximating sets of finite-measure with open or compact sets as discussed following Lemma 3.3.
Proof. Let 0 < δ < 1. Following the discussion above, there exists a > 0 and compact
, and π
Using Assumption 1, choose η > 0 sufficiently small and N η an open set such that the sequence of approximate push-forwards is a.e.c. on
By design, D a is itself compact, so the sequence of approximate push-forwards is in fact a.u.e.c. on D a . Thus, by application of Theorem 2 in [28] on D a there exists N > 0 such that for any n > N and q ∈ D a ,
This proves (4.8).
In actuality, a weaker conclusion than this lemma provides is needed to prove Theorem 4.4 below. Specifically, it is sufficient to prove that there exists a sequence of subsets in the data space associated with each π Qn D containing "most" of the probability for each density while simultaneously bounding each density from below. However, the existence of a common data set not only serves to simplify the notation in the proof of the following theorem (we can avoid applying a subscript n to sets), but it also provides a useful conceptualization of this set in terms of a tightness property of the densities. This common set also implies a type of "effective support" containing "most of the predicted probability" for both the exact pushforward density and the tail-end of the sequence of approximate push-forward densities. With this lemma in-hand, we now state the main result of this section giving the convergence of approximate updated densities in an L p sense when the approximate maps converge in an L p sense.
Theorem 4.4 (Convergence of updated densities
, Assumptions 1 and 2 hold, and the family of pushforward densities defined by these maps are uniformly integrable in L p (D), then
Without loss of generality, we prove this theorem under some additional simplifying assumptions. Specifically, we assume that π D and π i Λ are both Lipschitz continuous and that D and Λ are both compact. If this is not the case, we can carry out the analysis using "sufficiently good" approximations to π D and π i Λ that are Lipschitz continuous with compact support by Lemma 3.5, and simply use triangle inequalities to prove the result for more general initial and observed densities and non-compact parameter and data spaces. 
Then, by linearity of the integral operator,
Observe that the difference in ratios given by |r n (λ) − r(λ)| can be rewritten as
.
Then, by adding and subtracting
Observe that
Thus, we show that Λa,n (π i
and
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Denote the Lipschitz constant for π D by C 1 ≥ 0, then
Hölder's inequality then implies
By the Disintegration Theorem,
Then, we have
, there exists N 2 > 0 such that for any n > N 2 ,
Combining these inequalities gives
We now bound the term involving T 2 (λ). First, rewrite Assumption 2 as
a.e. q ∈ D. Then, use Hölder's inequality and the disintegration theorem as before to get
→ 0. It follows in a similar manner as before that there exists N 3 > 0 such that for any n > N 3 ,
We now bound the other error term defined on the set Λ\Λ a,n .
Thus, the sum of the error terms for any n > N satisfies
Raising each side to the 1/p power finishes the proof.
Numerical Considerations, Computational
Estimates, and Impact on Assumptions.
5.1. Finite sampling and density estimation. We first discuss how estimating the pushforward of an initial density (for either the exact or approximate QoI maps) using straightforward finite sampling techniques impacts the solutions to the forward and inverse problems considered in this work. Specifically, suppose that we first generate a finite set of independent identically distributed (iid) samples from the initial density. Then, propagating this sample set through the QoI map constructs an iid sample set from the (unknown) push-forward density. While this sample set comes from the correct push-forward density (relative to the map used), we ultimately perform analysis on the density. In some cases, kernel density estimation (KDE) techniques work well for estimating the push-forward densities especially when D is low-dimensional (e.g., see [9] and the references therein). When D is high-dimensional and the number of iid samples we can generate from the push-forward is limited (e.g., due to a computationally expensive QoI map), we may instead opt for parametric estimations of the density. Whatever density estimation scheme is used introduces an error in both the solution to the forward problem and subsequently in the solution to the inverse problem. In [9] , we analyze the impact of this error on the forward and inverse solutions when the QoI maps converge in L ∞ . The modifications to that analysis to use the L p -norm considered in this work are mostly straightforward by substituting the appropriate KDE error bounds available in the literature. Thus, for the sake of brevity, we omit this additional error analysis in this work.
Assumptions:
Context, Generality, and Verification. We now discuss the two main assumptions in this work primarily in the context of using numerical estimates of the approximate push-forward densities. Below, we simply refer to these as the estimated densities to distinguish from the terminology of approximate push-forward densities previously used that are in fact "exact" relative to the associated approximate QoI maps. For notational simplicity, we abuse notation and use π Qn D to denote the estimated densities. For both the sake of simplicity and in light of Lemma 3.5, we assume that Gaussian KDEs are used so that all numerical estimates of approximate densities are Lipschitz continuous. This has an added conceptual and computational advantage, as we discuss below, in contextualizing the equicontinuity criterion of Assumption 1. Specifically, a well-known result is that if a sequence of Lipschitz continuous functions has a common Lipschitz constant, then the sequence of functions is equicontinuous.
Assumption 1.
Recall that Assumption 1 involved two criteria: uniform boundedness and an asymptotic notion of equicontinuity. The assumption is that these criteria hold in an almost sense, which is rather permissive and allows for the theory to apply even in the presence of countably infinite numbers of singularities in push-forward densities. For the interested reader, this is discussed further in Appendix A in the context of a simple example with a push-forward density exhibiting a singularity. Thus, we generally expect that this assumption holds except for pathological examples. Unfortunately, verifying any criterion holds only in an almost sense is not necessarily straightforward. However, it is relatively straightforward to use the estimated densities to investigate if these criteria hold in the stronger a.e. sense. We first require some notation. Denote by B n,m and L n,m the bound and Lipschitz constant, respectively, for the estimated density obtained from the nth approximate map using m parameter samples.
Estimates of (B n,m ) may be obtained, for instance, by simply sorting the evaluation of density estimates associated with the nth map at a set of m iid samples used to form the estimated densities. To obtain estimates of (L n,m ), one approach is to first compute linear combinations of gradients of the kernel used in the numerical estimates of the densities, restrict evaluation to the m iid samples used to construct the estimate, take the norms of these gradients, and then finally apply a sorting algorithm. For many kernels, such as the Gaussian one used in this work, gradients are easily determined using calculus.
As n and m are increased, convergence of (B n,m ) and (L n,m ) implies that the criteria of Assumption 1 hold in an a.e. sense. This is demonstrated in the numerical examples of Section 6 where we use the function gaussian_kde within the subpackage stats of the library scipy to estimate the densities and subsequently use the gradient function within the library numpy to estimate the derivatives of these estimated densities. In Appendix A, we discuss one potential way to utilize the computations leading to (divergent) sequences of (B n,m ) and (L n,m ) to help improve accuracy in estimated densities when singularities are present, but we leave further in-depth investigation to future work.
A conceptual example and Assumption 2.
From a measure-theoretic perspective, the so-called predictability assumption (i.e., Assumption 2) ensures that the observed measure (defined by the observed density) is absolutely continuous with respect to the push-forward measures (defined by the push-forward densities) that are obtained using either the exact or approximate maps. Absolute continuity of measures is equivalent to stating the existence of Radon-Nikodym derivatives (i.e., densities). When this assumption holds, the updated measure and density exist and take the form given in (4.2). Since the updated density is in fact a density, its integral is in fact equal to one. Note that this integral is easily manipulated
Here, E i indicates the expected value of a random variable with respect to the initial density. To monitor if Assumption 2 is violated by any of the approximate maps, we compute Monte Carlo estimates of the value of E i (r(Q n (λ))) using the m iid samples from the initial density used to construct the estimated push-forward densities. This provides a very cheap and useful diagnostic tool [8] since values that are not close to unity indicate that Assumption 2 is not satisfied. For the reader interested in building intuition about this diagnostic tool, see Appendix A involving a simple example with a singularity in the push-forward density so that values of E i (r(Q n (λ))) are influenced by both numerical errors and, in some cases, violations of the predictability assumption.
6. Numerical Examples. Surrogates of the QoI map can significantly reduce the computational cost of solving both forward and inverse UQ problems. The popularity of using stochastic spectral methods, and polynomial chaos expansions (PCEs) in particular, to approximate QoI maps arising in UQ problems dates back several decades, e.g., see [16, 31, 20, 29, 22] . The convergence theory of these methods dates back nearly a century starting with the homo-geneous chaos introduced by Wiener [30] with further analysis by Cameron and Martin [10] . However, the interested reader may find the far more recent reference [31] to be a more accessible introduction to this topic, and we simply note here that PCEs are understood to converge in an L 2 sense. While the theory we developed applies to any sequence of approximate models that converge in an L p sense, we focus on numerical examples using PCEs given their prevalence in the literature.
Two numerical examples are considered showing application of the theory to commonly studied ordinary and partial differential equation models. Moreover, we consider separate numerical approaches for generating the PCE approximations in each example. The PCEs for the first example are extensively studied in [31] using an intrusive approach, which we choose to employ here for one particular PCE. This allows the interested reader to modify the PCE used here by following the steps outlined in [31] . The PCEs for the second example are obtained using a non-intrusive pseudo-spectral approach that exploits quadrature methods for accurate construction of the coefficients in the PCEs. For more information on these approaches, we direct the interested reader to [31, 17, 12] for traditional intrusive approaches, to [24, 1] for non-intrusive approaches, and to [11] for a comparison of such different approaches.
In both examples, we use standard Gaussian kernel density estimation (KDE) to approximate the push-forward density functions, which are subsequently used to estimate the errors in both the push-forward and updated densities. As noted in Section 5.1, the impact of the additional error arising from the use of KDEs is analyzed in [9] when the maps converge in L ∞ , but we leave the modifications of that analysis for L p -norms to future work.
Two final remarks are in order. First, while it is possible to form PCEs with respect to distributions unrelated to the initial distribution, this is in general not considered optimal (e.g., see [22] where such inefficiencies are explored in a Bayesian setting). Thus, for both simplicity in computations and presentation, we choose to form the PCEs with respect to the initial distribution assumed for the parameters. Second, the convergence of PCEs is in an L 2 sense with respect to the probability measure of the random variable used to define the orthogonal polynomials in the expansion. Thus, we consider/interpret the initial distribution as the dominating measure in this case.
6.1. ODE Example. Consider the ordinary differential equation
where the decay rate coefficient λ is treated as a random variable. The QoI is taken as Q(λ) = y(0.5, λ) where y(t, λ) = e −λt is the exact solution of (6.1), which has a clear dependence on the parameter value. For this example, Λ = (−∞, ∞) and D = (0, ∞).
6.1.1. Convergence of forward problem. Assume π i Λ ∼ N (0, 1). Following [31] , the PCE of the solution y(t, λ) is given by
where y i denotes the ith coefficient of the expansion of y(t, λ), and {Φ i } denotes a complete orthogonal polynomial basis from the Askey scheme associated with a choice of random variable ζ. Since the initial distribution of λ is assumed Gaussian, we choose {Φ i } as the Hermite polynomials and ζ as a Gaussian distributed random variable for optimal convergence. The approximate maps are then defined by
for 1 ≤ n ≤ P where P indicates the highest order polynomial in the expansion. Using the intrusive approach detailed in [31] , a system of ordinary differential equations is formed and solved for each n to obtain the coefficients y i (t, λ) for 0 ≤ i ≤ P , which are then evaluated at t = 0.5 to obtain Q n (λ). Reference results are obtained using the exact map defined by Q(λ) = e −0.5λ evaluated on the same set of parameter samples as the approximate maps to construct estimates of the exact push-forward and updated densities.
To numerically verify Assumption 1, we follow the approach discussed in Section 5.2.1 to compute sequences of bounds and Lipschitz constants. Tables 1 and 2 indicate convergence of both the computed bounds and Lipschitz constants as both m and n increase. This suggests that both criteria of Assumption 1 hold in the stronger a.e. sense. Table 2 Representative results for (Ln,m) for the estimated densities associated with the nth approximate map constructed from m iid samples.
We now verify the convergence in Lemma 3.3 and Theorem 3.6. First, a single initial set of 1E4 iid parameter samples drawn from the initial distribution are generated. Then, the approximate push-forward densities are estimated using a standard Gaussian KDE applied to the approximate map evaluations of these parameter samples. The effective support of the push-forward densities is contained within D c = [0, 4]. We therefore compute Monte Carlo
for various r ≥ 1 using a fixed set of 1E4 iid uniform random samples of D c . The left plot in Figure 1 shows the corresponding error plots for r = 1, 2, . . . , 5 as functions of the approximate map number. These error plots indicate an exponential convergence of the approximate push-forward densities for r ≥ 1, which verifies the convergence in Lemma 3.3. Before verifying the convergence in Theorem 3.6, we note that D = (0, ∞) is not actually compact, so there is no strict guarantee that the results from the theorem apply. Nonetheless, the probability of any of QoI maps producing values in D greater than, say 10, is nearly zero. In other words, the computational support of all probability densities on D for which it is plausible that a random number generator will sample from is effectively compact, and we expect the results for Theorem 3.6 to hold. We estimate π
using Monte Carlo estimates for each of the n = 1, 2, . . . , 5 approximate maps and the same 1E4 iid samples drawn from the initial distribution as were used to construct the push-forwards. These errors are summarized in the right plot of Figure 1 as a function of the approximate map number, which verifies the convergence in Theorem 3.6. 6.1.2. Convergence of inverse problem. We now verify the convergence in Theorem 4.4. Using the same initial distribution as above, we assume the observed density is given by a N (1, 0.1 2 ) distribution. We use the same approximate maps and approximate push-forward densities as above. Before we analyze the convergence, we first verify the Assumption 2 using the expected value of the ratio, E i (r(Q n (λ))), mentioned in Section 5.2.2. Since approximate n 1 2 3 4 5 E i (r(Q n (λ))) 0.58 0.98 0.98 0.98 0.98 Table 3 Representative estimates of Ei(r(Qn(λ))) with m = 1E4 iid samples used for both density estimation of associated push-forward densities and Monte Carlo estimate of Ei(r(Qn(λ))).
maps associated with n ≥ 2 produce E i (r(Q n (λ))) estimates close to 1 from Table 3 , it appears there is no violation of Assumption 2 for these maps. Figure 2 illustrates the error in the updated densities associated with the nth approximate map. Here, the error is given by π u,n
, which is again estimated using Monte Carlo integration with the same 1E4 samples used to construct the push-forward densities. The plot demonstrates the L 2 convergence of the updated densities.
PDE Example.
Consider the following PDE,
The QoI is the average value of the solution u in region
where, in this example, we know u(x, y; λ 1 , λ 2 ) = sin(λ 1 πx) cos(λ 2 πy) is the exact solution of (6.3) associated with a particular sample (λ 1 , λ 2 ) ∈ Λ, and we choose a = c = 0.4, b = d = 0.6. For this example, Λ = (−∞, ∞) × (−∞, ∞) and D = (−∞, ∞).
6.2.1. Convergence of forward problem. As before, the goal of this section is to verify the convergence results of Lemma 3.3 and Theorem 3.6. Assume λ 1 ∼ N (µ 1 , σ 2 1 ) and λ 2 ∼ N (µ 2 , σ 2 2 ) with µ 1 = µ 2 = 0, σ 1 = σ 2 = 0.1. Then, we write the exact map Q(λ 1 , λ 2 ) as follows:
where {Φ ij } (for 0 ≤ i, j < ∞) denotes a complete 2-d orthogonal Hermite polynomial basis, {q i,j } (for 0 ≤ i, j < ∞) denotes the corresponding coefficients of this PCE, and the equality is understood to hold in L 2 . Here, instead of formulating and solving a system of PDEs to compute the coefficients {q ij }, we apply a non-intrusive pseudo-spectral approach to approximate the {q ij }. Specifically, starting with the PCE above, we compute (weighted) L 2 -inner products of both sides with a fixed Φ ij . Then, by exploiting the orthogonality of the polynomials, q ij is given as an integral of Q(λ 1 , λ 2 ) weighted by the product of Φ ij and the underlying normal distribution for which these polynomials are orthogonal (and normalized by the weighted L 2 -norm of Φ ij ). In general, we do not expect to have Q(λ 1 , λ 2 ) available in closed form to compute this integral, so we instead turn to quadrature methods to discretize the integrals over Λ defining q ij where numerical approximations of Q(λ 1 , λ 2 ) are used at each quadrature point. To this end, we use a triangulation of a 50 × 50 square mesh on Ω to obtain a numerical estimate of u(x, y; λ 1 , λ 2 ) and subsequently of Q(λ 1 , λ 2 ). Estimates of Q(λ 1 , λ 2 ) are obtained on a set of 400 parameter samples taken from the tensor product of 20-point Gauss-hermite quadrature points in each dimension to ensure accuracy well beyond the degree of polynomials considered in this example. Using these computed q ij , we write the approximate maps as
The reference results below are obtained by using the manufactured solution and evaluating a closed form expression for the resulting QoI on each of the parameter samples used by the approximate maps to construct estimates of the exact densities. Before verifying assumptions and convergence of densities, we remark on some interesting behavior with regards to the QoI maps. The closed form expression for the QoI map reveals an odd function in the λ 1 -direction and an even function in the λ 2 -direction, which is due to the oscillatory nature of the manufactured solution and domain [a, b] × [c, d] used to compute the QoI. Subsequently, this implies the exact QoI map is orthogonal to many of the polynomials Φ ij . In this example, we consider approximate maps of order n = 1, 2, . . . , 5 where Φ ij for any i + j ≤ n is given by the product Φ i (λ 1 )Φ j (λ 2 ). Thus, it is straightforward to see that the exact QoI map is orthogonal in the weighted L 2 -inner product to many of the Hermite polynomials. In fact, the only (i, j)-pairs with i + j ≤ 5 such that q ij is non-zero are S := {(1, 0), (3, 0), (1, 2), (5, 0), (3, 2) , (1, 4) } . This is numerically confirmed as well where the quadrature method produces estimated values for q ij with (i, j) / ∈ S that are orders of magnitude smaller than the coefficients associated with (i, j) ∈ S. Consequently, the approximate maps Q 1 , Q 3 , and Q 5 are all distinct approximations to Q whereas Q 2 and Q 4 are almost indistinguishable from Q 1 and Q 3 , respectively, with only slight variations present due to the use of numerical quadrature and the numerical solution of the PDE used in the quadrature method. The impact of this on the convergence of densities is seen below. As before, we first verify Assumption 1 as described in Section 5.2.1 to compute sequences of bounds and Lipschitz constants. Tables 4 and 5 indicate convergence of both the computed bounds and Lipschitz constants as both m and n increase. As in the previous example, this suggests that both criteria of Assumpton 1 hold in the stronger a.e. sense. Table 5 Representative results for (Ln,m) for the estimated densities associated with the nth approximate map constructed from m iid samples.
We now verify the convergence in Lemma 3.3 and Theorem 3.6. A single initial set of 1E4 iid parameter samples are generated and each of the approximate maps are evaluated on these parameter samples to generate different approximate QoI sample sets. Then, the push-forward densities for each approximate map are estimated using a standard Gaussian The left plot of Figure 3 shows the corresponding error plots for r = 1, 2, . . . , 5 as a function of the approximate map number. Note that the error decreases when n increases from an even to an odd integer but does not appear to change when n increases from an odd to an even integer. This is due to the symmetry of the QoI map and its orthogonality with respect to even-ordered polynomials as described above and is thus completely expected for this sequence of approximate maps. As in the previous example, we note that D = (−∞, ∞) so that the conclusions of Theorem 3.6 cannot be guaranteed. However, as before, virtually all samples are generated within a compact set of D (in this case [−1, 1]), so we expect that to see convergence. We then estimate π
using Monte Carlo estimates with the same 1E4 samples used to estimate the approximate push-forwards for n = 1, 2, . . . , 5, which is summarized in the right plot of Figure 3 as a function of the approximate map number. The overall trend of decreasing errors in both plots verifies the theoretical results of Lemma 3.3 and Theorem 3.6.
Convergence of inverse problem.
We now verify the convergence in Theorem 4.4. Using the same initial distribution as above, we assume the observed density is given by a N (0.3, 0.1 2 ) distribution. We use the same approximate maps and approximate pushforward densities as above. Assumption 2 is again verfied using the expected value of the ratio, E i (r(Q n (λ))), mentioned in Section 5.2.2. For each of the approximate maps, rounding E i (r(Q n (λ))) at the second decimal gives 1.00, so we omit summary of these values in a table. The quality of these estimates of expected values is easily explained. First, the QoI map and its approximations are all approximately linear within several standard deviations of the mean parameter values. Second, a linear mapping of a Gaussian distribution produces a Gaussian distribution, and the use of 1E4 samples along with a Gaussian KDE will in general produce excellent approximations to 1-dimensional Gaussian distributions. Thus, for this problem, all of the estimated push-forward densities are extremely accurate approximations to the pushforward densities associated to each approximate map over sets of high probability since they are approximately Gaussian. When this occurs and the observed density is in the range of the QoI map, we generally expect values of E i (r(Q n (λ))) to be very close to 1.00. Figure 4 then illustrates the error of updated densities as a function of approximate map number. Here, we again use Monte Carlo estimates of π u,n
using the same set of parameter samples used to construct the push-forwards, and we observe L 2 convergence of the updated densities.
7. Conclusion. We developed a theoretical framework for analyzing the convergence of probability density functions computed using approximate models for both forward and inverse problems. The theoretical results are quite general and apply to any L p -convergent sequence of approximate models. This greatly extends previous work that required almost uniform convergence of approximate models (i.e., L ∞ convergence). A simple numerical example producing a singular push-forward density is used to show the permissiveness of the two main assumptions used in this work. Moreover, these assumptions are verified in each of the main numerical examples that demonstrate the convergence results for polynomial chaos expansions, which are commonly used to build approximate models in the literature. . Suppose the exact QoI map is given by Q(λ) = λ 5 and the approximate QoI maps, (Q n (λ)), are given by piecewise-linear interpolating splines using n + 2 knots with kth knot given by −1 + 2 n+1 (k − 1). In other words, the n refers to the number of regularly spaced interior points at which we evaluate the exact map to construct the approximate map.
It is clear that
Now, suppose that the initial density is given by a uniform distribution on Λ. In this case, the exact push-forward density associated with the exact QoI map is given by
for any r ≥ 5/4. The approximate push-forward densities are defined by a sequence of simple functions since they are defined by mapping a uniform density through piecewise-linear 1-to-1 maps. When n is odd, a straightforward computation shows that the nth approximate push-forward density is equal to the constant (n+1) 4 2 5 on the interval subsequential pointwise limits of these approximate push-forward densities evaluated at or near q = 0 that either tend to infinity or can be made arbitrarily large. While the features of the push-forward densities discussed above may seem problematic, there is no issue in applying the theory of this work to this problem. To see this, note that for any > 0, there exists a uniform bound for the family of densities on D\(− /2, /2). Moreover, since the simple function approximate densities are bounded above on D\(− /2, /2) and converge at a.e. q ∈ D\(− /2, /2), they converge almost uniformly and are subsequently almost a.e.c on D.
The above example illustrates the generality of the theory developed in this work for forward UQ problems. Specifically, having both criteria of Assumption 1 hold in an almost sense is rather permissive since the theory applies to problems with push-forward densities containing countably infinite numbers of singularities. Thus, under what we refer to as "normal problem conditions" where initial densities are non-singular and the QoI map possesses only a finite number of critical points (typically corresponding to the number of singularities in the push-forward density as seen in the above example), we expect Assumption 1 to hold. However, a theoretical guarantee of convergence is not necessarily observed by the estimated densities if a computational budget restricts the quality of the estimates. To ensure that computational estimates based on finite sampling are even remotely accurate, we consider a more practical restriction on the class of forward UQ problems for which we apply the theory. Specifically, we restrict ourselves to problems that involve push-forward densities containing relatively small numbers of singularities. This can generally be assured, for example, by restricting the class of initial densities to be non-singular and considering QoI maps that have finite numbers of critical points over the parameter space.
The locations of critical points of the maps and corresponding singularities in push-forward densities are typically not known a priori. Yet, it is our ability to sufficiently sample around these points in the parameter and data spaces that most impact the point-wise accuracy of the estimated densities since most density estimation techniques (and especially Gaussian KDE) oversmooth "peaks" in densities. Estimating locations of potential singularities may allow for significant improvement in estimated density accuracy over all of D using alternative sampling techniques. While such numerical issues are not the focus of this work, we outline one computational approach to tackle this issue based on applying clustering techniques borrowed from machine learning to investigate the criteria of Assumption 1 in the context of the above example.
Representative results of the quantitative analyses discussed in Section 5.2.1 are summarized in Tables 6 and 7 .
In these tables, we observe the slow divergence of both the bounds and Lipschitz constants as both m and n increase. While we omit further numerical analysis here, we comment on one potential approach to help improve accuracy of the estimated push-forward densities by identifying the regions in parameter space associated with data singularities. First, it may be possible to use the sorting algorithms on the arrays that returned the bounds and Lipschitz constants to identify points in data space where potential singularities are nearby. Subsequently, applying clustering algorithms on the corresponding samples in the parameter space, it may be possible to identify the regions in parameter space that should be sampled more extensively to improve the accuracy of the push-forward density estimates. Table 7 Representative results for (Ln,m) for the estimated densities associated with the nth approximate map constructed from m iid samples.
To give some intuition about the range of values we typically encounter for the diagnostic tool described in Section 5.2.2, we return to the simple conceptual example. We use three different observed densities, which we refer to as These cases demonstrate the variation in values we expect for E i (r(Q n (λ))) under different scenarios related to Assumption 2 and the magnitude of errors present in the estimated density relative to the effective support of the observed density. In all cases, the effective support may be interpreted being within three standard deviations of the means of the observed densities. Below, we refer to the plots in Figure 5 for a visual reference of these cases that demonstrate the extent to which either Assumption 2 is violated or where significant errors in the estimated densities occur. For simplicity in each of these plots, we only plot the exact push-forward density for the exact map, its estimation with m = 1E5 iid samples, and the different observed densities. In Case I (see the left plot in Figure 5 ), Assumption 2 "effectively" holds (relative to the effective support of the observed density) and the estimated density is an accurate estimate of the associated push-forward density over the effective support of the observed density. Case II (see the middle plot in Figure 5 ) is similar to Case I except that significant errors in the estimated density are now present in the effective support of the observed density. In Case III (see the right plot in Figure 5 ), Assumption 2 is violated since significant portions of the effective support of the observed density are not "predicted" by any of the push-forward densities or their estimates.
In Table 8 , we summarize the estimated values of I(π u,n Λ ) for n = 1, 2, 4, 8, and 16 . We see that in Case I, the values are all close to 1, while in Case II, there is some deviation away from 1 that is due to errors in the estimated push-forward densities present in the effective support Figure 5 . Observed densities (red curves) used in Cases I (left), II (middle), and III (right). The solid blue curve is the exact push-forward for the exact map. The dashed blue curve is the estimated push-forward for this map using m = 1E5 iid samples. The errors in the estimated density for both this map and all approximate maps are primarily restricted to a narrow region around q = 0, which is in the effective support of the observed density in Case II. The effective support for the observed density in Case III extends beyond the range predicted by the exact push-forward density, which is a violation of Assumption 2. Table 8 Representative estimates of Ei(r(Qn(λ))) with m = 1E4 iid samples used for both density estimation of associated push-forward densities and Monte Carlo estimate of Ei(r(Qn(λ))).
of the observed density. However, in Case III, we see significant deviations away from 1 that are primarily due to the violation of Assumption 2. In fact, if we used the exact push-forward densities associated with each approximate map, then these values would be very close to 0.5 because we are missing half the support of the observed density. The reason for the values being slightly higher than 0.5 is due to the kernel estimate "extending" the effective support of the push-forward densities beyond the actual data space defined by [−1, 1] .
The takeaways are this: monitoring E i (r(Q n (λ))) is a good diagnostic for determining if either Assumption 2 is violated or if significant errors are present in the associated estimated push-forward density (and subsequently if errors are present in the associated estimate of the approximate updated density). While there are certainly exceptions, we generally find large deviations of this expected value away from 1 are due to violations of the assumption while smaller deviations away from 1 are often due to numerical errors in the estimated density. Finally, we note that just because estimated values of E i (r(Q n (λ))) are near 1 does not mean that the estimated push-forward density or associated estimate of the updated density are accurate approximations for the exact push-forward density or exact updated density one would obtain using the exact QoI map. A "good value" of E i (r(Q n (λ))) (i.e., a value near 1) simply speaks to both Assumption 2 not being violated and also to the relative accuracy of the estimated push-forward density with respect to its non-estimated counterpart.
