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Zgodnje odkrivanje in preprečevanje raka s pomočjo podatkovnega rudarjenja: 
Aplikacija za merjenje tveganosti nastanka pljučnega raka 
Rak na pljučih je po podatkih Svetovne zdravstvene organizacije najpogostejše rakavo 
obolenje. Za pljučnim rakom po vsem svetu na leto umre več kot milijon ljudi, kar pomeni, da 
je med vsemi oblikami raka tudi najpogostejši vzrok smrti. Posledično je prepoznavanje 
genetskih in okoljskih dejavnikov tveganja izrednega pomena za razvoj novih metod 
preprečevanja pljučnega raka, ki so povzročile, da se v zdravstvu vedno pogosteje uporabljajo 
različne tehnike podatkovnega rudarjenja. Podatkovno rudarjenje se v zadnjih letih uveljavlja 
kot ena glavnih smeri računalništva, saj omogoča avtomatizacijo generiranja velikih količin 
podatkov, njen vpliv pa narašča tudi v industriji in znanosti. Postopki analize podatkov v 
zdravstvu postajajo vedno bolj zapleteni predvsem zaradi pojava novih tehnik analize ter 
integrirane analize podatkov iz različnih virov. Zgodnja zaznava in diagnoza pljučnega raka 
sta za razvoj in zdravljenje bolezni ključnega pomena, hkrati pa sta časovno in cenovno 
obremenjujoča procesa. V diplomskem delu smo na podlagi raziskave Ahmeda in drugih 
(2013) s pomočjo programskega jezika Java razvili in oblikovali aplikacijo, ki na podlagi 
vnesenih demografskih podatkov uporabnika in podatkov o njegovem življenjskem slogu z 
metodo odločitvenega drevesa izračuna stopnjo tveganja nastanka pljučnega raka. Cilj 
aplikacije je meritev stopnje tveganja, pa tudi ozaveščanje uporabnikov aplikacije o pomenu 
zmanjševanja tega tveganja in o obstoju možnih oblik pomoči za oblikovanje zdravega 
življenjskega sloga.  
Ključne besede: podatkovno rudarjenje, aplikacija, Java, pljučni rak, dejavniki 
tveganja 
 
Early detection of cancer using data mining: Application for measurement of risk for 
lung cancer  
Lung cancer is the most prevalent form of cancer worldwide according to the World Health 
Organization. It also causes the largest number of deaths out of all cancer types. This is why 
determining genetic and environmental risk factors is crucial for the development of new 
methods of lung cancer prevention. To this end, various approaches of data mining are being 
increasingly used in the field of healthcare. Data mining has for some years now been proving 
to be one of the main focuses of practical computer science applications; also gaining influence 
across the industry and science, since it enables automatic processing of enormous amounts of 
data. Data analysis in healthcare is growing in complexity, mostly due to the development of 
new analysis techniques and the integrated analysis of data from multiple sources. While being 
a time and money consuming process, early detection and diagnosis of lung cancer is key in 
the progression of the disease. In this thesis we based on the research of Ahmed et al. (2013) 
and used the Java programming language to develop an application which uses the entered 
demographic and lifestyle data of the user, combined with a decision tree, to calculate the risk 
level of lung cancer formation. Thus the purpose of the application is to gauge the user's risk 
level and to raise their awareness of reducing said risk with various ways of helping to achieve 
a healthier lifestyle. 
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Na vseh področjih življenja smo obkroženi s podatki, ki imajo vedno pomembnejšo vlogo zanje 
pa je značilno, da se zbirajo in združujejo z nepredstavljivo hitrostjo. Prav zato obstaja močna 
potreba po novi generaciji računskih teorij in orodij, ki bi človeštvu pomagala pri črpanju 
znanja in vedenja iz vedno večje in hitro rastoče količine podatkov. V jedru tega razvojnega 
procesa je uporaba posebnih metod rudarjenja podatkov za odkrivanje in pridobivanje 
veljavnih vzorcev. Med znanstvene vede, ki so v največji meri vključene v podatkovno 
rudarjenje, sodijo strojno učenje, umetna inteligenca, statistika in verjetnost (Jothi in drugi, 
2015, str. 307), med tehnike podatkovnega rudarjenja pa štejemo posploševanje, 
karakterizacijo, klasifikacijo, grozdenje, povezovanje, razvoj, ujemanje vzorcev, vizualizacijo 
podatkov ter rudarjenje, vodeno z meta-pravilom (Jothi in drugi, 2015, str. 306).  
Uspešna uporaba tehnik podatkovnega rudarjenja na bolj očitnih področjih, kot so na primer 
elektronsko poslovanje, marketing in prodaja, je vodila v dvig priljubljenosti uporabe 
podatkovnega rudarjenja pri odkrivanju zakonitosti v podatkovnih bazah (ang. knowledge 
discovery in databases, KDD) drugih industrij in sektorjev (Canlas, R. D., 2009, str. 1). Eno 
od področij, na katerem je tehnologija podatkovnega rudarjenja pustila velik pečat in se še 
vedno hitro razvija, je zdravstvo. Tehnologija igra v zdravstvu pomembno vlogo zlasti pri 
razvoju metodologij za črpanje in zbiranje podatkov iz spletnih podatkovnih baz (Jothi in drugi, 
2015, str. 307).  
Eden izmed zgodnejših primerov uporabe konkretnih podatkov in dokazov z namenom 
podprtja zdravstvenih odločitev (ang. evidence based medicine) sega v leto 1854. John Snow, 
oče moderne epidemiologije, je takrat s pomočjo zemljevidov in zgodnjih oblik paličnih 
grafikonov odkril vir kolere in dokazal, da se ta prenaša z vodo. Snow je namreč preštel število 
smrtnih žrtvev in uredil njihove naslove prebivališč ter ugotovil, , da je večina žrtev izhajala z 
območja neke vodne črpalke v Londonu. Ta dosežek je bil mogoč predvsem zato, ker je Snow 
uspel samostojno zbrati, urediti in analizirati podatke, kar je dopuščala količina teh podatkov. 
Danes je velikost populacije narasla do te mere, da tak pristop kljub večjemu številu 
elektronskih pripomočkov ni mogoč (Canlas, R.D., 2009, str. 3). 
Uporaba tehnologij podatkovnega rudarjenja v zdravstvu je pomembna in koristna navkljub 
razlikam in sporom v izbiri pristopov. Argumentov in primerov uporabe, ki govorijo v prid 
uporabi podatkovnega rudarjenju v zdravstvu je obilo, ti argumenti pa obsegajo tako skrbi 
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javnegakot tudi zasebnega zdravstvenega sektorja. Podatkovno rudarjenje je v zdravstvu 
dobrodošlo z naslednjih vidikov: preobremenitev s podatki, odločanje na podlagi dokazov in 
preprečevanje bolnišničnih napak, oblikovanje politik javnega zdravstva1, varčnejši načini 
raziskav, zgodnja diagnoza zgodnja diagnoza in z njo povezana možnost preprečitve bolezni, 
zgodnje odkritje in upravljanje s pandemičnimi boleznimi ter neinvazivno diagnosticiranje in 
podpora pri odločanju (Canlas, R.D., 2009, str. 4–5). Neinvazivno diagnosticiranje in podpora 
pri odločanju sta cilj aplikacije, ki smo jo oblikovali v okviru diplomskega dela. Nekateri 
diagnostični in laboratorijski procesi so namreč zelo invazivni, dragi in boleči.  
Ustvarjeno aplikacijo se imenuje RaKulator in služi merjenju tveganosti nastanka pljučnega 
raka. Aplikacija temelji na metodah klasifikacije in grozdenja ter odločitvenega drevesa, zato 
bomo uvodoma predstavili in definirali podatkovno rudarjenje in njegove tehnike ter prikazali 
pomembnost podatkovnega rudarjenja v zdravstvu. Nadaljevali bomo s predstavitvijo bolezni 
pljučnega raka in z dejavniki tveganja, ki so vključeni v aplikacijo. Na podlagi teoretičnega 
dela v začetnih poglavjih diplomskega dela bomo oblikovali izhodišče za iskanje odgovorov 
na dve zastavljeni raziskovalni vprašanji in sicer: (RV1) Zakaj so tehnike podatkovnega 
rudarjenja koristne v zdravstvu? in (RV2) Na kakšen način lahko aplikacija RaKulator 
pripomore k zgodnjemu odkrivanju in preprečevanju pljučnega raka? Nazadnje bo 
predstavljena še sama aplikacija, njene funkcije in rezultati, metodologija nastanka aplikacije 
ter tehnologija in orodja, ki smo jih uporabili. Ključne ugotovitve diplomskega dela bodo na 
koncu predstavljene v zaključku. 
  
 
1 Prav v Sloveniji so na primer leta 2007 uporabili več različnih tehnologij, med drugim tudi 
podatkovnega rudarjenja za potrebe ugotavljanja značilnih vzorcev posameznih zdravstvenih 
centrov in na podlagi pridobljenih rezultatov sprejeli priporočeno politiko delovanja 
Nacionalnega inštituta za javno zdravje (Canlas, R.D., 2009, str. 4). 
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2 Podatkovno rudarjenje 
Enaindvajseto stoletje je stoletje podatkov. Zbirajo se na vsakem koraku. Povečan obseg 
razpoložljivih podatkov je rezultat informatizacije družbe in razvoja orodij za zbiranje in 
shranjevanje informacij. Podjetja po vsem svetu zbirajo podatke o transakcijah, zalogah, opisih 
produktov, promocijah itd. Telekomunikacijsko omrežje na dnevni ravni prenese na desetine 
petabajtov podatkovnega prometa. Velik del tega podatkovnega prometa pripada zdravstvu in 
medicini, kar nakazuje, da tudi na teh področjih obstaja potreba po analizi in organizaciji 
zbranih podatkov, kar sta glavna razloga za nastanek podatkovnega rudarjenja. 
Zgodnji začetki zbiranja podatkov iz podatkovnih baz segajo v šestdeseta leta dvajsetega 
stoletja, ko so uporabljali datoteke z naključnim dostopom. Z uporabo konceptov iz veje 
matematike, imenovane relacijska algebra, je E. F. Codd v sedemdesetih letih dvajsetega 
stoletja spremenil način shranjevanja podatkov. Problem shranjevanja velike količine podatkov 
je rešil z implementacijo tabel z vrsticami in stolpci. Nadaljnji razvoj je potekal v smeri 
objektno orientiranih podatkovnih modelov, s pomočjo katerih so se razvile podatkovne baze, 
ki pri svojem delovanju uporabljajo internet (OLAP) (Han in drugi, 2011, str. 5). 
 
V zadnjih letih se podatkovno rudarjenje uveljavlja kot ena glavnih smeri računalništva z 
naraščajočim vplivom v industriji. Nedvomno se bodo raziskave na tem področju nadaljevale 
in zagotavljale nadaljnji razvoj v prihajajočih desetletjih. Z avtomatizacijo generiranja velikih 
količin podatkov se v zadnjem desetletju znanost, industrija in celo posamezniki soočajo z 
velikimi nabori podatkov, ki jih ročno ni mogoče analizirati. Še vedno je proces pridobivanja 
koristnih informacij iz gore podatkov zelo zapleten in težak. Podatkovno rudarjenje pogosto 
imenujemo tudi »Knowledge Discovery in Databases« (odkrivanje znanja v zbirkah podatkov). 
Gre za mlado računalniško vedo, katere cilj je samodejna interpretacija velikih naborov 
podatkov. Odkrivanje znanja v zbirkah podatkov je Usama Fayyad leta 1996z definicijo 
opredelil kot netrivialni proces prepoznavanja veljavnih, novih, potencialno koristnih in seveda 
razumljivih vzorcev v podatkih (Fayyad in drugi, 1996, str. 82–83).  
 
2.1 Tehnike podatkovnega rudarjenja 
Podatkovno rudarjenje zajema več različnih tehnik: klasifikacijo, grozdenje, napovedovanje, 
zaporedne vzorce in podobne časovne nize. V primeru številnih kvalitativnih spremenljivk je 
mehko povezovanje nujna in obetavna tehnika pri podatkovnem rudarjenju. V klasifikaciji so 
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metode namenjene učenju različnih funkcij, ki preslikajo vsak element izbranih podatkov v 
enega od vnaprej določenih razredov. Glede na nabor vnaprej določenih razredov, število 
atributov in učnih oziroma trening zbirk lahko metode razvrščanja samodejno 
napovejo razvrstitev ostalih nerazvrščenih podatkov v zbirki. Dva pogosta problema, povezana 
z združevanjem klasifikacij, sta evalvacija napačno razvrščenih klasifikacij in njihova napačna 
napoved (Olson in Delen, 2008 str. 16). 
Matematične tehnike, ki se uporabljajo pri razvijanju klasifikacijskih metod, so: binarna 
odločitvena drevesa, nevronske mreže, linearno programiranje in statistične metode. Z uporabo 
binarnih odločitvenih dreves je mogoče uvesti model v obliki »Da/Ne«, ki razdeli podatke v 
različne razrede glede na njihove atribute. Ali so modeli ustrezni, je mogoče ugotoviti s 
statistično oceno ali informacijsko entropijo. Mogoče je, da razvrstitev, pridobljena 
z uvedbo dreves, ne ustvari optimalne rešitve, kadar je napovedana moč omejena. Z uporabo 
nevronskih mrež je mogoče razviti model nevronske indukcije. Pri tem pristopu atributi 
postanejo vhodni sloji v nevronski mreži, medtem ko so razredi, združeni s podatki, izhodni 
sloji (Olson in Delen, 2008 str. 16).  
Med vhodnimi in izhodnimi sloji obstaja večje število skritih plasti, ki obdelujejo 
natančnost razvrstitve, čeprav model nevronske indukcije v mnogih primerih podatkovnega 
rudarjenja daje boljše rezultate. Problem nevronskih mrež nastane, ko se pojavi velik nabor 
atributov, saj gre za zapletene nelinearne odnose, ki otežijo izvajanje metode. Pri pristopih 
linearnega programiranja klasifikacijski problem obravnavamo kot posebno obliko linearnega 
programa. Glede na nabor razredov in nabor atributov spremenljivk lahko določimo mejno 
vrednost ali mejo, ki ločuje razrede. Nadalje je vsak razred predstavljen s skupino omejitev 
glede na mejo v linearnem programu. Ciljna funkcija v modelu linearnega programiranja 
lahko zmanjša stopnjo prekrivanja med razredi in poveča razdaljo med njimi. Rezultat 
linearnega programiranja je optimalna razvrstitev. Vendar pa lahko zahtevani čas računanja 
presega čas statističnih pristopov. Različne statistične metode, kot so linearna diskriminantna 
regresija, kvadratna diskriminantna regresija in logistična diskriminantna regresija, so zelo 
priljubljene in se pogosto uporabljajo v klasifikacijah za poslovne namene. Čeprav je bila 
razvita statistična programska oprema za obdelavo velike količine podatkov, imajo statistični 
pristopi pomanjkljivost pri učinkovitem ločevanju večrazrednih problemov (en razred v 
primerjavi z ostalimi razredi).  
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Analiza z metodo grozdenja zajema nerazvrščene podatke in uporablja samodejne tehnike, 
da te podatke razvrsti v skupine. Grozdenje je brez nadzora in ne zahteva učnega seta. Skupno 
metodološko podlago si deli z metodo klasifikacije. Z drugimi besedami: večino prej 
omenjenih matematičnih modelov, povezanih s klasifikacijo, lahko uporabimo tudi za analizo, 
skladno z metodo grozdenja (Olson in Delen, 2008 str. 17). 
Modeli napovedne analize so povezani z regresijskimi tehnikami. Ključna ideja take analize je 
odkriti odnos med odvisno in neodvisno spremenljivko ter razmerje med neodvisnimi 
spremenljivkami (ena v primerjavi z drugo, ena v primerjavi s preostalimi itd.). Na primer: 
če je prodaja neodvisna spremenljivka, potem 
dobiček predstavlja odvisno spremenljivko. Z uporabo podatkov iz preteklosti o prodaji in 
dobičku lahko linearne ali nelinearne regresijske tehnike ustvarijo ustrezno regresijsko 
krivuljo, ki jo je mogoče uporabiti za povečanje dobička v prihodnosti. 
Analiza zaporednih vzorcev poskuša najti podobne vzorce pri podatkovnih transakcijah v 
obdobju poslovanja. Te vzorce lahko poslovni analitiki uporabljajo za ugotavljanje 
odnosov oziroma relacij med podatki. Matematični modeli, ki se uporabljajo pri metodi 
zaporednih vzorcev so logična pravila, mehka logika itd. Kot podaljšek zaporednih vzorcev se 
podobna časovna zaporedja uporabljajo za odkrivanje zaporedij, podobnih znanemu zaporedju 
v preteklosti in sedanjosti obdobja poslovanja. Med procesom podatkovnega rudarjenja lahko 
za namen določitve prihajajočih trendov primerjamo več podobnih zaporedij. Tak pristop je 
koristen zlasti pri obdelavi podatkovnih baz, ki imajo značilnosti podatkovnih vrst (Olson in 




3 Podatkovno rudarjenje v zdravstvu 
Postopki analize podatkov v zdravstvu postajajo vedno bolj zapleteni iz več razlogov, in sicer 
zaradi: (1) nastanka novih tehnik analize, ki omogočajo analizo nove generacije podatkov z 
nenavadnimi karakteristikami, (2) integrirane analize podatkov iz različnih virov istega 
področja, in (3) dosegljivosti sofisticirane in cenovno dosegljive tehnične opreme, ki uporabo 
obstoječih modelov za odločanje v zdravstvu uveljavilo kot praktično in pogosto uporabljeno 
rešitev. Tradicionalne statistične metode niso zmožne zadostiti vsem zgoraj naštetim pogojem, 
zato ni presenetljivo, da je prišlo do porasta novih metod z različnih področij, predvsem s 
področja strojnega učenja (Lucas, 2004, str. 1).  
Podatkovno rudarjenje lahko raziskovalcem pomaga pridobiti nov in poglobljen vpogled v 
raziskovano problematiko in olajša razumevanje velikih biomedicinskih podatkovnih baz. 
Poleg tega je podatkovno rudarjenje orodje za lažje odkrivanje novih biomedicinskih in 
zdravstvenih znanj za klinično in upravno odločanje, pa tudi za oblikovanje znanstvenih 
hipotez na podlagi velike količine eksperimentalnih podatkov, kliničnih podatkovnih baz ter 
biomedicinske literature (Yoo in drugi, 2011, str. 2431). 
V zdravstvu so metode podatkovnega rudarjenja v večini primerov uporabljene na dveh 
področjih: (1) zdravstvene zavarovalnice uporabljajo metode podatkovnega rudarjenja za 
namene preprečevanja zavarovalniških prevar in povečanja dobička z zaznavo 
nediagnosticiranih pacientov ter (2) za potrebe raziskovanja (Yoo in drugi, 2011, str. 2441). 
Po podatkih Ameriškega nacionalnega združenja za boj proti zavarovalniških goljufijam v 
zdravstvu (ang. National Healthcare Anti-Fraud Association) je vsota zavarovalniških prevar 
v ZDA ocenjena na 51 milijard dolarjev na leto (kar predstavlja 3 % letnih državnih izdatkov 
za zdravstveno zavarovanje). Prav zaradi tega so v zdravstveni zavarovalnici Highmark za 
namen prepoznavanja potencialnih zavarovalniških prevar zgradili klasifikacijske modele, ki 
temeljijo na ogromni količini terjatev ter podatkih o strankah in ponudnikih. Oblikovani sistem 
za odkrivanje prevar je namenjen analizi v realnem ali skoraj realnem času (ang. real-time ali 
near-real-time analysis) za izgradnjo napovednih modelov, ki lahko prevaro zaznajo in 
preprečijo še preden se pojavi. To nenehno posodabljanje cikla podatkovnega rudarjenja je v 
primeru zavarovalnice Highmark privedlo do letnega prihranka 11,5 milijonov dolarjev in 
znatnega zmanjšanja obremenitve preiskovalcev zavarovalniških prevar. Poleg izdelave 
klasifikacijskih modelov za namene preprečevanja zavarovalniških prevar je zavarovalnica 
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Highmark uporabila tehnologije podatkovnega rudarjenja za zaznavo nediagnosticiranih 
pacientov. Zgradili so namreč model odločitvenega drevesa s podatki o simptomih pacientov, 
zdravstvenimi anamnezami in demografskimi podatki. Ta model so uporabili za 
napovedovanje tveganja nastanka 13 različnih bolezni. Razvrščanje bolnikov glede na 
tveganost nastanka določene bolezni namreč omogoča takojšnje prepoznavanje bolnikov, ki bi 
lahko bili premalo oziroma nediagnosticirani. Če je delovanje takega odločitvenega drevesa 
uspešno, so bolezni pacientov odkrite v zgodnjih fazah, stroški oskrbe in zavarovalniških uslug 
pa se posledično znižajo. Takšna odločitvena drevesa so lahko zaradi porasta števila 
modeliranih bolezni nadgrajena vsako leto (Yoo in drugi, 2011, str. 2441). 
Vse omenjene metode podatkovnega rudarjenja (poglavje 2.1) predstavljajo dragoceno orodje 
za biomedicinsko raziskovanje zaradi svoje opisne (ang. descriptive) in napovedovalne (ang. 
predictive) narave. Z uporabo podatkovnega rudarjenja lahko zdravstveni delavci in 
raziskovalci izračunajo in napovejo oceno tveganja, prognozo ali diagnozo bolezni, trajanje 
bivanja v bolnišnici in podobno. Poleg tega lahko uporabniki pridobijo pogoste in običajne 
vzorce iz biomedicinskih in zdravstvenih podatkovnih baz, kot so odnosi med zdravstvenimi 
stanji in boleznimi, odnosi med različnimi boleznimi ter odnosi med zdravili (Yoo in drugi, 




4 Pljučni rak 
Rak na pljučih je med vsemi rakavimi obolenji najpogosteje razlog smrti, za njegovimi 
posledicami pa po vsem svetu na leto umre več kot milijon ljudi. Nastanek bolezni je v veliki 
meri mogoče preprečiti, saj med vzroki za pojav pljučnega raka prevladuje kajenje tobaka, 
kljub temu pa svetovna statistika ocenjuje, da 15 % pljučnih rakov med moškimi in 53 % 
pljučnih rakov med ženskami ni povezanih s kajenjem. Skupno 25 % pljučnih rakov na 
svetovni ravni torej ni posledica kajenja tobaka. Pljučni rak je tako med nekadilci sedmi 
najpogostejši vzrok smrti med rakavimi obolenji, pogostejši od raka materničnega vratu, 
trebušne slinavke in prostate (Sun in drugi, 2007, str. 778–779). 
Do začetka dvajsetih let prejšnjega stoletja je bil pljučni rak redka bolezen, od takrat pa je 
pogostost narasla do te mere, da je postal rak na pljučih najpogostejša oblika raka pri moških 
v večini držav po svetu. Pljučni rak predstavlja 12,7 % vseh novih rakavih obolenj na letni 
ravni in 18,2 % vseh smrtnih izidov zaradi raka. V primeru zgodnjega odkritja pljučnega raka 
je mogoča operacija, ki lahko poviša verjetnost preživetja, a je večina primerov odkritih 
pozneje, ko operacije ni več mogoče izvesti. Kot bomo utemeljili v nadaljevanju, obstaja veliko 
različnih dejavnikov tveganja za nastanek pljučnega raka, svetovne raziskave pa kažejo tudi na 
geografske razlike med državami in njihovim prebivalstvom. Pri moških je tako pogostost raka 
na pljučih najpogostejša v centralni in vzhodni Evropi (> 60 na 100.000 prebivalcev) in najnižja 
v Afriki ter zahodni in južni Aziji (< 15 na 100.000 prebivalcev). Zadnji trendi nakazujejo 
vedno redkejšo pojavnost pljučega raka v državah visokega prihodka (npr. Združeno 
kraljestvo), kjer je upadla pogostost uporabe tobaka, povečala pa se je v državah srednjega in 
nižjega prihodka, med katerimi izstopa Kitajska. 
Pljučni rak je najpogosteje prikazan kot kadilska bolezen, zato je število raziskav pljučnega 
raka med nekadilci omejeno. Definicij nekadilca je več – v statistikah, ki jih navajamo, je 
‘nekadilec’opredeljen kot oseba, ki je bila v svojem življenju izpostavljena največ 
100 cigaretam, ‘nekdanji kadilec’ kot oseba, ki je prenehala kaditi pred vsaj 12 meseci, 
‘kadilec’ pa kot oseba, ki trenutno kadi ali pa je prenehala kaditi v obdobju zadnjih 12 mesecev. 
Pacienti kljub temu da niso nikoli kadili, pogosto občutijo stigmo, da so sami vzrok svoje 
bolezni. Delež nekadilskih pacientov raka na pljučih zaradi uspešnega osveščanja o nevarnostih 
kajenja in programov za prenehanje kajenja upada. V zadnjem času je med pojavnimi oblikami 
pljučnega rakaprepoznanih vse več spolnih, kliničnopatoloških in molekularnih razlik 
(Brennan in drugi, 2010, str. 399). 
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4.1 Dejavniki tveganja pljučnega raka 
V diplomskem delu smo razvili aplikacijo za merjenje tveganosti nastanka pljučnega raka, ki 
temelji na najpogostejših dejavniki tveganja nastanka pljučnega raka. Dejavniki so naslednji: 
spol, starost, telesna teža, kajenje in uporaba tobaka, družinska zgodovina, uživanje alkohola, 
onesnaženost zraka, izpostavljenost nevarnosti na delovnem mestu, obsevanje prsnega koša ter 
kronične bolezni pljuč. 
4.1.1 Spol 
Pljučni rak velja za primarno moško bolezen, čeprav je postala v zadnjih letih pogostejša tudi 
med ženskami. Kljub temu je delež obolelih moških večji od deleža obolelih žensk. Raziskava 
iz leta 2020, v kateri so primerjali pogostost pljučnega raka med leti 2004 in 2012, je pokazala, 
da je na 100.000 prebivalcev s pljučnim rakom obolelo 73,8 moških in 51,6 žensk, kar očitno 
nakazuje na pogostejšo prisotnost pljučnega raka med moškimi kakor med ženskami na vseh 
stopnjah razvoja bolezni. Razlogov za tolikšno razliko v pogostosti pojavnosti pljučnega raka 
med spoloma je več, med najbolj očitne pa  uvrščamo pogostejše kajenje tobaka med moškimi, 
hormonske razlike, genetske razlike, pa tudi različno odzivanje na zdravljenje, ki je uspešnejše 
med ženskami (Tolwin in drugi, 2020, str. 14). 
4.1.2 Starost 
Starost je, tako kot spol, pomemben dejavnik, ki vpliva na stopnjo tveganja za nastanek 
pljučnega raka, v veliki meri pa sta oba dejavnika povezana s kajenjem tobaka. Povprečno 
število pokajenih cigaret na dan sicer s starostjo pada, zlasti po 60. letu starosti, in je nekoliko 
nižje pri ženskah kot pri moških. Kadilci med 70. in 79. letom v povprečju pokadijo 3–5 cigaret 
manj kot kadilci med 40. in 49. letom. Tveganost za nastanek pljučnega raka s starostjo narašča, 
pri čemer je stopnja umrljivosti starejših pacientov od 30- do 40-krat višja (Flanders in drugi, 
2003, str. 6557). 
4.1.3 Telesna teža 
Znano je, da je telesna teža (indeks telesne mase) izredno pomembna za človekovo počutje in 
zdravje, ter da lahko prekomerna telesna teža vodi v marsikateri zdravstveni zaplet. Med 
drugim je prekomerna telesna teža tudi pomemben dejavnik tveganja za različne oblike raka, 
med katerimi so najpogostejši rak debelega črevesja, rak na dojkah, ledvicah, želodcu in jetrih. 
Vpliv prekomerne telesne teže na stopnjo tveganja za nastanek pljučnega raka je bil dolga leta 
nejasen in neraziskan. Metaanaliza izvedenih raziskav je pokazala, da obstaja jasna povezanost 
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med prekomerno telesno težo (ITM ≥ 25 kg/m3) in pojavnostjo pljučnega raka, ki je bila 
vzpostavljena na osnovi primerjave z normalno telesno težo (18,5–24,9 kg/ m3). Ta povezava 
obstaja in velja ne glede na spol, populacijo ali metodo raziskave (Yang in drugi, 2013, str. 
132).  
4.1.4 Kajenje in uporaba tobaka 
Omenili smo že, da je pogostost pljučnega raka v veliki meri determinirana z uporabo tobaka 
in sicer višja kot je uporaba tobaka, višja je možnost za pojav pljučnega raka. Kancerogeni 
učinek tobačnega dima je bil odkrit v petdesetih letih dvajsetega stoletja, avtoritete in organi 
javnega zdravja pa nanj opozarjajo od leta 1960. Tveganost nastanka pljučnega raka je 
približno desetkrat večje pri kadilcih kot pri nekadilcih, pri čemer je povečana tveganost 
pogojeno z različnimi vidiki kajenja, npr.: povprečna poraba, dolžina obdobja kajenja in 
obdobja od opustitve kajenja, starost ob začetku kajenja itd. Tabela 1 prikazuje deleže obolelih 
za pljučnim rakom glede na spol in državo, pri katerih je rakavo obolenje povzročilo kajenje 
tobaka (Brennan in drugi, 2010, str. 401).  
Tabela 1: Delež pacientov s pljučnim rakom glede na državo in spol 
  Moški (%) Ženske (%) 
EU152  91 64 
EU103  94 67 
ZDA  91 86 
Kitajska  75 18 
 
Poleg kajenja tobaka je pogosta tudi drugačna uporaba tobaka, ki ne vključuje vdihavanje 
tobačnega dima. V teh primerih torej ne gre za kajenje cigar, pip, elektronskih cigaret itd., 
temveč za večinoma neposredno oralno uporabo tobaka. Govorimo o žvečenju, tobaka v obliki 
posušenih lističev ali stebel, pri čemer si uporabnik tobak namesti med dlesen, lice ali zobe. 
Nikotin iz tobaka je tako absorbiran s slino, ki je nato zaužita ali pa izpljunjena. V drugih 
primerih gre lahko tudi za vdihavanje tobaka, ki je zmlet v prah. Kljub temu da v navedenih 
primerih ne gre za kajenje in vdihavanje dima so lahko omenjeni načini uporabe tobaka prav 
tako nevarni in kancerogeni, saj je v primeru žvečenja in vdihavanja tobaka zaužita enaka 
 
2 EU15 = 15 držav, vključenih v EU pred letom 2004. 
3 EU10 = 10 držav, vključenih v EU po letu 2004. 
17 
 
količina nikotina kot pri kajenju, poleg tega pa je zaužitih še vsaj 30 kancerogenih snovi 
(Uporaba tobaka, 2015). 
4.1.5 Pasivno kajenje 
Pasivno kajenje je kombinacija dima, ki izhaja iz goreče konice cigareta ali drugega sredstva 
za kajenje (cigara, pipa), in dima, ki ga izdiha kadilec. Izdihani dim je razredčen z zrakom, a 
kljub temu v veliki meri vsebuje enake toksične in kancerogene snovi kot dim, ki ga vdihuje 
kadilec, čeprav v občutno manjših količinah. Večina epidemioloških raziskav vpliva pasivnega 
kajenja na pojavnost pljučnega raka je bila izvedena na partnerjih kadilcev in nekadilcev. 
Raziskava iz leta 1992 je pokazala, da je pasivno kajenje vsakoletno vzrok skoraj 3000 smrti v 
Združenih državah Amerike, kljub temu pa je bilo dokazano, da je pasivno kajenje relativno 
šibek kancerogen in da večina pljučnih rakov med nekadilci ne more biti pojasnjenih z zgolj 
pasivnim kajenjem (Sun in drugi, 2007, 780).  
4.1.6 Družinska zgodovina pljučnega raka 
Pljučni rak je pretežno obravnavan kot bolezen, ki jo povzroča kajenje tobaka in okoljska 
izpostavljenost, ne samo kajenju amak tudi drugim okoljskim dejavnikom. Kljub temu je treba  
dodati, da imajo genetski dejavniki nezanemarljivo vlogo pri razvoju bolezni. Dejstvo, da zgolj 
10–20 % kadilcev razvije rakavo obolenje, nakazuje na to, da se posamezniki med seboj 
razlikujejo po očutljivosti na okoljske dejavnike tveganja. Izvedena je bila analiza 11 različnih 
raziskav pljučnega raka med nekadilci, ki je izpostavila, da družinska zgodovina pljučnega raka 
poveča tveganost razvoja bolezni za 1,5-krat. Prav tako obstaja povečana tveganost glede na 
raso, in sicer je tveganost večje med temnopoltimi (Sun in drugi, 2007, str. 784).  
4.1.7 Uživanje alkohola 
Uživanje alkohola vsebuje več snovi, ki so kancerogene, zato obstaja povezava med uživanjem 
alkohola (≥ 30 g alkohola/d) in stopnjo tveganosti nastanka pljučnega raka. Uživanje alkohola 
se je kot najmočneje povezano z višjo tveganostjo za pojav rakavega obolenja izkazalo med 
mlajšimi nekadilci. Raziskave o alkoholizmu in umrljivosti zaradi pljučnega raka so pokazale, 
da je to dejstvo v veliki meri mogoče pojasniti s tem, da večina obravnavane populacije poleg 
alkohola uživa oziroma kadi ali na drug način uporablja tobak (Freudenheim in drugi, 2005, 
str. 657).  
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4.1.8 Izpostavljenost onesnaženosti zraka 
Onesnaženost zraka naj bi bila eden izmed dejavnikov tveganja nastanka pljučnega raka. Leta 
2013 je bila izvedena raziskava, v kateri so v sedemnajstih različnih evropskih državah 
opazovali povezanost dolgotrajne izpostavljenosti onesnaženosti zraka s pojavnostjo pljučnega 
raka na evropski populaciji. Metaanaliza je pokazala statistično značilno povezanost med 
tveganostjo nastanka pljučnega raka in vsebnostjo drobnih delcev v zraku, s čimer so potrdili 
hipotezo, da drobni delci in onesnaženost zraka pripomorejo k pojavnosti pljučnega raka v 
Evropi (Raaschou-Nielsen in drugi, 2013, str. 813).  
4.1.9 Izpostavljenost nevarnosti na delovnem mestu 
• Radioaktivni radon. Radon je radioaktivni plin brez vonja in barve. Nabira se v zaprtih 
prostorih in je lahko rakotvoren. Ocenjujejo, da je vsak deseti rak na pljučih posledica radona 
oziroma njegovih razpadnih produktov. Radon nastaja pri radioaktivnem razpadu radija v 
zemeljski skorji in prodira na površje. Na prostem se hitro dvigne v višje ležeče sloje atmosfere, 
v zaprtih prostorih pa se akumulira in lahko doseže zelo visoke koncentracije. Čeprav je radon 
radioaktiven, ne predstavlja resne nevarnosti za človeka. Bolj kot sam radon so nevarni njegovi 
kratkoživi razpadni produkti, ki so v zraku vedno prisotni skupaj z radonom. Ti produkti se 
usedajo na steno dihalne poti, tam razpadajo in napadajo okoliško tkivo. Poškodbe so lahko 
tako resne, da vodijo do nastanka raka. Na koncentracijo radona v zraku odločilno vplivajo 
značilnosti tal, na katerih stavba stoji, ter velikost, oblika, vrsta in starost stavbe ter kakovost 
njene izgradnje. V Sloveniji so visoke koncentracije radona prisotne predvsem na kraških tleh 
in prodnatih podlagah, torej predvsem v južnem delu države (Radioaktivni radon, 2020). Vir 
radona so prav tako podzemeljski rudniki, zlasti rudniki urana. Epidemiološke raziskave 
rudarjev so poleg eksperimentalnih poskusov na živalih potrdile kavzalen odnos med poklicno 
izpostavljenostjo radonu in razvojem pljučnega raka (Sun in drugi, 2007, str. 781).  
• Hlapenje olja med kuhanjem in izgorevanje premoga v notranjih prostorih. Veliki 
deleži obolenj s pljučnim rakom med nekadilkami na Kitajskem so razlog za vedno več 
raziskav, ki opazujejo vlogo okoljskih dejavnikov, kot sta izpostavljenost hlapenju olja in 
izgorevanju premoga v notranjih prostorih. Tradicionalni način kitajske kuhe (z vokom) 
vključuje segrevanje olja na visokih temperaturah, ki ima za posledico visoko raven emisij v 
slabo prezračenih prostorih. Omenjene substance dokazano vsebujejo kancerogene snovi. 
Raziskave so dokazale povezavo med izpostavljenostjo hlapom teh snovi in povečanim 
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tveganostjo za nastanek pljučnega raka med ženskami nekadilkami na Kitajskem, Tajvanu in 
v Singapurju (Sun in drugi, 2007, str. 781).  
4.1.10 Obsevanje prsnega koša 
Rentgenski žarki (ang. X-rays) in gama žarki (ang. gamma rays) so dokazano nevarni in 
kancerogeni za ljudi. Dokaze za to najdemo na več različnih področjih. Od študij na preživelih 
prebivalcih Japonske po eksploziji jedrskih bomb in posameznikov, izpostavljenih jedrskim 
nesrečam v Černobilu, do pacientov, ki so redno in dolgotrajno zdravljeni z obsevanjem, ter 
posameznikov, ki so izpostavljeni nevarnostim na delu, kot so denimo delavci v rudnikih urana. 
Večina raziskav posledic obsevanja opazuje posameznike, ki so ali so bili izpostavljeni visoki 
stopnji sevanja. Težje je namreč dokazati vpliv posledic manjše ali kratkotrajnejše 
izpostavljenosti sevanja na nastanek raka. Študije posameznikov, preživelih eksplozijo jedrske 
bombe v Nagasakiju ali Hirošimi, so dokazale povečano tveganost za nastanek različnih vrst 
raka, med drugim tudi pljučnega (levkemija, rak mehurja, rak dojk, rak jeter, kožni rak, rak 
želodca itd.) (Obsevanje, 2020). 
4.1.11 Kronične bolezni pljuč 
Kronične obstruktivne pljučne bolezni (KOPB) za razliko od ostalih dejavnikov tveganja ne 
povzročajo pljučnega raka oziroma ne povečujejo stopnje tveganja nastanka pljučnega raka, 
temveč so dobri pokazatelji pljučnega raka. Več raziskav je namreč potrdilo, da so pacienti s 
kroničnimi obstruktivnimi pljučnimi boleznimi v večji meri nagnjeni k razvoju pljučnega raka 





5 Izvedba aplikacije za merjenje tveganosti nastanka pljučnega 
raka 
Omenili smo že, da je pljučni rak po podatkih Svetovne zdravstvene organizacije (WHO) 
najpogostejša oblika raka na svetu in hkrati odgovoren za največje število smrti, povezanih z 
rakom. Samo v letu 2018 je po svetu za pljučnim rakom zbolelo 2,09 milijona ljudi, medtem 
ko je za rakom na pljučih umrlo 1,76 milijona obolelih (WHO rak, 2018). To pomeni, da je 
prepoznavanje genetskih in okoljskih dejavnikov zelo pomembno pri razvoju novih metod 
preprečevanja pljučnega raka. Smrtnost zaradi raka se lahko zmanjša, če primere rakavih 
obolenj odkrijemo in zdravimo dovolj zgodaj. Obstajata dve komponenti zgodnjega 
odkrivanja, in sicer z zgodnjo diagnozo ter s pregledi. Zgodnja diagnoza v praksi pomeni, da 
je verjetnost učinkovitega zdravljenja višja, če je rak odkrit v zgodnji fazi razvoja, , posledično 
pa je višja tudi verjetnost bolnikovega preživetja. Zgodnja diagnoza je sestavljena iz treh 
korakov (ozaveščenost, postopek klinične ocene in diagnostika ter dostop do zdravljenja). 
Zgodnja diagnoza je ključna pri vseh oblikah raka – če do diagnoze pride pozno, ko rak 
napredoval v pozne faze, kurativno zdravljenje morda ni več mogoče. Drugo komponento 
odkrivanja predstavljajo pregledi. Cilj pregledov je prepoznati nepravilnosti, ki kažejo na 
določen tip raka s še nerazvitimi simptomi, in pacienta nemudoma napotiti na diagnozo in 
zdravljenje. Pregledi so lahko učinkoviti za določene tipe raka (Brennan in drugi, 2010, str. 
402). V Sloveniji se izvajajo trije strokovno utemeljeni programi za zgodnje odkrivanje oblik 
raka, in sicer program DORA4 za odkrivanje raka dojk, SVIT5 za odkrivanje raka debelega 
črevesja in danke ter program ZORA6 za odkrivanje raka materničnega vratu.  
V nadaljevanju bomo podrobneje opisali metodologijo, ki smo jo uporabili pri izdelavi 
aplikacije za merjenje tveganosti pljučnega raka, opisali bomo delovanje aplikacije in njene 








5.1 Uporabljena metodologija 
V četrtem poglavju smo podrobneje opisali dejavnike tveganja nastanka pljučnega raka. 
Dejavnikov tveganja je veliko, smrtnost zaradi pljučnega raka pa je v zadnjih letih narasla, 
predvsem v državah v razvoju (Sun in drugi, 2007, str. 778). Prav zaradi visokega tveganja za 
smrt je zgodnja diagnoza pljučnega raka ključnega pomena, diagnosticiranje pa je, predvsem 
za nerazvitejše države, zelo drag postopek, ki je zaradi svoje cene nedosegljiv za marsikaterega 
državljana. Odkrivanje in razvijanje novih, cenovno dostopnejših tehnik diagnosticiranja in 
raziskovanja je, kot smo že omenili, eden izmed dragocenejših načinov implementacije 
podatkovnega rudarjenja v zdravstvu (Yoo in drugi, 2011, str. 2441). V diplomski nalogi smo 
oblikovali aplikacijo za merjenje nastanka tveganosti pljučnega raka, ki temelji prav na 
podatkovnem rudarjenju, in predstavlja za uporabo enostavno rešitev z nizkimi stroški 
postavitve in razvoja. Aplikacija temelji na raziskavi Ahmeda in drugih, ki so leta 2013 na 
podlagi bangladeške populacije zbrali podatke o pljučnem raku. Vzorec je zajemal 400 
posameznikov, pri čemer je bilo 50 % rakavih bolnikov, 50 % pa ne. Vzorec je sestavljalo 200 
moških in 200 žensk med 20. in 80. letom starosti. Avtorji so na podlagi preteklih raziskav 
določili 20 dejavnikov tveganja za nastanek pljučnega raka. Te dejavnike so nato združili v 
skupine in primerno utežili. Prvotni dejavniki so bili naslednji: starost, spol, dednost, pretekle 
diagnoze, uporaba antihipersenzitivnih drog, kajenje, prehranjevalne navade, fizična aktivnost, 
debelost, uporaba tobaka, genetska tveganja, okolje, psihične travme, uživanje rdečega mesa, 
uravnovešena dieta, povišan krvni tlak, bolezni srca, prekomerno uživanje alkohola, terapija z 
obsevanjem ter kronične bolezni pljuč (Ahmed in drugi, 2013, str. 596). 
Avtorji so podatke o bolnikih in njihovih bolezni sprva zbrali, nato pa obdelali. Obdelava 
podatkov pred začetkom podatkovnega rudarjenja je ključnega pomena, saj se na ta način 
prilagodi izbira analize, hkrati pa se zaradi izogiba podvojenim zapisom zmanjša obseg baze 
podatkov. Po obdelavi podatkov sledi grozdenje (ang. clustering). Grozdenje je postopek 
ločevanja podatkov v bazi na podskupine glede na njihovo edinstveno značilnost. Z 
grozdenjem se ločijo podatki, pomembni za napovedovanje tveganosti nastanka pljučnega 
raka, in podatki, ki nanj nimajo vpliva. Cilj takega združevanja v skupine je razvrstitev 
predmetov ali podatkov v število kategorij ali razredov, pri čemer vsak razred predstavlja enako 
značilnost. Glavna prednost grozdenja je v tem, da je vsak podatkovni objekt dodeljen 
neznanemu razredu, ki ima edinstveno lastnost. Ahmed in drugi (2013) so za potrebe grozdenja 
uporabili K-means metodo. K-means je splošno priznan instrument za združevanje ali 
grozdenje, ki se najpogosteje uporablja v robotiki in na področju odkrivanja bolezni s pomočjo 
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umetne inteligence. V tej metodi K pomeni pozitivno celo število, ki predstavlja število skupin 
oziroma grozdov. Vnaprej je treba določiti število skupin in njihova začetna središča. Podatki 
pred obdelavo so razdeljeni v dve skupini. V našem primeru ima torej K vrednost 2, kar 
predstavlja dva grozda, pri čemer je v enem grozdu skupina dejavnikov, ki vsebuje podatke, 
relevantne za pojav pljučnega raka, v drugem grozdu pa so dejavniki, ki pri oceni tveganja za 
nastanek pljučnega raka nimajo pomena. Ta proces združevanja v skupine je najbolj ključen 
korak v procesu podatkovnega rudarjenja v našem primeru. Velja za glavni koncept 
podatkovnega rudarjenja, katerega namen je najti pogoste predmete ali vzorce iz podatkovne 
baze. Iz prvotno izbranih 20-ih faktorjev tveganja smo s pomočjo metode K-means (pri čemer 
je k=2) izločili 7 faktorjev in oblikovali skupino trinajstih faktorjev tveganja, ki smo jih 
vključili v aplikacijo. Po procesu grozdenja so avtorji za pridobivanje pogostih vzorcev 
uporabili algoritma AprioiTid (Lan in drugi, 2010, str. 235) in algoritem odločitvenih dreves 
(Yael in Elad, 2010, str. 849). 
5.1.1 Algoritem AprioriTid 
Algoritmi za odkrivanje vzorcev večkrat preverijo velike nabore podatkov. V vsakem naboru 
podatkov je obilo povezovalnih pravil. Učni algoritem ima nalogo poiskati vsa povezovalna 
pravila. Z uporabo algoritmov v prvi preverbi najprej preštejemo podporo (ang. Support) 
posameznim elementom in določimo, kateri od njih so dovolj veliki, torej ustrezajo pogoju 
minimalne podpore. Podpora določa, kako pogosto je pravilo uporabljeno v množici podatkov 
(Šostar, 2016, str. 49). Pri vsaki naslednji preverbi oziroma prehodu začnemo z naborom 
elementov, za katere je bilo v prejšnji preverbi ugotovljeno, da so bili veliki. Ta »semenski« 
nabor uporabljamo za ustvarjanje novih potencialno velikih naborov elementov, imenovanih 
nabori kandidatnih elementov, in štejemo dejansko podporo za te kandidatne nabore elementov 
med prenosom podatkov. Na koncu prehoda določimo, kateri izmed kandidatnih naborov 
predmetov so dejansko veliki in lahko postanejo seme za naslednji prehod. Ta postopek se 
nadaljuje, dokler ne najdemo novih velikih naborov predmetov. Algoritma Ariori in AprioriTid 
ustvarjata kandidate za nabore elementov, ki jih je treba šteti v prehodu z uporabo naborov, ki 
so bili že v prejšnjem prehodu veliki, a hkrati ne upoštevamo celotnega nabora transakcij v 
zbirki elementov. Osnovna intuicija je, da mora biti katerakoli podskupina velikega nabora 
elementov velika, zato je mogoče ustvariti kandidatne nabore elementov, ki imajo k-elementov, 
tako da združimo velike nabore elementov, ki imajo k-1 elementov, in izbrišemo tiste, ki 
vsebujejo katerokoli podmnožico, ki ni velika. Rezultat tega postopka je veliko manjše število 
kandidatnih naborov (Agrawal in Srikant, 1994, str. 489). V raziskavi (Ahmedi in drugi, 2013), 
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na kateri temelji diplomska naloga je bil uporabljen AprioriTid algoritem, ki ima dodatno 
lastnost, da se baza podatkov sploh ne uporablja za štetje podpore kandidatnih naborov 
elementov po prvem prehodu, Ahmed in drugi pa so ga v izbranem primeru iskanja značilnih 
vzorcev faktorjev tveganja in njihovega uteževanja.  
Na podlagi uteževanja, je bila vsaka vrednost posameznega faktorja tveganja točkovana. V 
tabeli 2 so razvidni vsi ti faktorji tveganja - parametri, vrednosti ki so v aplikaciji zajete za 
posamezen parameter ter točkovanje, ki je določeni vrednosti dodeljena. Ti faktorji so bili nato 
točkovani glede na stopnjo tveganosti- bolj kot je faktor škodljiv (bolj kot doprinese k nastanku 
pljučnega raka), več točk ima. Če to ponazorimo na primeru spola; moški, ki so bolj kot ženske 
nagnjeni k razvoju pljučnega raka (glej poglavje 4.1.1), so točkovno bolj ovrednoteni (3 točke), 




Tabela 2: Parametri signifikantnih vzorcev in ustrezne vrednosti uteži in točkovanja 
Parameter Vrednost Točkovanje 
Starost 
≤ 40 1 
< 40 – ≤ 60 2 











Obsevanje prsnega koša 
Ne 1 
Da 2 





























5.1.2 Algoritem odločitvenega drevesa 
Metoda oziroma algoritem odločitvenega drevesa je koristno statistično orodje za klasifikacijo, 
napovedovanje, interpretacijo in manipulacijo s podatki, ki ima več potencialnih aplikacij v 
medicinskih raziskavah. Uporaba modelov dreves odločanja za opis ugotovitev raziskav ima 
naslednje prednosti: poenostavlja kompleksne povezave med vhodnimi spremenljivkami in 
ciljnimi spremenljivkami z delitvijo izvirnih vhodnih spremenljivk v pomembne podskupine, 
je enostavna za razumevanje in razlago ter omogoča neparametrični pristop brez distribucijskih 
predpostavk, preprosto obvladovanje manjkajočih vrednosti, ne da bi se morali zateči k 
imputaciji, in preprosto ravnanje s težkimi poševnimi podatki, ne da bi se bilo treba zateči k 
njihovi transformaciji (Song in Lu, 2015, str. 134). 
Kot pri vseh analitičnih metodah obstajajo tudi omejitve metode odločitvenega drevesa, ki se 
jih morajo uporabniki zavedati. Glavna pomanjkljivost je ta, da je lahko metoda preveč ali 
premalo opremljena (natančno ali preveč ustreza določenemu naboru podatkov, zaradi česar 
morda ne ustreza dodatnim podatkom ali nezanesljivo napove prihodnja opazovanja), zlasti če 
uporabljamo majhen nabor podatkov. Ta težava lahko omeji splošnost in robustnost nastalih 
modelov. Druga potencialna težava je v tem, da lahko močna korelacija med različnimi 
potencialnimi vhodnimi spremenljivkami povzroči izbiro spremenljivk, ki izboljšajo statistiko 
modela, vendar niso vzročno povezane z izidom, ki nas zanima. Na podlagi tega lahko 
sklenemo, da je potreba previdnost pri razlagi modelov dreves odločanja in pri uporabi 
rezultatov teh modelov za razvoj vzročnih hipotez (Song in Lu, 2015, str. 134). 
V tabeli 2 smo prikazali sistem točkovanja vseh faktorjev tveganja. Seštevek tega točkovanja 
je bistvenega pomena pri določanju stopnje tveganosti. Kot je razvidno iz slike 1, je namreč 
stopnja tveganosti nastanka pljučnega raka za posameznega uporabnika na podlagi 





Slika 5.1: Diagram poteka algoritma odločitvenega drevesa 
 
5.2 Tehnologije in orodja 
5.2.1 Java 
Java je objektno usmerjen programski jezik, ki temelji na razredih (ang. class) in je zasnovan 
tako, da zmanjšuje odvisnosti ob implementaciji. Gre za splošni programski jezik, ki 
razvijalcem aplikacij omogoča, da kodo napišejo in jo zaženejo kjerkoli (ang. “write once, run 
anywhere”), kar pomeni, da se prevedena koda Java lahko izvaja na vseh platformah, ki 
podpirajo Javo, ne da bi jo bilo treba ponovno prevesti. Java aplikacije so običajno sestavljene 
v t. i. bytecodu, ki se lahko izvaja na kateremkoli Java virtualnem stroju (JVM), ne glede na 
osnovno računalniško arhitekturo. Bytecode ali prenosna koda je oblika ukazov, zasnovanih za 
učinkovito izvajanje kode s pomočjo programskega tolmača. V nasprotju s človeško berljivo 
izvorno kodo je prenosna koda kompaktna, numerična in sestavljena iz konstant, sklicev 
(številk), ki kodirajo na način, razumljiv za prevajalnik, in omogoča semantične analize vrst, 
obsega in globine gnezdenja programskih objektov. Sintaksa Java je podobna C in C++. Do 
leta 2019 je bila Java eden izmed najbolj priljubljenih programskih jezikov (Java, 2020). 
5.2.2 IntelliJ IDEA 
 
IntelliJ IDEA je integrirano razvojno okolje (ang. Integrated development environment) IDE, 
napisano v Javi, ki se uporablja za razvoj programske opreme. Orodje je razvilo podjetje 
JetBrains leta 2001. Razvojno okolje je odprtokodno, kar pomeni, da si lahko razvijalec okolje 
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prilagodi po lastnih željah in potrebah razvoja. IntelliJ podpira večje število razvojnih jezikov 
(SQL, PHP, Ruby, HTML/CSS, JavaScript, Groovy, Java), omogoča pa tudi integracijo 
nadzora verzij programske kode z možnimi rešitvami (Git, Subversion, VCS, CVS) (IntelliJ 
IDEA, 2020). 
5.3 Delovanje aplikacije 
Za izdelavo projektne aplikacije smo uporabili programski jezik Java, ki v ima že v osnovi 
integrirane razrede Java Foundation (JFC). V sklopu Java razredov je Jawa Swing grafični 
uporabniški vmesnik GUI (ang. graphical user interface), ki se ga uporablja za aplikacije, ki 
se poganjajo iz namizja operacijskega sistema (Windows, Linux, MAC OS ali katerikoli drugi). 
Aplikacije, razvite z Java Swing, imajo popoln nadzor nad viri na namizju, torej lahko namizna 
aplikacija piše neposredno na disk, nalaga spomin v RAM, dostopa do komponent v omrežju 
ter ima na razpolago vse vhodne in izhodne naprave. V IntelliJ Idea smo ustvarili nov Java 
projekt in dodali obstoječe knjižnice:  
• javax.swing.* – Ponuja nabor osnovnih komponent, napisanih v Javi, ki v največji 
možni meri delujejo enako na vseh komponentah 
• java.awt.event.* – Ponuja vmesnike in razrede za obravnavo različnih vrst 
dogodkov, ki jih sprožijo komponente AWT (ang. abstract window toolkit). 
• java.awt.Frame – Razširjena različica java.awt.Frame, ki dodaja podporo za 
arhitekturo komponent JFC (ang. java foundation classes)/Swing.  
Nato smo ustvarili razred RaKulator. V njem smo uporabili vse ključne konstruktorje 
aplikacije, ki bodo v nadaljevanju našteti, vsakemu od njih pa bo dodan še primer. 







ButtonGroup bg=new ButtonGroup(); 
bg.add(rb1);bg.add(rb2);bg.add(rb5); 
 
• Oznaka (ang. Label)  
l14=new JLabel("Ali imate kronične bolezni pljuč?") ; 














V nadaljevanju smo ustvarili še razred public void actionPerformed(ActionEvent e). Z 
implementacijo upravitelja dogodkov (ang. Event handler) smo določili pravila, kaj se zgodi, 
ko uporabnik izvede določeno operacijo. Pravila se upoštevajo vsakič, ko uporabnik izbere 
gumb, vnese besedilo v besedilno polje ali izbere izbirno tipko. Glede na izbrano izbirno tipko 
za posamezno vprašanje se spremenljivka »tveganje« poveča za pripadajočo vrednost, 
določeno v Tabeli 2.  
Primer preverbe izbirnih gumbov za vprašanje o starosti:  
if(rb1.isSelected()){ tveganje = tveganje + 1; } 
if(rb2.isSelected()){ tveganje = tveganje + 2; } 
if(rb5.isSelected()){ tveganje = tveganje + 3; } 
 
Končni korak je preverba spremenljivke »tveganje« za določanje stopnje tveganja nastanka 
pljučnega raka na podlagi algoritma odločitvenega drevesa (glej Sliko 1) ter izpis rezultata 
preverbe: 
if(tveganje>=24) { 
JOptionPane.showMessageDialog(this, " Imate visoko stopnjo 
tveganja raka pljuč. Svetujemo vam obisk pulmologa. " ); 
        } 
else if (tveganje>=19 &  tveganje<=23){ 
JOptionPane.showMessageDialog(this, "imate srednjo stopnjo 
tveganja raka pljuč. Svetujemo vam obisk osebnega zdravnika." ); 
} 
else if (tveganje <=18){ 
JOptionPane.showMessageDialog(this, "Imate nizko stopnjo 




V nadaljevanju sledijo slikovno prikazana sporočilna okna, ki prikazujejo aplikacijo in pa vsa 
sporočila, ki se lahko prikažejo v različnih primerih. Slika 2 prikazuje prvo okno aplikacije 
RaKulator. 






V nadaljevanju bodo prikazani primeri sporočilnih oken, ki se prikažejo glede na vnesene 
podatke. 
Na slikah 3, 4 in 5 so prikazana sporočila za stopnjo tveganja nastanka pljučnega raka. V 
primeru srednje ali visoke stopnje tveganja je uporabniku svetovan obisk pri osebnem 
zdravniku oziroma pulmologu. 
Slika 5.3: Sporočilno okno za nizko stopnjo tveganja 
 
Slika 5.4: Sporočilno okno za srednjo stopnjo tveganja 
 
Slika 5.5: Sporočilno okno za visoko stopnjo tveganja 
 
Dodatna sporočilna okna se prikažejo, če je uporabnik označil, da kadi ali uporablja tobak, da 
ima prekomerno težo ali pa da prekomerno uživa alkohol – ne glede na to, kakšno stopnjo 
tveganja nastanka pljučnega raka ima uporabnik. V tem primeru se, kot je razvidno iz slike 6, 





Slika 5.6: Sporočilno okno v primeru prekomernega uživanja alkohola 
 
Podobna sporočilna okna se pojavijo tudi v naslednjih primerih: 
• Prekomerna telesna teža. Sporočilo se v tem primeru glasi: »Svetujemo vam, da skušate 
znižati svojo telesno težo ter sledite smernicam zdravega življenja.« 
• Prekomerno kajenje. Sporočilo se glasi: »Svetujemo vam, da opustite kajenje in se 
udeležite zdravstveno-vzgojnih delavnic, ki se izvajajo v vašem zdravstvenem domu, ali 
pa poiščete pomoč pri opuščanju kajenja na brezplačni telefonski številki 080 27 77.« 
• Prekomerna uporaba tobaka. Sporočilo se glasi: »Svetujemo vam, da zmanjšate 
uporabo tobaka. Udeležite se zdravstveno-vzgojnih delavnic, ki se izvajajo v vašem 
zdravstvenem domu, ali poiščite nasvet za pomoč pri opuščanju uporabe tobaka na 





V diplomskem delu smo obravnavali podatkovno rudarjenje ter pomen podatkovnega 
rudarjenja v zdravstvu ter na podlagi preteklih raziskav razvili aplikacijo za merjenje tveganosti 
nastanka pljučnega raka, ki deluje na podlagi ustrezno uteženih dejavnikov tveganja nastanka, 
ki so bili predhodno utemeljeni. Uvodoma smo si postavili dve raziskovalni vprašanji, na kateri 
smo v teoretičnem in empiričnem delu diplomskega dela uspešno odgovorili. 
V stoletju podatkov, ko nas podatki na vsakodnevni ravni obkrožajo na skoraj vseh področjih 
industrije in znanosti, podatkovno rudarjenje in vse metode podatkovnega rudarjenja 
predstavljajo eno izmed glavnih smeri računalništva, ki se razvija že od šestdesetih letih 
prejšnjega stoletja, nedvomno pa se bodo raziskave na tem področju nadaljevale in si lahko 
njihov razvoj obetamo tudi v prihajajočih desetletjih. Z avtomatizacijo generiranja velikih 
količin podatkov se svet sooča z nabori podatkov, ki jih ročno ni mogoče analizirati. 
Podatkovno rudarjenje, ki ga pogosto imenujemo tudi odkrivanje zakonitosti v podatkovnih 
bazah, je definiran kot netrivialni proces prepoznavanja veljavnih, novih, potencialno koristnih 
in razumljivih vzorcev v podatkih (Fayyad in drugi, 1996, str. 83). 
Zaradi splošne prisotnosti podatkov in hitro razvijajočih se tehnik podatkovnega rudarjenja 
smo si zastavili prvo raziskovalno vprašanje, na katerega lahko s pomočjo teoretske utemeljitve 
tudi odgovorimo: Zakaj so tehnike podatkovnega rudarjenja koristne v zdravstvu? Kot na 
mnogih področjih znanstvenih ved in gospodarskih panog, podatkovno rudarjenje opravlja 
vedno pomembnejšo vlogo tudi v zdravstvu. Reševanje preobremenitve s podatki, odločanje 
na podlagi dokazov in preprečevanje bolnišničnih napak, oblikovanje politik javnega 
zdravstva, varčnejši načini raziskovanja, zgodnje odkrivanje bolezni (tudi pandemičnih) ter 
neinvazivno diagnosticiranje in podpora pri odločanju, so rešitve, ki jih podatkovno rudarjenje 
prinaša zdravstvu (Canlas, R.D., 2009, str. 4). 
V diplomskem delu smo na podlagi raziskave Ahmeda in drugih (2013) oblikovali aplikacijo 
RaKulator za merjenje tveganosti nastanka pljučnega raka. Aplikacija je razvita v 
programskem jeziku Java s pomočjo razvojnega okolje IntelliJ. Uporabnik aplikacije vnese 
svoje demografske podatke in podatke o življenjskem slogu, ki so glede na sistem uteževanja 
ovrednoteni in točkovani. Na podlagi odločitvenega drevesa je nato s pomočjo vsote prej 
omenjenega točkovanja določena stopnja tveganja nastanka pljučnega raka. Glede na 
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življenjski slog in stopnjo tveganja je uporabniku ponujen nasvet o izboljšanju življenjskega 
stila, s katerim bi se stopnja tveganja nastanka pljučnega raka lahko zmanjšala. 
Končni izdelek diplomskega dela je torej aplikacija RaKulator, na katero pa se navezuje tudi 
naše drugo raziskovalno vprašanje, ki se glasi: Na kakšen način lahko aplikacija RaKulator 
pripomore k zgodnjemu odkrivanju in preprečevanju pljučnega raka? Odgovor na to 
raziskovalno vprašanje lahko najdemo v naravi same bolezni. Po podatkih Svetovne 
zdravstvene organizacije je pljučni rak najpogostejša oblika raka na svetu, ki je na letni ravni 
povzroča največje število smrti, povezanih z rakavimi obolenji. Samo v letu 2018 je po svetu 
za pljučnim rakom zbolelo 1,09 milijona ljudi (WHO rak, 2018). Najpogostejši dejavniki 
tveganja nastanka pljučnega so starost, spol, okolje (onesnaženost zraka, obsevanje), kajenje, 
uporaba tobaka, prekomerno uživanje alkohola, genetska tveganja, kronične bolezni pljuč ter 
debelost (Ahmed in drugi, 2013, str. 597). Prav zato sta zgodnje odkrivanje bolezni ter 
neinvazivni postopek diagnoze ključnega pomena pri pljučnem raku in razvoju te bolezni.  
Zavedamo se, da aplikacija RaKulator ne ponuja tako zanesljivih diagnoz kot običajno 
uporabljeni postopki diagnoze, vseeno pa aplikacija pripomore k ozaveščanju uporabnikov o 
zdravih življenjskih navadah in jim lahko poda jasna navodila za ustrezno in učinkovito 
ravnanje ob morebitnem sumu na prisotnost dejavnikov, ki bi utegnili vplivati na pojav 
rakavega obolenja. Prav tako je iz stroškovnega vidika aplikacija mnogo ugodnejša od njenih 
alternativ, sploh v razvijajočih se državah, kjer je zdravstveni sistem že tako finančno 
podhranjen. 
RaKulator ima tudi nekaj pomanjkljivosti, ki bi jih bilo treba izboljšati, če bi želeli, da 
aplikacija dejansko služi svojemu namenu v javni uporabi. Izboljšati bi morali jasnost 
postavljenih vprašanj in natančneje definirani določene pojme (npr. obsevanje prsnega koša, 
ovire na delovnem mestu, onesnaženost zraka itd.), prav tako pa bi morali za potrebe 
veljavnosti merskega inštrumenta podrobneje opredeliti določena vprašanja – kaj pomeni 
prekomerno uživanje alkohola, določiti parametre kajenja (povprečno število pokajenih 
cigaret, časovno obdobje rednega kajenja itd.).  
Predlogi za nadaljnje raziskovanje in razvijanje tovrstnih aplikacij posledično vključujejo 
razumljivejše in intuitivnejše merske inštrumente, ki so za uporabnika ključni del same 
aplikacije. Povezovanje in sodelovanje različnih zdravstvenih institucij pri razvijanju aplikacij 
za merjenje tveganosti nastanka raka pa bi lahko doprinesla k še višji ozaveščenosti ter k 
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opolnomočenju in informiranju družbe, ne samo pacientov, o različnih vrstah raka, njihovih 
dejavnikih tveganja, življenjskih navadah posameznika, ter navsezadnje o ustreznem in 
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