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7.1 Nadaljnje delo . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Literatura 39
Seznam uporabljenih kratic
kratica angleško slovensko
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Povzetek
Naslov: Metrični trgovski potnik
Avtor: Maj Šavli
Problem trgovskega potnika je eden izmed najbolj znanih problemov kombi-
natorične optimizacije. Nenehno ga preučujejo že od leta 1930, sprašuje pa
naslednje vprašanje:
”
Če imamo množico mest in množico razdalj med vsa-
kim parom mest, kakšna je najkraǰsa možna pot, po kateri lahko obǐsčemo
vsa mesta natančno enkrat in se vrnemo v začetno mesto?“ Problem trgo-
vskega potnika spada med NP-težke probleme, kar pomeni, da (zaenkrat)
ne poznamo algoritma, ki bi ta problem rešil v polinomskem času. Ker
pa v praksi ne potrebujemo vedno optimalne rešitve, obstajajo za ta pro-
blem tudi aproksimacijski algoritmi. Pri teh algoritmih pa obstaja nekaj
ključnih predpostavk. Zaradi teh predpostavk ne moremo več govoriti o
splošnem problemu trgovskega potnika, ampak začnemo govoriti o problemu
metričnega trgovskega potnika. V diplomskem delu sta predstavljena pro-
blema trgovskega potnika in metričnega trgovskega potnika, podroben opis
in implementacija dveh trenutno najbolǰsih aproksimacijskih algoritmov za
problem metričnega trgovskega potnika ter testiranje, primerjava in analiza
implementiranih algoritmov.
Ključne besede: problem trgovskega potnika, metrični trgovski potnik,
aproksimacija, NP-težkost.

Abstract
Title: The metric salesperson problem
Author: Maj Šavli
The traveling salesperson problem is one of the best-known problems of com-
binatorial optimization. It has been continuously studied since 1930 and it
asks the following question: “If we have a set of cities and a set of distances
between each pair of cities, what is the shortest possible route to visit all the
cities, each exactly once, and return to the starting place?” The TSP is an
NP-hard problem, which means that (for the time being) we do not know
the algorithm that would solve this problem in polynomial time. Since we do
not always need the optimal solution, there exist approximation algorithms
for this problem. For these algorithms, however, there are some key assump-
tions. Because of these assumptions, we can no longer deal with the general
TSP. Instead, we talk about the so-called metric traveling salesperson prob-
lem. The thesis presents the TSP problem, the metric traveling salesperson
problem, a detailed procedure and implementation of two currently best ap-
proximation algorithms for the metric traveling salesperson problem. In the
last part, the implemented algorithms are tested, compared and analysed.
Keywords: traveling salesperson problem, metric traveling salesperson prob-
lem, approximability, NP-hardness.

Poglavje 1
Uvod
1.1 Motivacija in cilji
Problem trgovskega potnika je eden najstareǰsih in najbolj vneto preučevanih
optimizacijskih problemov. Začetki tega problema segajo že v 19. stoletje,
uradno pa je bil definiran okoli leta 1930. Uporabimo ga lahko na številnih
vsakdanjih problemih, najbolj znana pa je uporaba pri optimizaciji logistike,
npr. računanju najkraǰse poti dostavljalca hrane, organizaciji poti šolskega
avtobusa skozi naselje, prevažanju raznega materiala, itd. Z rahlim prilaga-
janjem pa ga lahko uporabimo na mnogih drugih področjih, kot so biologija,
astronomija, šport, itd.
Kot vemo, spada ta problem med NP-težke probleme, za katere velja,
da jih zelo verjetno ni mogoče rešiti v polinomskem času. Če problem TSP
malce poenostavimo, pa že obstajajo precej dobri algoritmi, ki se izvedejo v
polinomskem času in vrnejo relativno dobre približke optimalnega rezultata.
Cilj diplomske naloge je podroben opis, implementacija, primerjava in
kritično ovrednotenje dveh trenutno najbolǰsih aproksimacijskih algoritmov,
algoritma podvojenega drevesa in Christofidesovega algoritma.
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1.2 Struktura dela
Jedro diplomskega dela je sestavljeno iz petih poglavij in se začne z drugim
poglavjem, kjer definiramo oz. podamo potrebno teoretično predznanje in de-
finicije. V tretjem poglavju je na splošno opisan problem trgovskega potnika,
uvod v aproksimacijske algoritme in uvod v problem metričnega trgovskega
potnika, ki je tudi glavna tema diplomske naloge.
V četrtem poglavju sta podrobno predstavljena aproksimacijska algoritma
za problem metričnega trgovskega potnika, algoritem podvojenega drevesa
in Christofidesov algoritem. Za vsakega izmed algoritmov je s slikami podan
primer izvajanja, časovna zahtevnost in kakovost aproksimacije.
V petem poglavju so navedene knjižnice, ki smo jih uporabili pri imple-
mentaciji algoritmov in potrebna razlaga implementacije posameznih korakov
algoritmov.
V šestem poglavju pa so predstavljeni rezultati testiranja algoritmov in
njihovo vrednotenje oz. primerjava. Sledi zaključek, kjer so zapisane za-
ključne ugotovitve in možnosti za nadaljnje delo.
Poglavje 2
Definicije in razlage
V tem poglavju so definirani pojmi iz teorije grafov, ki so potrebni za razu-
mevanje nadaljevanja. Definicije in pojmi so vzeti iz [5].
Definicija 1. Neusmerjen graf je urejena trojka (V,E,Ψ), kjer sta V in
E končni množici in Ψ : E → {X ⊆ V : |X| = 2}.
Definicija 2. Usmerjen graf je urejena trojka (V,E,Ψ), kjer sta V in E
končni množici in Ψ : E → {(v, w) ∈ V × V : v 6= w}.
Elementi množice V se imenujejo vozlǐsča, elementi množice E pa pove-
zave. Pravimo, da povezava e = (v, w) povezuje v in w. V tem primeru
sta v in w sosednji vozlǐsči. Vozlǐsče v je sosed vozlǐsča w in obratno. V
neusmerjenih grafih je stopnja vozlǐsča v kar število sosedov tega vozlǐsča.
Definicija 3. Povezavi e, e′ sta vzporedni, če velja Ψ(e) = Ψ(e′).
Definicija 4. Preprost graf je graf, ki ne vsebuje vzporednih povezav.
Definicija 5. Poln graf je preprost neusmerjen graf, kjer je vsak par vozlǐsč
povezan.
Definicija 6. Naj bo G graf. Zaporedju v1, e1, v2, ..., vk, ek, vk+1 pravimo
sprehod v G, če velja k ≥ 0, ei = (vi, vi+1) ∈ E(G) za i = 1, ..., k in ei 6= ej
za vse 1 ≤ i < j ≤ k. Sprehod je zaprt, če velja v1 = vk+1.
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Definicija 7. Obhod ali cikel je graf ({v1, ..., vk}, {e1, ..., ek}), kjer je zapo-
redje v1, e1, v2, ..., vk, ek, v1 zaprt sprehod in velja vi 6= vj za 1 ≤ i < j ≤ k.
Definicija 8. Hamiltonov obhod je obhod, ki obǐsče vsako vozlǐsče grafa
natanko enkrat.
Definicija 9. Eulerjev obhod je obhod, ki obǐsče vsako povezavo grafa
natanko enkrat.
Poglavje 3
O problemu
3.1 Splošno o problemu trgovskega potnika
3.1.1 Definicija
Obstaja več vrst računskih problemov. Problem trgovskega potnika spada
med tako imenovane optimizacijske probleme. Pri reševanju optimizacijskih
problemih ǐsčemo neko optimalno rešitev iz množice vseh dopustnih rešitev.
Za začetek si poglejmo formalno definicijo problema TSP, vzeto iz [8]:
Definicija 10. Problem TSP sestavljata množica {c1, c2, ..., cn} mest in ma-
trika D = (di,j)n×n, kjer di,j ∈ R predstavlja razdaljo od mesta ci do mesta
cj. Dopustna rešitev naloge je vsaka permutacija p = (ci1 , ci2 , ..., cin) mest.
Vrednost dopustne rešitve p je m(p) =
∑n−1
k=1 dik,ik+1 + din,i1 . Cilj je poiskati
optimalno rešitev, tj. dopustno rešitev (permutacijo) p*, pri kateri je m(p)
minimalna.
Povedano drugače, pri problemu trgovskega potnika je iz množice vozlǐsč in
povezav grafa treba najti Hamiltonov obhod z minimalno ceno obhoda (vsoto
cen povezav obhoda).
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3.1.2 Zahtevnost problema
Že zaradi tega, ker je vsaka permutacija mest dopustna rešitev problema,
vidimo, da gre za problem kombinatorične narave. Veliko kombinatoričnih
problemov se da rešiti v polinomskem času. A obstaja tudi veliko takšnih,
ki se jih (še) ne da. Med te, ki se jih verjetno ne da, spada tudi problem
trgovskega potnika. Ti problemi so zagotovo rešljivi v eksponentnem času,
kar pomeni, da reševanje takega problema postane zelo obsežno in časovno
zahtevno že pri relativno majhnih primerih problema. Problem trgovskega
potnika spada med NP-težke probleme, za katere velja, da ne poznamo algo-
ritmov, ki bi jih rešili v polinomskem času. Za dokaz, da je TSP NP-težek,
usmerjamo bralca na [7].
Raziskovalci trdijo, da za probleme, ki so NP-težki, ni mogoče razviti po-
linomskega algoritma. To dejstvo še ni dokazano, zato nam ob soočenju z
NP-težkim problemom ostaneta dve možnosti. Prva možnost bi bila dokazo-
vanje dejstva, da ni mogoče razviti algoritma, ki bi ta problem rešil v poli-
nomskem času. A ker običajno potrebujemo algoritem, da nam ta vendarle
nekako
”
reši“ problem, je druga možnost ta, da začnemo iskati hevristični
oz. aproksimacijski algoritem [7].
3.2 Uvod v aproksimacijske algoritme
Ko se srečamo z optimizacijskim problemom, seveda pomislimo na algori-
tem, ki bi ta problem rešil eksaktno. A nekateri, npr. NP-težki problemi so
enostavno računsko pretežki in se moramo kakšni lastnosti algoritma odreči.
Stari inženirski rek pravi:
”
Hiter. Poceni. Zanesljiv. Izberi dvoje.“ Torej,
pri težkih problemih se moramo odreči vsaj eni izmed teh lastnosti. Naj-
pogosteje nas tepe čas, zato se običajno osredotočamo na aproksimacijske
algoritme, ki v korist lastne hitrosti žrtvujejo natančnost svojih rezultatov.
V praksi nam velikokrat ni pomembna natančnost rezultatov, če je ta vsaj
razumno velika, ampak bolj hitrost algoritmov, kar ti algoritmi izkorǐsčajo
[8, 9].
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Poglejmo si definicijo aproksimacijskega algoritma [8].
Definicija 11. Algoritem A je aproksimacijski algoritem za problem P =
(I, S,m, cilj), če za vsako nalogo (tj. primerek problema) x ∈ I vrne neko
dopustno rešitev A(x) ∈ S(x). Tu je I množica vseh nalog problema P ;
S(x) množica rešitev naloge x; m(x) vrednost rešitve, ki jo algoritem A vrne
pri reševanju naloge x; cilj pa je optimalna (tj. minimalna ali maksimalna)
vrednost rešitve naloge x.
Ta definicija ne zajema le takšnih rešitev, ki se od optimalne razlikujejo malo,
ampak tudi takšne, ki se od nje zelo razlikujejo. Že res, da smo z aproksima-
cijskimi algoritmi pridobili na hitrosti, a če se dobljena suboptimalna rešitev
zelo razlikuje od optimalne (dejanske), je algoritem neuporaben. Cilj je torej
čimbolj zmanǰsati razliko med suboptimalno in optimalno rešitvijo problema.
To razliko lahko računamo na več načinov. Za podrobneǰso razlago usmer-
jamo bralca na [8].
3.3 Metrični trgovski potnik
Kot smo že povedali, je TSP problem z največ eksponentno časovno zah-
tevnostjo O(2n), ki pa je domnevno tudi natančna. Preden nadaljujemo z
metričnim trgovskim potnikom, pa najprej poglejmo enostaven aproksima-
cijski algoritem, ki problem trgovskega potnika reši v polinomskem času (a
pri tem lahko naredi napako, ki ni omejena).
3.3.1 Požrešni aproksimacijski algoritem za TSP
Zamisel algoritma je, da potnik začne v poljubnem mestu (vozlǐsču grafa).
V vsakem koraku izbere neobiskano mesto, ki mu je najbližje (povezavo z
najmanǰso ceno) in to mesto obǐsče. To ponavlja, dokler ne zmanjka mest
oz. ne obǐsče vseh vozlǐsč. Tedaj se samo še vrne v začetno mesto. Tako
obǐsče vsa mesta in sklene el. Takoj opazimo, zakaj se ta algoritem imenuje
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požrešni aproksimacijski algoritem. Potnik namreč
”
požrešno“ izbira naj-
bližje neobiskano mesto oz. vozlǐsče in ne misli na to, kakšna je pot od tam
dlje.
Časovna zahtevnost. Predpostavljamo, da je n število mest oz. vozlǐsč
grafa. Iskanje najkraǰse povezave do sosedov zahteva največ O(n) časa. Ker
si začetno vozlǐsče izberemo, zahteva iskanje naslednje najkraǰse povezave
čas konstanta× (n− 1) = O(n). Po k − 1 obiskanih vozlǐsčih je čas iskanja
naslednje konstanta×(n−k) = O(n). Časovna zahtevnost algoritma je zato
O(n2), kar pomeni, da je algoritem polinomski [8].
Požrešno izbiranje se nam slej ko prej maščuje, saj se z izbiro najbližjega so-
seda lahko zelo oddaljimo od začetnega mesta in je povratek vanj lahko zelo
dolg. Dokažemo lahko, da je zadnja povezava vanj lahko neomejeno dolga
(seveda v odvisnosti od grafa G). Prav to lahko povzroči, da je požrešni apro-
ksimacijski algoritem za reševanje TSP povsem neuporaben. V naslednjem
razdelku bomo videli, kako lahko pridemo do dobrih aproksimacijskih algo-
ritmov, če se osredotočimo na podprobleme TSP z upoštevanjem dodatnih
lastnosti.
3.3.2 Metrični trgovski potnik
Obstaja več posebnih primerov problema trgovskega potnika. Metrični trgo-
vski potnik je eden izmed teh posebnih primerov. O njem začnemo govoriti,
ko predpostavimo, da so cene povezav enake v obeh smereh (simetričnost)
in da v grafu velja trikotnǐska neenakost. Slednje pomeni, da je, če gremo
iz mesta ci v mesto cj preko mesta ck, cena večja ali enaka kot če gremo iz
mesta ci neposredno v mesto cj. Metričnemu trgovskemu potniku pravimo
tudi Delta trgovski potnik oziroma ∆-TSP [8].
Definicija 12. Nalogo ∆-TSP problema sestavljata množica {c1, c2, ..., cn}
mest in matrika D = (di,j)n×n, kjer di,j ∈ Z+. Velja di,j = dj,i ter di,j ≤
di,k + dk,j. Dopustna rešitev naloge je vsaka permutacija s = (ci1 , ci2 , ..., cin)
mest. Vrednost dopustne rešitve s je m(s) =
∑n−1
k=1 dik,ik+1 + din,i1 . Cilj je
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poiskati optimalno rešitev, tj. dopustno rešitev (permutacijo) s* z minimalno
vrednostjo m(s).
Izkaže se, da lastnosti, ki smo jih predpostavili, zagotavljajo določeno kako-
vost rešitve. Ne smemo pa pozabiti, da ta problem še vedno ostaja NP-težek
[5]. Zgornje predpostavke o cenah povezav so pripomogle k odkritju relativno
dobrih aproksimacijskih algoritmov. Dva izmed teh, algoritem podvojenega
drevesa in Christofidesov algoritem, bomo podrobno spoznali v naslednjem
poglavju in ju kasneje tudi implementirali in ovrednotili.
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Poglavje 4
Opis izbranih algoritmov
4.1 Uvod
V tem poglavju si bomo podrobneje ogledali dva aproksimacijska algoritma
za problem metričnega trgovskega potnika. Njuno delovanje bomo najprej
prikazali na primerih. Da algoritma delujeta pravilno, mora biti graf neu-
smerjen in utežen ter mora zadostovati pravilu o simetričnosti in trikotnǐski
neenakosti.
Prvi obravnavani algoritem se imenuje algoritem podvojenega drevesa.
Algoritmu pravimo tudi 2-aproksimacijski algoritem, kar pomeni, da vrne
kvečjemu 100% dalǰsi obhod od optimalnega oz. vrne obhod s kvečjemu dva-
kratno dolžino minimalnega obhoda. Temelji na minimalnem vpetem dre-
vesu, ki ga lahko v polinomskem času zgradimo s Primovim ali Kruskalovim
algoritmom.
Drugi obravnavani algoritem pa se imenuje Christofidesov algoritem, ki
ga je razvil Nicos Christofides leta 1976. Njegov postopek je v neki meri
podoben 2-aproksimacijskemu algoritmu, a ga je Christofides izbolǰsal z iz-
najdbo bolǰse metode za iskanje Eulerjevega cikla. Rezultat je algoritem, ki
je 1,5-aproksimacijski, kar pomeni, da vrne kvečjemu 50% dalǰse obhode od
optimalnega. Zaenkrat ne poznamo polinomskega algoritma, ki bi zagotavljal
bolǰsi rezultat [3, 8].
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4.1.1 Predstavitev grafa z matriko razdalj
Ker je vsako vozlǐsče v grafu povezano z vsemi ostalimi, postane graf zelo
hitro nepregleden. Zato smo se odločili, da bomo grafe predstavili z matriko
razdalj D = (di,j)n×n, kjer di,j ∈ R predstavlja razdaljo od mesta ci do mesta
cj. Ker so cene povezav v obe smeri enake, je matrika razdalj simetrična.
Poglejmo si primer majhnega grafa s 4 vozlǐsči:
0 1
2 3
3
5 10 8
6
11
Matrika razdalj, ki ustreza temu grafu, bi bila potem naslednja:
0 3 5 10
3 0 6 8
5 6 0 11
10 8 11 0

Da dosežemo še bolǰso preglednost matrike, se lahko znebimo vseh vrednosti
pod diagonalo, saj je matrika simetrična. Potem bi matrika razdalj izgledala
tako:

0 3 5 10
0 6 8
0 11
0

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4.2 Algoritem podvojenega drevesa
Zamisel tega algoritma je, da iz začetnega grafa G zgradimo minimalno vpeto
drevo T . To lahko storimo v polinomskem času s Primovim ali Kruskalovim
algoritmom. V našem primeru bomo uporabili Primov algoritem, o katerem
si lahko bralec podrobneje prebere v [4]. V drevesu T izberemo poljubno
vozlǐsče in poǐsčemo (Eulerjev) obhod S drevesa T , pri čemer bomo vsako
povezavo prehodili dvakrat. Če pa pri tem obhodu upoštevamo že obiskana
vozlǐsča, lahko vozlǐsča, ki bi jih obiskali ponovno, preskočimo. Tako dobimo
Hamiltonov obhod H, ki je tudi rešitev našega problema.
4.2.1 Primer izvajanja
Algoritem [8] bomo izvedli na spodnjem uteženem grafu G, ki ima šest vo-
zlǐsč, označenih s črkami od A do F, bralec pa se lahko sam prepriča, da
razdalje ustrezajo pravilu trikotnǐske neenakosti. Graf G predstavimo z ma-
triko razdalj:

A B C D E F
A 0 16 47 72 77 79
B 0 37 57 65 66
C 0 40 35 30
D 0 31 23
E 0 10
F 0

Korak 1. V grafu G poǐsči minimalno vpeto drevo T . To drevo sestavimo
v polinomskem času s Primovim algoritmom (v vsakem koraku dodamo v
drevo najkraǰso povezavo oz. vozlǐsči, ki sta s to povezavo povezani. Pri tem
pazimo, da povezava, ki jo dodajamo, ne povezuje dveh vozlǐsč, ki sta že
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v drevesu. To počnemo, dokler niso v drevesu vsa vozlǐsča grafa G). Mi-
nimalno vpeto drevo T je prikazano na dnu slike 4.3. Slika prikazuje tudi
korake Primovega algoritma.
A D
B
F E
C
(a) Prvi korak
A D
B
F E
C
(b) Drugi korak
A D
B
F E
C
(a) Tretji korak
A D
B
F E
C
(b) Četrti korak
A D
B
F E
C
10
16
23
30
37
Slika 4.3: Zgrajeno minimalno vpeto drevo T
Cena drevesa T je vsota cen povezav, ki ga sestavljajo. Označimo to vsoto z
w(T ). V našem primeru je cena drevesa w(T ) = 116.
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Korak 2. V drevesu T izberemo poljubno točko in naredimo obhod S po
T . Ker je to obhod, se moramo vrniti v začetno vozlǐsče. Ker pa v T ni
dvosmernih povezav, to pomeni, da vsako povezavo prehodimo dvakrat.
Denimo, da je začetna točka našega potnika vozlǐsče A. Nadaljujemo v B,
nato v C, zatem v F. Tukaj se lahko odločimo, v katero izmed vozlǐsč D in E
gremo prej. Z upoštevanjem abecednega reda se odločimo za D, ga obǐsčemo
in se vrnemo v F. Ostane nam še vozlǐsče E. Da naša pot postane obhod S
drevesa T , se vrnemo v začetno vozlǐsče preko F, C in B v A. Obhod S je
torej naslednji: A,B,C,F,D,F,E,F,C,B,A.
Korak 3. Iz obhoda S sestavi Hamiltonov obhod H po grafu G. Obhod S
še ni Hamiltonov, ker smo nekatera vozlǐsča obiskali večkrat. To enostavno
rešimo tako, da pri sestavljanju vrstnega reda obiskanih vozlǐsč že obiskana
vozlǐsča (z izjemo začetnega vozlǐsča) preskočimo. V našem primeru bi Ha-
miltonov obhod H iz obhoda S sestavili tako: A,B,C,F,D,F,E, F,C,B,A.
Rešitev problema je torej obhod H = A,B,C,F,D,E,A z dolžino 214.
A D
B
F E
C
16
23
30
37
3177
Slika 4.4: Rešitev algoritma podvojenega drevesa za graf G
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4.2.2 Časovna zahtevnost algoritma
Izmed treh korakov algoritma ima največjo časovno zahtevnost prvi korak, to
je iskanje minimalnega vpetega drevesa T . Zaradi pravila prevladujoče funk-
cije1 to pomeni, da je tudi časovna zahtevnost 2-aproksimacijskega algoritma
asimptotično enaka časovni zahtevnosti Primovega algoritma. Označimo
število vozlǐsč v grafu G z n. Potem je časovna zahtevnost Primovega al-
goritma in s tem tudi 2-aproksimacijskega algoritma O(n2). Za podrobneǰsi
postopek dokaza usmerjamo bralca na [5].
V naslednjem razdelku sledi še dokaz, da je algoritem res 2-aproksimabilen,
kar pomeni, da vrača kvečjemu 100% dalǰse obhode od optimalnega.
4.2.3 Dokaz 2-aprokimabilnosti
V prvem koraku algoritma smo v grafu G poiskali minimalno vpeto drevo T .
Ceno drevesa T smo označili z w(T ). Označimo s Hopt optimalni Hamiltonov
obhod grafa G (to je optimalna rešitev problema) in s T ′ vpeto drevo, ki
ga dobimo tako, da iz Hopt odstranimo eno povezavo. Očitno je w(T
′) <
w(Hopt). Ker je T minimalno vpeto drevo in ima zato najmanǰso ceno med
vsemi možnimi vpetimi drevesi grafa G, je w(T ) ≤ w(T ′). Iz tega sledi
w(T ) < w(Hopt). (4.1)
V drugem koraku izvedemo obhod S po T , kjer vsako povezavo prehodimo
dvakrat. Iz tega sledi, da je dolžina tega obhoda enaka d(S) = 2 ∗ w(T ). Če
to združimo z neenakostjo 4.1, velja
d(S) < 2 ∗ w(Hopt). (4.2)
Pri tretjem koraku pa smo obhod S s preskakovanjem že obiskanih vozlǐsč
1Pravilo prevladujoče funkcije: Če ∀n > n0 : f(n) > g(n), potem O(f(n)) +O(g(n)) =
O(f(n))
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preuredili v Hamiltonov obhod H. Ker smo zaradi preskakovanja vozlǐsč šli
iz nekaterih vozlǐsč neposredno v druga, lahko zaradi trikotnǐskega pravila
sklepamo, da je obhod H lahko celo kraǰsi od S, zagotovo pa ne dalǰsi. Zato
velja
d(H) ≤ d(S). (4.3)
Če to neenačbo združimo z neenačbo 4.2, velja
d(H) ≤ 2 ∗ w(Hopt), (4.4)
kar pomeni, da je algoritem 2-aproksimacijski [8].
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4.3 Christofidesov algoritem
V tem podpoglavju bomo opisali algoritem, ki zagotavlja, da je dobljeni
obhod kvečjemu 50% dalǰsi od optimalnega. Algoritem je leta 1976 odkril
Nicos Christofides. Zamisel za izbolǰsavo pa je našel v iskanju obhoda po
minimalnem vpetem drevesu. Pri 2-aproksimacijskem algoritmu v danem
grafu najprej poǐsčemo minimalno vpeto drevo T . Nato naredimo obhod
S po T , tako da vsako povezavo grafa T prehodimo dvakrat. Obhod S
si pravzaprav lahko predstavljamo kot nekakšen Eulerjev obhod po T , če
si predstavljamo vsako povezavo drevesa T podvojeno. Iz tega Eulerjevega
obhoda nato sestavimo Hamiltonov obhod H v G tj. rešitev našega problema.
Spomnimo se, da ima graf Eulerjev obhod natanko tedaj, ko je vsako
vozlǐsče grafa sode stopnje. Pri 2-aproksimacijskem algoritmu smo vse pove-
zave podvojili oz. vsako povezavo prehodili dvakrat. Ni nas zanimalo, katera
vozlǐsča so soda in katera liha, saj smo se z obhodom S po T pretvarjali,
da so vsa vozlǐsča soda in zato drevo T zagotovo vsebuje Eulerjev obhod.
Chrisofidesov algoritem pa se pri tem koraku ne pretvarja in se osredotoči
samo na vozlǐsča lihe stopnje. Poglejmo si primer izvajanja.
4.3.1 Primer izvajanja
Algoritem [8] bomo izvedli na enakem grafu kot pri primeru izvajanja 2-
aproksimacijskega algoritma. Graf G je predstavljen z matriko razdalj:

A B C D E F
A 0 16 47 72 77 79
B 0 37 57 65 66
C 0 40 35 30
D 0 31 23
E 0 10
F 0

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Korak 1. V grafu G poǐsči minimalno vpeto drevo T in sestavi množico
Vlihe, ki vsebuje vsa vozlǐsča T z liho stopnjo. Postopek grajenja minimalnega
vpetega drevesa je enak kot pri 2-aproksimacijskem algoritmu, zato je tudi
dobljeno drevo T identično. Ker ima vsak graf sodo število vozlǐsč lihe sto-
pnje, tudi Vlihe vsebuje sodo število vozlǐsč. Na primer, v drevesu T s slike 4.3
so lihih stopenj vozlǐsča A,D,E in F . Torej je množica Vlihe = {A,D,E, F}.
Na spodnji sliki je prikazano to minimalno vpeto drevo, vozlǐsča lihe stopnje
pa so označena z zeleno barvo.
A D
B
F E
C
10
16
23
30
37
Slika 4.5: Minimalno vpeto drevo T in množica Vlihe
V naslednjem koraku bomo poskusili sestaviti minimalno ujemanje v množici
Vlihe. Najprej pa povejmo, kaj ujemanje v množici Vlihe sploh je, in kaj je
cena takega ujemanja.
Definicija 13. Denimo, da je Vlihe = {c1, c2, ..., c2k}. Ujemanje v množici
Vlihe je vsaka razdelitev množice Vlihe na pare točk. Če je {ci1 , cj1}, {ci2 , cj2},
..., {cik , cjk} neko ujemanje, potem njegovo ceno definiramo kot d(ci1 , cj1) +
d(ci2 , cj2) + ... + d(cik , cjk) [8].
Korak 2. Sestavi minimalno ujemanje M v Vlihe. Ujemanj v Vlihe je
v splošnem več. Nas zanima minimalno ujemanje, to je ujemanje z mi-
nimalno ceno. V našem primeru so v Vlihe možna tri ujemanja, in sicer
U1 = {A,F}, {D,E}, U2 = {A,D}, {E,F} in U3 = {A,E}, {D,F}. Izmed
treh ima najmanǰso ceno ujemanje U2, 82. To je naše minimalno ujemanje
M .
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Korak 3. Drevesu T dodaj povezave iz minimalnega ujemanja M . Spo-
mnimo se, da so vozlǐsča v Vlihe lihih stopenj. Ko drevesu T dodamo po-
vezave iz M , njihova krajǐsča med seboj povežemo. Tako dodamo vsakemu
vozlǐsču lihe stopnje eno povezavo, zato ta vozlǐsča postanejo soda. Na sliki
4.6 je prikazan graf T ∪M . Povezave, dodane iz M , so obarvane z zeleno
barvo.
A D
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Slika 4.6: Graf T ∪M
Korak 4. V grafu T ∪M poǐsči Eulerjev obhod S. Z dodajanjem minimal-
nega ujemanja M v graf T smo med drugim dosegli (tudi), da je sedaj vsako
vozlǐsče sode stopnje. To pomeni, da v grafu T ∪M Eulerjev obhod obstaja.
Recimo, da smo v našem primeru našli naslednji obhod: A,B,C,F,E,F,D,A.
Obhod prehodi vse povezave grafa, torej je Eulerjev. To je tudi naš obhod S.
Korak 5. Iz Eulerjevega obhoda S sestavi Hamiltonov obhod H po G. Ob-
hod S, dobljen v preǰsnjem koraku, hkrati obǐsče tudi vsa vozlǐsča grafa G.
Kot pa smo spoznali že pri zadnjem koraku 2-aproksimacijskega algoritma,
to še ni Hamiltonov obhod, saj nekatere točke obǐsče večkrat. To težavo od-
pravimo na enak način, s preskakovanjem že obiskanih vozlǐsč. Tako dobimo
obhod H s ceno 196, prikazan na sliki 4.7.
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Slika 4.7: Rešitev Christofidesovega algoritma za graf G
4.3.2 Časovna zahtevnost algoritma
Pri Christofidesovem algoritmu ima največjo časovno zahtevnost drugi ko-
rak, to je sestavljanje minimalnega popolnega ujemanja v množici Vlihe. Za-
radi pravila prevladujoče funkcije je asimptotična časovna zahtevnost Chri-
stofidesovega algoritma enaka asimptotični časovni zahtevnosti postopka za
sestavljanje minimalnega popolnega ujemanja. V primeru, ko ima graf nene-
gativno utežene povezave, pa je ta problem mogoče rešiti v času reda O(n3)
[5].
4.3.3 Dokaz 1,5-aproksimabilnosti
Minimalno vpeto drevo na grafu G, ki ga dobimo v prvem koraku algoritma,
označimo s T . Z M pa označimo minimalno ujemanje v množici Vlihe. Naj
bo S Eulerjev obhod v grafu G = T ∪M in H ustrezni obhod trgovskega
potnika. Kot smo videli pri neenačbi 4.3, je vsota razdalj na obhodu H
manǰsa ali enaka vsoti razdalj na Eulerjevem obhodu S. Zato velja
d(H) ≤ d(S) = d(T ) + d(M). (4.5)
Naj bodo i1, i2, ..., i2m vozlǐsča lihe stopnje v T , navedena v enakem vrstnem
redu, kot se pojavijo v optimalnem obhodu Hopt. Naj bosta M1 in M2 nasle-
dnji prirejanji: M1 = {i1i2, i3i4, ..., i2m−1i2m} in M2 = {i2i3, i4i5, ..., i2mi1}.
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Cena optimalnega obhoda je vsota cen vseh povezav obhoda, vsota prire-
janj d(M1) in d(M2) pa sešteje samo cene povezav med vozlǐsči lihe stopnje
optimalnega obhoda. Ker sodih vozlǐsč ne upoštevamo oz. jih preskočimo,
zaradi trikotnǐske neenakosti potem velja
d(Hopt) ≥ d(M1) + d(M2) ≥ 2 ∗min{d(M1), d(M2)} ≥ 2 ∗ d(M). (4.6)
Če združimo neenačbe 4.6, 4.1 in 4.5, nazadnje velja
d(H) ≤ d(T ) + d(M) ≤ d(Hopt) +
1
2
d(Hopt) =
3
2
d(Hopt), (4.7)
s čimer dokažemo 1,5-aproksimabilnost Christofidesovega algoritma [6].
Poglavje 5
Implementacija izbranih
algoritmov
Oba algoritma smo napisali v programskem jeziku Python. Pri implemen-
taciji smo uporabili vgrajene podatkovne strukture ter Pythonove knjižnice
Pandas, Time, Numpy in Math. Kot pri primeru izvajanja, so tudi pri im-
plementaciji grafi predstavljeni s simetrično matriko razdalj. Matriko razdalj
smo implementirali z dvodimenzionalnim seznamom. Vozlǐsča so označena s
števili od 0 do n, kjer je n število vseh vozlǐsč grafa.
5.1 Algoritem podvojenega drevesa
1 #datoteka doubletree.py
2 import mst
3 import cycle
4
5 def computePath(graph):
6
7 #KORAK 1 - Najdi minimalno vpeto drevo
8 MST = mst.buildMST(graph)
9
10 #KORAK 2 - Poisci Eulerjev obhod
11 #podvojimo povezave , da dobimo Eulerjev graf
12 MST += [(edge1 ,edge0 ,weight) for (edge0 , edge1 , weight) in MST]
13 eulerianCycle = cycle.computeEulerianCycle(MST)
14
15 #KORAK 3 - Sestavi Hamiltonov obhod
16 hamiltonCycle = cycle.shortcutEulerianCycle(eulerianCycle)
17 print("Solution: ", hamiltonCycle)
18 print("Price: ", cycle.cyclePrice(hamiltonCycle , graph))
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V prvem koraku tega algoritma, kasneje označenega s PD, zgradimo mi-
nimalno vpeto drevo na vhodnem grafu. Uporabili smo Primov algoritem,
implementiran v metodi buildMST. V vsakem koraku z metodo findAll-
PotentialEdges poǐsčemo najceneǰso izmed vidnih (potencialnih) povezav,
in jo, če je vsaj eno končno vozlǐsče še neobiskano, dodamo v drevo, predsta-
vljeno s seznamom terk. To počnemo, dokler potencialne povezave obstajajo.
1 #file mst.py
2
3 def buildMST(graph):
4
5 #inicializacija
6 numberOfVertices = len(graph)
7 numberOfVisitedVertices = 0
8 MST = []
9 firstVertice = 0 # prvo vozlisce izberemo rocno
10 visitedVertices = [firstVertice]
11 potentialEdges = findAllPotentialEdges(graph , visitedVertices , numberOfVertices)
12
13 while(potentialEdges):
14
15 minEdge = min(potentialEdges , key=lambda t:t[2])
16 MST.append(minEdge)
17 visitedVertices.append(minEdge [1])
18 potentialEdges = findAllPotentialEdges(graph , visitedVertices , numberOfVertices)
19
20 return MST
21
22 def findAllPotentialEdges(graph , visitedVertices , numberOfVertices):
23
24 potentialEdges = []
25
26 for vertex in visitedVertices:
27 for vertex2 in range(0, numberOfVertices):
28 if(graph[vertex ][ vertex2] != 0 and vertex2 not in visitedVertices):
29 potentialEdges.append ((vertex ,vertex2 ,graph[vertex ][ vertex2 ]))
30
31 return potentialEdges
32
33 def mstPrice(MST):
34 return sum([ weight for (v1,v2,weight) in MST])
V drugem koraku s preprosto enovrstičnico podvojimo vse povezave mi-
nimalnega vpetega drevesa in poǐsčemo Eulerjev obhod.
Slika 5.1: 2. korak algoritma podvojenega drevesa.
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1 #datoteka cycle.py
2
3 # v prejetem drevesu (mst) so vsa vozlisca lihe stopnje
4 def computeEulerianCycle(mst):
5
6 stack = []
7 eulerianCycle = []
8 currentVertex = 0
9
10 while(findNeighbour(currentVertex , mst) != None or stack != []):
11
12 if(findNeighbour(currentVertex , mst) == None):
13 eulerianCycle.append(currentVertex)
14 currentVertex = stack.pop()
15 else:
16 stack.append(currentVertex)
17 neighbour = findNeighbour(currentVertex , mst)
18 mst = removeEdge(mst , currentVertex , neighbour)
19 currentVertex = neighbour
20
21 eulerianCycle.append(currentVertex) # da pot postane obhod
22 return eulerianCycle
23
24
25 def findNeighbour(vertex , mst):
26
27 for edge in mst:
28 if(edge [0] == vertex):
29 return edge [1]
30 if(edge [1] == vertex):
31 return edge [0]
32
33 return None
34
35 def removeEdge(mst , vertex , neighbour):
36
37 for edge in mst:
38 if(edge [0] == vertex and edge [1] == neighbour or edge [1] == vertex and edge [0] == neighbour):
39 mst.remove(edge)
40 return mst
41
42 return mst
Eulerjev obhod poǐsčemo v polinomskem času z metodo computeEu-
lerianCycle. Pri implementaciji si pomagamo s skladom in seznamom [1].
Eulerjev obhod shranjujemo v seznam kot zaporedje vozlǐsč. Na začetku za
trenutno vozlǐsče izberemo vozlǐsče 0, nato pa izvajamo zanko dokler ima
trenutno vozlǐsče soseda oz. dokler sklad ni prazen.
Če trenutno vozlǐsče ima soseda, to vozlǐsče dodamo v sklad, poǐsčemo
naključnega soseda tega vozlǐsča, odstranimo to povezavo iz minimalnega
vpetega drevesa in določimo poiskanega soseda za trenutno vozlǐsče.
Če pa trenutno vozlǐsče nima sosedov, v seznam za Eulerjev obhod do-
damo trenutno vozlǐsče, nato pa za trenutno vozlǐsče vzamemo vozlǐsče z vrha
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sklada. Po zaključeni zanki while pa v seznam za Eulerjev obhod dodamo še
začetno vozlǐsče, da dobimo obhod.
1 def shortcutEulerianCycle(eulerianCycle):
2
3 visitedVertices = []
4
5 for vertex in eulerianCycle:
6 if vertex not in visitedVertices:
7 visitedVertices.append(vertex)
8 visitedVertices.append (0) # da pot postane obhod
9
10 return visitedVertices
11
12 def cyclePrice(cycle ,graph):
13
14 price = 0
15
16 for index in range(0, len(cycle) -1):
17 vertex1 = cycle[index]
18 vertex2 = cycle[index +1]
19 price += graph[vertex1 ][ vertex2]
20
21 return price
V zadnjem koraku pa s preprosto metodo preskakovanja že obiskanih vo-
zlǐsč shortcutEulerianCycle iz Eulerjevega obhoda sestavimo Hamiltonov
obhod. Z metodo cyclePrice pa izračunamo ceno tega obhoda.
5.2 Christofidesov algoritem
1 import mst as mstClass
2 import cycle
3 import sys
4 import pandas
5 import numpy
6
7 def computePath(graph):
8
9 # KORAK 1 - Najdi minimalno vpeto drevo in mnozico Vlihe
10 MST = mstClass.buildMST(graph)
11 oddVertices = findOddVertices(MST)
12
13 # KORAK 2 - Najdi popolno ujemanje
14 minPerfectMatching = closestNeighbourPerfectMatching(oddVertices , graph)
15 #minPerfectMatching = mstPerfectMatching(oddVertices , graph)
16 #minPerfectMatching = randomPerfectMatching(oddVertices , graph)
17 #minPerfectMatching = greedyPerfectMatching(oddVertices , graph)
18
19 # KORAK 3 - Dodaj popolno ujemanje minimalnemu vpetemu drevesu
20 MST.extend(minPerfectMatching)
21
22 # KORAK 4 - Poisci Eulerjev obhod
23 eulerianCycle = cycle.computeEulerianCycle(MST)
24
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25 # KORAK 5 - Seestavi Hamiltonov obhod
26 hamiltonCycle = cycle.shortcutEulerianCycle(eulerianCycle)
27 print("Solution: ", hamiltonCycle)
28 print("Price: ", cycle.cyclePrice(hamiltonCycle , graph))
29
30
31 def reindexMst(mst , vertices):
32 mstReindexed = []
33
34 for vertex ,neighbour ,price in mst:
35 mstReindexed.append (( vertices[vertex], vertices[neighbour], price))
36
37 return mstReindexed
38
39 def validEdge(edge , matching):
40 for m in matching:
41 if (edge [0] in m or edge [1] in m):
42 return False
43
44 return True
45
46
47 def mstPerfectMatching(oddVertices , graph):
48
49 dm = buildDistanceMatrix(oddVertices , graph)
50 mst = mstClass.buildMST(dm)
51 mst = reindexMst(mst , oddVertices)
52 mstSorted = sorted(mst , key=lambda x: x[2])
53
54 perfectMatching = []
55 visitedVertices = set()
56
57 for edge in mstSorted:
58 if validEdge(edge , perfectMatching):
59 perfectMatching.append(edge)
60 visitedVertices.add(edge [0])
61 visitedVertices.add(edge [1])
62 mst = cycle.removeEdge(mst , edge[0], edge [1])
63
64 remainingOddVertices = set()
65
66 for vertex ,neighbour ,price in mst:
67 if vertex not in visitedVertices:
68 remainingOddVertices.add(vertex)
69 if neighbour not in visitedVertices:
70 remainingOddVertices.add(neighbour)
71
72 remainingOddVertices = list(remainingOddVertices)
73 perfectMatching.extend(closestNeighbourPerfectMatching(remainingOddVertices , graph))
74
75 return perfectMatching
76
77
78 def closestNeighbourPerfectMatching(oddVertices , graph):
79
80 dataframe = pandas.DataFrame(graph)
81 perfectMatching = []
82
83 while(len(oddVertices) > 0):
84 edge = findClosestNeighbour(oddVertices [0], oddVertices ,dataframe)
85 # to povezavo izbrisemo
86 vertex = edge [0]
87 neighbour = edge [1]
88
28 Maj Šavli
89 dataframe = dataframe.drop([vertex , neighbour ])
90 dataframe = dataframe.drop([vertex , neighbour], axis =1)
91
92 oddVertices.remove(vertex)
93 oddVertices.remove(neighbour)
94 perfectMatching.append(edge)
95
96 return perfectMatching
97
98
99 def findClosestNeighbour(vertex , neighbours , distances):
100
101 minDistance = sys.maxsize
102 closestNeighbour = -1
103
104 for n in neighbours:
105 currentDistance = distances[vertex ][n]
106 if(n != vertex and currentDistance != 0): # 0 pomeni , da ta povezava ne obstaja
107 if(currentDistance < minDistance):
108 minDistance = currentDistance
109 closestNeighbour = n
110
111 return (vertex , closestNeighbour , minDistance)
112
113
114 def buildDistanceMatrix(vertices , graph):
115
116 distanceMatrix = [[0 for j in range(0, len(vertices))] for i in range(0, len(vertices))]
117
118 for vertex in range(0, len(vertices)):
119 for neighbour in range(0, len(vertices)):
120 distanceMatrix[vertex ][ neighbour] = graph[vertices[vertex ]][ vertices[neighbour ]]
121
122 return distanceMatrix
123
124
125 def randomPerfectMatching(oddVertices , graph):
126
127 randomPermutation = numpy.random.permutation(oddVertices)
128 randomPerfectMatching = []
129
130 for i in range(0, len(oddVertices), 2):
131 vertex = randomPermutation[i]
132 neighbour = randomPermutation[i+1]
133 price = graph[vertex ][ neighbour]
134 randomPerfectMatching.append ((vertex , neighbour , price))
135
136 return randomPerfectMatching
137
138
139 def findOddVertices(MST):
140
141 oddVertices = list()
142 numberOfVertices = len(MST) + 1
143 numberOfNeighbours = [0 for _ in range(numberOfVertices)]
144
145 for edge in MST:
146 numberOfNeighbours[edge [0]] += 1
147 numberOfNeighbours[edge [1]] += 1
148
149 for i in range(numberOfVertices):
150 if(numberOfNeighbours[i] % 2 == 1):
151 oddVertices.append(i)
152
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153 return oddVertices
154
155
156 def greedyPerfectMatching(oddVertices , graph):
157
158 dm = buildDistanceMatrix(oddVertices , graph)
159 dataframe = pandas.DataFrame(dm)
160 perfectMatching = []
161
162 while(not dataframe.empty):
163
164 closestPairs = findClosestPairs(dataframe)
165 vertex = closestPairs [0]
166 neighbour = closestPairs [1]
167 price = closestPairs [2]
168 perfectMatching.append (( oddVertices[vertex], oddVertices[neighbour], price))
169 # ti dve vozlisci izbrisemo iz matrike
170 dataframe.drop([vertex , neighbour], inplace=True)
171 dataframe.drop([vertex , neighbour], axis=1, inplace=True)
172
173 return perfectMatching
174
175
176 def findClosestPairs(dataframe):
177 min = sys.maxsize
178 rowNumber = 1
179
180 for index , row in dataframe.iterrows ():
181 keys = list(dataframe.keys())
182
183 for i in keys[rowNumber :]:
184 price = dataframe[index ][i]
185 if(price > 0 and price < min):
186 min = price
187 vertices = (index , i, price)
188
189 rowNumber += 1
190
191 return vertices
Ker sta koraka 4 in 5 identična kot pri prvem algoritmu, bomo razložili
predvsem prve tri. V prvem koraku zgradimo minimalno vpeto drevo na
enak način kot pri preǰsnjem algoritmu, le da v tem koraku z metodo fin-
dOddVertices v minimalnem vpetem drevesu poǐsčemo še vsa vozlǐsča lihe
stopnje in jih shranimo v seznam.
Spomnimo se, da drugi korak zahteva, da najdemo minimalno popolno
ujemanje na množici lihih vozlǐsč Vlihe. Pri pregledovanju literature in študiju
problema smo ugotovili, da je ta problem zelo zahteven in sta razvoj algo-
ritma in njegova implementacija za grafe, ki niso dvodelni, zelo zapletena.
Ker to ni bila naša primarna naloga, smo se namesto eksaktnega algoritma
za iskanje minimalnega popolnega ujemanja odločili implementirati štiri la-
stne hevristične algoritme, ki vrnejo popolno, čeprav morda suboptimalno
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ujemanje. Tu lahko rečemo, da bi bila lahko implementacija minimalnega
popolnega ujemanja za nedvodelne grafe tema za nadaljnje delo.
Prvi algoritem, kasneje označen z NS, je algoritem najbližjega soseda, ki
smo ga spoznali že v uvodu, le da ga tokrat uporabimo pri iskanju parov za
popolno ujemanje na množici lihih vozlǐsč Vlihe. Implementiran je z metodo
closestNeighbourPerfectMatching. Pri implementaciji smo za hranjenje
in sprotno brisanje vozlǐsč (stolpcev in vrstic v matriki) uporabljali knjižnico
Pandas. Dokler je število lihih vozlǐsč večje od 0, vzamemo prvo vozlǐsče in
mu z metodo findClosestNeighbour poǐsčemo najbližje vozlǐsče. Ti dve
vozlǐsči nato odstranimo iz matrike in seznama lihih vozlǐsč.
Drugi algoritem, kasneje označen z MVD, je podoben preǰsnjemu, le da
iz seznama lihih vozlǐsč z metodo mstPerfectMatching najprej zgradimo
minimalno vpeto drevo, predstavljeno kot seznam terk. Pri tem z metodo bu-
ildDistanceMatrix izračunamo matriko razdalj, ki vsebujejo samo vozlǐsča
lihe stopnje. Z metodo reindexMst pa poskrbimo za pravilno označitev
vozlǐsč v minimalnem vpetem drevesu. Minimalno vpeto drevo nato ure-
dimo glede na cene povezav, se sprehodimo po vseh povezavah drevesa in
jih dodajamo v seznam popolnega ujemanja. Za vsako povezavo z metodo
validEdge preverimo, če nobeno od vozlǐsč povezave še ni v seznamu, ki ga
gradimo. Po zaključku zanke na preostanku lihih vozlǐsč oz. vozlǐsč minimal-
nega vpetega drevesa poženemo algoritem najbližjega soseda. Na koncu oba
seznama združimo in dobimo popolno ujemanje na Vlihe.
Tretji algoritem, kasneje označen z NAK, je preprosto naključno popolno
ujemanje, ki ga dobimo z naključno permutacijo parov vozlǐsč. Algoritem
je implementiran v metodi randomPerfectMatching. Za računanje na-
ključne permutacije si pomagamo s knjižnico Numpy.
Pri zadnjem algoritmu, kasneje označenem z NP, pa v vsakem koraku
poǐsčemo najkraǰso povezavo v grafu, jo dodamo v seznam terk za popolno
ujemanje ter krajǐsči povezave odstranimo iz grafa. Ta algoritem je požrešen,
implementiran pa je z metodo greedyPerfectMatching.
Poglavje 6
Analiza in primerjava
algoritmov
Primerjali smo vseh pet algoritmov, ki smo jih tekom diplomske naloge im-
plementirali. Testne primere in optimalne rešitve smo dobili iz [2] in jih
primerjali z rešitvami naših algoritmov. Zabeležili smo tudi čas izvajanja
vsakega testnega primera za vsak algoritem. Za primerjavo pa smo za vsak
testni primer podali še čas izvajanja programa Concorde, s katerim so bile
optimalne rešitve izračunane.
6.1 Postopek testiranja
Testni primeri so opisani v tekstovni datoteki, kjer vsaka vrstica predstavlja
zaporedno številko in koordinate vozlǐsča v dvodimenzionalnem prostoru.
Slika 6.1: Testni primer
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Celotno testiranje je bilo izvedeno v eni zanki. Zanka se je sprehodila
po vseh testnih primerih. Za vsakega izmed desetih testnih primerov smo
najprej izračunali matriko razdalj tako, da smo izračunali evklidsko razdaljo
med vsemi pari točk. S tem smo dosegli, da je matrika razdalj simetrična in
zadostuje pogoju trikotnǐske neenakosti. Nato smo algoritme pognali in za
vsakega izmed njih izmerili čas računanja. Za merjenje časa smo uporabili
knjižnico time. Po izvedbi vseh petih algoritmov se je zanka ponovila na
novem testnem primeru.
6.2 Rezultati
n NS MVD NAK NP PD OPT
29 32178 35040 34532 35040 33177 27603
38 6937 6867 11036 6867 8777 6656
131 638 681 1590 714 809 564
194 10956 11186 30138 10756 12340 9352
237 1198 1328 3540 1252 1449 1019
343 1611 1633 8785 1673 1931 1368
436 1739 1761 5731 1771 2117 1443
734 96029 97333 443982 97074 110218 79114
929 113911 120622 545495 117491 135498 95345
1376 5603 5905 30284 5736 7145 4666
Tabela 6.1: Dolžine obhodov
V tabeli 6.1 so podane dolžine obhodov, ki jih je vrnil vsak izmed al-
goritmov. Prvi stolpec prestavlja velikost problema oz. število vozlǐsč grafa.
Zadnji stolpec, označen z OPT, pa podaja optimalno rešitev testnega pri-
mera, ki je bila izračunana s programom Concorde [2]. Ostali stolpci poda-
jajo suboptimalne rešitve naših algoritmov. Drugi stolpec, označen z NS,
predstavlja algoritem, kjer smo popolno ujemanje iskali s tehniko najbližjega
soseda. Naslednji je algoritem z minimalnim vpetim drevesom, označen z
MVD. Sledi algoritem z naključnim iskanjem popolnega ujemanja, označen
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z NAK, ter z NP označen algoritem, ki v vsakem koraku izbira najkraǰse
povezave popolnega ujemanja. Predzadnji stolpec, označen s PD, pa pred-
stavlja algoritem podvojenega drevesa.
Najbolǰse rezultate smo dosegli s Christofidesovim algoritmom, kjer smo
popolno ujemanje iskali z metodo najbližjega soseda (drugi stolpec). Dobri
rezultati so tudi v tretjem in petem stolpcu, ki označujeta metodi z minimal-
nim vpetim drevesom in najkraǰsimi povezavami. Kot pričakovano, je metoda
z naključnim izbiranjem popolnega ujemanja popolnoma neuporabna. Tukaj
lahko vidimo, da je rezultat Christofidesovega algoritma zelo odvisen od po-
polnega ujemanja. V tretjem koraku Christofidesovega algoritma sicer nismo
računali minimalnega popolnega ujemanja, a v stolpcih NS, MVD in NP še
vedno drži, da je dolžina obhoda kraǰsa od 1,5-kratne dolžine optimalnega
obhoda. Lahko trdimo, da so hevristične metode dosegle dober rezultat.
Algoritem podvojenega drevesa (predzadnji stolpec) je dosegal slabše re-
zultate kot Christofidesov algoritem. To je pričakovano, saj zanj drži, da je
dobljeni obhod kvečjemu 100% dalǰsi od optimalnega. Iz preǰsnje tabele 6.1
lahko razberemo, da to res drži.
NS MVD NAK NP PD CONC
29 0,015 0,009 0,006 0,018 0,006 0,09
38 0,025 0,02 0,015 0,03 0,015 0,24
131 1,53 1,6 1,47 2,07 1,47 1
194 7,96 8,28 7,86 9,8 7,86 2,09
237 16,73 17,23 16,55 19,13 16,57 3,6
343 78,81 80,95 78,53 83,51 78,56 11,8
436 216,79 222,27 216,05 226,98 216,11 31,1
734 1731,94 1798,23 1730,3 1789,18 1730,3 3507,21
929 3931,52 4067,34 3927,68 4034,87 3927,93 544,65
1376 23858,81 24197,42 23851,12 24063,39 23851,73 837,1
Tabela 6.2: Časi izvajanja algoritmov (v sekundah)
Tabela 6.2 prikazuje čas izvajanja vsakega algoritma v sekundah. Zadnji
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stolpec, označen s CONC, podaja čas izvajanja programa Concorde. Vi-
dimo lahko, da kljub majhnemu večanju problema čas izvajanja zelo hitro
narašča. Vsi implementirani algoritmi so si po času izvajanja zelo podobni. V
razdelku 4.2.2 smo povedali, da je časovna zahtevnost algoritma podvojenega
drevesa reda O(n2), ker je časovno najzahtevneǰsa operacija v tem algoritmu
iskanje minimalnega vpetega drevesa. V ostalih implementiranih algoritmih
so hevristične metode za iskanje popolnega ujemanja časovno manj ali enako
zahtevne kot metoda iskanja minimalnega vpetega drevesa. To je tudi ra-
zlog, da so si časi v tabeli 6.2 med seboj zelo podobni. Zato so razlike v času
zanemarljive in lahko trdimo, da imajo vsi implementirani algoritmi časovno
zahtevnost reda O(n2).
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č
g
ra
fa
d = NS
d = CONC
Slika 6.2: Graf časov izvajanja NS in CONC
Graf 6.2 prikazuje odvisnost časa izvajanja algoritma NS in programa
CONC od velikosti problema (številu vozlǐsč grafa). Ker so razlike med časi
izvajanja algoritmov iz tabele 6.2 premajhne, da bi bile vidne na grafu, smo
na sliki 6.2 prikazali le rezultate algoritma NS. Vidimo lahko, da je Con-
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corde veliko bolj časovno optimiziran. Pri testnem primeru s 737 vozlǐsči
je Concorde potreboval nekoliko več časa kot naš algoritem, kar je na prvi
pogled nenavadno. Moramo pa se zavedati, da Concorde deluje na splošnem
problemu TSP in vrača optimalne rezultate, medtem ko naši algoritmi delu-
jejo samo na problemu ∆-TSP in vračajo le približke optimalnih vrednosti.
Omembe vredno je tudi to, da so bili testni primeri s programom Concorde
izračunani leta 2001, na počasneǰsih računalnikih kot jih imamo danes.
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Poglavje 7
Zaključek
Glavni cilj te diplomske naloge je bil pregled problema metričnega trgovskega
potnika in pregled ter implementacija dveh trenutno najbolǰsih aproksima-
cijskih algoritmov za ta problem.
Tekom implementacije Christofidesovega algoritma smo ugotovili, da je
problem iskanja minimalnega popolnega ujemanja za grafe precej zapleten.
Zato smo implementirali štiri hevristične metode za iskanje popolnega ujema-
nja. V fazi testiranja so implementirane metode presegle naša pričakovanja,
saj so tri izmed štirih vračale precej dobre rezultate. Presenetljivo je bilo
tudi to, da je naša implementacija Christofidesovega algoritma kljub upo-
rabi hevrističnih metod za iskanje minimalnega popolnega ujemanja še ve-
dno vračala obhode, kraǰse od 1,5-kratnika optimalne vrednosti. Poleg tega
so hevristične metode tudi časovno manj zahtevne kot eksaktno iskanje mi-
nimalnega popolnega ujemanja. Seveda pa se implementirane metode ne
morejo kosati s sodobnimi programi za reševanje TSP, saj je ta problem eden
izmed najbolj priljubljenih in se z njim ukvarja veliko raziskovalcev.
7.1 Nadaljnje delo
Opazili smo, da na internetu in v literaturi ni veliko govora o postopku oz.
implementaciji minimalnega popolnega ujemanja za grafe, ki niso dvodelni.
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Razlog za to je, da je pri grafih, ki niso dvodelni, ta postopek precej bolj
zapleten. Nadaljnje delo bi bilo zato lahko usmerjeno v podroben pregled
in implementacijo tega problema, saj verjamemo, da bi to koristilo veliko
raziskovalcem, ki se ukvarjajo s tem problemom.
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