Bergman tau function: from Einstein equations and Dubrovin-Frobenius
  manifolds to geometry of moduli spaces by Korotkin, Dmitry
ar
X
iv
:1
81
2.
03
51
4v
1 
 [m
ath
-p
h]
  9
 D
ec
 20
18
Dedicated to 65th birthday of Emma Previato
BERGMAN TAU FUNCTION: FROM EINSTEIN EQUATIONS AND
DUBROVIN-FROBENIUS MANIFOLDS TO GEOMETRY OF MODULI SPACES
DMITRY KOROTKIN
Department of Mathematics and Statistics, Concordia University
1455 de Maisonneuve W., Montre´al, Que´bec, Canada H3G 1M8
Abstract. We review the role played by tau functions of special type - called Bergman tau functions
in various areas: theory of isomonodromic deformations, solutions of Einstein’s equations, theory of
Dubrovin-Frobenius manifolds, geometry of moduli spaces and spectral theory of Riemann surfaces.
These tau functions are natural generalizations of Dedekind’s eta-function to higher genus. Study
of their properties allows to get an explicit form of Einstein’s metrics, obtain new relations in Picard
groups of various moduli spaces and derive holomorphic factorization formulas of determinants of
Laplacians in flat singular metrics on Riemann surfaces, among other things.
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1. INTRODUCTION
There exist several alternative definitions of tau function of integrable systems. One of them is
based on Hirota’s equation [34]; the analytical theory of these tau functions (which in particular
include the tau functions of the KP hierarchy) was essentially developed in the paper by Segal and
Wilson [70]. Alternatively the tau function can be defined as the partition function of some integrable
quantum model. It was this definition which led Jimbo, Miwa and their collaborators to the notion
of the isomonodromic tau function of Schlesinger system [68] based on the theory of holonomic
quantum fields. The divisor of zeros of the Jimbo-Miwa tau function was then shown by Malgrange
[61] to play the main role in the solvability of matrix Riemann-Hilbert problems.
To describe the class of tau-functions discussed in this paper we consider a Riemann surface C
of genus g with some choice of canonical basis of cycles (the Torelli marking) and introduce the
canonical bimeromorphic differential on C by the formula B(x, y) = dxdy lnE(x, y) where E(x, y) is
the prime-form. This bidifferential has pole of second order on the diagonal with biresidue 1. Let v
be some (holomorphic or meromorphic) Abelian differential onC . Using v one can regularizeB(x, y)
near diagonal as follows:
Bvreg(x, x) =
(
B(x, y)− v(x)v(y)
(
∫ y
x v)
2
) ∣∣∣
y=x
.
Although Schlesinger systems are in general not explicitly solvable they admit explicit solutions
corresponding to special monodromy groups. The first class of examples of such explicit solutions
arises in the theory of Dubrovin-Frobenius manifolds; correspondingmonodromy groups don’t have
any continuous parameters. Most ingredients of Dubrovin-Frobenius manifold structures on Hur-
witz spaces allow an explicit description [16, 17]. In particular, their isomonodromic tau-function
(which coincides with genus one free energy up to an auxiliary factor) satisfies the following system
of equations with respect to critical values zj = f(xj) (xj is a critical point of f which we assume to
be simple) of the meromorphic function f [48]:
(1.1)
∂ ln τB(C, df)
∂zj
= −res
∣∣∣
xk
Bdfreg(x, x)
df(x)
.
We call τB the Bergman tau function on Hurwitz space since the main contribution to the right hand
side of this equation is given by the Bergman projective connection. In the framework of conformal field
theory τB(C, df) has themeaning of chiral partition function of free bosons on a Riemann surfacewith
flat metric of infinite volume |df |2 [41, 71]. An explicit formula for τB was found in [44].
Another class of explicitly solvable Riemann-Hilbert problems corresponds to monodromy groups
with quasi-permutation monodromies; such RH problems were solved in [59] in terms of Szego¨ ker-
nel on branched coverings of the Riemann sphere (the 2 × 2 case was treated earlier in [39, 14]). The
corresponding Jimbo-Miwa tau function is a product of three factors:
(1.2) τJM = τ0 τ
−1/2
B Θ
[
p
q
]
(Q)
each of whose has an independent meaning. The last factor is the theta-function with characteristics
p,q ∈ Cg; the Malgrange divisor is defined by vanishing of this theta-function. The factor τ0 satisfies
a system of equations
∂ ln τ0
∂ zm
=
1
2
res|z=zm
n∑
j=1
W 2(z(j))
dz
; W (x) =
M∑
m=1
n∑
j=1
r(j)m dx lnE(x, z
(j)
m )
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(here n is the degree of function f , r
(j)
m are constants which, together with p,q define monodromy
matrices; z
(j)
m is the point on jth sheet projecting to branch point zm ∈ C) which resembles equa-
tions from Seiberg-Witten theory (this analogy was recently observed in [28]); for a special class of
coverings this factor can be expressed via a product of prime-forms [28] as follows:
τ20 =
∏
z
(j)
m 6=z
(i)
k
E(z(j)m , z
(i)
k )
r
(j)
m r
(i)
k .
We give an alternative proof of this formula for another characteristic special case of Riemann-Hilbert
problems in this paper. The vector Q from (1.2) is given by Q =
∑
j,m r
(j)
m Ax0(z(j)m ) where Ax0 is the
Abel mapwith basepoint x0. The second factor in (1.2) is the−1/2 power of the Bergman tau function
(1.1).
The first applications of tau-functions (1.1), (1.2) we consider here are in the area of explicit so-
lutions of Einstein’s equations. The first case is self-dual Einstein manifolds with SU(2) symmetry
which are equivalent to a special case of 2 × 2 fuchsian Schlesinger system with four singularities.
The metric on such manifolds is written in the form
g = F
{
dµ2 +
σ21
W 21
+
σ22
W 22
+
σ23
W 23
}
where the 1-forms σi satisfy dσi = σj ∧ σk where (i, j, k) is any cyclic permutation of (1, 2, 3); µ is the
”euclidean time” variable and functionsWj and F depend only on µ. In the most non-trivial case of
such manifolds the self-duality conditions are equivalent to the following system of equations:
(1.3)
dWj
dµ
= −WkWl + 2Wj d
dµ
ln(ϑk+1ϑl+1) ,
(where (i, j, k) is an arbitrary permutation of (1, 23) and θj , j = 2, 3, 4 are theta-constants with
module iµ) which is equivalent to a 4-point 2 × 2 Schlesinger system. The conformal factor F can
be chosen such that the Einstein’s equations (with cosmological constant Λ) hold for the metric g
when an integral of motion of the system has a special value corresponding to explicitly solvable
case of (1.3). The remarkably simple explicit formulas for Wj can be found from the tau function
τJM = θ[p, q])/(θ2θ4) (where p, q ∈ C satisfy appropriate reality conditions) [39]:
W1 = − i
2
ϑ3ϑ4
d
dqϑ[p, q +
1
2 ]
epiipϑ[p, q]
, W2 =
i
2
ϑ2ϑ4
d
dqϑ[p+
1
2 , q +
1
2 ]
epiipϑ[p, q]
,
W3 = −1
2
ϑ2ϑ3
d
dqϑ[p+
1
2 , q]
ϑ[p, q]
.
Corresponding conformal factor F is given by the formula
F =
2
πΛ
W1W2W3(
d
dq lnϑ[p, q]
)2 .
Such metrics have remarkable modular properties which were exploited in various contexts (see
[63, 23]).
Another appearance of the tau-function (1.2) is in the theory of stationary axially symmetric Ein-
stein’s equation (in this case the spacetime has physical signature 3 + 1 and there is no cosmological
constant). The non-trivial part of Einstein’s equations is then encoded in Ernst equation
(E + E)(Exx + ρ−1Eρ + Ezz) = 2(E2x + E2ρ )
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where E is a complex-valued function of variables z and ρ. The Ernst equation admits a class of
solutions associated to hyperelliptic Riemann surfaces of the form
y2 = (w − ξ)(w − ξ)
2g∏
j=1
(w − wj)
where two branch points ξ = z+ iρ and ξ depend on space time variables. Corresponding solution of
Ernst equation depending on two constant vectors p,q ∈ Cg (which satisfy certain reality conditions)
has the form [51]
E(ξ, ξ) = Θ
[
p
q
]
(A(∞1)−A(ξ))
Θ
[p
q
]
(A(∞2)−A(ξ)) .
Such solutions can be applied to solve various physically meaningful boundary value problems for
Ernst equation [40].
For a given Ernst potential coefficients of the corresponding metric can be found in quadratures.
However, having an explicit formula for the tau function (1.2) in the hyperelliptic case one can find
these coefficients explicitly, in particular, the so-called conformal factor is given by the formula [53]
e2k =
Θ
[
p
q
]
(0)Θ
[
p
q
]
(12e)
Θ(0)Θ(12e)
where e = (1, . . . , 1)
The key property of the Bergman tau function which makes it useful in geometry of moduli spaces
is its transformation law under the change of Torelli marking of C :
(1.4) τB(C, v)→ ǫdet(CΩ+D)τB(C, v)
where Ω is the period matrix of C and
(
C D
B A
)
is an Sp(2g,Z) transformation of the canonical
basis of cycles on C . where ǫ is a root of unity of degree which depends on multiplicities of zeros of
the differential v. The property (1.4) allows to interpret the Bergman tau functionτB as a section of
the determinant of Hodge vector bundle (or a higher genus version of the Dedekind’s eta function)
and can be used to study the geometry of moduli spaces.
The list of moduli spaces where this strategy was successfully applied is quite long. Studying
analytical properties of Bergman tau function on Hurwitz spaces and their compactifications, called
spaces of admissible covers gives an expression for the Hodge class λ on the space of admissible
covers of degree n and genus g [46]. An alternative algebro-geometric proof of this relation was
obtained in [29] and further used to compute classes of certain divisors withinMg in [30].
Applying similar strategy to themoduli spaceHg of holomorphic abelian differentials on Riemann
surfaces of genus g we get the following relation in the rational Picard group of Pic(PHg)⊗Q:
λ =
g − 1
4
ϕ+
1
24
δdeg +
1
12
δ0 +
1
8
[g/2]∑
j=1
δj
where λ is the Hodge class, ϕ is the first Chern class of the line bundle associated to the projection
Hg → PHg, δdeg is the class of the divisor of abelian differentials with multiple zeros and δj are
classes of standard components of Deligne-Mumford boundary.
Further generalization to moduli spaces Qg of holomorphic quadratic differentials looks as fol-
lows. For a pair (C,Q) where C is a Riemann surface of genus g and Q is a holomorphic quadratic
differential with simple zeros on C we define the canonical cover Ĉ by v2 = Q; the genus of Ĉ equals
4g − 3. Then we define two vector bundles over Qg: one is the Hodge vector bundle whose fiber
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has rank g; the fiber is the space of abelian differentials on Ĉ invariant under the natural involution
(this fiber can be identified with the space of abelian differentials on C). The second is the Prym
vector bundle whose fiber has rank 3g − 3; the fiber is the space of abelian differentials on Ĉ which
are skew symmetric under the natural involution. The fiber of the Prym vector bundle turns out to
be isomorphic to the space of holomorphic quadratic differentials on C . One can define then two
tau-functions: the Hodge tau-function τ+(C,Q) and the Prym tau-function τ−(C,Q); analysis of their
analytical properties allows to express the Hodge class and the class λ2 of determinant vector bundle
of quadratic differentials via classes ψ, the class δdeg of quadratic differentials with multiple zeros
and DM boundary. Further elimination of the classes ψ and δdeg from these expressions leads to the
famous Mumford’s formula in the rational Picard group ofMg
λ2 − 13λ = δDM .
Generalizing this scheme to spaces of meromorphic quadratic differentials with n second order poles
the formalism of Prym and Hodge tau functions reproduces another classical relation which holds in
the Picard group ofMg,n:
(1.5) λ
(n)
2 − 13λ+
n∑
j=1
ψj = −δDM .
Here λ
(n)
2 is the class of determinant line bundle of vector bundle of quadratic differentials with first
order poles at the punctures; ψj is the class of line bundle whose fiber is the cotangent space to C at
the jth marked point.
The tau functions turn out to a be a useful tool also in the real analytic context of combinatorial
model ofMg,n based on Strebel differentials. This combinatorial model, denoted byMg,n[p], can be
considered as real slice of the moduli spaceQg,n[p] of meromorphic quadratic differentials onC with
second order poles at nmarked points and biresidues given by −p2j/4π2. The real slice is defined by
the condition that all periods of v on the canonical cover v2 = Q are real. Such combinatorial model
is a union of strata labelled by the set of multiplicities of zeros of Q; each stratum consists of several
topologically trivial cells while the facets between the cells belong to strata of lower dimension.
Strata corresponding to odd multiplicities of all zeros of Q turn out to be cycles; they are named
after Witten and Kontsevich. Combinations of these strata are known to be Poincare´ dual to tauto-
logical classes [1, 65]. In real codimension 2 there are two such cycles: the Witten’s cycle W5 whose
largest stratum corresponds to differentials Q with one triple zero while other zeros are simple, and
Kontsevich’s boundary W1,1 whose largest stratum corresponds to quadratic differentials with two
simple poles at points obtained by resolution of the node of a stable Riemann surface with one node.
Arguments of Hodge and Prym tau functions τ± then give sections of certain circle bundles over
cells the largest stratum ofMg,n[p] which can be continuously propagated from cell to cell but have
monodromies around W5 and W1,1. Calclulation of these monodromies leads to the following two
relations [10]:
12κ1 = W5 +W1,1
where κ1 is the first kappa-class (this relation is an analog of relation derived by Penner in the frame-
work of combinatorial model based on hyperbolic geometry [67]) and
λ
(n)
2 − 13λ−
n∑
i=1
ψi = −W1,1
which is a combinatorial version of complex analytic formula (1.5).
Tau-functions on moduli spaces of N -differentials were used in [55] to compute classes of deter-
minants of Prym-Tyurin vector bundles over these moduli spaces. In [60] these results were applied
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to find the class of the universal Hitchin’s discriminant in the Picard group of the universal moduli
space of Hitchin’s spectral covers.
The equation of a general GL(n) spectral cover Ĉ over Riemann surface C of genus g is given by
(1.6) Pn(v) = v
n +Qn−1v
n−1 + · · ·+Q1v +Q0 = 0
whereQj is a holomorphic n−j - differential overC . The branch points of Ĉ are zeros of discriminant
W of equation (1.6) which is a holomorphic n(n − 1)-differential; thus the total number of branch
points equals n(n−1)(2g−2) and the genus of gˆ equals gˆ = n2(g−1)+1. Denote the moduli space of
covers (1.6) when both the baseC and coefficientsQj are allowed to vary byMH ; this is the universal
space of Hitchin’s spectral covers. The space of spectral covers for fixed base C we denote byMCH .
The universal discriminantDH ⊂MH consists of covers with coinciding branch points; (DH consists
of three components corresponding to different structures of ramification points corresponding to
the double branch point). The class of divisor PDH in the space PMH can be computed using the
formula for Hodge class on the moduli space of holomorphic n(n− 1) differentials [55]:
1
n(n− 1) [DH ] = (n
2 − n+ 1)(12λ − δ)− 2(g − 1)(2n2 − 2n + 1)ϕ
λ is (the pullback of) the Hodge class onMg, ϕ is the tautological class of the line bundle arising from
projectivizationMH → PMH , and δ is the (pullback to PMH ) of the class of DM boundary ofMg.
We mention also an interesting fact about the space of spectral covers with fixed base MCH . The
set of natural coordinates on MCH is given by a-periods Aj of the abelian differential v on Ĉ. The
variation of the period matrix Ω̂ of Ĉ with respect to these coordinates can be deduced from vari-
ational formulas (11.30) on the moduli space of abelian differentials on Riemann surfaces of genus
gˆ. Applying the elementary chain rule to the formulas (11.30) one gets certain sum of residues over
ramification points xˆr of Ĉ corresponding to branch points xr ∈ C [11] (assuming that all of these
branch points are simple)
(1.7)
dΩ̂lk
dAj
= −2πi
∑
ramification points xˆr
res|xˆr
vlvkvr
dξ d(v/dξ)
where ξ is an arbitrary local parameter onC near branch point xr; {vj}gˆj=1 are normalized abelian dif-
ferentials on Ĉ. The formula (1.7) provides an explicit coordinate realization of the Donagi-Markman
cubic [15]
The Bergman tau functions have also an application to the spectral theory of Riemann surfaces
with flat singular metrics and special holonomy: they allow to calculate the determinant of Laplace
operator in such metrics. An example of such formula is given by [45]
det∆C,|v|
2
= const (detℑΩ)Area(C, |v|2) |τ(C, v)|2
where v is a holomorphic abelian differential on C . This formula as well as its generalization to
spaces of quadratic differentials turn out to be useful in the theory of Teichmu¨ller flow [18].
We did not cover all aspects of the theory and applications of the Bergman tau-function. Among
other applications of this object are the theory of randommatrices [21], the Chern-Simons theory [64]
and the theory of topological recursion [7].
It is the goal of this paper to summarize these links and establish a few new facts on the way. We
start from describing the role of Bergman tau-function on Hurwitz spaces in the theory of Dubrovin-
Frobenius manifolds in section 2. This section is based on [17, 48, 44]. Here we introduce the
Schlesinger system and Jimbo-Miwa tau function and present an explicit formula for the Bergman
tau function on Hurwitz spaces. In section 3, following [59], we describe solutions of an arbitrary
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Riemann-Hilbert problem with quasi-permutation monodromies and give a detailed calculation of
its tau function. In section 4, following [6], we show how to use the most elementary version of
this tau function to get elementary expressions for metric coefficients of SU(2) invariant self-dual
Einstein manifolds. In Section 5 we show how to use the solutions of 2 × 2 Riemann-Hilbert prob-
lems with quasi-permutation monodromies to get solutions of Einstein equations with two Killing
vectors in terms of hyperelliptic theta-functions and express metric coefficients in terms of corre-
sponding theta-functions [51, 52, 53]. In section 6 we describe applications of Bergman tau function
to geometry of moduli spaces of abelian, quadratic and N -differentials. In section 6.1, following [46]
we compute the Hodge class on the space of admissible covers in terms of boundary divisors. In
section 6.2 which is based on [57] we apply the formalism to compute the Hodge class on spaces of
abelian differentials. In section 6.3 we extend the formalism to spaces of quadratic differentials by
defining the Hodge and Prym tau-functions [58]. We show in particular how Mumford’s relations
between Hodge class and the class of determinant of the vector bundle of quadratic differentials can
be derived by analyzing the analytical properties of tau-functions. In section 6.4 we introduce the
Hodge and Prym tau functions on an arbitrary stratum of the space of holomorphic quadratic dif-
ferentials. In section 6.5 we extend this formalism to spaces of meromorphic quadratic differentials
with second order poles and get the analog of Mumford’s relations forMg,n. In section 7 (following
[10]) we consider the flat combinatorial model ofMg,n based on Jenkins-Strebel differentials. Argu-
ments of Hodge and Prym tau functions give sections of circle line bundles which are combinations
of tautological classes; computation of monodromy of these arguments around Witten’s cycle and
Kontsevich’s boundary of the combinatorial model gives combinatorial analogs of Mumford’s rela-
tions in Picard group of Mg,n. In section 8 we briefly describe the application of tau-functions to
spaces of holomorphic N -differentials and spin moduli spaces following [55, 4]. In particular we
show how the analytical properties of tau-functions on spin moduli spaces imply the Farkas-Verra
formula for divisor of degenerate odd spinors. In section (9) we use tau functions to study moduli
spaces of Hitchin’s spectral covers following [60, 11]. In section 9.1 we determine the class of the uni-
versal discriminant locus in the space of all spectral curves i.e. the locus where not all brach points
of the spectral cover are simple. In section (9.2) we, following [11], derive variational formulas for
the period matrix on the moduli space of spectral covers with fixed base from variational formulas
on moduli spaces of abelian differentials [45], establishing the link with the Donagi-Markman cubic.
In section 10 we summarize the links between tau functions, determinants of Laplace operator on
Riemann surfaces with flat singular metrics and the sum of Lyapunov exponents of the Teichmu¨ller
flow on spaces of abelian and quadratic differentials. In Appendix (section 11) we describe canonical
objects associated to Riemann surfaces which are used in themain text as well as variational formulas
on Hurwitz spaces and spaces of abelian and N -differentials.
Acknowledgements. The author thanks Marco Bertola, Alexey Kokotov and Peter Zograf for
numerous illuminating discussions. This work was supported in part by the Natural Sciences and
Engineering Research Council of Canada grant RGPIN/3827-2015.
2. TAU-FUNCTION OF DUBROVIN-FROBENIUS MANIFOLD STRUCTURE ON HURWITZ SPACES
2.1. Schlesinger system and Jimbo-Miwa tau function. Consider the system of linear differential
equations with initial condition:
(2.1)
dΨ
dz
= A(z)Ψ , Ψ(z0) = I
where A(z) is an N × N matrix whose entries are meromorphic functions on CP 1. The system (2.1)
is called Fuchsian if the matrix A(z) has only simple poles, i.e. A(z) = C +
∑M
i=1
Ai
z−zi
. We as-
sume that z = ∞ is not a singular point of (2.1) i.e. ∑Mi=1Ai = 0. The solution Ψ(z) of (2.1) is
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single-valued on the universal cover of CP 1 \ {zi}Mi=1. If one starts at a point z0 on some sheet of
the universal cover, and analytically continues Ψ along a loop γ ∈ π1(CP 1 \ {zi}Mi=1) one gets a new
solution, Ψγ of the same system; therefore, Ψγ is related to Ψ by a right multiplier, Mγ , which is
called the monodromy matrix: Ψγ = ΨMγ . In this way, one gets an anti-homomorphism from the
fundamental group π1(CP
1 \ {zi}Mi=1) toGL(N). The image of this anti-homomorphism is called the
monodromy group of system (2.1). The monodromy matrices and positions of singularities form the
set of monodromy data of equation (2.1). The Riemann-Hilbert (or inverse monodromy) problem is
the problem of finding a matrix-valued function Ψ [and, therefore, also the coefficients Aj] knowing
the monodromy data. One can vary the positions of singularities zj such that the monodromymatri-
ces remain unchanged. Such a deformation (called isomonodromic deformation) generically implies
a set of non-linear differential Schlesinger equations for Aj as functions of {zk}:
(2.2)
∂Aj
∂zk
=
[Aj , Ak]
zj − zk −
[Aj , Ak]
z0 − zk , j 6= k ;
(2.3)
∂Ak
∂zk
= −
∑
j 6=k
(
[Aj , Ak]
zj − zk
− [Aj , Ak]
zj − z0
)
.
In terms of solution of the Schlesinger system the Jimbo-Miwa tau function is defined by the system
of equations [68]
(2.4)
∂
∂zj
ln τ = Hj :=
1
2
res|z=zj
tr
(
dΨΨ−1
)2
dz
;
According to Jimbo-Miwa and Malgrange [61], the isomonodromic tau function is a holomorphic
section of a holomorphic line bundle on the universal covering of the space Cn \ {zk = zj}. The
divisor (τ) of its zeros (the Malgrange divisor) has an important meaning: if {Mj , zj}nj=1 ∈ (τ) then
the Riemann-Hilbert problem with this set of monodromy matrices and eigenvalues of matrices Aj
does not have a solution. The solution {Aj}nj=1 of the Schlesinger system is singular on (τ).
2.2. Bergman tau function onHurwitz space. Here we discuss the appearance of Bergman tau func-
tion in the theory of Dubrovin-Frobenius manifolds [16, 17]. One class Dubrovin-Frobenius man-
ifolds which admits a complete analytical description is provided by Hurwitz spaces. Restricting
ourselves to the semi-simple manifolds consider a Hurwitz space Hg,n whose point is a pair (C, f)
where C is a Riemann surface of genus g and f is a function of degree n on C with simple poles and
simple critical points. To each Dubrovin-Frobenius manifold one can associate a natural Riemann-
Hilbert problem whose solution, together with associated solutions of Schlesinger system, encodes
all essential ingredients of the manifold - from flat coordinates to prepotential. The matrix entries of
solution {Aj} of Schlesinger equations are given by rotation coefficients of a flat metric associated to
each Dubrovin-Frobenius manifold, see eq (3.70) of [16]. Therefore, the rotation coefficients define
also the Jimbo-Miwa isomonodromic tau function which in turn gives the genus one contribution
(the G-function) to the free energy (see Th.3.2 of [17]). Referring for details to [16, 17] we will only
present formulas which are necessary to make this section reasonably self-contained.
The Jimbo-Miwa tau function of a Dubrovin-Frobenius manifold which in present context is noth-
ing but the Bergman tau function on the Hurwitz space, is defined by the system of equations (see
Eq. (3.40) of [17])
(2.5)
∂ ln τB
∂zj
=
1
2
∑
i 6=j
β2ij
zj − zi
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where βij are rotation coefficients of the Darboux-Egoroff metric associated to the Frobeniusmanifold
and zj are the canonical coordinates on the manifold.
For semi-simple Frobenius structures on the Hurwits space Hg,n the canonical coordinates are
given by critical values of the function f : zi = f(xi) where xi are critical points of the function f
(df(xi) = 0). Equivalently, the critical values zi are branch points of the corresponding n-sheeted
branched cover while for the critical points xi we reserve the term ”ramification points”. The natural
local coordinates (also called “distinguished”) on C near xj are given by ζj(x) = [f(x) − zj ]1/2. The
rotation coefficients for Frobenius structures onHg,n are expressed in terms of canonical bidifferential
B(x, y) as follows [43]:
(2.6) βjk =
1
2
B(x, y)
dζj(x)dζk(y)
∣∣∣
x=xj , y=xk
.
Then equations (2.5) can be alternatively written as follows:
(2.7)
∂ ln τB
∂zj
= −res
∣∣∣
xk
Breg(x, x)
df(x)
where Breg(x, x) is the meromorphic quadratic differential which gives the constant term of B(x, y)
on the diagonal:
(2.8) Breg(x, x) =
(
B(x, y)− df(x)df(y)
(f(x− f(y))2
) ∣∣∣
x=y
.
The differential Breg(x, x) can also be represented in terms of Bergman projective connection SB and
the projective connection Sdf (·) = {f, ·} as follows:
Breg(x, x) =
1
6
(SB − Sdf ) .
Let us introduce the divisor of the differential (df):
(2.9) (df) =
∑
kjxj
where kj = 1 if xj is a (simple) ramification point; if xj is a pole of f the order of the pole of f at xj
equals −(kj + 1). Near poles xj of f the distinguished local parameters are given by
(2.10) ζj(x) = f(x)
1/(kj+1) .
Near zeros xj of df the distinguished local coordinate are defined by
(2.11) ζj(x) = (f(x)− f(xj))1/(kj+1) ,
Introduce also the following notations:
(2.12) E(x, xj) = lim
y→xj
E(x, y)
√
dζi(y),
and
(2.13) E(xi, xj) = lim
x→xj ,y→xi
E(x, y)
√
dζi(y)
√
dζj(x).
The solution of the system (2.7) is given by the following theorem:
Proposition 2.1. [44] Let (df) =
∑
kiqi be the divisor of the differential df . Then the solution τB of the
system (2.7) is given by the following expression:
(2.14) τB = C2/3(x)
(
df(x)∏
iE
ki(x, qi)
)(g−1)/3∏
i<j
E(qi, qj)
kikj
6
 epii6 〈s,Ωs〉− 2pii3 〈s,Kx〉 .
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where Kx is the vector of Riemann constants. The vector s is defined by relation
(2.15) Ax((df)) + 2Kx +Ωs+ r = 0
where s, r ∈ Zg.
For hyperelliptic coverings given by w2 =
∏2g+2
i=1 (z − zi) a simpler expression for the Bergman tau
function was found earlier in [39]:
(2.16) τB({zm}) = detA
∏
m<n
(zm − zn)
1
4
where Aij =
∫
ai
zj−1dz/w is the matrix of a-periods of non-normalized holomorphic differentials on
C . The expression (2.16) appeared as correlation function of the Ashkin-Teller model [74].
The function τB is simultaneously the Jimbo-Miwa tau function of two Riemann-Hilbert problems
whose solutions are related by the Laplace transform. One of them if non-Fuchsian; it’s solution was
implicitly given in [16] later represented in a complete form in [69]. Another Riemann-Hilbert prob-
lem is Fuchsian; its monodromy group and solution were described in [56]. Monodromy matrices of
such monodromy group always have integer values; therefore, they do not contain any parameters
and represent isolated points in the spaces of all monodromy groups. The function τB does not van-
ish unless two critical values of function f coincide; therefore, the Malgrange divisor of Dubrovin’s
Riemann-Hilbert problems is empty.
There exists another class of monodromy groups which can be associated to branch coverings:
these are monodromy groups with quasi-permutation monodromies [59]. These monodromy groups
depend on parameters, and the Bergman tau function gives only one of contributions to the Jimbo-
Miwa tau function.
3. RIEMANN-HILBERT PROBLEM FOR QUASI-PERMUTATION MONODROMY GROUPS
Riemann-Hilbert problems with quasi-permutation monodromy groups can be solved as follows
[59]. Suppose we are given a GL(n) representation of π1(CP
1 \ {zj = zk}, z0) such that all mon-
odromy matrices have exactly one non-vanishing entry in each column and in each row. Then for
any monodromy matrixMγ (γ ∈ π1(CP 1 \ {zj = zk}, z0) one can construct an associate permutation
matrix M0γ by replacing all non-vanishing entries of Mγ by 1. In this way we get a permutation rep-
resentation of π1(CP
1 \ {zj = zk}, z0) which, according to Riemann’s theorem, defines an n-sheeted
branched covering of CP 1. This gives a pair (C, f) where C is a Riemann surface of a genus g (the
genus is determined by the monodromy group) and f is a meromorphic function on C of degree n.
Assume that the monodromy representations can not be decomposed into direct sum of two other
quasi-permutation representations. Then the Riemann surface C is connected. Denote by z(j) the
point on jth sheet (under some enumeration of sheets) of (C, f) having projection z to the base;
{z(j)}nj=1 = f−1(z) if z is not a branch point.
The solution of an arbitrary RH problemwith quasi-permutation monodromies constructed in [59]
depends on the following set of parameters:
• Two vectors p,q ∈ Cg.
• Constants r(j)m ∈ C assigned to each point z(j)m ; we assume that the constants r(j)m and r(j
′)
m
coincide if z
(j)
m = z
(j′)
m i.e. if z
(j)
m is a ramification point. These constants are assumed to satisfy
the relation
(3.1)
M∑
m=1
n∑
j=1
r(j)m = 0 .
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Therefore, there areMn− 2g − 2n+ 1 independent parameters among constants r(j)m .
Altogether we have Mn − 2n + 1 independent constants p,q and r(j)m ; this number coincides
with the number of non-trivial parameters carried by the quasi-permutation monodromy matrices
M1, . . . ,MM .
Denote by Ŝ(x, y) the modified Szego¨ kernel given by the following formula (we assume that x
and y lie inside of the fundamental polygon C˜ of C):
(3.2) Ŝ(x, y) :=
Θ
[p
q
]
(A(x)−A(y) +Q)
Θ
[
p
q
]
(Q)E(x, y)
M∏
m=1
n∏
l=1
[
E(x, z
(l)
m )
E(y, z
(l)
m )
]r(l)m
where
Q :=
M∑
m=1
n∑
j=1
r(j)m Ax0(z(j)m ) .
The vector Q does not depend on the choice of initial point x0 of the Abel map due to assumption
(3.1). The kernel (3.4) is well-defined if Θ
[
p
q
]
(Q) 6= 0.
Define
(3.3) ψ(x, y) = Ŝ(x, y)E0(f(x), f(y))
where
E0(z, w) =
z − w√
dz dw
,
is the prime form on CP 1.
According to [59] the solution of the RH problem is given by analytical continuation (in z) of the
matrix function
(3.4) Ψkj(z0, z) = ψ(z
(j), z
(k)
0 ) ,
from a neighbourhood of the normalization point z ∼ z0.
The function Ψ satisfies the condition Ψ(z0, z0) = I . Fay’s identity (11.18) implies
detΨ =
M∏
m=1
N∏
j,k=1
[
E(z(j), z
(k)
m )
E(z
(j)
0 , z
(k)
m )
]r(k)m
,
In the proof of this expression for detΨ one uses the elementary fact that for any holomorphic differ-
ential v on C
∑
p∈f−1(z)
v
df (p) = 0 , see [59].
3.0.1. Jimbo-Miwa tau function. The computation of Jimbo-Miwa tau function (2.4) corresponding to
solution (3.4) starts from transforming tr
(
ΨzΨ
−1
)2
to a suitable form. Since this expression is inde-
pendent of the choice of normalization point z0 one can take the limit z0 → z in the formulas (3.4),
(3.2):
(3.5) Ψkj(z, z0) = (z0 − z) Ŝ(z
(j), z(k))
dz
+O((z0 − z)2) , k 6= j
(3.6) Ψjj(z, z0) = 1 + (z0 − z)W1(z
(j))−W2(z(j))
dz
,
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whereW1(x) is a linear combination of the basic holomorphic 1-forms on C :
(3.7) W1(x) =
1
Θ
[
p
q
]
(Q)
g∑
α=1
∂zα{Θ
[
p
q
]
(Q)}vα(x) ,
andW2(x) is the following meromorphic 1-formwith simple poles at the points z
(j)
m and residues r
(j)
m :
(3.8) W2(x) =
M∑
m=1
n∑
j=1
r(j)m dx lnE(x, z
(j)
m ) .
Then
tr
(
ΨzΨ
−1
)2
(dz)2 = 2
∑
j<k
Ŝ(z(j), z(k))Ŝ(z(k), z(j)) +
n∑
j=1
(
W1(z
(j))−W2(z(j))
)2
.
Due to (11.17) we have
Ŝ(x, y)Ŝ(y, x) = −B(x, y)−
g∑
α,β=1
∂2αβ{ln Θ
[
p
q
]
(Q)}vα(x)vβ(y) .
Furthermore, sinceW1(x) is a holomorphic 1-form on C , we have
∑N
j=1W1(z
(j)) = 0 and
n∑
j=1
{W1(z(j))}2 = −2
N∑
j,k=1
j<k
g∑
α,β=1
∂α{lnΘ
[
p
q
]
(Q)}∂β{ln Θ
[
p
q
]
(Q)}vα(z(j))vβ(z(k)) .
Therefore,
(3.9)
1
2
tr
(
ΨzΨ
−1
)2
(dz)2 = −
∑
j<k
B(z(j), z(k)) +
1
2
n∑
j=1
W 22 (z
(j))
− 1
Θ
[p
q
]
(Q)
∑
j<k
∑
α,β
∂2αβ{Θ
[
p
q
]
(Q)}vα(z(j))vβ(z(k))
− 1
Θ
[
p
q
]
(Q)
∑
α
∂α{Θ
[
p
q
]
(Q)}
∑
m
∑
j
r(j)m vα(z
(j))dx lnE(x, z
(j)
m ) .
Using the heat equation for theta-function (11.4), and variational formula (11.39), we see that the
contribution of the last two terms in (3.9) to the residue at zm is given by ∂zmΘ
[
p
q
]
(Q) and, therefore,
∂ ln τJM
∂ zm
=
1
2
res|z=zm
{
tr
(
ΨzΨ
−1
)2
dz
}
(3.10) = −res|z=zm
∑
j<k
B(z(j), z(k))
dz
+
1
2
res|z=zm
n∑
j=1
W 22 (z
(j))
dz
+ ∂zmΘ
[
p
q
]
(Q)
Therefore, we get the following proposition [59]:
Proposition 3.1. The tau function τJM is given by
(3.11) τJM = τ0 τ
−1/2
B Θ
[
p
q
]
(Q)
where τB is the Bergman tau function satisfying the system (2.7) and given by the formula (2.14).
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The factor τ0 satisfies the system of equations
(3.12)
∂ ln τ0
∂ zm
=
1
2
res|z=zm
n∑
j=1
W 22 (z
(j))
dz
.
where the Abelian differential of third kindW2 is given by (3.8).
Proof. The theorem follows from (3.10) and the identity proven in [43]:
(3.13) 2res|z=zm
1
dz
∑
j<k
B(z(j), z(k))
 = 16res|z=zm ∑
p∈f−1(z)
SB − Sdf
df
where SB is the Bergman projective connection and f(x) = z is the meromorphic function defining
the covering C . The right hand side in (3.13) coincides with logarithmic derivative of the Bergman
tau function (2.14). 
3.0.2. Function τ0. The factor τ0 in (3.11) is given by the following theorem
Proposition 3.2. The solution of the system of equations
(3.14)
∂ ln τ0
∂zm
=
1
2
res|z=zm
n∑
j=1
W 22 (z
(j))
dz
.
with
(3.15) W2(x) =
M∑
m=1
n∑
j=1
r(j)m dx lnE(x, z
(j)
m ) .
is given by
(3.16) τ20 =
∏
z
(j)
m 6=z
(i)
k
E(z(j)m , z
(i)
k )
r
(j)
m r
(i)
k
where the prime-forms with arguments coinciding with z
(j)
m are computed with respect to distinguished local
parameters as in (2.13) (notice that all terms in the r.h.s. (3.16) enter twice; we do it since there is no natural
ordering of the points z
(j)
m ).
Proof. The proof is based on variational formula for the prime-form (11.38); to avoid unnecessary
technicalities we give the proof in a special situation which, however, reflects all the characteristic
features of the general case. Namely, assume that z1 is not a critical value (this means that the mon-
odromymatrixM1 is diagonal) while all r’s corresponding to other zm’s equal zero. In this case (3.16)
gives
(3.17) τ20 =
∏
i 6=j
E(z
(i)
1 , z
(j)
1 )
r
(i)
1 r
(j)
1
and
(3.18) W2 =
n∑
i=1
r
(i)
1 d lnE(λ, z
(i)
1 )
with
∑n
i=1 r
(i)
1 = 0.
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Let us first differentiate (3.17) with respect to some branch point z2 using (11.38):
(3.19)
∂
∂z2
ln
∏
i 6=j
E(z
(i)
1 , z
(j)
1 )
r
(i)
1 r
(j)
1
(3.20) = −1
2
∑
p∈f−1(z2)
res
∣∣∣
t=p
(z2)
1
df(t)
∑
i 6=j
r
(i)
1 r
(j)
1 (d lnE(t, z
(i)
1 )− d lnE(t, z(j)1 ))2
= −1
2
∑
p∈pi−1(z2)
res
∣∣∣
t=p
1
df(t)
∑
i 6=j
r
(i)
1 r
(j)
1
×
[
(d lnE(t, z
(i)
1 ))
2 + (d lnE(t, z
(j)
1 ))
2 − 2d lnE(t, z(i)1 ))d lnE(t, z(j)1 ))
]
In the first term in the last expression we perform summation over j using
∑n
i=1 r
(i)
1 = 0 and in the
second term the summaton is performed over over i. The results equal to each other which gives an
extra factor of −2. Summing only over i < j in the last sum gives the following expression for (3.19):
(3.21)
∑
p∈pi−1(z2)
res
∣∣∣
t=p
1
df(t)
∑
i
(r
(i)
1 )
2(d lnE(t, z
(i)
1 ))
2 + 2
∑
i<j
r
(i)
1 r
(j)
1 d lnE(t, z
(i)
1 )) d lnE(t, z
(j)
1 ))

=
∑
p∈pi−1(z2)
res
∣∣∣
t=z
(k)
2
1
df(x)
[∑
i
r
(i)
1 d lnE(t, z
(i)
1
]2
which coincides with the r.h.s. of (3.14).
Consider now the derivative with respect to z1. The moduli of the Riemann surface C remain
unchanged but each prime form has to be differentiated with respect to its arguments. Then
(3.22)
∂
∂z1
ln
∏
i 6=j
E(z
(i)
1 , z
(j)
1 )
r
(i)
1 r
(j)
1 = 2
∑
i 6=j
r
(i)
1 r
(j)
1
dx lnE(x, y)
df(x)
∣∣∣
x=z
(i)
1 ,y=z
(j)
1
.
On the other hand, the r.h.s. of (3.14) gives
n∑
k=1
res
∣∣∣
x=z
(k)
1
1
df(x)
[∑
i
r
(i)
1 d lnE(x, z
(i)
1 )
]2
= res
∣∣∣
z=z1
1
dz
∑
k
∑
i
(r
(i)
1 )
2(d lnE(z(k), z
(i)
1 ))
2
(3.23) + res
∣∣∣
z=z1
1
dz
∑
k
∑
i 6=j
r
(i)
1 r
(j)
1 d lnE(z
(k), z
(i)
1 )d lnE(z
(k), z
(j)
1 )
In the first sum in (3.23) we can interchange the order of summation and sum over k first; the result
is a differential on the base :
(3.24)
1
dz
∑
k
(d lnE(z(k), z
(i)
1 ))
2 =
dz
(z − z1)2
which does not have residue at z1.
The second sum contributes when either k = i or k = j; due to symmetry we get
2
∑
i 6=j
r
(i)
1 r
(j)
1 d lnE(z
(j)
1 , z
(i)
1 )
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computed in local parameter z − z1, which coincides with (3.22).

Factors τ0 and τ
−1/2
B in the formula (3.11) for the tau function never vanish in C
M \{zj = zk}. there-
fore, the Malgrange divisor of Riemann-Hilbert problems with quasi-permutation monodromies is
defined by equation
Θ
[
p
q
] M∑
m=1
n∑
j=1
r(j)m Ax0(z(j)m )
 = 0
Remark 3.3. The formula for τ0 proposed in [59] was incorrect. The expression (3.16) was first given
in [28] for the case of coverings with special monodromy groups (the monodromymatrices from [28]
were split in pairs such that M2kM2k−1 = I); the tau function τ0 was named in [28] the ”Seiberg-
Witten” tau function although we are not aware of the logic behind this terminology. The full expres-
sion (3.11) was interpreted in [28] as conformal block of an appropriate conformal field theory in the
spirit of recent works on the link between conformal blocks and isomonodromic tau functions (see
for example [27])
4. SELF-DUAL SU(2) INVARIANT EINSTEIN MANIFOLDS
The complete description of SU(2) invariant self-dual Einstein metrics metrics of this type was
given by Hitchin [37] in terms of special solutions of Painleve´ 6 equation. The analysis presented
in [37] essentially relied on previous works [72, 73]. The final formulas derived in [37] were rather
complicated; elementary formulas for these metrics were obtained later in [6] using the expression
for Bergman tau function on the space of elliptic curves derived in [39]. In this section we summarize
the approach of [6].
The SU(2)-invariant self-dual Einstein metric can be written in the following form [72, 73]
(4.1) g = F
{
dµ2 +
σ21
W 21
+
σ22
W 22
+
σ23
W 23
}
,
where 1-forms σj satisfy
(4.2) dσ1 = σ2 ∧ σ3 , dσ2 = σ3 ∧ σ1 , dσ3 = σ1 ∧ σ2 ,
and functionsWj depend only on ”euclidean time” µ. In terms of new variablesAj(µ) (the connection
coefficients) defined by equations
(4.3)
dWj
dµ
= −WkWl +Wj(Ak +Ak) ,
where (j, k, l) are arbitrary permutations of indexes (1, 2, 3) the condition of self-duality of the metric
is given by the classical Halphen system:
(4.4)
dAj
dµ
= −AkAl +Aj(Ak +Ak) .
Any solution of (4.4) can be substituted into the system (4.3), which defines thenmetric coefficients
Wj .
The full system (4.3), (4.4) is invariant with respect to SL(2,R)Mo¨bius transformations:
(4.5) µ→ µ˜aµ+ b
cµ+ d
, ad− bc = 1 ,
(4.6) Wj → W˜j = (cµ + d)2Wj ,
(4.7) Aj → A˜j = (cµ+ d)2Aj + c(cµ + d)2 .
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The system (4.4) has several interesting special cases. When one chooses the trivial solutionAj = 0
of the system (4.4), the corresponding system (4.3) reduces to equations of the Euler top. If two of the
functions Aj vanish, the remaining one must be constant. Another special case is when for all j one
choosesWj = Aj . We refer to [37] for a list of references where these special cases were discussed.
The system (4.3), corresponding to a general solution of the system (4.4), was related in the papers
[73, 37] to the four-point Schlesinger system. Moreover, it turned out that the conformal factor F can
be chosen to make metric (4.1) satisfy Einstein’s equation in the case when the system (4.3) can be
solved in elliptic functions.
It is well-known that functions
(4.8) A1 = 2
d
dµ
lnϑ2 , A2 = 2
d
dµ
lnϑ3 , A3 = 2
d
dµ
lnϑ4 ,
where
ϑ2 ≡ ϑ
[1
2
, 0
]
(0, iµ) , ϑ3 ≡ ϑ[0, 0](0, iµ) , ϑ4 ≡ ϑ
[
0,
1
2
]
(0, iµ)
are standard theta-constants, solve the Halphen system (4.4). The general solution of (4.4) may be
obtained applying Mo¨bius transformations (4.5), (4.7) to solution (4.8). Therefore, it is sufficient to
solve the system (4.3), where functions Aj are given by (4.8). Then the general solution of the system
(4.3) can be obtained by Mo¨bius transformation from the general solution of the system
(4.9)
dWj
dµ
= −WkWl + 2Wj d
dµ
ln(ϑk+1ϑl+1) ,
In general, the system (4.9) can not be solved in elementary or special functions. However, such
solution is possible if Wi satisfy the following additional condition (which is nothing but the fixing
of the value of an integral of motion of the system (4.9).
(4.10) ϑ42W
2
1 − ϑ43W 22 + ϑ44W 23 =
π2
4
ϑ42ϑ
4
3ϑ
4
4 .
The relationship of the system (4.9) to isomonodromic deformations and the tau function is most
naturally seen in terms of variables
(4.11) Ω1 = − W2
πϑ22ϑ
2
4
, Ω2 = − W3
πϑ22ϑ
2
3
, Ω3 = − W1
πϑ23ϑ
2
4
.
which were used in [73, 37]. Then relation (4.10) takes the simple form
(4.12) − Ω21 +Ω22 +Ω23 =
1
4
.
To rewrite the system (4.9) in terms of Ωj one also makes the change of independent variable from
µ to x such that the period of the elliptic curve
(4.13) ν2 = λ(λ− 1)(λ − x) .
equals iµ. It is assumed that 0 < x < 1, the a-cycles goes around [0, x] and b-cycle around [x, 1]. Then
the system (4.9) is equivalent to
(4.14)
dΩ1
dx
= − Ω2Ω3
x(1− x) ,
dΩ2
dx
= −Ω3Ω1
x
,
dΩ3
dx
= −Ω1Ω2
1− x .
To derive equations (4.14) from (4.9) one needs to use the elementary version of the variational for-
mula (11.36):
(4.15)
dµ
dx
=
π
4K2x(x− 1) .
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whereK is the full elliptic integral
(4.16) K =
1
2
∫ x
0
dλ√
λ(λ− 1)(λ − x)
and the standard expressions for theta-constants
(4.17) ϑ42 =
4
π2
K2x , ϑ43 =
4
π2
K2 , ϑ44 =
4
π2
K2(1− x) .
The metric (4.1) in terms of Ωj can be written as follows
(4.18) g = F˜
{
dx2
x(1− x) +
σ21
Ω21
+
(1− x)σ22
Ω22
+
xσ23
Ω23
}
,
where the conformal factors F˜ and F are related by F˜ = 1
ϑ42ϑ
4
4
F .
If variables Ωj solve the system (4.14), and satisfy condition (4.12), then the metric (4.18) satisfies
Einstein’s equations with cosmological constant Λ if the conformal factor F˜ is given by a complicated
explicit expression found in [73].
The system (4.14) arises in the context of isomonodromic deformations of the equation
(4.19)
dΨ
dλ
=
(A0
λ
+
A1
λ− 1 +
Ax
λ− x
)
Ψ ;
the isomonodromy condition (assuming the normalization Ψ(∞) = I) implies the equation
(4.20)
dΨ
dx
= − A
x
λ− xΨ .
The compatibility condition of equations (4.19) and (4.20) is given by the Schlesinger system
(4.21)
dA0
dx
=
[Ax, A0]
x
,
dA1
dx
=
[Ax, A1]
x− 1 ,
dAx
dx
= − [A
x, A0]
x
− [A
x, A1]
x− 1 .
Eigenvalues of matrices A0, Ax and A1 are integrals of motion of the Schlesinger system. If one
chooses
(4.22) tr(A0)2 = tr(A1)2 = tr(Ax)2 =
1
8
,
then the formulas
(4.23) Ω21 = −(
1
8
+ trA0A1) , Ω22 =
1
8
+ trA1Ax , Ω23 =
1
8
+ trA0Ax
give a solution of the system (4.14), (4.12) (see [37]).
As a corollary of conditions (4.22), eigenvalues of all monodromies M0, M1 and Mx equal to ±i.
Suchmonodromymatrices allow a simple classification [37]: up to a simultaneous constant similarity
transformation they are either given by the triple
M0 =
(
0 −ie−2piiq
−ie2piiq 0
)
; M1 =
(
0 ie−2pii(p+q)
ie2pii(p+q) 0
)
;
(4.24) Mx =
(
0 −ie−2piip
−ie2piip 0
)
p, q ∈ C ,
or the triple
(4.25) M0 =
( −i q0
0 i
)
; M1 =
( −i −i+ q0
0 i
)
; Mx =
( −i −i
0 i
)
, q0 ∈ C .
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In [37] the system (4.14), (4.12) was solved in terms of elliptic functions (independently in the cases
(4.24) and (4.25)) using the link between {Ωj} and the solution y(x) of the Painleve´ 6 equation with
coefficients (18 , −18 , 18 , 38), which is known to be equivalent to the system (4.21).
If one then directly expresses {Ωj} in terms of elliptic functions then the resulting expressions turn
out to be very cumbersome (see [37]).
Simple formulas for variables Ωj and Wj were derived in [6] using the expression for the Jimbo-
Miwa tau function of the Schlesinger system (4.21) obtained in [39]. This tau function is defined by
equation
(4.26)
d
dx
ln τ(x) =
trA0Ax
x
+
trA1Ax
x− 1 .
The solution of the system (4.14) can be expressed in terms of the τ -function (4.26) as follows:
(4.27) Ω21 =
d
dx
{x(x− 1) d
dx
ln τ(x)} ,
(4.28) Ω22 = (1− x)
d
dx
{x(x− 1) d
dx
ln τ(x)} + x(x− 1) d
dx
ln τ(x) +
1
8
,
(4.29) Ω23 = x
d
dx
{x(x− 1) d
dx
ln τ(x)} − x(x− 1) d
dx
ln τ(x) +
1
8
solve (4.14), (4.12).
The Jimbo-Miwa τ -function of the Schlesinger system (4.21), corresponding to monodromy matri-
ces (4.24), is given by the formulas (2.16) and (3.11) where τ0 = 1 and
τB = K[x(1− x)]1/4 .
(In present case detA from (2.16) equals 4 times the elliptic integralK (4.16)). Therefore,
(4.30) τ(x) =
ϑ[p, q]
K1/2[x(1− x)]1/8
If, moreover, we make use of Thomae formulas (4.17) we get (up to an unessential constant)
(4.31) τ(x) =
ϑ[p, q]√
ϑ2ϑ4
.
Now a long but straightforward computation leads to the following theorem.
Theorem 4.1. [6] The general two-parametric family of solutions of the system (4.9), satisfying condition
(4.10), is given by the following formulas:
W1 = − i
2
ϑ3ϑ4
d
dqϑ[p, q +
1
2 ]
epiipϑ[p, q]
, W2 =
i
2
ϑ2ϑ4
d
dqϑ[p+
1
2 , q +
1
2 ]
epiipϑ[p, q]
,
(4.32) W3 = −1
2
ϑ2ϑ3
d
dqϑ[p+
1
2 , q]
ϑ[p, q]
,
where ϑ[p, q] denotes the theta-function with characteristics of vanishing first argument ϑ[p, q](0, iµ); p, q ∈
C.
The corresponding metric (4.1) is real and satisfies Einstein’s equations with a negative cosmological con-
stant Λ if
(4.33) p ∈ R , ℜq = 1
2
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and the conformal factor F is given by the following formula:
(4.34) F =
2
πΛ
W1W2W3(
d
dq lnϑ[p, q]
)2 .
The metric (4.1) is real and satisfies Einstein’s equations with a positive cosmological constant Λ if
(4.35) q ∈ R , ℜp = 1
2
,
and the conformal factor is given by the same formula (4.34).
There exists also an additional one-parametric family of solutions of the system (4.9):
(4.36) W1 =
1
µ+ q0
+ 2
d
dµ
lnϑ2 , W2 =
1
µ+ q0
+ 2
d
dµ
lnϑ3 , W3 =
1
µ+ q0
+ 2
d
dµ
lnϑ4
(q0 ∈ R), which defines manifolds with the vanishing cosmological constant Λ = 0 if the conformal factor F is
defined by the formula
(4.37) F = C(µ+ q0)
2W1W2W3 ,
where C > 0 is an arbitrary constant.
Metric coefficients (4.32) and (4.36) possess nice modular properties which in turn translate into
modular properties of objects arising in spectral geometry of such Einstein’s manifolds [23]. These
modular properties were analyzed from cosmological perspective in [63].
5. EINSTEIN’S EQUATIONS WITH TWO KILLING SYMMETRIES
Here we give another example of appearance of Schlesinger equations and the Jimbo-Miwa tau
function in the theory of Einstein’s equations. Our presentation here is based on [51, 52, 53]. Un-
like the previous example here we consider Einstein’s equations without cosmological constant in
the physical 3 + 1 signature. The physical context depends on the choice of two commuting Killing
vectors: if both Killing vectors are space-like one gets either Einstein-Rosen waves with two polar-
izations or Gowdy model. If one Killing vector is space-like and another is time-like, the resulting
spacetimes are stationary and axially symmetric. It is the latter case which was considered in the
original paper [51] although the solutions found there can be easily extended to two other cases.
The metric on stationary axially symmetric manifold can be written in the standard form
(5.1) ds2 = f−1[e2k(dz2 + dρ2) + ρ2dϕ2]− f(dt+ Fdϕ)2
The metric coefficients k,A and f are functions of two coordinates (ρ, z) only. The most non-trivial
part of Einstein’s equations (called the Ernst equation) can be written in terms of only one complex-
valued function E(ρ, z) (the Ernst potential):
(5.2) (E + E)(Exx + ρ−1Eρ + Ezz) = 2(E2x + E2ρ )
The metric coefficients of (5.1) can be restored from the Ernst potential via equations
(5.3) f = ℜE , ∂F
∂ξ
= 2ρ
(E − E)ξ
(E + E)2
∂k
∂ξ
= 2iρ
EξEξ
(E + E)2
where ξ = x+ iρ.
The Ernst equation is integrable in the sense of the theory of integrable systems: it can be repre-
sented as a compatibility condition of the associated linear system found in [62, 5]:
(5.4) Ψξ =
GξG
−1
1− γ Ψ , Ψξ =
GξG
−1
1− γ Ψ
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where
(5.5) G =
(
2 i(E − E)
i(E − E) 2EE
)
;
(5.6) γ =
2
ξ − ξ
{
w − ξ + ξ
2
+
√
(w − ξ)(w − ξ)
}
is the ”variable spectral parameter” while w ∈ C is the constant spectral parameter; Ψ(x, ρ,w) is a
2× 2matrix-valued function.
The link between the Fuchsian Schlesinger system and the Ernst equation was established in [52].
Namely, let solution Ψ of the system (2.1) with simple poles (and z replaced by γ) satisfy two addi-
tional conditions:
(5.7) Ψt(1/γ)Ψ−1(0)Ψ(γ) = I ,
(5.8) Ψ(−γ) = Ψ(γ) .
Let matrices {Aj} be the corresponding solution of the Schlesinger system (2.2), (2.3) with z0 =∞
and let zj = γ(wj , ξ, ξ) where function γ is given by (5.6). Then the matrix G = Ψ(γ = 0, ξ, ξ) has the
structure (5.5) and the corresponding function E satisfies the Ernst equation (5.2).
Moreover, the metric coefficient k is related to the Jimbo-Miwa tau function of the Schlesinger
system by the following formula:
(5.9) e2k = C
∏
j
{
∂γj
∂wj
}trA2j/2
τJM
where C is a constant. We notice that trA2j are also constants of motion of the Schlesinger system
which can be found directly from monodromy matrices.
This observation means that knowing a solution of Riemann-Hilbert problem with some mon-
odromy matrices one can always find related solution of the Ernst equation. In particular, solutions
of RH problemwith quasi-permutationmonodromies described above give rise to algebro-geometric
solutions of Ernst equation from [51].
Define the hyperelliptic curve C of genus g by
(5.10) y2 = (w − ξ)(w − ξ)
2g∏
j=1
(w − wj)
where wj ∈ C. The curve (5.10) is assumed to be real i.e. the branch points wj are either real or
form conjugated pairs. The branch points ξ and ξ of the curve C depend on space variables (x, ρ).
Denote the Abel map on C by A and introduce two constant vectors p,q ∈ Cg which satisfy appro-
priate reality conditions [51, 53]. These vectors define the monodromy group with 2× 2 off-diagonal
monodromy matrices, see [39].
The the solution of (5.10) is given by
(5.11) E(ξ, ξ) = Θ
[
p
q
]
(A(∞1)−A(ξ))
Θ
[p
q
]
(A(∞2)−A(ξ))
where∞1 and∞2 are points at infinity on different sheets of C .
The expression (3.11) for the tau function of 2×2Riemann-Hilbert problemwith quasi-permutation
monodromies, combined with the link (5.9) between the conformal factor and the Jimbo-Miwa tau
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function, leads then to the following simple formula for the conformal factor e2k defined by equations
(5.3).
(5.12) e2k =
Θ
[p
q
]
(0)Θ
[p
q
]
(12e)
Θ(0)Θ(12e)
where e = (1, . . . , 1).
The theta-functional solutions (5.11) in genus 2 turned out to have a physical significance: they
arise in the problem of analytical description of rigidly rotating infinitely thin dust disk (see [40] and
references therein for details).
6. BERGMAN TAU FUNCTION AND MODULI SPACES
6.1. Hodge class on spaces of admissible covers. Bergman tau function τB (2.14) turns out to be
an efficient tool in the study of geometry of moduli space. Namely, the analysis of properties of τB
allows to interpret it as a natural higher genus analog of the Dedekind’s eta-function.
Consider the Hurwitz space Hg,n of pairs (C, f) where C is a Riemann surface of genus g and f
is a meromorphic function of degree n on C such that all poles and critical points of f are simple.
Then the number of critical points isM = 2g + 2n− 2. Consider the quotientHg,n/ ∼where ∼ is the
equivalence relation between pairs (C, f) and (C, (af + b)/(cf + d)) for an arbitrary GL(2,C)matrix(
a b
c d
)
. There exists a compactification of the space Hg,n/ ∼ , called the space of admissible covers
[33], which we denote by Hadmg,n . Study of analytical properties of the Bergman tau function (2.14)
near boundary components of the spaceHadmg,n allows to get a new relation in the Picard group of this
space [46]. 1
The first key fact about τB is its transformation under a change of Torelli marking of C :
Proposition 6.1. Under a symplectic change of canonical basis of cycles (ai, bi) on C given by
(6.1)
(
b˜i
a˜i
)
=
(
A B
C D
)(
bi
ai
)
the function τB transforms as follows:
(6.2) τB(C, f)→ ǫ det(CΩ+D)τB(C, f)
where ǫ24 = 1.
This proposition can be easily deduced from explicit formula (2.14) (equations (2.7) give this rela-
tion up to a constant; to prove that this constant is a 24th root of unity one needs to use the explicit
formula (2.14)).
Another important property of τB is given by the following
Proposition 6.2. [46] Let V (z1, . . . , zM ) =
∏
i<j(zi − zj) be the Vandermonde determinant of the critical
values z1, . . . , zM of f . Then
(6.3) η = τ
24(M−1)
B V
−6
is invariant under any Mo¨bius transformation f → (af + b)/(cf + d).
1The tau function (2.9) used in [46] equals to 24th power of the Bergman tau function on a Hurwitz space used in this
paper
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Propositions 6.1 and 6.2 allow to conclude that η is a section of the determinant of Hodge vector
bundle overHadmg,n . This section is singular on boundary divisors∆(k)µ ofHadmg,n which are parametrized
by the following data [33]: µ = [n1, . . . , nr] is a partition of 1, . . . , n and (k,M − k) is a partition of
the set of critical values. A generic nodal curve from ∆
(k)
µ is obtained as follows. Consider the de-
generation of the base CP 1 into two Riemann spheres such that one of them carries k and another
the remaining M − k critical values (these degenerations form a divisor Dk inM0,M ). Then µ is the
partition corresponding to Sn monodromy of the covering around the nodal point formed on the
base of the covering. The number r of cycles in the permutation around the nodal point on the base
equals to the number of nodes of the coverings forming∆
(k)
µ . The union of∆
(k)
µ over all µ for a given
k is the pre-image of the divisor Dk under the inverse of the branching map from the Hurwitz space
to the set of critical values of the function f i.e. toM0,M .
Study of asymptotics of τB and η near∆
(k)
µ , together with (6.1) gives the following
Theorem 6.3. [46] The Hodge class λ ∈ Pic(Hg,n) ⊗ Q can be expressed as follows in terms of classes of
boundary divisors:
(6.4) λ =
g+n−1∑
k=2
∑
µ=[n1,...,nr]
r∏
i=1
ni
(
k(M − k)
8(M − 1) −
1
12
r∑
i=1
n2i − 1
ni
)
δ(k)µ .
where δ
(k)
µ is the class of divisor ∆
(k)
µ .
In the case n = 2, i.e. for the moduli spaces of hyperelliptic curves of given genus (M − 2)/2 the
formula (6.4) was found earlier by Cornalba and Harris in [13]:
(6.5) λ =
[(g+1)/2]∑
i=1
i(g + 1− i)
4g + 2
δ
(2i)
[12]
+
[g/2]∑
j=1
j(g − j)
2g + 1
δ
(2j+1)
[2] .
The formula (6.4) got an alternative proof using algebro-geometric techniques and then used to com-
pute classes of so-called Mumford’s divisors inMg by van der Geer and Kouvidakis in [29, 30, 31].
The construction of the Bergman tau function on Hurwitz spaces allows a natural generalization
to other moduli spaces: spaces of holomorphic Abelian, quadratic and n-differential, as well as to
moduli spaces of spin curves. In all these cases the tau functions are close cousins of the Bergman
tau function (2.14) on Hurwitz spaces; the analysis of their properties allows to obtain a geometric
information about corresponding spaces.
6.2. Spaces of holomorphic abelian differentials. Denote byHg the Hodge bundle overMg and by
Hg its extension toMg.
The space Hg is the union of strata Hg(k1, . . . , kn) such that k1 + · · · + kn = 2g − 2; an element of
Hg(k1, . . . , kn) is a pair (C, v), whereC is a Riemann surface of genus g and v is a holomorphic abelian
differential on C with zeros x1, . . . , xn of multiplicities (k1, . . . , kn). Then the tau function τB(C, v)
on Hg(k1, . . . , kN ) is defined by the formula which looks exactly as (2.14) but where the divisor of
the exact meromorphic differential df is replaced by the divisor of the holomorphic differential v:
(v) =
∑n
j=1 kjqj =
∑n
j=1 kjxj .
To write down a system of equations for τB(C, v) similar to (2.7) we introduce a system of local
homological coordinates onHg(k1, . . . , kn) given by integrals of v over any basis of the relative homol-
ogy groupH1(C, {xj}nj=1); the number 2g + n− 1 of cycles in this basis coincides with dimension of
Hg(k1, . . . , kn). A set of independent cycles in this homology group can be chosen as (this is a special
case of the basis (11.26) in the case of meromorphic differentials):
(6.6) {sj}2g+n−1j=1 = (ai, bi, lj) , i = 1, . . . , g, j = 1, . . . , n − 1
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where lj is a contour connecting x1 with xj+1. The dual to H1(C, {xj}nj=1) is the homology group
H1(C \ {xj}nj=1. The basis in the dual group which is dual to the basis (6.6) is given by (this is a
special case of (11.28)):
(6.7) {s∗j}2g+n−1j=1 = (−bi, ai, c˜j)
where c˜j is a small counter-clockwise contour around xj+1; s
∗
j ◦ sk = δjk.
The equations for τB on the stratumH(k1, . . . , kn) are given by the following analog of (2.7):
(6.8)
∂ ln τB
∂(
∫
sj
v)
=
∫
s∗j
Breg(x, x)
v(x)
The main properties of τB on Hg(k1, . . . , kn) are the following. First, τB is holomorphic and non-
vanishing as long as the curve C remains non-degenerate i.e. does not approach the boundary ofMg
and the zeros of v do not change their multiplicities (i.e. do not merge). Second, as well as in the case
of Hurwitz spaces, τB transforms as follows under the change of Torelli marking of C given by (6.1):
(6.9) τB(C, f)→ ǫdet(CΩ+D)τB(C, f)
where ǫ is a root of unity of degree 12N where N is the least common multiple of k1 + 1, . . . , kn + 1
(see (4.27) of [38]).
Third, τB transforms as follows under the rescaling of v:
(6.10) τB(C, κv) = τB(C, v)κ
1
12
∑n
i=1
ki(ki+2)
ki+1 .
These properties can not be used to get relations in the Picard group of compactification of any
stratum H(k1, . . . , kn) since the geometric structure of such compactification is not well understood.
However, when all zeros of v are simple such compactification coincides with PHg which leads to
the following theorem.
Theorem 6.4. [57] In the rational Picard group of Pic(PHg)⊗Q the following relation holds:
(6.11) λ =
g − 1
4
ϕ+
1
24
δdeg +
1
12
δ0 +
1
8
[g/2]∑
j=1
δj .
Here λ is the pullback of the Hodge class onMg to Hg, ϕ is the first Chern class of the line bundle associated
to the projection Hg → PHg, δdeg is the class of the divisor of abelian differentials with multiple zeros, and
δj , j = 0, . . . , [g/2], are the pullbacks of the classes of Deligne-Mumford boundary divisors fromMg to PHg.
6.3. Spaces of quadratic differentials: Hodge and Prym tau functions. Denote by Qg the moduli
space of pairs (C,Q) where C is a Riemann surface of genus g and Q is a holomorphic quadratic
differential on C . The canonical covering Ĉ of C is defined by the equation
(6.12) v2 = Q
in T ∗C . Introduce a subspace Q0g of Qg corresponding to differentials Q with 4g − 4 simple zeros
at x1, . . . , x4g−4; we have dimQ0g = dimQg = 6g − 6. For a point (C,Q) ∈ Q0g denote zeros of Q by
x1, . . . , x4g−4; the genus of canonical cover Ĉ the equals 4g − 3. The zeros xj are branch points of the
covering π : Ĉ → C . Denote the involution on Ĉ interchanging the sheets by µ. Operator µ∗ acting
in H1(Ĉ,R) has eigenvalues ±1; denote the corresponding eigenspaces by H+ and H−. We have
dimH+ = 2g (H+ can be identified with H1(C,R)) and dimH− = 2g− with g− = 3g − 3. A system of
homological coordinates onQ0g is given by choosing a symplectic basis {sj}2g−j=1 = {a−i , b−i }g−i=1 in H−.
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Similarly, we decompose the spaceH(1,0)(Ĉ) of holomorphic differentials on Ĉ into eigenspaces of
µ∗ as H+ ⊕H− where elements of H− are called Prym differentials.
Denote canonical bidifferentials on C and Ĉ by B and B̂, respectively and define
(6.13) Breg(x, x) =
(
B(x, y)− v(x)v(y)
(
∫ y
x v)
2
) ∣∣∣
y=x
(Breg(x, x) is a meromorphic quadratic differential on C depending on the choice of Torelli marking
on C , but we can also lift it to Ĉ) and
(6.14) B̂reg(x, x) =
(
Bˆ(x, y)− v(x)v(y)
(
∫ y
x v)
2
) ∣∣∣
y=x
which is a meromorphic quadratic differential on Ĉ depending on the choice of Torelli marking on
Ĉ .
Equivalently,
(6.15) Breg(x, x) =
1
6
(SB − Sv) , B̂reg(x, x) = 1
6
(ŜB − Sv)
where SB and ŜB are Bergman projective connections on C and Ĉ , respectively and Sv = {
∫ x
v, ·} is
the projective connection (defined on Ĉ and invariant under µ, thus also giving a projective connec-
tion on C) defined by differential v.
Now we define two Bergman tau functions τ(C,Q) and τ̂(C,Q) by equations
(6.16)
∂ ln τ
∂
∫
si
v
=
∫
s∗i
Breg(x, x)
v(x)
(6.17)
∂ ln τ̂
∂
∫
si
v
=
∫
s∗i
Bˆreg(x, x)
v(x)
Let us assume now that Torelli markings used to define B and B̂ are compatible i.e. we choose the
canonical basis in Hi(Ĉ,Z) as follows:
(6.18) {aj , aµj , a˜k, bj , bµj , b˜k}
such that
(6.19) µ∗aj = a
µ
j , µ∗bj = b
µ
j , µ∗a˜k + a˜k = µ∗b˜k + b˜k = 0
where (ai, bi, a
µ
i , b
µ
i ) is a lift of the canonical basis of cycles (ai, bi) on C .
Denote by
(vˆj , vˆ
µ
j , wˆk)
the corresponding basis of normalized Abelian differentials on Ĉ . The differentials v+j = vˆj + vˆ
µ
j for
j = 1, . . . , g form a basis in the space H+; these differentials are naturally identified with the nor-
malized holomorphic differentials vj on C . A basis in H− is given by g− = 3g − 3 Prym differentials
v−l :
(6.20) {vˆl − vˆµl , wˆk} , l = 1, . . . , g, k = 1, . . . , 2g − 3
The classes in H1(Ĉ,R) given by
(6.21) a+j =
1
2
(aj + a
µ
j ) , b
+
j = bj + b
µ
j
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with the intersection index a+j ◦ b+k = 12δjk, form a basis in H+ whereas the classes
(6.22) a−l =
1
2
(al − aµl ), b−l = bl − bµl l = 1, . . . , g
(6.23) a−l = a˜l−g, b
−
l = b˜l−g l = g + 1, . . . , g−
form a basis in H− with intersection index a
−
j ◦ b−k = δjk.
The period matrix Ω+ of differentials v+j is equal o twice the period matrix of C :
(6.24) Ω+jk =
∫
b+
k
v+j = 2Ωjk .
Interating the Prym differentials (6.20) over the cycles (6.22), (6.23) we get the matrix Ω− which is
equal to 2Π where Π is the Prym matrix defined in [25], p. 86:
(6.25) Ω−jk =
∫
b−
k
v−j = 2Πjk .
Then the period matrix Ω̂ of Ĉ is given by
(6.26) Ω̂ = T−1
(
Ω+ 0
0 Ω−
)
T−1 = 2T−1
(
Ω 0
0 Π
)
T−1
where
(6.27) T =
 Ig Ig 0Ig −Ig 0
0 0 Ig−−g

Under this choice of Torelli marking of C and Ĉ , following [47, 10], we introduce the “Hodge” tau
function
(6.28) τ+(C,Q) = τ(C,Q)
and “Prym” tau function
(6.29) τ−(C,Q) =
τ̂(C,Q)
τ(C,Q)
.
Explicit formula for τ+(C,Q) is given by the formula (2.14) with only a slight modification: the
divisor
∑
kiqi should be formally replaced by
∑4g−4
i=1
1
2xi; the distnquished local parameters near xi
should be chosen as [
∫ x
xi
v]2/3 and the vectors s, r ∈ Zg/2 are defined by the following analog of (2.15):
(6.30)
1
2
Ax((Q)) + 2Kx +Ωs+ r = 0 .
The tau function τ̂(C,Q) is simply given by (2.14) applied to the pair (Ĉ, v) i.e. it coincides with
the tau function on the space of holomorphic Abelian differentials τ(Ĉ, v) as defined by (2.14) with
C replaced by Ĉ and differential df replaced by v; the divisor (v) on Ĉ is given by
∑4g−4
i=1 2xi).
The key properties of tau functions τ± is their transformation under the change of symplectic bases
inH+ andH−. Namely, for a symplectic transformation σ inH1(Ĉ)which is commuting with µ∗ and
acting by matrices
(6.31) σ± =
(
A± B±
C± D±
)
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in H± the tau functions τ± transform as follows:
(6.32)
τσ±
τ±
= γ±(σ)det(C±Ω± +D±)
where γ48± (σ) = 1.
Another important property is the behaviour of τ± under rescaling of Q:
(6.33) τ+(C, κQ) = κ
5(g−1)
36 τ+(C, κQ) , τ−(C, κQ) = κ
11(g−1)
36 τ−(C, κQ) .
Both tau functions, τ± are holomorphic and non-vanishing onQ0g . Denote byDdeg the divisor inHg
containg differentials Q with multiple zeros. The asymptotics of τ± near Ddeg was computed in [58].
Namely, let two zeros of Q, say x1 and x2, merge at Ddeg. It is easy to show (Lemma 8 of [58]) that
the transversal local coordinate on Hg in a neighbourhood of Ddeg can be chosen to be tdeg =
∫ x2
x1
v,
and near Ddeg
(6.34) τ+ ∼ t1/72deg (const+ o(1)) , τ− ∼ t13/72deg (const+ o(1)) .
A transversal local coordinate t on Hg near components of Deligne-Mumford boundary can be
expressed in terms of periods of v along corresponding vanishing cycle a and its dual cycle b as
t = exp{2πi ∫b v/ ∫a v}. Asymptotics of τ± in terms of t can be computed (Sec 5.2 and 5.3 of [58]) to
give τ± ∼ t1/12(1 + o(1)).
The analytical facts about τ± given above allow to relate different classes in Pic(PQg,Q). Namely,
denote by λ = λH the first Chern class of the determinant of Hodge vector bundle and by ΛP the first
Chern class of determinant of Prym vector bundle with fiber H−. Denote also by ϕ the first Chern
class of the tautological line bundle L associated to projection PQg → Qg.
Then the analytical properties of τ± imply the following expressions for classes λ and λP in Pic(PQg,Q)
(Th.1 of [58]):
(6.35) λ =
5(g − 1)
36
ϕ+
1
72
δdeg +
1
12
δDM
(6.36) λP =
11(g − 1)
36
ϕ+
13
72
δdeg +
1
12
δDM
where δDM is the class of pullback of the Deligne-Mumford boundary to PQg.
Excluding the class δdeg from (6.35), (6.36), we get
(6.37) λP − 13λ = −
[g/2]∑
i=0
δi − 3g − 3
2
ϕ .
For each pair (C,Q) the vector spaceH− of Prym differentials is closely related to the space Λ(2) of
holomorphic quadratic differentials on C . Namely, for each quadratic differential Q˜ ∈ Λ(2) the ratio
π∗Q˜/v in a Prym differential. This relation implies the following equality between the determinant
classes: λP = p
∗λ2 − 3g−32 ψ where λ2 is c1 of the determinant line bundle of the vector bundle of
quadratic differentials and p is the natural projection of PQg toMg. In this formula 3g − 3 is the di-
mension of the fiber and 1/2 appears since multiplication of Qwith κ corresponds to transformation
v → κ1/2v of v. Now (6.37) leads to the famous Mumford’s formula
(6.38) λ2 − 13λ = δDM
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6.4. Tau-functions on higher strata of Qg . The construction of previous section can be extended to
an arbitrary stratum of the space Qg with fixed multiplicities of zeros of Q. Namely, consider the
stratumQk,lg of the spaceQg such that the differentialQ hasmodd zeros of oddmultiplicity andmeven
zeros of even multiplicity. Then the divisor (Q) has the form
(6.39) (Q) =
m∑
i=1
diqi ≡
modd∑
i=1
(2ki + 1)xi +
m∑
i=modd+1
2lixi
where ki, li ≥ 0,m = modd +meven.
The canonical covering v2 = Q (9.1) is branched at zeros of odd multiplicity {xi}moddi=1 . Note that
modd is always even because deg(Q) = 4g − 4 is even. Therefore the genus of Ĉ equals
(6.40) gˆ = 2g +
modd
2
− 1.
Each zero of even multiplicity {xi}mi=modd+1 has two lifts to Ĉ which we denote by xˆi and xˆ
µ
i . The
lifts of poles and zeros of odd multiplicity {xi} to Ĉ are branch points (as before, we continue to
denote them by the same letters, omitting the hat).
Decomposing the space of holomorphic differentials into invariant subspaces of µ∗, H(1,0)(Ĉ) =
H+ ⊕H−, and computing thedimensions, we get dimH+ = g and for the dimension of the space of
Prym differentials H− we have dimH− = g− = g +
modd
2 − 1. The spaceH+ is the fiber of the Hodge
vector bundle ΛH overQk,lg while the spaceH− is the fiber of the Prym vector bundle ΛP overQk,lg .
(6.41) H(1,0)(Ĉ) = H+ ⊕H− , dimH+ = g , dimH− = g− .
where
(6.42) g− = g +
modd
2
− 1
To introduce homological coordinates on the stratumQk,lg decompose the relative homology group
(6.43) H1(Ĉ , {xˆj , xˆµj }mj=modd+1) as H+ ⊕H−
whereH+ can be identified withH1(C, {xj}mj=modd+1). We have formeven ≥ 1
(6.44)
dimH1(Ĉ , {xˆj , xˆµj }mj=modd+1) = 2gˆ+2meven−1 , dimH+ = 2g+meven−1 , dimH− = 2g−+meven
(formeven = 0 we have dimH+ = 2g, dimH− = 2g− and g− = g +m/2− 1).
As in the case of all simple zeros dimQk,lg = dimH− , and, therefore, choosing some set of inde-
pendent cycles {si}dimH−i=1 in H− one can use the integrals
∫
si
v as local coordinates on the stratum
Qk,lg .
The homology group dual to (6.43) is the group
(6.45) H1(Ĉ \ {xˆj , xˆµj }mj=modd+1) = H∗+ ⊗H∗−
where the symmetric part H∗+ can be identified with H1(C \ {xj}mj=modd+1).
The skew-symmetric part H∗− is dual to H−, and we denote by {s∗i } the basis in H∗− which is dual
to the basis {si} in H−.
Now the tau functions τ+ = τ(C,Q) and τ̂(C,Q) on the space Qk,lg formally coincide with (6.16)
and (6.17) assuming that the Torelli markings of C and Ĉ agree.
Aswell as in the case of simple zeros, we define the Prym tau function τ−(C,Q) = τ̂(C,Q)/τ(C,Q).
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Explicit formulas for τ and τ̂ can formally be written in the same form as (2.14) under appropriate
identification of the corresponding divisors.
Namely, τ+ = τ(C,Q) is then expressed in terms of the divisor (Q) =
∑
diqi as follows:
(6.46) τ(C,Q) = C2/3(x)
(
Q(x)∏M
i=1E
di(x, qi)
)(g−1)/6∏
i<j
E(qi, qj)
didj
24 e
pii
6
〈s,Ωs〉− 2pii
3
〈s,Kx〉 .
where vectors s, r ∈ Zg/2 are defined by equations
1
2
Ax((Q)) + 2Kx +Ωs+ r = 0
The distinguished local coordinates ζi are defined as follows:
Near zeros xj of odd multiplicities the distinguished local coordinate are given by
(6.47) ζj(x) =
[∫ x
xj
v
]2/(2kj+3)
, j = 1, . . . ,modd
and near zeros of even multiplicity by
(6.48) ζj(x) =
[∫ x
xj
v
]1/(lj+1)
, j = modd + 1, . . . ,m,
To give an explicit expression for τ̂(C,Q)we introduce the following notation for divisor (v) on Ĉ:
(6.49) (v) =
∑
dˆiqˆi =
modd∑
i=1
(2ki + 2)xi +
m∑
i=modd+1
li(xˆi + xˆ
µ
i ) .
Let Ê and Ĉ be the prime-form and the multidifferential (11.19) associated to Ĉ . Then
(6.50) τ̂(C,Q) = Ĉ2/3(x)
(
v(x)∏m̂
i=1 Ê
dˆi(x, qˆi)
)(gˆ−1)/3∏
i<j
Ê(qˆi, qˆj)
dˆidˆj
1/6 e−pi6 〈Ω̂rˆ,sˆ〉− 2pii3 〈rˆ,K̂x〉
where vectors rˆ, sˆ ∈ Zgˆ are defined by relation
(6.51) Âx((v)) + 2K̂x + Ω̂rˆ+ sˆ = 0
and Âx is the Abel map on Ĉ with basepoint x.
Distinguished local coordinates on Ĉ near zeros of v are given by
(6.52) ζ̂i = ζ
1/2
i =
[∫ x
xi
v
]1/(2ki+3)
for i = 1, . . . ,modd and
(6.53) ζ̂i = ζi =
[∫ x
xi
v
]1/(li+1)
for i = modd + 1, . . . ,m.
Tau-functions τ± onQk,lg transform as according to (6.32) with γ48α± = 1where
α = LCM(d1 + 2, . . . , dm + 2) .
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Under rescaling of Q functions τ± transform as τ±(ǫQ,C) = ǫ
κ±τ±(Q,C) with homogeneity coef-
ficients given by
(6.54) κ+ =
1
48
M∑
i=1
di(di + 4)
di + 2
,
(6.55) κ− = κ+ +
1
8
modd∑
i=1
1
di + 2
The direct use of τ± to study relations between various classes in the Picard group of compactifi-
cation ofQk,lg is problematic since the structure of such compactification is not well understood until
now.
The explicit formulas for τ± as well as their homogeneity coefficients turn out to be useful in the
problems of holomorphic factorization of the determinant of Laplacian in flat metrics over Riemann
surfaces and also in the theory of Teichmu¨ller flow on moduli spaces.
6.5. Quadratic differentials with poles of second order and classes onMg,n. Here we show that τ±
on spaces of quadratic differentials with second order poles can be used to get the generalization of
Mumford’s relation (6.38) to moduli spacesMg,n.
LetQ be a meromorphic quadratic differential on a curve C of genus g such that all poles z1, . . . , zn
of Q are of second order. We now write the divisor (Q) in the form
(6.56) (Q) =
m+n∑
i=1
diqi ≡
modd∑
i=1
(2ki + 1)xi +
m∑
i=modd+1
2lixi −
n∑
i=1
2zi .
where ki ∈ Z, li ∈ N,m = modd +meven.
Let us fix n non-vanishing numbers pi ∈ C and assume that the singular part of Q at zi looks as
follows:
(6.57) Q(ζ) = − p
2
i
4π2
(dζ)2
ζ2
The moduli space of pairs (C,Q) where divisor of Q is of the form (6.56) will be denoted by Qk,lg,n.
The subspace of Qk,lg,n such that singular parts of Q near xi are given by (6.57) will be denoted by
Qk,lg,n[p].
The divisor of Abelian differential of third kind v on the canonical cover v2 = Q now has the form
(6.58) (v) =
m̂∑
i=1
dˆiqˆi ≡
modd∑
i=1
(2ki + 2)xi +
m∑
i=modd+1
li(xˆi + xˆ
µ
i )−
n∑
i=1
(zˆi + zˆ
µ
i ) .
where m̂ = modd + 2meven + 2n.
The genus of Ĉ is agian given by gˆ = g + g− where g− = g +modd/2 − 1. The distinguished local
coordinates onC and Ĉ near zeros xi and xˆi are given by the same formulas (6.47), (6.48), (6.52), (6.53)
as in the case n = 0. To define distinguished local coordinates near zi (both on C and Ĉ) we fix some
zero, say, xi and choose a set of cuts γ1, . . . , γn within the fundamental polygon C0 of C connecting
x1 with z1, . . . , zn. Now we define the local coordinates near zi and z
µ
i by
(6.59) ξˆ±i (x) = exp
{±2πi
pi
∫ x
x1
v
}
where the integration paths are chosen not to cross the cuts γi.
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Now tau functions τ and τ̂ are defined by formally the same expressions (6.46), (6.50) on the whole
space Qk,lg,n as well as on each subspace Qk,lg,n[p].
However, besides Torelli markings of C and Ĉ they now depend on the choice of contours γi
through the distinguished coordinates near zi and zˆi. On the other hand, the (48α)th power of the
expressions
(6.60) τ±(C,Q)
(
n∏
i=1
dξi(zi)
)1/12
.
where
(6.61) α = LCM(d1 + 2, . . . , dM + 2) .
is independent of the choice of local parameters ξi near zi.
Transformations of τ± under a change of canonical bases in H+ and H−, respectively, are again
given by (6.32).
Therefore, on each spaceQk,lg,n[p] the powers τ48α± are sections of the line bundles (detΛ±)
∏n
j=1 L
1/12
j
where Li is the line bundle associated to the marked point zi (the fiber of Li is the cotangent space to
C at zi).
Consider now the largest stratum Q0g,n[p] which corresponds to differentials with all simple zeros
x1, . . . , x4g−4+2n. We have dimQ0g,n[p] = dimQg,n[p] = 6g − 6 + 2n which coincides with dimension
of T ∗Mg,n. Actually, the space Qg,n[p] can be identified with T ∗Mg,n if on each Riemann surface
one chooses a quadratic differential Q0 with given singular part which holomorphically depends on
moduli. Than any other differential with the same singular parts can be obtained by adding to it a
quadratic differential with simple poles at zi i.e. a cotangent vector toMg,n. ThusQg,n[p] is the affine
space modelled on the vector space T ∗Mg,n.
For a point (C,Q) ∈ Q0g,n[p] we have gˆ = 4g − 3 + n. Let Ddeg = Qg,n[p] \ Q0g,n[p] be the divisor
corresponding to differentials with multiple zeros. Consider the partial compactification Q˜g,n[p] of
Qg,n[p] obtained by the natural extension of fibers of the affine bundle Qg,n[p] to Deligne-Mumford
boundary of Mg,n; denote this divisor in Q˜g,n[p] by DDM . Introduce the classes ψi = c1(Li), the
Hodge class λ = c1(detΛ+) and the Prym class λP = c1(detΛ−) in the Picard group ofQk,lg,n[p].
Asymptotics of τ± near Ddeg and DDM are the same as in the case of holomorphic quadratic dif-
ferentials. This implies the following formulas relating the Hodge and Prym classes with classes ψi
and classes of divisorsDdeg and DDM in Pic(Q˜g,n[p],Q):
(6.62) λ+
1
12
n∑
i=1
ψi =
1
72
δdeg +
1
12
δDM ,
(6.63) λP +
1
12
n∑
i=1
ψi =
13
72
δdeg +
1
12
δDM .
One difference between these formulas and the formulas (6.35), (6.36) is in the absence of the class
ϕ which appears in (6.35), (6.36) due to projectivization of the underlying moduli space. Another
difference is in the presence of tautological classes ψi in (6.62), (6.63).
Linear combinations of (6.62) and (6.63) gives the following relations between classes in Pic(Q˜g,n[p],Q):
(6.64) λP − 13λ =
n∑
i=1
ψi − δDM
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and
(6.65) λP − λ = 1
6
δdeg
Observe now that for each point of Q0g,n[p] the fiber H− of the Prym bundle can be identified
with the space of quadratic differentials on C with at most simple poles at the marked points. The
correspondence is given by relation
(6.66) π∗Q1 = uv
where u ∈ H− is a holomorpic Prym differential on Ĉ and Q1 is a quadratic differentials on C with
at most simple poles at z1, . . . , zn. Since both u and v change sign under the interchange of sheets of
Ĉ the product uv can be identified with a quadratic differential on C . Such correspondence naturally
extends to Q˜g,n[p] (see [55]).
Denoting the (pullback from Mg,n) of the first Chern class of the vector bundle of quadratic dif-
ferentials with simple poles by λ
(n)
2 we have the equality λP = λ
(n)
2 and relations (6.64), (6.65) can as
well be written as
(6.67) λ
(n)
2 − 13λ+
n∑
i=1
ψi = −δDM
and
(6.68) κ1 =
1
6
δdeg
where κ1 = λ
(n)
2 − λ is the pullback of the first kappa-class fromMg,n to Q˜g,n[p].
Relation (6.67) on affine bundle overMg,n implies the identical relation for corresponding classes
onMg,n itself providing a classical extension of Mumford’s relation (6.38) toMg,n (see formula (7.8)
of [2]).
Relation (6.68) is an analog of Penner’s expression for the class κ1 in the hyperbolic combinatorial
model [67]; however, unlike Penner’s relation, our formula (6.68) does not have any contribution
from DM boundary. We notice that the divisor δdeg in (6.68) essentially depends on [p]; this situation
is parallel to the analog of Penner’s formula which we discuss in the next section in the framework
of combinatorial model ofMg,n based on Jenkins-Strebel differentials.
7. FLAT COMBINATORIAL MODEL OFMg,n: TAU FUNCTIONS AND WITTEN’S CLASSES
The formalism of previous section can be further applied to combinatorial model ofMg,n based
on Jenkins-Strebel (JS) differentials [10]. The key fact is that for a given point ofMg,n i.e. a Riemann
surface C with n marked points z1, . . . , zn and for a given vector p ∈ Rn+ there exists a unique qua-
dratic differential Q with singular part at zi of the form (6.57) which has all real periods of v =
√
Q
on Ĉ (this means that all periods of v over cycles from H− are real, since its integrals over cycles
from H+ vanish). Riemann surfaces with n marked points which are equipped with Jenkins-Strebel
differentials form the flat combinatorial modelMg,n[p] ofMg,n. This model was developed on the
basis of ideas of Harer, Mumford and Thurston; the modern exposition is given in [65]). This flat
combinatorial model was the main tool in Kontsevich’s proof [49] of Witten’s conjecture [76]; another
combinatorial model which is based on hyperbolic geometry was proposed in [67].
Cells ofMg,n[p], with p = (p1, . . . , pn) ∈ Rn+, are labeled by ribbon graphs of given topology on a
Riemann surface C of genus g punctured at n points. The vertices of the ribbon graph are zeros of Q
while each face contains a pole of Q.
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The quadratic residues at the poles are given by −p2i /4π2, where p1, . . . , pn are the perimeters of
the faces. The lengths of the edges in the metric |Q| are used as coordinates on a given the cell; these
lengths can also be viewed as (half-integer combinations of) the integrals of v over cycles in H−.
The union of cells with given multiplicities k1, . . . , km of the zeros of Q forms a stratum ofMg,n[p]
labeled by the vector k. The valencies of vertices of the ribbon graph are equal to kj+2. A special role
is played by strata corresponding to all odd ki; these strata turn out to be cycles, called Kontsevich-
Witten cycles [65]. The compactification Mg,n[p] is obtained by adding to Mg,n[p] the “Kontsevich
boundary”W1,1. Cells ofW1,1 of the highest dimension correspond to JS differentials with two simple
poles; corresponding ribbon graphs have two univalent vertices while all other vertices are three-
valent.
In themain stratumW ofMg,n[p] all zeros ofQ are simple, so that the ribbon graph has only three-
valent vertices. The boundaries of real co-dimension 1 of the cells of W (the facets) correspond to JS
differentials Q with one double zero, while all other zeros remain simple; the corresponding ribbon
graphs have one 4-valent vertex while all other vertices are three-valent. The union of cells ofW and
their facets will be denoted W˜ . The complement,Mg,n[p] \ W˜ , contains cells of (real) co-dimension 2
and higher.
In the (real) co-dimension 2 there exist two special sub-complexes ofMg,n[p]which are also cycles.
The first one is the ”Witten’s cycle”W5 which corresponds to ribbon graphs with at least one 5-valent
vertex; in the cells of highest dimension ofW5 the Strebel differential Q has one zero of order 3 while
all other zeros are simple. Ribbon graphs corresponding to cells of W5 are obtained from three-
valent ribbon graphs by degeneration of two edges having one common vertex. The second one
is the Kontsevich’s boundary W1,1; ribbon graphs corresponding to cells of W1,1 are obtained from
three-valent graphs by degeneration of two edges having two common vertices. The cycle W1,1 is
the sum of several sub-cycles that correspond to different topological types of the boundary ofMg,n.
WhileMg,n[p] is in one-to-one correspondence withMg,n, this isomorphism does not extend to the
boundary: some components of Deligne-Mumford boundaryMg,n\Mg,n (the ones corresponding to
homologically trivial vanishing cycles which leave all punctures in one of the connected components
of the stable curve) are not represented by cells of highest dimension ofW1,1.
The orientation onMg,n[p] is induced by the symplectic form
∑n
i=1 p
2
iψ1, where ψi is the tautolog-
ical class which can be written in terms of lengths of the edges [49]. This symplectic form on any each
cell of a Kontsevich-Witten cycle can be written as
∑g−
k=1 dAk ∧ dBk where Ak and Bk are periods of
v over a set of cycles (a−k , b
−
k ) in H− satisfying a
−
j ◦ b−k = δjk [10] ( (a−k , b−k ) do not form a basis in H−
since H− also contains combinations of small circles around zi and z
µ
i , but the integrals of v along
these circles are combinations of pi, thus constant in a given combinatorial model).
The real-analytic complex Mg,n[p] is nothing but the real slice (i.e. all homological coordinates
including the perimeters pj are real) of the complex-analytic space Qg,n[p] considered in previous
section. In particular, the stratumW is the real slice of the space Q0g,n[p].
Therefore, the Hodge and Prym vector bundle, as well as tau functions τ± can be defined over
Mg,n[p] andMg,n[p] by restriction of constructions of the previous section to the real slice. However,
then τ± become only real-analytic on each cell of Mg,n[p]. Defining τ± on each cell of W one can
verify that |τ±| diverge at the facets betwen cells, but ϕ± = argτ± vary continuously and define
sections of U(1) (circle) bundles which are combinations of U(1) bundles related to detΛP , detΛH
and classes ψi.
Further (rather technically non-trivial) computation of the increments of argτ± around Witten’s
cycleW5 and the Kontsevich’s boundaryW1,1 within W˜ leads to the following relations which should
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be understood as equivalences between classes and their Poincare dual cycles [10]:
(7.1) λ+
1
12
∑
ψi =
1
144
W5 +
13
144
W1,1 ,
(7.2) λ
(n)
2 +
1
12
∑
ψi =
13
144
W5 +
25
144
W1,1 .
where we took into accound the isomorphy between Prym vector bundle ΛP and vector bundle Λ
(n)
2
of meromorphic quadratic differentials with simple poles at marked pointsMg,n[p].
Therefore, taking into account that κ1 = λ
(n)
2 − λ one can express the class κ1 viaW5 andW1,1:
(7.3) 12κ1 = W5 +W1,1
reproducing the Arbarello-Cornalba formula [1]
The elimination of the Witten cycle W5 from (7.1), (7.2) leads to the following version of the
Mumford’s relation (6.67):
(7.4) λ
(n)
2 − 13λ−
n∑
i=1
ψi = −W1,1 .
8. OTHER EXAMPLES: MODULI OF N -DIFFERENTIALS AND SPIN MODULI SPACES
Here we briefly outline the applications of the formalism of Bergman tau function to two other
problems: the computation of the class of degenerate n-differentials in the vector bundle of holomor-
phic N -differentials overMg [55] and the computation of the class of degenerate of degenerate odd
spinors in the spin moduli space [4].
8.0.1. N -differentials. Denote by M
(N)
g the moduli space of pairs (C,W ) where C is a Riemann sur-
face of genus g and W is a holomorphic N -differential on C ; its dimension equals (2N + 2)(g − 1).
Projectivisation this space admits a natural compactification PM
(N)
g , see [55]. The pair (C,W ) defines
an N -sheeted cover Ĉ of C via equation
(8.1) vN = W
The covering (8.1) possesses ZN symmetry; denote the natural automorphizm of order N on Ĉ by
µ. The homology space H1(Ĉ,C) can be represented as direct sum of N invariant subspaces of µ∗
H0 (which can be identified with H1(C), so dimH0 = 2g), H1, . . . ,HN−1. If all zeros ofW are simple
the genus of Ĉ equals gˆ = n2(g − 1) + 1. Then dimHk = (2N + 2)(g − 1) for k = 1, . . . , N − 1
which coincides with dimM
(N)
g . Integrals of v over a basis in H1 can be used as local homological
coordinates on each stratum ofM
(N)
g (integrals of v over cycles from otherHj vanish).
The Bergman tau function on the stratum of generic N -differentials i.e. differentials with simple
zeros can formally be defined by the formula (2.14) where the multiplicities ki are formally replaced
by 1/N and points qi are replaced by zeros x1, . . . , xN(2g−2) of W . The same substitution should be
done in expressions for distinguished local coordinates (2.11).
In analogy to the N = 2 case, computing asymptotics of the tau function near Deligne-Mumford
boundary and the subspace Ddeg of differentials with multiple zeros we get the following relation in
Pic(PM
(N)
g ,Q) [55]:
(8.2) λ =
(g − 1)(2N + 1)
6N(N + 1)
ϕ+
1
12N(N + 1)
δdeg +
1
12
δDM
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where, as before, ϕ is the class of line bundle arising from projectivization, λ is the (pullback from
Mg of) the Hodge class, δdeg is the class ofDdeg .
The formula (8.2) will be used below to compute the class of universal Hitchin’s discriminant in
the universal moduli space of Hitchin’s spectral covers.
8.0.2. Spin moduli spaces and Farkas-Verra formula. The spin moduli space Sg is the space of pairs
(C,χ) where C is a Riemann surface of genus g and χ is a spin line bundle over C . This space has
two connected components, S+g and S−g , corresponding to even and odd χ, respectively, which are
finite-sheeted coverings of Mg . We refer to [24] for more detailed description of these spaces and
references. The formalizm of Bergman tau function, being applied to the space S−g [4], allows to
reproduce the formula for the class of degenerate odd spinors originally derived by Farkas and Verra
in Th.0.5 of [24] (this theorem was the main tool in determining the type of spaces S−g for g > 11).
Here we briefly explain the construction of [4]. An odd spin line bundle for generic curve C has
exactly one holomorphic section (the co-dimension of the subspace ofMg where there are 3 or more
sections equals two), and this section (for C ∈ Mg) is nothing but the spinor h defined by (11.6)
which enters the definition of the prime form.
The divisor Zg of [24] corresponds to spinors h with one zero of order 2 while other zeros re-
main simple. To compute class of this divisor via tau function formalism consider the Bergman tau
function on the stratumHg(2, . . . , 2) of Abelian differentials (the Abelian differential v is taken to be
h2). Then Zg is a subspace of the boundary component of Hg(2, . . . , 2) where two zeros merge, i.e.
Zg ⊂ Hg(4, 2, . . . , 2). Computation of asymptotics of τB(C, h2) near Zg and boundary components
of S−g which correspond to DM boundary of Mg gives, as shown in [4] ,the following expression
of the class of Zg in terms of Hodge class λ and boundary divisors which reproduces the original
Farkas-Verra formula of [24]:
(8.3) [Zg] = (g + 8)λ− g + 2
4
[A0]− 2[B0]−
[g/2]∑
j=1
2(g − j)[Aj ]−
[g/2]∑
j=1
2j[Bj ]
where for each j the union of divisors Aj ∪ Bj in the formula (8.3) is the pullback of component Dj
of Deligne-Mumford boundary. For j = 1, . . . , [g/2] divisor Aj corresponds to reducible curve such
that on component of genus j the spin line bundle is odd and divisor Bj corresponds to reducible
curve such that on component of genus j the spin line bundle is even. Definition of divisors A0 and
B0 whose union forms a pullback of the irreducible Deligne-Mumford boundary components ∆0 is
slightly more subtle, and we refer to [24, 4] for more details.
9. MODULI SPACES OF HITCHIN’S SPECTRAL COVERS
Hitchin in [35, 36] proposed a dimensional reduction of self-dual Yang-Mills equations by splitting
the 4-dimensional space into a product of a Riemann surfaceC and the real plane R2; the gauge fields
are assumed to be independent of coordinates on R2. As a result of such dimensional reduction, one
arrives at the class of finite-dimensional completely integrable systems, called Hitchin’s systems. Here
we refer to Atiyah’s book [3] (Sect. 6.3) for an introduction to the topic and to the original papers
of Hitchin [35, 36]. In the paper by van Greemen and Previato [32] the detailed treatment of genus
2 case was given; [15] contains a detailed review of the subject. Hitchin’s systems provide the most
general class of integrable systems associated to Riemann surfaces of an arbitrary genus.
The Hamiltonians of a Hitchin system are encoded in the so-called spectral cover Ĉ which is an
n-sheeted cover of C defined by the following equation in T ∗C :
(9.1) Ĉ = {(x, v) ∈ C × T ∗xC | Pn(v) = 0}
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where
Pn(v) = v
n +Qn−1v
n−1 + · · ·+Q1v +Q0,
Qk is a holomorphic n − k-differential on C , and v is a holomorphic 1-form on Ĉ . In the framework
of [35] the equation (9.1) is given by the characteristic polynomial Pn(V ) = det(Φ − vI) of the Higgs
field Φ on C (Φ is a section of adχ ⊗K where χ is a vector bundle and K is the canonical line bundle
over C).
For the case of GL(n) Hitchin’s systems all differentials Qk from (9.1) are arbitrary; in the case of
SL(n) systemsQ1 = 0.
Branch points of the cover Ĉ are zeros of the discriminant W of Pn(v) which is a holomorphic
n(n− 1)-differential on C . Thus, the numberm of zeros ofW , counted with multiplicities, equals
(9.2) m = n(n− 1)(2g − 2) ,
and the Riemann-Hurwitz formula gives the genus gˆ of Ĉ :
(9.3) gˆ = n2(g − 1) + 1
so that m = 2(gˆ − 1 − n(g − 1)). When all zeros of W are simple, all branch points of the covering
π : Ĉ → C are also simple.
Let C be a smooth curve of genus g and denote by MCH the moduli space of GL(n) Hitchin’s
spectral covers of the form (9.1). Then
(9.4) MCH =
n⊕
j=1
H0(C,K⊗jC )
whereKC = T
∗C is the canonical line bundle on C , and
(9.5) dimMCH = gˆ = n2(g − 1) + 1
(recall that dimH0(C,K) = g and dimH0(C,Kj) = (2j − 1)(g − 1) for j ≥ 2).
There is a natural coordinate system onMC given by the a-periods of v on Ĉ
(9.6) Aj =
∮
aˆj
v
where {aˆj , bˆj}gˆj=1 is a canonical symplectic basis in H1(Ĉ,Z).
9.1. Class of universal Hitchin’s discriminant locus. The Hitchin’s discriminant locus DCH ⊂ MC is
defined by the condition that the discriminantW of Pn(v) has multiple zeroes i.e. Ĉ has non-simple
branch points.
Denote byMH the space of all GL(n) spectral covers for fixed genus of C (the base C is allowed
to vary);
(9.7) dimMH = dimMCH + 3g − 3 = (n2 + 3)(g − 1) + 1 .
For precise definition of the spaceMH and compactification of its projectivization (with respect to
the equivalence under rescalingQj 7→ ǫjQj, ǫ ∈ C∗, j = 1, . . . , n.) PMH we refer to [60]. The divisor
DH ⊂ PMH is called the universal Hitchin’s discriminant locus; it’s the union of (projectivizations) of
DCH over all stable curves C ∈Mg.
Two zeros ofW can coalesce in three different ways. First, a double branch point can form on Ĉ;
this component of DH is called caustic and denoted by D
(c)
H . Second, two simple branch points with
the same projection to C can form; this component of DH is called Maxwell stratum and denoted by
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D
(m)
H . Finally, a node can form i.e. Ĉ gets to the boundary ofMgˆ. This component ofDH is called the
boundary and denoted byD
(b)
H . A simple local analysis [60] shows that the divisor class ofDH equals
(9.8) [DH ] = [D
(b)
H ] + 2[D
(m)
H ] + 3[D
(c)
H ] .
Consider the following natural bundles on the moduli space PMH :
• The Hodge vector bundle Λ → Mg (the fiber of Λ over a smooth C is the g-dimensional
vector space of holomorphic 1-forms on C). This bundle naturally lifts to PMH , and we put
λ = c1(detΛ).
• The Hodge vector bundle Lˆ → Mgˆ (the fiber of Lˆ over a smooth spectral cover Ĉ is the gˆ-
dimensional vector space of holomorphic 1-forms on Ĉ. This bundle also lifts to PMH , and,
similarly, we put λˆ = c1(detLˆ).
• There is a natural action of C∗ onMH by
(9.9) Qk 7→ µkQk , µ ∈ C∗
Denote by PMH the projectivization of MH with respect to the action (9.9). Let L be the
tautological line bundle of the natural projection MH → PMH . The bundle L extends to
PMH , and we put ϕ = c1(L).
The spaceMH can be naturally embedded into the moduli space of holomorphic n(n − 1) differ-
entials on Riemann surfaces of genus g: the n(n− 1) - differential corresponding to a point ofMH is
the discriminantW . This allows to define the tau function τB onMH by pullback of the tau function
τ(C,W ) on the moduli space of N -differentials for N = n(n − 1) (notice that the dimension ofMH
which equals to 3g − 3 + n2(g − 1)− 1 = (n2 + 3)(g − 1) + 1 is smaller than the dimension of moduli
space of n(n− 1) differentials which equals to (2n(n− 1)− 1)(g− 1)+3g− 3 = (2n2− 2n+3)(g− 1)).
As before, computing the asymptotics of the tau function near different components of DH we
conclude that the class of the universal Hitchin’s discriminant DH (9.8) is expressed in terms of the
standard generators of Pic(PMH)⊗Q as follows:
(9.10)
1
n(n− 1) [DH ] = (n
2 − n+ 1)(12λ − δ)− 2(g − 1)(2n2 − 2n+ 1)ϕ .
Here λ is (the pullback of) the Hodge class on Mg, ϕ is the tautological class of the projectivization
MH → PMH , and δ is the pullback of the class of theMg \Mg to PMH .
9.2. Variation of period matrix. To conclude this section we show how variational formulas on the
spaceMC can be deduced from variational formulas (Th.11.3) on moduli spaces of Abelian differen-
tials found in [45]. This section is based on [11] which we refer for more details.
We shall discuss here only variations of the period matrix Ω̂ of Ĉ on the moduli spaceMCH with
fixed base C . We get these formulas by a pullback of variational formulas on the space Hgˆ(1, . . . , 1)
of abelian differentials on Riemann surfaces of genus gˆ. The map ofMCH to Hgˆ(1, . . . , 1) is defined
by assigning to a point of MCH the pair (Ĉ, v); for generic point of MCH all zeros of v are simple.
Assume that the branch points of Ĉ i.e. zeros of W are also simple. The total number of zeros of
v is 2gˆ − 2 = 2n2(g − 1); in general position (v) = Dbr + D0 where Dbr is the divisor of branch
points of Ĉ; projection of Dbr on C coincides with the divisor of discriminant W : π(Dbr) = (W );
degDbr = n(n− 1)(2g − 2). The projection ofD0 on C coincdies with divisor of the n-differential Q0:
π(D0) = (Q0); degD0 = n(2g − 2) i.e. degDbr + degD0 = deg(v) as expected. Let
DBr = {xi}degDbri=1 , D0 = {xi}deg(v)degDbr+1
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Homological coordinates onHgˆ(1, . . . , 1) are given by (11.27):
Aj =
∫
aˆj
v , Bj =
∫
bˆj
v , j = 1, . . . , gˆ ,
zk =
∫ xk
x2gˆ−2
, k = 1, . . . , 2gˆ − 3
On the submanifold MCH one can choose Aj to be the set of independent coordinates; then all
remaining coordinates Bj and zj become Aj-dependent. Their dependence on Aj can be computed
taking into account that (see [11] for the proof)
(9.11)
∂v(x)
∂Aj
= vj(x)
where vj is a holomorphic differential on Ĉ normalized by
∫
aˆk
vj = δjk the projection of x on the base
C is assumed to be fixed under differentiation. Then we have onMCH :
(9.12)
∂Bk
∂Aj
= Ω̂jk j, k = 1, . . . , gˆ
and, since v vanishes at the endpoints of contours [x2gˆ−2, xk] for k = degDbr + 1, . . . , 2gˆ − 3,
(9.13)
∂zk
∂Aj
=
∫ xk
x2gˆ−2
vj , k = degDbr + 1, . . . , 2gˆ − 3 .
The variational formulas for zk, k = 1, . . . ,degDbr are more subtle.
Let xk ∈ Ĉ be a ramification point of Ĉ and ξk = ξ(π(xk)) ∈ C be the corresponding critical
value in some local coordinate ξ on C . We assume that ξ remains fixed under deformation of Ĉ; let
ζ = ξ − ξk be a coordinate on C vanishing at π(xk) (the coordinate ζ deforms when Ĉ varies). The
local coordinate on Ĉ near xk can then be chosen to be ζ̂(x) = ζ
1/2.
Then the differentiation of the endpoint of the integration contour with respect to Aj also gives a
contribution to ∂zk/∂Aj and we get [11]
(9.14)
∂zk
∂Aj
=
∫ xk
x2gˆ−2
vj +
∂ξk
∂Aj
v
dξ
(ξk)
for k = 1, . . . ,degDbr .
To compute the derivative ∂ξk/∂Aj we write v(ξ) near ξk in the form
(9.15) v = (a+ b
√
ξ − ξk + . . . )dξ
(recall that v has simple zero in the local parameter
√
ξ − ξk). Then
(9.16) b =
d(v/dξ)
d
√
ξ − ξk
∣∣∣
ξ=ξk
;
and
(9.17) vj =
∂v
∂Aj
= (aAj −
(ξk)Aj
2
√
ξ − ξk
b+ . . . )dξ .
Therefore,
(9.18) − vj
d
√
ξ − ξk
∣∣∣
ξ=ξk
= b
∂ξk
∂Aj
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and,
(9.19)
∂ξk
∂Aj
= − vj/dζ̂k
(v/dξ)
ζ̂k
(xk)
Now (9.14) takes the form
(9.20)
∂zk
∂Aj
=
∫ xk
x2gˆ−2
vj − vj/dζ̂k
[ln(v/dξ)]
ζ̂k
(xk)
for k = 1, . . . ,degDbr .
Now, applying the chain rule we get onMCH
(9.21)
dΩ̂lk
dAj
=
∂Ω̂lk
∂Aj
+
gˆ∑
s=1
∂Ω̂lk
∂Bs
∂Bs
∂Aj
+
2gˆ−3∑
r=1
∂Ω̂lk
∂zr
∂zr
∂Aj
.
Using variational formulas (11.30)
(9.22)
∂Ω̂lk
∂Aj
= −
∫
bˆj
vlvk
v
,
∂Ω̂lk
∂Bj
=
∫
aˆj
vlvk
v
,
∂Ω̂lk
∂zr
= 2πi res|xr
vlvk
v
for r = 1 . . . , 2gˆ−3, we can transform (9.21) by applying Riemann bilinear identity to the pair (vj , vlvkv )
to get sum of residues only at the branch points of Ĉ . The result looks as follows (see [11] for details):
(9.23)
dΩ̂lk
dAj
= −2πi
∑
branch points xr
vj
d ln(v/dξ)
(xr) res|xr
vαvβ
v
or, equivalently, since the differential under the residue has first order poles at xr, we get a more
familiar form of this variational formula which makes the symmetry between (l, k, r)manifest:
Proposition 9.1.
(9.24)
dΩ̂lk
dAj
= −2πi
∑
branch points xr
res|xr
vlvkvr
dξ d(v/dξ)
where ξ is a local coordinate on C near xr.
Notice that the right-hand side of (9.24) is independent on the choice of these coordinates near xr.
The formula (9.24) is compatible with variational formula for B(x, y) derived in [7]. It provides an
explicit version of the variation of moduli based on Donagi-Markman cubic [15].
10. TAU-FUNCTIONS, DETERMINANTS OF FLAT LAPLACIANS AND TEICHMU¨LLER FLOW
10.1. Determinant of Laplace operator in flat metrics with trivial and Z2 holonomy. Any metric
with trivial holonomy and finite volume on a Riemann surface C can be represented in the form
|v|2 where v is a holomorphic abelian differential on C . Denote zeros of v by x1, . . . , xN and their
multiplicities by m1, . . . ,mN . Since the metric has conical singularities, the definition of Laplace
operator ∆ is ambiguous; the most natural is the Friedrich’s self-adjoint extension (see [45]). The
spectrum of∆ can then be shown to be discrete and the determinant of Laplacian can then be defined
via the usual ζ-function regularization:
det∆ = e−ζ
′(0) , ζ(s) =
∞∑
n=1
λsn
where λ1, λ2, . . . are eigenvalues of∆.
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Then the determinant of Laplacian can be expressed as follows [45]
(10.1) det∆C,|v|
2
= const (detℑΩ)Area(C, |v|2) |τ(C, v)|2
where τ(C, v) is the tau function on the connected component of the moduli spaceH(m1, . . . ,mN ); Ω
is the period matrix of C and
(10.2) Area(C, |v|2) = ℑ
g∑
j=1
AjBj
The constant in (10.1) depends on partition (m1, . . . ,mN ) and may depend also on connected com-
ponent of the moduli spaceH(m1, . . . ,mN ).
The formula (10.1) is a natural generalization of the first Kronecker limit formula which holds in
genus one. Namely, on torus with coordinate z and periods (A,B)
(10.3) det∆|dz|
2
= constℑ(B/A)ℑ(AB)|η(B/A)|4
where the constant is explicitly computable constant.
Similarly, an arbitrary metric on C with Z2 holonomy and finite volume has the form |Q| whereQ
is a holomorphic quadratic differential on C . Denote multiplicities of zeros of Q by k1, . . . , kM and
define the canonical cover Ĉ by equation
v2 = Q
whose genus equals gˆ = 2g +modd/2 + 1wheremodd is the number of zeros of Q of odd multiplicity.
Then v is a holomorphic abelian differential on Ĉ ; multiplicities of zeros of v are determined by
k1, . . . , kM .
Introduce the Hodge tau function τ(C,Q) and the tau function τ̂(Ĉ, v); define also the Prym tau
function via the ratio (6.29)
(10.4) τ−(C,Q) =
τ(Ĉ, v)
τ(C,Q)
The homogeneity coefficient of τ− is the difference between the homogeneity coefficients of τ(Ĉ, v)
and τ(C,Q):
(10.5) κ− = κ+ +
1
8
∑
kj even
1
kj + 2
The formula for the determinant of Laplacian on C in the metric |Q| is given by the formula which
looks like a direct analog of (10.1):
(10.6) det∆C,|Q| = const (detℑΩ)Area(C, |Q|)|τ(C,Q)|2
where the area is expressed in terms of periods (Ai, Bi)
g−
i=1 of v:
(10.7) Area(C) = ℑ
g−∑
j=1
AiBi
The constant in the r.h.s. of (10.6) depends on connected component of the space Q(k1, . . . , kM ).
On the other hand, applying the formula (10.1) to the canonical cover Ĉ equippedwith the abelian
differential v =
√
Qwe have the following formula for the determinant of Laplacian on Ĉ:
(10.8) det∆Ĉ,|Q| = const (detℑΩ̂)Area(Ĉ, |Q|) |τ(Ĉ , v)|2
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where
(10.9) Area(Ĉ, |Q|) = 2Area(C, |Q|) ;
and the constant in (10.8) may be different from the constant in (10.6), but again may depend on the
connected component in the moduli space Q(k1, . . . , kM ).
Take the ratio of (10.8) and (10.6) and define the Prym Laplacian ∆Ĉ,Q− which is the Laplacian on Ĉ
with metric |Q|, restricted to the subspace of functions which are skew-symmetric under the involu-
tion interchanging the sheets of Ĉ . Then the determinant of ∆Ĉ,Q− is naturally defined by
(10.10) det∆
Ĉ,|Q|
− =
det∆Ĉ,|Q|
det∆C,|Q|
.
The determinant of Prym Laplacian can then be expressed as follows in terms of Prym tau function
τ−:
(10.11) det∆
Ĉ,|Q|
− = const (detℑΠ) |τ−(Ĉ,Q)|2
where τ−(Ĉ,Q) is the Prym tau function (10.4) and Π is the Prym matrix of Ĉ defined by (6.26). To
derive (10.11) from (10.6) and (10.8) one needs to use the relation (10.9) between areas of C and Ĉ and
the relation
(10.12)
detℑΩ̂
detℑΩ = detℑΠ
which follows from the definition of the Prym matrix [25].
10.2. Tau-functions in the theory of Teichmu¨ller flow. Tau functions on moduli spaces of abelian
and holomorphic differentials naturally appear in the theory of the Teichmu¨ller flow. We are going
to briefly describe the context following [18, 19].
10.2.1. Lyapunov exponents of Hogde bundle. Consider any stratumHg(k1, . . . , kn) of the moduli space
of holomorphic differentials. The Teichmu¨ller geodesic flow onHg(k1, . . . , kn) is defined by the action
of diagonal matrices of the form
(
es 0
0 e−s
)
in the plane of the flat coordinate z which is defined as
abelian integral of the holomorphic differential v ((C, v) is a point of this stratum).
An arbitrary SL(2,R) linear transformation of z-coordinate is also acting on the stratumHg(k1, . . . , kn);
this defines foliation of the stratum into the orbits of SL(2,R). Then projectivisation PHg(k1, . . . , kn)
is then foliated into the union of Teichmu¨ller disks which are isomorphic to SL(2,R)/SO(2) i.e. to
the upper half-plane.
The SL(2,R)/SO(2) matrix can be parametrized by a complex parameter t as follows:
(10.13) Mt =
1
t+ t
(
2 i(t− t)
i(t− t) 2tt
)
.
On the Teichmu¨ller disk parametrized by t ∈ C one defines the hyperbolic ”Teichmu¨ller” Laplacian
[18] which is the hyperbolic Laplacian in the metric of curvature −4):
∆T = 16(ℜt)2∂2tt .
For definition of Lyapunov exponents of the Teichmu¨ller flow we give the quote from Section 1.4
of [18]:
”Informally, the Lyapunov exponents of a vector bundle endowed with a connection can be viewed as loga-
rithms of mean eigenvalues of monodromy of the vector bundle along a flow on the base.
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In the case of the Hodge bundle, we take a fiber of H1R and pull it along a Teichmu¨ller geodesic on the moduli
space. We wait till the geodesic winds a lot and comes close to the initial point and then compute the resulting
monodromy matrix A(t). Finally, we compute logarithms of eigenvalues of ATA, and normalize them by twice
the length t of the geodesic.”
In this way one gets a set of 2g real numbers which is symmetric with respect to the origin; the
largest of them equals λ1 = 1 and the other g − 1 are ordered in such a way that λ1 ≥ λ2 ≤ · · · ≥ λg.
The sum λ1 + · · · + λg turns out to have many nice properties (in particular, it is always rational). It
also has a deep geometrical meaning as an integral over a connected component of a stratum of the
moduli space (this formula was proposed in [49] and proved by [20] in more general setting when the
connected component of a stratum is replaced by any subspace of the moduli space invariant under
the action of the Teichmu¨ller flow, see [18] for the complete history):
(10.14) λ1 + · · ·+ λg = −1
4
∫
M1
∆T ln{detℑΩ} dν1
whereM1 is any connected component (there could be up to 3 of them, see [50]) ofHg(k1, . . . , kn) and
Ω is the period matrix of C ; ν1 is the natural volume form (defined in the homological coordinates)
on the componentM1 normalized such that the total volume ofM1 is 1.
The formula (10.14) can be rewritten as sum of two geometrically important pieces by representing
the expression detℑΩ as the ratio of two ”more complicated” pieces using the holomorphic factoriza-
tion formula (10.1):
(10.15) detℑΩ = det∆
C,|v|2
|τ(C, v)|2 Area(C, |v|2)
Then, since SL(2) transformation preserves the area of C , we get
(10.16) ∆(h) ln detℑΩ = ∆(h){ln det∆|v|2} −∆(h){ln(|τ(C, v)|2)}
The last term of (10.16) can be explicitly evaluated using the homogeneity property (6.10) of the tau
function τ(C, v).
Namely, the SL(2) transformation (10.13) acts on each homological coordinate zj as on the flat
coordinate z:
(10.17)
( ℜztj
ℑztj
)
= Mt
( ℜzj
ℑzj
)
,
or
(10.18) zti =
1
t+ t
{
(1 + tt)zi + (1− t+ t− tt)zi
}
.
(10.19) zti =
1
t+ t
{
(1 + tt)zi + (1 + t− t− tt)zi
}
For any function f({zj , zj}) the Teichmu¨ller Laplacian is defined by
∆T f = 4(t+ t)2 ∂2tt{f({zj(t, t), zj(t, t))}
∣∣
t=1
.
We have
(10.20) ftt =
∑
i,j
(
fzizjzitzj t + fzizjzitzjt + fzizjzitzj t
)
+
∑
i
(fzizitt + fzizitt)
From (10.18) it follows that
∂zi
∂t
∣∣
t=1
=
∂zi
∂t
∣∣
t=1
= 0
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Moreover, since τ is a holomorphic function of {zi}, we have (ln |τ |2)zizj = 0, and, therefore, all terms
in the double sum in (10.20) vanish if f = ln |τ |2.
For remaining terms we compute the using (10.18):
(10.21)
∂2zi
∂t ∂t
∣∣
t=1
=
zi
8
,
∂zi
∂t ∂t
∣∣
t=1
=
zi
8
and, therefore (we need to multiply by 16 to take care of the the factor 4(t+ t)2)
(10.22) ∆T ln |τ |2 = 2
∑
i
(zi∂zi) ln τ + 2
(∑
i
zi∂zi
)
ln τ .
Thus, taking into account the homogeneity (6.10) of the tau function, we get the following simple
formula:
(10.23) ∆T ln |τ |2 = 1
3
N∑
i=1
mi(mi + 2)
mi + 1
.
Then the Kontsevich-Zorich-Forni formula (10.14), being combined with (10.16), gives the formula
which was derived first in [18]:
(10.24) λ1 + · · · + λg = 1
12
N∑
i=1
mi(mi + 2)
mi + 1
− 1
4
∫
M1
∆T ln det∆|v|
2
.
The last integral turns out also to have an important geometrical meaning: according to [18] one
has
(10.25)
∫
M1
∆T ln det∆|v|
2
= −4π
2
3
carea(M1)
where carea(M1) is the Siegel-Veech constant ofM1.
10.2.2. Lyapunov exponents of Hodge and Prym bundles on spaces of quadratic differentials. The Teichmu¨ller
flow preserves also each stratum Qg(k1, . . . , kM ) of the space of quadratic differentials. Now there
are two natural vector bundles over such stratum or any of its subspaces invariant under the flow:
the Hodge bundle ΛH and the Prym bundle ΛP . The fiber of the latter is the space H
− of Prym
differentials on the canonical cover Ĉ (we denote dimH− = 2g− as before). The fiber of their direct
sum
Λ̂H = ΛH ⊗ ΛP
is the space of holomorphic abelian differentials on Ĉ .
Introduce now theHodgeLyapunov exponentsλ+1 , . . . , λ
+
g , PrymLyapunov exponentsλ
−
1 , . . . , λ
−
g−
and Lyapunov exponents λˆ1, . . . , λˆgˆ of the bundle Λ̂H ; clearly
(10.26) λˆ1 + · · · + λˆgˆ = (λ+1 + · · · + λ+g ) + (λ−1 + · · ·+ λ−g−)
Denote again by M1 a subspace of Qg(k1, . . . , kM ) invariant under the action of the Teichmu¨ller
flow. Then Kontsevich-Zorich-Forni theorem implies
(10.27) λ+1 + · · ·+ λ+g = −
1
4
∫
M1
∆T ln{detℑΩ} dν1
or, equivalently, using (10.6),
(10.28) λ+1 + · · · + λ+g+ =
1
12
N∑
i=1
ki(ki + 4)
ki + 2
− 1
4
∫
M1
∆T ln det∆C,|Q|
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Applying the Kontsevich-Zorich-Forni theorem to the Hodge bundle over the moduli space of
covers Ĉ (which is an invariant subspace ofHg({k̂i}) where (v) =
∑
k̂jxj on Ĉ) we get
(10.29) λˆ1 + · · · + λˆgˆ = −1
4
∫
M1
∆T ln{detℑΩ̂} dν1
where Ω̂ is the period matrix of Ĉ. Due to (10.11) we get from (10.26) the following formula for the
sum of Prym Lyapunov exponents:
(10.30) λ−1 + · · · + λ−g− = −
1
4
∫
M1
∆T ln{detℑΠ} dν1 .
Using (10.11), we express their sum via the determinant of Prym Laplacian and the Prym tau func-
tion:
(10.31) λ−1 + · · ·+ λ−g− = −
1
4
∫
M1
∆T ln det∆
Ĉ,|Q|
− dν1 +
1
4
∫
M1
∆T ln |τ−(Ĉ,Q)|2 .
Similarly to (10.23), using the expression (10.5) for the homogeneity coefficient of τ−, we get
(10.32) λ−1 + · · ·+ λ−g− =
1
24
M∑
j=1
kj(kj + 4)
kj + 2
+
1
4
∑
kj even
1
kj + 2
− 1
4
∫
M1
∆T ln det∆
Ĉ,|Q|
− dν1
It was proved in [18] (Lemma 1.1) that the Siegel-Veech constant of Ĉ and C are related by the factor
of 2 which implies the somewhat unexpected identity
(10.33)
∫
M1
∆T ln det∆
Ĉ,|Q|
− dν1 =
∫
M1
∆T ln det∆C,|Q| dν1 .
In turn, this gives the link between the sums of Hodge and Prym Lyapunov’s exponents which was
also originally proved in [18]:
(10.34) λ−1 + · · · + λ−g− = λ+1 + · · ·+ λ+g +
1
4
∑
kj even
1
kj + 2
.
Concluding, we see that the explicit contributions to the sums of Lyapunov’s exponents of both
Hodge and Prym vector bundles have the meaning of homogeneity coefficients of the tau functions
τ+ and τ−. This observation provides a non-trivial link between the world of integrable dynamical
systems and the world of ergodic dynamical systems where the theory of Teichmu¨ller flows belongs.
11. APPENDIX. CANONICAL BIDIFFERENTIAL AND SZEGO¨ KERNEL ON RIEMANN SURFACES.
VARIATIONAL FORMULAS
Here we summarize a few facts from the theory of Riemann surfaces and their variations used in
the main text.
On a compact Riemann surface C of genus g introduce a canonical basis of cycles (aα, bα) in
H1(C,Z). Denote by B(x, y) for x, y ∈ C the canonical bidifferential, which is the symmetric bimero-
morphic differential on C having quadratic pole with biresidue 1 on the diagonal and vanishing
a-periods. The bidifferential B is expressed via the the prime-form E(x, y) as follows: B(x, y) =
dxdy lnE(x, y). Consider a basis of holomorphic differentials vα on C normalized as follows:
(11.1)
∮
aα
vβ = δαβ .
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The matrix of b-periods Ω of C is given by:
(11.2) Ωαβ =
∮
bα
vβ .
The Abel map is defined by
(11.3) Ajx0(x) =
∫ x
x0
vj
Introduce the theta-function with characteristics Θ
[p
q
]
(z|Ω), where p,q ∈ Cg are vectors of char-
acteristics; z ∈ Cg is the argument. The theta-function satisfies the heat equation:
(11.4)
∂2Θ
[p
q
]
(z)
∂zα∂zβ
= 4πi
∂Θ
[p
q
]
(z)
∂Ωαβ
.
Let us consider some non-singular odd half-integer characteristic [p∗,q∗]. The prime-form E(x, y) is
defined as follows:
(11.5) E(x, y) =
Θ
[
p∗
q∗
]
(A(x)−A(y))
h(x)h(y)
,
where the square of a section h(x) of a spinor bundle over C is given by the following expression:
(11.6) h2(x) =
g∑
α=1
∂zα
{
Θ
[
p∗
q∗
]
(0)
}
vj(x) .
Then h(x) itself is a section of the spinor bundle corresponding to characteristic [p
∗
q∗ ]. The automorphy
factors of the prime-form along all cycles aα are trivial; the automorphy factor along cycle bα equals
to exp{−πiΩαα − 2πi(Aα(x)−Aα(y))}. The prime-form has the following local behavior as x→ y:
(11.7) E(x, y) =
ξ(x)− ξ(y)√
dξ(x)
√
dξ(y)
(1 + o(1)) ,
where ξ(x) is a local parameter.
Choosing some local coordinate ξ near the diagonal {x = y} ⊂ C × C , we have the following
expansion of B(x, y) near the diagonal:
(11.8) B(x, y) =
(
1
(ξ(x) − ξ(y))2 +
SB(ξ(x))
6
+O((ξ(x)− ξ(y))2)
)
dξ(x)dξ(y),
where SB is a projective connection on C called the Bergman projective connection.
If two canonical bases of cycles on C , {a′α, b′α}gα=1 and {aα, bα}gα=1 are related by a matrix
(11.9) σ =
(
d c
b a
)
∈ Sp(2g,Z) ,
then the corresponding canonical bidifferentials are related as follows (see item 4 on page 21 of [25]):
(11.10) Bσ(x, y) = B(x, y)− 2πi
g∑
α,β=1
[(cΩ+ d)−1c]αβ vα(x)vβ(y) .
The matrix of b-periods Ωσ corresponding to the new canonical basis of cycles, is related to Ω as
follows:
(11.11) Ωσ = (aΩ+ b)(cΩ + d)−1
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For any two vectors p,q ∈ Cg such that Θ [pq] (0) 6= 0 the Szego¨ kernel is defined by the formula
(11.12) Spq(x, y) =
1
Θ
[p
q
]
(0)
Θ
[
p
q
]
(A(x)−A(y))
E(x, y)
,
Near the diagonal, as y → x, Sp,q behaves as follows
(11.13) Spq(x, y) =
(
1
ξ(x)− ξ(y) + a0(x) +O(ξ(x)− ξ(y))
)√
dξ(x)
√
dξ(y) ,
where ξ(x) is a local coordinate and coefficient a0 is given by ([26], p.29)
(11.14) a0(x) =
1
dξ(x)
g∑
α=1
∂α{ln Θ
[
p
q
]
(0)}vα(x) .
Proposition 11.1. (Prop. 1 of [38]) The following variational formulas for the Szego¨ kernel with respect to
components of characteristic vectors p and q hold:
(11.15)
d
dpα
Spq(x, y) = −
∮
bα
Spq(x, t)Spq(t, y)
(11.16)
d
dqα
Spq(x, y) = −
∮
aα
Spq(x, t)Spq(t, y)
The Szego¨ kernel is related to B(x, y) by the following relation [25]:
(11.17) Spq(x, y)Spq(y, x) = −B(x, y)−
g∑
α,β=1
∂α∂β lnϑpq(0) vα(x)vβ(y)
For any two sets x1, . . . , xn and y1, . . . , yn of points on C the following Fay identity holds (see [25],
p.33):
(11.18) det{S(xj , yk)} =
Θ
[p
q
] (∑n
j=1(A(xj)−A(yj))
)
Θ
[p
q
]
(0)
∏
j<k E(xj , xk)E(yk, yj)∏
j,k E(xj , yk)
.
In particular, for n = 2 (11.18) is Fay’s trisecant identity.
Let us also define
(11.19) C(x) = 1W(x)
g∑
α1,...,αg=1
∂gα1,...αgΘ(K
x)vα1 . . . vαg (x) ,
where
(11.20) W(x) := det1≤α,β≤g||v(α−1)β (x)||
is theWronskian determinant of the basic holomorphic differentials, andKx is the vector of Riemann
constants with initial point x. The expression (11.19) is a multi-valued n(1 − n)/2-differential on C
which does not have any zeros or poles [26].
In the case of genus 1 the x-dependence in (11.19) drops out and C(x) turns into ϑ′((Ω + 1)/2).
Let us now consider some Abelian differential v on C ; it could be a differential of either first,
second or third kind on C ; it can be also a meromorphic differential of mixed type (i.e having both
poles of higher order and residues).
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Introduce the meromorphic differential Qv, which is given by the zero order term of the asymp-
totics of the Bergman bidifferential on the diagonal:
Qv =
Breg(x, x)
v(x)
,
where the regularization is done using the differential v, i.e.,
(11.21) Qv(x) =
1
v(x)
(
B(x, y)− v(x)v(y)
(
∫ y
x v)
2
) ∣∣∣
y=x
.
Denote by {·, ·} the Schwarzian derivative and define the following meromorphic projective con-
nection associated with differential v:
(11.22) Sv :=
{∫ x
v, ξ(x)
}
≡ v
′′
v
− 3
2
(
v′
v
)2
,
where prime denotes the derivative with respect to a local coordinate ξ.
Since for a given 1-differential v, Sv is a meromorphic projective connection on C , the difference
SB − Sv is a meromorphic quadratic differential. Dividing SB − Sv by v we get the differential Qv:
(11.23) Qv :=
1
6
SB − Sv
v
Themeromorphic Abelian differentialQv, constructed from the (holomorphic ormeromorphic) Abelian
differential v plays the key role in the construction of the Bergman tau function. Notice that Qv is
determined by v and a choice of canonical basis of cycles on C .
Remark 11.2. Using the definition of Schwarzian derivative (11.22) it is easy to verify that at pole xi
(i = 1, . . . , n) of order −ki the differential Qv has zero of order ki − 2 for poles of order 3 and higher
(i.e. when −ki ≥ 3). At a pole of v of second order, i.e. when ki = −2, the differential Qv has zero of
order at least 1. Finally, at a simple pole of v with residue r, the differentialQv also has a simple pole,
and its residue equals −1/(12r). At the zero xn+i of order kn+i, the differential Qv has pole of order
kn+i + 2.
As a corollary of (11.10), Qv transforms as follows under symplectic transformation σ:
(11.24) Qσv (x) = Qv(x)− 12πi
g∑
α,β=1
[(cΩ + d)−1c]αβ
vα(x)vβ(x)
v(x)
11.1. Spaces of meromorphic Abelian differentials. Denote by Hg(kn+m) the space of pairs (C, v)
where C is a Riemann surface of genus g and v is a meromorphic differentials on C such that the
divisor of v is given by (v) =
∑m+n
i=1 kixi, with k1, . . . , kn < 0 and kn+1, . . . , kn+m > 0.
Considering the homology group of C punctured at poles of v, relative to the set of zeros of v,
which is denoted by
(11.25) H1(C \ {xi}ni=1; {xi}n+mi=n+1) ,
we can choose a set of generators {si}2g+m+n−2i=1 as follows:
sα = aα , sα+g = bα α = 1, . . . , g ; s2g+k = ck+1 , k = 1, . . . , n − 1 ,
(11.26) s2g+n−1+k = ln+1+k , k = 1, . . . ,m− 1 ,
where c2, . . . , cn are small contours around poles x2, . . . , xn; ln+2, . . . , ln+m are contours connecting
the “first” zero xn+1 with other zeros xn+2, . . . , xn+m.
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The homological coordinates on Hg(kn+m) are defined as integrals of v over {si}:
(11.27) zi =
∫
si
v , i = 1, . . . , 2g + n+m− 2
The homology group dual to (11.25) is the homology group of C , punctured at zeros of v, relative
to the set of poles of v; it is denoted by
(11.28) H1(C \ {xi}n+mi=n+1; {xi}ni=1) .
The dual to (11.26) set of generators {s∗i }2g+n+m−2i=1 in the group (11.28) is given by
s∗α = −bα , s∗α+g = aα α = 1, . . . , g ; s∗2g+k = −l˜k+1 , k = 1, . . . , n− 1
(11.29) s∗2g+n−1+k = c˜n+1+k , k = 1, . . . ,m− 1
where l˜2, . . . , l˜n are contours connecting the “first” pole x1 with other poles x2, . . . , xn, respectively;
c˜n+2, . . . , c˜m+n are small circles around the zeros xn+2, . . . , xn+m.
The variational formulas for the matrix of b-periods, basic holomorphic differentials, Bergman
bidifferential and bidifferential Qv formally look analogous to the case of the space of holomorphic
differentials (see Theorem 3 of [45]).
To write down these formulas we introduce on C a system of cuts homologous to a- and b-cycles
to get the fundamental polygon C0; inside of C0 we also introduce branch cuts connecting poles of v
with non-vanishing residues; these branch cuts are assumed to start at x1, i.e. they connect x1 with
x2, . . . , xn; denote them by the same letters l˜2, . . . , l˜n as their homology classes in (11.29). In this way
we get a domain C˜0 where the Abelian integral z(x) =
∫ x
xn+1
v is single-valued.
Nowwe are in a position to formulate the following theorem, which gives variational formulas on
Hg(kn+m)with respect to homological coordinates Psi =
∫
si
v.
Theorem 11.3. [38] The variational formulas for matrix of b-periods Ω, normalized holomorphic differentials
uα, Bergman bidifferential B(x, y) and differential Qv on the moduli space Hg(kn+m) look as follows (in the
cases of vα, B(x, y) and Qv(x) the coordinates z(x) and z(y) remain fixed under differentiation):
(11.30)
∂Ωαβ
∂Psi
=
∫
s∗i
vαvβ
v
(11.31)
∂vα(x)
∂Psi
∣∣∣
z(x)=const
=
1
2πi
∫
t∈s∗i
vα(t)B(x, t)
v(t)
(11.32)
∂
∂Psi
ln(E(x, y)
√
v(x)
√
v(y))
∣∣∣
z(x),z(y)=const
= − 1
4πi
∫
t∈s∗
i
1
v(t)
[
dt ln
E(x, t)
E(y, t)
]2
(11.33)
∂B(x, y)
∂Psi
∣∣∣
z(x),z(y)=const
=
1
2πi
∫
t∈s∗
i
B(x, t)B(y, t)
v(t)
(11.34)
∂Qv(x)
∂Psi
∣∣∣
z(x)=const
=
1
2πi
∫
t∈s∗i
B2(x, t)
v(t)
(11.35)
∂
∂Psi
Spq(x, y)
∣∣∣
z(x),z(y)
=
1
4
∫
t∈s∗i
Wt[Spq(x, t), Spq(t, y)]
v(t)
whereWt denotes the Wronskian with respect to variable t.
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Variational formulas for vα,B andQv with respect to relative periodswere given in [59]; for details
of the proof see [42]. The proof of variational formulas with respect to coordinates
∫
aα
v,
∫
bα
v and∫ xn+j
xn+1
v is given by Theorem 3 of [45]. The proof of variational formulas with respect to residues rj of
v is given in Theorem 1 of [38].
We notice that the Wronskian Wt[Spq(x, t), Spq(t, y)] is a quadratic differential with respect to t;
dividing it by v(t)we get a meromorphic differential on C (with respect to t).
11.2. Hurwitz spaces. Let µ1, . . . , µM be M partitions of n. Denote by Hurg,n(µ1, . . . , µM ) the Hur-
witz space of pairs (C, f) where C is a Riemann surface of genus g and f is a meromorphic function
on C with simple poles and M critical values such that the multiplicities of critical points corre-
sponding to kth critical value are determined by partition µk (such that the simple critical point
corresponds to entry 2 of the partition; entry 1 of µk corresponds to a regular point of df ). The genus
g is expressed via the numbers of parts p1, . . . , pM of the partitions via the Riemann-Hurwitz formula:
g =
∑M
i=1(n− pi)/2− n+ 1.
The Hurwitz space Hurg,n(µ1, . . . , µM ) is a subspace of the space Hg(kn+m) with k1 = · · · = kn =
−2 corresponding to exact differentials v = df . It means in particular that all periods of v over cycles
aα, bα and ck+1 in (11.26) vanish. Moreover, periods over contours ln+1+k are dependent if there is
more than one critical point of f corresponding to the same critical value. In fact, the set of periods
of v over the set (11.26) reduces to the set of critical values (the branch points of f ) of the function f ,
which we denote z1, . . . , zM .
Then theorem (11.3) implies the following corollary
Corollary 11.4. [59, 42]Variational formulas onHurg,n(µ1, . . . , µM )with respect to critical values z1, . . . , zM
of function f look as follows
(11.36)
∂Ωαβ
∂zi
= 2πi
∑
p∈f−1(zi)
res|t=p vαvβ
df
(11.37)
∂vα(x)
∂zi
∣∣∣
z(x)=const
= 2πi
∑
p∈f−1(zi)
res|t=p vα(t)B(x, t)
df(t)
(11.38)
∂
∂zi
ln(E(x, y)
√
df(x)
√
df(y))
∣∣∣
z(x),z(y)=const
= −1
2
∑
p∈f−1(zi)
res|t=p 1
df(t)
[
dt ln
E(x, t)
E(y, t)
]2
(11.39)
∂B(x, y)
∂zi
∣∣∣
z(x),z(y)=const
=
∑
p∈f−1(zi)
res|t=pB(x, t)B(y, t)
df(t)
(11.40)
∂Qv(x)
∂zi
∣∣∣
z(x)=const
=
∑
p∈f−1(zi)
res|t=pB
2(x, t)
df(t)
(11.41)
∂
∂zi
Spq(x, y)
∣∣∣
z(x),z(y)
=
1
2
∑
p∈f−1(zi)
res|t=pWt[Spq(x, t), Spq(t, y)]
df(t)
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11.3. Spaces of holomorphic quadratic and n-differentials. Moduli spaces of quadratic differen-
tials (both holomorphic and meromorphic) can also be considered as subspaces of moduli spaces of
abelian differentials, and corresponding variational formulas can be obtained by reduction of varia-
tional formulas from Th.11.3. Here we consider the simplest and the most important case of the space
Q0g which is the space of pairs (C,Q)whereC is a Riemann surface of genus g andQ is a holomorphic
differential on C with 4g − 4 simple zeros (we refer [58, 8, 10] for the general case); dimQ0g = 6g − 6.
Periods {Ai, Bi}3g−3i=1 of holomorphic Abelian differential v over a basis (a−α , b−α ) in odd homologies
H− of the canonical cover Ĉ defined by v
2 = Q can be used as local coordinates on Q0g. Since v has
on Ĉ zeros of order 2 at all branch points {xi}4g−4i=1 , the space Q0g can be considered as a subspace
of the moduli space of Abelian differentials with all double zeros on Riemann surfaces of genus gˆ.
Therefore variational formulas on Q0g can be obtained from Th.11.3 (see Prop. 3.1 of [8]). Let us
consider the fundamental polygon Ĉ0 which is invariant under the involution µ and such that x1 is
at the vertex of Ĉ0. Define the coordinate on Ĉ0 by z(x) =
∫ x
x1
v. Then we have
Corollary 11.5. The variational formulas for matrix of b-periods Ω, normalized holomorphic differentials uα,
Bergman bidifferential B(x, y) and differential Qv on the moduli space Q0g look as follows (in the cases of vα,
B(x, y) and Qv(x) the coordinates z(x) and z(y) remain fixed under differentiation):
(11.42)
∂Ωαβ
∂Psi
=
1
2
∫
s∗i
vαvβ
v
(11.43)
∂vα(x)
∂Psi
∣∣∣
z(x)=const
=
1
4πi
∫
t∈s∗i
vα(t)B(x, t)
v(t)
(11.44)
∂
∂Psi
ln(E(x, y)
√
v(x
√
v(y))
∣∣∣
z(x),z(y)=const
= − 1
8πi
∫
t∈s∗i
1
v(t)
[
dt ln
E(x, t)
E(y, t)
]2
(11.45)
∂B(x, y)
∂Psi
∣∣∣
z(x),z(y)=const
=
1
4πi
∫
t∈s∗i
B(x, t)B(y, t)
v(t)
(11.46)
∂Qv(x)
∂Psi
∣∣∣
z(x)=const
=
1
4πi
∫
t∈s∗i
B2(x, t)
v(t)
The variational formulas forB(x, y) used in [58] differ from (11.45) by a factor of 2 due to a different
normalization of homological coordinates.
Spaces ofN -differentials.
Denote by M
(N)
g the moduli space of pairs (C,W ) where C is a Riemann surface of genus g and
W is a holomorphic N -differential on C ; its dimension equals (2N + 2)(g − 1). Consider the N -
sheeted cover Ĉ defined by vN = W ; Ĉ possesses the natural ZN symmetry; denote by µ the degree
N isomorphizm acting on v as µ∗v = ǫv (here ǫ = e2pii/N )
Denote by M
(N),0
g the subspace ofM
(N)
g such that all zeros ofW are simple. Then the genus of Ĉ
equals gˆ = N2(g−1)+1. We haveH1(Ĉ,C) = ⊕N−1k=0 Hk whereHk is the kth invariant subspace of µ∗:
for any s ∈ Hk we have µ∗s = ǫks. Then dimH0 = g and dimHk = (2N+2)(g−1) for k = 1, . . . , N−1.
Denote by {sj}(2N+2)(g−1)j=1 a basis inH1; then Pj =
∫
sj
v can be used as local coordinates onM
(N),0
g ;
integrals of v over other cycles from other Hk vanish. Let {s∗j}(2N+2)(g−1)j=1 be a dual basis in HN−k
satisfying s∗k ◦ sj = δjk.
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Denote the fundamental polygon of Ĉ by Ĉ0 and define the coordinate on Ĉ0 by z(x) =
∫ x
x1
v. Then
we have
Corollary 11.6. The variational formulas for matrix of b-periods Ω, normalized holomorphic differentials uα,
Bergman bidifferential B(x, y) and differential Qv on the moduli space M
(N),0
g look as follows (in the cases of
vα, B(x, y) and Qv(x) the coordinates z(x) and z(y) remain fixed under differentiation):
(11.47)
∂Ωαβ
∂Psi
=
1
N
∫
s∗i
vαvβ
v
(11.48)
∂vα(x)
∂Psi
∣∣∣
z(x)=const
=
1
2Nπi
∫
t∈s∗i
vα(t)B(x, t)
v(t)
(11.49)
∂ lnE(x, y)
∂Psi
∣∣∣
z(x),z(y)=const
= − 1
4Nπi
∫
t∈s∗i
1
v(t)
[
dt ln
E(x, t)
E(y, t)
]2
(11.50)
∂B(x, y)
∂Psi
∣∣∣
z(x),z(y)=const
=
1
2Nπi
∫
t∈s∗i
B(x, t)B(y, t)
v(t)
(11.51)
∂Qv(x)
∂Psi
∣∣∣
z(x)=const
=
1
2Nπi
∫
t∈s∗
i
B2(x, t)
v(t)
Proof. We give a short derivation of (11.50) from the variational formula (11.33) on the stratum
Hgˆ(N, . . . ,N) of the moduli space of holomorphic 1-differentials of genus gˆ = N2(g−1)+1. similarly
to Lemma 5 of [58] and Proposition 3.2 of [8].
Namely, consider a pair (Ĉ, v) from the spaceHgˆ(N, . . . ,N). Denote zeros of v onC by x1, . . . , xN(2g−2);
the same notation will be used for zeros of v on Ĉ . The canonical bidifferential on Ĉ will be denoted
by B̂(x, y). Homological coordinates onHgˆ(N, . . . ,N) are given by
∫
si
vwhere {si} = {{aj , bj}gˆj=1, {li}N(2g−2)−1i=1 }
where the path li connects xN(2g−2) with xi. Consider the flat coordinate on Ĉ given by z(x) =∫ x
xN(2g−2)
v.
Under any choice of Torelli marking on Ĉ defining B̂ the variational formulas on the spaceHgˆ(N, . . . ,N)
look as follows (11.33):
(11.52)
∂B̂(x, y)
∂
∫
si
v
∣∣∣
z(x),z(y)
=
1
2π
√−1
∫
t∈s∗i
B̂(x, t)B̂(t, y)
v(t)
The cycles s∗i form a basis in H1(Ĉ \ {xi}N(2g−2)−1i=1 ) which is dual to the cycles si (s∗i ◦ sj = δij); we
have {si} = {−bj , aj}gˆj=1, {ri}N(2g−2)−1i=1 where ri is a small positively oriented cycle around xi.
Let now the curve Ĉ be defined by equation vN = W . We shall require the following agreement
between Torelli markings of Ĉ and C .
Choosing a Torelli marking ofC consider the set of g contours onC representing a-cycles (a1, . . . , ag).
Consider their lifts to Ĉ (each f−1aj gives a system of non-intersecting closed loops on Ĉ) and require
Torelli marking of Ĉ to be chosen such that the corresponding homology classes to be a part of La-
grangian subspace inH1(Ĉ,Z) generated by cycles a1, . . . , agˆ. Under such choice of Torelli markings
we have the identity
(11.53) f∗xf
∗
yB(x, y) = B̂(x, y) + µ
∗
yB̂(x, y) + · · ·+ (µ∗y)n−1B̂(x, y)
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(where f : Ĉ → C is the natural projection and µ is the ZN automorphism of Ĉ) which can be verified
by comparing the singularity structure and normalization of both sides. Further averaging of (11.53)
over the action of µ∗ on x we get
(11.54) f∗xf
∗
yB(x, y) =
1
N
N−1∑
l,k=1
(µ∗x)
k(µ∗y)
lB̂(x, y)
Now choosing s ∈ H1 and restricting variational formulas (11.52) toM (N)g we get
∂B̂(x, y)
∂(
∫
s v)
=
1
2π
√−1
gˆ∑
k=1
[
−
∂(
∫
aˆk
v)
∂(
∫
s v)
∫
t∈bˆk
B̂(x, t)B̂(t, y)
v(t)
+
∂(
∫
bˆk
v)
∂(
∫
s v)
∫
t∈aˆk
B̂(x, t)B̂(t, y)
v(t)
]
(11.55) +
1
2π
√−1
(N−1)(2g−2)−1∑
j=1
∂zj
∂(
∫
s v)
∫
t∈rj
B̂(x, t)B̂(t, y)
v(t)
Furthermore, averaging both sides of (11.55) as in (11.54) we get
∂B(x, y)
∂(
∫
s v)
=
1
2π
√−1N
gˆ∑
k=1
[
−
∂(
∫
aˆk
v)
∂(
∫
s v)
∫
t∈bˆk
f∗t [B(x, t)B(t, y)]
v(t)
+
∂(
∫
bˆk
v)
∂(
∫
s v)
∫
t∈aˆk
f∗t [B(x, t)B(t, y)]
v(t)
]
(11.56) +
1
2π
√−1
(N−1)(2g−2)−1∑
j=1
∂zj
∂(
∫
s v)
∫
t∈rj
f∗t [B(x, t)B(t, y)]
v(t)
Each integral in the sum over j in (11.56) vanishes since the contour rj is invariant under the action
of µ∗ while the integrand gets multiplied with ρ
−1 under the action of µ∗.
The first sum in (11.56) can be computed by introducing a symplectic basis {sˆj}2gˆj=1 in H1(Ĉ,R)
such that each sˆj belongs to some of eigenspaces of µ∗. Since the transformation from the basis
(aˆj , bˆj) to the basis {sˆj} is Sp(2gˆ,R) this sum equals to the right hand side of (11.50).

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