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The existence and uniqueness of the local generalized solution to the initial boundary value
problem for the three-dimensional damped nonlinear hyperbolic equation
utt + k1∇4u + k2∇4ut + ∇2g
(∇2u)= 0, (x, t) ∈ Ω × (0, T ),
u = 0, ∇2u = 0, (x, t) ∈ ∂Ω × (0, T ),
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈ Ω ⊂ R3
are proved. The paper arrives at some suﬃcient conditions for blow up of the solutions in
ﬁnite time by two methods. An example is given.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In study of the vibration of 3-dimensional nonlinear damped hyperbolic equation, there arises the following equation
(see [1, p. 329], an explicit example)
utt + k1∇4u + k2∇4ut + ∇2g
(∇2u)= 0, (x, t) ∈ Ω × (0, T ), (1.1)
where u(x, t) denotes the value of the solution at a spatial position x = (x1, x2, x3; ) ∈ R3 and time t ∈ [0,∞), Ω is
a bounded domain in R3 with smooth boundary ∂Ω , k1 and k2 are two positive physical constants, ∇ denotes the gra-
dient operator, g(s) is the given nonlinear function and subscript t indicates the partial derivative with respect to t . For the
2-dimensional model, Eq. (1.1) denotes the nonlinear damped membrane and for the 1-dimensional model Eq. (1.1) is the
nonlinear beam equation (see [3,4]).
For the m-dimensional equation (1.1) the authors in [1] have proved the existence and uniqueness of the weak solution
of Eq. (1.1) with the initial boundary value conditions
u = 0, ∂u
∂ν
= 0, (x, t) ∈ ∂Ω × (0, T ), (1.2)
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈ Ω, (1.3)
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(1.1)–(1.3). The authors in [3,4] have proved that the existence and uniqueness of the global weak solution for the following
initial boundary value problem
wtt + k1wxxxx + k2wtxxxx + g(wxx)xx = f (x, t), (1.4)
wx(0, t) = w(0, t) = 0, wx(1, t) = w(1, t) = 0, (1.5)
w(x,0) = w0(x), wt(x,0) = w1(x), (1.6)
where f (x, t) is given function in (0,1) × (0, T ), ∂w
∂x = wx , w0(x) and w1(x) are given functions deﬁned in [0,1]. The
existence and uniqueness of the global generalized solution and the global classical solution for Eq. (1.4) with the initial
boundary value conditions
w(0, t) = w(1, t) = 0, wxx(0, t) = wxx(1, t) = 0, (1.7)
w(x,0) = ϕ(x), wt(x,0) = ψ(x) (1.8)
or with the initial boundary value conditions
wx(0, t) = wx(1, t) = 0, wxxx(0, t) = wxxx(1, t) = 0, (1.9)
w(x,0) = ϕ(x), wt(x,0) = ψ(x), (1.10)
are proved in [5]. The author in [5] also has proved that Eq. (1.4) with the initial boundary conditions
w(0, t) = w(1, t) = 0, wx(0, t) = wx(1, t) = 0, (1.11)
w(x,0) = ϕ(x), wt(x,0) = ψ(x) (1.12)
has a unique local generalized solution and gave the suﬃcient conditions for blow up of the solution in ﬁnite time. The
existence and uniqueness of the Cauchy problem for Eq. (1.4) are proved in [6].
The initial boundary value problem (1.1)–(1.3) describes the vibration of a 3-dimensional nonlinear damped wave with
ﬁxed boundary. In this paper, we consider the vibration of a 3-dimensional nonlinear damped wave with simply supported
boundary. That is, we study Eq. (1.1) with the initial boundary conditions
u = 0, ∇2u = 0, (x, t) ∈ ∂Ω × (0, T ), (1.13)
u(x,0) = u0(x), ut(x,0) = u1(x), (x, t) ∈ Ω, (1.14)
where u0(x) and u1(x) are given initial value functions deﬁned in Ω . We prove that the problem (1.1), (1.13), (1.14) has a
unique local generalized solution under some conditions. The suﬃcient conditions of blowup of the solution for the problem
(1.1), (1.13), (1.14) are given by two methods. The ﬁrst method is the so-called concavity method. To obtain another blow up
result of the solution for the problem (1.1), (1.13), (1.14), we will quote an ordinary differential inequality and discuss blow
up of the solution. These methods are different from the method in [7].
This paper is organized as follows. In Section 2, we prove the existence and uniqueness of the local generalized solution
to the problem (1.1), (1.13), (1.14). The ﬁrst global nonexistence theorem of the solution for the problem (1.1), (1.13), (1.14)
is proved and an example is given in Section 3. In Section 4 the second global nonexistence theorem is discussed.
Throughout this paper, we use the notation: ‖.‖p = ‖.‖Lp(Ω) (1 p ∞). In particular, ‖.‖ = ‖.‖2.
2. The existence and uniqueness of local solution
We shall prove the existence of the solution for the problem (1.1), (1.13), (1.14) by the contraction mapping principle. To
this end, we ﬁrst consider the following initial boundary value problem of the linear equation
utt + k1∇4u + k2∇4ut + f (x, t) = 0, (x, t) ∈ Ω × (0, T ), (2.1)
u = 0, ∇2u = 0, (x, t) ∈ ∂Ω × (0, T ), (2.2)
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈ Ω. (2.3)
By means of the Galerkin method and the integral estimations we can prove the following lemma.
Lemma 2.1. Suppose that u0 ∈ H4(Ω), u1 ∈ H2(Ω) and f ∈ L2(Q T ), then the problem (2.1)–(2.3) has a unique generalized solution
u ∈ C([0, T ]; H4(Ω))∩ C1([0, T ]; H2(Ω))∩ H1([0, T ]; H4(Ω))∩ H2([0, T ]; L2(Ω))
and the estimate
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0tT
(∥∥u(·, t)∥∥2H4(Ω) + ∥∥ut(·, t)∥∥2H2(Ω))+ ‖ut‖2H4(Q T ) + ‖utt‖2L2(Q T )  C(T ){‖u0‖2H4(Ω) + ‖u1‖2H2(Ω) + ‖ f ‖2L2(Q T )},
where Q T = Ω × (0, T ) and C(T ) is a constant dependent on T .
Now, we deﬁne the function space
X(T ) = {w ∣∣ w ∈ C([0, T ]; H4(Ω))∩ C1([0, T ]; H2(Ω))∩ H1([0, T ]; H4(Ω))∩ H2([0, T ]; L2(Ω)),
w = 0, ∇2w = 0, (x, t) ∈ ∂Ω × (0, T )}
equipped with the norm deﬁned by
‖w‖X(T ) =
[
max
0tT
(∥∥w(·, t)∥∥2H4(Ω) + ∥∥wt(·, t)∥∥2H2(Ω))+ ∥∥wt(·, t)∥∥2H4(Q T ) + ∥∥wtt(·, t)∥∥2L2(Q T )
] 1
2
.
It is easy to see that X(T ) is a Banach space.
For each M , T > 0 we deﬁne the set
P (M, T ) = {w ∣∣ w ∈ X(T ), ‖w‖X(T )  M}.
Obviously, P (M, T ) is a nonempty bounded closed convex subset of X(T ) for each M , T > 0. For w ∈ X(T ), u0 ∈ H4(Ω),
u1 ∈ H2(Ω) and g ∈ C2(R), we consider the following initial boundary value problem for the linear hyperbolic equation
utt + k1∇4u + k2∇4ut + ∇2g
(∇2w)= 0, (x, t) ∈ Ω × (0, T ), (2.4)
u = 0, ∇2u = 0, (x, t) ∈ ∂Ω × (0, T ), (2.5)
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈ Ω. (2.6)
Let S denote the map from w into the unique solution of the problem (2.4)–(2.6). By virtue of Lemma 2.1 we see that S
maps X(T ) into X(T ). Our goal is to show that S has a unique ﬁxed point in P (M, T ).
Theorem 2.1. Suppose that u0 ∈ H4(Ω), u1 ∈ H2(Ω), g ∈ C3(R), then the initial boundary value problem (1.1), (1.13), (1.14) has a
unique generalized solution
u ∈ C([0, T0); H4(Ω))∩ C1([0, T0); H2(Ω))∩ H1([0, T0); H4(Ω))∩ H2([0, T0); L2(Ω)),
where [0, T0) is a maximal time interval.
Proof. Let
g(η) = max
|s|η
(∣∣g(s)∣∣+ ∣∣g′(s)∣∣+ ∣∣g′′(s)∣∣+ ∣∣g′′′(s)∣∣), η 0. (2.7)
It follows from the Sobolev imbedding theorem that∥∥w(·, t)∥∥C2(Ω)  C1∥∥w(·, t)∥∥H4(Ω),
where C1 is a constant. Using (2.7), for w ∈ P (M, T ) we have
T∫
0
∥∥∇2g(∇2w(·, t))∥∥2 dt =
T∫
0
∫
Ω
∣∣g′′(∇2w(x, t))∣∣∇3w(x, t)∣∣2 + g′(∇2w(x, t))∇4w(x, t)∣∣2 dxdt
 2g2(C1M)
T∫
0
∫
Ω
(∣∣∇3w(x, t)∣∣+ ∣∣∇4w(x, t)∣∣2)dxdt. (2.8)
The Gagliardo–Nirenberg interpolation theorem yields∥∥∇3w(·, t)∥∥ C2∥∥w(·, t)∥∥1/4∥∥w(·, t)∥∥3/4H4(Ω), (2.9)
where C2 is a constant. Substituting (2.9) into (2.8) and using the Young inequality, we obtain
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0
∥∥∇2g(∇2w(·, t))∥∥2 dt  C3g2(C1M)
T∫
0
(∥∥w(·, t)∥∥ 12 ∥∥w(·, t)∥∥ 32
H4(Ω)
+ ∥∥∇4w(·, t)∥∥2)dt
 C3g2(C1M)
T∫
0
(
1
4
∥∥w(·, t)∥∥2 + 3
4
∥∥w(·, t)∥∥2H4(Ω) + ∥∥∇4w(·, t)∥∥2
)
dt
 C4g2(C1M)M2T . (2.10)
It follows from (2.10) and Lemma 2.1 that
max
0tT
(∥∥u(·, t)∥∥2H4(Ω) + ∥∥ut(·, t)∥∥2H2(Ω))+ ‖ut‖2H4(Q T ) + ‖utt‖2L2(Q T )
 C(T )
{‖u0‖2H4(Ω) + ‖u1‖2H2(Ω) + C4g2(C1M)M2T }. (2.11)
If M and T satisfy
M 
[
2C(1)
(‖u0‖2H4(Ω) + ‖u1‖2H2(Ω))] 12 , T min
{
1,
1
2C4C(1)g2(C1M)
}
, (2.12)
we obtain from (2.11) that[
max
0tT
(∥∥u(·, t)∥∥2H4(Ω) + ∥∥ut(·, t)∥∥2H2(Ω))+ ‖ut‖2H4(Q T ) + ‖utt‖2L2(Q T )
] 1
2  M.
Therefore, if (2.12) holds, S maps P (M, T ) into P (M, T ). Now we are going to prove that the map S is strictly contractive.
Let T > 0 and w1,w2 ∈ P (M, T ) be given. Let u1 = Sw1, u2 = Sw2, u = u1 − u2 and w = w1 − w2. Then u satisﬁes the
following problem
utt + k1∇4u + k2∇4ut + ∇2g
(∇2w1)− ∇2g(∇2w2)= 0, (x, t) ∈ Ω × (0, T ), (2.13)
u = 0, ∇2u = 0, (x, t) ∈ ∂Ω × (0, T ), (2.14)
u(x,0) = 0, ut(x,0) = 0, x ∈ Ω. (2.15)
From straightforward calculation we have
T∫
0
∥∥∇2g(∇2w1(·, t))− ∇2g(∇2w2(·, t))∥∥2 dt
=
T∫
0
∫
Ω
{
g′′
(∇2w1(x, t))[∇3w1(x, t)]2 + g′(∇2w1(x, t))∇4w1(x, t)
− g′′(∇2w2(x, t))[∇3w2(x, t)]2 − g′(∇2w2(x, t))∇4w2(x, t)}2 dxdt
=
T∫
0
∫
Ω
{[
g′′
(∇2w1(x, t))− g′′(∇2w2(x, t))][∇3w1(x, t)]2
+ g′′(∇2w2(x, t))∇3w(x, t)[∇3w1(x, t) + ∇3w2(x, t)]
+ [g′(∇2w1(x, t))− g′(∇2w2(x, t))]∇4w1(x, t) + g′(∇2w2(x, t))∇4w(x, t)}2 dxdt
=
T∫
0
∫
Ω
{
g′′′
(∇2w1(x, t) + θ1(∇2w2(x, t) − ∇2w1(x, t)))∇2w(x, t)[∇3w1(x, t)]2
+ g′′(∇2w2(x, t))∇3w(x, t)[∇3w1(x, t) + ∇3w2(x, t)]+ g′′(∇2w1(x, t)
+ θ2
(∇2w2(x, t) − ∇2w1(x, t)))∇2w(x, t)∇4w1(x, t) + g′(∇2w2(x, t))∇4w(x, t)}2 dxdt
 4g2(C1M)
T∫
0
{∥∥∇2w(·, t)∥∥2∞∥∥∇3w1(·, t)∥∥44 + ∥∥∇3w(·, t)∥∥24∥∥∇3w1(·, t) + ∇3w2(·, t)∥∥24
+ ∥∥∇4w1(·, t)∥∥2∥∥∇2w(·, t)∥∥2 + ∥∥∇4w(·, t)∥∥2}dt. (2.16)∞
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∥∥∇2w(·, t)∥∥∞  C5∥∥w(·, t)∥∥ 18 ∥∥w(·, t)∥∥ 78H4(Ω); (2.17)∥∥∇3wi(·, t)∥∥4  C6∥∥∇3wi(·, t)∥∥ 14 ∥∥wi(·, t)∥∥ 34H4(Ω) (i = 1,2, or wi replaces by w). (2.18)
Observing w1,w2 ∈ P (M, T ), substituting (2.17), (2.18) into (2.16) and using the Young inequality, we arrive at
T∫
0
∥∥∇2g(∇2w1(·, t))− ∇2g(∇2w2(·, t))∥∥2 dt
 4g2(C1M)
T∫
0
{
C46C
2
5M
4
∥∥w(·, t)∥∥ 14 ∥∥w(·, t)∥∥ 74
H4(Ω)
+ 2C26M4
∥∥∇3w(·, t)∥∥ 12 ∥∥w(·, t)∥∥ 32
H4(Ω)
+ C25M2
∥∥w(·, t)∥∥ 14 ∥∥w(·, t)∥∥ 74
H4(Ω)
+ ∥∥∇4w(·, t)∥∥2}dt
 4g2(C1M)
T∫
0
{
C46C
2
5M
4
(
1
8
∥∥w(·, t)∥∥2 + 7
8
∥∥w(·, t)∥∥2H4(Ω)
)
+ 2C26M4
(
1
4
∥∥∇3w(·, t)∥∥2
+ 3
4
∥∥w(·, t)∥∥2H4(Ω)
)
+ C25M2
(
1
8
∥∥w(·, t)∥∥2 + 7
8
∥∥w(·, t)∥∥2H4(Ω)
)
+ ∥∥∇4w(·, t)∥∥2}dt
 16g2(C1M)
(
C46C
2
5M
4 + 2C26M4 + C25M4 + 1
)
sup
0tT
∥∥w(·, t)∥∥2H4(Ω). (2.19)
It follows from Lemma 2.1 and (2.19) that
‖Sw1 − Sw2‖X(T )  C(T )16g2(C1M)
(
C46C
2
5M
4 + 2C26M4 + C25M4 + 1
)
sup
0tT
∥∥w(·, t)∥∥2H4(Ω). (2.20)
If T satisﬁes
T min
{
1,
1
2C4C(1)g2(C1M)
,
1
32C(1)g2(C1M)(C46C
2
5M
4 + 2C26M4 + C25M4 + 1)
}
,
then
‖Sw1 − Sw2‖X(T )  12‖w1 − w2‖X(T ).
Therefore, S is strictly contractive. It follows from the contraction mapping principle that for appropriately chosen T > 0,
S has a unique ﬁxed u ∈ P (M, T ) which is obviously a unique solution of the problem (1.1), (1.13), (1.14). If let [0, T0) be
the maximal time interval of existence for u ∈ X(T0), then the problem (1.1), (1.13), (1.14) has a unique generalized solution
u ∈ C([0, T0); H4(Ω))∩ C1([0, T0); H2(Ω))∩ H1([0, T0); H4(Ω))∩ H2([0, T0); L2(Ω)).
The theorem is proved. 
3. The ﬁrst global nonexistence theorem of the solution, an example
In this section, to obtain the global nonexistence theorem of the solution for the initial boundary value problem (1.1),
(1.13), (1.14), we quote the following lemma (see [8]).
Lemma 3.1. Suppose that a positive, twice-differentiable function H(t) satisﬁes on t  0 the inequality
H¨(t)H(t) − (β + 1)(H˙(t))2 −2A1H(t)H˙(t) − A2(H(t))2, (3.1)
where β > 0 and A1, A2  0 are constants.
(1) If A1 = A2 = 0, H(0) > 0 and H˙(0) > 0, then there is a t1  H(0)˙ such that H(t) → ∞ as t → t1 .βH(0)
24 G. Chen et al. / J. Math. Anal. Appl. 368 (2010) 19–31(2) If A1 + A2 > 0, H(0) > 0 and H˙(0)−γ2β−1H(0), then there is
t1  t2 = 1
2
√
A21 + βA2
ln
γ1H(0) + β H˙(0)
γ2H(0) + β H˙(0)
,
such that H(t) → ∞ as t → t1 , where γ1,2 = A1+
√
A21 + βA2 .
Theorem 3.1. Suppose that u0 ∈ H2(Ω), u1 ∈ L2(Ω), g(0) = 0, G(∇2u0) ∈ L1(Ω) and there exists a constant β > 0, such that
sg(s) 2(2β + 1)G(s) + 2βk1s2, ∀s ∈ R, (3.2)
where G(s) = ∫ s0 g(τ )dτ . Then the generalized solution u(x, t) of the initial boundary value problem (1.1), (1.13), (1.14) blows up in
ﬁnite time if one of the following conditions holds:
(1) E(0) < 0;
(2) E(0) = 0 and 2β ∫
Ω
u0u1 dx− k2‖∇2u0‖2 > 0;
(3) E(0) > 0,
∫
Ω
u0u1 dx > 0, ‖∇2u0‖ = 0 and
4β2
( ∫
Ω
u0u1 dx
)2
− 4β2E(0)‖u0‖2 − ‖u0‖4 − 2k2‖u0‖2
∥∥∇2u0∥∥2 − k22∥∥∇2u0∥∥4 > 4β2k2E(0)∥∥∇2u0∥∥2,
where E(0) = ‖u1‖2 + k1‖∇2u0‖2 + 2
∫
Ω
G(∇2u0)dx.
Proof. Suppose that the maximal time of existence of the initial boundary value problem (1.1), (1.13), (1.14) is inﬁnite.
Multiplying both sides of (1.1) by 2ut , integrating over Ω and integrating by parts, we infer
E˙(t) = 0, t > 0,
where
E(t) = ‖ut‖2 + k1
∥∥∇2u∥∥2 + 2k2
t∫
0
∫
Ω
∣∣∇2ut∣∣2 dxdτ + 2
∫
Ω
G
(∇2u)dx.
Thus
E(t) = E(0), t > 0. (3.3)
Let
H(t) = ∥∥u(·, t)∥∥2 + k2
t∫
0
∥∥∇2u(·, τ )∥∥2 dτ + k2(T0 − t)∥∥∇2u0∥∥2 + α(t + t0)2,
where T0 > 0, t > 0 and α  0 are constants be deﬁned later. Then we arrive at
H˙(t) = 2(u,ut) + k2
∥∥∇2u(·, t)∥∥2 − k2∥∥∇2u0∥∥2 + 2α(t + t0)
and
(
H˙(t)
)2 =
{
2(u,ut) + 2k2
∫
Ω
t∫
0
∇2u(x, τ )∇2uτ (x, τ )dτ dx+ 2α(t + t0)
}2
 4
{∥∥u(·, t)∥∥2 + k2
t∫
0
∥∥∇2u(·, τ )∥∥2 dτ + α(t + t0)2
}{∥∥ut(·, t)∥∥2 + k2
t∫
0
∥∥∇2uτ (·, τ )∥∥2 dτ + α
}
 4H(t)
{∥∥ut(·, t)∥∥2 + k2
t∫
0
∥∥∇2uτ (·, τ )∥∥2 dτ + α
}
. (3.4)
Differentiating H˙(t) with respect to t , we have
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{∥∥ut(·, t)∥∥2 +
∫
Ω
u(x, t)utt(x, t)dx+ k2
∫
Ω
∇2u(x, t)∇2ut(x, t)dx+ α
}
= 2
{∥∥ut(·, t)∥∥2 +
∫
Ω
u(x, t)
[
utt(x, t) + k2∇4ut(x, t)
]
dx+ α
}
= 2
{∥∥ut(·, t)∥∥2 +
∫
Ω
u(x, t)
[−k1∇4u(x, t) − ∇2g(∇2u(x, t))]dx+ α
}
= 2
{∥∥ut(·, t)∥∥2 − k1∥∥∇2u(., t)∥∥2 −
∫
Ω
∇2u(x, t)g(∇2u(x, t))dx+ α}. (3.5)
We conclude from (3.4), (3.5) and assumption (3.2) that
H¨(t)H(t) − (β + 1)(H˙(t))2  2(2β + 1)
{
−∥∥ut(·, t)∥∥2 − k1∥∥∇2u(·, t)∥∥2 − 2
∫
Ω
G
(∇2u(x, t))dx
− 2(β + 1)
(2β + 1)k2
t∫
0
∥∥∇2uτ (·, τ )∥∥2 dτ − α
}
H(t)
 2(2β + 1)H(t){−E(0) − α}. (3.6)
If E(0) < 0, take α = −E(0), then (3.6) becomes
H¨(t)H(t) − (β + 1)(H˙(t))2  0.
If we choose T0 and t0 such that
H(0)
β H˙(0)
 T0, according to Lemma 3.1(1) then there exists a T1  H(0)β H˙(0) , such that H(t) → ∞
as t → T−1 . This is a contradiction with the fact that the maximal time of the existence of the solution is inﬁnite.
To complete the proof, we need to determine that T0 and t0 are the positive constants. Clearly, if t0 is suﬃciently large,
then
H˙(0) = 2
∫
Ω
u0(x)u1(x)dx+ 2αt0 > 0. (3.7)
Moreover, H(0)
β H˙(0)
 T0 if and only if
‖u0‖2 + αt20  2βT0
( ∫
Ω
u0(x)u1(x)dx+ αt0 − k2
2β
∥∥∇2u0∥∥2
)
. (3.8)
Now choose t0 so large that∫
Ω
u0(x)u1(x)dx+ αt0 − k2
2β
∥∥∇2u0∥∥2 > 0 (3.9)
and
T0 = ‖u0‖
2 + αt20
2β(
∫
Ω
u0(x)u1(x)dx+ αt0 − k22β ‖∇2u0‖2)
. (3.10)
Minimizing T0 over t0, we ﬁnd
t0 = 1
α
{
k2
2β
∥∥∇2u0∥∥2 −
∫
Ω
u0(x)u1(x)dx+
√√√√( ∫
Ω
u0(x)u1(x)dx− k2
2β
∥∥∇2u0∥∥2
)2
+ α‖u0‖2
}
. (3.11)
Substituting (3.11) into (3.10), we arrive at the ﬁnite constant T0. Clearly, t0 in (3.11) is positive and satisﬁes (3.7) and (3.9).
If E(0) = 0, take α = 0, then from (3.6) we get
H¨(t)H(t) − (β + 1)(H˙(t))2  0.
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Ω
u0(x)u1(x)dx > 0 and H(0) > 0, we take
T0 = ‖u0‖
2
2β(
∫
Ω
u0(x)u1(x)dx− k2‖∇2u0‖2) ,
such that H(0)
β H˙(0)
 T0. Hence we infer by Lemma 3.1(1) that there is a T2  H(0)β H˙(0) , such that H(t) → ∞ as t → T−2 . This is
a contradiction with the fact that the maximal time of the existence of the solution is inﬁnite. Thus the maximal time of
existence is ﬁnite.
If E(0) > 0, take α = 0, then (3.6) becomes
H¨(t)H(t) − (β + 1)(H˙(t))2 −2(2β + 1)H(t)E(0). (3.12)
Let
F (t) = −H−β(t),
then
F˙ (t) = βH−β−1(t)H˙(t)
and by (3.12) we get
F¨ (t) = βH−β−2(t){−(β + 1)(H˙(t))2 + H¨(t)H(t)}−2β(2β + 1)H−β−1(t)E(0). (3.13)
In virtue of assumption (3) we have
F˙ (0) = βH−β−1(0)
(
2
∫
Ω
u0(x)u1(x)dx+ 2αt0
)
> 0.
Let
t∗ = sup{t ∣∣ F˙ (τ ) > 0, τ ∈ [0, t)}. (3.14)
Thanks to the continuity of F˙ (t), t∗ is positive. Multiplying (3.13) by 2 F˙ (t), we arrive at
d
dt
(
F˙ (t)
)2 −4β2(2β + 1)H−2β−2(t)H˙(t)E(0)
 4β2E(0) d
dt
(
H−2β−1(t)
)
, t ∈ [0, t∗). (3.15)
Integrating (3.15) with respect t , we obtain(
F˙ (t)
)2  ( F˙ (0))2 + 4β2E(0)(H−2β−1(t) − H−2β−1(0)). (3.16)
We have(
F˙ (0)
)2 − 4β2E(0)H−2β−1(0) = β2H−2β−2(0)(H˙(0))2 − 4β2E(0)H−2β−1(0)
= β2H−2β−2(0)
{
4
( ∫
Ω
u0(x)u1(x)dx
)2
− 4E(0)(‖u0‖2 + k2T0∥∥∇2u0∥∥2)
}
.
If T0 → 0 with some upper bound and observe assumption (3), then
4
( ∫
Ω
u0(x)u1(x)dx
)2
− 4E(0)(‖u0‖2 + k2T0∥∥∇2u0∥∥2)> 0, (3.17)
i.e. (
F˙ (0)
)2 − 4β2E(0)H−2β−1(0) > 0. (3.18)
Since 4β2E(0)H−2β−1(t) > 0, from (3.16) we infer(
F˙ (t)
)2  ( F˙ (0))2 − 4β2E(0)H−2β−1(0). (3.19)
Therefore by (3.18) and the continuity of F˙ (t) we assert from (3.19) that
F˙ (t)
{(
F˙ (0)
)2 − 4β2E(0)H−2β−1(0)} 12 , 0 t < t∗. (3.20)
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F (t) F (0) + t{( F˙ (0))2 − 4β2E(0)H−2β−1(0)} 12 , t > 0.
We choose T0, such that
−F (0)
[( F˙ (0))2 − 4β2E(0)H−2β−1(0)] 12
< T0. (3.21)
It follows from (3.21) that
‖u0‖4 + 2k2T0‖u0‖2
∥∥∇2u0∥∥2 + k22T 20∥∥∇2u0∥∥4
< 4β2T 20
{( ∫
Ω
u0u1 dx
)2
− E(0)‖u0‖2 − k2T0E(0)
∥∥∇2u0∥∥2
}
. (3.22)
If we take T0 = A0 > 1, then from (3.22) we assert that
A0 = T0 < 4β
2{(∫
Ω
u0u1dx)2 − E(0)‖u0‖2} − ‖u0‖4 − 2k2‖u0‖2‖∇2u0‖2 − k22‖∇2u0‖4
4k2β2E(0)‖∇2u0‖2 ∇
2qB.
Finally, this T0, which satisﬁes
1 < A0 = T0 < B
is desired. Obviously, the above T0 satisﬁes (3.17) and (3.21). Thus there is T3,
0 < T3 <
−F (0)
[( F˙ (0))2 − 4β2E(0)H−2β−1(0)] 12
< T0,
such that F (T3) = 0. Hence H(t) → ∞ as t → T−13 . This is a contradiction with the fact that the maximal time of the
existence of the solution is inﬁnite. The theorem is proved. 
Example 3.1. Now we take an example to illustrate that the functions g(s), u0(x) and u1(x) satisfying the conditions of
Theorem 3.1 exist. Since for one-dimensional case of Eq. (1.1) Theorem 3.1 also holds, we for simplicity shall cite an example
in one-dimensional case.
We consider the following initial boundary value problem
utt + k1uxxxx + k2uxxxxt + g(uxx)xx = 0, (x, t) ∈ (0,1) × (0, T ), (3.23)
u(0, t) = u(1, t) = 0, uxx(0, t) = uxx(1, t) = 0, t ∈ (0, T ), (3.24)
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈ [0,1]. (3.25)
For the initial boundary value problem (3.23)–(3.25), we take concrete g(s), u0(x) and u1(x) to illustrate that these functions
satisfy all conditions of Theorem 3.1. We ﬁrst discuss:
(1) The case E(0) < 0. To this end, we take u0(x) = x4 − 2x3, u1(x) = x4 − 2x3 and g(s) = s4, obviously, u0(x) ∈ H2(0,1),
u1(x) ∈ L2(0,1), g(0) = 0, G(u0xx) ∈ L1(0,1), sg(s) = s5 and 2(2β + 1)G(s)+ 2βk1s2 = 2(2β+1)5 s5 + 2βk1s2. Thus when β = 34
and k1 > 0, g(s) satisﬁes assumption (3.2) of Theorem 3.1 in one-dimensional case. Simple calculation implies ‖u0‖2 =
‖u1‖2 = 23126 , ‖u0xx‖2 = 245 ,
∫ 1
0 u0(x)u1(x)dx = 23126 ,
∫ 1
0 G(u0xx)dx = − 12
4
1155 and
E(0) = ‖u1‖2 + k1‖u0xx‖2 + 2
1∫
0
G(u0xx)dx = 24
5
k1 − 5198907
145530
. (3.26)
Hence when 0 < k1 < 1732969232848 , we see from (3.26) that E(0) < 0. We take k1 = 252668853492720 and k2 = 32 , then E(0) = −1 < 0,
α = −E(0) = 1
t0 = 1
α
{
k2
2β
‖u0xx‖2 −
1∫
0
u0(x)u1(x)dx+
√√√√√
( 1∫
0
u0(x)u1(x)dx− k2
2β
‖u0xx‖2
)2
+ α‖u0‖2
}
= 24
5
− 23
126
+
√(
23
126
− 24
5
)2
+ 23
126
= 2909 +
√
8534731 ≈ 9.2546,
630 396900
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2 + αt20
2β(
∫ 1
0 u0(x)u1(x)dx+ αt0 − k22β ‖u0xx‖2)
≈ 12.3395, H(0) = ‖u0‖2 + k2T0‖u0xx‖2 + αt20 = 174.6757
and
H˙(0) = 2
1∫
0
u0(x)u1(x)dx+ 2αt0 = 18.8744.
Then the conditions of Theorem 3.1 in one-dimensional case are satisﬁed. Hence there exists a T1  H(0)β H˙(0) ≈ 12.3395, such
that H(t) → ∞ as t → T−1 .
(2) The case E(0) = 0. We still take u0(x) = x4 −2x3, u1(x) = x4 −2x3 and g(s) = s4. Similarly to the case E(0) < 0, when
β = 34 and k1 > 0, g(s) satisﬁes assumption (3.2) of Theorem 3.1 in one-dimensional case. We know from (3.26) that when
k1 = 1732969232848 , E(0) = 0. When β = 34 and 0 < k2 < 1152016 ,
2β
1∫
0
u0(x)u1(x)dx− k2‖u0xx‖2 = 69
252
− 24
5
k2 > 0.
We take k2 = 1102016 and α = 0, then
T0 = ‖u0‖
2
2β(
∫ 1
0 u0(x)u1(x)dx− k2‖u0xx‖2)
= 46
3
.
Furthermore
H(0) = ‖u0‖2 + k2T0‖u0xx‖2 = 529
126
,
H˙(0) = 2
1∫
0
u0(x)u1(x)dx = 23
63
.
Then the conditions of Theorem 3.1 in one-dimensional case are satisﬁed. Thus there exists a T2  H(0)β H˙(0) ≈ 15.3333, such
that H(t) → ∞ as t → T−2 .
(3) The case E(0) > 0. Now we take g(s) = s4, u0(x) = 2(x4 − 2x3) and u1(x) = 32(x4 − 2x3), then ‖u0‖2 = 4663 ,
‖u1‖2 = 1177663 , ‖u0xx‖2 = 965 ,
∫ 1
0 u0(x)u1(x)dx = 73663 and
∫ 1
0 |G(u0xx)|dx = 6635521155 . We know from above relations that
u0(x) ∈ H2(0,1), u1(x) ∈ L2(0,1), G(u0xx) ∈ L1(0,1), sg(s) = s5 and
2(2β + 1)G(s) + 2βk1s2 = 2(2β + 1)
5
s5 + 2βk1s2.
Hence when β = 2 and k1 > 0, g(s) satisﬁes assumption (3.2) of Theorem 3.1 in one-dimensional case. We have
E(0) = ‖u1‖2 + k1‖u0xx‖2 + 2
1∫
0
G(u0xx)dx = 96
5
k1 − 23335424
24255
. (3.27)
Clearly, when k1 > 72923214553 (≈ 50.10871), E(0) > 0 is always valid. We take k1 = 23577974465696 (≈ 50.62954), then E(0) = 10. We
now take k2 = 0.1, then
4β2
( 1∫
0
u0u1 dx
)2
− 4β2E(0)‖u0‖2 − ‖u0‖4 − 2k2‖u0‖2‖u0xx‖2 − k22‖u0xx‖4 − 4β2k2E(0)‖u0xx‖2
= 13795556544
793800000
≈ 17.3791> 0.
Since
4β2(
∫ 1
0 u0u1dx)
2 − 4β2E(0)‖u0‖2 − ‖u0‖4 − 2k2‖u0‖2‖u0xx‖2 − k22‖u0xx‖4
4β2k2E(0)‖u0xx‖2
= 16234110144 ≈ 6.6573,
2438553600
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1 < A = T0 ≈ 6.6500.
Then we obtain
H(0) = ‖u0‖2 + k2T0‖u0xx‖2 ≈ 13.4982,
H˙(0) = 2
1∫
0
u0(x)u1(x)dx ≈ 23.3651,
F (0) = −H−β(0) = − 1
H2(0)
≈ −0.0055,
F˙ (0) = βH−β−1(0)H˙(0) = 2H−3(0)H˙(0) ≈ 0.0190.
Thus the conditions of Theorem 3.1 in one-dimensional case are satisﬁed. Hence there exists a
T3 
−F (0)
[( F˙ (0))2 − 4β2E(0)H−2β−1(0)] 12
= −F (0)
[( F˙ (0))2 − 16E(0)H−5(0)] 12
≈ 2.7707,
such that F (T3) = 0. Therefore H(t) → ∞ as t → T−3 .
4. The second global nonexistence theorem of the solution
To prove the second nonexistence theorem, we quote the following lemma.
Lemma 4.1. (See [9].) Assume that w(t) ∈ C[0,∞) ∩ C2(0,∞), and satisﬁes the following ordinary differential inequality
w¨(t) + σ1 w˙(t) + σ2w(t) σ3h(σ4w), t > 0 (4.1)
with
w(0) = w0, w˙(0) = w1, (4.2)
where σ2  0, σ3 > 0, σ4 > 0, w0 > 0 and w1 > 0 are constants, and σ1 is an any real number.
If h(s) ∈ C2(R) is an even and convex function satisfying
(1) h(0) = 0 and σ3h(σ4w0) − σ2w0  0;
(2) h(s) grows fast enough as s → ∞ so that the integral
B0 = σ1
∞∫
w0
{
w21 + 2
y∫
w0
[
σ3h(σ4s) − σ2s
]
ds
}− 12
dy
converges when σ1 > 0, moreover, B0 < 1; the integral
T5 =
+∞∫
w0
{
w21 + 2
y∫
w0
σ3h(σ4s)ds − σ2 y2 + σ2w20
}− 12
dy (4.3)
converges when σ1  0.
Then, when σ1 > 0,
lim
t→t−0
w(t) = ∞
for some ﬁnite time t0  T4 = − 1σ1 ln(1− B0); when σ1  0,
lim
t→t−2
w(t) = ∞
for some ﬁnite time t2  T5 , where T5 is given by (4.3).
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(1)
∫
Ω
Z(x)u0(x)dx = α1 > 0,
∫
Ω
Z(x)u1(x)dx = α2 > 0, where Z(x) denotes the ﬁrst eigenfunction for the problem
∇2 Z + λZ = 0, x ∈ Ω (4.4)
under the Dirichlet condition Z = 0 on ∂Ω , and let λ = μ be the corresponding ﬁrst eigenvalue;
(2) g(s) ∈ C2(R) is an even and convex function, g(0) = 0 and μg(μα1) − k1μ2α1  0;
(3) g(s) grows fast enough as α → ∞ so that the integral
B1 = k2μ2
∞∫
α1
{
α22 + 2
y∫
α1
[
μg(μs) − k1μ2s
]
ds
}− 12
dy (4.5)
converges, moreover B1 < 1. Then
lim
t→t−3
sup
x∈Ω
∣∣u(x, t)∣∣= ∞
for some ﬁnite time t3  T6 = − 1k2μ2 ln(1− B1).
Proof. We apply Lemma 4.1 to prove this theorem. Let Z(x) be as deﬁned by (4.4). Without loss of generality, we may
assume that Z(x) is normalized:∫
Ω
Z(x)dx = 1.
Let
Φ(t) =
∫
Ω
Z(x)u(x, t)dx.
Multiplying Eq. (1.1) by Z(x) and integrating over Ω we ﬁnd
Φ¨ + k1
∫
Ω
Z∇4u dx+ k2
∫
Ω
Z∇4ut dx+
∫
Ω
Z∇2g(∇2u)dx = 0. (4.6)
Using the boundary conditions of u(x, t) and Z(x) and integrating by parts, we get∫
Ω
Z∇4u dx = −
∫
Ω
∇ Z · ∇3u dx+
∫
∂Ω
Z
∂
∂ν
∇2u ds =
∫
Ω
∇2 Z∇2u dx−
∫
∂Ω
∂ Z
∂ν
∇2u ds
= −
∫
Ω
∇u · ∇3 Z dx+
∫
∂Ω
∂u
∂ν
∇2 Z ds =
∫
Ω
u∇4 Z dx−
∫
∂Ω
u
∂∇2 Z
∂ν
ds
=
∫
Ω
u∇4 Z dx = μ2
∫
Ω
uZ dx = μ2Φ; (4.7)
∫
Ω
Z∇4ut dx = μ2Φ˙. (4.8)
Since g(s) is even and convex, using integration by parts and the Jensen inequality we have∫
Ω
Z∇2g(∇2u)dx = −∫
Ω
∇ Z · ∇g(∇2u)ds + ∫
∂Ω
Z
∂
∂ν
g
(∇2u)ds
=
∫
Ω
∇2 Zg(∇2u)dx− ∫
∂Ω
∂ Z
∂ν
g
(∇2u)ds = ∫
Ω
∇2 Zg(∇2u)dx
= −μ
∫
Ω
Zg
(∇2u)dx, (4.9)
∫
Zg
(∇2u)dx g(∫ Z∇2u dx)= g(−∫ ∇ Z · ∇u dx)= g(∫ u∇2 Z dx)= g(μΦ). (4.10)Ω Ω Ω Ω
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Φ¨ + k2μ2Φ˙ + k1μ2Φ μg(μΦ) (4.11)
with Φ(0) = α1 > 0 and Φ˙(0) = α2 > 0. By Lemma 4.1 we conclude
lim
t→t−3
Φ(t) = ∞
for some ﬁnite time t3  T6 = − 1k2μ2 ln(1− B1), B1 < 1.
Finally, since Φ(t) > 0, we have
Φ(t) sup
x∈Ω
∣∣u(x, t)∣∣,
which proves desired result. Theorem is proved. 
Corollary 4.1. For each p,1 p ∞,
‖u‖Lp(Ω) =
( ∫
Ω
∣∣u(x, t)∣∣p dx)
1
p
blows up in ﬁnite time.
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