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iAbstract
A irborne and spaceborne hyperspectral imagery (HSI) is a remotely sensed 3D imag-ing product of stacking hundreds or thousands of 2D images finely sampled from the
continuous wavelength covering the whole electromagnetic spectrum, i.e. 300nm-2500nm.
A narrower swath width in spectral domain enables the HSI to discriminate the materials,
particularly for those that are extremely similar in the range of visual light, at a more ac-
curate level unachievable by easily-available multispectral or RBG imagery. Over the past
decades, unprecedented progress in many challenging tasks of earth observation, such as
mineral exploration, precision agriculture, and disaster responses, has been made by the
means of HSI acquired by currently operational hyperspectral satellites (e.g., ASTER, Hy-
perion, CHRIS) and advanced aerial imaging sensors (e.g., DAIS, ROSIS, HyMap, HySpex).
Nevertheless, three crucial issues in HSI – the need for large storage capacity, the spec-
tral variability caused by extrinsic factors (e.g., environmental conditions and instrumental
configurations) and the intrinsic deformation of the materials, and small-scale availability
due to the limitations of satellite devices itself – hardly make it applicable to a large-scale
real scene. Our primary concern is supposed to, therefore, point-to-point addressing the
aforementioned problems in order to better brace for upcoming or newly-launched spec-
troscopy imaging missions, such as German EnMap, NASA’s HyspIRI, DLR’s DESIS, and
Chinese Tiangong-1, Gaofen-5, Zhuhai-1, whose products will be possessed of higher spatial
and spectral resolution, wider coverage area, shorter temporal sampling intervals, stronger
mapping ability, but also larger storage need and tighter coupling between bands. For this
purpose, the thesis will be unfolded from the three main aspects of hyperspectral remote
sensing, including hyperspectral dimensionality reduction, spectral unmixing, and cross-
modality feature fusion and learning, with five algorithmic contributions to overcoming
the trade-off between robustness and representation capability of HSI in a regression-based
learning paradigm.
In hyperspectral dimensionality reduction, the trade-off between the explosively growing
spectral dimension and the spectral discrimination ability has been an emphatically-focused
problem, in that very high dimensionality raises the information redundancy and also in-
troduces more complex noise distribution. Inspired by the statistical robustness of regres-
sion technique, a multi-layered regression representation model is developed to improve
the discriminative ability of which common regression models are lack 1) by jointly per-
forming dimensionality reduction and classification; 2) by progressively searching several
intermediate states of subspaces to approach an optimal mapping; 3) by spectrally embed-
ding manifold structure in each learnt latent subspace in order to preserve the same or
similar topological property between the compressed data and the original data.
There is another to-be-considered trade-off existed in spectral unmixing, that is, spectral
variations and accurate unmixing. In this thesis, two feasible solutions to address the spec-
tral variability are introduced by providing new insights into the inverse problem of hy-
perspectral unmixing. The former assumes to be a low-coherence between real spectral sig-
natures and spectral variabilities and then integrates this attribute into a sparse and dense
joint regression model, called the augmented linear mixing model (ALMM). While for the
latter, it seeks to unmix the HSI in a to-be-estimated subspace instead of in the original
high-dimensional space, and the subspace and abundance maps in unmixing can be jointly
optimized with a low-rank attribute embedding.
A rethinking-worthy open problem for the exiting and upcoming hyperspectral imaging
missions is how to use the HSI to contribute to a large area and even global mapping and mon-
itoring, since there are higher spectral resolution yet lower spatial resolution and smaller
coverage from space in these HSIs than those of MSIs. This trade-off between HSI and MSI
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naturally leads to a challenging issue related to cross-modality feature fusion and learn-
ing. With this intent, a regression-based cross-modality learning framework is designed,
called common subspace learning (CoSpace), to linearly learn a shared latent subspace
from hyperspectral-multispectral (HS-MS) correspondences by locally aligning the mani-
fold structure of the two modalities. Through the learned subspace, the HSI’s properties
can be effectively transferred into the MSI available on a larger scale. Beyond the CoSapce,
a semi-supervised learning framework is proposed by learning to simultaneously align the
data structures of labeled and unlabeled samples as well as multi-modalities in the form of
graph representation.
Moreover, a unified optimizer followed by the alternating direction method of multipli-
ers (ADMM) strategy is developed and generalized to solve the above-mentioned five algo-
rithms.
Besides, these proposed strategies in different hyperspectral tasks have been proven to be
superior and effective, from both visually and quantitatively, in comparison with other state-
of-the-art methods for a variety of simulated and real data scenarios.
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Zusammenfassung
L uft- und raumfahrtgestu¨tzte Hyperspektralbilder (HSI) sind ein ferngesteuertes 3D-Bildgebungsprodukt, bei dem hunderte oder tausende 2D-Bilder stapelweise aus
der kontinuierlichen Wellenla¨nge des gesamten elektromagnetischen Spektrums, d.H.
von 300 nm bis 2500 nm, abgetastet werden. Eine geringere Streifenbreite im Spek-
tralbereich ermo¨glicht eine genauere Unterscheidung von Materialien, welche mittels le-
icht zuga¨nglichen Multispektral- oder RGB-Bildern nicht erreichbar wa¨re. Dies gilt ins-
besondere fu¨r Materialien, die sich im visuellen Spektrum stark a¨hneln. In den letzten
Jahrzehnten wurden mit Hilfe von “HSI”, von derzeit in Betrieb befindlichen hyperspek-
tralen Satelliten (z. B. ASTER, Hyperion, CHRIS) und fortschrittlichen Luftbildsensoren
(z.B. DAIS, ROSIS, HyMAP, HYSpex), beispiellose Fortschritte bei vielen anspruchsvollen
Aufgaben der Erdbeobachtung erzielt, beispielsweise bei der Mineralexploration, der
Pra¨zisionslandwirtschaft und bei der Katastrophenbewa¨ltigung.
Dennoch erschweren drei entscheidende Punkte die Anwendbarkeit von HSI fu¨r große reale
Szenen. Diese umfassen 1) den Bedarf an großer Speicherkapazita¨t, 2) die spektrale Vari-
abilita¨t durch a¨ußere Faktoren (z.B. Umgebungsbedingungen und Gera¨tekonfigurationen)
und 3) die Eigenverformung der Materialien, sowie die Verfu¨gbarkeit im kleinen Maßstab
durch die Einschra¨nkungen der Satellitengera¨te selbst. Unser Hauptanliegen ist es da-
her, die oben genannten Probleme punktuell anzugehen, um besser auf bevorstehende
oder ku¨rzliche gestartete spektroskopische Bildgebungsmissionen-Missionen, wie German
EnMap, HyspIRI der NASA, DESIS des DLR und chinesisches Tiangong-1, Gaofen-5
uund Zuhai-1 vorbereitet zu sein, dessen Produkte eine ho¨here ra¨umliche und spek-
trale Auflo¨sung, einen gro¨ßeren Erfassungsbereich, ku¨rzere zeitliche Abtastintervalle, eine
sta¨rkere Kartierungsfa¨higkeit, aber auch einen gro¨ßeren Speicherbedarf und eine engere
Verflechtung zwischen den Ba¨ndern aufweisen werden. Zu diesem Zweck wird diese Dis-
sertation aus den drei Hauptaspekten der hyperspektralen Fernerkundung entwickelt, ein-
schließlich der Verringerung der hyperspektralen Dimensionalita¨t, der spektralen Ent-
mischung und der Kombination und des Lernens von Kreuzmodalita¨ten mit fu¨nf al-
gorithmischen Beitra¨gen zur U¨berwindung des Kompromisses zwischen Robustheit und
Repra¨sentationsfa¨higkeit von HSI in einem regressionsbasierten Lernparadigma.
Bei der Verringerung der hyperspektralen Dimensionalita¨t war der Kompromiss zwis-
chen der explosionsartig wachsenden spektralen Dimension und der spektralen Diskri-
minierungsfa¨higkeit ein nachdru¨cklich fokussiertes Problem, da eine sehr hohe Dimen-
sionalita¨t die Informationsredundanz erho¨ht und auch eine komplexere Rauschverteilung
einfu¨hrt. Inspiriert von der statistischen Robustheit der Regressionstechnik wird
ein mehrschichtiges Regressionsrepra¨sentationsmodell entwickelt, um die Diskrim-
inierungsfa¨higkeit zu verbessern, an der ga¨ngige Regressionsmodelle fehlen 1) durch
gemeinsames Durchfu¨hren der Dimensionsreduktion und -klassifizierung; 2) durch schrit-
tweises Durchsuchen mehrerer Zwischenzusta¨nde von Unterra¨umen, um sich einer opti-
malen Abbildung anzuna¨hern; 3) durch spektrales Einbetten einer Mannigfaltigkeitsstruk-
tur in jeden erlernten latenten Unterraum, um die gleiche oder eine a¨hnliche topologische
Eigenschaft zwischen den komprimierten Daten und den urspru¨nglichen Daten zu erhalten.
Bei der spektralen Entmischung gibt es einen weiteren Kompromiss zwischen spektraler
Variationen und genauer Entmischung. In dieser Arbeit werden zwei mo¨gliche Lo¨sungen
zur Behebung der spektralen Variabilita¨t vorgestellt, indem neue Erkenntnisse u¨ber das in-
verse Problem der hyperspektralen Entmischung bereitgestellt werden. Ersteres geht von
einer niedrigen Koha¨renz zwischen echten Spektralsignaturen und Spektralvariabilita¨ten
aus und integriert dieses Attribut in ein spa¨rliches und dichtes Regressionsmodell, das als
Augmented Linear Mixing Model (ALMM) bezeichnet wird. Letzteres versucht in einem zu
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scha¨tzenden Unterraum statt im urspru¨nglichen hochdimensionalen Raum zu entmischen,
und die Unterraum- und Abundanzkarten beim Entmischen gemeinsam mit einer nieder-
rangigen Attributeinbettung optimiert werden ko¨nnen.
Ein umdenkenswertes offenes Problem fu¨r die bestehenden und zuku¨nftigen hyperspek-
tralen Bildgebungsmissionen ist, wie man mit HSI zu einer großra¨umigen und sogar glob-
alen Kartierung und U¨berwachung beitragen kann, da fu¨r HSI zwar eine ho¨here spektrale
Auflo¨sung als fu¨r MSI erreicht werden kann, gleichzeitig jedoch eine geringerer ra¨umlicher
Auflo¨sung und Abdeckung. Dieser Kompromiss zwischen HSI und MSI fu¨hrt naturgema¨ß zu
einem herausfordernden Problem im Zusammenhang mit Cross-Modality-Feature-Fusion
und Lernen. Mit dieser Absicht wird ein regressionsbasiertes Cross-Modality-Learning-
Framework entwickelt, das als Common Subspace Learning (CoSpace) bezeichnet wird, um
einen gemeinsam genutzten latenten Unterraum aus hyperspektralen, multispektralen (HS-
MS) -Korrespondenzen durch lokales Ausrichten der vielfa¨ltigen Strukturen der beiden lin-
ear zu lernen Modalita¨ten. Durch den erlernten Teilraum ko¨nnen die Eigenschaften des HSI
effektiv in das MSI u¨bertragen werden, welches in einem gro¨ßeren Maßstab verfu¨gbar ist.
U¨ber das CoSapce hinaus wird ein semi-u¨berwachtes Lernframework vorgeschlagen, in dem
die Datenstrukturen von markierten und nicht markierten Proben sowie Multimodalita¨ten
in Form einer Diagrammdarstellung gleichzeitig abgeglichen werden.
Daru¨ber hinaus wird ein einheitlicher Optimierer, gefolgt von der Strategie der alternieren-
den Richtungsmethode der Multiplikatoren (ADMM), entwickelt und verallgemeinert, um
die oben genannten fu¨nf Algorithmen zu lo¨sen.
Zudem haben sich diese vorgeschlagenen Strategien fu¨r unterschiedliche hyperspektrale
Aufgaben sowohl visuell als auch quantitativ im Vergleich mit anderen modernen Meth-
oden fu¨r eine Vielzahl simulierter und realer Datenszenarien als u¨berlegen und wirksam
erwiesen.
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1 Introduction 1
1 Introduction
1.1 Motivation and Challenges
H yperspectral imaging, also known as imaging spectroscopy, is a seminal techniqueof truly achieving the integration of the 1-D spectrum and the 2-D image, which
was first-ever to be conceptualized by Goetz1 et al. in 1980’s [Goetz et al., 1985]. From
then on, hyperspectral remote sensing, which is evolved based on imaging spectroscopy, has
garnered growing attention from researchers. Unlike those previous optical imaging tech-
niques that sample the spectral space in a discrete (or very sparse) form (e.g., panchromatic,
color photography, and multispectral imagery), the hyperspectral imaging systems exploit
the senors to collect hundreds or thousands of spectral channels with an approximately
continuous spectral sampling at a subtle interval (e.g., 10nm). This makes the hyperspec-
tral remote sensing widely applied in earth observation and environmental surveys. More
specifically, the main differences between hyperspectral remote sensing and those remote
sensing techniques of low spectral resolution lie in the following three aspects:
• The hyperspectral products are capable of finely discriminating the different classes
that belong to the same category, such as Citigroup Pine and American Giant Sequoia,
Alunite and Kaolin. While for those traditional optical imaging products (e.g., multi-
spectral imagery), they can only identify some materials with the significant differences
in the spectral signatures, such as water, vegetation, soil, etc.
• The higher spectral resolution makes it feasible to some formerly impossible applica-
tions, e.g., parameter extraction of biophysics and biochemistry, automatic detection of
food safety, which provides new insight into the field of the remote sensing technique.
• Due to the limitations in spectral and spatial resolution of imaging sensors, atmo-
spheric effects, and the interference of soil background, the traditional remote sensing
technique was dominated by qualitative analysis. With the emergence of hyperspec-
tral remote sensing, quantitative or semi-quantitative analysis is becoming increasingly
possible.
Despite the HSI’s merits mentioned above, yet there are still several crucial issues that need
to be sufficiently considered in the high-level data analysis with the use of HSI: information
redundancy, spectral variability caused by illumination, topography change, atmospheric
effects, and complex sensor noises, the need for large storage capacity and high performance
computing, and data acquisition over a large area, among others. These drawbacks can be
generalized to some specific challenges by raising three important questions about “ how”
as follows:
• Overcoming the curse of dimensionality. As the HSI’s dimension gradually increases
along the spectral direction, the spectral discrimination ability in identifying the ma-
terials would meet the bottleneck and even suffer from the degradation. This might be
well explained by many possible factors, such as the coupling between the neighbor-
ing spectral bands, more complex noise patterns, the same object with different spectra
and different objects with the same spectrum. One challenge is posed to the first “how”
question – how to effectively preserve the task-related information and get rid of the useless
information in parallel?
• Addressing spectral variability. Due to the meter-level ground sampling distance
(GSD) of hyperspectral imaging, the spectral signatures for most pixels of HSI are ac-
quired in the form of a complex mixture that consists of at least two types of materi-
2als, inevitably degrading the performance of spectral identification. Spectral unmixing
must be made before the high-level data analysis. However, the spectral variations, such
as scaling factors, offsets, low-coherent or incoherent constituents, or complex noises,
make it very difficult to accurately unmix these mixed pixels. Thus, the second “how”
question corresponding to the challenge in spectral unmixing is how to accurately esti-
mate the abundance maps of the endmembers in the presence of spectral variability?
• Exploring and positioning the HSI’s role in future earth observation. There is an ob-
vious trend in the coming spaceborne earth observation, that is, extraordinary demand
on global area data processing and analysis. It is well known, however, that a wealth
of spectral bands enable the HSI to distinguish and detect the objects of interest with
ease, especially for those spectrally similar classes, but its swath width from the space
is completely incomparable to the one of optical broadband (e.g., multispectral) imag-
ing due to the differences of imaging principles and techniques. For that reason, an
application-innovative challenge in hyperspectral remote sensing is converted to de-
scribing the third “how” question: how can HSI covering only a limited part of the MSI
be explored to help improve the classification (or mapping) of the entire area covered by the
MSI?
1.2 Objectives and Research Focus
With the coming of the “Big Data” era, large-scale remote sensing data management, mon-
itoring and utilizing have developed into the mainstream in the next-generation earth ob-
servation. As a central member of the remote sensing community, the HSI is duty-bound to
participate in the tasks of global mapping, monitoring, and responding. Hence, the resulting
general goal in this thesis is
“developing advanced algorithms to analyzing the hyperspectral data more robustly and
efficiently with the potential contributions to improving the classification or mapping tasks in the
regional and even global coverage”.
Towards this goal, three main research objectives aiming at item-to-item handling the afore-
mentioned challenges have been specified in the following:
− Objective 1: developing novel strategies to reduce the spectral dimension without sacrificing
the highly-discriminant information
Due to the highly-correlated characteristic between spectral bands, the HSI is subjected
to the information redundancy, which could hurt the ability to discriminate the ma-
terials under certain extremely-conditioned cases. Dimensionality reduction must be
conducted before the high-level data analysis starts up. As a result, the first research
branch of this thesis is to balance the spectral discrimination and robustness of the
results before and after performing dimensionality reduction.
− Objective 2: discovering new prior knowledge against spectral variability for robust hyper-
spectral unmixing
In most previously-proposed unmixing models, e.g., the classic linear mixing model
(LMM), they generally fail to consider the spectral variability in the process of esti-
mating abundance maps. This leads to the poor unmixing performance by using those
LMM-based approaches, since the spectral variability is not ignored or discarded but
absorbed by the estimated abundances. To this end, the second investigated branch in
the work is supposed to develop the new models linking with the spectral variability
from the point of the physically-meaningful view.
− Objective 3: pulling the hyperspectral data into additional data sources or modalities (e.g.,
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multispectral data) to enhance the feature representation ability for preparation of large-scale
land cover and land use classification.
Recently, multispectral spaceborne images are freely available on a nearly global scale,
thanks to those optical broadband satellites that have been launched, such as Sentinel-
2 [Drusch et al., 2012], Landsat-8 [Roy et al., 2014], etc. It should be noted, however,
that limited by the spectral bandwidth, it is next to impossible for the multispectral
data to distinguish the materials that are spectrally similar only with minute spectral
discrepancies. In this connection, the final research branch of this dissertation is trans-
ferring the highly-discriminant spectral information from HSI into wider-covered MSI
of low spectral resolution only in the training phase, and improving the classification
performance of the remaining large-scale MSI under the conditions without the corre-
sponding HSI.
The traditional methodology of hyperspectral data analysis may not be qualified to cope
with the above objectives. Consequently, the hyperspectral data analysis has to be revisited
to find the technically feasible and theoretically-guaranteed solutions following an effective
regression-based representation learning paradigm. Accordingly, the methodological focus
of this thesis can be detailed as
− Solution 1: Docking to the Objective 1 – hyperspectral dimensionality reduction task,
a joint and progressive learning strategy (J-Play) is proposed to linearly find an optimal
dimension-reduced subspace. The J-Play is made up of two strategies: the joint learn-
ing that simultaneously performs subspace learning and regression aims at finding a
discriminative subspace by bridging the learned subspace with the label information,
while the progressive learning gradually converts the original data space to a poten-
tially optimal subspace through multi-coupled intermediate transformations, tending
to find a better solution. Additionally, with the local manifold preservation on each
intermediate subspace, the proposed method has demonstrated its robustness and dis-
criminant capability as well as the ability to generalize the out-of-the-sample.
− Solution 2: Linking with the Objective 2, an augmented linear mixing model (ALMM)
is proposed to view the spectral unmixing as a special case of bilinear mixing model
by incorporating two different regression techniques: sparse regression attempting to
accurately estimating the scaled abundance maps in the absence of other spectral vari-
abilities, and dense regression allowing for reconstructing the rest of spectral variabili-
ties except scaling factors with a to-be-updated spectral variability dictionary. The two
parts can be organically coupled with a low-coherent assumption to be a joint model.
− Solution 3: Different from the Solution 2 to solve the Objective 2, which unmixs the
HSI in the original spectral space, a novel subspace-based unmixing model is devel-
oped with low-rank attribute embedding, called SULoRA, by jointly estimating sub-
space projections and regressing the sparse abundance maps to robustify the inverse
problems of hyperspectral unmixing against spectral variability.
− Solution 4: Connecting to the Objective 3, this thesis presents a general but effective
common subspace learning method, CoSpace for short. Similarly to the J-Play in the So-
lution 1, CoSpace also follows the joint learning framework. The main difference lies in
that the latent subspace is learned by aligning the class-specific manifold structure of
two modalities (MS-HS). Furthermore, through the subspace, the HSI-related proper-
ties, e.g., high spectral discrimination, can be effectively transferred to those multispec-
tral out-of-samples, thereby achieving the performance improvement of classification
in a larger study scene.
− Solution 5: Beyond the Solution 4, CoSpace is extended to a semi-supervised version
4of cross-modality learning, named as learnable manifold alignment (LeMA). As the
name suggests, LeMA aligns the two different modalities not limiting to labeled data
but also unlabeled data, by the means of data-driven learning strategy instead of the
hand-crafted graph structure. Headed by the learned graph, the decision boundary may
be better determined, i.e. using graph-based label propagation.
1.3 Skeleton of the Thesis
This is a cumulative dissertation to be unfolded around the general goal of hyperspectral
imagery analysis, mainly including seven peer-reviewed papers – one top conference and
six journal articles (please see the list of Appendix). The remainder of this thesis is guided
as follows:
Chapter 2 starts with the introduction of hyperspectral imaging systems comprising imag-
ing principle, the concept of spectral signals, and the explanation for material mixture and
spectral variability as well as the potential applications in the next-generation earth obser-
vation. Afterward, this chapter also makes a detailed review of several types of regression
techniques and their solvers.
Chapter 3 systematically provides the analysis and discussion of the state-of-the-art meth-
ods in hyperspectral data analysis from three main aspects: dimensionality reduction, spec-
tral unmixing, and cross-modality feature fusion and learning. It then ends with clarifying
our main contributions of this thesis.
Corresponding to these main contributions, the overview and summary of the seven rele-
vant publications are given in Chapter 4, and the details in each paper can be found in the
attached Appendix.
The last Chapter 5 draws the conclusions and looks forward to the promising future work.
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2 Basics
T his chapter briefly makes a picture of hyperspectral imaging to help the readers whoare interested or already in the field of hyperspectral remote sensing quickly acces-
sible into the relevant topics. To begin with, the imaging principle is introduced and then
its product is presented in the form of spectral signatures. Next, the material miscibility in
HSI is explained by various factors and also spectral variability is pointed out to be ubiq-
uitous. Finally, the role of hyperspectral remote sensing in earth observation and potential
applications are clarified.
2.1 Get to Know the Hyperspectral Imaging
2.1.1 Imaging Principle
Remote sensing [Tsang et al., 1985] is an important means of information acquisition in
a contactless fashion. Technically speaking, it falls into “active” remote sensing, emitting
the energy or signal by spacecraft or aircraft and receiving the response reflected from the
object by the sensor similarly installed in spacecraft or aircraft, and “passive” remote sens-
ing, which directly detects the radiation from the sunlight’s reflection on the surface of the
Earth [Ulaby et al., 1986]. Figure 2.1 (a) and (b) illustrate the procedures of the two collec-
tion patterns of remote sensing data. As a promising category of “passive” remote sensing,
hyperspectral imaging [Goetz et al., 1985] judiciously assembles the two techniques of spec-
troscopy and digital photography in a single system. The resulting product is a 3-D cube
by simultaneously scanning the 2-D image plane in spectrally contiguous bands. The HSI
holds a complete spectrum, which means that hundreds of (narrow) wavelength bands are
collected at each pixel across the electromagnetic spectrum [Turner et al., 2003], i.e. from
Gamma-rays, X-rays, the ultraviolet, through the visible and the infrared, to micro-waves,
radio-waves, and even long-waves. Figure 2.1 (c) shows a fine partition for the electromag-
netic spectrum.
2.1.2 Hyperspectral Sensors
As opposed to broad wavelength imaging techniques, such as RBG or multispectral imag-
ing [Hong et al., 2015, Wu et al., 2019a, 2018], that provide the sparse spectral channels
up to ten, imaging spectrometer uses the hyperspectral sensors, which is nothing struc-
turally special with the charge-coupled device (CCD)-like and multispectral scanners but
only difference in more spectral channels with the compacted sampling intervals, to record
the detailed spectral information approximately being able to go throughout entire electro-
magnetic spectrum. Up to the present, there has been an incrementally updating in imaging
spectrometers from either aircraft or spacecraft, enabling the image quality progressively
increasing. According to the different carriers, these sensors can be roughly categorized into
two groups – airborne and spaceborne.
The former captures the imagery relatively flexibly due to the self-adapting to the schedule
of image acquisition, which is effective to minimize the interference of changeable weather
conditions caused by sum illumination, cloud blocking, and other atmospheric effects. The
aircraft, also known as an unmanned aerial vehicle (UAV), helicopter, drone, airship, is of
great benefit to developing a practical platform due to its flexibility in maintaining, re-
pairing, and re-configuring the devices. A few of popular advanced airborne hyperspectral
imagers will be briefly introduced, i.e.
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Fig. 2.1. An illustration to clarify the similarities and differences between “active” remote sensing and “passive” remote
sensing [Tsang et al., 1985], as shown in (a) and (b). (c) gives a showcase of the electromagnetic spectrum [Turner et al.,
2003]: the order from low to high according to frequency is Long-waves, Radio-waves, Micro-waves, Infrared, Visible,
Ultraviolet, X-rays, and Gamma-rays, where several highlighted intervals, e.g., Radio-waves, Infrared, Visible, and X-rays
are finely partitioned.
 Airborne Visible / Infrared Imaging Spectrometer (AVIRIS) is a premier airborne
equipment used to measure the radiance in the spectral wavelength ranging from
400nm to 2500nm, which has been successively carried on four remote sensing plat-
forms, e.g., NASA ER-2, de Havilland Canada DHC-6 Twin otters, Scaled Composites
Model 281 Proteus, and NASA’s WB-57.
 Compact Airborne Spectrographic Imager (CASI) is an instrument of recording the ra-
diance with at most 288 bands in the visible near Infrared (380nm to 1050nm) and of-
fering 25cm spatial resolution. The hyperspectral cameras have contributed to a large
number of applications of remote sensing, owing to its finer focus and the high sensi-
tivity to lighting source.
 Digital Airborne Imaging Spectrometer (DAIS-7915) collects the reflected radiance
across a wide range of spectral wavelength: 400nm to 12600nm, 79 channels in total.
These channels are captured individually using four different Spectrometers that con-
tain 32 bands (400nm to 1000nm), 8 bands (1500nm to 1800nm), 32 bands (2000nm to
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Table 1. An overview of parameter configuration of several representative airborne hyperspectral sensors as well as oper-
ational and upcoming spaceborne hyperspectral imaging missions where IFOV means instantaneous field of view. Some
details stem from [Ortenberg et al., 2011].
Airborne Hyperspectral Sensors
Sensor Operator Spectral Range Band Number Spectral Resolution Spatial Resolution IFOV Swath
AVIRIS NASA 400-2500nm 224 10nm 17m 0.1mrad 11km
CASI ITRES 380-1050nm 288 2.5nm 0.25-1.5m 0.5mrad 1.5-7km
DAIS-7915 DLR
498-1010nm 32 16nm
3-20m 3.3mrad 2.5km
1500-1800nm 8 100nm
1970-2450nm 32 15nm
3000-5000nm 1 2000nm
8700-12300nm 6 600nm
MIVIS SensTech
1100-1500nm 8 50nm
3-8m 2mrad 2.85km1900-2500nm 64 9nm
8200-12700nm 10 35-45nm
HyMap HyVista
400-2500nm 128 15-20nm
3-10m 2.5mrad 1.7-6km
400-800nm 20 20nm
Spaceborne Hyperspectral Sensors
Sensor (Satellite) Altitude Spectral Range Band Number Spectral Resolution Spatial Resolution IFOV Swath
HIS (SIMSA) 523km 430-2400nm 220 20nm 25m 47.8urad 7.7km
Hyperion (EO-1) 705km 400-2500nm 220 10nm 30m 42.5urad 7.5km
CHRIS (PROBA) 580km 400-1050nm 19 1.25-11nm 25m 43.1urad 17.5km
MODIS (TERRA) 705km 400-1440nm 36 10-50nm 250-1000m 2000urad 2330km
HypSEO (MITA) 620km 400-2500nm 210 10nm 20m 40urad 20 km
Global Imager (ADEOS-2) 802km 380-1195nm 36 10-1000nm 250-1000m 310-1250urad 1600km
EnMAP 675km
420-1030nm 92 5-10nm
30nm 30urad 30km
950-2450nm 108 10-20nm
HyspIRI 700km 380-2500nm 200 10nm 60m 80urad 145km
2500nm) and 1 band (3000nm to 5000nm), and 6 bands (8000nm to 12600nm), respec-
tively.
 Multispectral Infrared and Visible Imaging (MIVIS): Similar to DAIS-7915, MIVIS,
which is a concurrent hyperspectral imaging system that operates from the visible to
Thermal infrared ranges between 1100nm to 127000nm, covers three different wave-
length ranges with 102 spectral channels.
 Hyperspectral Mapper (HyMap) is manufactured in Australia, yielding four spectrome-
ters covering the spectral ranges of 400nm to 2500nm at a GSD of 5m. It is a well-known
hyperspectral sensors that have been widely recognized in commercial circles.
More specifically, table 1 lists the parameter configuration of the above-mentioned hyper-
spectral sensors in terms of the operator, spectral coverage, the number of spectral bands,
spectral resolution, spatial resolution, and the instantaneous field of view. Furthermore,
some operational and upcoming spaceborne hyperspectral missions (satellites) are also sum-
marized in Table 1 with more detailed characteristics.
2.1.3 Scanning Techniques of Hyperspectral Acquisition
From the sampling point of the perspective, there are five types of basic ways to acquire
the hyperspectral cube in hyperspectral imaging, they are point scanning, spatial scanning,
spectral scanning, non-scanning (snapshot hyperspectral imaging), and spatio-spectral joint
scanning, respectively. Figure 2.2 visualizes the five different scanning techniques in a 3-D
8Point Scanning Spatial Scanning Spectral Scanning Non-Scanning Spatiospectral Scanning
Fig. 2.2. An evolutionary process of scanning techniques in hyperspectral imaging: five toy examples, from left to right,
corresponding to point scanning, spatial scanning, spectral scanning, non-spanning, and spatio-spectral scanning, respec-
tively.
toy sample of the hyperspectral cube.
 Point Scanning, also known as whisk broom scanning, is a well-known technique of
passive remote sensing from aircraft or spacecraft, which has been extensively applied
to obtain the aerial and satellite imagery. This possible reason to interpret this phe-
nomenon is that the single detector in the whisk broom scanner only allows one pixel
access to the lighting source each time. Although the resulting satellite products hold a
high spatial resolution, yet such costly moving strategy burdens the sensor. Figure 2.2
illustrates the imaging process.
 Spatial Scanning is a system of line-based scanning that uses the 2-D aperture sen-
sor to obtain slit-like spectra. The line scanning system is operated with a push broom
scanner, which can be viewed as a variant of a whisk broom scanner. Thanks to the
wider receptive field and longer scanning time, the push broom strategy tends to cap-
ture more diversified light.
 Spectral Scanning is also part of line scanning, yet the main difference with spatial
scanning is the spectrally scanning direction, which can be interpreted as a kind of
spectral band-pass filters.
 Non-Scanning outputs the entire hyperspectral cube in one shot because of without
any scanning operation. This greatly shortens the acquisition time of the image and
meanwhile effectively avoids the motion artifacts caused by scanning. However, this is
also a two-edged sword, since the snapshot benefits need to be supported by expen-
sively computational cost.
 Spatiospectral Scanning overcomes the drawbacks of the above line-based scanning
that only considers either spectrally or spatially moving direction at one time. By taking
advantage of the dispersion technique, the scanning system is of benefit to generate the
hyperspectral product of high spatial-spectral resolution.
It is worth mentioning that the specific application requirements guide the selection of scan-
ning techniques.
2.1.4 Spectral Signature
Loosely speaking, spectral signature refers to the electromagnetic energy that is scattered,
absorbed, transited and emitted from the surface of objects on the Earth, theoretically across
any range of wavelengths. In hyperspectral imaging, the HSI is gathered with pixels each
of which corresponds to a spectral signature that is quantified by vectors. The vector is
a combinatorial radiance or reflectance, whose size is identical to the number of sampled
spectral bands.
In view of the different reflectivity and absorptivity to various surface features on the
ground, such as water, soil, forests and complex classes of land cover or land use, the de-
tailed spectral signatures collected by hyperspectral sensors are capable of discriminating
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Fig. 2.3. A showcase in a real hyperspectral scene (Pavia City Centre) to quickly look at the concept of the hyperspectral
image, spectral signature, and material mixture as well as pure pixel (endmember) and mixed pixel. The spectral signatures
in the hyperspectral data are, as often as not, exhibited in the form of the reflectance, aiming to make the pixel spectral
profiles comparable to some known materials. In the studied scene, the pure pixels correspond to two spectral reflectance
curves of vegetation and water, respectively, while the mixed ones illustrate the case of spectral mixing, i.e. these mixed
pixels consist of three components with different proportion. Furthermore, the right upper of the figure also gives two toy
examples to explain the material miscibility.
and identifying the spectrally similar classes by capturing more subtle differences from the
geometrically similar spectral shape. HSI can be usually seen as a stack of 2-D images con-
tinuously acquired in the spectral direction. Figure 2.3 shows several examples of visualiz-
ing spectral profiles in a real hyperspectral scene.
Besides, to correct the illumination, sensor devices, atmospheric effects, and solar and to-
pographic compensation in the collection of remotely sensed digital images, radiometric
calibration is an essential step in the data processing flow, yielding the calibrating spectral
signatures.
2.1.5 Material Miscibility and Spectral Variability
Material mixing frequently occurs in hyperspectral imaging due to the inadequate spatial
resolution in the image domain, or worse yet, intimate nonlinear interaction, which makes
the recorded spectral signature commonly mixed at each pixel. This mixing behavior can
be grouped into macroscopic mixing and microscopic mixing. Just as its name implies, the
macroscopic mixture is an outcome by microscopically mixing multiple material compo-
nents that come from the outside of the materials (or pixels), while for the microscopic
mixture, the mixing process happens inside the materials (or pixels) in a nonlinear fashion.
A showcase of material miscibility in a real city scenario with an illustration of toy examples
(top-right corner) is given in Figure 2.3, where the mixing behavior happens in a pixel level
and thus there are, more often than not, pure pixels and mixed pixels in a real-world hyper-
spectral scene. For the former, only one material exists in the real ground area, which means
that its percentage or abundance is 100%. Whereas the latter pixels are usually made up of
two and more materials at a given GSD, hence their proportion can be computed according
to the actual ground meters, e.g., there are four materials involved in a HSI’s pixel: Grass,
Stone, Tree, and Sand with the percentages of 50%, 12.5%, 25%, and 12.5%, respectively, as
shown in Figure 2.3.
Due to the existence of material mixing behavior in HSI, the variation in the spectral signa-
ture of material is inevitable. As shown in Figure 2.4, there is a visual example to clarify the
spectral variability in a real hyperspectral scene. The factors may be multifarious, possibly
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resulting from environmental, atmospheric, instrumental, physical or chemical effects. The
spectral scaling, as a principal spectral variability, is frequently occurring, as the illumi-
nation conditions, which are sensitive to the elevation and azimuth of the lighting source,
result in the deformations of the topography and the changes of roughness in materials.
Another important factor to bring the spectral variability is an atmospheric impact on the
reflection, scattering or absorption of the electromagnetic energy when encountering vari-
ous gases (e.g., carbon dioxide, oxygen), aerosol particles, water vapour, dust, to name a few.
As explained above, the intimately mixing is also a leading source of spectral variability,
which is given rise to the microscopically multiple scatting between-in the material. As a
result, the robust estimation techniques [Hong et al., 2016a, 2014b] are needed to address
the challenges.
2.1.6 Applications and Role of Hyperspectral Remote Sensing in Earth
Observation
Compared to on-site exploration, hyperspectral sensors record the information without the
need to contact with the objects of interest. Together with the rich spectral information of
HSI, hyperspectral remote sensing has gained growing attention in a wide range of applica-
tions, not limiting to remote sensing, but including
 Atmospheric and Hydrological Monitoring: Hyperspectral images have been viewed as a
powerful tool to detect the changes, e.g., in estimating aerosol density, tracking pollu-
tion sources, mapping hydrological structure, analyzing gas constituents, and evaluat-
ing water quality.
 Food Detecting: Recently, food security has been a successful application of hyperspec-
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tral imaging [Feng and Sun, 2012, Gowen et al., 2007]. For example, the HSI can be
used to inspect the freshness of the fruit and the concentrations of pesticides, owing to
its spectral information that goes beyond the visible spectrum.
 Forensic Medicine: Hyperspectral technique is apt to discover some tiny marks that are
easy to be ignored, such as remaining bloodstain, fiber differences, yielding the great
support in the criminal cases.
 Medical Diagnose: Highly spectral resolution makes it possible to timely detect the dis-
ease and obtain early treatment.
 Energy Exploitation: Hyperspectral data are widely applied in the detection of oil and
toxic gas seeps, and it, on the other hand, also has the potential of exploiting the onshore
and offshore petroleum, natural gas, minerals, and other energy sources.
 Ecological Research: Hyperspectral images have been proven to be effective for the bio-
diversity investigation in the forest-covering area [Ghiyamat and Shafri, 2010] and the
biomass and carbon estimation [Dube and Mutanga, 2016, Karila et al., 2019], i.e. by
the means of the HSI-based classification.
 Urban Planning and Management: Currently, a large number of researches have shown
the HSI’s superiority and effectiveness in a precise urban mapping (or classification)
and change detection. This provides the researchers with a good foundation for the
follow-up urban planning and management.
Still returning to the hyperspectral remote sensing of earth observation, the low spatial res-
olution and small-scale data collection have been two main factors to limit the HSI to be a
dominant role, in spite of great benefits to various applications. Fortunately, the Sentinel-1
SAR and Sentinel-2 multispectral satellites in operation allow largely and even globally SAR
and multispectral data of high spatial resolution to be available. This naturally might deter-
mine the role of the HSI that can become a significant complementary source to contribute
to the large-scale earth observation tasks. That is to say, however, that the HSI is dispens-
able; on the contrary, its highly discriminative spectral information is a key to unlock the
bottleneck that SAR, multispectral, or other data sources fail to classify or recognize the ma-
terials with fine-grained differences. As a result, this thesis not only presents the improve-
ments targeting at some traditional challenges in hyperspectral data analysis, but also casts
an interesting question related to cross-modality data analysis and proposes two advanced
solutions.
2.2 Regression Techniques and Their Optimizers
Popularly speaking, the regression technique refers to utilizing the mathematically statis-
tical method to measure or model the relations between dependent and independent vari-
ables. According to the causality of describing the two variables, the regression technique
can be further divided into linear regression analysis and nonlinear regression analysis.
Among them, the linear regression is a frequently-used approach in practice, due to its
easy-to-use style and ability to generalize well, while the nonlinear one is used to deal with
more complex nonlinear relationships and its solution is usually obtained by solving an
approximate linear regression problem. Combining with the main focus of this thesis in hy-
perspectral data analysis, the following subsections will emphatically give priority to the
linear regression-based techniques.
2.2.1 Linear Regression
From the machine learning perspective, the linear regression, a typical supervised learn-
ing technique, aims at learning a function or model that could be any of a line, a
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plane or a higher dimensional hyperplane by a linearized combination of different at-
tributes. The learned model is expected to minimize the errors between the predicted
and real values, thereby better generalizing the out-of-sample. Given a pair-wise training
set {(x1,y1), . . . , (xi ,yi), . . . , (xm,ym)} that contains the training samples X = {xi}mi=1 ∈ Rb×m
with b dimensions (or bands) by m pixels (or samples) and corresponding class labels
Y = {yi}mi=1 ∈ R1×m, yi ∈ {C1, C2, . . . , Ck}, where k denotes the number of classes, the re-
gression function or model hv(•) can be written as
hv(xi) = v0 + v1xi1 + v2xi2 + · · ·+ vbxib, (2.1)
making the to-be-estimated hv(xi) approach to yi . Eq. (2.1) can be also represented with
vector as hv(xi) = Vxi , or with matrix as hV(X) = VX, where
V = [v0, v1, v2, . . . , vm] ∈R1×b, X = [x0, x1, x2, . . . , xm] ∈Rb×m, (2.2)
and x0 = [1, 1, 1, . . . , 1]
T ∈ Rb×1. In order to assess the quality of the variable V, we need to
define a following loss function J
J (V) = 1
2
m∑
i
(hv(xi)− yi)2 = 12‖VX−Y‖
2
F =
1
2
(XV−Y)T(XV−Y), (2.3)
where ‖•‖F denotes the Frobenius norm. There are many strategies in minimizing J (V) with
the respect to the variable V, written as min
V
J (V), such as least squares or gradient descend,
which are two commonly-used and effective algorithms.
Solution 1 – least squares: To facilitate the derivation, Eq. (2.3) can be unfolded as
J (V) = 1
2
(XV−Y)T(XV−Y)
=
1
2
[
VTXTXV−VTXTY−YTXW + YTY
]
=
1
2
[
VTXTXV− 2WTXTY + YTY
]
.
(2.4)
If and only if the input matrix X is full rank (m  b), we then have the derivation of Eq.
(2.3):
∂J (V)
V
= VTXTX−XTY. (2.5)
Let Eq. (2.5) be equal to zeros, thus the variable V has an analytical solution of (XTX)−1XTY
when XTX is invertible .
Solution 2 – gradient descent: In more general cases, the gradient descend is used to solve
the problem (2.3) by searching the minimum. Note that due to the sensitivity to the initial
point, the gradient descent algorithm could fall into a local minimum. More specifically, the
gradient descend follows the following procedures:
 1) initializing the variable V with randomization or zero vector;
 2) updating the variable V, making the value of J (V) reduced towards the direction of
gradient descent, according to the rule:
V←V−α∂J (V)
V
, (2.6)
where α is the predetermined step-size.
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In this thesis, the full rank assumption of the matrix X is satisfied, thus the Solution 1 is
preferable.
2.2.2 Ridge (or Dense) Regression
In reality, multicollinearity exits extensively between the data due to certain highly corre-
lated vectors (or columns) in the matrix, particularly when the matrix is approaching singu-
larity. To avoid the trivial solution or overfitting issue, the aforementioned ill-posed problem
can be steadily and reliably solved by adding a regularization term parameterized by λ. This
leads to a least-squares optimization problem with Tikhonov regularization, which can be
formulated as
min
V
1
2
‖Y−VX‖2F +λ‖V‖2F, (2.7)
whose closed-form solution is
V← (XTX +λI)−1XTY. (2.8)
Similarly, the variable V in Eq. (2.7) can be optimized by gradient descent method with a
modified update rule:
V←V(1−αλ)−α∂J (V)
V
, (2.9)
where the penalty parameter λ controls the model’s complexity. As λ increases gradually,
the absolute value of each element in the variable V tends to uninterruptedly decrease,
further yielding a growing deviation relative to the actual V. This process could lead to a
well-known underfitting, conversely call overfitting. Therefore, a proper λ may assist the
model to reach a balance between robustness and fitting ability. In addition, due to the
characteristic of the L2-norm, that is, each element in the estimated V is a contributor to the
data fitting, the ridge regression is also called as dense regression or representation [Jiang
and Lai, 2015].
2.2.3 Lasso (or Sparse) Regression
In ridge regression, the L2-norm constraint shrinks the to-be-estimated coefficients of the
variable V to a value close to zero but not exactly zero, which brings the difficulties in model
understanding to a great extent, or in other words, is lack of physical meaning to explic-
itly guide the variable (or feature) selection. What’s more, since the ridge regression has
to estimate all elements of the variable V, even though a very small number, it still yields
a computationally expensive cost. A straightforward and effective way to address the two
problems is the least absolute shrinkage and selection operator (Lasso). By using L1-norm
penalty constraint in place of L2-norm term in ridge regression, also known as sparse re-
gression [Bioucas-Dias et al., 2012], the resulting Lasso regression can be represented in the
form of a matrix as
min
V
1
2
‖Y−VX‖2F +λ‖V‖1,1, (2.10)
where ‖X‖1,1 is defined as the sum of absolute values of each element of the matrix V, for-
malized by
∑m
i=1‖xi‖1. Such L1-norm may make many coefficients accurately converged to
zeros and reduce the effects of multicollinearity. Especially in the case – small-size sam-
ples but high feature (variable) dimension, Lasso has been proven to be effective for high-
dimensional statistic analysis by reducing the variations of the model and meanwhile in-
creasing its regression precision.
Considering the non-differentiable points in L1-norm, the solvers, whether it be least-
squares or gradient descend, lose their functions. There have been some tailored optimiza-
tion algorithms proposed for solving the Lasso problem, such as coordinate descent (CD),
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Algorithm 1 ADMM-based solver to Lasso (sparse) regression
Input: X, Y, and regularization parameter λ, maxIter
Output: the transformation vector V
Initialize: Z1 = V1 = 0, µ1 = 10−3, µmax = 106, ρ = 1.5, t = 1, ζ = 10−4
1: while not converged or t >maxIter do
2: Fix other variables to update Vt+1 by solving a least-squares problem with Tikhonov
regularization
3: Fix other variables to update Zt+1 by Eqs. (2.11) and (2.12)
4: Update Lagrange multipliers by Λt+1←Λt +µt(Zt+1 −Vt+1)
5: Update penalty parameter by µt+1 = min(ρµt,µmax)
6: Check the convergence condition:
7: if ‖Vt+1 −Zt+1‖F < ζ then
8: Stop iteration;
9: else
10: t← t + 1;
11: Break;
12: end if
13: end while
least angle regression (LARS), proximal gradient descent (PGD), quadratic programming
(QP), etc. These methods basically follow the iterative strategy and differ primarily in the
heuristic mode, i.e. CD walks along the coordinate direction and LARS seeks to find the
next-step points by maximizing the correlations with Cosine distance (corresponding to the
least angle). Inspired by the iterative thresholding (IT) [Wright et al., 2009] that splits the
problem (2.10) into two subproblems and then the sparse part (L1-norm: ‖V‖1,1) can be
updated with a well-known soft-thresholding (shrinkage) operator [Chen et al., 2001]:
S←max{0,‖V−Λ/µ‖1 −λ/µ}sign(V−Λ/µ), (2.11)
where sign(•) is defined by
sign(•) =
{
1 , •  0
−1, • ≺ 0, (2.12)
the sparse regression problem in Eq. (2.10) can be effectively solved by embedding the soft-
thresholding (shrinkage) operator into a general optimization framework based on the alter-
nating direction method of multipliers (ADMM) [Bioucas-Dias and Figueiredo, 2010]. The
general form of ADMM-based optimization problem is
min
V
f (V) + g(V), (2.13)
where V is the model parameter; f (V) and g(V) denote the loss function and the regular-
ization term (i.e. g(V) = ‖V‖1,1), respectively. Separating the g(V) from the overall objective
function, the Eq. (2.13) can be then rewritten by replacing the variable V of g(V) with a new
variable Z:
min
V
f (V) + g(Z), s.t. V−Z = 0. (2.14)
To relax the equality constraints of Eq. (2.14), the corresponding augmented Lagrangian
function can be written as
LD(V,Z,Λ) = f (V) + g(Z) +Λ
T(V−Z) + µ
2
‖V−Z‖2F, (2.15)
where Λ is the Lagrangian multiplier and µ  0 is the penalty factor. Thereby, the variables
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of Eq. (2.15) can be updated in (t + 1)-th iteration by solving the following subproblems:
Vt+1 := argmin
V
f (V) +ΛT(V−Zt) + µ
2
‖V−Zt‖2F
Zt+1 := argmin
Z
g(Z) +ΛT(Vt+1 −Z) + µ
2
‖Vt+1 −Z‖2F
Λt+1 :=Λt +µ(Vt+1 −Zt+1).
(2.16)
Finally, these iterative procedures will be repeated until a stopping criterion is satisfied.
Algorithm 1 details the iterative procedures for solving the Lasso (or sparse) regression
problem.
2.2.4 Low-rank Regression
Although the sparsity plays a role in selecting the dominant features (or attributes), yet it
is more like a hard process by rudely removing other features that are correlated with the
target feature rather than structurally considering the attribute dependencies. To this end,
the low-rank regression [Su et al., 2015] was developed to find a low-rank transformation
vector. Through such a transformation, those correlated samples expect to be collaboratively
represented in a grouping fashion. The resulting regression is capable of effectively captur-
ing the correlations of intrinsic structure between samples. Mathematically, the process can
be modeled as follows:
min
V
1
2
‖Y−VX‖2F +λ‖V‖∗, (2.17)
where ‖•‖∗ denotes the nuclear norm, which represents the sum of singular values of a given
matrix. This term can be estimated via a so-called singular value thresholding (SVT) opera-
tor [Liu et al., 2013]:
 Step 1. Given a matrix M with rank r, the singular value decomposition (SVD) is first
performed by
M = USV, S = diag({sk}1≤k≤r). (2.18)
 Step 2. For each τ ≥ 0, the soft-thresholding operator Dτ is defined as
D(M) := UDτ(S)V, Dτ(S) = diag({sk − τ}+). (2.19)
 Step 3. Using Eq. (2.19), ‖M‖∗ can be computed by ‖Dτ(S)‖1,1.
Likewise, the SVT operator can be also integrated into the ADMM optimization framework
by effectively splitting the non-smooth or non-convex original problem into several smooth
and convex subproblems. By replacing the variable V of the term ‖V‖∗ with an auxiliary
variable Z, an equivalent from of Eq. (2.17) can be written as
min
V
1
2
‖Y−VX‖2F +λ‖Z‖∗, s.t. V−Z = 0, (2.20)
we therefore have the following augmented Lagrangian function by introducing the La-
grangian multiplier Λ and an updatable penatly parameter µ:
min
V
1
2
‖Y−VX‖2F +λ‖Z‖∗ +ΛT(V−Z) +
µ
2
‖V−Z‖2F, (2.21)
whose detailed optimization flow is summarized in Algorithm 2.
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Algorithm 2 ADMM-based solver to low-rank regression
Input: X, Y, and parameters: λ, µmax = 106, ζ = 10−4, ρ = 1.5, t = 1, maxIter
Output: the transformation vector V
Initialize: Z1 = V1 = 0, Λ1 = 0, µ1 = 10−3
1: while not converged or t >maxIter do
2: Fix other variables to update Vt+1 by solving a least-squares problem with Tikhonov
regularization
3: Fix other variables to update Zt+1 using SVT operator as shown in Eqs. (2.18) and
(2.19)
4: Update Lagrange multipliers by Λt+1←Λt +µt(Zt+1 −Vt+1)
5: Update penalty parameter by µt+1 = min(ρµt,µmax)
6: Check the convergence condition:
7: if ‖Vt+1 −Zt+1‖F < ζ then
8: Stop iteration;
9: else
10: t← t + 1;
11: Break;
12: end if
13: end while
2.2.5 Joint Regression
Latent subspace learning (LSL) provides us a new insight to investigate the regression tech-
niques. The main idea is to convert the regression problem in the high dimensional space
into one in a latent low-dimensional subspace. The benefits of the scheme are two-fold. On
the one hand, it prevents, to a larger extent, overfitting of the input data compared to the
previous techniques. Intuitively speaking, the subspace is more robust to noises and outliers
than original high dimensional space. On the other hand, it excavates the intrinsic attributes
of the data more effectively and efficiently, since it is obvious that the data with the lower
dimension make it easier for the statistical regularity to be discovered. One representative
joint regression that performs subspace learning and linear regression simultaneously [Ji
and Ye, 2009] can be modeled with an expected output of ΘX:
min
V,Θ
1
2
‖Yl −VΘX‖2F +
λ
2
‖V‖2F, s.t. ΘΘT = I, (2.22)
where the Yl ∈Rk×m is defined as the one-hot encoded matrix of Y, i.e.
Yl =

1 0 . . . 0 . . . 0
0 1 . . . 0 . . . 0
. . . . . . . . .
0 0 . . . 1 . . . 0
. . . . . . . . .
0 0 . . . 0 . . . 1

1
2
. . .
j
. . .
k
when Y = [1,2, . . . , j, . . . , k] , (2.23)
andΘ ∈Rd×b (d is the dimension of the latent subspace) denotes the latent subspace projec-
tions, respectively. Please note that the herein variable V ∈ Rk×d is a transformation matrix
linking the latent subspace with the encoded label information.
Considering the nonconvexity of the Eq. (2.22), an iterative optimization strategy is adopted
to alternatively solve the convex subproblems with respect to each variable V and Θ. The
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Algorithm 3 ADMM-based solver with respect to the variable Θ
Input: X, Y, V, and parameters: µmax = 106, ρ = 1.5, t = 1, ζ = 10−4, maxIter
Output: the transformation vector Θ
Initialize: Θ1 = G1 = 0, J1 =ΘX, Λ1 =Λ2 = 0, µ1 = 10−3
1: while not converged or t >maxIter do
2: Fix other variables to update Jt+1 by (VTV +µtI)−1(VTY +µtΘtX−Λt1)
3: Fix other variables to update Θt+1 by (µtJt+1XT +Λt1X
T +µtGt +Λt2)× (µtXXT +µtI)−1
4: Fix other variables to update Gt+1 by [U,S,V] = svd(Θt+1 −Λt2/µt), G = UIn×mV.
5: Update Lagrange multipliers by
Λt+11 ←Λt1 +µt(Jt+1 −Θt+1X), Λt+12 ←Λt2 +µt(Θt+1 −Gt+1)
6: Update penalty parameter by µt+1 = min(ρµt,µmax)
7: Check the convergence condition:
8: if ‖Jt+1 −Θt+1X‖F < ζ and ‖Gt+1 −Θt+1‖F < ζ then
9: Stop iteration;
10: else
11: t← t + 1;
12: Break;
13: end if
14: end while
subproblem for the variable V is straightforward to derive that
V = (YlX
TΘT)(ΘXXTΘT +λI)−1. (2.24)
When the variable V is fixed, the optimization problem of the variable Θ is
min
Θ
1
2
‖Yl −VΘX‖2F, s.t. ΘΘT = I. (2.25)
To facilitate the effective use of ADMM optimizer, the Eq. (2.26) is converted to the corre-
sponding augmented Lagrangian version by introducing two additional auxiliary variables
J and G in place of ΘX and Θ, respectively, as follows:
min
Θ,J,G
1
2
‖Yl −VJ‖2F +ΛT1 (J−ΘX) +
µ
2
‖J−ΘX‖2F +ΛT2 (G−Θ) +
µ
2
‖G−Θ‖2F, s.t. GGT = I, (2.26)
which can be effectively solved by implementing the Algorithm 3. Please refer to [Hong
et al., 2019d] for more details regarding the solution of joint regression.
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3 State-of-the-art in Hyperspectral Data Analysis
T his chapter revisits the hyperspectral data analysis from the aspects of elaborating thestate-of-the-art methodology, mainly focusing on three primary topics – hyperspectral
dimensionality reduction (HDR), spectral unmixing (SU), and multi-modality data analysis
(MMDA). More specifically,
 according to the different usage strategies of label information to lessen the highly
spectral correlations with the expectancy of preserving the desirable information as
discriminatory as possible, the first topic can be sectionalized into three parts: unsu-
pervised HDR, supervised HDR, and semi-supervised HDR;
 although the spectral profiles are assumed to be linearized mixture in most cases, yet
there still exist some more complex scenarios that need to be nonlinearly unmixed
and analyzed in a real-world application. Correspondingly, we review the second topic
from perspectives of linear and nonlinear mixing models;
 theoretically, “perfect” data source that can independently cope with various challenges
or tasks is unattainable. Therefore, the union of two or more complementary modalities
could equivalently achieve the same goals to some extent. In the third topic, many ad-
vanced types of research on the use of multi-modalities are investigated with the appli-
cations to HSI-related tasks, as well as some tentative works related to cross-modality
fusion and learning are introduced by using hyperspectral data.
3.1 Hyperspectral Dimensionality Reduction
HSI can be considered as a set of 2-D images with hundreds of spectral channels, enabling
them to detect the objects or identify the materials of interest easier. However, information
overload and redundancy bring great challenges to data storage and representation capa-
bilities. For example, the curse of dimensionality [Indyk and Motwani, 1998] is often accom-
panied by the hyperspectral data, inevitably leading to the performance degradation with
the explosive increase of the spectral dimensions. This might be explained by the highly
coupled and correlated spectral bands. To alleviate the effects, dimensionality reduction
is usually performed as an important preprocessing step prior to high-level data analysis,
which has received increasing attention in the hyperspectral field. Roughly speaking, the
dimensionality reduction technique can be categorized into feature selection and feature
transformation.
The feature selection of hyperspectral data, also called as band selection, screens out a subset
of hyperspectral bands from original spectral bands by maximizing or minimizing certain
criteria, e.g., information entropy [Koller and Sahami, 1996], correlations [Hall, 1999], max-
imum likelihood [Riedmann and Milton, 2003], and rough set-based feature selection [Patra
et al., 2015], in order to reduce the redundancy between those adjacent bands as much as
possible. Its advantage is obvious that the selected bands maintain the physical meaning of
the original bands with the highest possibility, while its disadvantage is also not negligible,
that is, in hyperspectral imaging, the spectral information in each band is recorded by cou-
pling surrounding band information rather than being independent each other. This leads
to an incomplete spectral information separation.
An alternative strategy is the transformation-based feature extraction that compresses the
HSI to a low-dimensional subspace through a learnable projection or transformation matrix.
In this process, the coupling characteristics of between-in bands can be removed. Therefore,
a comprehensive survey is made to give the readers a big picture of the transformation-
based HDR techniques. Depending on different learning strategies, in the first topic, HDR
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techniques are progressively unfolded in sequential order of unsupervised, supervised, and
semi-supervised learning.
3.1.1 Priority-driven Unsupervised Dimensionality Reduction
Although the surprisingly improving capability in data collection and storage has shown
the possibility in large-scale and high-performance computing, yet the dimensionality re-
duction techniques have been a vibrant field in either the general data science or the partic-
ular hyperspectral data analysis. Unsupervised dimensionality reduction, as one of the main
focuses on HDR, has been developed through decades of research to make the hyperspec-
tral data slightly redundant along the spectral direction. There are two main streams in the
unsupervised dimensionality reduction of HSI. One follows some statistics assumptions, i.e.
principal component analysis (PCA) [Jolliffe, 2011], factor analysis (FA) [Thompson, 2007],
independent component analysis (ICA) [Comon, 1994].
Statistical Analysis
The classic PCA is a widely-used and user-friendly data compression method that extracts
the principal linearized components by rotating the original coordinate to a new system. In
the new coordinate system whose axis directions are determined by maximizing the vari-
ances, the transformed data are expected to be linearly independent between the variables,
which can be formulated as
Z = VX, (3.1)
where Z denotes the dimension-reduced subspace, X is the corresponding high-dimensional
matrix representation, e.g., unfolded hyperspectral data, and the variable V represents the
to-be-estimated mapping or projection. In PCA, the principal component orientations of
maximum difference can be measured by computing the covariance matrix of the input
matrix. Given two random variables A and B with the dimensions (b) being equal to 2 and
the number of samples m, their covariance matrix is defined as
Cov(A,B) =
1
b − 1
b∑
i=1
(Ai −µA)(Bi −µB)
= E [(A−E(A))(B−E(B))]
µA =
1
b
b∑
i=1
Ai
µB =
1
b
b∑
i=1
Bi ,
(3.2)
where µA and µB are the mean values with respect to the variables A and B, respectively,
and E stands for the expectation. Note that a greater absolute value of Cov(A,B) ∈ (−1,1)
indicates a higher correlation. However, when the variable dimension turns into 1-D, the
covariance matrix then degrades to the variance (S(A)), e.g.,
S(A)2 = Cov(A,A) =
1
b − 1
b∑
i=1
(Ai −µA)2
= E [(A−E(A))] .
(3.3)
And so on, for higher dimensions ( 3), e.g., 3-D data (A, B, C), the covariance matrix can
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be represented as follows:
Cov(A,B,C) =

Cov(A,A) Cov(A,B) Cov(A,C)
Cov(B,A) Cov(B,B) Cov(B,C)
Cov(C,A) Cov(C,B) Cov(C,C)
 . (3.4)
More specifically, PCA can be performed by the following steps:
1) the input data X are centralized by subtracting their mean value, that is,
xi = xi − 1m
m∑
i=1
xi . (3.5)
2) Using Eq. (3.2), the covariance matrix C of input data X is
C =
1
m
m∑
i=1
(xi − xi)2
=
1
m
m∑
i=1
(xi)
2
=
1
m
m∑
i=1
xi . . .x
T
i
(3.6)
3) Suppose the projections or transformations be V, the variance of projected hyperplane
can be given by
S2 =
1
m
m∑
i=1
(VTxi)
2
=
1
m
m∑
i=1
xix
T
i VV
T
= VTCV.
(3.7)
4) The projection matrix can be estimated by maximizing the scatter matrix, namely Eq.
(3.7), hence the optimization problem is written as
argmax
V
VTCV, s.t. VVT = I. (3.8)
5) The Eq. (3.9) can be converted to an unconstrained optimization problem using La-
grange multiplier method:
argmax
V
VTCV−α(VVT − I), (3.9)
which is taken the derivative for the variable V. Let the derivative be zeros, then we
have CV = αV, which can be deduced by a generalized eigenvalues decomposition
(GED).
6) Finally, rank eigenvalues from large to small and select k eigenvectors corresponding
to the k maximum eigenvalues as dimension-reduced data.
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Over the past decades, a leaf-style development on PCA-based approaches has been made
in HDR. [Rodarmel and Shan, 2002] introduced the PCA into the hyperspectral commu-
nity, achieving an effective image classification. Considering the nonlinearity of HSI, [Fauvel
et al., 2009] performed the hyperspectral data classification by projecting the original data
into a higher-dimensional kernel-induced space. In [Licciardi et al., 2012], authors devel-
oped a nonlinear PCA for hyperspectral feature extraction with a quantitative comparison
with the traditional PCA approach. Some advanced extensions of PCA-based schemes have
been successively proposed for hyperspectral feature extraction and dimensionality reduc-
tion, such as folded-PCA [Zabalza et al., 2014], probabilistic PCA [Xia et al., 2014], robust
PCA [Sun and Du, 2018].
Another representative statistics-based dimensionality reduction approach is ICA. Superior
to PCA, ICA can model the data of non-Gaussian distribution. Given an observed signal X,
ICA assumes that the observed signal is a linear combination of a set of independent signals
(S). Let A be the combinational coefficients, the resulting expression of ICA is
X = AS, (3.10)
this is a classic blind source separation problem, which means that the variables A and S
need to estimated simultaneously. According to Eq. (3.10), the ICA’s dimensionality reduc-
tion model can be obtained as
S = WX, s.t. W = A−1, (3.11)
where W represents the inverse matrix or generalized inverse matrix of the matrix A. In this
problem, the probability density function of i-th source signal is assumed to be p(Si), thus
the joint probability distribution is expressed by
p(S) =
b∏
i=1
p(Si). (3.12)
By bringing the Eq. (3.11) into the Eq. (3.12), we then have
p(X) = p(WX)|W| = |W|
b∏
i=1
p(WiX), (3.13)
where sigmoid function has been proven to be a good choice of cumulative distribution
function (CDF), thereby p(S) is the derivation of the sigmoid function:
p(S) = g ′(S) = e
S
(1 + eS)2
. (3.14)
To meet the independence between each Si , the formulation of the likelihood function with
respect to W is
L(W) =
m∑
i=1
 b∑
j=1
logg ′(Wjxi) + log|W|
 . (3.15)
The Eq. (3.15) can be effectively solved via stochastic gradient descent method, hence the
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iterative formula of the variable W is
W := W +α


1− 2g(W1xi)
1− 2g(W2xi)
. . .
1− 2g(Wbxi)

xTi + (W
T)−1)

, (3.16)
where α denotes the step length of gradient descent.
In light of the superiority in modeling the hyperspectral data, ICA has played a significant
role in hyperspectral data processing and analysis, especially in HDR. [Wang and Chang,
2006] proposed to treat the ICA as a tool of dimensionality reduction with the application
to hyperspectral image analysis. The work presented in [Dalla Mura et al., 2011] jointly
utilized extended morphological attribute profiles and ICA for hyperspectral image classi-
fication. Moreover, some ICA-based extensions and variants have been proposed for a wide
range of applications, e.g., kernel ICA [Khan et al., 2009], discriminant ICA [Villa et al.,
2011], ICA with edge-preserving filtering [Xia et al., 2016], randomized ICA [Jayaprakash
et al., 2018], etc.
In addition to the groups of PCA and ICA, there are the other types of tensor-based modeling
methods in HDR. The researchers in [Renard and Bourennane, 2009] conducted the dimen-
sionality reduction by directly considering the hyperspectral data as a 3-D tensor structure
rather than an unfolded 2-D matrix. A similar research [Karami et al., 2012] explored the
wavelet transform and tucker decomposition for hyperspectral image compression. Further,
a patch-wise tensor decomposition with the low-rank constraint [Du et al., 2017] was pro-
posed to reconstruct the hyperspectral images.
Graph Embedding
Graph embedding uncovers the intrinsic structure of the data and assumes to be the ex-
istence of a low-dimensional manifold that shares the same or similar structure with the
high-dimensional data. In practice, the assumption can be achieved by preserving the lo-
cally neighboring relationships of each point within the data. From this respect, the general
embedding is a more suitable technique to conduct the HDR, since it is capable of capturing
the underlying topology of the data that lies in the more complex real world. Recently, there
exist massive related approaches in the task of dimensionality reduction, such as ISOMAP
[Balasubramanian and Schwartz, 2002], locally linear embedding (LLE) [Huang et al., 2019,
Roweis and Saul, 2000], Laplacian eigenmaps (LE) [Belkin and Niyogi, 2003], and their lin-
earized versions: locality preserving projections (LPP) [He and Niyogi, 2004] and neigh-
borhood preserving embedding (NPE) [He et al., 2005]. Before revisiting these methods in
detail, a general graph embedding (GGE) framework presented in [Yan et al., 2007] is first
introduced and formulated as follows:
min
Z
∑
i,j
‖zi − zj‖22Wi,j = minZ tr(ZLZ
T), s.t. ZZT = I, (3.17)
where the L is the Laplacian matrix computed by D−W; each element of the diagonal matrix
D is defined as Dii =
∑
i,j W
i,j , while W represents the affinity (or adjacency) matrix. The
goal of this graph embedding model is to find or discover a low-dimensional representation
Z that is able to capture the high-dimensional manifold and preserve it in a low-dimensional
space. Generally, GGE performs the dimensionality reduction with three main steps:
1) Pair-wise similarity computation for neighbor selection,
2) Affinity matrix or weights (graph structure) generation, and
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3) Calculation of low-dimensional embedding.
In step 1), it is nothing special that the similarities are usually measured, e.g., by Euclidean
distance, spectral angle mapper (SAM). The main difference should lie in step 2), i.e. the
affinity matrix (W(LPP)) of LPP or LE can be constructed by using a radial basis function
(RBF):
Wi,j(LPP) =
exp
−||xi − xj ||22
2σ2
, if xj ∈ φk(xi),
0, otherwise,
(3.18)
where φk(xi) denotes the k nearest neighbor (knn) of xi and σ is the standard derivation;
while the LLE or NPE-based weight matrix can be defined by exploiting the regression tech-
nique connecting each given point with its k surrounding neighbors. By solving the follow-
ing optimization problem to obtain the reconstruction coefficients (A)
min
A
n∑
i=1
∥∥∥∥∥∥∥∥xi −
∑
j∈φk(xi )
Aijxj
∥∥∥∥∥∥∥∥
2
2
, s.t.
∑
j∈φk(xi )
Ai,j = 1, (3.19)
the affinity matrix (W(LLE)) can be then derived to be
Wi,j(LLE) =
{
Ai,j + Aj,i −Ai,jAj,i , if xj ∈ φk(xi);
0, otherwise.
(3.20)
Once the affinity matrix is given, the closed-form solution of the low-dimensional embed-
ding in step 3) is obtained by solving a GED. More specifically, the calculation of embedding
coordinates of LEE or LE is equivalent to solving the problem (3.17), while one of LLE or
NPE needs to minimize the following embedding function:
min
Z
n∑
i=1
∥∥∥∥∥∥∥∥zi −
∑
j∈φk(zi )
Aijzj
∥∥∥∥∥∥∥∥
2
2
, s.t.
n∑
i=1
zi = 0,
1
n
n∑
i=1
ziz
T
i = I. (3.21)
From the viewpoint of the GGE framework, the Eq. (3.21) can be rewritten to be a graph
embedding problem:
min
Z
n∑
i=1
∥∥∥∥∥∥∥∥zi −
∑
j∈φk(Zi )
Aijzj
∥∥∥∥∥∥∥∥
2
2
=min
Z
n∑
i=1
∑
j∈φk(Zi )
∥∥∥zi − zj∥∥∥22 Wi,j(LLE)
=min
Z
tr(ZL(LLE)Z
T) s.t. ZZT = I,
(3.22)
where L(LLE) is the corresponding Laplacian matrix of Eq. (3.20), computed by D(LLE) −
W(LLE) = (I−A)T(I−A).
In hyperspectral remote sensing, a variety of modified or improved graph embedding al-
gorithms have been proposed, making it applicable to the different challenges and tasks,
particularly for HDR [Lunga et al., 2014]. In [Ma et al., 2010], a novel hyperspectral im-
age classification framework was designed by integrating the local manifold learning (LML)
techniques with knn classifier. To alleviate the effects of multicollinearity when calculating
the affinity matrix, [Hong et al., 2016c] proposed a robust scheme for neighbor selection for
LML. The same investigators extended their work to a spatial-spectral joint embedding for
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Discriminant Analysis Dimensionality Reduction (DADR)
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Fig. 3.1. An illustration for supervised HDR with two different strategies. A main difference lies in the use form of label
information, i.e. DADR: affinity matrix, RIRL: labels or its one-hot encoding (e.g., J-Play).
HDR [Hong et al., 2017b]. To our knowledge, the LML approaches are easy to be a stick in
computing the large-scale eigen decomposition (or spectral decomposition). To this end, the
authors of [Hong et al., 2016b] developed a hierarchical LML and implemented a large-scale
HDR by utilizing the cluster centers as the input of LLE. Furthermore, there are some latest
researches in the manifold or graph embedding of hyperspectral data [Hu et al., 2019, Liao
et al., 2018, Ma et al., 2016b, Pan et al., 2017, Yang and Crawford, 2016, Zhang et al., 2019,
2013a].
3.1.2 Category-guided Supervised Dimensionality Reduction
Unlike unsupervised HDR techniques that rely on modeling diverse prior knowledge of
HSI, supervised methods are capable of extracting class-separable features more effectively,
owing to the use of label information. It is well-known that dimensionality reduction is also
referred to subspace learning (SL), in which two main streams – discriminant analysis di-
mensionality reduction (DADR), e.g., subspace LDA (SLDA) [Yang and Yang, 2003], local
fisher discriminant analysis (LFDA) [Sugiyama, 2007], feature space discriminative analy-
sis (FSDA) [Imani and Ghassemian, 2015], and regression-induced representation learning
(RIRL), e.g., least-squares dimension reduction (LSDR), [Sainui and Sugiyama, 2013] least-
squares quadratic mutual information (LSQMI) [Suzuki and Sugiyama, 2013], joint & pro-
gressive learning strategy (J-Play) [Hong et al., 2018], – are emphatically investigated and
compared by clarifying their similarities and differences as well as pros and cons, as briefly
illustrated in Figure 3.1.
Discriminant Analysis Dimensionality Reduction (DADR)
Generally speaking, DADR seeks to find an optimal projection or transformation matrix
P ∈ Rp×d (d is the dimension of the to-be-estimated subspace) by optimizing certain class-
relevant separation criterion associated with the label information. In this process, the esti-
mated subspace Z ∈ Rd×n that consists of a series of vector zi can be obtained by projecting
the samples Xn = {xi}ni=1 ∈ Rp×n onto a decision boundary, which can be generally expressed
as Z = PTX. Each scalar zi in Z can be collected by PTxi . Depending on the different type of
label embedding, DADR can be subdivided into LDA and its variants, graph-based discrim-
inant analysis (GDA) and its extensions, and kernelized discriminant analysis (KDA).
. LDA and Its Variants: The traditional LDA linearly transforms the original data into a dis-
criminative subspace by maximizing the Fisher’s ratio in the form of generalized Rayleigh
quotient, that is, simultaneously minimizing the intra-class scatter and maximizing inter-
class scatter. Given a pair-wise training set {(x1,y1), . . . , (xi ,yi), . . . , (xm,ym)} that contains the
training samples Xm = {xi}mi=1 ∈Rp×m with p bands bym pixels (or samples) and correspond-
ing class labels Ym = {yi}mi=1 ∈ R1×m, yi ∈ {C1,C2, . . . ,Ck}, where k denotes the number of
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classes, the objective function of multi-class LDA to estimate the linear projection matrix P
can be written as follows.
max
P
tr(PTSbP)
tr(PTSwP)
, (3.23)
where Sw and Sb are defined as the within-class scatter matrix and the between-class scat-
ter matrix, respectively. With the constraint of PTSwP = I, the optimization problem in Eq.
(3.23) can be equivalently converted to one of SbP = λSwP by introducing the Lagrange mul-
tiplier λ. The closed-form solution to the simplified optimization problem can be deduced
by a GED.
Due to the sensitivity to complex high-dimensional noises caused by the environmental and
instrumental factors and the availability of labeled samples, the original LDA inevitably
suffers from an ill-posed statistical degradation, especially in the case of small-scale sam-
ples. The degraded reasons mainly lie in the singularity of two scatter metrics (Sw and Sb),
thereby easily leading to the overfitting problem. To improve the stability and generaliza-
tion, the regularized LDA was proposed by additionally adding a l2-norm constraint on Sw
parameterized by γ as Sregw = Sw +γI. By replacing the Sw in Eq. (3.23) with the regularized
Sregw , the solution in the regularized LDA can be still obtained by the GED solver.
Considering the local neighborhood relations between samples in the process of model
learning, LFDA breaks through the bottleneck of those LDA-based methods by assuming
that the data are distributed in the nonlinear manifolds rather than a homogeneous Gaus-
sian space. For this purpose, LFDA is capable of effectively excavating the locally underly-
ing structure of the data that lies in the real world. Essentially, LFDA can be regarded as
a weighted LDA by locally weighing the Sw and Sb matrices. Therefore, the two modified
scatter matrices, denoted as S˜w and S˜b, can be formulated as
S˜w =
1
2
m∑
i=1
m∑
j=1
Wi,jw (xi − xj)(xi − xj)T,
S˜b =
1
2
m∑
i=1
m∑
j=1
Wi,jb (xi − xj)(xi − xj)T,
(3.24)
where the two weights (Ww and Wb) denote the sample-wise similarities. There are sev-
eral widely-used strategies in calculating such similarity matrix symbolized by W. A simple
but effective one is given by Wi,j = 1, if xj ∈ φk(xi), where φk(xi) represents the k-nearest-
neighbor of xi ; otherwise, Wi,j = 0.
Similar to SLDA that first projects the original data into a subspace and then LDA is per-
formed in the transformed subspace, FSDA starts with maximizing the between-spectral
scatter matrix (Sf ) to enhance the differences along the spectral dimension, and similarly
the LDA is further used for extracting the representations of class separability from the
feature domain. In the first step, let µi,j be the average value of the j-th class and the i-th
spectral band, then we have the definition of Sf as follows:
Sf =
1
2
p∑
i=1
(hi −h)(hi −h)T, (3.25)
where hi = [µi,1,µi,2, ...,µi,k] is the spectral representation in the feature space and h =
1
p
∑p
i=1 hi . The primary transformation (Pf ) that aims at improving the spectral discriminant
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Fig. 3.2. Four types of affinity matrices (W) used in five different approaches: LDA, LPP, LLE, SGDA, and CGDA, respec-
tively, where the connectivity (or edge) of W is computed within each class.
can be estimated with maximizing the trace term of Sf as
max
Pf
tr(PTf Sf Pf ). (3.26)
Using the obtained Pf , the latent representation in the feature space gi = PTf hi , i = 1,2, ...,p
can be further fed into the next-step LDA.
. GDA and Its Extensions: As introduced in the previous chapter, the GDA methods simi-
larly follow the GGE framework. Obviously, the extracted features Z in the GGE framework
are determined by the construction of W to a great extent. Thus, we will highlight several
kinds of representative affinity matrices corresponding to the different graph embedding
approaches, i.e. LDA, LE and its linearized LPP, LLE, sparse GDA (SGDA) [Ly et al., 2014b],
and collaborative GDA (CGDA) [Ly et al., 2014a]. Figure 3.2 visualizes the affinity matrices
given by five different strategies in a four-class case.
 LDA-like affinity matrix: In essence, LDA is vested in a special case of GGE framework
with D(LDA) = I, whose affinity matrix can be represented as
Wi,j(LDA) =
{
1/Nk , if xi and xj ∈ Ck;
0, otherwise,
(3.27)
where Nk is the number of samples belonging to k-th class. LPP or LE-based affinity matrix: One is to be constructed in a kernel space with a
higher dimension via similarity measurement, i.e. extensively using Eq. (3.18).
 LLE-based affinity matrix: Different from the hand-crafted graph, LLE reconstructs
each given sample with its k-nearest neighbors by exploiting the linear regression tech-
niques, as shown in Eq. (3.20).
 SGDA and CGDA-guided affinity matrix: Similarly to LLE, the affinity matrix can be
estimated using the data-driven representation learning, i.e. sparse and collaborative
representations. Accordingly, the two learning strategies can be equivalent to respec-
tively solving the constrained l1-norm optimization problem:
min
W
‖W‖1,1 s.t.‖XmW−Xm‖2F ≤ , (3.28)
and the l2-norm optimization problem:
min
W
‖W‖2F s.t.‖XmW−Xm‖2F ≤ . (3.29)
The aforementioned affinity matrices can be unified to the GGE framework of Eq.
(3.17).
In addition to SGDA and CGDA (the two baselines), [Huang et al., 2015] learned a set
of sparse coefficients on manifolds and then preserved the sparse manifold structure in
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the embedded space. The work in [Xue et al., 2015] extended the existing SGDA to the
spatial-spectral graph embedding to address the issues of the spatial variability and
spectral multimodality. This requires the embedding of the intrinsic geometric struc-
ture of the data motivate to develop a Laplacian regularizer CGDA [Li and Du, 2016] to
further improve the graph’s confidence. A well-done work proposed in [Li et al., 2016]
simultaneously integrated the sparsity and low-rankness into the graph for capturing
a more robust structure of the data locally and globally. Furthermore, [Pan et al., 2017]
further improved the above work by unfolding the HS data with the form of a tensor.
. KDA: In reality, the HSI usually exhibits a highly nonlinear data distribution, which may
result in difficulties in effectively identifying the materials. The solution to this issue is mak-
ing use of a so-called kernel trick [Mu¨ller et al., 2001] that can map the data of the in-
put space into a new Hilbert space with a higher feature dimension. In the kernel-induced
space, the complex nonlinearity of the HS data can be well analyzed in a linearized sys-
tem. Comparatively, the input to KDA is an inner product of original data pairs, defined as
k(xi ,xj) which can be given by Eq. (3.18). By introducing the kernel Gram matrix K with
Ki,j =Φ(xi)
TΦ(xj) = k(xi ,xj), most of previous LDA-based methods can be simply extended
to the corresponding kernelized versions, i.e. KLDA and KLFDA can calculate their projec-
tions P by solving a GED problem of
KLKP = λ(KBK +γI)P. (3.30)
Note that B = I in KLDA, while L = Lw and B = Lb are computed by Dw−Ww and Db−Wb in
the kernel space, respectively, for KLFDA. Furthermore, for KSGDA and KCGDA, the main
difference lies in the computation of the adjacency matrix, which can be performed in the
kernel space by solving the general kernel coding problem as follows:
min
W
Ω(W) s.t.‖Φ(Xm)W−Φ(Xm)‖2F ≤ , (3.31)
whereΩ(W) can be selected to be either sparsity-prompting term ‖W‖1,1 of KSGDA or dense
(or collaborative) term ‖W‖2F of KCGDA.
Regression-induced Representation Learning (RIRL)
RIRL provides a new insight from the point of regression view to model the dimensionality
reduction behavior by bridging the training samples with the corresponding labels rather
than indirectly using the label information in the form of graph or affinity matrix in DADR-
based methods.
. Least-Squares Dimension Reduction (LSDR): We begin with sliced inverse regression (SIR)
[Li, 1991], which is a landmark in supervised dimensionality reduction techniques. It as-
sumes that the pair-wise data pairs {(xi ,yi)}mi=1 are conditionally independent on the to-
be-estimated subspace features {zi}mi=1, formulated as (X ⊥ Y) | Z. Following this rule, the
LSDR proposed by Suzuki and Sugiyama [Suzuki and Sugiyama, 2013] attempts to find a
maximizer of the squared-loss mutual information (SMI) to satisfy the above independent
assumption. The projections P for LSDR can be searched by optimizing the following maxi-
mization problem:
max
P
SMI(Z,Y) s.t. PPT = I, (3.32)
and the SMI to measure a statistical dependence between two discrete variables is defined
as
SMI(Z,Y) =
∑
z∈Z
∑
y∈Y
p(z)p(y)
(
p(z,y)
p(z)p(y)
− 1
)2
, (3.33)
where p(•) is the probability distribution function.
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. Least-Squares Quadratic Mutual Information (LSQMI): Limited by the sensitivity of MI to
outliers, authors of [Sainui and Sugiyama, 2013] designed a more robust LSQMI with the
basis of QMI criterion, hence let us define the QMI as
QMI(Z,Y) =
∑
z∈Z
∑
y∈Y
(p(z,y)− p(z)p(y))2 . (3.34)
Similarly, we solve the Eq. (3.32)-like optimization problem by replacing SMI with QMI.
. Least-Squares QMI Derivative (LSQMID): Due to the difficulty in accurately computing the
derivative of QMI estimator, LSQMI was further extended to a computationally effective
LSQMID by estimating the derivative of QMI instead of QMI itself [Tangkaratt et al., 2017].
In this work, authors have demonstrated more accurate and efficient derivative computation
of QMI.
. Latent Subspace Learning (LSL): Another MI-free estimation group is LSL. One representa-
tive LSL performs dimensionality reduction and classification simultaneously in joint learn-
ing (JL) fashion [Ji and Ye, 2009]. With an expected outputΘXm, the process can be modeled
as
min
P,Θ
‖Yl −PΘXm‖2F +
α
2
‖P‖2F s.t. ΘΘT = I, (3.35)
where Yl ∈Rk×n andΘ ∈Rd×p are defined as the one-hot encoded label matrix and the latent
subspace projections, respectively. P ∈ Rk×d denotes the regression matrix that connects the
learned subspace and the label information. In [Ji and Ye, 2009], the model’s solution has
been proven to be a closed-form. Moreover, the work in [Hong et al., 2019d] explored a
LDA-like graph as a regularizer to learn a spectrally discriminative feature representation,
thus Eq. (3.35) becomes
min
P,Θ
‖Yl −PΘXm‖2F +
α
2
‖P‖2F +
β
2
tr(ΘXmLX
T
mΘ
T), (3.36)
with the orthogonal constraint ΘΘT = I.
3.1.3 Semi-supervised Strategy of Dimensionality Reduction
Loosely speaking, the semi-supervised learning refers to simultaneously using the labeled
and unlabeled data to learn a more powerful model, thereby exceeding the performance of
only using either labeled or unlabeled samples. In machine learning and computer vision
communities, the semi-supervised learning has been studied by the researchers for quite
a while. Yet it is relatively less investigated in hyperspectral data processing and analy-
sis, particularly in HDR. Up to the present, there have been some tentative researches in
semi-supervised HDR. These methods are mostly developed under the framework of semi-
supervised discriminant analysis (SSDA) [Cai et al., 2007] that utilizes massive unlabeled
samples to improve the class separability obtained using few labeled samples.
SSDA assumes the class consistency, which means nearby points in the feature space should
share the same label in classification tasks or similar low-dimensional embeddings in di-
mensionality reduction tasks. The prior assumption can be formulated by imposing a regu-
larizer into LDA, resulting in the following optimization problem:
max
P
tr(PTSbP)
tr(PTSwP) +αJ (P) ,
(3.37)
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where the regularizer term J (P) is defined as
J (P) =
∑
i,j
‖PTxi −PTxj‖22Wi,j(SDA). (3.38)
The Eq. (3.39) can be further derived to be
J (P) =
∑
i,j
‖PTxi −PTxj‖22Wi,j(SDA)
= 2
∑
i
PTxiD
i,i
(SDA)x
T
i − 2
∑
i,j
PTxiW
i,j
(SDA)x
T
j P
= 2PTX(D(SDA) −W(SDA))XTP
= 2PTXL(SDA)X
TP,
(3.39)
where the weight matrix W(SDA) can be given by
Wi,j(SDA) =
{
1, if xj ∈ φk(xi) or if xi ∈ φk(xj),
0, otherwise.
(3.40)
With the Eq. (3.39), the objective function of SDA in Eq. (3.37) becomes
max
P
tr(PTSbP)
tr(PT(Sw + 2αXL(SDA)XT)P
. (3.41)
Inspired by SSDA, a general but effective work integrating LDA with LPP, called semi-
supervised local discriminant analysis (SELD), was proposed in [Liao et al., 2013] for semi-
supervised hyperspectral feature extraction. In [Shao and Zhang, 2014], the semi-supervised
local Fisher discriminant analysis (SELF) was improved with the sparse preservation embed-
ding to effectively reduce the dimensions of hyperspectral data. [Ma et al., 2015] followed
a graph-based semi-supervised learning paradigm by the attempt to preserve the poten-
tially global data structure that lies in the whole high-dimensional space, yielding the HDR
and classification, where the graphs are constructed by different local manifold learning ap-
proaches. Ma et al. further extended their work to a spatial-spectral version of graph-based
semi-supervised manifold embedding [Ma et al., 2016a], thus leading to a smoother classifi-
cation result of hyperspectral image. [Wu and Prasad, 2018] proposed a similar approach to
achieving the discriminative dimensionality reduction of HSI in a semi-supervised fashion.
The main difference lies in the use of pseudo-labels instead of the similarity measurement
in LPP. However, these approaches mainly benefit from the fixed graph structure generated
manually or given from other algorithms (e.g., local manifold learning [Ma et al., 2015], the
Dirichlet process mixing model [Wu and Prasad, 2018]). This type of graph construction
strategy tends to exhibit weak generalization of the features, further causing a performance
bottleneck.
Apart from the SSDA-related methods, there is certainly the other type of SSL algorithms in
HDR. For example, [Zhang et al., 2013b] proposed to apply the local scaling cut criterion for
semi-supervised dimensionality reduction of hyperspectral image. The researchers of [Liao
et al., 2012] performed a semi-supervised hyperspectral classification over urban areas by
integrating the directional morphological profiles and SDA, attempting to further improve
the classification performance. Interestingly, [Su et al., 2012a] took advantage of the cluster-
ing technique based on divergence in order to learn an orthogonal projection and achieved
a semi-supervised HDR. Motivated by probabilistic principal component analysis (PPCA),
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[Xia et al., 2014] developed a semi-supervised PPCA approach for hyperspectral image clas-
sification. With a different strategy, [Wang et al., 2014] propagated the label information in
a spatial-spectral fashion, yielding a semi-supervised classification of HSI. In [Wang et al.,
2016], the issue of dimensionality reduction is viewed as a non-negative matrix factoriza-
tion, and they aimed at learning a sparsity-promoting projection matrix in the process of
HDR. Very recently, [Hong et al., 2019b] proposed to propagate the labels on a dynamic
graph for semi-supervised HDR by the means of data-driven graph learning strategy.
Furthermore, many hyperspectral band selection methods have been also investigated in
semi-supervised HDR. A work related to graph-based SSL was proposed in [Chen et al.,
2010] by weighing the different bands to adaptively select the spectral bands. A similar
work was presented in [Su et al., 2012b] by the means of adaptive affinity propagation with
the measurement of SAM for semi-supervised band selection.
3.2 Spectral Unmixing
An abundant of spectral information provided in the hyperspectral image allows identi-
fying the materials through subtle spectral discrepancies. Nevertheless, the material easy-
mixing, as mentioned earlier, makes the spectral profiles of different materials difficult to
be distinguished. Same with dimensionality reduction, spectral unmixing is, as often as not,
an essential step before the high-level data analysis is made. Spectral unmixing refers to
a procedure that decomposes the observed pixel spectrum of the hyperspectral image into
a series of constituent spectral signals (or endmembers) of pure materials and a set of cor-
responding abundance fractions (or abundance maps). Depending on the different types of
material mixing, unmixing methods can be appropriately characterized based on the lin-
ear mixing model and nonlinear mixing model. Figure 3.3 illustrates the different mixing
scenarios: (a) linear mixing; (b) and (c) nonlinear mixing.
3.2.1 Linear Mixing Model and Its Variants
When the materials are mixed at a macroscopic scale, which means the incident light only
interacts with one certain material, the linear mixing usually occurs in the sensor receiver
side, as depicted in Figure 3.3(a). Assuming the absence of any spectral, spatial, and tempo-
ral deformations as well as microscopic interactions between the materials, such as multiple
scatting and intimate mixing, are negligible, the mixed spectral profile of each pixel in a
hyperspectral scene is well measured by a linear mixing model (LMM) [Bioucas-Dias et al.,
2012].
A. LMM
Let Y = [y1, ...,yi , ...,yN ] ∈ RD×N be a stretched hyperspectral image with D bands by N
pixels and A = [a1, . . . ,aP ] ∈ RD×P be the endmembers with the dimension of D × P . X =
[x1, ...,xi , ...,xN ] ∈ RP×N represents the abundance maps, whose each column vector denotes
the fractional abundance at each pixelof HSI. R = [r1, ...,ri , ...,rN ] ∈ RD×N is the residual
with matrix form, including various noises, reconstruction errors of the model, and among
others. Ideally, the measured spectrum in a given pixel is denoted as yi ∈ RD×1, which can
be linearly approximated by a set of endmember spectra associated with the corresponding
fractions. Therefore, the resulting LMM can be written as
yi = Axi + ri , (3.42)
where each ai and xi should be non-negative so that the physical conditions are satisfied
in reality. What’s more, the abundance xi , as the name suggests, represents the proportions
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Fig. 3.3. Linear and nonlinear mixing scenarios: (a) linear mixing. (b) nonlinear mixing of intimate mixture. (c) nonlinear
mixing of multilayered scattering: a two-layered case.
occupied by the different endmembers. This makes xi be subject to a sum-to-one constraint
as well. Thus, Eq. (3.42) with the necessary constraints can be rewritten as
yi = Axi + ri , s.t. A  0, xi  0,
N∑
i=1
xi = 1. (3.43)
By collecting all pixels, we have a compact matrix form of Eq. (3.43):
Y = AX + R, s.t. A  0, X  0, 1TX = 1. (3.44)
We will emphatically introduce several state-of-the-art unmixing methods based on LMM,
they are fully constrained least squares unmixing (FCLSU) [Heinz et al., 2001], partial con-
strained least squares unmixing (PCLSU) [Heylen et al., 2011], sparse unmixing by variable
splitting and augmented Lagrangian (SUnSAL) [Bioucas-Dias and Figueiredo, 2010], scaled
partial constrained least squares unmixing (SPCLSU) [Veganzones et al., 2014], dictionary-
adjusted non-convex sparsity-encouraging regression (DANSER) [Fu et al., 2016], extended
linear mixing model (ELMM) [Drumetz et al., 2016], and perturbed linear mixing model
(PLMM) [Thouvenin et al., 2016].
. 1) FCLSU: In practice, the endmembers (A) can be pre-extracted from the given hyper-
spectral scene by the means of some endmember extraction methods, e.g., vertex compo-
nent analysis (VCA) [Nascimento and Dias, 2005]. When the endmember matrix is given,
the problem of estimating the abundance maps (X) is degraded to solve a least-square re-
gression problem, we then have the FCLSU:
min
X
{
1
2
‖Y−AX‖2F s.t. X  0, 1TX = 1.
}
. (3.45)
Due to the presence of spectral variability, FCLSU usually yields poor unmixing perfor-
mance. This might result from strong sum-to-constraint. A typical solution to this issue
is to relax the sum-to-one constraint to less or larger than one or to extremely ignore this
constraint.
. 2) PCLSU: According to the aforementioned solution, the resulting PCLSU becomes the
following form:
min
X
{
1
2
‖Y−AX‖2F s.t. X  0.
}
. (3.46)
The estimated variable X in Eq. (3.46) might be any scales, owing to a badly-conditioned
observed matrix Y. To alleviate the effects of the ill-posed problem, meaningfully physical
assumptions have to be added in the form of regularization.
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. 3) SUnSAL: As observed, the abundances on each endmember are theoretically supposed
to be sparse. Bioucas-Dias et al. embedded this property into LMM and achieved a powerful
SUnSAL algorithm. The resulting optimization problem can be written as follows
min
X
{
1
2
‖Y−AX‖2F +α‖X‖1,1 s.t. X  0, 1TX = 1.
}
, (3.47)
where ‖X‖1,1 ≡∑Nk=1‖xk‖1 is denoted as an approximation of sparsity-promoting term.
In view of effectiveness of SUnSAL, SUnSAL’s variations have been subsequently proposed
in recent years, such as SUnSAL with total variation spatial regularization (SUnSAL-TV) [Ior-
dache et al., 2012], collaborative sparse regression (CLSUnSAL) [Iordache et al., 2014], etc.
We have to admit, however, that these advanced methods are still subject to the framework
of LMM that is sensitive to spectral variabilities.
B. ELMM
ELMM aims to modeling the principle spectral variability (scaling factors) to allow a pixel-
wise variation at each endmember:
yi = ASixi + ri , (3.48)
where Si ∈ RP×P is a diagonal matrix with the non-negative constraint (Si  0). A matrix
form of Eq. (3.48) can be repented as
Y = A(SX) + R, (3.49)
here S ∈RP×N is a full matrix collecting the scaling factors from all pixels whose ith column
is Si . The operator  is denoted as the Schur-Hadamard (termwise) product.
. 1) Unmixing under the ELMM: Intuitively, the optimization problems in (3.48) and (3.49)
are hardly to be analytically solved. In ?, a trick is employed by splitting the coupled vari-
ables (S and X), then we have
min
X,S0,A
 N∑
k=1
(‖yk −Akxk‖22 +λS‖Ak −A0Sk‖2F)
 , (3.50)
where A0 is the reference endmember spectrum, A = {Ai} is a collection of pixel-dependent
endmember matrices, and λS plays a balance role between the two separated terms.
Eq.(3.50) can be alternatively optimized with respect to each variable by alternating mini-
mization strategy [Kim and Park, 2008].
. 2) SPCLSU: Prior to ELMM, scaling factors have been investigated in a simple way, that
is SPCLSU in which endmembers are reasonably assumed by sharing the same scale as the
scaling factors are strongly associated with topography. SPCLSU actually conducts a PCLSU
in the beginning, and then normalizes the abundance maps to meet sum-to-one. This is a
simple but effective strategy, which is also involved in our proposed method.
C. PLMM
As the name suggested, PLMM attempts to describe the spectral variability as additive per-
turbation information. Both the pixel-wise and the corresponding matrix form of PLMM
can be expressed, respectively
yi = (A +∆i)xi + ri , (3.51)
and
Y = AX + [∆1x1|...|∆ixi |...|∆NxN ]︸                       ︷︷                       ︸
∆
+R,
(3.52)
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where∆ is [∆1x1| . . . |∆ixi |...|∆NxN ] denotes the perturbation information of the endmembers.
. 1) Unmixing under the PLMM: The optimization problem corresponding to PLMM-based
unmixing can be given as
min
A,∆,X
{
1
2
‖Y−AX−∆‖2F +αΦ(X) + βΨ(A) +γΥ(∆)
}
, (3.53)
whereΦ,Ψ, and Υ parameterized by α, β, and γ , are penalties with respect to variables X,
A, and ∆, receptively. Notably, Υ term is modeled by a Frobenius norm.
. 2) DANSER: Likewise being generalized to PLMM framework, DANSER adopts a
sparsity-encouraging regression technique for a dictionary-based spectral unmixing, where
a perturbation-like information is explored to measure the mismatch between spectral dic-
tionary and observed endmembers. This model, namely DANSER, is formulated by
min
A′ ,X
{
1
2
‖Y−A′X‖2F +α‖A
′ −A‖2F + β‖X‖p2,p s.t. X  0
}
, (3.54)
where A
′
represents the corrupted endmember matrix obtained by perturbing the variable
A.
Besides, there are some very-recently-proposed models providing the spectral variability
with different prior assumptions in hyperspectral image unmixing, such as low-coherent
modeling between the ideal spectral signatures and spectral variabilities [Hong et al., 2017a,
2019c, Hong and Zhu, 2018], tensor factorization using total variation regularization [Xiong
et al., 2018], adaptive bundles and double sparsity [Uezato et al., 2019], non-convex spar-
sity and non-local smoothness [Yao et al., 2019], endmember bundles and group sparsity
[Drumetz et al., 2019], etc.
3.2.2 Nonlinear Mixing Models
Compared to LMM, nonlinear mixing models are inclined to investigate and analyze the
physical interactions between multiple materials due to the reflection and scattering of light.
These interactions might happen at a microscopic scale (intimate mixing) or multilayered
level, as illustrated in Figures 3.3(b) and (c). Accordingly, two groups of nonlinear mixing
models: intimate mixtures and bilinear models, are detailed as follows.
Intimate Mixtures
Intimately mixing is caused mainly due to the complex interactions between the inside of
materials. Currently, there has been a well-established mathematical theory, called radiative
transfer theory (RTT) [Chandrasekhar, 2013], in modeling the energy transferring between
the photons interacts of the materials. Nevertheless, simultaneously estimating the spectral
signatures and the corresponding material densities with the RTT in a nonlinear scene needs
to solve an extremely ill-posed problem, which is hardly possible to be achieved under the
conditions of limitedly available scene parameters. For this reason, researchers have found
three approximated models – Hapke model [Hapke, 1981], Kulbelka-Munk model [Kubelka
and Munk, 1931], and Shkuratov formulation [Shkuratov et al., 1999], to approach the an-
alytical solution of the RTT. These models have been successfully applied to address many
practical challenges and tasks, e.g., in chemistry, topology and illumination analysis, min-
eral exploration, and so on.
Although the above three kinds of models weaken the complexity of RTT, yet such complete
physical models are still too complex to be widely used in the real case. Kernel strategy is an
effective tool being able to fully take the intimate mixtures into consideration [Broadwater
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et al., 2009]. For that, several kernel-inspired unmixing methods [Broadwater and Banerjee,
2010, 2011] have been proposed, making it feasible to model the nonlinear degrees by using
RBF, polynomial formulation or some physics-induced kernel functions [Broadwater and
Banerjee, 2009].
In addition, to alleviate the effects of the microscopically mixing materials, it makes sense
to regard the homogeneous composition in the spatial domain as a pure endmember as
long as the sensor resolution can be reasonably assumed to be the same with the objects of
interest. Following this way, the intimate mixtures in a hyperspectral scene can be seen as a
microscopically mixed product [Dobigeon et al., 2014].
Bilinear Models
[Borel and Gerstl, 1994] gave a nice and easy-understanding illustration to clarify the mix-
ing procedures of the multilayered model, where the combination of material mixing at a
macroscopic level is enumerable, as shown in Figure 3.3(c). One common thing may meet
the nonlinear mixing behavior in reality, that is, the incident light is scattered from a given
material and encounters other materials again before it is received by the sensor. This is
a quite common case that often happens in the forest-covered areas. In mathematics, this
process can be modeled in the bilinear fashion:
yi =
P∑
q=1
aqxq,i +
P−1∑
u=1
P∑
v=u+1
(au  av)xu,v,i + ri ,
s.t. aq  0, au  0, av  0, xq,i  0,
P∑
q=1
xq,i = 1, xu,v,i ∈ (0,1),
(3.55)
where the term au  av is defined as
au  av =

a1,u
a2,u
. . .
aD,u



a1,v
a2,v
. . .
aD,v

=

a1,ua1,v
a2,ua2,v
. . .
aD,vaD,v

. (3.56)
In Eq. (3.55), the nonlinear interaction behavior across the materials is modeled in the sec-
ond term. Additionally, there are some alternatives in describing the constraints, i.e. [Somers
et al., 2009] proposed the abundances and nonlinear mixing coefficients should follow the
improved sum-to-one constraint as
P∑
q=1
xq,i +
P−1∑
u=1
P∑
v=u+1
xu,v,i = 1. (3.57)
Unlikely the model shown in Eq. (3.55), [Fan et al., 2009] represented the coefficients xu,v,i
with a function of abundances xq,i , denoted as xu,v,i = xu,ixv,i . Hence, the improved bilinear
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model, called Fan Model (FM), is given in the following:
yi =
P∑
q=1
aqxq,i +
P−1∑
u=1
P∑
v=u+1
(au  av)xu,ixv,i + ri ,
s.t. aq  0, au  0, av  0, xq,i  0, xu,i  0, xv,i  0,
P∑
q=1
xq,i = 1,
P∑
q=1
xu,i = 1,
P∑
q=1
xv,i = 1,
(3.58)
which is clear, however, that the proposed model does not have the ability to generalize
the LMM, as the quantity of nonlinear interactions in each pixel is only restricted in two
kinds of materials. To effectively address this issue, a generalized bilinear model (GBM) was
proposed in [Halimi et al., 2011] by combining the advantages of Eqs. (3.55) and (3.58):
yi =
P∑
q=1
aqxq,i +
P−1∑
u=1
P∑
v=u+1
(au  av)xu,ixv,u,ixv,i + ri ,
s.t. aq  0, au  0, av  0, xq,i  0, xu,i  0, xv,i  0,
P∑
q=1
xq,i = 1,
P∑
q=1
xu,i = 1,
P∑
q=1
xv,i = 1, xu,v,i ∈ (0,1).
(3.59)
Most recently, according to the powerful fitting or learning ability of deep learning tech-
niques, many deep models have been proposed to nonlinearly unmix the hyperspectral
data one after another. In early stage, [Guo et al., 2015] tried to use a cascade autoencoder
network to simultaneously denoise and unmix the hyperspectral image. By adding a par-
tial non-negative constraint, they further improved the autoencoder-based unmixing model
[Qu et al., 2017]. Subsequently, the investigators of [Palsson et al., 2018] purposefully de-
signed three special layers in the autoencoder network corresponding to the non-negativity,
sum-to-one constraint, and denoise removal (spectral variability), respectively, with the ap-
plication to the pixel-wise spectral unmixing. In the meanwhile, a stacked non-negative
sparse autoencoder was presented for robust hyperspectral unmixing [Su et al., 2018]. [Su
et al., 2019] continuously increased the number of layers, yielding a deep unmixing network
based on autoencoders. Beyond that, [Hong et al., 2019a] proposed to model the physically
meaningful endmembers into the network learning, yielding a weakly supervised unmixing
network.
3.3 Multi-Modality Data Analysis
Owing to the innovation and advancement in the imaging system, the availability of data
becomes diversity. In particular, with the rapid development of remote sensing techniques,
the data are able to be largely captured by different sensors from aircraft and spacecraft.
The sharp increase in the diversity and complexity of data collection, however, brings a se-
rious difficulty in processing and analyzing this kind of multimodal data effectively and
efficiently. Conversely, it also provides us a new opportunity to use the multimodal data in a
complementary way, making it possible to further improve the learning ability of the model.
As the proverb says, two heads are better than one. The unimodal data often fail to make
a desirable decision, because much of the important information is missing. This motivates
us to synthetically leverage the complementary information of multiple data sources in or-
der to jointly contribute to the complex remote sensing tasks. For example, in land cover
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and land use classification, there exists a miscellany of buildings in a city scene, which is
expected to be classified accurately. In this case, optical remote sensing imagery, e.g., RGB,
or multispectral and even hyperspectral data, fails to accomplish this goal to some extent,
due to the lack of height information retrieval. What is possible at this time if the Ladar or
SAR data are involved in this learning system.
In recent years, some exploratory researches have been made to enhance the representa-
tion capability of the learned model by introducing multi-source or multi-temporal remote
sensing data. Hyperspectral data have, which is characterized by rich spectral information,
received enormous attention in multi-modality data analysis. Targeting at the different ap-
plication background, the fusion and learning strategies can be roughly categorized into
two parts: concentration-based multi-modality fusion learning (CMMFL) and alignment-
based cross-modality share learning (ACMSL). A showcase of the differences between the
two strategies is clarified in Figure 3.4.
3.3.1 Concentration-based Multi-Modality Fusion Learning
A general but effective way in handling the issue of image or feature-level fusion is con-
centrating the multi-source data into a stacked vector. Given the inputs of two different
modalities XA =
[
xA,1,xA,2, . . . ,xA,m
]
and XB =
[
xB,1,xB,2, . . . ,xB,m
]
, the output in the form of
stack (XC) can be then expressed as
XC =
[
xC,1,xC,2, . . . ,xC,m
]
=

xA,1xB,1
 ,
xA,2xB,2
 , . . . ,
xA,mxB,m

 . (3.60)
Then, the stacked features can be fed into certain classifiers or feature learning models.
Figuratively speaking (see the Figure 3.4(a)), the stacking operation might happen in any
stages, i.e. it can be performed in the image-level, as shown in Eq. (3.60), and the information
is also fused in the feature-level, formulated by
FC =
[
fC,1,fC,2, . . . ,fC,m
]
=

fA,1fB,1
 ,
fA,2fB,2
 , . . . ,
fA,mfB,m

 , (3.61)
where FC denotes the fused feature vectors and its each component can be represented as
fC,i = gf e(XC,i), (3.62)
where gf e is defined as the feature extractor. Of course, the fusion process occurs in the
decision-level as well.
In this topic, there have been many representative methods successfully developed and ap-
plied for a wide variety of HSI-related applications. Stacked features extracted both spa-
tially and spectrally were adopted in [Camps-Valls et al., 2006] and then were fed into the
kernelized support vector machines (SVMs) for hyperspectral image classification. [Chen
et al., 2009] performed the hyperspectral data classification by exploiting stacked general-
ization to combine shape features and spectral information into the SVMs. The authors of
[Ghamisi et al., 2014] investigated an automatic spectral-spatial hyperspectral classification
with a stacking combination of attribute profiles and its extracted features. Inspired by the
graph-based embedding framework, [Liao et al., 2015] concentrated the morphological fea-
tures extracted from hyperspectral and Lidar data in low-dimensional embedding space.
The experimental results demonstrated the effectiveness of this type of stacking strategy. In
the previous IEEE GRSS data fusion contest of multimodal land use classification, [Yokoya
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Concentratation-based Fusion Learning
Projection
Modality A
Modality B
Fused FeaturesFeature Concentration
(a) CMMFL
Alignment-based Share Learning
Projection 1
Projection 2
Modality A
Modality B
Fused Features
(b) ACMSL
Fig. 3.4. An illustration to clarify the differences of two different multi-modality data analysis strategies. (a) CMMFL: the
features are stacked to jointly learn the fused features via one Projection. (b) ACMSL: the fused features are obtained by
learning two different projections (Projections 1 and 2) from two corresponding modalities, respectively.
et al., 2018] won the first place by using multiple stacked features for local climate zones
classification. [Kang et al., 2018] augmented the features of the hyperspectral images to-
wards multi-scale and multi-direction generated by Gabor filters [Hong et al., 2014a] as a
new input of deep networks. Similarly, [Hang et al., 2019] constructed a cascaded recurrent
neural network for hyperspectral image classification. Quite recently, a novel object detec-
tor based on cumulative spatial-frequency channel features has been proposed by [Wu et al.,
2019b] to yield a robust optical remote sensing imagery detection.
Similarly, there is an undeniable success of using concentration-based fusion strategies in
the currently popular deep learning techniques. They give the different names to the fu-
sion of image-level and feature-level, corresponding to early fusion and later fusion, respec-
tively. For example, [Audebert et al., 2016] semantically segmented the earth observation
data with multi-modal and multi-scale deep networks. Further, the same authors fused the
multimodal data that go beyond the RGB in a FuseNet [Hazirbas et al., 2016] architecture
with a residual structure for urban scene parsing [Audebert et al., 2018]. More forcefully, in
[Ghamisi et al., 2017], multiple hand-craft features were first extracted by simultaneously
collecting the spectrally discriminative features and spatially morphological features of the
hyperspectral data as well as Lidar multiextinction profiles with a final deep fusion module,
achieving a new multi-modality fusion paradigm. A similar strategy was adopted in the lit-
erature [Wu et al., 2018] where multi-scaled and rotation-invariant features learned from a
VGG network are input into an ensemble classifier to robustly detect the geospatial objects.
3.3.2 Alignment-based Cross-Modality Share Learning
The completeness of data correspondence is the prerequisite behind the advantages of
CMMFL-based methods. This compulsory requirement undoubtedly leads to a poor fit for
cross-modality-related tasks [Ngiam et al., 2011]. In contrast to the multi-modality learn-
ing (take bi-modality as an example), the cross-modality learning (CML) trains on single
modality and tests on bi-modality, or vice versa (train on bi-modality and test on single
modality).
Such a cross-modality learning problem exists widely in real-world remote sensing tasks.
An explicit evidence is the large-scale land cover and land use classification of jointly us-
ing hyperspectral and multispectral data. It is obvious that as currently operational optical
broadband (multispectral) satellites (e.g. Sentinel-2 or Landsat-8) enable the multispectral
data freely available on a nearly global scale. Rather, the geospatial coverage of the hy-
perspectral data is extremely narrower than the one of multispectral imaging, due to the
limitations of satellite imaging techniques and a larger requirement in storage capability.
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Nevertheless, we may be able to expect a small amount of such data available. This is a
typical CML problem related to transfer learning.
Common or shared subspace learning is an effective solution to address this CML’s issue,
where manifold alignment (MA) is a relatively mature algorithm group by aligning multiple
modalities into a latent subspace, thereby yielding an effective knowledge transfer. The key
idea of MA can be generalized as learning a common (or shared) subspace where different
data sources can be aligned to learn a joint feature representation. Figure 3.4(b) gives an
illustrative vision example. Intuitively, MA [Wang and Mahadevan, 2009] follows similar
steps with manifold learning techniques of graph-based embedding in the following:
1) In supervised models, the aligned graph structure is computed based on labels, while
for unsupervised models, the weights between samples can be automatically generated
by similarity measurement.
2) Once the weighted graph structure is given, the aligned subspace can be naturally esti-
mated by calculating a low-dimensional manifold embedding.
By preserving a joint manifold structure that consists of a label-inspired aligned graph and
weighted graph measured by the similarity between unlabeled data, semi-supervised MA
allows different data sources to be better transformed into a shared latent subspace The
model in [Wang and Mahadevan, 2011] is a classic semi-supervised MA approach, which
fuses three different properties into a joint manifold structure, that is, similarity matrix Ws:
Ws =

W1,1s W
1,2
s . . . W
1,K
s
W2,1s W
2,2
s . . . W
2,K
s
. . . . . . . . . . . .
WK,1s W
K,2
s . . . W
K,K
s

, (3.63)
dissimilarity matrix Wd :
Ws =

W1,1d W
1,2
d . . . W
1,K
d
W2,1d W
2,2
d . . . W
2,K
d
. . . . . . . . . . . .
WK,1d W
K,2
d . . . W
K,K
d

, (3.64)
and Wt that describes the topology structure of individual data by the means of knn, is
defined by
Wt =

W1,1t 0 . . . 0
0 W2,2d . . . 0
. . . . . . . . . . . .
0 0 . . . WK,Kt

, (3.65)
where K stands for the number of data source, and Wi,js can be computed, respectively, by
Wi,js =
{
1, if xiA and x
j
B are from the same class;
0, otherwise,
(3.66)
while Wi,jd is
Wi,jd =
{
1, if xiA and x
j
B are from the different class;
0, otherwise,
(3.67)
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and Wi,jt can be given by
Wi,jt =
{
e−‖xi−xj‖2 , if xjB ∈ φk(xiA);
0, otherwise.
(3.68)
When the joint manifold structure is ready to go, the cost function of semi-supervised MA
is composed of three scalars:
A =
1
2
K∑
A=1
K∑
B=1
m∑
i=1
m∑
j=1
‖PTAxiA −PTBxjB‖2Wi,js , (3.69)
B =
1
2
K∑
A=1
K∑
B=1
m∑
i=1
m∑
j=1
‖PTAxiA −PTBxjB‖2Wi,jd , (3.70)
and
C =
1
2
K∑
t=1
m∑
i=1
m∑
j=1
‖PTt xit −PTt xjt‖2Wi,jt . (3.71)
As a result, the overall cost function can be written as
L = (A+C)
B
. (3.72)
By minimizing the Eq. (3.72), we then can obtain the corresponding solution (the to-be-
estimated projection P) by solving a GED solver.
Different from the CMMFL that aims to learning the stacked multimodal representation,
ACMSL is able to adaptively shuttle back and forth between the different modalities or do-
mains by the means of the learned common subspace. The former is suitable for the case
of holding complete paired data between the multimodalities, which may be met only in
a small-scale case. Yet the latter ACMSL would have a good fit for the case of large-scale
classification or mapping, due to the shared learning strategy. In [Matasci et al., 2011], the
hyperspectral data in the source and target domains are linearly projected into a shared
subspace in which the spectral gap between the two domains is expected to be reduced for
hyperspectral image classification. Inspired by the idea of semi-supervised MA, as men-
tioned above, [Tuia et al., 2014] attempted to align the multi-view remote sensing images
on manifolds by fully allowing for the view variants between the images captured from the
different angles. This seems to play a registration-like role to avoid the effects of multi-view
variants to some extent. A similar work was proposed in [Matasci et al., 2015], which is
developed based on an excising transfer component analysis [Pan et al., 2011], making it
applicable for remote sensing image classification. [Tuia and Camps-Valls, 2016] proposed
to nonlinearly align the multimodal data in a higher dimensional kernel-induced space in-
stead of in the original space. Integrated with semi-supervised MA, authors of [Hu et al.,
2019] presented a novel graph construction strategy with the use of mathematically topo-
logical data analysis (TDA) for learning the fusion of hyperspectral and polarimetric SAR
images. Moreover, [Liu et al., 2019] designed a two-stream convolutional neural network for
the fusion of spatiotemporal images.
It should be noted, however, that due to considerable heterogeneity of multimodal data,
either CMMFL-based or those previously-proposed ACMSL methods fails to activate the
connections across modalities, yielding a relatively weak transferability of multi-modality.
To this end, [Hong et al., 2019d] proposed to learn a common subspace by aligning the
40
multimodalities on a latent subspace where the features are apt to be better blended. Beyond
the pure supervised models, the same investigators [Hong et al., 2019e] further explored
the potential of the common subspace learning and proposed a semi-supervised learning
framework to align the data structure on a learnable manifold space.
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4 Summary of the Work
L inking up with one general goal of this thesis as well as its spin-off three research objec-tives, as mentioned in Chapter 1, six solutions are contrapuntally proposed to address
the corresponding challenges in six peer-reviewed articles by the author (full as the first
author), published in one top conference paper and five journal papers, respectively. Ac-
cordingly, this chapter draws a brief summary of these articles by highlighting the following
sixfold contributions.
• Contribution 1: To alleviate the effects of non-uniform distribution of HSI and mul-
ticollinearity of affinity matrix computation in the traditional manifold embedding
methods, a robust manifold representation learning is proposed for nonlinearly spatial-
spectral HDR in section 4.1.
• Contribution 2: Considering the trade-off between the robustness and discrimination
in HDR, a joint & progressive learning strategy (J-Play) is developed in section 4.2 for
supervised hyperspectral image classification.
• Contribution 3: By deeply investigating the statistical characteristics between spectral
signatures and spectral variabilities, a low-coherent prior is modeled into the LMM to
yield the proposed augmented linear mixing model (ALMM). This resulting model ad-
dresses the spectral variability by separating the variabilities from the original spectral
reconstruction problem (see section 4.3).
• Contribution 4: A novel subspace-based insight to see the issue of spectral unmixing,
called SULoRA, is provided in section 4.4 by jointly estimating the low-rank subspace
projections and abundance maps in the process of unmixing.
• Contribution 5: The first attempt in methodology is made to survey the role of hy-
perspectral data in the large-scale earth observation tasks. Section 4.5 will introduce a
specific case of multispectral image classification in a large area with the aid of a par-
tially overlapped HSI. This process will be achieved by a simple but effective common
subspace learning (CoSpace) algorithm.
• Contribution 6: In section 4.6, a follow-up work with regard to the same problem men-
tioned in section 4.5 is presented to adaptively learn an aligned cross-modal represen-
tation on the learnable manifolds in a semi-supervised fashion, named learnable man-
ifold alignment (LeMA).
4.1 Robust Local Manifold Representation for HDR
Appendix A aims at addressing two great challenges that traditional manifold learning
methods are facing in the topic of HDR. It is well-known that local manifold learning (LML)
is mainly characterized by affinity matrix construction, which is composed of two steps:
neighbor selection and computation of affinity weights. More specifically,
1) The neighbor selection is sensitive to complex spectral variability due to non-uniform
data distribution, illumination variations, and sensor noise;
2) The computation of affinity weights is challenging due to highly correlated spectral
signatures in the neighborhood.
To this end, a novel manifold learning methodology based on locally linear embedding (LLE)
is proposed in this work through learning a robust local manifold representation (RLMR).
More specifically, a hierarchical neighbor selection (HNS) is designed to progressively elimi-
nate the effects of complex spectral variability using joint normalization (JN) and to robustly
compute affinity (or reconstruction) weights reducing multicollinearity via refined neighbor
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Fig. 4.1. The workflow of the proposed RLMR algorithm.
selection (RNS). Additionally, an idea that jointly embeds the spatial-spectral information
is introduced into the proposed manifold learning methodology to further improve the ro-
bustness of affinity calculations. An illustrative workflow of the proposed RLMR is shown
in Figure 4.1, and the specific procedures are detailed as follows:
 Step 1. Global data normalization (GDN) is performed to deal with spectral variability
modeled by scaling and shifting.
 Step 2. Neighbor selection (NS) coarsely selects local neighbors of the target pixel.
 Step 3. Local data normalization (LDN) is applied to make local data distribution more
uniform and isotropic and further eliminate locally spectral variability.
 Step 4. RNS aims at mitigating multicollinearity in local manifold space, making it pos-
sible to obtain a relatively accurate and intrinsic structure of the underlying manifold.
 Step 5. Computation of reconstruction weights with contextual information jointly em-
beds spectral and spatial information for a robust calculation of the reconstruction
weights.
 Step 6. Calculation of embedding obtains the low-dimensional feature representation
by embedding robust local manifold properties into the low-dimensional space.
4.1.1 Hierarchical Neighbors Selection
To solve the first challenge regarding the sensitivity to complex spectral variability, HNS is
purposefully proposed by combining the JN and the RNS, as shown in Figure 4.2.
A. JN
Data normalization aims at reducing the effect of numerous variations and improving the
performance of subsequent algorithms. Generally, data normalization includes GDN and
LDN. The purpose of GDN is to mitigate illumination variations and modify the global
data distribution so that it is more uniform and isotropic, enabling them to be measured
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Fig. 4.2. A detailed diagram of hierarchical neighbors selection, including 2-D and 3D visualization.
in the same, or similar, level or unit. Therefore, GND should be performed on the whole
hyperspectral image. Unlike GDN, LDN tends to uniformize the mean and variance of the
local neighborhood, which is good for eliminating the local mutation in the spectral domain.
Owing to the merits of GDN and LDN, JN is an appropriate approach to effectively address
the issues of spectral variability and non-uniform data distribution. There is a step-wise
implementation in the following.
(1) GDN: it performs the following computations:
xnsi =
xoi − coi
soi
,
xgi = (x
ns
i − cns)./sns,
(4.1)
where the operator “./” means the element-wise division; xoi denotes the i-th original
spectral signature and coi and s
o
i are defined as the mean value and variance of x
o
i , re-
spectively, while the xnsi is specified as the normalized representation of x
o
i . By col-
lecting all spectral signatures, we then have the matrix form of normalized spectral
signatures Xns, whose mean and variance values can be represented as cns and sns.
(2) LDN: After selecting coarse neighbors for each data point using the Euclidean distance,
LDN is exploited to make the data distribution more uniform and isotropic in a local
manifold space, which can be formulated as
xli,j =
(x
g
i − cgi )./sgi , j = 0
(xgi,j − cgi )./sgi , j = 1,2, . . . ,K,
(4.2)
where the cgi and s
g
i stand for the mean and variance of the globally normalized spectral
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features (Xgi =
[
xgi ,x
g
i,1, . . . ,x
g
i,j , . . . ,x
g
i,K
]
) obtained by Eq. (4.1) in the i-th data point and its K
neighbors, respectively. Xli =
[
xli ,x
l
i,1, . . . ,x
l
i,j , . . . ,x
l
i,K
]
is the final output of spectral features
for a given i-th data point and its surroundings by JN.
B. RNS
After JN, the influence of spectral variability has been mitigated to a great extent, but mul-
ticollinearity still exists among neighbors. Multicollinearity leads to an inaccurate estima-
tion of the affinity matrix, thereby degrading the quality of the local manifold structure.
To address this issue, refined neighbor selection (RNS) is performed as the second layer
of HNS. RNS can mitigate the effects of multicollinearity by matching locally neighboring
manifold structures to reduce information redundancy. The first step is to construct the lo-
cal structure features Flocalp for each data point p by the means of its neighbor’s information
Xlp =
[
xlp,1, . . . ,x
l
p,j , . . . ,x
l
p,K
]
, thereby the Flocalp can be formed by the distance property between
the feature of p with those of its neighbors using a RBF function:
Flocalp,j = e
(−‖xlp−xlp,j‖22),
Flocalp =
[
Flocalp,j , . . . ,F
local
p,j , . . . ,F
local
pK
]
,
(4.3)
and the second step is to to screen out new local neighbors that hold similar data distribution
(local manifold structure) using a Kullback-Leibler divergence (KLD). Thus, the differences
of the above local features, defined as df =
[
d
f
1 , . . . ,d
f
q , . . . ,d
f
K
]
between the point p and its
certain neighbor q can be measured as:
d
f
q = KLD(Flocalp ||Flocalq ) +αKLD(Flocalq ||Flocalp )), (4.4)
where
KLD(Flocalp ||Flocalq ) =
K∑
j=1
Flocalp,j × log2
Flocalp,jFlocalq,j
 ,
KLD(Flocalq ||Flocalp ) =
K∑
j=1
Flocalq,j × log2
Flocalq,jFlocalp,j
 .
(4.5)
where α is a penalty parameter balancing the two terms described in Eq. (4.5). Using the Eq.
(4.4), the neighbors with the k smallest values are chosen from the coarse neighbors as the
new neighbors of the data point p, namely Xnlp =
[
xnlp,1, . . . ,x
nl
p,j , . . . ,x
nl
p,K
]
. k is the final number
of neighbors for each point, and we make the value of K equal to twofold k.
4.1.2 Spatial-Spectral Contextual Information Embedding
To further improve the robustness of the calculation of reconstruction weights, the spatial
information is incorporated into linear reconstructions. We assume that spatially neighbor-
ing spectral pixels can be explained by the same or similar reconstruction weights [Chen
et al., 2011], if spatially neighboring pixels include similar spectral components. Following
this, the calculation of reconstruction weights can be re-formulated with the spatial-spectral
contextual constraint that the reconstruction weights of the target pixel are approximately
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equal to the average of those of its neighboring pixels, by
a0i = argmin
a0i
4∑
s=0
∥∥∥xnli,s −Xnli asi∥∥∥22 s.t. ‖Xnli (4a0i − 4∑
s=1
asi )‖22 ≤ η, (asi )Tasi = 1, s = 0,1, . . . ,4, (4.6)
where {xnli,s}4s=0 are the target spectral pixel and its four spatial neighbors, respectively, and
{asi }4s=0 are the corresponding reconstruction weights. η is a tiny real number (e.g., 10−3) that
represents the tolerant errors.
To optimize the problem of Eq. (4.6), we rewrite it as a joint optimization problem:
a0i = argmin
a0i
4∑
s=0
∥∥∥X̂nli −LÂi∥∥∥2F , (4.7)
which is subject to CÂi = [1 1 1 1 1]
T,
L =

4βXnli −βXnli −βXnli −βXnli −βXnli
Xnli
Xnli
Xnli
Xnli
Xnli

, (4.8)
and
Âi =

a0i
a1i
a2i
a3i
a4i

, X̂nli =

0
xnli,0
xnli,1
xnli,2
xnli,3
xnli,4

, C =

e
e
e
e
e

, (4.9)
where e represents the unit vector with the size of 1 × k and the parameter β is to bal-
ance the importance between error item and constraints. By relaxing the constraint with the
Lagrange multiplier (λ), the analytical solution of Eq. (4.7) can be obtained using matrix
derivation operation as
a0i = (L
TL +λCTC)−1(LTX̂nli +λC
Te). (4.10)
4.1.3 Performance Assessment: A Case of Classification
Classification is explored as a potential application for validating the proposed algorithm.
Experimental results are validated in comparison with other state-of-the-art HDR methods
using two common classifiers: nearest neighbor (NN) based on the Euclidean distance and
linear SVMs, on two hyperspectral datasets (Indian Pines [Baumgardner et al., 2015] and
Houston2013 [Pacifici et al., 2013]).
A. Classification Results
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Table 2. Quantitative performance comparison of nine HDR methods using two classifiers (NN and linear SVMs) under
two different sampling strategies (random sampling and region-based sampling) in terms of OA and AA on the two used
hyperspectral datasets (Indine Pines and Houston2013). The optimal parameters for all algorithms are determined by
10-fold cross-validation on the training set. The parameter v denotes the variance of Gaussian kernel only for KPCA; OSF
and LTSA are the acronym of original spectral features and local tangent space alignment, respectively.
Indine Pines Dataset
Methods Optimal Parameters
Random Sampling Region-based Sampling
OA (%) AA (%) OA (%) AA (%)
NN SVM NN SVM NN SVM NN SVM
OSF / (/) 64.74 72.72 44.78 56.67 73.86 76.04 47.39 61.87
PCA d = 50 (d = 50 ) 64.62 72.66 44.74 56.64 70.60 79.50 47.82 58.38
KPCA d = 50, v = 10 (d = 60, k = 10) 66.95 76.03 48.79 61.25 72.16 80.88 50.36 63.52
LLE d = 60, k = 40 (d = 40, k = 50) 68.49 75.51 47.45 59.55 71.47 72.51 47.23 62.49
LE d = 60, k = 7 (d = 80, k = 3) 59.57 68.19 40.92 52.73 56.93 65.06 36.59 52.85
LTSA d = 60, k = 70 (d = 40, k = 70) 71.22 81.12 51.63 66.09 75.49 84.93 52.79 64.51
JN d = 70, k = 40 (d = 90, k = 60) 72.99 82.92 52.20 66.35 76.52 83.03 52.83 66.95
HNS d = 70, k = 40 (d = 100, k = 50) 77.45 85.61 53.61 67.62 78.75 85.04 54.73 68.03
RLMR d = 50, k = 80 (d = 40, k = 90) 85.84 90.83 55.24 68.21 87.06 90.93 56.92 69.24
Houston Dataset
Methods Optimal Parameters
NN
Methods Optimal Parameters
SVM
OA (%) AA (%) OA (%) AA (%)
OSF / 72.83 76.16 OSF / 74.68 77.84
PCA d = 50 72.85 76.19 PCA d = 30 74.78 77.79
KPCA d = 50, v = 10 73.80 77.79 KPCA d = 30,v = 10 75.12 78.14
LLE d = 40, k = 50 74.23 77.49 LLE d = 60,v = 40 75.33 78.03
LE d = 60, k = 20 66.70 70.66 LE d = 20,v = 30 70.71 72.98
LTSA d = 40, k = 50 75.40 78.75 LTSA d = 30,v = 50 76.04 79.18
JN d = 60, k = 50 77.45 80.69 JN d = 70,v = 60 77.86 80.12
HNS d = 80, k = 70 78.52 81.75 HNS d = 90,v = 60 78.98 82.01
RLMR d = 70, k = 50 80.87 82.77 RLMR d = 90,v = 100 81.13 82.79
In the first dataset, classification accuracy in the use of different dimensionality reduction
methods is evaluated and compared, while two kinds of strategies are applied in select-
ing the training and test samples: random sampling and region-based sampling. Table 2
lists the performance comparison of different algorithms under the two different sampling
conditions in terms of overall accuracy (OA) and average accuracy (AA). Correspondingly,
Figure 4.3 also shows the classification maps (CMs) of nine HDR methods using the two
classifiers under two different sampling strategies of training samples.
In particular, the CMs obtained by RLMR are smoother than those of other methods in
locally spatial regions due to the embedding of spatial information. This demonstrates the
effectiveness of three kinds of proposed technical components of the RLMR, i.e. JN, RNS,
and spatial-spectral information embedding. Furthermore, one can be also observed from
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Fig. 4.3. Classification maps of nine HDR methods for the Indian Pines dataset using NN and SVM classifiers under two
different sampling strategies of training samples: random sampling and region-based sampling.
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Fig. 4.4. Robustness analysis of all compared methods with different SNRs on the Indine Pines dataset in terms of classifi-
cation accuracy. (a) classification results of random sampling. (b) classification results of region-based sampling.
Table that the performance of JN, HNS, and RLMR is progressively increased, owing to the
contributions of normalization, RNS, and spatial information, respectively.
For the Houston2013 dataset, the quantitative performance comparison is given in Table 2
with the fixed training and test sets. Similarly, Figure 4.5 visually shows the correspond-
ing CMs corresponding to the results of NN and SVM, respectively. Note that a general
framework for the out-of-samples extension [Bengio et al., 2004] is used in this paper to ap-
proximate the large-scale LML-based HDR. As shown in the false-color image of Figure 4.5,
the east side of the scene is covered with shadows of clouds, resulting in the performance
degradation of those previous HDR algorithms, while the results of the proposed RLMR are
rather robust against this variability using both NN and SVM classifiers.
B. Analysis of Sensitivity and Robustness against Noise
The sensitivity of parameters is investigated and discussed by varying the various param-
eters, e.g., the number of neighbors (k), the dimension of subspace (d), and the variance
(v) of kernel only for Kernel PCA (KPCA). Please see the Appendix A for more specific re-
sults with the changes of these parameters. It is worth noting that due to the robustness
of our proposed method (RLMR), its results remain stable with the increase in the num-
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Fig. 4.5. Classification maps of Houston2013 dataset using all HDR methods with two different classifiers (NN and SVM).
ber of neighbors k and reduced dimensionality d. Conversely, the performances of JN and
HNS are progressively degrading with the change of parameters; particularly in a situation
with a large k, the classification accuracies even degrade to a level similar to classical LML
methods.
To validate the robustness of the proposed RLMR, a further experiment is performed, which
adds noise with a different signal-to-noise-ratio (SNR) into the first dataset. Figure 4.4 shows
the classification accuracies under the two sampling strategies: (a) random sampling, (b)
region-based sampling. As the SNR decreases, the performance of JN, HNS, and RLMR
are comparatively stable and superior compared to those of classical LML methods, PCA,
KPCA, and original spectral features. This demonstrates the robustness of the proposed
method against noise and implies its effectiveness for low SRN hyperspectral images.
4.2 Joint & Progressive Learning of Hyperspectral Data
Despite the fact that nonlinear subspace learning techniques (e.g., manifold learning) have
successfully applied to low-dimensional data representation, yet there is still room for im-
provement in explainability (explicit mapping), generalization (out-of-samples), and cost-
effectiveness (linearization). Plus, limited by the imaging devices and environment, aerial
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Fig. 4.6. The motivation interpolation from separately performing subspace learning and classification to joint learning to
joint & progressive learning again. The subspace learned from the proposed model demonstrates higher feature discrimi-
nation as clarified by the green bottom line.
or spaceborne HSI inevitably suffers from the quality degradation in a more complex way
(spectral variability), making it difficult to spectrally discriminate the materials (pixel-wise
classification). Fortunately, we found that such spectral variability fails to be fitted well by
linear-based reconstruction models. In light of the discovery, we progressively search the po-
tential optimal subspace through multiple coupled linear transformations, and meanwhile
the intrinsic structure of the data (e.g., manifold prior) can be effectively preserved in the
process of subspace search. (See Appendix B)
Towards this goal, we develop a novel learning strategy, namely joint & progressive learning,
with the application to HDR, by
1) jointly performing multiple subspace learning and classification to find a latent sub-
space where samples are expected to be better classified;
2) progressively learning multi-coupled projections to linearly approach the optimal map-
ping bridging the original space with the most discriminative subspace;
3) locally embedding manifold structure in each learnable latent subspace.
The motivation of the proposed method can be interpolated step by step by Figure.
4.2.1 HDR from the View of Subspace Learning
A. General Remark
Subspace learning is to find a low-dimensional space where we expect to maximize certain
properties of the original data, e.g. variance (PCA), discriminative ability (LDA), and graph
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Fig. 4.7. The illustration of the proposed J-Play framework.
structure (graph embedding). [Yan et al., 2007] summarized these subspace learning meth-
ods in a GGE framework, which can be formulated as
min
Z
tr(ZLZT) s.t. ZDZT = I, (4.11)
whose linearized version can be reformulated on the basis of Eq. (4.11) by substituting ΘX
for Z:
min
Θ
tr(ΘXLXTΘT) s.t. ΘXDXTΘT = I. (4.12)
As opposed to the GGE framework, a regression-based joint learning model [Ji and Ye, 2009]
can explicitly bridge the learned latent subspace and labels by
min
P,Θ
1
2
‖Yl −PΘX‖2F +
λ
2
‖P‖2F s.t. ΘΘT = I. (4.13)
More details regarding the above models can be found in Chapter 2.
B. Problem Formulation
On the basis of Eq. (4.13), we further extend the framework in a progressive learning strat-
egy, which can be formulated to be the following constrained optimization problem
min
P,{Θl }ml=1
1
2
∑m
l=1
‖Xl−1 −ΘTl ΘlXl−1‖2F +
α
2
‖Y−PΘm . . .Θl . . .Θ1X‖2F
+
β
2
∑m
l=1
tr(ΘlXl−1LXTl−1Θ
T
l ) +
γ
2
‖P‖2F
s.t. Xl =ΘlXl−1, Xl  0, ‖xlk‖2  1, ∀l = 1,2, ...,m,
(4.14)
where X is assigned to X0, and α, β, and γ are three penalty parameters corresponding to the
different terms. In detail, the first term is a reconstruction loss term in order to effectively
eliminate the spectral variability, since we found that such complex variability usually fails
to be reconstructed linearly. The second term yields progressive prediction through multi-
coupled projections. To facilitate structure learning, we also perform the local manifold
regularization to each latent subspace, as shown in the third term. Figure 4.7 illustrates the
holistic J-Play framework.
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Table 3. Quantitative performance comparisons on two hyperspectral datasets with optimal dimensions determined by
10-fold cross-validation via three different classifiers – NN: nearest neighbor, KSVM: kernel SVM, and CCF: canonical
correlation forests [Rainforth and Wood, 2015]. Note that J-Playl denotes the J-Play method with l number of layers. The
best results for the different classifiers are shown in bold.
Methods Optimal Dimensions
Indian Pines Dataset Houston2013 Dataset
NN KSVM CCF NN KSVM CCF
Baseline (220/144) 65.89% 66.56% 81.71% 72.83% 80.19% 82.60%
PCA (20/20) 65.40% 75.25% 79.26% 72.75% 79.54% 83.90%
LPP (20/30) 64.86% 63.02% 68.48% 75.31% 78.43% 81.77%
LDA (15/14) 64.14% 63.88% 65.61% 75.81% 76.66% 79.62%
LFDA (15/14) 73.86% 74.25% 75.17% 75.52% 80.46% 82.27%
LSDR (50/40) 73.67% 76.84% 77.38% 76.80% 80.39% 81.64%
LSQMID (60/80) 66.94% 78.90% 79.32% 76.31% 80.23% 81.69%
J-Play1 (20/30) 78.81% 82.04% 82.24% 78.22% 83.32% 85.09%
J-Play2 (20/30) 80.87% 83.75% 83.23% 79.16% 84.41% 85.15%
J-Play3 (20/30) 83.59% 85.08% 84.44% 80.13% 83.68% 88.19%
J-Play4 (20/30) 83.92% 85.21% 84.57% 79.64% 83.25% 85.63%
J-Play5 (20/30) 83.76% 85.30% 84.41% 80.00% 82.21% 85.81%
J-Play6 (20/30) 83.56% 84.79% 83.82% 79.69% 82.45% 84.82%
J-Play7 (20/30) 82.70% 83.82% 83.04% 77.81% 81.03% 83.23%
Moreover, the non-negativity constraint with respect to each learned dimension-reduced
feature (e.g., {Xl}ml=1  0) is considered since we aim to obtain a meaningful low-dimensional
feature representation similar to original image data acquired in a non-negative unit.
4.2.2 Model Learning Process
A. Auto-reconstructing Initialization
Obviously, the proposed model is complex and the non-convex, hence we pre-train our
model to have an initial approximation of subspace projections {Θl}ml=1 as this can greatly
reduce the model’s training time and also help finding an optimal solution easier. For that,
we propose a pre-training model with respect to Θl ,∀l = 1, ...,m by simplifying Eq.(4.14) as
min
Θl
1
2
‖Xl−1 −ΘTl ΘlXl−1‖2F +
β
2
tr(ΘlXl−1LXTl−1Θ
T
l ) s.t. Xl  0, ‖xlk‖2  1, (4.15)
which is named as auto-reconstructing unsupervised learning (AutoRULe). It can be effec-
tively solved via the ADMM-based framework, where the AutoRULe needs to be initialized
by LPP as well. Please find the details in the Appendix B.
B. Global Algorithm of J-Play
Given the outputs of AutoRULe, the solution of Eq. (4.14) can be obtained by an alterna-
tively minimizing strategy that separately solves two individual subproblems with respect
to the variables {Θl}ml=1 and P. The detailed procedures for the global algorithm of J-Play are
given as follows:
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Fig. 4.8. A false-color image, groundtruth, and classification maps of the different algorithms obtained using CCF classifier
on the Indine Pines dataset with the corresponding categories.
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Fig. 4.9. A false-color image, groundtruth, and classification maps of the different algorithms obtained using CCF classifier
on the Houston2013 dataset with the corresponding categories.
1) Initialization Step: Greedily initialize layer-wise Θl corresponding to each latent sub-
space:
1O Θ0l ← LP P (Xl−1)
2O Θl ← AutoRULe(Xl−1,Θ0l ,L)
3O Xl ←ΘlXl−1
4O repeat until l is equal to m
2) Fine-tuning Step:
1O Fix other variables to update P by solving a subproblem of P
2O Fix other variables to update all {Θl}ml=1 by solving a subproblem of Θl
3O Repeat these optimization procedures until a stopping criterion is satisfied
4.2.3 Results and Analysis on Hyperspectral Data
Similarly in Section 4.1, the two same hyperspectral datasets are used for the performance
assessment of HDR. Table 3 lists classification performances of the different methods with
the optimal subspace dimensions obtained by cross-validation using three different classi-
fiers. Correspondingly, the classification maps are given in Figures 4.8 and 4.9 to intuitively
highlight the differences.
Remarkably, the performance of the proposed method (J-Play) is superior to the other meth-
ods on the two hyperspectral datasets. This indicates that J-Play is prone to learn a better
feature representation and robust against noise. On the other hand, with the increase of m,
the performance of J-Play steadily increases to the best with around 4 or 5 layers for the
first dataset and 2 or 3 layers for the second one, and then gradually decreases with a slight
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Fig. 4.10. The holistic diagram of spectral unmixing using the proposed ALMM.
perturbation since our model is only trained on the training set.
4.3 Low-Coherence Learning for Hyperspectral Unmixing
In Appendix C, a novel augmented linear mixing model (ALMM) is proposed to address
spectral variability for robust hyperspectral unmixing. The classical unmixing model, the
linear mixing model (LMM), generally fails to accurately estimate abundance maps due to
the existence of spectral variability. Thus, the proposed ALMM separately addresses the
principle spectral variability (scaling factors) generated by variations in illumination or ty-
pography by means of the endmember dictionary and models other spectral variabilities
caused by environmental conditions (e.g., atmospheric effects) and instrumental configu-
rations (e.g., sensor noise) as well as material nonlinear mixing effects, by introducing an
additional spectral variability dictionary in inverse problems of hyperspectral unmixing.
During the process, we found that the pure spectral signature should be low-coherent with
the spectral variability, leading to the low-coherence learning strategy. Therefore, we for-
mulate this property into our model so that the algorithm can jointly learn the spectral
variability dictionary and estimate the abundance maps. An illustration for the ALMM is
given in Figure 4.10. More specifically, the contributions of ALMM can be summarized as
follows:
1) We propose a novel spectral mixture model, namely (ALMM), where scaling factors are
modeled by the endmember dictionary and an additional dictionary is introduced to
model the rest of spectral variabilities simultaneously;
2) A data-driven dictionary learning method is explored in the proposed framework of
spectral unmixing in which a statistical prior is given, specifying that the spectral vari-
ability (except for scaling factors) be low-coherent with endmember spectral signatures,
thereby achieving low-coherence learning for hyperspectral unmixing;
3) An optimization algorithm based on the alternating direction method of multipliers
(ADMM) is designed to solve the proposed model.
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Fig. 4.11. An explicit example to clarify the spectral variability. (a): The line (red) 1 denotes the endmember of the trees
extracted using VCA from the Urban scene acquired from http://www.tec.army.mil/Hypercube, while the line (green) 2 is
the corresponding reference endmember (Trees). The line (blue) 3 is estimated by multiplying a scaling factor on line 2.
Line 4 (or 5) illustrates the differences between 1 and 2 (or 3) to clarify the existence of other spectral variabilities besides
scaling factors. (b) gives a statistical distribution of spectral variability in the Urban scene that it is not a simple Gaussian
distribution rather than more like a more complex Gaussian mixture distribution.
4.3.1 Spectral Variability Modeling
A. Existence and Complexity of Spectral Variability
Spectral variability refers to a variation of a spectral signature for a given material, due to il-
lumination conditions and topography, atmospheric effects, or even the intrinsic variability
of the material. A showcase of spectral variability is detailed in Figure 4.11(a). Its existence
dramatically degrades the unmixing performance of traditional LMM-based methods, since
the spectral variability is complex and does not strictly obey a Gaussian distribution in real
scenarios. Direct evidence supporting this point is shown in Figure 4.11(b), which approxi-
mately satisfies a mixed Gaussian distribution.
B. Physical Significance of Spectral Variability Dictionary
Although most spectral variabilities coherent with endmembers (A) can be represented by
scaling factors, yet the remaining spectral variabilities from either intra-class or inter-class
can still hurt the unmixing performance in reality. An example is illustrated in Figure 4.12
to clarify that the spectral variability can not be fully explained by the scaled endmembers.
Accordingly, we draw two points by reasoning as follows: 1) the scaled endmembers ob-
tained by adding scaling factors on endmembers (A) fail to fully fit the gap in-between; 2)
The errors marked in cyan of Figure 4.12(a) could be explained by spectral variabilities or
a certain new material. We try to identify the errors by means of the USGS spectral library,
generating the abundances with respect to the various materials as shown in Figure 4.12(d)
where there is a rather high abundance in Axinite ranked as the second major component
following Actinolite.
On the other hand, the physical significance of E could be also explained from the perspec-
tives of intra-class and inter-class spectral variabilities. Without E, the intra-class spectral
variability could be absorbed by endmembers (A), further leading an inaccurate estimation
of abundance maps (X). If E is considered as inter-class spectral variability dictionary, and
then the term (EB) might represent the spectral signatures of certain new materials that
are not discovered by the LMM (see Figure 4.12 for example). The E used in the ALMM is
therefore capable of calibrating the class-specific spectral variabilities into a unified or gen-
eralized spectral variability, which enables to simultaneously handle the intra- and inter-
class variabilities. Figure 4.13 shows statistical evidence by collecting all cosine values be-
tween endmembers and spectral variabilities, where the cosine value is basically around 0,
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Fig. 4.12. An example in the real Cuprite scene to illustrate the physical meaning of E. (a) shows the differences (Eb)
between the observed spectral signature and the real spectral signature that can not be explained by the endmember dic-
tionary (A), but it can be represented well by an additional spectral variability dictionary (E). Correspondingly, if without
E, the differences (spectral variability) could be absorbed by A as shown in (b), leading an inaccurate estimation of abun-
dance maps (X). (c) gives a spectral signature of the material Axinite and (d) shows a real case of unmixing the observed
spectral signature using USGS spectral library that except the Actinolite, the Axinite occupies the main abundances, which
can well represents the Eb in (a).
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Fig. 4.13. Statistics of Cosine Value between endmembers and spectral variabilities on the first simulated dataset and real
Urban scene, respectively, where the spectral variabilities are obtained by calculating the intra- and inter-class differences
between the extracted endmembers and the given reference endmembers.
indicating that the spectral variability should, to a great extent, be low-coherent with the
endmembers. This is basically consistent with the conclusion summarized above.
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4.3.2 Augmented Linear Mixing Model
According to the aforementioned analysis and discussion of spectral variability, this aug-
mented linear mixing model, or ALMM, is expressed by
Y = AXS + EB + R, (4.16)
where E = [e1, ...,em, ...,eL] ∈RD×L denotes the spectral variability matrix (or dictionary), and
L is the number of basis vectors in E. The expression B = [b1, ...,bk , ...,bN ] ∈ RL×N is the
coefficient matrix corresponding to E.
With the necessary non-negativity constraint, the problem (4.16) can be formulated as the
following constrained optimization problem:
min
X,B,S,E
1
2
‖Y−AXS−EB‖2F +α‖X‖1,1 +
β
2
‖B‖2F +
γ
2
‖ATE‖2F +
η
2
‖ETE− I‖2F s.t. X  0, S  0,
(4.17)
where the regularization terms successively correspond to abundance regularization (X), spec-
tral variability coefficient regularization (B), and spectral variability dictionary regularization
(E), respectively.
Furthermore, non-negativity constraints (X  0 and S  0) usually have to be considered to
satisfy the physical assumption. In addition to the non-negativity constraint, the sum-to-one
also plays an important role in the abundance map. However, this constraint is relaxed by
step-wise scaling operator, since the variables X and S are bundled together, leading to diffi-
culty satisfying the sum-to-one constraint for X. The solution and the specific details about
the motivation of designing these terms of Eq. (4.17) can be thoroughly listed in Appendix
C.
4.3.3 Visualization of Unmixing Results
Three datasets: a synthetic dataset presented in [Drumetz et al., 2016] and two real datasets
over an urban area and the mining district in Cuprite, Nevada, are applied to visually eval-
uate the performance among the proposed ALMM and other state-of-the-art approaches,
including FCLSU, PCLSU, SPCLSU, SUnSAL (`1-CLSU), SSUnSAL (scaled SUnSAL), as well
as PLMM and ELMM.
Simulated Hyperspectral Scene
Fig. 4.14(a) shows the estimated abundance maps for the aforementioned algorithms. Since
the visual difference of the estimated abundance maps is not obvious among some of the
algorithms, the abundance difference maps are also given in Fig. 4.14(b) to intuitively high-
light the difference.
By comparison, the proposed method outperforms other algorithms, which suggests that
this method can effectively learn the spectral variability, improving the accuracy of the
abundance estimation. Figure 4.14(b) illustrates a more significant comparison by means
of abundance difference maps between the ground truth and estimated abundance maps of
the compared algorithms. The difference values obtained from ALMM are mostly close to
zero, which indicates that the performance of ALMM is superior to that of the other meth-
ods.
Real Hyperspectral Scenes
For the second hyperspectral dataset – a real urban scene, we perform the SAM-based classi-
fication using the reference endmembers as reference spectra. The first row of Figure 4.15(a)
shows the cosine similarity for the four classes, where negative samples are masked out with
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Fig. 4.14. Visualizing the unmixing results in the first simulated hyperspectral scene. (a) The abundances estimated by
different spectral unmixing methods (each column corresponds to one endmember extracted by VCA ) and the first row
shows the ground truth. (b) The difference abundance maps using different spectral unmixing methods corresponding to
Figure 4.14(a).
0. For the spectral unmixing results, we obtain classification maps by classifying each pixel
into an endmember that has the maximum abundance value.
In this scene, there are many pure pixels, owing to high resolution; however, they are consid-
ered mixed pixels in the comparison of methods due to the existence of spectral variability.
As shown in Fig. 4.15(a), the visual performance of the proposed ALMM method is superior
to the other methods. More specifically, the asphalt is purely identified by ALMM, unlike
the others; and a similar observation can be found in the grass as well. For the trees and the
roof, the abundance maps estimated by ALMM show higher contrast than those estimated
by other methods. This result implies that the proposed method successfully addresses spec-
tral variability.
In the third Cuprite dataset, due to highly mixed effects, the data-driven endmember ex-
traction is very challenging, hence the USGS spectral library is used to auxiliarily construct
the endmember dictionary, where we only considered four principal minerals, i.e. alunite,
chalcedony, kaolinite, and montmorillonite.
The estimated abundance maps of the four minerals are shown in Figure 4.15(b). The first
row represents the reference classification maps generated by Tetracorder software [Clark
et al., 2003]. The proposed method shows the best visual resemblance, compared with the
results from the Tetracorder. The abundance maps generated by the proposed ALMM are
more distinct and show greater contrast, and the distribution of each material is regional as
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Fig. 4.15. Visualization of the abundance maps of the proposed method and the state-of-art methods on two real hyper-
spectral datasets. (a) Urban scene: the groudtruth is given by the SAM-based measurement. (b) Cuprite scene: the first row
shows the so-called ground truth generated by Tetracorder.
well, which implies that various spectral variabilities could be learned effectively.
4.4 Low-Rank Subspace Unmixing: A Novel Strategy
Unlike the previous approaches that unmix the spectral signatures directly in original space,
in Appendix D a novel subspace-based unmixing strategy is introduced to robustly estimate
the abundance maps in a low-dimensional latent subspace. With the low-rank attribute em-
bedding, the original data is projected into a low-rank subspace where various spectral vari-
abilities can be effectively addressed. This leads to a general subspace unmixing framework
that jointly estimates subspace projections and abundance maps.
There is a trade-off between spectral information gain and the spectral variability in ad-
dressing the issue of spectral unmixing.
 On one hand, the spectrum are expected to be spectrally discriminative. This means,
however, that more complex spectral variabilities might get involved in hyperspectral
data.
 On the other hand, we also expect to robustify the unmixing process, that is, the spec-
tral variability should be attained as little as possible.
4.4 Low-Rank Subspace Unmixing: A Novel Strategy 59
A X
Observed Hyperspectral Cube Spectral UnmixingLow-rank  Subspace Learning  Estimated Abundance MapsEndmembers extracted by VCA
Y θY
A Closed-Loop
A X
Observed Hyperspectral Cube Spectral Unmixing Estimated Abundance MapsEndmembers extracted by VCA
Y
Lo
w
-r
an
k 
Su
bs
pa
ce
 U
nm
ix
in
g
C
la
ss
ic
al
 L
in
ea
r 
U
nm
ix
in
g 
θ
Fig. 4.16. An illustration to clarify the differences of the holistic workflow between the original-space-based spectral un-
mixing and subspace-based unmixing strategy.
4.4.1 General Remark in Subspace Unmixing
A feasible solution to meet the above two points is spectral unmixing in a ‘raw’ subspace
rather than in the original space. In the learned subspace, the pixels belonging to the same
class may be strongly correlated by using a low-rank attribute embedding. This naturally
results in a general subspace unmixing, which can be mathematically modeled as
Y = Y
′
+ R
′
s.t. Y
′
=ΘY, Y
′
=ΘAX + R
′′
, (4.18)
where the variableΘ is defined as the low-rank subspace projections, and Y
′
is the subspace
representation in the spectral domain after embedding the low-rank attribute.
Figure 4.16 clarifies the differences between the traditional spectral unmixing in the origi-
nal space and the subspace-based strategy by the form of graphic analysis. More specifically,
the proposed subspace-based unmixing method jointly performs subspace learning and un-
mixing in a closed-loop. With low-rank attribute embedding, the spectral variability can be
effectively removed in the learned low-rank subspace, achieving a robust spectral unmixing.
The main contributions can be unfolded as follows:
1) We propose a general subspace-based unmixing framework by jointly low-rank sub-
space learning and unmixing, called subspace unmixing with low-rank attribute em-
bedding (SULoRA), to achieve a robust unmixing in a proper subspace rather than in
the original space. Moreover, mostly linear unmixing models can be considered as spe-
cial cases in this general framework.
2) With the low-rank attribute embedding, the proposed SULoRA can broadly mitigate
the effects of various spectral variabilities by projecting the original data into a more
representative low-rank subspace.
3) An ADMM-based optimization framework is designed to solve the resulting subspace
unmixing model.
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4.4.2 Low-rank Attribute Embedding
It is well-known that hyperspectral imagery inevitably suffers from various spectral vari-
abilities in the process of imaging. These spectral variabilities, which are generated due
to illumination conditions, topography change, atmospheric effects, and material nonlinear
mixing, are complex and even hardly represented using a common model. Instead of di-
rectly modeling such changeable property, we hypothetically treat the spectral variability
as an unknown complex noise. Therefore, modeling the complex spectral variability could
be converted to a special denoising problem. Noises in the data can be generally removed
through a projection transformation. During this process, one is expected to be the projected
or denoised data as close as possible with the original data, resulting in a mathematical ex-
pression (Y  ΘY). Besides, we also expect to structurally maintain consistency between
noisy data (Y) and processed data (ΘY), which might be achieved by correlative or collabo-
rative filtering to emphasize the correlation and structural property between the samples.
Not surprisingly, the low-rank assumption holds these characteristics well. As a result, the
SULoRA model with low-rank attribute embedding can be formulated on the basis of Eq.
(4.18) as
min
X,Θ
1
2
‖Θ(Y−AX)‖2F +
α
2
‖Y−ΘY‖2F + β‖Θ‖∗ +γ‖X‖1,1 s.t. X  0. (4.19)
The subspace regularization consists of second and third terms of Eq. (4.19) parameterized by
α and β, respectively, which aims to find or learn a low-rank subspace projection so that the
learned projection can play a correlative filtering-like role robustly against various spectral
variabilities. The final term with the penlty parameter γ in Eq. (4.19) is nothing special but
a commonly-used sparsity-promoting abundance regularization.
4.4.3 Visual Assessment of Abundance Maps
Similarly with Appendix C, we visually evaluate the unmixing performance of the SULoRA
on a synthetic dataset and two real hyperspectral images over the areas of Urban and MUF-
FLE Gulfport Campus, in comparison with eight classical and state-of-the-art methods, in-
cluding FCLSU, PCLSU, SPCLSU, SUnSAL, SSUnSAL, SLRU (sparse and low-rank unmix-
ing) [Giampouras et al., 2016], PLMM and ELMM.
Simulated Scene
Fig. 4.17(a) shows the estimated abundance maps of the different algorithms. To highlight
the visual differences, the abundance difference maps are displayed in Fig. 4.17(b). As ex-
pected, the performance of the subspace-based spectral unmixing (the proposed SULoRA)
is superior to that of other algorithms unmixing in the original hyperspectral space, indi-
cating its superiority and effectiveness in dealing with the spectral variability. Fig. 4.17(b)
highlights a more significant comparison using abundance difference maps between the
ground truth and the estimated abundance maps, where there are lower difference values
in SULoRA than in others.
Parameter Sensitivity and Robustness Analysis
The performance of the proposed SULoRA algorithm in Eq. (4.19) is, to some extent, sensi-
tive to the setting of three regularization parameters (α, β, and γ), it is, as a result, indispens-
able to search a set of optimal parameter combination. For this reason, the corresponding
experiments are conducted to investigate the effects of the parameters on the performance of
estimating abundance maps (measured by aRMSE), as specifically shown in Figure 4.18(a)
where the optimal parameter combination in SULoRA is α = 0.1, β = 0.01, and γ = 8e − 3,
respectively.
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Fig. 4.17. Visual comparison of different spectral unmixing methods in the simulated hyperspectral scene. (a) The abun-
dance maps with different spectral unmixing methods (each column corresponds to one endmember extracted by VCA )
and the first row shows the groundtruth. (b) The difference abundance maps are given corresponding to Figure 4.17(a).
The robustness of the SULoRA against sparse noise is further investigated. For this purpose,
the simulated data is corrupted by sparse noise with different corrupted levels, namely
ratio = {0,0.1,0.2,0.3}, where ratio = 0 denotes no additional sparse noise is added to the
simulated data while ratio = 0.1, for instance, means that the 10% of total pixels are cor-
rupted by additional sparse noise. As can be seen from Figure 4.18(b), with the increase of
sparse noise ratio, the performance of most compared approaches dramatically degrades, yet
SULoRA still holds a stable and robust performance.
Real Urban Scenes
Figure 4.19 visualizes the abundance maps of several compared methods in the remaining
two urban scenes.
Thanks to the high-resolution of the urban HSI, we can find many pure pixels, but they
are mistaken as mixed pixels with the existence of spectral variability. This easily makes
many pixels misclassified using those compared methods. Different from them, SULoRA
can estimate the abundance maps in a robust subspace, so that its visual effect is superior
to others’, as shown in Figure 4.19(a). For instance, the asphalt and grass can be purely
identified by SULoRA, unlike the others. The abundance maps of the tree and roof estimated
by SULoRA show higher contrast as well.
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sparse noise ratio, where aRMSE is the acronym of abundance overall root mean square error.
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(b) real dataset (MUFFLE Gulfport Campus)
Fig. 4.19. Visualization of the abundance maps for different methods on two real urban scenes. (a) Urban scene: the
groudtruth is given by the SAM-based measurement. (b) MUFFLE Gulfport Campus scene: the first row shows the classi-
fication-based groundtruth.
By and large, these previously proposed methods basically pay more attentions on some-
what special spectral variability, lacking of generalization ability. Considering the complex-
ity of the spectral variability in the real world, the proposed SULoRA accounts for spectral
variability in a generalized fashion by embedding the low-rank attribute, resulting in more
robust and effective unmixing results visually and quantitatively (see Figure 4.19(b)).
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4.5 Learning Common Subspace across Multi- and Hyper-
spectral Modalities
With a large amount of open satellite multispectral (MS) imagery (e.g., Sentinel-2 and
Landsat-8), considerable attention has been paid to global multispectral land-cover or land-
use classification. However, its limited spectral information hinders further improving the
classification performance. Hyperspectral (HS) imaging enables discrimination between
spectrally similar classes but its swath width from space is narrow compared to multispec-
tral ones. This challenge can be effectively transferred to model a joint learning framework
to learn a shared subspace where multispectral features can be better represented by the
guidance of the hyperspectral feature. To achieve accurate MS image classification over a
larger coverage, we propose a novel cross-modality feature learning framework, called com-
mon subspace learning (CoSpace), detailed in Appendix E. CoSpace demonstrates its supe-
riority mainly in the following aspects:
1) Subspace learning and classification are jointly considered in a unified framework by
effectively bridging the learned features and label information, aiming at addressing
the MS-HS cross-modal feature learning issue;
2) By locally aligning MS-HS data on the low-dimensional manifolds where the features
of HS and MS images share the same dimension, CoSpace linearly learns a latent shared
subspace from HS-MS correspondences, where samples are expected to be better clas-
sified. Owing to the subspace learned in a linear way, the out-of-samples data can be
simply and smoothly embedded;
3) An optimization algorithm based on ADMM is properly designed to solve the proposed
CoSpace model.
Figure 4.20 illustrates the holistic workflow of the CoSpace.
4.5.1 Cross-Modality Learning in Remote Sensing
Take the bi-modality as an example, the cross-modality learning refers to training a model
on single modality and testing the model on bi-modality, or vice versa (training a model on
bi-modality and testing the model on single modality). In remote sensing, particularly in
MS-HS case, the cross-modality learning can be specified as a problem that given a large-
scale MS image and a limited HS area partially overlapping with the MS data (see Figure
4.20 for example), we learn the low-dimensional embedding representation from the lim-
ited amount of MS-HS correspondences and transfer the learned features to the rest of MS
data for improving the performance of larger-scale MS image classification and mapping.
During the process, we expect to transfer the discrimination capability learned from the
rich spectral information into MS data through the learned common subspace in order to
more effectively identify some challenging classes that are hardly recognized by MS data
due to its poor spectral information. Please note that we just start a preliminary investiga-
tion of cross-modality learning (MS-HS) in this section, that is, the MS and HS images share
the same categories. An illustrative explanation is given in Figure 4.21 to distinguish the
differences between multi-modality learning and cross-modality learning.
4.5.2 Learning to Align in the Latent Subspace
To fully take the benefits of HSI covering only a limited area of the MS image, and subse-
quently improve the classification results of the entire area covered by the MS image, our
idea is to learn a HS-MS common subspace, in which the data from one domain can be
adaptively transferred to another domain.
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Fig. 4.20. The holistic workflow of the proposed CoSpace, including the training and test phases.
Let XM ∈ RdM×N and XH ∈ RdH×N be the observed MS image with dM bands by N pixels
and the HS image with dH bands by N pixels, respectively. Y ∈ RL×N is the label matrix
represented by one-hot encoding. ΘM ∈ Rd×dM (ΘH ∈ Rd×dH ) is denoted as the projection
matrix for connecting the MS (HS) data and the latent subspace. The variable P ∈RL×d is the
weighted matrix specified by bridging the latent subspace and label information. Accord-
ingly, the resulting model can be written as
Y˜ = PΘX˜ + E, (4.20)
where X˜ =
XM 00 XH
 ∈ R(dM+dH )×2N and Y˜ = [Y,Y] ∈ RL×2N ; Θ = [ΘM ,ΘH ] ∈ Rd×(dM+dH ).
E ∈RL×2N is the tolerated errors in the form of matrix.
Owing to more degrees of flexibility involved (e.g., latent subspace estimation), several as-
sumptions (or prior knowledge) should be introduced into Eq. (4.20) using regularization
technique, we then have the following constrained optimization problem:
min
P,Θ
1
2
‖Y˜−PΘX˜‖2F +
α
2
‖P‖2F +
β
2
tr(ΘX˜LX˜TΘT) s.t. ΘΘT = I, (4.21)
where the third term of Eq. (4.21) acts on a multi-modal manifold alignment that happens
in the latent space. The joint Laplacian matrix L can be indirectly inferred by a LDA-like
graph. Once the Θ is obtained, the common subspace features are then represented as ΘX˜.
In addition, please refer to the Appendix E for this model’s solution with an ADMM solver.
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Fig. 4.21. An illustration to clarify the differences in training and test phases between the traditional multi-modality
learning and cross-modality learning, where the switch (On-off) means that only one modality is involved as the test
samples to meet the hypothesis of the cross-modality learning.
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(a) University of Houston HS-MS Datasets
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(b) Chikusei HS-MS Datasets
Fig. 4.22. The multispectral image and its corresponding hyperspectral image that partially covers the same area, as well
as the distributions and categories of training and test samples, for Houston2013 dataset (a) and Chikusei dataset (b),
respectively.
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Fig. 4.23. Classification maps and a highlighted sub-area of different algorithms obtained using three classifiers on the
Houston2013 dataset.
4.5.3 Larger Area Multispectral Classification with the Aids of HSI
To satisfy the problem setting of the cross-modality learning in remote sensing, two well-
designed MS-HS datasets taken over the University of Houston and Chikusei are applied
to quantitatively and qualitatively compare the classification performance of the proposed
CoSpace and several compared methods, such as PCA-based on joint dimensionality re-
duction (P-JDR), LPP-based unsupervised manifold alignment (L-USMA), and LPP-based
supervised manifold alignment (L-SMA) as well as the original MS features (Baseline). A
showcase of cross-modality learning in remote sensing is figuratively shown in Figure 4.22.
A. Land Cover and Land Use Classification in a Large Area Multispectral Scene
Figures 4.23 and 4.24 show the classification maps of compared algorithms using three dif-
ferent classifiers: NN, linear SVM, and CCF.
As expected, CoSpace dramatically outperforms the others on the Houston2013 dataset,
particularly for many small-scale classes, e.g., Residential and Railway. There is no denying,
however, that CoSpace is superior to other algorithms to a larger extent, although it fails to
effectively identify Parking Lot2 as same with others.
To visually highlight the classification differences for the different methods, we enlarge the
classification maps of a sub-area overshadowed by the cloud, as illustrated in Figure 4.23
in which it is clear to see that the methods with considering the HS information are able
to generate the more discriminative features than the baseline, while the proposed CoSpace
yields a better performance in identifying the materials in the shadow area, particularly
for vegetation (e.g., Grass), Residential and Commercial that are easily misclassified by the
traditional methods.
Similarly for the Chikusei hyperspectral dataset, a visual comparison of those compared
algorithms is also made, as shown in Figure 4.24, where the CoSpace’s superiority in classi-
fying complex and similar land-cover classes is further shown as detailed in a salient region.
Compared to other alignment-based methods, CoSpace is capable of better transferring HS
information into MS data by means of joint subspace learning and classification, yielding a
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Fig. 4.24. Classification maps and a salient sub-area of different compared algorithms with three classifiers on the Chikusei
hyperspectral scene.
more discriminative low-dimensional embedding. The learned features can recognize those
classes of holding very similar features in MS data, such as Bare Soil (Farmland) and Row
Crops, Weeds in Farmland and Rice Field (Grown), more effectively. As shown in Figure 4.24,
CoSpace performs more reasonable and competitive classification results, that is, on one
hand the Weeds in Farmland and Rice Field (Grown) are most likely to be coexisted in a scene;
on the other hand, the Bare Soil (Farmland) and Row Crops are separated more correctly. This
can be explained by a powerful transferability of HS information in the proposed CoSpace.
B. Sensitivity Analysis to the Training Set Size
As the performance of the CoSpace largely depends on the number of training samples, it
is, therefore, indispensable to investigate the sensitivity of the training set size.
In the Houston2013 datasets, the classification is conducted using the CoSpace by fixing
the test set and setting a series of new training sets randomly selected from the original
training set with the different percentages ranging from 5% to 100% at a 5% interval. As
can be seen in Figure 4.25(a), there is a similar trend in OAs using different classifiers, that
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Fig. 4.25. Sensitivity analysis to the sizes of training set using three different classifiers on the two MS-HS datasets.
is, the classification accuracy improves with the training set size, faster in the early, and later
basically stabilized.
Similar to the former MS-HS datasets, we apply the same investigating strategy and observe
the trend of classification performance using CoSpace with different sizes of training sets
on the MS-HS Chikusei datasets in Figure 4.25(b). There is a very substantial change in
classification accuracy with the increase of the training set size ranging from 5% to 40% of
total training samples, while the performance tends to be stable after the training set size is
over 50%.
4.6 Learnable Manifold Alignment in Cross-Modality: A
Semi-Supervised Way
In the section, we start with revisiting the offered general but interesting cross-modality
learning question in remote sensing, as mentioned in the section 4.5, – can a limited amount
of highly-discriminative (e.g., HS) training data improve the performance of a classification task
using a large amount of poorly-discriminative (e.g., MS) data? Beyond the supervised cross-
modality learning, e.g., CoSpace, in Appendix F we propose a novel semi-supervised cross-
modality learning framework, called learnable manifold alignment (LeMA). As the name
suggests, LeMA learns a joint graph structure directly from the data instead of using a given
fixed graph, i.e. defined by a Gaussian kernel function. With the learned graph, we can
further capture the data distribution by graph-based label propagation (GLP) [Zhu et al.,
2003], which enables finding a more accurate decision boundary. Figure 4.26 illustrates the
workflow of the LeMA.
More specifically, the LeMA’s contributions can be summarized as follows:
1) Unlike jointly feature learning in which the model is both trained and tested from
completed HS-MS correspondences, LeMA learns an aligned feature subspace from the
labeled HS-MS correspondences and partially unlabeled MS data, allowing to identify
out-of-samples using either MS data or HS data;
2) Instead of directly computing graph structure with some pre-defined functions, e.g.,
RBF, a data-driven graph learning method is exploited behind LeMA to enhance the
abilities to transfer and generalize;
3) An optimization framework based on ADMM-based operator is designed to fast and
effectively solve the LeMA model.
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Fig. 4.26. An illustration of the proposed LeMA method.
4.6.1 Data-Driven VS Hand-Crafted Graph Construction
The adjacency matrix, also known as graph structure, is usually constructed by computing
the pixel-wise similarity based on certain fixed functions (e.g., RBF) or label information
(LDA-like graph) if the ground truth is partially available. The LDA-like and RBF-based
graphs can be represented as
Wi,j(LDA) =
{
1/Nk , if both xi and xj belong to the k-th class;
0, otherwise,
(4.22)
and
Wi,j(RBF) =
exp
−||xi − xj ||22
2σ2
, if xj is one of k neighbors of xi ,
0, otherwise.
(4.23)
For example, the RBF-based and LDA-like graphs are applied in J-Play (see section 4.2) and
CoSpace (see section 4.5), respectively.
Different from the two hand-crafted graphs, LeMA performs a data-driven graph learning
directly from a common subspace so as to make the multimodal data comparable as well
as improve the explainability of the learned common subspace, which further results in
a better transferability. The graph learning problem can be generalized as a constrained
optimization problem:
min
W
tr(WZ) s.t. 1/Nk Wi,j  0, ‖W‖1,1 = s, (4.24)
where Z is defined as a pairwise Euclidean distance matrix. Using the following equation:
tr(HLHT) =
1
2
tr(WZ) =
1
2
‖WZ‖1,1, (4.25)
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Fig. 4.27. Classification maps of the different algorithms obtained using two kinds of classifiers on the University of Hous-
ton dataset.
the Eq. (4.25) equivalently becomes
min
W
‖WZ‖1,1 s.t. 1/Nk Wi,j  0, ‖W‖1,1 = s. (4.26)
Intuitively, the Eq. (4.26), which can be effectively optimized via the ADMM solver, is able
to yield a data-driven graph construction.
4.6.2 Manifold Alignment Meets Graph Learning
Combined with the learnable graph (or manifold) structure, the multi-modal data are able
to be adaptively aligned in a data-driven fashion. This also means such strategy not only
can align the different modalities but also align the labeled and unlabeled samples, thereby
yielding the proposed semi-supervised LeMA algorithm for the cross-modality learning.
Mathematically, the optimization problem of LeMA can be formulated with extra con-
straints related to necessary conditions with respect to the to-be-learned joint Laplacian
matrix (L) as follows:
min
P,Θ,L
1
2
‖Y˜−PΘX˜‖2F +
α
2
‖P‖2F +
β
2
tr(ΘX˜LX˜TΘT)
s.t.H =ΘX˜′, ΘΘT = I, L = LT, Li,j,i,j  0, Li,j,i=j  0, tr(L) = s,
(4.27)
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Table 4. Quantitative performance comparison with the different algorithms in terms of three indices: overall accuracy
(OA), average accuracy (AA), and kappa coefficient (κ) as well as the accuracy for each class on the first homogeneous
MS-HS datasets (Houston2013). The best one is shown in bold.
Methods Baseline (%) GLP (%) SMA (%) S-SMA (%) CoSpace (%) S-CoSpace (%) LeMA (%)
Parameter
d (k,σ ,d) d (k,σ ,d) (α,β,d) (α,β,d) (α,β,d)
10 (10,1,10) 30 (10,0.1,30) (0.01,0.01,30) (0.1,0.01,30) (0.01,0.01,30)
Classifier LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF
OA 62.12 68.21 64.71 70.01 68.01 69.59 69.29 70.10 69.38 72.17 70.41 73.75 73.42 76.35
AA 65.97 70.47 68.18 72.18 70.50 71.02 72.00 72.88 71.69 73.56 73.12 75.61 74.76 77.18
κ 0.5889 0.6543 0.6164 0.6728 0.6520 0.6695 0.6659 0.6754 0.6672 0.6975 0.6784 0.7146 0.7110 0.7428
Class1 76.39 67.95 77.83 77.97 75.25 68.53 74.25 73.53 75.54 69.96 91.85 87.98 89.56 85.84
Class2 80.59 78.08 93.85 98.01 97.57 77.9 97.57 93.67 73.74 77.99 90.12 91.59 93.67 93.85
Class3 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Class4 85.51 92.27 89.66 96.62 94.78 98.74 95.85 98.55 98.74 98.26 92.75 97.29 97.49 99.61
Class5 99.06 99.4 99.49 99.66 98.97 99.14 99.32 99.4 99.4 99.4 99.4 99.66 99.49 99.57
Class6 86.14 86.14 96.37 99.01 86.47 70.96 99.67 99.67 85.48 85.15 99.67 96.70 86.47 86.47
Class7 50.62 63.76 48.63 64.01 72.32 77.14 72.15 69.66 73.98 80.05 75.06 80.96 83.21 88.03
Class8 56.49 56.06 56.60 59.85 62.01 62.23 64.61 63.85 63.53 62.01 55.84 60.39 62.77 62.01
Class9 56.22 70.58 69.63 69.02 49.96 61.27 50.57 45.00 59.79 64.93 65.8 71.54 64.49 61.88
Class10 45.36 45.25 45.46 49.89 58.12 52.32 58.33 63.61 64.14 57.70 58.97 51.79 60.97 53.59
Class11 27.43 43.88 22.45 38.65 28.86 36.46 36.46 34.77 36.54 47.26 35.78 38.65 41.27 49.96
Class12 31.64 56.08 31.75 37.83 35.84 62.50 34.18 55.2 46.79 62.72 34.29 58.52 45.02 76.88
Class13 0.00 0.67 0.00 1.11 0.00 0.00 0.00 0.45 0.00 0.45 0.00 0.89 0.00 1.78
Class14 97.53 98.77 94.44 92.59 100.00 100.00 99.38 98.15 100.00 99.38 99.38 100.00 99.38 100.00
Class15 96.59 98.16 96.59 98.43 97.38 98.16 97.64 97.64 97.64 98.16 97.90 98.16 97.64 98.16
where X˜′ =
XH 0 00 XM XU
 ∈ R(dH+dM )×(2N+NU ), L˜ ∈ R(2N+NU )×(2N+NU ), and XU ∈ RdM×NU repre-
sents the unlabeled MS samples and s > 0 controls the scale.
Using the Eq. (4.25), the optimization problem of smooth manifold in (4.27) can be equiva-
lently converted to that of graph sparsity:
min
P,Θ,W
1
2
‖Y˜−PΘX˜‖2F +
α
2
‖P‖2F +
β
4
‖WZ‖1,1 s.t. ΘΘT = I, W = WT, Wi,j  0, ‖W‖1,1 = s,
(4.28)
where Z ∈R(2N+NU )×(2N+NU ) can be computed by Zi,j = ‖(Θx˜i)− (Θx˜j)‖2.
4.6.3 Application in Cross-Modality Data Analysis
In addition to the two homogeneous MS-HS datasets used in Appendix E, an additional
real multispectral-lidar and hyperspectral dataset provided by 2018 IEEE GRSS data fusion
contest (DFC2018) [Le Saux et al., 2018] is also considered to investigate the heterogeneous
cross-modality data analysis. Moreover, we compare the performance of the proposed LeMA
and several other state-of-art algorithms, i.e. GLP, SMA, Semi-supervised SMA (S-SMA),
CoSpace and Semi-supervised CoSpace (S-CoSpace). The original data feature is used as
a baseline. SMA constructs an LDA-like joint graph using label information. Besides label
information, S-SMA method also uses unlabeled samples to generate the joint graph by com-
puting the similarity based on Euclidean distance. The same strategy of graph construction
is adopted for CoSpace and S-CoSpace.
A. The First Homogeneous MS-HS Dataset (Houston2013)
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Fig. 4.28. Classification maps of the different algorithms obtained using two kinds of classifiers on the Chikusei dataset.
Figure 4.27 shows the classification maps of several compared algorithms using two classi-
fiers of LSVM and CCF, while Table 4 lists the specific quantitative assessment results with
optimal parameters obtained by 10-fold cross-validation.
By fully considering the connectivity of the common subspace, label information, and un-
labeled information encoded by the learned graph structure, the performance of LeMA is
much more superior to that of any other methods as can be observed in Table 4. This demon-
strates that LeMA is likely to learn a more discriminative feature representation and to find
a better decision boundary.
Unlike other methods, LeMA can adaptively learn a data-driven graph structure where the
labels tend to spread more smoothly, which can result in a more effective material identifica-
tion for those challenging classes (few training samples), such as Trees, Residential, Railway,
Parking Lot1. In addition, we can also observe an easily overlooked phenomenon that the
LeMA’s ability in identifying certain classes still remains limited, such as Parking Lot2(only
1.78%) and Railway (49.96%). Parking Lot2 is basically classified to Commercial and Parking
Lot1, while Railway is largely identified as Road and Commercial. This might be explained by
the limited number of training samples as well as fairly similar spectral properties between
several classes.
B. The Second Homogeneous MS-HS Dataset (Chikusei)
We assess the classification performance of the different algorithms for the Chikusei MS-HS
data both quantitatively and visually, as shown in Figure 4.28 and Table 5.
Similarly to the University of Houston MS-HS data, there is a basically consistent trend for
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Table 5. Quantitative performance comparison with the different algorithms in terms of OA, AA, κ, and the accuracy of
each class on the second homogeneous MS-HS datasets (Chikusei). The best one is shown in bold.
Methods Baseline (%) GLP (%) SMA (%) S-SMA (%) CoSpace (%) S-CoSpace (%) LeMA (%)
Parameter
d (k,σ ,d) d (k,σ ,d) (α,β,d) (α,β,d) (α,β,d)
10 (10,1,10) 20 (10,0.1,20) (0.1,0.01,30) (0.1,0.01,30) (0.1,0.01,30)
Classifier LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF
OA 60.20 71.11 62.30 72.26 67.90 71.53 69.68 73.27 71.12 75.69 72.60 77.11 75.11 81.71
AA 69.42 70.40 69.80 70.71 70.79 66.47 72.27 70.01 73.96 71.46 71.64 71.33 75.29 75.73
κ 0.5523 0.6761 0.5784 0.6894 0.6391 0.6802 0.6602 0.6818 0.6746 0.7260 0.6911 0.7420 0.7194 0.7933
Class1 78.21 80.54 78.09 80.42 98.72 82.52 99.53 97.90 92.54 79.25 98.83 98.37 98.25 98.83
Class2 94.43 82.70 94.11 93.84 93.20 92.50 93.20 93.09 93.47 94.91 87.04 93.63 93.20 93.79
Class3 23.54 50.06 37.75 76.87 62.57 55.31 68.41 76.55 80.40 77.71 80.65 77.23 89.29 89.90
Class4 92.13 92.56 92.23 95.72 90.57 91.53 92.51 88.76 90.59 96.23 94.64 92.49 95.11 96.96
Class5 97.65 94.68 96.84 88.45 28.43 16.06 24.01 32.85 83.94 66.52 51.81 43.32 60.74 67.78
Class6 62.01 81.48 57.47 69.67 62.52 78.91 68.27 79.67 63.61 79.02 72.34 88.48 76.34 87.27
Class7 99.67 99.93 99.66 100.00 96.87 97.79 95.40 99.37 97.74 99.75 98.41 99.87 97.63 99.80
Class8 57.11 93.40 69.06 98.93 95.59 93.49 96.88 96.53 95.05 92.72 99.48 98.45 99.27 99.18
Class9 100.00 100.00 100.00 99.92 99.53 99.13 99.45 99.21 98.66 99.76 99.21 98.34 99.76 100.00
Class10 24.81 19.56 26.64 19.06 21.39 15.48 20.94 13.09 22.35 18.00 22.75 14.83 26.47 26.46
Class11 0.00 2.11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.21 5.47 0.63 5.68
Class12 90.32 88.91 90.32 89.61 90.14 85.92 90.14 89.44 90.32 80.46 89.96 89.44 88.38 90.14
Class13 33.11 33.09 33.11 36.50 32.61 56.25 31.32 30.88 33.11 67.90 33.11 54.93 33.11 68.73
Class14 94.20 85.38 79.12 59.40 72.85 59.40 94.20 86.31 59.40 52.44 14.39 49.19 45.01 53.60
Class15 100.00 100.00 100.00 100.00 93.58 100.00 100.00 100.00 93.58 97.86 100.00 100.00 100.00 100.00
Class16 74.88 88.62 74.19 93.52 99.71 99.51 99.80 98.82 97.84 100.00 97.35 97.25 98.04 95.78
Class17 58.03 3.84 58.03 0.24 65.23 7.91 62.11 7.67 64.75 0.00 77.70 11.27 78.66 13.43
the different algorithms in the Chikusei MS-HS data. As expected, the performance of the
LeMA is significantly superior to that of others, thanks to the great contributions of a com-
mon subspace learning from MS-HS data, a data-driven graph learning and semi-supervised
learning strategy. Despite so, the LeMA still fails to recognize some challenging classes, such
as Weeds in Farmland, Row Crops, Plastic House, and Asphalt. The reasons could be two-fold.
On one hand, the performance of LeMA is limited, to some extent, by the unbalanced data
sets. On the other hand, LeMA’ transferring ability would sharply degrade when a great
spectral variability between training and test samples exists.
C. The Final Heterogeneous MS-Lidar and HS Datasets (DFC2018)
Although we follow strict simulation procedures, yet the two MS-HS datasets used above
(Houston2013 and Chikusei) essentially originate from a similar data source (homoge-
neous), which means there is a strong correlation in their spectral features. This makes the
information of the different modalities transferred more effectively, but could limit the in-
vestigation in generalization ability. To this end, we make a quick shot to see a heterogeneous
case by applying a real bi-modal dataset – multispectral-lidar and hyperspectral provided
by the latest IEEE GRSS DFC2018.
We randomly assign 10% of total labeled samples as the training set and the rest of it as the
test set in the experiment. Moreover, 16 main classes are selected out of 20 by removing sev-
eral small classes with too few samples, e.g., Artificial Turf, Water, Crosswalks, and Unpaved
Parking Lots.
The averaged results of the different algorithms out of 10 runs are reported for a relatively
fair comparison, since the training and test sets are randomly generated from total sam-
ples in each round, as listed in Table 6. Correspondingly, Figure 4.29 visually shows the
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Fig. 4.29. Classification maps of the different algorithms obtained using two kinds of classifiers on the real dataset of
DFC2018 (Multispectral-Lidar and Hyperspectral data).
Table 6. Comparison of classification accuracies (OA, AA, and κ) using different alignment algorithms on the DFC2018
dataset. The best one is shown in bold.
Methods Baseline (%) GLP (%) SMA (%) S-SMA (%) CoSpace (%) S-CoSpace (%) LeMA (%)
Parameter
d (k,σ ,d) d (k,σ ,d) (α,β,d) (α,β,d) (α,β,d)
7 (10,1,7) 30 (10,1,30) (0.1,0.1,30) (0.1,0.01,30) (0.1,0.01,30)
Classifier LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF
OA 51.35 72.84 52.28 73.15 52.73 70.37 54.69 72.13 55.56 74.04 58.65 76.59 61.69 79.98
AA 59.46 78.64 60.57 81.64 58.06 77.78 65.34 78.72 66.16 80.46 67.72 83.67 65.54 88.82
κ 0.4194 0.6534 0.4289 0.6587 0.4366 0.6256 0.4598 0.6441 0.4670 0.6682 0.4987 0.6990 0.5284 0.7414
differences of classification maps obtained using the different methods.
Generally speaking, hyperspectral information embedding can effectively improve the clas-
sification performance of the multispectral-lidar data, which implies that the models based
common subspace learning (e.g., SMA, S-SMA, CoSpace, S-CoSpace, and LeMA) can trans-
fer the knowledge from one modality to another modality to some extent, even though the
input data are heterogeneous.
Not unexpectedly, the proposed LeMA integrating rich spectral information and unla-
beled samples achieves a superior performance, which demonstrates that the learning-based
graph structure is more applicable to capturing the data distribution and further find a po-
tential optimal decision boundary.
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One thing to be noted, however, is that compared to the performance of the different al-
gorithms in the simulated MS-HS datasets from similar sources (homogeneous), the knowl-
edge transferring ability of these algorithms in handling the real multispectral-lidar and hy-
perspectral datasets from different sources (heterogeneous) remains limited, since all listed
methods including our LeMA are modeled in a linearized way. Unfortunately, a single linear
transformation fails to fit the gap between heterogeneous modalities well, despite a limited
performance improvement.
76
5 Conclusion and Outlook
5.1 Conclusion
T his thesis aims at developing a novel paradigm – regression-induced representationlearning – to revisit the remotely sensed hyperspectral imagery analysis, making it
possible for HSI to reach a trade-off between robustness and discrimination, as well as to
pinpoint its irreplaceable position in the next-generation large-scale earth observation tasks.
As a result, a general objective is summarized as
“developing advanced algorithms to analyzing the hyperspectral data more robustly and
efficiently with the potential contributions to improving the classification or mapping tasks in the
regional and even global coverage”.
In order to achieve this goal, three more specific challenges are detailed in Chapter 1,
corresponding to the three sub-topics of HDR, spectral unmixing, cross-modality fusion
and learning, respectively. Accordingly, the solutions are presented in the methodology of
regression-induced representation learning with six main contributions, thus the conclu-
sions can be drawn as follows:
• Redundant and noisy spectral bands inevitably degrade the performance of high-level
hyperspectral data analysis. HDR should therefore give a priority to be made. How-
ever, classic graph embedding-based HDR methods are sensitive to complex noise and
multicollinearity. To tackle the two problems, a robust local manifold representation
(RLMR) is developed to effectively compress the spectral dimension, involving
· A joint normalization is proposed by locally and globally mitigating the effects of
various spectral variabilities;
· After being coarsely selected, neighbors of each data point are further refined with
a KLD measurement on locally constructed features;
· Spatial contextual information is jointly embedded in the process of graph con-
struction.
Classification is explored as a potential application for validating the performance of
HDR. Experimental results have demonstrated the effectiveness of the RLMR in HDR.
• There has been a trade-off between robustness and discrimination of dimension-
reduced spectral features in the process of HDR. Interestingly, we found that those
complex spectral variabilities are hardly reconstructed in a linear system. In light of
the discovery, we reconsider the HDR as an issue of linear regression. To simultane-
ously maintain the spectral discriminant as high as possible, a multi-layered linearized
regression model is proposed to learn the low-dimensional representation in a joint
and progressive fashion. The obtained features using the proposed method yield the
state-of-the-art classification results on two commonly-used benchmark datasets.
• The extremely complex spectral variability, such as environmental conditions (e.g., lo-
cal temperature and humidity, atmospheric effects) and instrumental configurations
(e.g., sensor noise), hinders the unmixing performance of most existing methods from
being further improved. A feasible way to address the problem is to model a relatively
general unmixing framework. For that, a novel spectral mixture model, called ALMM,
is designed to consider not only the principal spectral variability (e.g., scaling factors)
but also other various spectral variabilities to expand the scalability of the endmember
dictionary.
Significantly, a statistical trend is found, that is, the endmembers and spectral variabil-
ities are highly uncorrelated. This motivates us to additionally learn a spectral variabil-
ity dictionary , whose atoms are assumed to be low-coherent with spectral signatures
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of endmembers.
It is worth while to note that the proposed method is able to obtain a more accurate
abundance estimation when the spectral variabilities extensively exist, compared to
other state-of-the-art algorithms.
• It is crucial to carefully consider the fact that the spectral signature in the original
hyperspectral space inevitably suffers from largely and diversely spectral variabilities,
possibly due to the high spectral dimension. For this reason, unmixing the HSI in a
subspace might be a technically effective alternative. Such subspace unmixing model
jointly learns a subspace projection and abundance maps.
With the low-rank attribute embedding, the learned subspace is robust enough against
a variety of spectral variabilities in a more general way, when facing the inverse prob-
lems of hyperspectral unmixing.
Experimental results have demonstrated a higher unmixing performance both visually
and quantitatively, in comparison with those methods without considering the sub-
space strategy.
• HSI will play an irreplaceable role in the coming high-performance and large-scale
earth observation tasks. Owing to its narrower spectral sampling width than that of MS
image, HSI is able to provide a great possibility to improve the performance of large-
scale MS classification or mapping.
The CoSpace model presented in this thesis locally aligns the manifold structure of MS
and HS modalities in order to linearly learn a shared latent subspace. Through the sub-
space, the highly-discriminative spectral information is expected to be transferred into
the MS data over a large coverage, yielding a better large-scale land cover classification.
We have shown the superiority of the CoSpace on two MS-HS datasets, which have
trade-offs between coverage and spectral resolution.
• In methodology, we further extended the supervised CoSpace model to a semi-
supervised version (LeMA) for addressing the issue of the cross-modality learning.
LeMA is not limited to the fixed graph structure and few training samples any more, as
the graph structure can be adaptively learned from both labeled and unlabeled data.
Apart from the homologous MS-HS datasets, we also investigated the performance of
the proposed LeMA on the heterogeneous MS-Lidar and HS datasets. The best per-
formance using LeMA in comparison with other state-of-the-art methods is obtained
either homologous or heterogeneous datasets, demonstrating its effectiveness.
5.2 Outlook
According to the current requirements in various earth observation tasks presented in this
dissertation, the future work regarding HSI is supposed to face towards more intellectual-
ized and globalized applications of Earth Vision. There are, therefore, a few potential topics
that need to be concerned in the further HSI-related study, which are outlined in the follow-
ing.
5.2.1 High-Efficiency and Low-Loss Hyperspectral Data Compression
Currently, the data overload in data collection brings a serious challenge in storage capabil-
ity, particularly for HSI that still holds spectral dimension expect the 2-D image structure.
Hyperspectral data compression is an effective and feasible way to fix the issue, thus leading
to more specific focuses in what follows:
 It is more promising to reduce the hyperspectral dimension and meanwhile compress
the 2-D image structure, so as to develop the advanced 3-D data compression technique
while preserving the spatial-spectral cube structure of HSI.
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 How to reasonably explore few labeled and many unlabeled samples is a key in HDR
to make a trade-off between the information loss and spectral discrimination (i.e. semi-
supervised strategy).
 We also expect to perform the data compression and recovery both efficiently and ef-
fectively.
5.2.2 Weakly-Supervised Learning-based Hyperspectral Unmixing
It is well-known that spectral unmixing is a special case of blind source separation, that is, it
belongs to a kind of unsupervised learning approach from the machine learning perspective.
How to take the supervised information in the process of unmixing into consideration would
be a promising direction. Two paths can be foreseen to achieve this goal, i.e.
 We may utilize the artificial abundance maps to train a model and transfer it into the
real data.
 We may also collect the endmembers from the lab or extract them from the real hy-
perspectral scene, and then accurately estimate the abundance maps as the nearly
groundtruth.
5.2.3 Evaluation of Spectral Unmixing: Build the Benchmark Datasets
Unlike the labeling in classification tasks, the groundtruth of abundance maps in the real
scene is hardly obtained, consequently leading to the difficulty in quantitatively evaluat-
ing the performance of unmixing methods. This challenge can be naturally overcame by
building the benchmark datasets. To my best knowledge, up to present, there are only some
artificial so-called benchmark datasets in the unmixing assessment. A possible solution to
the challenge is to make use of the multi-modal data. For example, given the high spatial
resolution RBG or multispectral image, they have to share the same study scene with the
HSI of low spatial resolution. Then the corresponding abundance maps could be generated
by learning the spatial relationships across multi-modalities.
5.2.4 Time-Series Hyperspectral Data Analysis
The upcoming launch of hyperspectral satellites (e.g., EnMap) enable the time-series hyper-
spectral data freely available on a larger scale. This brings many meaningful research topics
in the future, which can be unfolded with
 time-series or seasonal spectral unmixing, i.e. used for growth environment analysis of
crops or ecological precaution;
 time-series data fusion, e.g., image super-resolution with spatiotemporal images;
 change detection for disaster responses, such as water-flood, earthquake, volcano erup-
tion, and so on.
5.2.5 Geospatial Object Detection
HSI is characterized by very rich spectral information, which enables to detect the objects
of interest easier from the bird’s view. The hyperspectral data, as often as not, fail to indi-
vidually perform the goespatial object detection, due to its much narrow coverage from the
space (a large GSD, e.g., 1m). Nevertheless, the hyperspectral data can be still viewed as a
complementary data source to improve the detection accuracy of other modalities (e.g., very
high resolution RBG or multispectral image). In particular, HSI’s high spectral resolution is
capable of identifying the pixel-level or sub-pixel-level objects. This is never achievable for
those data sources only with the limited number bands.
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4.4 Robustness analysis of all compared methods with different SNRs on the
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4.11 An explicit example to clarify the spectral variability. (a): The line (red) 1
denotes the endmember of the trees extracted using VCA from the Urban
scene acquired from http://www.tec.army.mil/Hypercube, while the line
(green) 2 is the corresponding reference endmember (Trees). The line
(blue) 3 is estimated by multiplying a scaling factor on line 2. Line 4 (or
5) illustrates the differences between 1 and 2 (or 3) to clarify the existence
of other spectral variabilities besides scaling factors. (b) gives a statistical
distribution of spectral variability in the Urban scene that it is not a simple
Gaussian distribution rather than more like a more complex Gaussian
mixture distribution. 54
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4.14 Visualizing the unmixing results in the first simulated hyperspectral scene.
(a) The abundances estimated by different spectral unmixing methods (each
column corresponds to one endmember extracted by VCA ) and the first row
shows the ground truth. (b) The difference abundance maps using different
spectral unmixing methods corresponding to Figure 4.14(a). 57
4.15 Visualization of the abundance maps of the proposed method and the
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Learning a Robust Local Manifold Representation for
Hyperspectral Dimensionality Reduction
Danfeng Hong, Student Member, IEEE, Naoto Yokoya, Member, IEEE, and Xiao Xiang Zhu, Senior Member, IEEE
Abstract—Local manifold learning has been successfully
applied to hyperspectral dimensionality reduction in order to em-
bed nonlinear and nonconvex manifolds in the data. Local manifold
learning is mainly characterized by affinity matrix construction,
which is composed of two steps: neighbor selection and computa-
tion of affinity weights. There is a challenge in each step: First,
the neighbor selection is sensitive to complex spectral variabil-
ity due to nonuniform data distribution, illumination variations,
and sensor noise; second, the computation of affinity weights is
challenging due to highly correlated spectral signatures in the
neighborhood. To address the two issues, in this paper, a novel
manifold learning methodology based on locally linear embed-
ding is proposed through learning a robust local manifold rep-
resentation. More specifically, a hierarchical neighbor selection is
designed to progressively eliminate the effects of complex spec-
tral variability using joint normalization and to robustly compute
affinity (or reconstruction) weights reducing multicollinearity via
the refined neighbor selection. Additionally, an idea that combines
spatial–spectral information is introduced into the proposed man-
ifold learning methodology to further improve the robustness of
affinity calculations. Classification is explored as a potential ap-
plication for validating the proposed algorithm. The classification
accuracy in the use of different dimensionality reduction methods
is evaluated and compared, while two kinds of strategies are ap-
plied in selecting the training and test samples: random sampling
and region-based sampling. Experimental results show the classi-
fication accuracy obtained by the proposed method is superior to
those state-of-the-art dimensionality reduction methods.
Index Terms—Dimensionality reduction (DR), hyperspectral im-
age, local manifold learning (LML), multicollinearity, nonuniform
data distribution.
I. INTRODUCTION
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interest and analyze data attributes more easily, but also intro-
duces drawbacks caused by its high dimensionality. As a result,
the dimensionality reduction (DR) is a necessary and essential
ingredient to address the aforementioned issue. A large num-
ber of DR techniques have been developed for a wide range
of applications, including image segmentation [1], biometric
[2], large-scale data classification [3], image/video analysis [4],
and visualization [5]. Generally, these DR approaches can be
categorized into linear and nonlinear methods.
Classical linear methods, such as principal component analy-
sis (PCA) [6], easily fail to excavate the underlying data structure
that lies in the complex real world. Comparatively, many nonlin-
ear techniques, such as manifold learning (Isomap [7], locally
linear embedding (LLE) [8], Laplacian eigenmaps (LE) [9], and
local tangent space alignment (LTSA) [10]), exhibit unique ad-
vantages in DR and obtain state-of-the-art results in many fields.
These examples of successful use of manifold learning men-
tioned above have widely attracted the attention of researchers
working in the field of hyperspectral data analysis. Owing to
merits of manifold learning, which can effectively map nonlin-
ear and nonconvex manifolds in low-dimensional space, massive
related approaches are introduced into hyperspectral image pro-
cessing and successfully applied to various tasks, e.g., feature
extraction [11], [12], classification [13]–[16], detection [17],
[18], and multitemporal analysis [19]. In addition, it has been
proven in [3] that the algorithm performance with global mani-
fold methods is inferior to that with local manifold methods. As
a typical and benchmark local manifold learning (LML) method,
LLE explores locally linear and globally nonlinear assumptions
to effectively capture the underlying intrinsic structure of data.
LLE has been successfully applied to hyperspectral classifica-
tion. Ma et al. [13] integrated LML with improved k-nearest
neighbor for hyperspectral classification tasks. In [14], Ma
et al. extended their work and proposed a kind of semisuper-
vised hyperspectral image classification method based on LML.
Tang et al. [16] proposed manifold based on sparse represen-
tation for hyperspectral classification, and they embedded the
local geometric property using the local manifold representation
into classification framework based on sparse representation in
order to enforcedly keep consistent from sparse code to local
manifold representation.
Current research on manifold learning methods in hyper-
spectral data processing mostly focuses on their potential for
classification or detection tasks and frequently neglects the rep-
resentation capability of the manifold structure, leading to dif-
ficulty in improving the classification accuracy. In other words,
1939-1404 © 2017 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution
requires IEEE permission. See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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Fig. 1. Unified framework of the LML algorithm.
considerable attention has been paid to feature fusion and clas-
sifier design on manifold-based hyperspectral data processing;
however, studies on manifold representation are still lacking.
Consequently, the classification accuracy can be limited by bot-
tlenecks in manifold learning, where a breakthrough in the level
of the classifier is hardly made. To this end, a better manifold
representation can break the stalemate.
In general, LML can be regarded as local graph embedding
[20], while the most important part of the graph-embedding
framework is the calculation of affinities (or similarities) of ver-
tex pairs in a graph, i.e., the affinity matrix. The construction of
the affinity matrix comprises two steps: neighbor selection (NS)
and computation of affinity weights. There is a challenge in each
step: 1) The NS is sensitive to the complex spectral variability
due to environmental conditions (e.g., illumination and atmo-
spheric conditions) and instrumental configurations (e.g., sensor
noise) as well as data inherent structure (e.g., data distribution);
2) the computation of affinity weights is challenging due to
highly correlated spectral signatures in the neighborhood. The
latter issue is called multicollinearity when multiple regression
analysis is used to obtain affinity weights. More specifically,
multicollinearity refers to a phenomenon where multiple ex-
planatory variables (spectral signatures in our case) are highly
correlated in a linear regression model. This phenomenon in
LML easily results in an inaccurate estimation of the affinity
matrix.
To tackle these challenges, it is important to develop a robust
and effective local manifold representation approach. In this pa-
per, we mainly focus on improving LLE, which is one of the
benchmark LML methods in many fields. A novel LML method-
ology on the basis of LLE is proposed, which aims at learning
a robust local manifold representation (RLMR). Two main con-
tributions of this paper are as follows: First, the hierarchical NS
(HNS), which comprises joint normalization (JN) and refined
NS (RNS), has been embedded into the original LLE frame-
work to robustly select neighbors and mitigate multicollinearity
in calculating affinity weights at the same time; Second, in-
spired by successful applications of spatial information in the
hyperspectral classification, we model the spatial information
into the proposed DR methodology in order to further improve
the robustness of affinity calculations.
The remainder of this paper is described as follows: In
Section II, we begin with a brief review of LML with three
representative LML methods and provide comparative analysis.
Section III introduces our methodology. Experimental results on
classification are presented in Section IV. Finally, we provide
conclusions and future outlook in Section V.
II. LOCAL MANIFOLD LEARNING
In this section, three representative LML methods, i.e., LE,
LLE, and LTSA, are introduced in the graph-embedding frame-
work, focusing on their advantages and disadvantages.
Generally, LML methods attempt to capture the underlying
local manifold structure of the original data and preserve it in a
low-dimensional space, which enables nonlinear DR. Let X =
[x1 ,x2 , . . . ,xN ] ∈ RD×N denotes N data samples that have
D-dimensional features and Y = [y1 ,y2 , . . . ,yN ] ∈ Rd×N
denotes their low-dimensional representations, where d  D.
LML comprised mainly three steps:
1) neighbor selection;
2) computation of affinity weights; and
3) calculation of embedding.
The above-mentioned steps are illustrated in Fig. 1. Pairwise
similarity measurements are performed to selected k neighbors
for each data sample. Euclidean distance is commonly used for
similarity measurement. Let W ∈ RN×N be a sparse affinity
matrix with the (i, j)th entry of the matrix representing the
affinity weight from the ith sample and jth sample, where j ∈ φi
and φi is a set of neighbors of the ith sample. The calculation
of embedding coordinates is generally formulated as [20]
Yˆ = argmin
Y
⎧⎨⎩
N∑
i=1
∑
j∈φi
‖yi − yj‖22 Wij
⎫⎬⎭ , s.t. YBYT = I
= argmin
Y
{
tr
(
YLYT
)}
, s.t. YBYT = I (1)
where L ∈ RN×N is the Laplacian matrix defined as L = D−
W and D is a diagonal matrix defined by ∀i Dii =
∑
j Wij . B
is a constant matrix defined by the formulation of each manifold
learning method. LML methods can be mainly characterized by
the construction of the affinity matrix W, as described below.
In the following, three popular LML methods—namely LE,
LLE, and LTSA—are introduced in details according to the
aforementioned unified framework of the LML algorithm.
LE: The basic principle is to compute the affinity matrix for
each data point in the original high-dimensional space using the
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Gaussian function as [9]
WLEij =
{
exp
(
−‖xi − xj‖22
/
2σ2
)
if j ∈ φi
0 otherwise.
(2)
The constant matrix B is defined as B = D. The low-
dimensional representations can be obtained by solving the op-
timization equation (1).
LE is a very typical graph-based embedding method, which
has been proven in [9] to be simple to implement and robust
against outliers and noise. However, its limitation is also obvious
[21], namely a local manifold structure is artificially designed
by exploiting approximately pairwise distances with heat kernel,
which brings relatively weak representation of local manifold
without considering the property of local neighbors.
LLE: It represents the underlying local manifold structure by
exploiting the local symmetries of linear reconstructions [5] be-
tween each data point and its neighbors in the high-dimensional
space and then computes the low-dimensional embedding co-
ordinates that preserve the reconstruction coefficients. The re-
construction coefficients, denoted as A ∈ RN×N, are obtained
by the minimization
Aˆ = argmin
A
⎧⎨⎩
N∑
i=1
∥∥∥∥∥∥xi −
∑
j∈φi
Aijxj
∥∥∥∥∥∥
2
2
⎫⎬⎭
s.t.
∑
j∈φi
Aij = 1 (3)
where Aij denotes the reconstruction weight between xi and
xj , if the jth data point is not one of the k neighbors of the
ith data point (j ∈ φj ); otherwise Aij = 0. The reconstruction
weights obey an important symmetry of being invariant to ro-
tations, rescalings, and translations of any target data point and
its neighbors [5]. The low-dimensional coordinates are obtained
by minimizing the embedding cost function as
Yˆ = argmin
Y
⎧⎨⎩
N∑
i=1
∥∥∥∥∥∥yi −
∑
j∈φi
Aijyj
∥∥∥∥∥∥
2
2
⎫⎬⎭
s.t.
N∑
i=1
yi = 0,
1
N
N∑
i=1
yiy
T
i = I. (4)
From the viewpoint of the graph-embedding framework, LLE
can also be induced as the graph-embedding problem; therefore,
(4) can be rewritten in the form of (1) as
Yˆ = argmin
Y
⎧⎨⎩
N∑
i=1
∥∥∥∥∥∥yi −
∑
j∈φi
Aijyj
∥∥∥∥∥∥
2
2
⎫⎬⎭ , s.t.YBYT = I
= argmin
Y
⎧⎨⎩
N∑
i=1
∑
j∈φi
‖yi − yj‖22 WLLEij
⎫⎬⎭ , s.t.YBYT = I
= argmin
Y
{
tr
(
YLLLEYT
)}
, s.t.YBYT = I (5)
where the affinity matrix (WLLE) can be computed by the fol-
lowing equation [20]:
WLLEij =
{
Aij + Aj i −AijAj i if j ∈ φi
0 otherwise
(6)
and Laplacian matrix of LLE can be given by LLLE = D−
WLLE = (I−A)T(I−A) [5].B is defined as B = I.
With a local regression technique [22], the property of lo-
cal data is fully taken into consideration in LLE, which means
that a local manifold structure can be effectively learned from
local data. It is natural that it is able to improve the representa-
tion ability of the local manifold. That is not to say, however,
that the RLMR can be obtained using LLE, since LLE is very
sensitive to data distribution [23], variability [24], as well as
multicollinearity.
LTSA: Similar to LLE, LTSA attempts to mine the underlying
local manifold structure assuming local linearity. The core idea
of LTSA is to utilize a local tangent space to represent a local
manifold structure via a linear mapping, such as PCA. There-
fore, it can be solved naturally as a graph-embedding problem,
and the affinity matrix can be defined as WLTSA = D− LLTSA,
more specifically formulated as follows [14]:
WLTSAij =
{
1
k +
1
k−1 θ
T
i Λ
−1θj if j ∈ φi
0 otherwise
(7)
where θi and θj are the local tangent coordinates of xi and xj ,
respectively, and Λ stands for the leading d eigenvalues of the
covariance matrix of φi , and k is the number of neighbors for xi .
The low-dimensional embedding is calculated by the following
minimization:
Yˆ = argmin
Y
{
tr
(
YLLTSAYT
)}
, s.t.YBYT = I
= argmin
Y
⎧⎨⎩
N∑
i=1
∑
j∈φi
‖yi − yj‖22 WLTSAij
⎫⎬⎭ , s.t.YBYT = I
= argmin
Y
{
N∑
i=1
‖yiH−Tiθi‖22
}
, s.t.YBYT = I (8)
whereH = I− eeT/k is the centering matrix, ande is a uniform
vector with the size of k × 1. Ti is a local transformation matrix
with linearity, and B is defined as B = I.
Typically, a concept of local tangent space is proposed in
LTSA to linearly and approximately estimate the local manifold
structure, which is able to better capture the intrinsic structure
of the underlying manifold [10]. However, such approximated
estimation of the local manifold structure is possibly inaccurate,
particularly in nonuniform distributed data [25], due to those
data in the local manifold space without lying in, or closing to,
a linear subspace. Also, although the performance of LTSA can
improve the local manifold representation compared to LLE
to some extent, it still fails when taking the data variability
(e.g., noise) into consideration [26]. Furthermore, unlike LLE,
LTSA explores a linear mapping (e.g., PCA) to find the principle
information to depict the local manifold structure, accordingly
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Fig. 2. Holistic diagram of the proposed method.
resulting in inevitable loss of useful information (e.g., geometric
structure and local minutiae).
In summary, among the three LML methods, one advantage
of LLE and LTSA over LE is that by using LLE or LTSA we
can obtain a potentially better performance in DR due to their
reasonably linear representation in the local manifold space.
But the drawback of LLE and LTSA is that neither is highly
robust against complex data variability, e.g., caused by noise,
illumination, or nonuniform data distribution. Therefore, how to
robustly learn the local manifold representation is an unsolved
problem in LML. As a promising LML framework, LLE has
been successfully applied in many fields and has obtained some
amazing experimental results due to effectively and reasonably
local linear assumption, for example, in hyperspectral data pro-
cessing [3], [13], [14], [16], [17], [22]. However, sensitivity
to variability and multicollinearity when calculating the local
linear representation are hindering the advancement of LLE to-
ward robustness and high performance. Therefore, in the next
section, we emphatically introduce the proposed novel method-
ology based on LLE in an attempt to address the two issues
mentioned above.
III. ROBUST LOCAL MANIFOLD REPRESENTATION
In this section, a novel LML methodology is introduced in
detail in order to learn an RLMR, mainly including the design
of HNS and the integration of spatial contextual information.
Fig. 2 shows the holistic diagram of the proposed methodology
that mainly comprises the six steps given below, where the first
four correspond to HNS and the fifth is the integration of spatial
information.
Step 1. Global data normalization (GDN) is performed to deal
with the spectral variability modeled by scaling and
shifting.
Step 2. NS coarsely selects local neighbors of the target pixel.
Step 3. Local data normalization (LDN) is applied to make
local data distribution more uniform and isotropic and
further eliminate locally spectral variability.
Step 4. RNS aims at mitigating multicollinearity in the local
manifold space, making it possible to obtain a relatively
accurate and intrinsic structure of underlying manifold.
Step 5. Computation of reconstruction weights with contextual
information jointly embeds spectral and spatial infor-
mation for a robust calculation of the reconstruction
weights.
Step 6. Calculation of embedding obtains the low-dimensional
feature representation by embedding robust local man-
ifold properties into the low-dimensional space.
A. Hierarchical Neighbors Selection
Fig. 3 shows the detailed diagram of HNS, which is composed
of JN and RNS.
1) Joint Normalization: Data normalization is widely used
in data preprocessing procedure, including hyperspectral data
analysis [27], [28]. It aims at reducing the effect of numer-
ous variations and improving the performance of subsequent
algorithms. Generally, data normalization includes GDN and
2964 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 10, NO. 6, JUNE 2017
Fig. 3. Detailed diagram of HNS.
LDN [29]. The purpose of GDN is to mitigate illumination vari-
ations and modify the global data distribution so that it is more
uniform and isotropic [30], [31], enabling them to be measured
in the same, or similar, level or unit. Therefore, GND should
be performed on the whole hyperspectral image. Unlike GDN,
LDN tends to uniformize the mean and variance of the local
neighborhood, which is particularly useful for nonuniform dis-
tributed data [32], [33]. Owing to the merits of GDN and LDN,
JN is an appropriate approach to effectively address the issues
of spectral variability and nonuniform data distribution, which
can be implemented step-by-step via the following formulations
1) Global data normalization: It performs the following com-
putations:
xnsi =
xoi − coi
soi
(9)
xgi = (x
ns
i − cns)./sns (10)
where “./” means the elementwise division, xoi ∈ RD×1 is the
ith original spectral signature, and coi and soi are the mean value
and variance corresponding to xoi , respectively. xnsi ∈ RD×1
stands for the normalized spectral signature. Xns ∈ RD×N
represents all normalized spectral signatures made up of xnsi ,
and cns ∈ RD×1 and sns ∈ RD×1 correspond to the mean
value and variance of Xns , respectively. xgi ∈ RD×1 stands for
the normalized spectral signature of GDN. The normalization
obtained by performing (9) can mitigate the effects of spectral
variability that can be explained by scaling and shifting,
whereas (10) makes the global data distribution more uniform
and isotropic and puts the same weight on all the spectral
bands, as shown in Fig. 3(Top-left).
2) Local data normalization: After selecting coarse neigh-
bors for each data point using the Euclidean distance,
LDN is exploited to make data distribution more uniform
and isotropic in the local manifold space, which can be
formulated as
xlij =
{
(xgi − cgi )./sgi j = 0
(xgij − cgi )./sgi j = 1, 2, . . . ,K
(11)
where “./” means the elementwise division, Xgi = [x
g
i ,
xgi1 , ...,x
g
ij , ...,x
g
iK ] ∈ RD×(K+1) consists of the globally nor-
malized spectral features of ith data point and its K neigh-
bors. cgi ∈ RD×1 and sgi ∈ RD×1 represent the mean value and
variance of Xgi , respectively. Xli = [xli ,xli1 , ...,xlij , ...,xliK ] ∈
RD×(K+1) represents the final normalized spectral features for
ith data point and its neighbors by JN. An example of local
data distribution is shown in Fig. 3(Bottom-left). We can see
that the data distribution becomes more uniform and isotropic
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by means of LDN reducing the effects of nonuniform data
distribution.
2) Refined Neighbor Selection: After JN, we obtain the
rough results of NS where the influence of spectral variabil-
ity has been mitigated, but multicollinearity still exists among
neighbors. Multicollinearity leads to an inaccurate estimation
of the affinity matrix, thereby degrade the quality of the local
manifold structure. To address this issue, RNS is performed as
the second layer of HNS. RNS, which is inspired by the lo-
cal manifold alignment, is proposed to reduce the information
redundancy [34] in the coarse neighborhood, as illustrated in
Fig. 3(Right). RNS can mitigate the effects of multicollinearity
in the next step, i.e., the calculation of reconstruction weights,
while preserving local manifold properties. In detail, LFS is
divided into two parts.
First, inspired by [35] and [36], we construct the local struc-
ture featureFlocalp for the data point p in the feature space using its
neighbor’s information Xlp = [xlp1 , ...,xlpj , ...,xlpK ] ∈ RD×K .
Flocalp can be formed by the distance property between the feature
of p with those of its neighbors using a Gaussian function:
F localpj = exp
(
−∥∥xlp − xlpj∥∥22) (12)
Flocalp =
[
F localp1 , . . . , F
local
pj , . . . , F
local
pK
]
. (13)
The second part is to screen out new local neighbors that
have similar data distribution using the Kullback–Leibler diver-
gence (KLD). The KLD has been justified to effectively mea-
sure the similarity of hyperspectral data distribution [37]. The
difference of local features df = [df1 , ..., dfq , ..., d
f
K ] ∈ R1×K
between the point p and its neighbor q can be measured as
dfq = KLD
(
Flocalp ||Flocalq
)
+ αKLD
(
Flocalq ||Flocalp
) (14)
KLD
(
Flocalp ||Flocalq
)
=
K∑
j=1
F localpj × log2
(
F localpj
F localqj
)
(15)
KLD
(
Flocalq ||Flocalp
)
=
K∑
j=1
F localqj × log2
(
F localqj
F localpj
)
(16)
where Flocalp ∈ R1×K and Flocalq ∈ R1×K stand for the local
structure features of p and q in the spectral domain, respectively,
and α is a penalty parameter balancing the two terms described
in (15) and (16). Neighbors with the k smallest df value are
chosen from the coarse neighbors as the new neighbors of the
data point p, namely Xnlp = [xnlp1 , ...,xnlpj , ...,xnlpk ] ∈ RD×k . k is
the final number of neighbors for each point, and we make the
value of K equal to twofold k.
An example showing the effect of RNS is given in
Fig. 4, where correlations between the target pixel and
its neighbors are shown with and without using RNS. To
be specific, given any target pixel, k neighbors were se-
lected without RNS, whereas for RNS, 2k were selected at
first and then k neighbors are refined from 2k neighbors.
Therefore, the same number of neighbors k was obtained
without RNS and with RNS. Fig. 4(Left) shows spectral
signatures of neighbors from two different strategies (without
RNS and with RNS). Although it is not so obvious, it still
Fig. 4. (Left) Spectral signatures of local neighbors for an exemplar data point
and (right) their correlations (top) without RNS and (bottom) with RNS.
emerges the slight difference that spectral signatures without
RNS are more intensive than those with RNS, which means that
those without RNS are likely to generate multicollinearity when
computing the affine matrix (weight matrix). Fig. 4(Right)
shows relatively obvious results regarding the reduction of
multicollinearity. We can see that the values of correlation
matrix with RNS are lower than those without RNS, which
demonstrates that the linear correlations observed in the
correlation matrix are effectively reduced after using RNS.
B. Local Manifold Representation With Spatial Contextual
Information
To further improve the robustness of the calculation of recon-
struction weights, the spatial information is incorporated into
linear reconstructions. We assume that spatially neighboring
spectral pixels can be explained by the same or similar recon-
struction weights [38], if spatially neighboring pixels include
similar spectral components. The calculation of reconstruction
weights with spatial contextual information can be formulated
based on (1) by adding the constraint that the reconstruction
weights of the target pixel are approximately equal to the aver-
age of those of its neighboring pixels, as shown in the following:
a0i = argmin
w 0i
{
4∑
s=0
∥∥xnlis −Xnli asi ∥∥22
}
,
s.t.
∥∥∥∥∥Xnli
(
4a0i −
4∑
s=1
asi
)∥∥∥∥∥
2
2
≤ η , (asi )Tasi = 1,
s = 0, 1, . . . , 4 (17)
where Xnli = [xnli1 , ...,xnlij , ...,xnlik ] ∈ RD×k is the k-nearest
neighbors selected by HNS. xnlis , s = 0, 1, ..., 4 are the tar-
get spectral pixel and its four spatial neighbors, respectively, as
an example shown in Fig. 5. Correspondingly, asi ∈ Rk×1 ,s =
0, 1, ..., 4 are their reconstruction weights. η is a tiny real number
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Fig. 5. Diagram for spatial–spectral combination in hyperspectral DR.
(here η = 10−3) that represents the limit of error. Note that LDN
should be conducted on this dataset composed of target spectral
pixel and its spatial and spectral neighbors before calculating
reconstruction weights.
We can regard (17) as a joint optimization problem. In this
case, the objective function of (17) can be rewritten as
a0i = argmin
a0i
{∥∥∥Xˆnli − LAˆi∥∥∥2
F
}
, s.t.CAˆi = [1 1 1 1 1 ]T
L =
⎡⎢⎢⎢⎢⎢⎢⎣
4βXnli −βXnli −βXnli −βXnli −βXnli
Xnli
Xnli
Xnli
Xnli
Xnli
⎤⎥⎥⎥⎥⎥⎥⎦ ,
Aˆi =
⎡⎢⎢⎢⎢⎢⎢⎣
a0i
a1i
a2i
a3i
a4i
⎤⎥⎥⎥⎥⎥⎥⎦ , Xˆ
nl
i =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
xnli0
xnli1
xnli2
xnli3
xnli4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, C =
⎡⎢⎢⎢⎢⎣
e
e
e
e
e
⎤⎥⎥⎥⎥⎦
(18)
where the sizes of L, Xˆnli , Aˆi ,C are 6D × 5k, 6D × 1, 5k × 1
and 5× 5k, respectively. And e ∈ R1×k is the unit vector with
a size of 1 × k, and β is a penalty parameter to balance the
importance between error item and constraint item in (18).
In order to solve (18), it can be further relaxed by means of
Lagrange multipliers as represented by
a0i = argmin
a0i
{∥∥∥Xˆnli − LAˆi∥∥∥2
F
+ λ
∥∥∥CAˆi − ∧e∥∥∥2
2
}
(19)
where λ is also a penalty parameter, and here let it be 1 for
simplicity as well as eˆ = [1 1 1 1 1 ]T ∈ R5×1 . The solution
in (19) can be analytically derived [39] by matrix derivation
operation as
a0i =
(
LTL + λCTC
)−1(
LTXˆnli + λC
T ∧e
)
. (20)
Therefore, a0i is the weight vector for ith pixel by using
RLMR. Following the framework shown in Fig. 2, the result of
DR can be obtained by calculating the embedding using (1).
IV. EXPERIMENT
In this section, we explore the classification as a potential
application and quantitatively evaluate the performance of DR
algorithms using overall classification accuracy. The main focus
of this paper is to learn a more robust and discriminative feature
representation, rather than how to develop a more advanced
classifier. Therefore, we use two common classifiers, namely
the nearest neighbor (NN) algorithm based on the Euclidean
distance and linear support vector machines (SVMs).
A. Hyperspectral Datasets
The experiments are carried out using two benchmark hyper-
spectral datasets.
1) Indian Pines AVIRIS Image: The first dataset was acquired
by NASA’s AVIRIS sensor over the Indian Pines test site
in Northwest Indiana with the size of 145× 145× 220
and 10 nm spectral resolutions over the range of 400–
2500 nm, mainly including several kinds of vegetation.
More specific classes and the number of samples can be
found in Table I.
2) 2013 IEEE GRSS Data Fusion Contest (DFC) image: The
second dataset was provided for the 2013 IEEE GRSS
DFC acquired by the ITRES-CASI 1500 sensor with the
size of 349 × 1905 × 144 in the range of 380–1050 nm,
which includes more varied categories.
B. Results of Indian Pines AVIRIS Data
For the first dataset, we adopted two sampling strategies to
select training samples and test samples: random sampling and
region-based sampling. Random sampling is a common way
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TABLE I
NUMBER OF TRAINING SAMPLES AND TEST SAMPLES FOR EACH CLASS
No. Class Name Total Cross Validation Training Testing
1 Corn-Notill 1434 50 50 1334
2 Corn-Mintill 834 50 50 734
3 Corn 234 50 50 134
4 Grass-Pasture 497 50 50 397
5 Grass–Trees 747 50 50 647
6 Hay-Windrowed 489 50 50 389
7 Soybean-Notill 968 50 50 868
8 Soybean-Mintill 2468 50 50 2368
9 Soybean-Clean 614 50 50 514
10 Wheat 212 50 50 112
11 Woods 1294 50 50 1194
12 Bldg-Gra-Tr-Driv 380 50 50 280
13 Stone–Stel–Tower 95 15 15 65
14 Alfalfa 54 10 10 34
15 Grass-Past-Mowed 26 5 5 16
16 Oats 20 5 5 10
for the validation of the hyperspectral classification. In contrast,
classification using region-based sampling is more practical and
challenging due to high correlation and limited variability of
training samples, and thus an effective way to investigate the
performance of the proposed method. We randomly assigned
around 5% of total samples as cross-validation samples and
then divided the rest into two parts: training samples (5% of
total samples), by random sampling or region-based sampling,
and test samples (90% of total samples). Moreover, ten repli-
cations were performed for selecting training and test samples
based on the two aforementioned sampling strategies. The spe-
cific number of cross validation, training, and test samples is
listed in Table I [40]. We compare the classification results on
dimensionality-reduced data using the proposed method with
those using some benchmark DR methods (PCA, KPCA [41],
LLE, LE, and LTSA) and original spectral features (OSF). Three
step-by-step methods, i.e., JN, HNS, and RLMR, are used for
the proposed methods to investigate the effects of JN, LFS, and
the integration of spatial information.
1) Performance Comparison and Analysis Between RLMR
and Classical DR Methods: Initially, we conducted a fivefold
cross validation on training samples in order to select the op-
timal parameter combination. Table II gives the classification
accuracies obtained by using the nine methods with optimal
parameters (d, k). It should be noted that two kinds of classifica-
tion accuracy are applied here, including overall accuracy (total
classification accuracy of all classes) and average accuracy (the
average of the classification accuracy of each class), to evaluate
the performance of the listed methods.
The proposed methods outperform the other methods both
with random sampling and region-based sampling. Compared
to OSF, JN, HNS, and RLMR increase the overall accuracy
by 8.25%, 12.71%, and 21.1%, respectively, with random sam-
pling, and 7.42%, 8.83%, and 10.46%, respectively, with region-
based sampling. For the average accuracy, on the other hand,
the corresponding increases are, respectively, 10.2%, 12.89%,
18.11% with random sampling, and 9.68%, 10.95%, 11.54%
with region-based sampling.
The classification maps are shown in Figs. 6 and 7. It can be
seen that the classification maps of JN, HNS, and RLMR in-
clude less salt-and-pepper errors. In particular, those of RLMR
are smoother in the local spatial region, resulting from the em-
bedding of spatial information. These results demonstrate the
effectiveness of all three technical components of the RLMR,
i.e., JN, RNS, and the integration of spatial information, and
imply that they successfully contribute to extracting robust and
discriminative low-dimensional feature representations. In con-
trast, the classification accuracies of the classical LML methods
(e.g., LLE, LTSA) are holistically higher than those obtained by
using OSF and PCA, and yet lower than the results of our pro-
posed methods due to the sensitivity of variability with respect
to LLE and the unavoidable loss of information with respect to
LTSA. As for the performance of LE, it is even inferior to the
performances of OSF and PCA, and considerably lower than
LLE and LTSA, as discussed in Section II. This indicates that
the performance of these methods is unstable in DR due to
challenges involved in NS and affinity calculations.
To effectively support the conclusion obtained by the NN
classifier, an advanced and common classifier—SVM [44] is
also applied for classification under the same condition. In this
paper, a linear version of SVM is selected for the classifier
rather than nonlinear versions to investigate the capability of
handing nonlinear structure in the data for all DR methods under
comparison. Classification accuracies obtained via SVM and
corresponding optimal parameters for nine methods are listed
in Table III. Figs. 8 and 9 show classification maps for the
different methods using the random sampling and region-based
sampling strategies, respectively.
In addition, we can observe from Tables II and III that the
performance of JN, HNS, and RLMR is progressively increased,
which can be contributed by the used of normalization, RNS, and
spatial information, respectively. To investigate the effectiveness
of RNS, we compare the performance with RNS and without
RNS via the NN classifier, listed in Table IV. We can clearly
see that the classification accuracies of those methods with RNS
are stably higher than those without RNS while the proposed
method JN+RNS (HNS) shows the best performance.
2) Sensitivity Analysis of Parameters and Robustness Against
Noise
a) Sensitivity analysis of parameters: The sensitivity of pa-
rameters is examined by varying the number of neighbors (k) and
the size of reduced dimensionality (d) for LML methods, and
the variance (v) of kernel for KPCA. As shown in Figs. 10 and
11, the performance of the LML methods is less sensitive to the
parameters. In general, as observed from the data dimensionality
point of view, the classification accuracy increases with increas-
ing dimensionality, to a certain extent, and then holds steady.
When the reduced dimensionality d reaches approximately 50,
the results are basically stable for those ML-based methods,
while the number of neighbors k is around 60 when accuracy
reaches the nearly optimum level. As the number of neighbors
gradually increases, the corresponding classification accuracy
progressively increases to a peak (e.g., k is equal to around
50) and then dramatically drops. A large number of neighbors
may obscure the local structure, whereas a small number of
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TABLE II
CLASSIFICATION ACCURACIES USING OPTIMAL PARAMETERS VIA NN FOR DIFFERENT DR METHODS IN INDIAN PINE DATASET
Method Optimal Parameters Classification Accuracy
Random Sampling Region-based sampling
Overall Accuracy Average Accuracy Overall Accuracy Average Accuracy
OSF / 64.74% 72.72% 44.78% 56.67%
PCA d = 50 64.62% 72.66% 44.74% 56.64%
KPCA d = 50, v = 10 66.95% 76.03% 48.79% 61.25%
LLE d = 60, k = 40 68.49% 75.51% 47.45% 59.55%
LE d = 60, k = 7 59.57% 68.19% 40.92% 52.73%
LTSA d = 60, k = 70 71.22% 81.12% 51.63% 66.09%
JN d = 70, k = 40 72.99% 82.92% 52.20% 66.35%
HNS d = 70, k = 40 77.45% 85.61% 53.61% 67.62%
RLMR d = 50, k = 80 85.84% 90.83% 55.24% 68.21%
Fig. 6. NN classification maps for the Indian Pines dataset using all DR methods under comparison with the optimal parameters in Table II based on random
sampling. (a) Ground truth and (b)–(j) results for OSF, PCA, KPCA, LLE, LE, LTSA, JN, HNS, and RLMR, respectively.
Fig. 7. NN classification maps for the Indian Pines dataset using all DR methods under comparison with the optimal parameters in Table II based on region-based
sampling. (a)–(i) Results for OSF, PCA, KPCA, LLE, LE, LTSA, JN, HNS, and RLMR, respectively.
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TABLE III
CLASSIFICATION ACCURACIES USING OPTIMAL PARAMETERS VIA SVM FOR DIFFERENT DR METHODS IN INDIAN PINES DATASET
Method Optimal Parameters Classification Accuracy
Random Sampling Region-Based Sampling
Overall Accuracy Average Accuracy Overall Accuracy Average Accuracy
OSF / 73.86% 76.04% 47.39% 61.87%
PCA d = 30 70.60% 79.50% 47.82% 58.38%
KPCA d = 60, v = 10 72.16% 80.88% 50.36% 63.52%
LLE d = 40, k = 50 71.47% 72.51% 47.23% 62.49%
LE d = 80, k = 3 56.93% 65.06% 36.59% 52.85%
LTSA d = 40, k = 70 75.49% 84.93% 52.79% 64.51%
JN d = 90, k = 60 76.52% 83.03% 52.83% 66.95%
HNS d = 100, k = 50 78.75% 85.04% 54.73% 68.03%
RLMR d = 40, k = 90 87.06% 90.93% 56.92% 69.24%
Fig. 8. SVM classification maps for the Indian Pines dataset using all DR methods under comparison with the optimal parameters in Table III based on random
sampling. (a) Ground truth and (b)–(j) results for OSF, PCA, KPCA, LLE, LE, LTSA, JN, HNS, and RLMR, respectively.
Fig. 9. SVM classification maps for the Indian Pines dataset using all DR methods under comparison with the optimal parameters in Table III based on
region-based sampling. (a)–(i) Results for OSF, PCA, KPCA, LLE, LE, LTSA, JN, HNS, and RLMR, respectively.
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TABLE IV
CLASSIFICATION ACCURACIES OBTAINED WITH NN CLASSIFIER FOR THE INDIAN PINES DATASET USING LLE WITH DIFFERENT NS METHODS
NS Method Optimal Parameters Classification Accuracy
Random Sampling Region-Based Sampling
Euclidean d = 60, k = 40 68.49% 47.45%
Euclidean+RNS d = 90, k = 50 70.24% 48.85%
SAM d = 60, k = 80 70.85% 48.97%
SAM+RNS d = 70, k = 50 72.67% 49.50%
JN d = 70, k = 40 72.99% 52.20%
JN+RNS (HNS) d = 70, k = 40 77.45% 53.61%
Fig. 10. Performance comparison: Classification accuracy as a function of data dimension using random sampling for the Indian Pines dataset. (a)–(i) Results
using different numbers of neighbors, respectively.
neighbors may not sufficiently represent the local structure,
causing the degradation of the DR performance. Proper param-
eters are determined from Figs. 10 and 11, which are basically
consistent with parameter selection defined via cross valida-
tion given in Table II, where the LML methods are used for
classification. However, it is worth noting that due to robust-
ness of our proposed method (RLMR), its results remain stable
with the increase in the number of neighbors k and reduced
dimensionality d. Conversely, the performances of JN and HNS
are progressively degrading with the change of parameters; par-
ticularly in a situation with a large k, the classification accuracies
even degrade to a level similar to classical LML methods.
Unlike manifold learning methods, the size of reduced di-
mensionality (d) is the only parameter for PCA, and a limited
number of d, around 30, is sufficient to obtain the best clas-
sification accuracy. Compared to PCA, KPCA shows a better
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Fig. 11. Performance comparison: Classification accuracy as a function of data dimension using region-based sampling for the Indian Pines dataset.
(a)–(i) Results using different numbers of neighbors, respectively.
Fig. 12. Sensitivity of the proposed method to the change of three parameters: (a) α, (b) λ, and (c) number of spatial neighbors.
performance owing to its advantage to capture nonlinear prop-
erties of the data; however, the parameter selection of kernel is
important.
Except for the two parameters, the number of neighbors (k)
and the size of reduced dimensionality (d), there are still several
parameters in the proposed method, including α in RNS (14), the
penalty parameter λ (19), and the number of spatial neighbors
(17). With the change of these parameters, the best classifica-
tion accuracies can be found on the Indian Pines dataset via
the NN classifier, and the optimal parameters can be obtained
accordingly, as shown in Fig. 12. More specifically, the param-
eter α in (14) balances similarities generated by KLD between
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Fig. 13. Classification accuracy for the Indian Pines dataset with different SNRs using all DR methods under comparison based on (left) random sampling and
(right) region-based sampling.
the target point and its neighbors. Equation (14) consists of two
parts: One is the similarity of data distribution from the target
point to its neighbors, and the other is the similarity of data
distribution from neighbors to the target point. Obviously, the
similarity of the former should be more important than that of
latter, which means the parameter α should be less than 1. The
optimal value of α is 0.2 corresponding to the best classification
accuracy. Regarding the parameter λ, it is used to strike a bal-
ance between the error and constraint terms in (19). A proper
value (λ = 1) is set according to experimental results shown
in Fig. 12(b). If the number of spatial neighbors is too large or
too small, spatial information can be overused or underused, as
indicated by degraded classification performance in Fig. 12(c).
The value of this parameter should be selected eclectically, and
it is set as 4 in terms of the best classification accuracy observed
in Fig. 12(c).
b) Robustness analysis: In order to validate the robustness
of RLMR, a further experiment is performed, which adds noise
with a different signal-to-noise ratio (SNR) into the AVIRIS In-
dian Pines image. The Gaussian noises are added to the image
band by band with the same SNR. Classification was performed
with various SNRs to investigate the robustness of the DR
algorithms against noise. Fig. 13 shows the classification accu-
racies under the two sampling strategies. As the SNR decreases,
the performance of JN, HNS, and RLMR are comparatively sta-
ble and superior compared to those of classical ML methods,
PCA, KPCA, and OSF. This demonstrates the robustness of the
proposed method against noise and implies its effectiveness for
low SRN hyperspectral images.
C. Results of 2013 IEEE GRSS DFC Data
Similarly, we obtained the classification accuracies for the
nine methods under the optimal parameters tuned by fivefold
cross validation via NN and SVM classifiers using the given
training samples in DFC, as listed in Tables V and VI. As
can be seen in Tables V and VI, RLMR outperforms the other
methods in DFC dataset. This demonstrates that the proposed
novel ML method can indeed obtain the good feature repre-
sentation, thereby further improving the classification accuracy.
TABLE V
CLASSIFICATION ACCURACIES FOR THE DFC DATASET USING NN AND
DIFFERENT DR METHODS WITH OPTIMAL PARAMETERS
Method Optimal Parameters Classification Accuracy
Overall Accuracy Average Accuracy
OSF / 72.83% 76.16%
PCA d = 50 72.85% 76.19%
KPCA d = 50, v = 10 73.80% 77.79%
LLE d = 40, k = 50 74.23% 77.49%
LE d = 60, k = 20 66.70% 70.66%
LTSA d = 40, k = 50 75.40% 78.75%
JN d = 60, k = 50 77.45% 80.69%
HNS d = 80, k = 70 78.52% 81.75%
RLMR d = 70, k = 50 80.87% 82.77%
TABLE VI
CLASSIFICATION ACCURACIES FOR THE DFC DATASET USING SVM AND
DIFFERENT DR METHODS WITH OPTIMAL PARAMETERS
Method Optimal Parameters Classification Accuracy
Overall Accuracy Average Accuracy
OSF / 74.68% 77.84%
PCA d = 30 74.78% 77.79%
KPCA d = 30, v = 10 75.12% 78,14%
LLE d = 60, k = 40 75.33% 78.03%
LE d = 20, k = 30 70.71% 72.98%
LTSA d = 30, k = 50 76.04% 79.18%
JN d = 70, k = 60 77.86% 80.12%
HNS d = 90, k = 60 78.98% 82.01%
RLMR d = 90, k = 100 81.13% 82.79%
To be specific, similar results from the different classifiers listed
in Tables V and VII also demonstrate the effectiveness and sta-
bility of the proposed method.
For simplicity, a general framework for the out-of-samples
extension of ML proposed by Bengio [42], [43] is used in this
paper in order to obtain the full classification map. The out-
of-samples extension can be separated into two parts: first, an
appropriate kernel function should be constructed (here, a Gaus-
sian kernel is chosen); next, the Nystrom formulation should be
applied for the generalization of a new data point. Classification
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Fig. 14. NN classification maps of the DFC dataset using all DR methods under comparison with optimal parameters in Table V. (a) RGB image from the
original hyperspectral image. (b)–(j) Results using OSF, PCA, KPCA, LLE, LE, LTSA, JN, HNS, and RLMR, respectively.
Fig. 15. SVM classification maps of the DFC dataset using all DR methods under comparison with optimal parameters in Table VI. (a)–(i) Results using OSF,
PCA, KPCA, LLE, LE, LTSA, JN, HNS, and RLMR, respectively.
maps for different DR methods using the aforementioned opti-
mal parameters are given in Figs. 14 and 15, respectively, cor-
responding to NN and SVM classifiers. As shown in Fig. 14(a),
the east side of the scene is covered with shadows of clouds,
resulting in the performance degradation of those previous DR
methods—such as in Fig. 14(b)–(g) and Fig. 15(a)–(f)—while
our proposed methods are rather robust against this variability
observed in Figs. 14(h)–(j) and Fig. 15(g)–(j).
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V. CONCLUSION
In this paper, a novel LML methodology—RLMR—is de-
veloped for hyperspectral DR in order to tackle two challenges
of LML, involving: 1) NS due to complex spectral variability
(e.g., noise, illumination, nonuniform data distribution), and 2)
the computation of affinity weights due to multicollinearity. The
proposed method is based on JN, RNS, and the integration of
spatial information. It was validated via the classification us-
ing two benchmark hyperspectral datasets. Compared to other
state-of-the-art methods, the proposed method achieves better
performance in terms of the classification accuracy. RLMR has a
more robust and stable performance than the other methods due
to JN, RNS, and the embedding of spatial information, as shown
in a series of experiments. In the future, we will further focus on
how to more effectively embed the spatial information into DR
framework. Additionally, the application of manifold learning
methods to large-scale data should be given more attention in
the future.
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Abstract. Despite the fact that nonlinear subspace learning techniques
(e.g. manifold learning) have successfully applied to data representation,
there is still room for improvement in explainability (explicit mapping),
generalization (out-of-samples), and cost-effectiveness (linearization). To
this end, a novel linearized subspace learning technique is developed in a
joint and progressive way, called joint and progressive learning strategy
(J-Play), with its application to multi-label classification. The J-Play
learns high-level and semantically meaningful feature representation from
high-dimensional data by 1) jointly performing multiple subspace learn-
ing and classification to find a latent subspace where samples are ex-
pected to be better classified; 2) progressively learning multi-coupled
projections to linearly approach the optimal mapping bridging the orig-
inal space with the most discriminative subspace; 3) locally embedding
manifold structure in each learnable latent subspace. Extensive experi-
ments are performed to demonstrate the superiority and effectiveness of
the proposed method in comparison with previous state-of-the-art meth-
ods.
Keywords: Alternating direction method of multipliers ·High-dimensional
data · Manifold regularization · Multi-label classification · Joint learning
· Progressive learning
1 Introduction
High-dimensional data are often characterized by very rich and diverse informa-
tion, which enables us to classify or recognize the targets more effectively and
analyze data attributes more easily, but inevitably introduces some drawback-
s (e.g. information redundancy, complex noise effects, high storage-consuming,
etc.) due to the curve of dimensionality. A general way to address this problem
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Original data space Label space
Subspace learning, e.g., PCA, LPP, LDA  Classification
Subspace
Optimal subspace
Separately performing subspace learning and classification 
Original data space Subspace Label space
Jointly conducting subspace learning and classification
Property-labeled projection PSubspace projection θ
Jointly and progressively learning with local manifold preserving   
Label spaceOriginal data space
Latent subspaces 1,...,
l
l mθ
P
Local topological structure
Low HighFeature discriminative ability
Optimal classification
Enough to be represented by only single projection
Fig. 1. The motivation interpolation from separately performing subspace learning
and classification to joint learning to joint & progressive learning again. The subspaces
learned from our model indicates the higher feature discriminative ability as explained
by the green bottom line.
is to learn a low-dimensional and high-discriminative feature representation. In
general, it is also called as dimensionality reduction or subspace learning. In the
past decades, a large number of subspace learning techniques have been devel-
oped in the machine learning community, with successful applications to bio-
metrics [20][5][9][10], image/video analysis [26], visualization [22], hyperspectral
data analysis (e.g., dimensionality reduction and unmixing) [12][13][14]. These
subspace learning techniques are generally categorized into linear or nonlinear
methods. Theoretically, nonlinear approaches are capable of curving the data
structure in a more effective way. There is, however, no explicit mapping func-
tion (poor explainability), and meanwhile it is relatively hard to embed the out-
of-samples into the learned subspace (weak generalization) as well as high com-
putational cost (lack of cost-effectiveness). Additionally, for a task of multi-label
classification, these classic subspace learning techniques, such as principal com-
ponent analysis (PCA) [29], local discriminant analysis (LDA) [20], local fisher
discriminant analysis (LFDA) [23], manifold learning (e.g. Laplacian eigenmap-
s (LE) [1], locally linear embedding (LLE) [21]) and their linearized methods
(e.g. locality preserving projection (LPP)[6], neighborhood preserving embed-
ding (NPE)[4]), are commonly applied as a disjunct feature learning step before
classification, whose limitation mainly lies in a weak connection between features
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by subspace learning and label space (see the top panel of Fig. 1). It is unknown
which learned features (or subspace) can improve the classification.
Recently, a feasible solution to the above problems can be generalized as a
joint learning framework [17] that simultaneously considers linearized subspace
learning and classification, as illustrated in the middle panel of Fig. 1. Following
it, more advanced methods have been proposed and applied in various fields,
including supervised dimensionality reduction (e.g. least-squares dimensionality
reduction (LSDR) [24] and its variants: least-squares quadratic mutual informa-
tion derivative (LSQMID) [25]), multi-modal data matching and retrieval [28,
27], and heterogeneous features learning for activity recognition [15, 16]. In these
work, the learned features (or subspace) and label information are effectively con-
nected by regression techniques (e.g. linear regression) to adaptively estimate a
latent and discriminative subspace. Despite this, they still fail to find an optimal
subspace, as single linear projection is hardly enough to represent the complex
transformation from the original data space to the potential optimal subspace.
Motivated by the aforementioned studies, we propose a novel joint and progre-
ssive learning strategy (J-Play) to linearly find an optimal subspace for general
multi-label classification, illustrated in the bottom panel of Fig. 1. We practical-
ly extend the existing joint learning framework by learning a series of subspaces
instead of single subspace, aiming at progressively converting the original da-
ta space to a potentially optimal subspace through multi-coupled intermediate
transformations [18]. Theoretically, by increasing the number of subspaces, cou-
pled subspace variations are gradually narrowed down to a very small range that
can be represented effectively via a linear transformation. This renders us to find
a good solution easier, especially when the model is complex and non-convex.
We also contribute to structure learning in each latent subspace by locally em-
bedding manifold structure.
The main highlights of our work can be summarized as follows:
– A linearized progressive learning strategy is proposed to describe the varia-
tions from the original data space to potentially optimal subspace, tending
to find a better solution. A joint learning framework that simultaneously
estimates subspace projections (connect the original space and the laten-
t subspaces) and a property-labeled projection (connect the learned latent
subspaces and label space) is considered to find a discriminative subspace
where samples are expected to be better classified.
– Structure learning with local manifold regularization is performed in each
latent subspace.
– Based on the above techniques, a novel joint and progressive learning strat-
egy (J-Play) is developed for multi-label classification.
– An iterative optimization algorithm based on the alternating direction method
of multipliers (ADMM) is designed to solve the proposed model.
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2 Joint & Progressive Learning Strategy (J-Play)
2.1 Notations
Let X = [x1, ...,xk, ...,xN ] ∈ Rd0×N be a data matrix with d0 dimensions and
N samples, and the matrix of corresponding class labels be Y ∈ {0, 1}L×N . The
kth column of Y is yk = [yk1, ...,ykt, ...,ykL]
T ∈ RL×1 whose each element can
be defined as follows:
ykt =
{
1, if yk belongs to the t-th class;
0, otherwise.
(1)
In our task, we aim to learn a set of coupled projections {Θl}ml=1 ∈ Rdl×dl−1 and
a property-labeled projection P ∈ RL×dm , where m stands for the number of
subspace projections and {dl}ml=1 are defined as the dimensions of those latent
subspaces respectively, while d0 is specified as the dimension of X.
2.2 Basic Framework of J-Play from the View of Subspace Learning
Subspace learning is to find a low-dimensional space where we expect to maxi-
mize certain properties of the original data, e.g. variance (PCA), discriminative
ability (LDA), and graph structure (manifold learning). Yan et al. [30] summa-
rized these subspace learning methods in a general graph embedding framework.
Given an undirected similarity graph G = {X,W} with the vertices X ∈
{x1, ...,xN} and the adjacency matrix W ∈ RN×N , we can intuitively measure
the similarities among the data. By preserving the similarities relationship, the
high-dimensional data can be well embedded into the low-dimensional space,
which can be formulated by denoting the low-dimensional data representation
as Z ∈ Rd×N (d≪ d0) in the following
min
Z
tr(ZLZT), s.t. ZDZT = I, (2)
where Dii =
∑
jWij is a diagonal matrix, L is a Laplacian matrix defined by
L = D −W [3], and I is the identity matrix. In our case, we aim at learning
multi-coupled linear projections to find optimal mapping, therefore a linearized
subspace learning problem can be reformulated on the basis of Eq. (2) by sub-
stituting ΘX for Z
min
Θ
tr(ΘXLXTΘT), s.t. ΘXDXTΘT = I, (3)
which can be solved by generalized eigenvalue decomposition.
Different from the previously mentioned subspace learning methods, a re-
gression-based joint learning model [17] can explicitly bridge the learned latent
subspace and labels, which can be formulated in a general form:
min
P,Θ
1
2
E(P,Θ) +
β
2
Φ(Θ) +
γ
2
Ψ(P), (4)
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Fig. 2. The illustration of the proposed J-Play framework.
where E(P,Θ) is the error term defined as ‖Y − PΘX‖2F, ‖•‖F represents a
Frobenius norm, β and γ are the corresponding penalty parameters. Φ and Ψ
denote regularization functions, which might be l1 norm, l2 norm, l2,1 norm or
manifold regularization. Herein, the variable Θ is called intermediate transfor-
mation and the corresponding subspace generated by Θ is called latent subspace
where the feature can be further structurally learned and represented in a more
suitable way [16].
On the basis of Eq. (5), we further extend the framework by following a
progressive learning strategy:
min
P,{Θl}ml=1
1
2
E(P, {Θl}ml=1) +
β
2
Φ({Θl}ml=1) +
γ
2
Ψ(P), (5)
where E(P, {Θl}ml=1) is specified as ‖Y−PΘm...Θl...Θ1X‖2F and {Θl}ml=1 rep-
resent a set of intermediate transformations.
2.3 Problem Formulation
Following the general framework given in Eq.(6), the proposed J-Play can be
formulated as the following constrained optimization problem:
min
P,{Θl}ml=1
1
2
Υ({Θl}ml=1) +
α
2
E(P, {Θl}ml=1) +
β
2
Φ({Θl}ml=1) +
γ
2
Ψ(P)
s.t. Xl = ΘlXl−1, Xl  0, ‖xlk‖2  1, ∀l = 1, 2, ...,m,
(6)
where X is assigned to X0, while α, β, and γ are three penalty parameters corre-
sponding to the different terms, which aim at balancing the importance between
the terms. Fig. 2 illustrates the J-Play framework. Since Eq. (7) is a typically ill-
posed problem, reasonable assumptions or priors need to be introduced to search
a solution in a narrowed range effectively. More specifically, we cast Eq.(7) as a
least-square regression problem with reconstruction loss term (Υ(•)), prediction
loss term (E(•)) and two regularization terms (Φ(•) and Ψ(•)). We detail these
terms one by one as follows.
1) Reconstruction Loss Term Υ({Θl}ml=1): Without any constraints or prior,
directly estimating multi-coupled projections in J-Play is hardly performed with
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the increase of the number of estimated projections. This can be reasonably
explained by gradient missing between the two neighboring variables estimated
in the process of optimization. That is, the variations between these neighboring
projections are made to be tiny and even zero. In particular, when the number
of projections increases to a certain extent, most of learned projections tend to
be zero and become meaningless. To this end, we adopt a kind of autoencoder-
like scheme to make the learned subspace projected back to the original space
as much as possible. The benefits of the scheme are, on one hand, to prevent
the data over-fitting to some extent, especially avoiding overmuch noises from
being considered; on the other hand, to establish an effective link between the
original space and the subspace, making the learned subspace more meaningful.
Therefore, the resulting expression is
Υ({Θl}ml=1) =
∑m
l=1
‖Xl−1 −ΘTl ΘlXl−1‖2F. (7)
In our case, to fully utilize the advantages of this term, we consider it in each
latent subspace as shown in Eq.(8).
2) Predication Loss Term E(P, {Θl}ml=1): This term is to minimize the empir-
ical risk between the original data and the corresponding labels through multi-
coupled projections in a progressive way, which can be formulated as
E(P, {Θl}ml=1) = ‖Y −PΘm...Θl...Θ1X‖2F. (8)
3) Local Manifold Regularization Φ({Θl}ml=1): As introduced in [27], a man-
ifold structure is an important prior for subspace learning. Superior to vector-
based feature learning, such as artificial neural network (ANN), a manifold struc-
ture can effectively capture the intrinsic structure between samples. To facilitate
structure learning in J-Play, we perform the local manifold regularization to each
latent subspace. Specifically, this term can be expressed by
Φ({Θl}ml=1) =
∑m
l=1
tr(ΘlXl−1LXTl−1Θ
T
l ). (9)
4) Regression Coefficient Regularization Ψ(P): The regularization term can pro-
mote us to derive a more reasonable solution with a reliable generalization to
our model, which can be written as
Ψ(P) = ‖P‖2F. (10)
Moreover, the non-negativity constraint with respect to each learned dimension-
reduced feature (e.g. {Xl}ml=1  0) is considered since we aim to obtain a mean-
ingful low-dimensional feature representation similar to original image data ac-
quired in a non-negative unit. In addition to the non-negativity constraint, we
also impose a norm constraint 4 for sample-based of each subspace: ‖xlk‖2 
1, ∀k = 1, ..., N and l = 1, ...,m.
4 Regarding this constraint,please refer to [19] for more details.
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Algorithm 1: Joint & Progressive Learning Strategy (J-Play)
Input: Y,X,L, and parameters α, β, γ and maxIter.
Output: {Θl}ml=1.
1 Initialization Step:
2 Greedily initialize Θl corresponding to each latent subspace:
3 for l = 1 : m do
4 Θ0l ← LPP (Xl−1)
5 Θl ← AutoRULe(Xl−1,Θ0l ,L)
6 Xl ← ΘlXl−1
7 end
8 Fine-tuning Step:
9 t = 0, ζ = 1e− 4;
10 while not converged or t > maxIter do
11 Fix other variables to update P by solving a subproblem of P;
12 for i = 1 : m do
13 Fix other variables to update Θt+1l by solving a subproblem of Θl;
14 end
15 Compute the objective function value Objt+1 and check the convergence condition: if
|Objt+1−Objt
Objt
| < ζ then
16 Stop iteration;
17 else
18 t← t+ 1;
19 end
20 end
2.4 Model Optimization
Considering the complexity and the non-convexity of our model, we pretrain our
model to have an initial approximation of subspace projections {Θl}ml=1 as this
can greatly reduce the model’s training time and also help finding an optimal
solution easier. This is a common tactic that has been successfully employed in
deep autoencoders [8]. Inspired by this trick, we propose a pre-training model
with respect to Θl, ∀l = 1, ...,m by simplifying Eq.(7) as
min
Θl
1
2
Υ(Θl) +
η
2
Φ(Θl) s.t. Xl  0, ‖xlk‖2  1, (11)
which is named as auto-reconstructing unsupervised learning (AutoRULe).
Given the outputs of AutoRULe, the problem of Eq. (7) can be more effec-
tively solved by an alternatively minimizing strategy that separately solves two
subproblems with respect to {Θl}ml=1 and P. Therefore, the global algorithm of
J-Play can be summarized in Algorithm 1,where AutoRULe is initialized by
LPP.
The pre-training method (AutoRULe) can be effectively solved via the ADMM-
based framework. Following this, we consider an equivalent form of Eq. (12) by
introducing multiple auxiliary variables H, G, Q and S to replace Xl, Θl, X
+
l
and X∼l , respectively, where ()
+ denotes an operator that converts each com-
ponent of the matrix to its absolute value and ()∼ is a proximal operator for
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solving the constraint of ‖xlk‖2  1 [7], written as follows
min
Θl,H,G,Q,S
1
2
Υ(G,H) +
η
2
Φ(Θl) =
1
2
‖Xl−1 −GTH‖2F +
η
2
tr(XlLX
T
l )
s.t. Q  0, ‖sk‖2  1, Xl = ΘlXl−1,
Xl = H, Θl = G, Xl = Q, Xl = S.
(12)
The augmented Lagrangian version of Eq. (13) is
L µ
(
Θl,H,G,Q,S, {Λn}4n=1
)
=
1
2
‖Xl−1 −GTH‖2F +
η
2
tr(ΘlXl−1LXTl−1Θ
T
l ) +Λ
T
1 (H−ΘlXl−1)
+ΛT2 (G−Θl) +ΛT3 (Q−ΘlXl−1) +ΛT4 (S−ΘlXl−1) +
µ
2
‖H−ΘlXl−1‖2F
+
µ
2
‖G−Θl‖2F +
µ
2
‖Q−ΘlXl−1‖2F +
µ
2
‖S−ΘlXl−1‖2F + l+R(Q) + l∼R(S),
(13)
where {Λn}4n=1 are Lagrange multipliers and µ is the penalty parameter. The two
terms l+R(•) and l∼R(•) represent two kinds of projection operators, respectively.
That is, l+R(•) is defined as
max(•) =
{
• , • ≻ 0
0 , •  0, (14)
while l∼R(•k) is a vector-based operator defined by
proxf (•k) =
{ •k
‖•k‖2 , ‖•k‖2 ≻ 1
•k , ‖•k‖2  1,
(15)
where •k is the kth column of matrix •. Algorithm 2 details the procedures of
AutoRULe.
The two subproblems in Algorithm 1 can be optimized alternatively as
follows:
Optimization with respect to P: This is a typical least square regression prob-
lem, which can be written as
min
P
α
2
E(P) +
γ
2
Ψ(P) =
α
2
‖Y −PΘm...Θl...Θ1X‖2F +
γ
2
‖P‖2F, (16)
which has a closed-form solution
P← (αYVT)(αVVT + γI)−1, (17)
where V = Θm...Θl...Θ1, ∀l = 1, ...,m.
Optimization with respect to {Θl}ml=1: The variables {Θl}ml=1 can be individ-
ually optimized, and hence the optimization problem of eachΘl can be generally
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Algorithm 2: Auto-reconstructing unsupervised learning (AutoRULe)
Input: Xl−1,Θ0l ,L, and parameters η and maxIter.
Output: Θl.
1 Initialization: H0 = Θ0lXl−1,G
0 = 0,Q0 = P0 = 0,Λ02 = 0,Λ
0
1 = Λ
0
3 = Λ
0
4 = 0, µ
0 =
1e− 3, µmax = 1e6, ρ = 2, ε = 1e− 6, t = 0.
2 while not converged or t > maxIter do
3 Fix Ht,Gt,Qt,Pt to update Θt+1l by
Θl =(µHX
T
l−1 +Λ1X
T
l−1 + µG+Λ2 + µQX
T
l−1 +Λ3X
T
l−1
+ µPX
T
l−1 +Λ4X
T
l−1)(η(Xl−1LX
T
l−1) + 3µ(Xl−1X
T
l−1) + µI)
−1
.
4 Fix Θt+1l ,G
t,Qt,Pt to update Ht+1 by
H = (GG
T
+ µI)
−1
(GXl−1 + µΘlXl−1 −Λ1).
5 Fix Ht+1,Θt+1l ,Q
t,Pt to update Gt+1 by
G = (HH
T
+ µI)
−1
(HXi + µΘl −Λ2).
6 Fix Ht+1,Gt+1,Θt+1l ,P
t to update Qt+1 by
Q = max(ΘlXl−1 −Λ3/µ, 0).
7 Fix Ht+1,Gt+1,Θt+1l ,Q
t+1 to update Pt+1 by
P = proxf (ΘlXl−1 −Λ4/µ).
8 Update Lagrange multipliers by
Λ
t+1
1 = Λ
t
1 + µ
t
(H
t+1 −Θt+1i Xl−1),Λt+12 = Λt2 + µt(Gt+1 −Θt+1i ),
Λ
t+1
3 = Λ
t
3 + µ
t
(Q
t+1 −Θt+1i Xl−1),Λt+14 = Λt4 + µt(Pt+1 −Θt+1i Xl−1).
9 Update penalty parameter by
µ
t+1
= min(ρµ
t
, µmax).
10 Check the convergence conditions: if ‖Ht+1 −Θt+1l Xl−1‖F < ε and
‖Gt+1 −Θt+1l ‖F < ε and ‖Qt+1 −Θt+1l Xl−1‖F < ε and
‖Pt+1 −Θt+1l Xl−1‖F < ε then
11 Stop iteration;
12 else
13 t← t+ 1;
14 end
15 end
formulated by
min
Θl
1
2
Υ(Θl) +
α
2
E(Θl) +
β
2
Φ(Θl) =
1
2
‖Xl−1 −ΘTl ΘlXl−1‖2F
+
α
2
‖Y −PΘm...Θl...Θ1X‖2F +
β
2
tr(ΘlXl−1LXTl−1Θ
T
l )
s.t. Xl = ΘlXl−1, Xl  0, ‖xlk‖2  1,
(18)
which can be basically deduced by following the framework of Algorithm 2.
The only difference lies in the optimization subproblem with respect to H whose
solution can be collected by solving the following problem:
min
H
1
2
‖Xl−1 −GTH‖2F +
α
2
‖Y −PlH‖2F +ΛT1 (H−ΘlXl−1)
+
µ
2
‖H−ΘlXl−1‖2F s.t. Pl = Pl−1Θl+1, P0 = P.
(19)
The analytical solution of Eq. (20) is given by
H← (αPTl Pl +GGT + µI)−1(αPTl Y +GXl−1 + µΘlXl−1 −Λ1). (20)
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Finally, we repeat these optimization procedures until a stopping criterion is
satisfied. Please refer toAlgorithm 1 andAlgorithm 2 for more explicit steps.
3 Experiments
In this section, we conduct the classification to quantitatively evaluate the per-
formance of the proposed method (J-Play) using three popular and advanced
classifiers, namely the nearest neighbor (NN) based on the Euclidean distance,
kernel support vector machines (KSVM) and canonical correlation forest (CCF),
in comparison with previous state-of-the-art methods. Overall accuracy (OA) is
given to quantify the classification performance.
3.1 Data Description
The experiments are performed on two different types of datasets: hyperspectral
datasets and face datasets, as both of them easily suffer from the information
redundancy and need to improve the representative ability of features. We have
used the following two hyperspectral datasets and two face datasets:
1) Indian Pines AVIRIS Image: The first hyperspectral cube was acquired
by the AVIRIS sensor with the size of 145 × 145 × 220, which consists of 16
class of vegetation. More specific classes and the arrangement of training and
test samples can be found in [11]. The first image of Fig. 3 shows a false color
image of Indian Pines data.
2) University of Houston Image: The second hyperspectral cube was provided
for the 2013 IEEE GRSS data fusion contest acquired by ITRES-CASI sensor
with size of 349×1905×144. The information regarding classes and corresponding
train and test samples can be found in [13]. A false color image of the study scene
is shown in the first image of Fig. 4.
3) Extended Yale-B Dataset: We only choose a subset of the mentioned
dataset with the frontal pose and the different illuminations of 38 subjects (2414
images in total), which can widely used in evaluating the performance of sub-
space learning [32][2]. These images were aligned and cropped to the size of
32 × 32, that is, 1024-dimensional vector-based representation. Each individual
has 64 near frontal images under different illuminations.
4) AR Dataset: Similar to [31], we choose a subset of AR under the conditions
of illumination and expressions, which comprises of 100 subjects. Each person
has 14 images with seven ones from Session 1 as training set and others from
Session 2 as testing samples. The images are resized to 60× 43.
3.2 Experimental Steup
As the fixed training and testing samples are given for the hyperspectral datasets,
subspace learning techniques can directly be performed on training set to learn
an optimal subspace where the testing set can be simply classified by NN, KSVM,
and CCF. For the face datasets, since there is no standard training and testing
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Fig. 3. A false color image, ground truth and classification maps of the different algo-
rithms obtained using CCF on the Indian Pines dataset.
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Fig. 4. A false color image, ground truth and classification maps of the different algo-
rithms obtained using CCF on the Houston dataset.
sets, ten replications are performed for randomly selecting training and testing
samples. A random subset with 10 facial images per individual is chosen with
labels as the training set and the rest of it is considered to be the testing set.
Furthermore, we compare the performance of the proposed method (J-Play)
with the baseline (original features without dimensionality reduction) and six
popular and advanced methods (PCA, LPP, LDA, LFDA, LSDR, and LSQMID).
With learning the different number of coupled projections, the proposed method
can be successively specified as J-Play1,...,J-Playl,...,J-Playm, ∀l = 1, ...,m. To
investigate the trend of OAs, m are uniformly set up to 7 on the four datasets.
3.3 Results of Hyperspectral Data
Initially, we conduct a 10-fold cross-validation for the different algorithms on
the training set in order to estimate the optimal parameters which can be se-
lected from {10−2, 10−1, 100, 101, 102}. Table 1 lists classification performances
of the different methods with the optimal subspace dimensions obtained by
cross-validation using three different classifiers. Correspondingly, the classifica-
tion maps are given in Figs. 3 and 4 to intuitively highlight the difference.
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Table 1. Quantitative performance comparisons on two hyperspectral datasets. The
best results for the different classifiers are shown in red.
Methods
Indian Pines dataset Houston dataset
NN KSVM CCF NN KSVM CCF
Baseline (220/144) 65.89% 66.56% 81.71% 72.83% 80.19% 82.60%
PCA (20/20) 65.40% 75.25% 79.26% 72.75% 79.54% 83.90%
LPP (20/30) 64.86% 63.02% 68.48% 75.31% 78.43% 81.77%
LDA (15/14) 64.14% 63.88% 65.61% 75.81% 76.66% 79.62%
LFDA (15/14) 73.86% 74.25% 75.17% 75.52% 80.46% 82.27%
LSDR (50/40) 73.67% 76.84% 77.38% 76.80% 80.39% 81.64%
LSQMID (60/80) 66.94% 78.90% 79.32% 76.31% 80.23% 81.69%
J-Play1 (20/30) 78.81% 82.04% 82.24% 78.22% 83.32% 85.09%
J-Play2 (20/30) 80.87% 83.75% 83.23% 79.16% 84.41% 85.15%
J-Play3 (20/30) 83.59% 85.08% 84.44% 80.13% 83.68% 88.19%
J-Play4 (20/30) 83.92% 85.21% 84.57% 79.64% 83.25% 85.63%
J-Play5 (20/30) 83.76% 85.30% 84.41% 80.00% 82.21% 85.81%
J-Play6 (20/30) 83.56% 84.79% 83.82% 79.69% 82.45% 84.82%
J-Play7 (20/30) 82.70% 83.82% 83.04% 77.81% 81.03% 83.23%
Overall, PCA performs basically similar performance with the baseline using
the three different classifiers on the two datasets. For LPP, due to its sensitivity
to noise, it yields a poor performance on the first dataset, while on the relatively
high-quality second dataset, LPP steadily outperforms the baseline and PCA.
In the supervised algorithms, owing to the limitation of training samples and
discriminative power, the classification accuracies of classic LDA is holistical-
ly lower than those previously mentioned. With a more powerful discriminative
criterion, LFDA obtains more competitive results by locally focusing on discrim-
inative information, which are generally better than those of the baseline, PCA,
LPP, and LDA. However, the features learned by LFDA is sensitive to noise and
the number of neighbors, resulting in the unstable performance particularly for
the different classifiers. For LSDR and LSQMID, they aim to find a linear projec-
tion by maximizing the mutual information between input and output from the
view of statistics. With fully considering the mutual information, they achieve
the good performance on the two given hyperspectral datasets.
Remarkably, the performance of the proposed method (J-Play) is superior to
the other methods on the two hyperspectral datasets. This indicates that J-Play
is prone to learn a better feature representation and robust against noise. On the
other hand, with the increase of m, the performance of J-Play steadily increases
to the best with around 4 or 5 layers for the first dataset and 2 or 3 layers for
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(a) Extended Yale-B dataset (b) AR dataset
Fig. 5. Visualization of partial facial features learned by the proposed J-Play on two
face datasets.
Table 2. Quantitative performance comparisons on two face datasets. The best results
for the different classifiers are shown in red.
Methods
Extended Yale-B dataset AR dataset
NN KSVM CCF NN KSVM CCF
Baseline (1024/2580) 45.77% 45.87% 76.99% 71.71% 72.29% 80.29%
PCA (120/80) 41.05% 81.47% 83.53% 68.43% 80.29% 81.43%
LPP (170/70) 70.75% 76.55% 77.48% 70.86% 74.00% 79.86%
LDA (37/99) 80.88% 78.37% 83.68% 81.43% 82.29% 85.38%
LFDA (37/99) 81.02% 80.88% 83.58% 71.29% 75.71% 80.38%
LSDR (60/80) 71.29% 76.40% 78.66% 75.14% 79.00% 80.14%
LSQMID (60/80) 71.48% 77.09% 78.37% 73.29% 74.29% 79.29%
J-Play1 (170/210) 73.01% 79.30% 80.29% 73.57% 79.86% 77.86%
J-Play2 (170/210) 81.17% 84.27% 85.22% 82.29% 86.00% 84.57%
J-Play3 (170/210) 83.43% 85.50% 85.76% 85.43% 88.71% 87.43%
J-Play4 (170/210) 84.07% 86.09% 86.55% 85.29% 87.71% 87.71%
J-Play5 (170/210) 84.56% 86.14% 86.20% 85.71% 87.29% 88.86%
J-Play6 (170/210) 85.35% 85.64% 86.53% 85.14% 87.29% 88.29%
J-Play7 (170/210) 85.74% 85.45% 86.20% 86.57% 86.86% 88.71%
the second one, and then gradually decreases with a slight perturbation since
our model is only trained on the training set.
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3.4 Results of Face Images
As J-Play is proposed as a general subspace learning framework for multi-label
classiciation, we additionally used two popular face datasets to further assess its
generalization capability. Similarly, cross-validation on training set is conduct-
ed for estimating the optimal parameter combination on the extended Yale-B
and AR datasets. Considering the high-dimensional vector-based face images,
we first perform the PCA for face images in order to roughly reduce the feature
redundancy, whose results are further explored to the dimensionality reduction
methods by following the previous work on face recognition (e.g. LDA (Fisher-
faces) [20] and LPP (Laplacianfaces) [5]). Table 2 gives the corresponding OAs
using the different methods on the two face datasets respectively.
By comparison, the performance of PCA and LPP is steadily superior to
that of baseline, while PCA is even better than LPP. For supervised approaches,
LDA performs better than baseline, PCA, LPP and even LFDA, showing an
impressive result. Due to the less number of training samples from face datasets,
LSDR and LSQMID are limited to effectively estimate the mutual information
between the training samples and labels, resulting in the performance degra-
dation compared to the hyperspectral data. The proposed method outperforms
other algorithms, which indicates that this method can effectively learn an op-
timal mapping from original space to label space, further improving the classifi-
cation accuracy. Likewise, there is a similar trend for the proposed method with
the increase of m that J-Play can basically obtain the optimal OAs with around
4 or 5 layers and more layers would lead to the performance degradation. We
also characterize and visualize each column of the learned projection, as shown
in Fig. 5 where those high-level or semantically meaningful features, i.e. face
features under the different pose and illumination, can be learned well, making
the faces identified easier.
4 Conclusions
To effectively find an optimal subspace where the samples can be semantically
represented and thereby be better classified or recognized, we proposed a nov-
el linearized subspace learning framework (J-Play) which aims at learning the
feature representation from the high-dimensional data in a joint and progres-
sive way. Extensive experiments of multi-label classification are conducted on
two types of datasets: hyperspectral images and face images, in comparison with
some previously proposed state-of-the-art methods. The promising results using
J-Play demonstrate its superiority and effectiveness. In the future, we will further
build an unified framework based on J-Play by extending it to semi-supervised
learning, transfer learning, or multi-task learning.
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Abstract— Hyperspectral imagery collected from airborne or
satellite sources inevitably suffers from spectral variability,
making it difficult for spectral unmixing to accurately estimate
abundance maps. The classical unmixing model, the linear
mixing model (LMM), generally fails to handle this sticky issue
effectively. To this end, we propose a novel spectral mixture
model, called the augmented LMM, to address spectral variability
by applying a data-driven learning strategy in inverse problems
of hyperspectral unmixing. The proposed approach models the
main spectral variability (i.e., scaling factors) generated by vari-
ations in illumination or typography separately by means of the
endmember dictionary. It then models other spectral variabilities
caused by environmental conditions (e.g., local temperature and
humidity and atmospheric effects) and instrumental configura-
tions (e.g., sensor noise), and material nonlinear mixing effects,
by introducing a spectral variability dictionary. To effectively run
the data-driven learning strategy, we also propose a reasonable
prior knowledge for the spectral variability dictionary, whose
atoms are assumed to be low-coherent with spectral signatures
of endmembers, which leads to a well-known low-coherence
dictionary learning problem. Thus, a dictionary learning tech-
nique is embedded in the framework of spectral unmixing so
that the algorithm can learn the spectral variability dictionary
and estimate the abundance maps simultaneously. Extensive
experiments on synthetic and real datasets are performed to
demonstrate the superiority and effectiveness of the proposed
method in comparison with the previous state-of-the-art methods.
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I. INTRODUCTION
W ITH the rapid development of imaging spectrometers,considerable attention has been paid to spectral-based
data processing and analysis, including dimensionality reduc-
tion [2]–[4], spectral unmixing [5], [6], segmentation [7],
classification [8], [9], and object detection and recogni-
tion [10], [11]. Many pixels in hyperspectral data suffer from
the effect of material mixtures due to a lower spatial reso-
lution than that of color or multispectral imaging and so on.
Mixed pixels inevitably degrade the performance of high-level
data analysis. Therefore, spectral unmixing has been gaining
importance for hyperspectral image analysis. Hyperspectral
unmixing is a procedure that decomposes the measured pixel
spectrum of hyperspectral data into a collection of constituent
spectral signatures (or endmembers) and a set of correspond-
ing fractional abundances. Hyperspectral unmixing techniques
have been widely used for a variety of applications [12], such
as mineral mapping [13] and land-cover change detection [14].
The linear mixing model (LMM) is a simple but effec-
tive model that is extensively used for spectral unmixing.
However, two main factors, nonlinearity and spectral variabil-
ity, still hinder the LMM’s ability to yield high performance.
In hyperspectral imaging, nonlinearity - i.e., nonlinearly mixed
spectral signatures - is the result of multiple scattering and
intimate mixing. Spectral variability refers to a variation of
a spectral signature for a given material, due to illumination
conditions and topography, atmospheric effects, or even the
intrinsic variability of the material [15], [16]. Quite recently,
considerable attention has been paid to dealing with spectral
variability in hyperspectral unmixing [16]–[19]. Variations of
spectral signatures for a material can result in significant errors
in hyperspectral unmixing.
In the literature, several theories have been proposed
to model spectral variability. In [20] and [21], the nor-
mal compositional model and the beta compositional model
were designed by assuming that spectral variability fol-
lows a given probability distribution. Fu et al. proposed a
spectral-library-based spectral unmixing approach, called the
dictionary-adjusted nonconvex sparsity-encouraging regres-
sion (DANSER), to model the mismatch between the spectral
library and the observed spectral signatures [22]. This kind of
mismatch can be also treated as spectral variability in general.
Obviously, the spectral variability in a certain scene can
hardly be modeled by giving an explicit distribution in reality.
Thouvenin et al. [23] indicated that spectral variability can be
represented using a perturbed linear mixing model (PLMM),
1057-7149 © 2018 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted,
but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 1. An explicit example to clarify the spectral variability. (a): The
line (red) 1 denotes the endmember of the trees extracted using VCA from the
Urban scene (see Section IV), while the line (green) 2 is the corresponding
reference endmember (Trees) by referring to [29] and [30]. The line (blue) 3
is estimated by multiplying a scaling factor on the line 2. The line 4 (or 5)
illustrates the differences between 1 and 2 (or 3) in order to clarify the
existence of other spectral variabilities besides scaling factors. (b) gives a
statistical distribution of spectral variability in Urban scene that it is not a
simple Gaussian distribution rather than more like a more complex Gaussian
mixture distribution (please refer to the Section II.D for more details).
where the variability is explained by an additive perturbation
term for each endmember. One drawback of this model is a
lack of physical meaning. For instance, as a principal spectral
variability, scaling factors should be coherent with endmember
spectral signatures, while other variabilities are often inco-
herent with endmember spectral signatures. Intuitively, such
attributed spectral variability can not be represented by an
additional term. In contrast, an interesting approach, called
an extended linear mixing mode (ELMM), has been proposed
in [24] and [25]. This work mainly focuses on modeling the
scaling factors on the endmembers, but is a slight deficiency
in that other spectral variabilities cannot be considered cor-
respondingly. Only taking the scaling factors into account
is incomplete due to those innegligible spectral variabilities
(e.g. atmospheric effects or nonlinear spectral mixing) that are
restrictively represented only using scaling factors. Figs. 1(a)
and 3(a) show the intuitive examples to clarify the significance
of considering other spectral variabilities.
To address the limitations of the PLMM and the ELMM,
the purpose of this paper is to model the scaling factors and
other spectral variability simultaneously, according to their
distinctive properties. More specifically, our contributions can
be summarized as follows:
• We propose a novel spectral mixture model, called an
augmented linear mixing model (ALMM), where scaling
factors are modeled by the endmember dictionary and an
additional dictionary is introduced to model the rest of
spectral variabilities simultaneously;
• A data-driven dictionary learning method is explored in
the proposed framework of spectral unmixing in which
a statistical prior is given, specifying that the spectral
variability (except for scaling factors) be low-coherent
with endmember spectral signatures;
• An optimization algorithm based on the alternating direc-
tion method of multipliers (ADMM) is designed to solve
the proposed model.
The remainder of this paper is organized as follows.
Section II describes the classical LMM and its variations,
particularly analyzing their advantages and disadvantages.
In Section III, we elaborate on our motivation and propose the
methodology for the novel spectral mixture model (ALMM)
and the corresponding optimization algorithm. Section IV
presents the experimental results using three different datasets
and discusses the qualitative and quantitative analysis. Finally,
Section V concludes with a summary.
II. THE LINEAR MIXING MODEL AND ITS VARIATIONS
In this section, we introduce the LMM and discuss its varia-
tions, the ELMM and the PLMM. Their respective motivations
to address spectral variability are presented and analyzed in
detail, with a focus on their advantages and disadvantages.
A. Linear Mixing Model
Let Y = [y1, ..., yk, ..., yN ] ∈ RD×N be an observed
hyperspectral image with D bands and N pixels, and
A = [a1, ..., aP ] ∈ RD×P be the endmember matrix
(or dictionary), where P is the number of endmembers.
X = [x1, ..., xk, ..., xN ] ∈ RP×N is the abundance map, with
each column vector representing the abundance vector at each
pixel. R = [r1, ..., rk, ..., rN ] ∈ RD×N is the corresponding
residual matrix containing the additive noise and other errors.
With these notations, the LMM can be modeled, based on
pixel-wise yk ∈ RD×1, as
yk = Axk + rk, (1)
with the two reasonable constraints adapting to reality [26]
as follows: 1) the abundance non-negative constraint (ANC),
namely xk  0; and 2) the abundance sum-to-one con-
straint (ASC), namely 1TPxk = 1 (1P = [1, 1, ..., 1]T ∈ RP ).
Considering all pixels, a compact matrix form for the LMM
can be written as
Y = AX + R. (2)
The LMM is an approximation of reality and the linearity
assumption can hold in most real cases, but it is limited to
handle the problem with spectral variability. Further, these
changes or effects, as often as not, lead to more specific
spectral variabilities, such as scaling factors, offset, or complex
noise. Although the LMM coupled with the spectral bundles
technique has provided a consideration for spectral variability,
spectral bundles rely heavily on establishing a good dictionary.
Coincidentally, it is barely possible to prepare a good dictio-
nary in a real case, resulting in the failure of the LMM against
spectral variability. Fig. 1(a) shows an example of spectral
variability. We extracted the pure endmember (trees) via the
vertex component analysis (VCA) [27] algorithm from an
urban dataset (see Section IV), which can be simply identified
by the reference endmembers [28], [29]. The differences
between the two endmembers, (spectral variability) can be
visually observed as shown in Fig. 1(a) (curve 4). As shown
in Fig. 1, the extracted endmember (curve 1) can be better
approximated by a scaled version of the reference endmember
(curve 3) than directly by the reference endmember without a
scaling factor (curve 2).
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B. Extended Linear Mixing Model
Incorporating that estimation approach into the algorithm,
Drumetz et al. [25] proposed the ELMM to fully consider the
scaling factors in order to allow a pixel-wise variation of each
endmember:
yk = ASkxk + rk, (3)
where Sk ∈ RP×P is a diagonal matrix with the constraint that
diagonal elements are nonnegative. Eq. (3) can be extended to
a compact matrix form:
Y = A(S  X) + R, (4)
where S ∈ RP×N aims at representing all scaling factors for
all pixels whose kth column is Sk . The mathematical symbol
 denotes the Schur-Hadamard (termwise) product.
Typically, Eqs. (3) and (4) are non-convex optimization
problems, which difficultly provide the analytic solutions.
In [25], Drumetz et al. relaxed Eqs. (3) and (4) by employing a
strategy of splitting variables, thereby obtaining the following
objective function:
{Xˆ, Sˆ, Aˆ} = arg min
X,S,A
N∑
k=1
(‖yk − Akxk‖22
+λS ‖Ak − A0Sk‖2F ) (5)
where A0 is the reference endmember matrix, A = {Ak} is
the collection of pixel-dependent endmember matrices, and
λS denotes the penalty parameter to balance the two separated
terms. Therefore, we can iteratively optimize individual vari-
ables by alternating nonnegative least squares (ANLS) [31].
C. Perturbed Linear Mixing Model
Inspired by a model proposed in [23] and [32] modeled
spectral variability simply and flexibly through an additive
perturbation information. This model, the PLMM, is formu-
lated by
yk = (A + 1k)xk + rk, (6)
where 1k ∈ RD×P denotes the perturbation of the endmember
matrix A in the kth pixel, whose columns are the perturbation
vectors associated with each endmember in A. The matrix
form of Eq. (6) can be expressed as
Y = AX + [11x1|...|1kxk|...|1N xN ]︸ ︷︷ ︸
1
+R, (7)
where 1 is [11x1|...|1kxk|...|1N xN ]. X can be estimated
by adopting an alternating minimization strategy based on
an ADMM optimization framework [33]. Readers are referred
to [23] for more details.
D. Discussion and Summary
In summary, according to the different prior assumptions,
the LMM and its variations give the corresponding spec-
tral mixing models for unmixing respectively. Unfortunately,
in real scenarios they are not capable of effectively dealing
with spectral variability (in the case of the LMM) or can
only considering a special type of spectral variability (in the
case of the ELMM for scaling factors). Although the PLMM
tried to create a general model that incorporates spectral
variabilities, the model does not consider the properties of
spectral variability (e.g., the variation of illumination con-
ditions). Furthermore, perturbation information may explain
offset variability effectively but it ignores other important
spectral variabilities, like scaling factors, which results in per-
formance degradation in the unmixing process. Fig. 1 shows
more evidence regarding the spectral variabilities. As can be
clearly seen, the spectral variability curve 4 generated by
the difference between curve 1 and curve 2 can be largely
explained by the scaling factor (shown in curve 3), but spectral
variability other than scaling factors still remain (refer to
curve 5). This is a self-evident example that demonstrates that
individually considering scaling factors or perturbed informa-
tion to model spectral variability is not adequate for modeling.
Nevertheless, although DANSER and PLMM attempt model
spectral variability in a generalized way, in [22] and [23]
they both assume that spectral variability follows a Gaussian
distribution and thus is constrained using the Frobenius norm
in [22] and [23]. We have to point out, however, that spectral
variability does not strictly obey a Gaussian distribution in
real scenarios. Direct evidence supporting this point is shown
in Fig. 1(b), which approximately satisfies a mixed Gaussian
distribution. More specifically, we selected the potential pure
endmembers from the urban data based on the reference
endmembers provided and then were able to calculate the
spectral variabilities between the reference endmembers and
the extracted endmembers using a subtraction operation. In the
end, we collected all scalars from the obtained spectral vari-
abilities and displayed them in the form of statistics, as shown
in Fig. 1(b).
III. AUGMENTED LINEAR MIXING MODEL
Scaling factors and other spectral variabilities are simultane-
ously considered in our model. Also, the reasonable prior
assumptions are introduced as regularization terms into our
model. Finally, an ADMM-based optimization algorithm is
explored to solve the proposed model.
A. Motivation
In hyperspectral imaging, a local region in the real world,
which is presented as a mixed pixel in an image, usually
presents a similar scaling variability due to a similar illu-
mination condition and topography. Considering another fact
that more degrees of flexibility (e.g. endmember-wise scaling
factors) are considered in the ELMM, this makes the model
too ill-posed. The two facts motivated us to further slightly
re-constrain the ELMM model by using a shared scaling
factor on each endmember. In practice, this implementation
is basically reasonable and useful as the scaling factors are
strongly related to topography, which can indeed be assumed
in most situations to be constant for all the endmembers of
a given pixel at the scale of observation [24]. While those
small induced remaining errors that can not be represented by
the shared scaling factors, should be able to be corrected with
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Fig. 2. The holistic diagram of spectral unmixing using the proposed ALMM.
the additional degrees of liberty1 (several corrected examples
can be found in Fig. 9). Additionally, more discussions and
explanations have been done in [25] and [34]. The special case
of the ELMM can be formulated as
yk = Sk(Axk) + rk, (8)
where Sk is a scalar in the kth pixel that can be simply
estimated using the regression between yk and Axk . Likewise,
the matrix form of Eq. (8) can be written as
Y = AXS + R, (9)
where S ∈ RN×N is a diagonal matrix with its diagonal values
Sk  0.
In order to further overcome the shortcomings of
the ELMM, which ignores the effects of other spectral
variabilities, we extend the simplified ELMM to an aug-
mented linear mixing model. This augmented linear mixing
model, or ALMM, is expressed by
Y = AXS + EB + R, (10)
where E = [e1, ..., em, ..., eL ] ∈ RD×L denotes the spectral
variability matrix (or dictionary), and L is the number of basis
vectors in E. The expression B = [b1, ..., bk, ..., bN ] ∈ RL×N
is the coefficient matrix corresponding to E.
Unlike the ELMM, where the spectral variability is mod-
eled by endmember-wise scaling at each pixel, the ALMM
represents the spectral signature by the endmember dictionary
(i.e., AXS) with pixel-wise scaling and also spectral variabil-
ities that cannot be explained using scaling by the spectral
variability term (i.e., EB). On the other hand, unlike the
PLMM, the ALMM gives an explicit physical consideration
to scaling factors by inheriting concepts behind the ELMM,
simultaneously modeling other variabilities by reasonable
physical assumptions (see Subsection III-B for more details).
1For example, EB term which will be introduced in Eq. (10).
Fig. 2 gives the macro diagram of spectral unmixing using the
proposed ALMM.
B. Problem Formulation
As introduced in Subsection III-A, the ALMM shown in
Eq. (10) with a non-negativity constraint can be formulated as
the following constrained optimization problem:
arg min
X,B,S,E
1
2
‖Y − AXS − EB‖2F + 8(X) + 9(B) + ϒ(E)
s.t. X  0, S  0, (11)
where the intent is to estimate the variables X, S, E, and B,
while A is given. Since Eq. (11) is a typically ill-posed
problem, several reasonable assumptions (or prior knowledge)
should be introduced into the ALMM using regularization.
Specifically, we defined three regularization functions 8, 9 ,
and ϒ with respect to variables X, B, and E, respectively. The
three regularization terms are described below.
1) Abundance Regularization 8(X): In reality, a given
spectral signature is usually composed of a limited number of
materials in a hyperspectral scene, and hence the abundance
regularization should be selected to be sparsity-prompting.
In this paper, we applied ‖X‖1,1 ≡
∑N
k=1 ‖xk‖1 to approx-
imately estimate the sparsity-prompting term, which can be
expressed with the penalty parameter α as
8(X) = α ‖X‖1,1 . (12)
2) Spectral Variability Coefficient Regularization 9(B):
Spectral variability is generally generated from various factors
in a given hyperspectral scene. Except for scaling factors
that can be modeled well by the endmember dictionary,
the rest are diverse. To achieve a reliable generalization of
our model, E should be regularized by a Frobenius Norm
parameterized by β:
9(B) = β
2
‖B‖2F . (13)
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Fig. 3. An example in the real Cuprite scene to illustrate the physical meaning of E. (a) shows the differences (Eb) between the observed spectral signature
and the real spectral signature that can not be explained by the endmember dictionary (A), but it can be represented well by an additional spectral variability
dictionary (E). Correspondingly, if without E, the differences (spectral variability) could be absorbed by A as shown in (b), leading an inaccurate estimation
of abundance maps (X). (c) gives a spectral signature of the material Axinite and (d) shows a real case of unmixing the observed spectral signature using
USGS spectral library that except the Actinolite, the Axinite occupies the main abundances, which can well represents the Eb in (a).
3) Spectral Variability Dictionary Regularization ϒ(E):
To effectively find a better local optimal solution in our
optimization problem, we acquire the variable E to be bounded
by two prior knowledge assumptions: 1) the spectral variability
dictionary (E) should be low-coherent with the endmember
dictionary (A), formulated by 12
∥∥AT E∥∥2F . 2) E should possess
another property, making it possible for the basis vectors of E
to be orthogonal, since such a dictionary can adequately repre-
sent various potential spectral variabilities. This makes the sec-
ond prior assumption written by 12
∑L
i=1
∑L
j=1, j =i
∥∥eTi e j∥∥22.
Also, the constraint ‖em‖22 = 1(m = 1, ..., L) should
be satisfied in order to eliminate the trivial solution effec-
tively; this second regularization term can be summarized as
1
2
∥∥ET E − I∥∥2F (refer to [35] for more details regarding this
term). The resulting expression of regularization with respect
to E is
ϒ(E) = γ
2
∥∥∥ATE∥∥∥2
F
+ η
2
∥∥∥ETE − I∥∥∥2
F
, (14)
where γ and η are the corresponding penalty parameters.
Moreover, non-negativity constraints (X  0 and S  0)
usually have to be considered to satisfy the physical assump-
tion. In addition to the non-negativity constraint, the sum-
to-one also plays an important role in the abundance map.
However, this constraint is not considered in our original
problem [eq. (11)], since the variables X and S are bundled
together, leading to difficultly satisfying the sum-to-one con-
straint for X. In the following section, we adopt the scaled
constrained least squares unmixing (SCLSU) [24] technique
to force X to follow the sum-to-one constraint.
C. Discussion on the Physical Significance of E
Followed by the instruction of ϒ(E) shown in Eq. (14),
we attempt to further discuss and explain the physical meaning
of E, unfolded as follows:
On the one hand, although most spectral variabilities
coherent with endmembers (A) can be represented by
scaling factors, yet the remaining spectral variabilities, either
intra-class or inter-class, can still hurt the performance of the
spectral unmixing in reality. An example is illustrated in Fig. 3
to clarify that the spectral variability can not be fully explained
by the scaled endmembers. The red curve in Fig. 3(a) is
the observed spectral signature (Actinolite) extracted from
the Cuprite scene and the blue one is the corresponding
reference spectral signature (Actinolite) obtained from the
USGS spectral library. Obviously, the differences (or spectral
variabilities) between the two curves can not be well fit by
the magenta curve, as shown in 3(b). Accordingly, we draw
two points by reasoning as follows: 1) the scaled endmembers
obtained by adding scaling factors on endmembers (A) fail
to fully fit the gap in-between; 2) The errors marked in cyan
of Fig. 3(a) could be explained by spectral variabilities or a
certain new material. We try to identify the errors by means
of the USGS spectral library, generating the abundances
with respect to the various materials as shown in Fig. 3(d)
where there is a rather high abundance in Axinite ranked
as the second major component following Actinolite. In our
model (ALMM), we represent the errors (or spectral
variabilities) by an additional spectral (variability) dictionary
(e.g., E). With the naked eye in Fig. 3(c), the spectral
signature of the Actinolite yields a low-coherence with that
of Axinite (A statistic will be given below.).
On the other hand, the physical significance of E could
be also explained from the perspectives of intra-class and
inter-class spectral variabilities. For instance, suppose only the
existence of intra-class spectral variability that can be modeled
by E, and thus the abundance maps X can be more accurately
estimated by getting rid of the effects for the spectral variabil-
ity (EB) that can not be explained by scaling factors, as shown
in Figs. 1 and 3. Without E, the intra-class spectral variability
could be absorbed by endmembers (A), further leading an
inaccurate estimation of abundance maps (X). If E is consid-
ered as inter-class spectral variability dictionary, and then the
term (EB) might represent the spectral signatures of certain
new materials that are not discovered by the LMM (see Fig. 3
for example). The E used in the ALMM is therefore capable
of calibrating the class-specific spectral variabilities into an
unified or generalized spectral variability, which enables to
simultaneously handle the intra- and inter-class variabilities.
Fig. 4 shows a statistical evidence by collecting all cosine
values between endmembers and spectral variabilities, where
the cosine value is basically around 0, indicating that the
spectral variability should, to a great extent, be low-coherent
with the endmembers. This is basically consistent with the
conclusion summarized above.
D. ADMM-Based Optimization Algorithm
In our case, the proposed ALMM framework can be
roughly divided into two parts: ALMM-based spectral unmix-
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Fig. 4. Statistics of Cosine Value between endmembers and spectral
variabilities on the first simulated dataset and real Urban scene, respectively,
where the spectral variabilities are obtained by calculating the intra- and inter-
class differences between the extracted endmembers and the given reference
endmembers.
ing (SU) and ALMM-based spectral variability dictionary
learning (SVDL).
1) ALMM-Based Spectral Unmixing: When A and E are
given, Eq. (11) is naturally converted into a problem of spectral
unmixing as
arg min
X,S,B
1
2
‖Y − AXS − EB‖2F + 8(X) + 9(B)
s.t. X  0, S  0. (15)
In order to conveniently and effectively collect all abundance
vectors X, we separately consider the problem (15) over the
N pixels as pixel-wise spectral unmixing:
arg min
xk,Sk,bk
1
2
‖yk − (SkA)xk − Ebk‖22 + 8(xk) + 9(bk)
s.t. xk  0, Sk  0. (16)
In [24], SCLSU is proposed to effectively solve the prob-
lem of scaled spectral unmixing. Equivalently, we formulate
and solve the following nonnegative least squares (NNLS)
problem [25], [36]:
arg min
xk0
1
2
‖yk − Axk‖22 . (17)
Once xk is estimated by solving Eq. (17), then xk and Sk can
be simply derived, while satisfying the sum-to-one constraint
with respect to xk by
Sˆk = 1T xk, xˆk = xk/1T xk . (18)
In the following, we will effectively embed this idea into our
framework to satisfy the sum-to-one constraint with respect
to xk and update Sk simultaneously. Generally, the problem
in (16) can be seen as a Constrained Bilinear Regression
Problem (CBRP). A similar CBRP has been effectively solved
by the ADMM optimization algorithm [37].
To facilitate an effective use of ADMM, we consider an
equivalent form of (16) by introducing multiple auxiliary
variables gk , hk to replace xk , x+k , respectively, where ()+
denotes an operator that converts each component of the matrix
to its absolute value, and l+R (x) is defined as x  0.
arg min
xk,Sk,bk ,gk,hk
1
2
‖yk − (SkA)xk − Ebk‖22
+8(gk) + 9(bk) + l+R (hk)
s.t. Sk  0, xk = gk, x+k = hk, hk  0. (19)
Algorithm 1 ALMM-Based Pixel-Wise SU
The augmented Lagrangian version of Eq. (19) is
LU (xk, Sk , bk , gk, hk ,λk,ν k)
= 1
2
‖yk − (SkA)xk − Ebk‖22 + 8(gk) + 9(bk)
+λTk (gk − xk) + νTk (hk − xk) +
µ
2
‖gk − xk‖22
+ µ
2
‖hk − xk‖22 + l+R (hk), (20)
where λk , ν k , and pi k are Lagrange multipliers and µ is the
penalty parameter.The resulting algorithm of ALMM-based
pixel-wise SU is detailed in Algorithm 1, and the solution
to each subproblem is given in Appendix A. Correspondingly,
variables X, B, and S for all pixels can be collected using
ALMM-based pixel-wise SU in turn.
2) ALMM-Based Spectral Variability Dictionary Learning:
If and only when E is unknown in Eq. (11), we have
to simultaneously perform spectral unmixing and dictionary
learning using ALMM-based SVDL, resulting in alternately
updating variables X, E, B, and S. This task essentially guides
us to solve the optimization problem in Eq. (11). Facing such
a multi-variable optimization problem, we once again explore
the ADMM algorithm for a fast and effective solution.It is
noteworthy that concurrently estimating variables X, E, B,
and S in each iteration is of benefit to provide us a broader
solution space and further find a better local minimum close
to the global one easier.
By introducing multiple auxiliary variables G, H, M, T, and
Q to replace X, X+, XS, S+, and E, respectively, the aug-
mented Lagrangian function of Eq. (11) can be written as
LD (X, S, E, B, G, H, M, T, Q,3,V ,,5,1)
= 1
2
‖Y − AM − EB‖2F + 8(G) + 9(B) + ϒ(Q)
+3T(G − X) + V T(H − X) +5T(Q − E)
+T(M − XS) + 1T(T − S) + ξ
2
‖G − X‖2F
+ ξ
2
‖H − X‖2F +
ξ
2
‖Q − E‖2F +
ξ
2
‖M − XS‖2F
+ ξ
2
‖T − S‖2F + l+R (H) + l+R (T), (21)
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Algorithm 2 ALMM-Based SVDL
Fig. 5. Convergence analysis of ALMM are experimentally performed on
three different datasets. (a) ALMM-based SU. (b) ALMM-based SVDL.
where 3, V , , 5, and 1 are Lagrange multipliers and ξ is
the penalty parameter.
The proposed algorithm for dictionary learning is summa-
rized in Algorithm 2 (see Appendix B for more details),
where careful initialization is necessary in our case since the
optimization problem of dictionary learning is not convex. The
abundances generated by the SCLSU algorithm are set as the
initial value (X0) and a random orthogonal matrix is produced
to the initialization of the spectral variability dictionary (E0).
E. Convergence and Computational Cost
The alternating scheme used in Algorithm 1 and
Algorithm 2 is a typical multi-block ADMM optimiza-
tion problem, whose convergence is theoretically supported
in [38] and [39]. Moreover, similar work for solving this sort of
multi-block ADMM-based optimization problem has been suc-
cessfully applied in [40]–[42]. We experimentally visualize the
convergence results for ALMM-based SU and ALMM-based
Fig. 6. A false color image of the synthetic data and five endmembers
extracted by VCA. (a) A false color image. (b) Endmembers.
SVDL on the three datasets, where the objective function value
is recorded in each iteration (see Fig. 5). Notably, we collect
the objective function values of all pixels computed by ALMM-
based pixel-wise SU for obtaining ALMM-based SU’s.
We can clearly observe from Appendix A and B that the
computational cost of our method is dominated by matrix
products, yielding an overall O(DL N) w.r.t. ALMM-based SU
and O(DL2 N) w.r.t. ALMM-based SVDL, respectively.
IV. EXPERIMENTS
In this section, we quantitatively and visually evaluate
the performance of the proposed method on three datasets:
a synthetic dataset presented in [25] and two real datasets
over an urban area and the mining district in Cuprite, Nevada.
We compare the proposed method (ALMM) with conven-
tional and state-of-the-art approaches, including fully con-
strained least squares unmixing (FCLSU), constrained least
squares unmixing (CLSU), scaled constrained least squares
unmixing (SCLSU),2 SUnSAL (`1-CLSU), SSUnSAL (scaled
SUnSAL), as well as PLMM and ELMM. Since the different
regularization parameters lead to different results for each
algorithm, we empirically and experimentally set up them
to maximize performance. Specifically, we set the penalty
parameter of the sparsity-promoting term to be 6e − 3 in both
SUnSAL and SSUnSAL, while three regularization parameters
for abundances, endmembers, and perturbation in the PLMM
are set to be 1e − 2, 1e − 2, and 1, respectively. The
regularization parameter λS in the ELMM is set to be 0.5.
In the following experiments, we fix a display range for the
abundance maps, e.g., [0, 1] for Fig. ?? and [0, 0.5] for Fig. 14,
in the interest of making fair visual comparisons. It should be
noted that there are some abundances that show the maximum
of the display range but actually exceed it, since they are
generated by those algorithms without considering the scaling
factors.
A. Synthetic Data
1) Data Description: The synthetic data was simu-
lated using five reference endmembers with 224 spectral
bands randomly selected from the United States Geological
Survey (USGS) spectral library and 200×200 abundance maps
generated using Gaussian fields, which were designed to
satisfy the ANC and the ASC. Fig. 6 shows a false color
2Without the term of EB, our model (ALMM) is equivalent to SCLSU.
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Fig. 7. The difference abundance maps using different spectral unmixing
methods.
image of the synthetic data and five selected endmembers.
It should be noted that a spectral signature of each pixel in
this dataset includes spectral variability due to endmember-
dependent scaling factors and complex noise. Specifically,
given five reference endmembers, we respectively multiply
those spectral signatures by randomly-generated scaling fac-
tors ranging in [0.75, 1.25] and then a 25dB white Gaussian
noise was added to these scaled reference endmembers. Next,
we follow the LMM to mix them by means of generated
abundance maps, finally a 25dB white Gaussian was added to
these mixed pixels again. Following this simulation process,
the generated spectral variabilities can be explained - without
considering scaling factors - using a special mixtures of
Gaussian distributions. Therefore, this simulated data with
such spectral variability will give us a proper scenario to
validate the proposed approach.
2) Experimental Setup: For a fair comparison, we adopt
VCA to construct the endmember dictionary for all algorithms
(including the proposed ALMM) under comparison, while
Hysime [43] is used to estimate the number of endmembers.
Endmember identification can be effectively performed with
the spectral angle and five reference endmembers. Note that
we show the averaged results for the different algorithms out
of 10 runs, because VCA cannot always guarantee the same
estimations in each round.
Importantly, a good initialization leads to a reasonable
solution in our optimization problem due to nonconvexity.
We hereafter initialize the abundance maps (X0) using the
result of SCLSU. For the setting of other parameters, please
refer to Algorithm 1 and Algorithm 2 for details.
For the performance assessment of the algorithms, we intro-
duce three criteria to quantify experimental results: abundance
overall root mean square error (aRMSE), reconstruction
overall root mean square error (rRMSE), and average spectral
angle mapper (aSAM). When the groundtruth of abundance
maps is given, aRMSE can be defined as
a RM SE = 1
N
N∑
k=1
√√√√ 1
P
P∑
p=1
(xkp − xˆkp)2. (22)
Without the groundtruth of abundance maps, we can also
give the two measures for assessing the performance of the
algorithms from the point of view of data reconstruction. One
of these measurements is rRMSE, defined by
r RM SE = 1
N
N∑
k=1
√√√√ 1
D
D∑
l=1
(ykd − yˆkd )2, (23)
while the other is aSAM, expressed as
aS AM = 1
N
N∑
k=1
arccos
(
yTk yˆk
‖yk‖
∥∥yˆk∥∥
)
. (24)
Parameters Setting. As the performance of the proposed
ALMM model is fairly sensitive to the setting of four regu-
larization parameters α, β, γ , and η as well as the number of
basis vectors (L) of E , it is, therefore, indispensable to inves-
tigate the parameters setting in a proper range. For this reason,
we attempt to find a group of stable and effective parameters
by conducting several experiments on three different datasets
(synthetic scene, urban scene, and Cuprite scene), as specifi-
cally shown in Fig. 8 where we can empirically observe that α
plays a dominant role in estimating the abundance maps (X),
while for other parameters (β, γ , η, and L) the importance of
L is visibly higher than that of the rest ones. With the increase
of L, the algorithm performance is gradually improved until
to around middle and then reaches a relatively stable state.
An optimal performance can be obtained by setting these
parameters as α = β = 2e − 3, γ = η = 5e − 3, and L = 100
in the synthetic scene, α = β = 5e − 2, γ = η = 1e − 2,
and L = 80 in the urban scene, and α = 1e − 2, β = 5e − 2,
γ = 5e − 2, η = 1e − 2, and L = 90 in the Cuprite scene.
Accordingly, we can empirically summarize a general trend
for the parameter-setting, that is, for regularization parameters
(α, β, γ , and η), they can be basically chosen in the range
from 1e − 3 to 1e − 2, while L tends to be approximately
assigned to one half of the spectral length.
3) Results and Analysis: Table I details the corresponding
quantitative assessment results. Since the visual difference of
the estimated abundance maps is not obvious among some of
the algorithms, the abundance difference maps are also given
in Fig. 7 to intuitively highlight the difference.
As can be seen in Table I, FCLSU yields a poor performance
due to the presence of spectral variability. CLSU performs
better than FCLSU since the abundances can be reasonably
estimated in a cone not in a simplex by dropping the ASC.
However, the spectral variability is not actually eliminated
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Fig. 8. Parameter sensitivity analysis of the proposed ALMM algorithm on three different study scenes for four regularization parameters: α, β, γ , and η
as well as the number of basis vectors (L) of E. (a) Synthetic Scene. (b) Urban Scene. (c) Cuprite Scene
TABLE I
QUANTITATIVE PERFORMANCE COMPARISON WITH THE DIFFERENT ALGORITHMS ON THE SYNTHETIC DATA. THE BEST ONE IS SHOWN IN BOLD
by CLSU, but rather absorbed by the abundances. With the
consideration of the ASC, SCLSU performs better than CLSU,
particularly being robust against scaling factors. By adding the
sparsity term, SUnSAL and SSUnSAL can further improve the
performance compared to CLSU and SCLSU without sparsity
term, which experimentally explains that each pixel in the
studied hyperspectral scene consists of a few materials.
Although the ELMM approach can model scaling variability
with reasonable physical consideration, the difficult parameter
estimation results in its limited performance. More specifically,
the objective function of the ELMM is an obvious non-
convex problem, since the scaling factors and abundance maps
need to be estimated simultaneously, which easily drops to
a local minimum and leads to the inaccurate estimation of
the abundances and scaling factors. Generally, the scaling
factors among different endmembers are highly correlated in
reality, because the endmember variability is often dominated
by the geometry effect; this is another factor that hinders
the improvement of the performance of the ELMM. PLMM
fails to specify the spectral variabilities (e.g., scaling factors)
according to their properties.
By comparison, the proposed method outperforms other
algorithms, which suggests that this method can effectively
learn the spectral variability, improving the accuracy of the
abundance estimation. Fig. 7 illustrates a more significant
comparison by means of abundance difference maps between
the groundtruth and estimated abundance maps of the com-
pared algorithms. The difference values obtained from ALMM
are mostly close to zero, which indicates that the performance
of ALMM is superior to that of the other methods.
For the purpose of highlighting the learnability for spectral
variabilities, we emphatically investigate several typical exam-
ples of learned spectral variabilities by giving the four spectral
signatures under different conditions, as shown in Fig. 9,
including
• the observed spectral signature (yk) and the reconstructed
spectral signature (Axˆk Sˆk + Eˆbˆk),
• the truth spectral signature (Axk) and the estimated spec-
tral signature (Axˆk),
• the truth scaled spectral signature (Axk Sk ) and the esti-
mated scaled spectral signature (Axˆk Sˆk ),
• spectral variability (|1 − Sk |Axk + Ebk ) and learned
spectral variability (|1 − Sˆk |Aˆxˆk + Eˆbˆk) and
• spectral variability without scaling (Ebk) and learned
spectral variability without scaling (Eˆbˆk).
Using ALMM, scaling factors can be approximately fit by Sk ,
as shown in Fig. 9(a), while for those spectral variabilities
that cannot be fully explained by scaling factors, Ebk can
correct them (see Fig. 9(b)). More discussion can be detailed
as follows
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Fig. 9. Highlight some typical cases with respect to learned spectral variabilities. (a): ALMM not only can reconstruct the observed spectral signature well
but also learn the various spectral variabilities (e.g., scaling factors and other complex variabilities) effectively. (b): In this case, although the scaling factors
fail to be estimated well, yet the term of EB effectively fix the errors, still leading to a desirable abundances estimation. (c) shows a bad example in estimating
scaling factors, while (d) gives a failure case of learning spectral variabilities. Please refer to the fifth paragraph in Section IV.A(3) for more analysis and
discussion.
• Fig. 9(a) shows the expected competitive result: the spec-
tral signature and learned spectral variabilities basically
match the real ones. We have to point out that most of the
pixels in this simulated data follow the expected results.
• Fig. 9(b) shows another case where each endmember
in the given mixed pixel is not sharing similar scalar,
so it would fail to estimate the scaling factors accurately.
In such a case, however, the abundance map can be
estimated well, since the spectral variability term (Ebk )
can effectively represent the rest of the spectral vari-
abilities that cannot be explained by a shared scaling
factor, as displayed in the curves of the second figure
of Fig. 9(b).
• As can be seen in Fig. 9(c), although our model can learn
spectral variability without scaling factors well, it fails
to effectively estimate the truth spectral signature, further
causing inaccurate abundance maps. This probably results
from the inaccurate estimation of scaling factors.
• A counterexample that cannot handle the spectral vari-
ability is given in Fig. 9(d). Such a negative example is
unexpected but reasonable due to non-convexity, which
masks it difficult for our model to precisely estimate
all variables. Although proper prior assumptions and the
endmember dictionary extracted by VCA are used in our
model, they can only shrink the range of solutions rather
than giving the globally optimal solution directly.
4) Robustness Study: To quantitatively validate the robust-
ness of our method, we investigate the performances
(aRMSEs) of the different algorithms on simulated data by
adding Gaussian white noises with the different signal-to-
noise-ratio (SNR) ranging from 5dB to 40dB at a 1dB interval.
As can be clearly seen from Fig. 10(a) that ALMM is more
robust and effective against noises with the different SNRs,
compared to others. Also, we experimentally discuss another
Fig. 10. Robustness analysis using single Gaussian noise with the different
SNRs and mixtures of multiple Gaussian noises. (a) Single Gaussian noise
(different SNRs). (b) Mixtures of Multiple Gaussian noises.
case of mixed Gaussian distributions as the noise input.
More specifically, mixtures of Gaussian distributions can be
generated by assembling several single Gaussian distributions
with the different mean and variance randomly selected from
0 to 0.01. Using them (single Gaussian, mixtures of two
Gaussian, and mixtures of three Gaussian), we horizontally
compare the performance of different algorithms by the aver-
aged aRMSEs out of 20 runs to achieve the reliable results.
It is clear in Fig. 10(b) that the ALMM performs better and
more robust against the Gaussian mixture noises than other
comparative algorithms.
B. First Real Data (Urban)
1) Data Description: This dataset was collected by
the Hyperspectral Digital Imagery Collection Experiment
(HYDICE) over an urban area at Copperas Cove, Texas, USA.
The dataset has been widely used in the field of hyperspectral
unmixing [28]–[30]. The latest data version was issued by
Geospatial Research Laboratory (USA) and Engineer Research
and Development Center (USA) in 2015.3 The image consists
3http://www.tec.army.mil/Hypercube
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QUANTITATIVE PERFORMANCE COMPARISON WITH THE DIFFERENT ALGORITHMS ON THE URBAN DATA. THE BEST ONE IS SHOWN IN BOLD
Fig. 11. A false color image of the Urban data and four endmembers used
in spectral unmixing. (a) A false color image. (b) Endmembers.
of 307×307 pixels with 210 spectral bands in the wavelength
from 400 nm to 2500 nm with spectral resolution of 10 nm
at a ground sampling distance (GSD) of 2 m. Fig. 11(a)
shows a false color image of the study scene. Due to water
absorption and atmospheric effects, we reduced 210 bands to
162 bands by removing bands 1-4, 76, 87, 101-111, 136-153,
and 198-210.
2) Experimental Setup: Four main endmembers can be
observed in the scene: asphalt (road and parking lot), grass,
trees, and roof. For more discussion and analysis regarding
these endmembers, refer to [28] and [30]. Likewise, VCA
and HySime are adopted to build the endmember dictionary
and determine the number of endmembers for all algorithms
(including ALMM), respectively. Fig. 11(b) shows the end-
members used in spectral unmixing. Furthermore, the material
identification step is performed through comparison with the
reference endmembers.4
3) Results and Analysis: For the quantitative assessment of
the experimental results, we calculate the two indices, rRMSE
and aSAM. Since there is no groundtruth of the abundance
maps for the real data and meanwhile the metrics based on
reconstruction errors (rRMSE and aSAM) are not suitable to
assess the performance of spectral unmixing. For these rea-
sons, we propose a classification-based evaluation strategy for
assessing the abundance maps using the overall accuracy (OA).
Firstly, we perform the spectral angle mapper (SAM) classi-
fication using the reference endmembers as reference spectra.
The first row of Fig. 12 shows the cosine similarity for the four
classes, where negative samples are masked out with 0. For
the spectral unmixing results, we obtain classification maps
by classifying each pixel into an endmember that has the
maximum abundance value. By using the SAM classification
result as the groundtruth, OA can be calculated for the different
methods, as listed in Table II.
We also perform a visual examination to evaluate the
performance of the algorithms for the estimation of abundance
4The reference endmembers are manually extracted from the original image.
Please refer to [29] and [30] for details.
Fig. 12. The abundance maps comparison between the proposed method and
the state-of-the-art methods.
maps. According to the quantitative and visual results, we ana-
lyze the performance of the different algorithms as follows.
FCLSU performs rather poor estimation for the abundances,
since spectral variability comes into play in the real data.
Similarly, CLSU also fails to deal with spectral variability;
however it outperforms FCLSU, as shown visually in the
Fig. 12 and Table II, due to the relaxation of the ASC. When
scaling factors are considered, there is better identification
of the materials of asphalt, trees, and roof using SCLSU.
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Fig. 13. A false color image of the Cuprite data and the endmem-
ber dictionary constructed by spectral library. (a) A false color image.
(b) Endmembers.
In particular, FCLSU and CLSU both fail to detect the material
of asphalt, but SCLSU effectively does.
Although ELMM is able to detect some areas where only
one scaling factor presents a difficulty for interpreting all end-
members and meanwhile obtains a relatively lower rRMSE and
aSAM as listed in Table II, the non-convexity involved in the
simultaneous estimation of the abundance maps and scaling
factors prevents ELMM from achieving better performance
(lower CMMS than that of CLSU and SCLSU). As shown in
the third row of Fig. 12, ELMM obtains a purer identification
for the materials of trees and roof, while there is still room
for improvement in its abundance estimation of asphalt and
grass. In Fig. 12, the performance of PLMM is relatively poor
because it is not able to address the scaling factors, which is
the main spectral variability in the study scene.
In this scene, there are many pure pixels, owing to high
resolution; however, they are considered mixed pixels in
the comparison of methods due to the existence of spectral
variability. As shown in Fig. 12, the visual performance of the
proposed ALMM method is superior to the other methods and
consistent numerical evaluation is listed in Table II as well.
More specifically, the asphalt is purely identified by ALMM,
unlike the others; and a similar observation can be found in
the grass as well. For the trees and the roof, the abundance
maps estimated by ALMM show higher contrast than those
estimated by other methods. This result implies that the
proposed method successfully addresses spectral variability.
In order to further highlight the differences between the
proposed method and CLSU, SCLSU, SUnSAL, and SSUn-
SAL, we emphatically focus on their abundance maps. Each
material, by and large, becomes more purely identified and
the corresponding abundance maps clearer by successively
using CLSU, SCLSU, SUnSAL, SSUnSAL, and the proposed
method. Observing each method’s abundance maps separately,
without considering the scaling factors, CLSU and SUnSAL
encounter similar troubles, where the abundances generally
exceed 1 as shown in the second and fourth rows of Fig. 12,
which leads to difficulty distinguishing the abundance maps of
CLSU and SUnSAL. Once the scaling factors are considered,
SCLSU immediately shows a competitive result, although it
still cannot match SSUnSAL, especially in the identification
of asphalt and grass. Pure material identification and clear
abundance maps are the more reasonable and desirable results
given by our model.
Fig. 14. The abundance maps estimated by different SU methods and the
first row shows the so-called ground truth generated by Tetracorder.
C. Second Real Data (Cuprite)
1) Data Description: The second real dataset is the hyper-
spectral image acquired by the airborne visible-infrared imag-
ing spectrometer (AVIRIS) over the Cuprite mining district in
western Nevada, USA, which is composed of various minerals.
We selected a sub-image composed of 304 × 257 pixels at
a GSD of 20 m to evaluate the performance between the
proposed method and the compared methods. The wavelength
of 224 spectral bands ranges from 400 nm to 2500 nm with
10 nm spectral resolution. Before unmixing, bands eroded by
water absorption, atmospheric effects, and noise (bands1-2,
104-113, 148-167, 221-224) were removed; 188 bands were
used in the experiment. A false-color image of the Cuprite
data is shown in Fig. 13(a).
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2) Experimental Setup: With the difficult challenges gen-
erated by the highly mixed property of the minerals and
the low spatial resolution of the study image, this scene is
commonly used for evaluating unmixing performance. Further-
more, data-driven endmember extraction is very challenging
due to highly mixed effects. Therefore, we used the USGS
spectral library to construct the endmember dictionary. The
detailed procedures are as follows: First, VCA was applied
for extracting 14 endmembers.5 Then, material identification
was performed using the USGS spectral library and spectral
feature fitting [44]. Next, the endmember dictionary (A) was
constructed based on identified spectral signatures from the
library, whose similarity scores are higher than a threshold.6
Finally, 24 spectral signatures we selected from the spectral
library as the endmember dictionary, as shown in Fig. 13(b).
We used the same endmember matrix for all algorithms.
3) Results and Analysis: Similar to the first real data,
we evaluate the performance for the Cuprite data both quan-
titatively and visually. The classification-based evaluation and
the two reconstruction indicies are summarized in Table III.
There is a difference in calculating OA. Owing to highly mixed
effects of the minerals, it is quite difficult to exactly estimate
the number of endmembers. Therefore, in order to effectively
use OA for quantitatively assessing the performance of the
different algorithms, we only considered four principal miner-
als, i.e., alunite, chalcedony, kaolinite, and montmorillonite.
The estimated abundance maps of the four minerals are
shown in Fig. 14. The first row represents the reference
classification maps generated by Tetracorder software [45].
Since FCLSU fails to take spectral variability into account
and while strictly following the ANC and the ASC to the
abundance maps, it yielded the unexpected result of the
absence of certain material, as shown in the abundance map
of the material Chalcedony of Fig. 14. Although the CLSU
and SUnSAL algorithms can improve the visual effects by
relaxing the ASC, particularly for the materials of kaolinite
and montmorillonite, the range of abundances is obviously
over 1, which makes no sense in reality. With the consideration
of scaling factors, scaled versions of CLSU and SUnSAL
effectively show the abundances to be in the understandable
range. On the other hand, the reasonable assumption that
the mixed spectral signature is sparsely represented by the
endmember dictionary leads to a good visual result that
approaches that of Tetracorder, as shown in the comparisons
between CLSU and SUnSAL as well as their scaled versions.
PLMM and ELMM tend to specify the spectral variability.
Considering the spectral variability as the perturbation infor-
5The number of endmembers is estimated by Hysime on the subset of
Cuprite.
6In our case, the threshold is experimentally set up as 0.93.
mation, PLMM is relatively hard to detect the pure area, since
the main spectral variability (scaling factors) is ignored in this
model. The estimated abundance maps of PLMM in Fig. 14
gives consistent results. While ELMM gives one scaling
factor for each endmember, which yields much clearer results.
The proposed method shows the best visual resemblance,
compared with the results from the Tetracorder. The abundance
maps generated by the proposed ALMM are more distinct and
show greater contrast, and the distribution of each material is
regional as well, which implies that various spectral variabil-
ities could be learned effectively. Consistent with the analysis
above, Table III gives a similar quantitative evaluation.
V. CONCLUSION
ELMM and PLMM have their respective drawbacks.
ELMM ignores those spectral variabilities that cannot be
explained only by scaling factors, and it is hard to obtain
a good scaling estimation due to ELMM’s non-convexity.
With PLMM, the perturbation information is too general to
model various spectral variabilities. To this end, we proposed a
novel spectral mixture model, called ALMM, which considers
not only the principal scaling factor but also other various
spectral variabilities by introducing the spectral variability
dictionary to expand the scalability of the endmember dic-
tionary. To effectively promote spectral unmixing based on
the proposed method, we modeled the spectral variability as
low-coherent with the endmember dictionary and developed
an algorithm for learning the spectral variability dictionary.
By analyzing experimental results on a synthetic dataset and
two real datasets, we found that the methods taking the spectral
variability into consideration are generally superior to those
that do not. More notably, the proposed method is able to
obtain a more accurate abundance estimation compared to
other state-of-the-art algorithms, since we separately model
the spectral variability as scaling factors and other spectral
variability according to their distinctive properties.
APPENDIX A
SOLUTION TO ALMM-BASED SPECTRAL UNMIXING
The object function in Eq. (20) is not convex with respect
to all variables simultaneously, but it is a convex problem
regarding the separate variable when other variables are fixed.
As a result, we successively minimize LU with respect to
xk, Sk , bk, gk, hk ,λk,ν k as follows:
Optimization with respect to xk and Sk: Bundle SkA as D
and this subproblem can be written as
arg min
xk
1
2
‖yk − Dxk − Ebk‖22 + λTk (gk − xk)
+νTk (hk − xk) +
µ
2
‖gk − xk‖22 +
µ
2
‖hk − xk‖22 , (25)
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which has a closed-form solution:
xk ← (DTD + 2µI)−1
× (µgk + λk + µhk + ν k + DTyk − DTEbk). (26)
Inspired by SCLSU, we further update xk in order to satisfy
the sum-to-one constraint by
xk ← xk/1Txk . (27)
Hereinafter, bundle Axk as Z and Sk can be estimated by
solving NNLS problem [36]:
Sˆk = arg min
Sk0
1
2
‖(yk − Ebk) − SkZ‖22 . (28)
Optimization with respect to bk: For bk , the optimization
problem is
arg min
bk
1
2
‖yk − (SkA)xk − Ebk‖22 +
β
2
‖bk‖22 , (29)
which is readily solved by
bk ← (ETE + βI)−1(ETyk − SkETAxk). (30)
Optimization with respect to gk: The subproblem of gk can
be written as
arg min
gk
α
2
‖gk‖1 + λTk (gk − xk) +
µ
2
‖gk − xk‖22 , (31)
whose solution is the well-known soft threshold [46]:
gk ← max{0, ‖xk − λ/µ‖1 − α/µ}sign(xk − λ/µ), (32)
where sign(•) is defined by
sign(•) =
{
1, •  0
−1, • ≺ 0. (33)
Optimization with respect to hk: The optimization problem
of hk is
arg min
hk
νTk (hk − xk) +
µ
2
‖hk − xk‖22 + l+R (hk). (34)
Here the update rule for hk is
hk ← max{0, xk − ν/µ}. (35)
Lagrange multipliers update λk and ν k: Before stepping into
the next iteration, Lagrange multipliers need to be updated by
λk ← λk + µ(gk − xk), νk ← ν k + µ(hk − xk). (36)
APPENDIX B
SOLUTION TO ALMM-BASED SPECTRAL
VARIABILITY DICTIONARY LEARNING
To solve Eq. (21), we have:
Optimization with respect to M: The optimization problem
can be formulated as follows:
arg min
M
1
2
‖Y − AM − EB‖2F + T(M − XS)
+ ξ
2
‖M − XS‖2F , (37)
which can be quickly solved by
M ← (ATA + ξI)−1(ATY − ATEB + ξXS − ). (38)
Optimization with respect to B: The analytical solution for
B can be simply obtained by the matrix form of Eq. (30)
B ← (ETE + βI)−1(ETY − ETAM). (39)
Optimization with respect to X: The optimization problem
is expressed as follows:
arg min
X
3T(G − X) + V T(H − X) +T(M − XS)
+ ξ
2
‖G − X‖2F +
ξ
2
‖H − X‖2F +
ξ
2
‖M − XS‖2F . (40)
The solution of Eq. (40) is given by
X ← (ξG + 3 + ξH + V + ST + ξMST)
× (ξSST + 2ξI)−1. (41)
In order to remove the scaling factors while satisfying the sum-
to-one constraint, X is rewritten as a matrix form of Eq. (27).
X ← X 
 (1TX), (42)
where 
 is defined as a term-wise Hadamard division.
Optimization with respect to S: Subsequently, the variable
S can be collected by solving the following problem:
arg min
S
T(M − XS) +1T(T − S) + ξ
2
‖M − XS‖2F
+ ξ
2
‖T − S‖2F , (43)
whose a closed-form solution can be obtained as
S ← (ξXTX + ξI)−1(ξXTM + XT + ξT + 1). (44)
Optimization with respect to E: The object function with
respect to E is written as
arg min
E
1
2
‖Y − AM − EB‖2F + 5T(Q − E)
+ ξ
2
‖Q − E‖2F , (45)
which has the analytical solution of
E ← (YBT − AMBT + ξQ +5)(BBT + ξI)−1. (46)
Optimization with respect to Q: Inspired by [35], the opti-
mization problem with the Gram matrix ET E can be effec-
tively solved as follows: we define Qp to be Q of the former
step, so it can be regarded as a known matrix in the current
step, and therefore the optimization problem for Q can be
specified as
arg min
Q
γ
2
∥∥∥ATQ∥∥∥2
F
+ η
2
∥∥∥QTpQ − I∥∥∥2F +5T(Q − E)
+ ξ
2
‖Q − E‖2F , (47)
which can be easily deduced as
Q ← (γ AAT + ηQpQTp + ξI)−1(ηQp + ξE − 5). (48)
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Optimization with respect to G and H: The two variables
can be summarized using the matrix form of Eq. (32) and
Eq. (35) as
G ← max{0, ‖X −3/ξ‖1,1 − α/ξ}sign(X −3/ξ), (49)
H ← max{0, X − V /ξ}. (50)
Optimization with respect to T: The variable T can be
updated by using the same rule as with H:
T ← max{0, S −1/ξ}. (51)
Lagrange multipliers update 3, V , , 5 and 1: Following
the rule of Eq. (36), these Lagrange multipliers can be updated
in each iteration:
3 ← 3 + ξ(G − X), V ← V + ξ(H − X),
1 ← 1 + ξ(T − S), 5 ← 5 + ξ(Q − E),
 ←  + ξ(M − XS). (52)
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SULoRA: Subspace Unmixing With Low-Rank
Attribute Embedding for Hyperspectral Data Analysis
Danfeng Hong , Student Member, IEEE, and Xiao Xiang Zhu , Senior Member, IEEE
Abstract—To support high-level analysis of spaceborne imag-
ing spectroscopy (hyperspectral) imagery, spectral unmixing has
been gaining significance in recent years. However, from the in-
evitable spectral variability, caused by illumination and topogra-
phy change, atmospheric effects and so on make it difficult to ac-
curately estimate abundance maps in spectral unmixing. Classical
unmixing methods, e.g., linear mixing model (LMM) and extended
LMM, fail to robustly handle this issue, particularly facing com-
plex spectral variability. To this end, we propose a subspace-based
unmixing model using low-rank learning strategy, called subspace
unmixing with low-rank attribute embedding (SULoRA), robustly
against spectral variability in inverse problems of hyperspectral
unmixing. Unlike those previous approaches that unmix the spec-
tral signatures directly in original space, SULoRA is a general
subspace unmixing framework that jointly estimates subspace pro-
jections and abundance maps in order to find a raw subspace that
is more suitable for carrying out the unmixing procedure. More
importantly, we model such raw subspace with low-rank attribute
embedding. By projecting the original data into a low-rank sub-
space, SULoRA can effectively address various spectral variabil-
ities in spectral unmixing. Furthermore, we adopt an alternating
direction method of multipliers based algorithm to solve the re-
sulting optimization problem. Extensive experiments on synthetic
and real datasets are performed to demonstrate the superiority
and effectiveness of the proposed method in comparison with the
previous state-of-the-art methods.
Index Terms—Alternating direction method of multipliers, hy-
perspectral data analysis, low-rank attribute embedding, remote
sensing, subspace unmixing, spectral variability.
I. INTRODUCTION
HYPERSPECTRAL imagery (HSI) is characterized byvery rich spectral information, which enables us to detect
targets of interest and identify unknown materials more eas-
ily. Motivated by this, considerable attentions have been paid
to hyperspectral data processing and analysis, such as dimen-
sionality reduction [1], [2], image segmentation [3], land-cover
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and land-use classification [4], and target detection [5] and so
on. However, most of pixels in HSI suffer from the effect of
spectral mixing due to a lower spatial-resolution than that of
traditional RGB or multispectral imagery. These material mix-
tures inevitably degrade the spectrally discriminative ability,
particularly in some high-level applications. To overcome this,
spectral unmixing is defined as that decomposes the reference
spectral signatures into a collection of spectral signatures of
pure materials (or endmembers) and their abundance fractions
(or abundance maps). In remote sensing community, spectral
unmixing techniques have been widely and successfully ap-
plied to a variety of tasks, including mineral exploration and
identification [6], forest monitoring [7].
Assuming the absent of any spectral, spatial, and temporal
variabilities as well as microscopic interaction (e.g. multiple
scatting, intimate mixing, etc.) between the materials are negli-
gible, then the mixed spectrum of each pixel in the HSI scene is
approximately measured by a linear mixing model (LMM) [8].
There is, however, a main factor-spectral variability, propagating
unpredictable errors to LMM. This further yields an inaccurate
unmixing process, since these errors are basically absorbed by
endmembers and abundance maps. Nonlinearity, i.e. nonlinearly
mixing spectral signatures, resulting from, e.g. multiple scatter-
ing and intimate mixing, is one of the main causes of spectral
variability. In addition, varying acquisition conditions (e.g. illu-
mination, topography, atmospheric effects) as well as physically
and chemically intrinsic change of the material possibly speed
up spectral degradation, which can be seen as another kind of
spectral variability.
Recently, enormous efforts modeling errors either from
statistics-based or regression-based point of view have been
made to address the spectral variability [9]. Two mainstream
statistical methods, namely the normal composition model [10]
and the beta compositional model [11], assume the endmember
spectra following a given probability distribution. On the other
hand, inspired by LMM-the regression-based seminal work, and
its variations have been successively proposed to deterministi-
cally model the spectral variability. A perturbed linear mixing
model (PLMM) was proposed in [12] to fit the spectral vari-
ability using a Gaussian prior with each endmember. Similarly,
Fu et al. designed a dictionary-adjusted nonconvex sparsity-
encouraging regression (DANSER) by modeling the mismatch
between the spectral library and the observed spectrum under a
Gaussian distribution [13]. Although these approaches attempt
to model the spectral variability in a general way, only a given
explicit distribution, i.e. Gaussian, is still insufficient. In most
1932-4553 © 2018 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution
requires IEEE permission. See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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hyperspectral scenes, the spectral signature is frequently scaled
due to illumination or topological change, hence the scaling
factor, as a principal variability, is quite coherent with the corre-
sponding spectral signature. Such attributed spectral variability
is hardly represented by a Gaussian-guided term. Drumetz et al.
proposed an extended LMM (ELMM) [14] by modeling the
different scaling factors on each endmember, but is a signifi-
cant shortcoming in that other spectral variabilities are not be
involved correspondingly.
While aforementioned unmixing algorithms have been suc-
cessively proposed and successfully applied to some specific
datasets, the ability of robustness and generalization in handling
various spectral variabilities still remains limited. For this rea-
son, we propose a robust subspace-based unmixing method by
jointly performing subspace learning and unmixing in a closed-
loop. With low-rank attribute embedding, the spectral variabil-
ity can be effectively removed in the learnt low-rank subspace,
achieving a robust spectral unmixing. More specifically, our
contributions can be unfolded as follows:r We propose a general subspace-based unmixing frame-
work by jointly low-rank subspace learning and unmix-
ing, called subspace unmixing with low-rank attribute
embedding (SULoRA), to achieve a robust unmixing in
a proper subspace rather than in the original space. More-
over, mostly linear unmixing models can be considered as
special cases in this general framework.r With the low-rank attribute embedding, the proposed SU-
LoRA can broadly mitigate the effects of various spectral
variabilities by projecting the original data into a more
representative low-rank subspace.r An alternating direction method of multipliers (ADMM)
is adopted to solve the resulting optimization problem.
The remainder of this paper is organized as follows. Section II
briefly summarizes the related work in spectral unmixing and
analyzes their advantages and disadvantages. In Section III, we
first clarify the motivation and then propose our methodology
of the SULoRA model as well as corresponding ADMM-based
optimization algorithm. Section IV presents the experimental
results on two different datasets (a synthetic data and a real
urban data) and gives the intuitive analysis and discussion both
qualitatively and quantitatively. Finally, Section V concludes
with a summary.
II. RELATED WORK
In this section, we review state-of-arts unmixing algorithms,
emphatically introducing LMM-based unmixing models and
its variations including fully constrained least squares unmix-
ing (FCLSU) [15], partial constrained least squares unmixing
(PCLSU) [16], sparse unmixing by variable splitting and aug-
mented Lagrangian (SUnSAL) [17], as well as their scaled ver-
sions (scaled partial constrained least squares unmixing (SP-
CLSU) [18] and scaled sparse unmixing by variable splitting and
augmented Lagrangian (SSUnSAL) [19]), ELMM and PLMM.
A. LMM
Let Y = [y1 , . . . ,yi , . . . ,yN ] ∈ RD×N be an unfolded
HSI with D bands and N pixels, and A = [a1 , . . . ,aP ] ∈
RD×P be the endmembers with the size of D × P . X =
[x1 , . . . ,xi , . . . ,xN ] ∈ RP ×N is denoted as abundance maps,
whose each column vector stands for the fractional abundance
at each pixel. R = [r1 , . . . , ri , . . . , rN ] ∈ RD×N is the residual
(e.g. noise, modeling errors and others) in the form of matrix.
Under an ideal condition without any external disturbance, the
spectral measurement for a given pixel, denoted by yi ∈ RD×1 ,
is well approximated by a set of linear combination of endmem-
ber spectra weighted by theri corresponding fractional abun-
dances, resulting in the LMM:
yi = Axi + ri , (1)
where ai and xi should be non-negative in order to meet the
physical conditions in reality. Moreover, the fractional abun-
dance xi , as the name indicated, represents the proportions oc-
cupied by the different endmembers. This means xi should be
also subject to a sum-to-one constraint. Therefore, Eq. (1) with
the necessary constraints is expressed as
yi = Axi + ri , s.t. A  0, xi  0,
N∑
i=1
xi = 1. (2)
Collecting all pixels, a compact matrix form of Eq. (2) can be
written as
Y = AX + R, s.t. A  0, X  0, 1TX = 1. (3)
In the following, we will detail several popular unmixing
algorithms based on LMM:
1) FCLSU: In practice, the endmembers (A) can be pre-
extracted from the given scene using endmember extraction
methods, i.e. pixel purity index (PPI), vertex component analy-
sis (VCA) [20]. This renders us to more effectively and conve-
niently estimate the abundance maps (X) by degrading the Eq.
(3) to least-square regression problem, leading to FCLSU:
min
X
{
1
2
‖Y −AX‖2F s.t. X  0, 1TX = 1.
}
. (4)
Considering the presence of spectral variability, FCLSU
yields a poor performance. It mainly derives from the strong
sum-to-constraint, as explained in [8]. A common way to this
issue is to relax the abundance fractions sum to less or larger
than one or to consider a part of full constraints.
2) PCLSU: Following the above solution, the resulting
PCLSU can be formulated by solving
min
X
{
1
2
‖Y −AX‖2F s.t. X  0.
}
. (5)
The estimated variableX in Eq. (5) might be any scales, owing to
a badly-conditioned observed matrix Y. To alleviate the effects
of the ill-posed problem, meaningfully physical assumptions
have to be added in the form of regularization.
3) SUnSAL: As observed, the abundances on each endmem-
ber are theoretically supposed to be sparse. Bioucas-Dias et al.
embedded this property into LMM and achieved a powerful
SUnSAL algorithm. The resulting optimization problem can be
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written as follows
min
X
{
1
2
‖Y −AX‖2F + α‖X‖1,1 s.t. X  0, 1TX = 1.
}
,
(6)
where ‖X‖1,1 ≡
∑N
k=1 ‖xk‖1 is denoted as an approximation
of sparsity-promoting term.
In view of effectiveness of SUnSAL, SUnSAL’s variations
have been subsequently proposed in recent years, such as SUn-
SAL with total variation spatial regularization (SUnSAL-TV)
[21], collaborative sparse regression (CLSUnSAL) [22], etc. We
have to admit, however, that these advanced methods are still
subject to the framework of LMM that is sensitive to spectral
variabilities.
B. ELMM
ELMM aims to modeling the principle spectral variability
(scaling factors) to allow a pixel-wise variation at each end-
member:
yi = ASixi + ri , (7)
where Si ∈ RP ×P is a diagonal matrix with the nonnegative
constraint (Si  0). A matrix form of Eq. (7) can be repented
as
Y = A(SX) + R, (8)
here S ∈ RP ×N is a full matrix collecting the scaling factors
from all pixels whose ith column is Si . The operator  is
denoted as the Schur-Hadamard (termwise) product.
1) Unmixing Under the ELMM: Intuitively, the optimization
problems in (7) and (8) are hardly to be analytically solved. In
[14], a trick is employed by splitting the coupled variables (S
and X), then we have
min
X ,S0,A
{
N∑
k=1
(‖yk −Akxk‖22 + λS‖Ak −A0Sk‖2F)
}
,
(9)
where A0 is the reference endmember spectrum, A = {Ai} is
a collection of pixel-dependent endmember matrices, and λS
plays a balance role between the two separated terms. Eq. (9)
can be alternatively optimized with respect to each variable by
alternating minimization strategy [23].
2) SPCLSU: Prior to ELMM, scaling factors have been in-
vestigated in a simple way, that is SPCLSU [18] in which end-
members are reasonably assumed by sharing a same scale as
the scaling factors are strongly associated with topography. SP-
CLSU actually conducts a PCLSU in the beginning, and then
normalizes the abundance maps to meet sum-to-one. This is
a simple but effective strategy, which is also involved in our
proposed method.
C. PLMM
As the name suggested, PLMM attempts to describe the spec-
tral variability as an additive perturbation information. Both the
pixel-wise and the corresponding matrix form of PLMM can be
expressed, respectively
yi = (A + Δi)xi + ri , (10)
and
Y = AX + [Δ1x1 | . . . |Δixi | . . . |ΔN xN ]︸ ︷︷ ︸
Δ
+ R, (11)
where Δ is [Δ1x1 | . . . |Δixi | . . . |ΔN xN ] denotes the pertur-
bation information of the endmembers.
1) Unmixing Under the PLMM: The optimization problem
corresponding to PLMM-based unmixing can be given as
min
A ,Δ ,X
⎧⎨⎩
1
2
‖Y −AX−Δ‖2F + αΦ(X) + βΨ(A)
+ γΥ(Δ)
⎫⎬⎭ , (12)
where Φ, Ψ, and Υ parameterized by α, β, and γ, are penalties
with respect to variables X, A, and Δ, receptively. Notably, Υ
term is modeled by a Frobenius norm.
2) DANSER: Likewise being generalized to PLMM frame-
work, DANSER adopts a sparsity-encouraging regression tech-
nique for a dictionary-based spectral unmixing, where a
perturbation-like information is explored to measure the mis-
match between spectral dictionary and observed endmembers.
This model, the DANSER, is formulated by
min
A ′ ,X
⎧⎨⎩
1
2
‖Y −A′X‖2F + α‖A
′ −A‖2F + β‖X‖p2,p
s.t. X  0
⎫⎬⎭ , (13)
where A′ is a corrupted endmember matrix obtained by perturb-
ing A.
Although the aforementioned methods have shown an ad-
vancement in treating the spectral variability, especially facing
main spectral variabilities (e.g. scaling factors), they are still
lack of robustness and generalization to others that we are un-
known. Jump out of this circle, a new insight is provided into
this problem that we propose to conduct the spectral unmixing
in a robust subspace instead of directly unmixing in original
spectral space. Please go to next section for more details.
III. SUBSPACE UNMIXING WITH LOW-RANK
ATTRIBUTE EMBEDDING
A. General Motivation
There is a trade-off between spectral information gain and
the spectral variability. On one hand, spectrum are expected to
be spectrally discriminative. Conversely, this means that more
complex spectral variabilities might get involved in hyperspec-
tral data. A feasible solution to this issue is spectral unmixing in
a ‘raw’ subspace rather than in the original space. In the learnt
subspace, the pixels belonging to the same class are expected to
be strongly correlated by using a low-rank attribute embedding.
Further, this process can be mathematically modeled as
Y = Y
′
+ R
′
, s.t. Y
′
= ΘY,
Y
′
= ΘAX + R
′′
, (14)
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Fig. 1. A comparison of the holistic workflow between the original-space-based method and the proposed SULoRA.
where Θ denotes the low-rank subspace projections, and Y′
is the spectrally subspace representation after embedding the
low-rank attribute.
Fig. 1 shows a comparison in holistic workflow of spec-
tral unmixing between using the original-space-based and the
subspace-based (SULoRA) approaches.
B. Low-Rank Attribute Embedding
Inspired by [24] in which a novel strategy of low-rank at-
tribute embedding is proposed with the application to person
re-identification, we further improve this term by integrating
our general motivation described above, making it more appli-
cable to hyperspectral unmixing task.
Step by step, we will clarify the motivation of using the low-
rank attribute embedding in great detail. It is well-known that
hyperspectral imagery inevitably suffers from various spectral
variabilities in the process of imaging. These spectral variabili-
ties, which are generated due to illumination conditions, topog-
raphy change, atmospheric effects, and material nonlinear mix-
ing, are complex and even hardly represented using a common
model. Instead of directly modeling such changeable property,
we hypothetically treat the spectral variability as an unknown
complex noise. Therefore, modeling the complex spectral vari-
ability could be converted to a special denoising problem. Noises
in the data can be generally removed through a projection trans-
formation. During this process, one is expected to be the pro-
jected or denoised data as close as possible with the original data,
resulting in a mathematical expression (Y .= ΘY). Besides, we
also expect to structurally maintain consistency between noisy
data (Y) and processed data (ΘY), which might be achieved by
correlative or collaborative filtering in order to emphasize the
correlation and structural property between the samples. Low-
rank representation has been widely and successfully applied for
modeling the sample-based correlation [25]–[27], hence the es-
timated projection Θ can be naturally endowed with a low-rank
attribute (e.g., rank (Θ)  C) in our case.
C. Problem Formulation
As introduced in Subsection III-A, our proposed SULoRA
shown in Eq. (14) can be formulated as a following constrained
optimization problem
min
X ,Θ
⎧⎨⎩
1
2
‖Θ(Y −AX)‖2F + Φ(Θ) + Υ(X)
s.t. X  0
⎫⎬⎭ , (15)
which aims at estimating the variables with respect to X and Θ.
Since the problem (15) is undetermined, the variables X and Θ
should be regularized by reasonable prior knowledge. The two
regularization terms Φ(Θ) and Υ(X) are described below.
1) Subspace Regularization Φ(Θ): According to the discus-
sion and analysis in Section III-B, the subspace projections Θ
are characterized by a low-rank attribute in order to transfer the
original hyperspectral data into a robust subspace, which can
be approximately formulated by the form of ‖Θ‖∗. Essentially,
the main difference between those previously proposed low-
rank representation learning and the proposed SULoRA lies in
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the motive. More specifically, the former ones usually aim to
robust clustering in subspace [25], [27] that needs to estimate
the connectivity between samples, while our goal is to find or
learn a low-rank subspace projection so that the learned projec-
tion can play a correlative filtering-like role robustly against
various spectral variabilities, which is computationally effi-
cient. Besides, we also hope to structurally maintain the spec-
tral properties, making the learnt subspace as close as possible
with the original space. This second prior can be formed by
‖Y −ΘY‖F . The final resulting expression of regularization
with respect to Θ is
Φ(Θ) =
α
2
‖Y −ΘY‖2F + β‖Θ‖∗, (16)
where α and β are the corresponding penalty parameters.
2) Abundance Regularization Υ(X): For a given hyperspec-
tral scene, the spectral signature consists of limited kinds of
materials, hence the abundances should be encouraged to be
sparse. This term parameterized by γ can be expressed by
Υ(X) = γ‖X‖1,1 . (17)
In our model, the non-negativity constraint (X  0) has to
be considered to satisfy the physical assumption. It should be
noted, however, that the sum-to-one constraint is not directly
considered in our optimization problem (Eq. (15)), since the hard
constraint is too strong to yield a badly-estimated abundance
maps. We adopt the same technique in SPCLSU [18] to force
X to follow the sum-to-one constraint.
Different with matrix factorization-based unmixing ap-
proaches that simultaneously estimate the endmembers and the
abundance maps, the proposed SULoRA first determines the
number of endmembers via HySime [28], and then separately
extracts the endmembers from the HSI scene with VCA and es-
timates the abundance maps. The benefits of the scheme in our
model are two-fold. On one hand, the endmembers extracted
from the data tend to preserve, to the greatest extent, spec-
trally physical significance, and thereby improve the stability
of estimating the abundance maps. On the other hand, it effec-
tively simplifies the model’s complexity by optimizing fewer
variables, finding a good solution easier.
D. Model Optimization Using ADMM-Based Algorithm
The optimization problem shown in Eq. (15) is convex, we
adopt an ADMM-based optimization algorithm [29]–[31] for a
fast and efficient solution. To facilitate the use of ADMM, we
first convert Eq. (15) to an equivalent form introducing multi-
ple auxiliary variables G, H, and J to replace Θ, X, and X,
respectively.
min
X ,Θ ,G ,H ,J
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
2
‖Θ(Y −AX)‖2F +
α
2
‖Y −ΘY‖2F
+ β‖G‖∗ + γ‖H‖1,1 + l+R (J)
s.t. Θ = G, X = H, X = J
⎫⎪⎪⎪⎬⎪⎪⎪⎭ , (18)
where ()+ denotes an operator that intercepts the positive part of
each component of the matrix, and l+R (J) is defined as J  0.
This problem can be equivalently solved by minimizing the
Algorithm 1: Subspace Unmixing With Low-Rank
Attribute Embedding (SULoRA).
Input: Y, A, X0 , α, β, γ, maxIter.
Output: X, Θ.
1 Initialization: G = 0, H = 0, J = 0, Λ1 = 0, Λ2 = 0,
Λ3 = 0, μ = 10
−3
, μm = 10
6
, ρ = 1.5, ε = 10−6 , t = 1.
2 while not converged or t > maxIter do
3 Fix other variables to update Θ by
Θ = (αYYT + μG + Λ1)
× (αYYT + (Y −AX)(Y −AX)T + μI)−1 .
4 Fix other variables to update X by
X = ((ΘA)T(ΘA) + 2μI)−1
× ((ΘA)TΘY + μH + Λ2 + μJ + Λ3).
5 Fix other variables to update G by
[U,S,V] = svd(Θ−Λ1/μ), S = diag({sk}rk=1)
G = USτ V, Sτ = diag(max{0, sk − β/μ}).
6 Fix other variables to update H by
H=max{0, |X−Λ2/μ| − γ/μ}  sign(X−Λ2/μ).
7 Fix other variables to update J by
J = max{0,X−Λ3/μ}.
8 Update Lagrange multipliers by
Λ1 ← Λ1 + μ(G−Θ), Λ2 ← Λ2 + μ(H−X)
Λ3 ← Λ3 + μ(J−X).
9 Update penalty parameter by
μ = min(ρμ, μm ).
10 Check the convergence conditions: if ‖G−Θ‖F < ε
and ‖G−X‖F < ε and ‖J−X‖F < ε then
11 Stop iteration;
12 else
13 t ← t + 1;
14 end
15 end
following augmented Lagrangian function:
LU (X,Θ,G,H,J,Λ1 ,Λ2 ,Λ3) =
1
2
‖Θ(Y −AX)‖2F
+
α
2
‖Y −ΘY‖2F + β‖G‖∗ + γ‖H‖1,1 + l+R (J)
+ ΛT1 (G−Θ) + ΛT2 (H−X) + ΛT3 (J−X)
+
μ
2
‖G−Θ‖2F +
μ
2
‖H−X‖2F +
μ
2
‖J−X‖2F , (19)
where {Λi}3i=1 are Lagrange multipliers and μ is the penalty
parameter. The specific optimization flow for solving the prob-
lem (19) is summarized in Algorithm 1, and the solution to each
subproblem is detailed in the following.
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We successively minimize LU with respect to the variables
Θ, X, G, H, and J as well as Lagrange multipliers {Λi}3i=1 as
follows:
Optimization with respect to Θ: The optimization problem
for Θ is
min
Θ
⎧⎪⎨⎪⎩
1
2
‖Θ(Y −AX)‖2F +
α
2
‖Y −ΘY‖2F
+ ΛT1 (G−Θ) +
μ
2
‖G−Θ‖2F
⎫⎪⎬⎪⎭ , (20)
which has an analytical solution of
Θ ← (αYYT + μG + Λ1)
× (αYYT + (Y −AX)(Y −AX)T + μI)−1 . (21)
Optimization with respect toX: ForX, the optimization prob-
lem can be expressed as
min
X
⎧⎪⎨⎪⎩
1
2
‖Θ(Y −AX)‖2F + ΛT2 (H−X) + ΛT3 (J−X)
+
μ
2
‖H−X‖2F +
μ
2
‖J−X‖2F
⎫⎪⎬⎪⎭ ,
(22)
whose a closed-form solution is
X ← ((ΘA)T(ΘA) + 2μI)−1
× ((ΘA)TΘY + μH + Λ2 + μJ + Λ3).
(23)
Optimization with respect to G: The objective function for
G is written as
min
G
{
β‖G‖∗ + ΛT1 (G−Θ) +
μ
2
‖G−Θ‖2F
}
, (24)
which is solved via the Singular Value Thresholding (SVT)
operator [32]:r Step 1: Input a matrixM of rank r and consider the singular
value decomposition (SVD):
M = USV, S = diag({sk}1≤k≤r ). (25)r Step 2: For each τ ≥ 0, we define the soft-thresholding
operator Dτ as follows
D(M) := UDτ (S)V, Dτ (S) = diag({sk − τ}+).
(26)
Using Eq. 26, ‖M‖∗ can be computed by ‖Dτ (S)‖1,1 .
Optimization with respect to H: The optimization problem of
H is
min
H
{
γ‖H‖1,1 + ΛT2 (H−X) +
μ
2
‖H−X‖2F
}
, (27)
its solution is nothing but a well-known soft threshold [17]:
H ← max{0, |X−Λ2/μ| − γ/μ}  sign(X−Λ2/μ).
(28)
Optimization with respect to J: The subproblem of J can be
given by
min
J
{
ΛT3 (J−X) +
μ
2
‖J−X‖2F + l+R (J)
}
, (29)
Fig. 2. Convergence analysis of SULoRA are experimentally performed on a
synthetic data and a real urban data.
J can be updated using the following rule
J ← max{0,X−Λ3/μ}. (30)
Lagrange multipliers update {Λi}3i=1: In each iteration, La-
grange multipliers need to be updated by
Λ1 ← Λ1 + μ(G−Θ), Λ2 ← Λ2 + μ(H−X)
Λ3 ← Λ3 + μ(J−X). (31)
E. Convergence Analysis and Computational Cost
ADMM used in our optimization problem can be actually
generalized to inexact Augmented Lagrange Multiplier (ALM)
[33], whose convergence has been well studied when the num-
ber of block is less than three [29]. There is still not a generally
and strictly theoretical proof in multi-blocks case. Fortunately
for our case, its convergence is similarly guaranteed and sup-
ported in [32], [34]–[37]. Moreover, we experimentally record
the objective function values in each iteration to draw the con-
vergence curves of SULoRA on two used hyperspectral scenes
(see Fig. 2).
As observed from Section III-D, the computational cost in the
SULoRA algorithm is dominated by matrix products, and then
the computational complexity of each subproblem in Eq. (18)
with respect to the variables X, Θ, G, H, and J are, in each
iteration, O(D2N), O(D2N), O(D3), O(PN), and O(PN),
respectively, where the most costly step is solving Θ, hence
yielding an overall O(D2N) computational cost for Eq. (18).
IV. EXPERIMENTS
In this section, we quantitatively and visually evaluate the
unmixing performance of the proposed SULoRA on a syn-
thetic dataset presented in [14] and two real datasets over the
areas of Urban and MUFFLE Gulfport Campus, in compari-
son with eight classical and state-of-the-art methods, including
FCLSU, PCLSU, SPCLSU, SUnSAL, SSUnSAL (scaled SUn-
SAL), SLRU (sparse and low-rank unmixing) [38], PLMM and
ELMM. We experimentally and empirically choose the regular-
ization parameters to maximize performance of above methods.
To make fair visual comparisons, we fix a display range of the
abundance maps from 0 to 1 in Figs. 4 and 9. Because there are
some algorithms ignoring the effects of scaling factors, resulting
in the abundances that show the maximum of the display range
but actually exceed it.
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Fig. 3. A false color image of the synthetic data and corresponding five
endmembers used for data simulation.
A. Synthetic Data
1) Data Description: Spectral simulation in the synthetic
data is performed using five reference endmembers randomly
selected from the spectral library of United States Geologi-
cal Survey (USGS) with the size of 200 × 200 abundance
maps generated using Gaussian fields, which strictly satisfies
the abundance non-negative constraint (ANC) and the abun-
dance sum-to-one constraint (ASC). The image consists of
200 × 200 pixels with 224 spectral bands in the wavelength
from 400 nm to 2500 nm with spectral resolution. Fig. 3 shows
a false color image of the synthetic data and five endmembers
used for data simulation. The details of data simulation process
can be unfolded as follows: Firstly, given five reference end-
members from USGS library, we multiply randomly-generated
scaling factors ranging in [0.75, 1.25] by the spectral signa-
tures, then a 25 dB white Gaussian noise was added to these
scaled reference endmembers. Secondly, we linearly mix them
with the generated abundance maps. Finally, an additive 25 dB
white Gaussian was again added to the mixed spectrum. Us-
ing this simulation process, the spectral signature of each pixel
in this dataset should be able to have a complex spectral vari-
ability consisting of endmember-dependent scaling factors and
complex noise. Therefore, this simulated data with such spectral
variability will give us a proper scenario to validate the proposed
approach. More details for generating the simulated data can be
found in [14].
2) Experimental Setup: Assuming the presence of pure end-
members in HSI scene, VCA, which is one of the most popu-
lar endmember extraction methods, is adopted in this paper to
construct the endmember dictionary, while Hysime is used to
estimate the number of endmembers. Next, these extracted end-
members can be effectively identified using the spectral angle
compared to five reference endmembers.
To fairly assess the unmixing performance, we set the op-
timal parameters for the different algorithms. Both SUnSAL
and SSUnSAL are parameterized by 2e− 3 on the sparsity-
promoting term, while three regularization parameters [12] for
abundances, endmembers, and perturbation in the PLMM are
set to be 1e− 2, 1e− 2, and 1, respectively. The regularization
parameter λS [14] in the ELMM is set to be 0.5. We also set
the parameters of SLRU’s sparse and low-rank terms to 2e− 3
and 1e− 2. α, β, and γ in Eqs. (16) and (17) can be set to 0.1,
0.01, and 8e− 3, respectively to maximize the performance of
SULoRA.
Considering a fact that our method is an alternating minimiz-
ing optimization problem for multi-variables, a proper initializa-
tion would lead to a fast and reasonable solution. The abundance
maps (X0) is initialized using the output of SPCLSU. Please re-
fer to Algorithm 1 for more parameter settings.
We draw on three criteria of [14] to quantify the unmix-
ing results, that is abundance overall root mean square er-
ror (aRMSE), reconstruction overall root mean square error
(rRMSE), and average spectral angle mapper (aSAM). When the
groundtruth of abundance maps (Xg = [xg1 , . . . ,xgi , . . . ,xgN ] ∈
RP ×N ) is given, and then the estimated abundance maps (Xe =
[xe1 , . . . ,x
e
i , . . . ,x
e
N ] ∈ RP ×N ) can be measured by aRMSE
defined as
aRMSE =
1
N
N∑
i=1
√
1
P
∑P
p=1
(xepi − xgpi)2 . (32)
If without the reference of abundance maps, the other two
rules (rRMSE and aSAM) are used by computing reconstruc-
tion errors between the observed hyperspectral data Yo =
[yo1 , . . . ,y
o
i , . . . ,y
o
N ] ∈ RD×N and its reconstruction Yr =
[yr1 , . . . ,y
r
i , . . . ,y
r
N ] ∈ RD×N . The former is defined by
rRMSE =
1
N
N∑
i=1
√
1
D
∑D
l=1
(yrdi − yodi)2 , (33)
while the latter is aSAM, expressed as
aSAM =
1
N
N∑
k=1
arccos
(
yrTi y
o
i
‖yri ‖‖yoi ‖
)
. (34)
For a fair and reasonable comparison, we average the results
of the three criteria out of 10 runs for the different algorithms,
because VCA cannot always guarantee the same estimations in
each round.
3) Results and Discussion: Fig. 4 shows the estimated abun-
dance maps of the different algorithms, while Table I corre-
spondingly lists the quantitative assessment for three different
indices (aRMSE, rRMSE, and aSAM) and computational cost
for each algorithm. Since the visual difference of Fig. 4 is not
salient, we highlight the differences by the abundance difference
maps displayed in Fig. 5.
Visually, FCLSU and PLMM yield a poor performance due
to the presence of the spectral variability in the simulated scene.
More precisely, the abundance maps estimated by FCLSU fully
absorb the spectral variabilities, attributing to the sum-to-one
constraint. Taking the rest of algorithms by and large, those of
modeling scaling factors outperform those without considering
ones. A similar quantitative trend also can be found in Table I. In
details, the performance of PCLSU is better than that of FCLSU,
since the PCLSU’s abundances can be reasonably estimated in
a cone not in a simplex by dropping the ASC. Actually the
spectral variability is not eliminated by PCLSU, but still par-
tially absorbed by the abundances. Fig. 4 provides a convincing
evidence that the abundances for some pixels are higher than
1, and this violates the ASC. By trickily alleviating the effects
of scaling factors, the abundances estimated by SPCLSU are
more accurate than PCLSU’s. Putting the sparse prior on the
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TABLE I
THE QUANTITATIVE COMPARISON OF UNMIXING PERFORMANCE FOR THE DIFFERENT ALGORITHMS ON THE SYNTHETIC DATA. THE BEST ONE IS MARKED IN BOLD
Fig. 4. Abundances estimated by different SU methods (each column cor-
responds to one endmember extracted by VCA ) and the first row shows the
ground truth.
abundance maps, SUnSAL and its scaled version (SSUnSAL)
can further improve the performance compared to those with-
out the sparsity-promoting term. This indirectly demonstrates
that each pixel in HSI is composed of a few materials. In SLRU,
the abundance maps are simultaneously constrained to be sparse
and low-rank, leading to a slight improvement compared to only
sparsity-promoting SUnSAL algorithm.
Fig. 5. Difference abundance maps using different spectral unmixing methods
corresponding to Fig. 4.
The ability in handling the other spectral variability that scal-
ing factors can not be explained limits the ELMM. Furthermore,
ELMM needs to simultaneously estimate a coupled set of vari-
ables (the scaling factors and abundance maps), this leads to a
non-convex optimization problem, which easily drops to a local
minimum. In a local region of HSI, the scaling factors for the
different endmembers are highly correlated, because the end-
member variability is dominated by the topography structure.
This is possibly another factor that hinders the performance of
the ELMM improving. For the PLMM, it attempts to model
the spectral variabilities in a general way, but only a perturbed
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Fig. 6. Sensitivity analysis of three regularization parameters (e.g., α, β , and γ) in SULoRA (Eq. 18).
Fig. 7. Robustness evaluation of these compared algorithms using a RMSE at
the different sparse noise ratio.
information assumed by a Gaussian prior fails to represent the
spectral variability (e.g. scaling factors).
As expected, the performance of the subspace-based spectral
unmixing (the proposed SULoRA) is superior to that of other
algorithms unmixing in the original hyperspectral space, indi-
cating its superiority and effectiveness in dealing with the spec-
tral variability. Fig. 5 highlights a more significant comparison
using abundance difference maps between the groundtruth and
the estimated abundance maps, where there are lower difference
values in SULoRA than in others.
4) Parameters Sensitivity Analysis: The performance of the
proposed SULoRA algorithm in Eq. (18) is, to some extent,
sensitive to the setting of three regularization parameters (α, β,
and γ), it is, as a result, indispensable to search a set of opti-
mal parameter combination. For this reason, the corresponding
experiments are conducted to investigate the parameters effects
on the performance of estimating abundance maps (measured
by aRMSE), as specifically shown in Fig. 6 where the optimal
parameter combination in SULoRA is α = 0.1, β = 0.01, and
γ = 8e− 3, respectively.
5) Robustness Analysis to Sparse Noise: We further inves-
tigate the robustness of the SULoRA against sparse noise. For
this purpose, the simulated data is corrupted by sparse noise
with different corrupted levels, namely ratio = 0, 0.1, 0.2, 0.3,
where ratio = 0 denotes no additional sparse noise is added to
the simulated data while ratio = 0.1, for instance, means that
the 10% of total pixels are corrupted by additional sparse noise.
Please refer to [39]–[41] for more experimental setting. As can
be seen from Fig. 7, with the increase of sparse noise ratio,
the performance of most compared approaches dramatically de-
grades, yet SULoRA still holds a stable and robust performance.
Fig. 8. A false color image of the Urban data and four extracted endmembers
used in spectral unmixing.
B. Real Data Over Urban Area
1) Data Description: This dataset was acquired by the Hy-
perspectral Digital Imagery Collection Experiment (HYDICE)
over an urban area of Copperas Cove, Texas, USA. The entire
image consists of 307× 307 pixels at a ground sampling dis-
tance (GSD) of 2 m, and 58 noisy bands are removed, so that
a total of 162 bands covering the spectral rank from 400 nm
to 2500 nm with spectral resolution of 10 nm is selected by
removing 58 noisy bands corrupted by water absorption and
atmospheric effects in our experiments. This dataset used in
hyperspectral unmixing has been widely reported in [42]–[44].
Additionally, we use a latest data version issued by Geospatial
Research Laboratory (USA) and Engineer Research and Devel-
opment Center (USA) in 2015.1 Fig. 8(a) shows a false color
image of the study scene and the endmembers are extracted
by VCA.
2) Experimental Setup: There are four main endmembers in
the scene: asphalt (road and parking lot), grass, trees, and roof.
Please see the references [42] and [44] for more details. Simi-
larly to the first data, HySime and VCA are adopted to deter-
mine the number of endmembers and extract the endmembers,
respectively. Fig. 8(b) shows the endmembers used in spectral
unmixing. The endmembers can be simply identified by com-
paring with the reference endmembers.2
According to two indices of aRMSE and aSAM, we select the
optimal parameters for these compared algorithms. The parame-
ters for the sparse and low-rank regularization terms in SLRU are
set to 1e− 2 and 1e− 2. The sparsity-promoting term in SUn-
SAL and SSUnSAL is penalized by 6e− 3, while for PLMM,
three regularization parameters for abundances, endmembers,
1http://www.tec.army.mil/Hypercube
2The reference endmembers can be introduced in [44] and [43].
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Fig. 9. Abundance maps comparison between the proposed method and the
state-of-art methods.
and perturbation are selected to be 1e− 2, 1e− 3, and 1, re-
spectively. The balance parameter λS in the ELMM is still 0.5.
We finely tune α, β, and γ in SULoRA to 0.1, 0.01, and 5e− 3,
respectively.
3) Results and Analysis: As there are no references of the
abundance maps for the urban dataset, we propose to apply clas-
sification maps, i.e. overall accuracy (OA), to approximately as-
sess the abundance maps. By comparing with the reference end-
members, the spectral angle mapper (SAM) is used to roughly
generate classification results, as shown in the first row of Fig. 9
where the positive samples are marked in cosine similarity, while
negative samples are masked out with 0. More specifically, we
classify each pixel into an endmember with a maximum abun-
dance response. As a result, OA can be regarded as a new in-
dex for evaluating the different methods, as listed in Table II.
FCLSU performs a worse estimation in the abundances com-
pared to other algorithms, since a more complex spectral vari-
ability comes into play in the real data. PCLSU sill fails to well
deal with such spectral variability, despite a better performance
than FCLSU. As visually shown in the Fig. 9, SPCLSU can ef-
fectively identify the materials of asphalt, trees, and roof, while
considering scaling factors. As a comparison, neither FCLSU
nor PCLSU detects the material of the asphalt, but SPCLSU suc-
cessfully does. The regular pattern is also applicable to SUnSAL
and SSUnSAL. By additionally considering a low-rank prior in
the process of estimating abundance maps, SLRU performs bet-
ter than SUnSAL, but it still fails to address the complex spectral
variability.
Although ELMM is able to detect some areas, e.g. trees and
roof, the complex spectral variability in the real scenario can
not be fully interpreted only by scaling factors. This results in a
relatively lower rRMSE and aSAM, as listed in Table II. On the
other hand, the hard optimization problem in ELMM is another
drawback, limiting ELMM up to a better performance. The main
factor for the poor performance of PLMM is lack of a powerful
fitting ability in the spectral variability by analyzing the visual
and quantitative results from both Fig. 9 and Table II.
Thanks to the high-resolution of the urban HSI, we can find
many pure pixels, but they are mistaken as mixed pixels with the
existence of spectral variability. This easily makes many pixels
misclassified using the aforementioned methods. Different with
them, SULoRA can estimate the abundance maps in a robust
subspace, so that its visual effect is superior to others’, as shown
in Fig. 9, and a consistent numerical evaluation is also listed
in Table II. For instance, the asphalt and grass can be purely
identified by SULoRA, unlike the others. The abundance maps
of the tree and roof estimated by SULoRA show higher contrast
as well. These phenomena can objectively explain the robustness
and effectiveness of the proposed method.
C. Real Data (MUUFL Gulfport Campus)
1) Data Description: As introduced in [45], [46], the labeled
hyperspectral image can be used for ultimately assessing the
unmixing performance, hence the MUUFL Gulfport dataset is
chosen as the second real data in our case, collected over the
campus area in University of Southern Mississippi-Gulfpark
Campus, Long Beach, Mississippi, USA [47]. It consists of
325× 220 pixels at a GDS of 1 m. There are 11 classes in
this study scene, but we just consider 8 main classes as they
have enough number of pixels and clear spatial structure for
a easier visualization, that is #1 trees, #2 mostly-grass ground
surface, #3 mixed ground surface, #4 dirt and sand, #5 road,
#6 buildings, #7 shadow of buildings, and #8 sidewalk. The 8
noisy bands were removed, resulting in a total of 64 bands left
in the spectral range from 375 nm to 1050 nm. Fig. 10 shows a
RGB image and the endmembers extracted by VCA of the used
scene.
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TABLE II
THE QUANTITATIVE COMPARISON OF UNMIXING PERFORMANCE FOR THE DIFFERENT ALGORITHMS ON THE REAL URBAN DATA.
THE BEST ONE IS MARKED IN BOLD
Fig. 10. A RGB image of the MUFFLE dataset and eight extracted endmem-
bers used in spectral unmixing.
2) Experimental Setup: Likewise, the number of endmem-
bers can be estimated by HySime and the endmembers can be
extracted by VCA. The extracted endmembers are handily iden-
tified using SAM, as massive labeled samples for each class are
available.
The optimal parameters for all compared methods and the
proposed SULoRA are detailed in the following. The l1-norm
term in SUnSAL and SSUnSAL is parameterized by 3e− 4,
while the parameters for SLRU are 2e− 4 and 0.1, respectively.
Three regularization parameters in PLMM are set to be 1e− 3,
1e− 2, and 1, respectively, while the parameter λS in ELMM
plays a role in balancing the two fidelity terms, which is assigned
to 0.5 in our case. For SULoRA, α, β, and γ are experimentally
assigned to 0.8, 0.1, and 6e− 4, respectively.
3) Results and Analysis: Given these labeled classification
maps of each class as shown in the first row of Fig. 11, classi-
fication (e.g., OA) can be explored as a potential way to evalu-
ate the quality of estimated abundance maps. Correspondingly,
Table III quantitatively lists the performance assessment (three
indices: OA, rRMSE, and aSAM) for all algorithms.
FCLSU shows a poor estimation in abundance maps, since it
fails to model the complex spectral variabilities. For those algo-
rithms that provide different priors in estimating the abundance
maps, e.g., scaling (SPCLSU, SSUnSAL), sparse (SUnSAL,
SSUnSAL), low-rank (SLRU), etc., there is a moderate per-
formance improvement compared to those without considering
prior knowledge. One thing to be noted is that PLMM obtains
desirable results of rRMSE and aSAM in comparison with previ-
ous methods (expect our proposed SULoRA), but interestingly
it yields a poorest OA. The reason for this mainly lies in that only
perturbation information hardly represents the complex spectral
variability, and meanwhile such modeling strategy could also
corrupt some important spectral attributes misdeemed as certain
Fig. 11. Abundance maps comparison between the proposed method and the
state-of-art methods.
spectral variability. As can be seen from Fig. 11, ELMM obtains
a good abundance estimation, since it is good at handling the
scaling factors (principle spectral variability). But unfortunately,
ELMM’s performance is limited by the presence of other spec-
tral variabilities. In a word, these previously proposed methods
basically pay more attentions on somewhat special spectral vari-
ability, lacking of generalization ability. Considering the com-
plexity of the spectral variability in real-world, the proposed SU-
LoRA accounts for spectral variability in a generalized fashion
by embedding the low-rank attribute, resulting in more robust
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TABLE III
THE QUANTITATIVE COMPARISON OF UNMIXING PERFORMANCE FOR THE DIFFERENT ALGORITHMS ON THE MUFFLE GULFPORT CAMPUS DATA.
THE BEST ONE IS MARKED IN BOLD
and effective unmixing results visually and quantitatively (see
Fig. 11).
V. CONCLUSION
This paper is motivated by the fact that the spectral signature
in the original hyperspectral space inevitably suffers from
largely and diversely spectral variabilities. To address this
issue, we propose to unmix the HSI in a subspace instead
of in the original space. This results in a general subspace
unmixing framework that jointly learns a subspace projection
and abundance maps. With the low-rank attribute embedding,
we further develop a low-rank subspace unmixing approach,
called spectral unmixing with low-rank attribute embedding
(SULoRA). Experimental results demonstrate that SULoRA
is able to obtain a higher unmixing performance both visually
and quantitatively, than other state-of-the-art algorithms.
In the future, we would like to cast the subspace-based
framework to advanced unmxing methods designed in the
original spectral space, aiming at a more robust spectral
unmixing.
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Abstract— With a large amount of open satellite multispectral
(MS) imagery (e.g., Sentinel-2 and Landsat-8), considerable
attention has been paid to global MS land cover classifica-
tion. However, its limited spectral information hinders further
improving the classification performance. Hyperspectral imaging
enables discrimination between spectrally similar classes but
its swath width from space is narrow compared to MS ones.
To achieve accurate land cover classification over a large cov-
erage, we propose a cross-modality feature learning framework,
called common subspace learning (CoSpace), by jointly consid-
ering subspace learning and supervised classification. By locally
aligning the manifold structure of the two modalities, CoSpace
linearly learns a shared latent subspace from hyperspectral-
MS (HS-MS) correspondences. The MS out-of-samples can be
then projected into the subspace, which are expected to take
advantages of rich spectral information of the corresponding
hyperspectral data used for learning, and thus leads to a better
classification. Extensive experiments on two simulated HS-MS
data sets (University of Houston and Chikusei), where HS-MS
data sets have tradeoffs between coverage and spectral resolution,
are performed to demonstrate the superiority and effectiveness
of the proposed method in comparison with previous state-of-
the-art methods.
Index Terms— Common subspace learning (CoSpace), cross-
modality learning, hyperspectral, landcover classification, multi-
spectral (MS), remote sensing.
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RECENTLY, the launch of operational optical broadband[multispectral (MS)] satellites has successfully boosted
Manuscript received April 18, 2018; revised October 11, 2018; accepted
December 29, 2018. Date of publication March 20, 2019; date of current
version June 24, 2019. This work was supported in part by the European
Research Council through the European Union’s Horizon 2020 Research
and Innovation Programme under Grant ERC-2016-StG-714087, in part by
Helmholtz Association through the Framework of the Young Investigators
Group “Signal Processing in Earth Observation (SiPEO)” under Grant
VH-NG-1018, and in part by the German Research Foundation (DFG) under
Grant ZH 498/7-2. The work of N. Yokoya was supported in part by the
Japan Society for the Promotion of Science under Grant Grants-in-Aid for
Scientific Research (KAKENHI) 15K20955 and in part by Alexander von
Humboldt Fellowship for Post-Doctoral Researchers. (Corresponding author:
Xiao Xiang Zhu.)
D. Hong and X. X. Zhu are with the Remote Sensing Technology
Institute (IMF), German Aerospace Center, 82234 Weßling, Germany,
and also with Signal Processing in Earth Observation, Technical Univer-
sity of Munich, 80333 Munich, Germany (e-mail: danfeng.hong@dlr.de;
xiaoxiang.zhu@dlr.de).
N. Yokoya is with Geoinformatics Unit, RIKEN Center for
Advanced Intelligence Project, RIKEN, Tokyo 103-0027, Japan (e-mail:
naoto.yokoya@riken.jp).
J. Chanussot is with the GIPSA-Lab, CNRS, Grenoble INP, Université
Grenoble Alpes, F-38000 Grenoble, France, and also with the Faculty of
Electrical and Computer Engineering, University of Iceland, 101 Reykjavik,
Iceland (e-mail: jocelyn@hi.is).
Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TGRS.2018.2890705
Fig. 1. Illustration of the two kinds of multimodal feature learning
frameworks, where the switch (on–off) means that only one modality is
involved as the testing samples to meet the hypothesis of cross-modal learning.
the usage of MS data for various tasks such as urban mon-
itoring, management of natural resources, ecosystem, and
disasters prediction. There has been a growing interest in large-
scale land cover mapping of urban [1], agriculture monitor-
ing [2], [3], and mineral exploration [4], since high-quality
MS satellite imagery is openly available on a global scale
(e.g., Sentinel-2 and Landsat-8). However, MS data fail to
discriminate spectrally similar classes due to its broad spectral
bandwidth. Hyperspectral imaging can acquire richer spectral
information that enables high discrimination ability but its
coverage from space is much narrower than the one of MS
imaging due to the limitations of imaging devices and satellite
techniques. This tradeoff naturally motivates us to ponder a
question: can HS imagery covering only a limited part of the
MS imagery be explored to improve the classification of the
entire area covered by the MS imagery? This is as a typical
cross-modal feature learning problem.
Researchers have proposed a variety of multimodal feature
learning algorithms by introducing additional information,
which can be roughly categorized into two parts: fusion-
based joint feature learning (FJFL) [5], [6] and alignment-
based shared feature learning (ASFL) [7]. The main difference
between FJFL and ASFL is illustrated in Fig. 1.
0196-2892 © 2019 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but
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FJFL aims to learn discriminative features by absorbing
the different properties from multimodal data. FJFL fuses
the different sources at the data level to diversify the infor-
mation and then to further learn the higher level feature
representation. One intuitive way for FJFL is to directly learn
a joint data representation at the feature level. At present,
this is the mainstream approach for multimodal data analysis
[8]. For example, by embedding the height information from
light detection and ranging (LiDAR) into MS (HS) data,
Ghamisi et al. [9] learned multifold features from HS and
LiDAR correspondences for a multimodal classification task.
Iyer et al. [10] provided a graph-based new perspective for
feature extraction and segmentation of multimodal images
and achieved a desirable result. The resulting discriminative
features are beneficial for improving the performance of some
high-level applications, especially classification [11], [12],
object detection [13], image/video analysis [14], and spectral
unmixing [15]. Image fusion can also be regarded as a part
of FJFL when feature learning is applied subsequently. For
instance, hyperspectral and MS (HS-MS) data fusion enhances
the spectral resolution of MS data by fusing it with the low-
spatial-resolution HS data [5]. The fused HS-MS product can
be then seen as a new input for further discriminative feature
learning.
Behind the advancement of FJFL, the complete data cor-
respondence is the prerequisite. This limitation undoubtedly
results in a poor fit for cross-modal data analysis, in particular,
for cross-modal feature learning [16].1 In our MS-HS case,
the cross-modal learning refers to a problem that given a large-
scale MS image and a limited HS area partially overlapping
with the MS data (see Fig. 2, for example), we learn the
low-dimensional embedding representation from the limited
amount of MS-HS correspondences and transfer the learned
features to the rest of MS data for improving the performance
of large-scale land-cover and land-use mapping. During the
process, we expect to transfer the discrimination capability
learned from the rich spectral information into MS data
through the learned common subspace in order to more
effectively identify some challenging classes that are hardly
recognized by MS data due to its poor spectral information.
Please note that we just start a preliminary investigation of
cross-modal learning (MS-HS) in this paper, that is, the MS
and HS images share the same land-cover classes.
Unlike FJFL, ASFL is more apt for cross-modal feature
learning, since ASFL can adaptively shuttle back and forth
between the different modalities or domains by means of
the learned common subspace. Matasci et al. [17] linearly
projected the hyperspectral data of the source and target
domains into a common feature space where the gap between
domains in hyperspectral image classification is expected to be
reduced. Kulis et al. [18] addressed the issue of visual domain
adaption by learning a nonlinear transformation in kernel
space, with the application to general object recognition.
In [19], a probabilistic framework was proposed to align the
1In contrast to multimodal learning (bimodality, for example), cross-modal
learning trains on single modality and tests on bimodality, or vice versa (train
on bimodality and test on single modality).
Fig. 2. Holistic workflow of the proposed CoSpace.
class distributions of two domains for robust hyperspectral
image classification. Manifold alignment (MA) [20] is also
a powerful tool for modeling this kind of issue. Inspired by
MA, Tuia et al. [7] aligned multiview remote sensing images
on manifolds by fully allowing for the spectral variabilities
between the different angle imageries, yielding a significant
improvement of classification performance.
It should be noted that these methods mentioned ear-
lier only consider the differences of a unimodality between
the source and target domains at the level of original
features, but they fail to investigate the transferability of
multimodality since the different modalities usually hold
the different feature dimensions. Although these approaches
can build connections between features or instances,
a poorly connected relationship between the learned com-
mon subspace and label information is still hindering the
low-dimensional feature representation from being more
discriminative.
We propose a cross-modality feature learning framework,
called common subspace learning (CoSpace), that learns the
shared feature representation (common subspace) from par-
tial HS-MS correspondences. Extensive experiments are con-
ducted on simulated MS and partially overlapped real HS data
based on two airborne HS data sets: the University of Houston
and Chikusei data sets. MS data are generated from HS data
by using the spectral response functions (SRFs) of Sentinel-2.
We relabel the training and testing classes on the data sets
to meet the problem setting of cross-modal feature learning
and further to make them more challenging (see Section III
for details). Our contributions can be specifically unfolded as
follows.
1) We propose a novel CoSpace approach by jointly con-
sidering the subspace learning and classification in order
to effectively bridge the learned features and label infor-
mation, aiming at addressing the HS-MS cross-modal
feature learning issue.
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2) By locally aligning HS-MS data on the low-dimensional
manifolds where the features of HS and MS share the
same dimension, CoSpace linearly learns a latent shared
subspace from HS-MS correspondences, where samples
are expected to be classified better. Because of the
subspace learned in a linear way, the out-of-samples data
can be simply and smoothly embedded.
3) An optimization algorithm based on the alternating
direction method of multipliers (ADMMs) is designed
to solve the proposed model.
The remainder of this paper is organized as follows.
In Section II, we first clarify our motivation and then propose
the methodology of the CoSpace model, finally, elaborate
on the corresponding ADMM-based optimization algorithm.
Section III presents the experimental results and analysis on
two different HS-MS data sets both qualitatively and quanti-
tatively. Finally, some conclusions are drawn in Section IV.
II. COSPACE: COMMON SUBSPACE LEARNING
To take the benefit of HS imagery covering only a limited
part of the MS imagery and, subsequently, improve the classi-
fication results of the entire area covered by the MS imagery,
our idea is to learn an HS-MS common subspace, in which the
data from one domain can be adaptively transferred to another
domain.
Our solution to the problem is to learn an HS-MS common
subspace, in which the data from one domain can be adaptively
transferred to another domain.
Fig. 2 shows the holistic diagram of the proposed CoSpace
method.
A. Problem Formulation
Let XM ∈ RdM×N and XH ∈ RdH ×N be the observed MS
image with dM bands by N pixels and the HS image with
dH bands by N pixels, respectively. Y ∈ RL×N is the label
matrix represented by one-hot encoding. 2M ∈ Rd×dM (2H ∈
Rd×dH ) is denoted as the projection matrix for connecting
the MS (HS) data and the latent subspace. The variable P ∈
RL×d is the weighted matrix specified by bridging the latent
subspace and label information. Accordingly, Y˜ = [Y, Y] ∈
RL×2N can be modeled as follows.
The CoSpace can be modeled as follows:
Y˜ = P2X˜ + E (1)
where X˜ =
[
XM 0
0 XH
]
∈ R(dM+dH )×2N , and 2 =
[2M ,2H ] ∈ Rd×(dM+dH ). E ∈ RL×2N is the corresponding
residual matrix containing the additive noise and other errors.
Since (1) is a typically ill-posed problem because of
more degrees of flexibility involved (e.g., latent subspace
estimation), several assumptions (or prior knowledge) should
be introduced into CoSpace using regularization technique.
Followed by a popular joint learning framework proposed in
[21], we formulate the CoSpace as the following constrained
optimization problem:
min
P,2
⎧⎨⎩
1
2
‖Y˜−P2X˜‖2F + 8(P) + 9(2)
s.t. 22T = I
⎫⎬⎭ . (2)
Fig. 3. Example to clarify the joint adjacency matrix.
The two regularization terms in (2) are detailed in the
following.
To achieve a reliable generalization of our model, the vari-
able P parameterized by α can be regularized by a Frobenius
norm
8(P) = α
2
‖P‖2F (3)
and the prior knowledge with respect to 2, resulting in a
multimodal MA regularization, can be expressed with a joint
graph structure as
9(2) = β
2
tr(2X˜L(2X˜)T) (4)
where L = D − W ∈ R2N×2N stands for a joint Laplacian
matrix, W that is a corresponding adjacency matrix can be
directly inferred from label information in the form of the
linear discriminant analysis (LDA)-like graph [22]
Wi, j =
{
1/Nk , if Xi and X j belong to the kth class
0, otherwise
(5)
and then D is computed by Dii =∑i = j Wi, j . Fig. 3 illustrates
the joint graph structure.
B. Model Optimization
Considering the nonconvexity of problem (2), an iterative
alternating optimization strategy is adopted to solve the convex
subproblems of each variable P and 2. An implementation of
CoSpace is given in Algorithm 1.
Optimization with respect to P: This is a typical least-
squares problem with the Tikhonov regularization that can be
formulated as
min
P
{
1
2
‖Y˜ − P2X˜‖2F +
α
2
‖P‖2F
}
(6)
which has a closed-form solution
P = (Y˜QT)(QQT + αI)−1 (7)
where Q = 2X˜.
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Algorithm 1: CoSpace
Input: Y˜, X˜, L, and parameters α, β, maxIter.
Output: P, 2
t = 1, ζ = 1e − 4;
Initializating P and 2
while not converged or t > maxIter do
Fix other variables to update P by (7)
Fix other variables to update 2 by Algorithm 2
Compute the objective function value Et+1 and check
the convergence condition: if | Et+1−EtEt | < ζ thenStop iteration;
else
t ← t + 1;
end
end
Algorithm 2: Solving the Subproblem for 2
Input: Y˜, P, J, X˜, L, β, maxIter.
Output: 2.
Initialization: 2 = 0, G = 0, 31 = 0, 32 = 0,
μ = 10−3, μmax = 106, ρ = 1.5, ε = 10−6, t = 1.
while not converged or t > maxIter do
Fix other variables to update J by
J = (PTP + μI)−1(PTY˜ + μ2X˜ − 31).
Fix other variables to update 2 by
2 = (μJX˜T + 31X˜T + μG + 32)
×(μX˜X˜T + μI + βX˜LX˜T)−1.
Fix other variables to update G by
[U, S, V] = svd(2 − 32/μ), G = UIn×m V.
Update Lagrange multipliers by
31 ← 31 + μ(J − 2X˜), 32 ← 32 + μ(G − 2).
Update penalty parameter by
μ = min(ρμ,μmax).
Check the convergence conditions: if ‖J − 2X˜‖F < ε
and ‖G − 2‖F < ε then
Stop iteration;
else
t ← t + 1;
end
end
Optimization with respect to 2: The optimization problem
for 2 can be formulated as
min
2
⎧⎨⎩
1
2
‖Y˜ − P2X˜‖2F +
β
2
tr(2X˜L(2X˜)T)
s.t. 22T = I
⎫⎬⎭. (8)
In order to solve (8) effectively with ADMM, we consider
an equivalent form by introducing auxiliary variables J and G
Fig. 4. Convergence analysis of CoSpace is experimentally performed on the
two HS-MS data sets. (a) University of houston HS-MS data sets. (b) Chikusei
HS-MS data sets.
to replace 2X˜ and 2, respectively,
min
2,J,G
⎧⎨⎩
1
2
‖Y˜ − PJ‖2F +
β
2
tr(2X˜L(2X˜)T)
s.t. J = 2X˜, G = 2, GGT = I
⎫⎬⎭. (9)
The augmented Lagrangian version of (9) is
LC(2, J, G,31,32)
= 1
2
‖Y˜ − PJ‖2F +
β
2
tr(2X˜L(2X˜)T) + 3T1 (J − 2X˜)
+3T2 (G − 2) +
μ
2
‖J − 2X˜‖2F +
μ
2
‖G − 2‖2F
s.t. GGT = I (10)
where 31 and 32 are the Lagrange multipliers and μ is
the penalty parameter. Algorithm 2 summarizes the specific
procedures for solving the problem (9), and the solution to
each subproblem is detailed in Appendix A.
Finally, we repeat these optimization procedures until a
stopping criterion is satisfied.
C. Convergence Analysis
The iterative alternating strategy used in Algorithms 1
and 2 is a block coordinate descent, whose convergence is
theoretically guaranteed as long as each subproblem of (2)
is strictly convex, which can be exactly minimized [23].
Moreover, we experimentally display an illustration to clarify
the convergence of CoSpace on both HS-MS data sets, where
the objective function value is recorded in each iteration (see
Fig. 4).
III. EXPERIMENTS
In this section, we quantitatively and qualitatively evaluate
the performance of the proposed method on two HS-MS data
sets taken over the University of Houston and Chikusei. To val-
idate the transferability of learned features by our CoSpace
method, classification is explored as a potential application.
Therefore, three different classifiers, namely, the nearest neigh-
bor (NN) based on the Euclidean distance, linear support
vector machines (LSVMs), and canonical correlation forest
(CCF) [24], are selected for this task. As a variant of random
forest [25], CCF has shown its effectiveness in various tasks
[26]–[28] because of supervised feature extraction via canon-
ical correlation analysis when constructing each decision tree.
Furthermore, we compare the proposed method (CoSpace)
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Fig. 5. MS image and its corresponding hyperspectral image that partially covers the same area, as well as training and testing labels, for (a) University of
Houston HS-MS data set and (b) Chikusei HS-MS data set, respectively.
TABLE I
NUMBER OF TRAINING AND TESTING SAMPLES FOR
THE UNIVERSITY OF HOUSTON MS-HS DATA SET
with several classical approaches, which are suitable for the
cross-modal feature learning task, including principle compo-
nent analysis based on joint dimensionality reduction (P-JDR
for short) [29], locality preserving projection (LPP) based on
unsupervised MA (L-USMA for short) [30], and LPP-based
supervised MA (L-SMA) [31] as well as the original MS
(baseline). Tables I and II list the number of training and test
samples on two used data sets.
A. University of Houston HS-MS Data Sets
1) Data Description: The HS data were acquired by the
ITRES CASI-1500 sensor over an urban area around the cam-
pus of the University of Houston, Houston, TX, USA, which
was provided in the 2013 IEEE GRSS data fusion contest [32].
The image consists of 349 × 1905 pixels with 144 spectral
bands in the wavelength from 364 to 1046 nm with spectral
resolution of 10 nm at a ground sampling distance of 2.5 m.
Spectral simulation is performed to generate the MS image by
degrading the full HS image in the spectral domain using the
TABLE II
NUMBER OF TRAINING AND TESTING SAMPLES FOR
THE CHIKUSEI MS-HS DATA SET
MS (SRFs of Sentinel-2 as filters (for more details refer to [5]).
Following this, the MS data with dimensions of 349×1905×10
are generated. The MS image and the corresponding partial
HS image over the University of Houston scene are shown
in Fig. 5(a).
2) Experimental Setup: Initially, we redistribute the training
and testing samples, as shown in Fig. 5(a) and, more specifi-
cally, listed in Table I, to meet our problem setting that there
is a large amount of the MS data (complete low-quality data)
together with a limited amount of the HS data (incomplete
high-quality data).
For the performance assessment of the algorithms,
we adopt three criteria to quantify experiential results as
follows.
1) Overall Accuracy (OA): This index is defined by the
ratio between the number of MS samples that are
correctly classified and the number of corresponding test
samples.
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Fig. 6. Classification maps and corresponding highlighted subareas of the different algorithms obtained using three kinds of classifiers on the University of
Houston data set.
2) Average Accuracy (AA): We collect the classification
accuracy of each class and average them to achieve an
AA-based evaluation.
3) Kappa Coefficient (κ): It statistically measures the
agreement between the final classification map and the
ground-truth map. Generally speaking, κ is more robust
and convincing than a simple percent-based agreement
calculation (e.g., OA and AA), since the agreement
occurring by chance is fully considered.
Furthermore, we experimentally maximize the performance
of the different algorithms by tuning their parameters, such as
dimension (d), regularization parameters (α, β, γ ), and so on,
using ten-fold cross-validation on training data. For the dimen-
sion (d) which is a common parameter for all algorithms, they
can be selected ranging from 10 to 50 at an interval of 10. For
the number of NNs (k) and the standard deviation of Gaussian
kernel function (σ ) in L-USMA, we select them in the range of
{10, 20, . . . , 50} and {10−2, 10−1, 100, 101, 102}, respectively,
and two regularization parameters (α, β) in CoSpace are both
chosen from {10−2, 10−1, 100, 101, 102}.
3) Results and Analysis: Fig. 6 shows the classification
maps of compared algorithms using three different classifiers,
while Table III details the quantitative assessment results under
the optimal parameters determined by cross-validation.
Overall, after absorbing partial HS information, those ASFL
approaches are prone to obtain a better classification result,
compared to the baseline (only MS data). P-JDR steadily
outperforms the baseline, especially using 1NN and LSVM
classifiers, although its classification accuracy using CCF is
slightly lower than that of baseline. By embedding local topo-
logical structure of data, L-USMA performs better than base-
line, and even P-JDR, showing stable results for three kinds of
classifiers. With a more discriminative supervised information,
L-SMA obtains more competitive results by locally construct-
ing LDA-like graph, whose performance is basically superior
to that of the baseline, P-JDR, and L-USMA. Unlike L-SMA
that only aligns different modalities on a common subspace,
the proposed CoSpace learns a latent subspace by aligning
different modalities and also bridges the learned subspace
with label information, achieving the best classification accu-
racy. Compared to baseline, P-JDR, L-USMA, and L-SMA,
CoSpace increases the OAs of 7.12%, 2.45%, 2.49%, and
3.78%, respectively, with 1NN classifier, and 7.26%, 5.07%,
3.84%, and 1.37%, respectively, with LSVM classifier, as well
as 3.96%, 5.04%, 3.75%, and 2.58%, respectively, with CCF
classifier. Likewise, there are similar trends for the other
indices of AA and κ , which indicate that CoSpace tends to
learn semantically meaningful features.
We can also observe from Fig. 5(a) and Table I that the
training samples collected in a very limited area badly results
in the data unbalance between different classes. For instance,
the number of training samples in Health Grass is dozens
of times as much as that in Water, Railway, Residential,
Commercial, and Parking Lot2. This might make the classifier
impossible to be trained effectively, since more attentions are
paid on those classes with large-size samples, and, contrari-
wise, the small-scale classes play relatively less and even
nothing.
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TABLE III
QUANTITATIVE PERFORMANCE COMPARISON WITH THE DIFFERENT ALGORITHMS ON THE UNIVERSITY OF HOUSTON DATA.
THE BEST ONE IS SHOWN IN BOLD
Fig. 7. Sensitivity analysis to the training set size using three different
classifiers on the two MS-HS data sets. (a) Houston HS-MS data sets.
(b) Chikusei HS-MS data sets.
A feasible solution to the problem is to enhance data
representative ability by jointly feature learning from mul-
timodalities. For the performance evaluation of classifying
those small-scale classes, e.g., Residential, Commercial, and
Railway, a direct evidence has been shown in Table III that
those ASFL-based approaches (e.g., P-JDR, L-USMA, and
L-SMA as well as CoSpace) obviously perform better on
these small-scale samples than directly using original MS data
(baseline). As expected, CoSpace dramatically outperforms
the others, particularly on Residential and Railway. There
is no denying, however, that CoSpace is superior to other
algorithms to a larger extent, although it fails to effectively
identify Parking Lot2 as same with others.
To visually highlight the classification differences for the
different methods, we enlarge the classification maps of a
subarea overshadowed by the cloud, as shown in Fig. 6 where
we can see that the methods with considering the hyperspectral
information are able to generate the more discriminative
features than the baseline, while the proposed CoSpace yields
a better performance in identifying the materials in the shadow
area, particularly for vegetation (e.g., Grass), Residential, and
Commercial that are easily misclassified by the traditional
methods.
4) Sensitivity Analysis to the Training Set Size: As the
performance of the CoSpace largely depends on the number of
training samples, it is, therefore, indispensable to investigate
the sensitivity of the training set size. In detail, we conduct
the classification using the CoSpace by fixing the test set and
setting a series of new training sets randomly selected from
the original training set with the different percentages ranging
from 5% to 100% at a 5% interval. As can be seen in Fig. 7(a),
there is a similar trend in OAs using different classifiers, that
is, the classification accuracy improves with the training set
size, faster in the early, and later basically stabilized.
B. Chikusei HS-MS Data Sets
1) Data Description: The Headwall’s hyperspectral visible
and near-infrared series C (VNIR-C) imaging sensor acquired
the airborne HS data set over the agricultural and urban
areas of Chikusei, Ibaraki, Japan, in 2014. This VNIR-C
sensor collected 128 bands covering the wavelength range
from 363 to 1018 nm with spectral resolution of 10 nm, and
the scene consists of 2517 × 2335 pixels at ground sample
distance of 2.5 m. The data set was made available to the
scientific community recently, and more details regarding the
data acquisition and processing can be found in [33]. Similarly,
the MS image with the size of 2517×2335×10 was simulated
by spectrally down-sampling the full HS image using the
known SRFs of Sentinel-2. The generated MS image and
the partial HS image over the Chikusei scene are shown
in Fig. 5(b).
2) Experimental Setup: Fig. 5(b) shows the latest training
and testing labeling of the Chikusei data set, which is quan-
tified in Table II. Three indices: OA, AA, and κ introduced
earlier are calculated to quantitatively assess the classification
performance. Similar to the case of the University of Houston
data set, the parameters for those given algorithms are deter-
mined by the tenfold cross-validation on the training samples
and the same range setting with those used for the University
of Houston data set is also conducted to the Chikusei data set.
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Fig. 8. Classification maps and corresponding highlighted subareas of the different algorithms obtained using three kinds of classifiers on the Chikusei
data set.
3) Results and Analysis: Similar to the University of Hous-
ton scene, we evaluate the performance for the Chikusei
data both quantitatively and visually. Three classification
indices with optimal parameters for different algorithms are
summarized in Table IV. For visual comparison, we give
the corresponding classification maps in the full scene with
those comparative algorithms under the different classifiers,
as shown in Fig. 8.
As the classes in the Chikusei scene are more challenging
classes and the distribution of training samples is inhomo-
geneous, directly using original MS data as input fails to
identify certain materials, such as Forest, Man-made (Dark),
and Man-made (Grass), yielding a poor performance in OA,
AA, and κ . Especially while using 1NN classifier, P-JDR and
L-USMA, which belong to the unsupervised feature learning
method, observably exceed baseline in classification accuracy
by 4.46% and 5.49%, respectively. For LSVM and CCF
classifiers, a similar trend is also demonstrated in Table IV.
Because of the limited training samples and their distribution
unbalance, the subspace projection learned by L-SMA easily
traps into over-fitting, despite only having a weak performance
improvement compared to these previously compared algo-
rithms. By jointly performing subspace learning and classifi-
cation, CoSpace not only aligns the different modalities in a
latent common subspace but also connects the subspace with
label information formulated by training data. As a result,
CoSpace obtains a higher classification accuracy than other
algorithms, as listed in Table IV. This might attribute to
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TABLE IV
QUANTITATIVE PERFORMANCE COMPARISON WITH THE DIFFERENT ALGORITHMS ON THE CHIKUSEI DATA. THE BEST ONE IS SHOWN IN BOLD
the learned common subspace, since the features projected
in the subspace can absorb various properties from different
modalities.
Similarly, we also make a visual comparison by giving a
salient region in which the CoSpace’s superiority in classifying
complex and similar land-cover classes is further shown as
detailed in Fig. 8. Compared to other alignment-based meth-
ods, CoSpace is capable of better transferring HS informa-
tion into MS data by means of joint subspace learning and
classification, yielding a more discriminative low-dimensional
embedding. The learned features can recognize those classes
of holding very similar features in MS data, such as Bare
Soil (Farmland) and Row Crops, Weeds in Farmland, and
Rice Field (Grown), more effectively. As shown in Fig. 8,
CoSpace performs more reasonable and competitive classifi-
cation results, that is, on the one hand, the Weeds in Farmland
and Rice Field (Grown) are most likely to be coexisted in a
scene; on the other hand, the Bare Soil (Farmland) and Row
Crops are separated more correctly. This can be explained by
a powerful transferability of HS information in the proposed
CoSpace.
4) Sensitivity Analysis to the Training Set Size: Similar to
the MS-HS Houston data sets, we apply the same investigating
strategy and observe the trend of classification performance
using CoSpace with different sizes of training sets on the MS-
HS Chikusei data sets in Fig. 7(b). There is a very substantial
change in classification accuracy with the increase of the
training set size ranging from 5% to 40% of total training
samples, while the performance tends to be stable after the
training set size is over 50%.
IV. CONCLUSION
The tradeoff between MS and HS imaging in terms of
observation ranges and spectral resolution motivates us to
ponder whether HS data partially overlapping MS data can
contribute to improving the classification performance of the
whole MS imagery. For this purpose, we proposed CoSpace
to achieve the property transferring in the different domains
by learning a latent common subspace. Moreover, an effective
joint strategy that simultaneously considers subspace learning
and classification is embedded into the proposed method to
tightly bridge the gap between the learned subspace and
label information, leading to a more discriminative feature
representation. The superior classification performance using
CoSpace is demonstrated on two different data sets, compared
to using other state-of-art methods.
We performed transfer learning on homogeneous data sets
in the considered MS-HS case in the sense that both data
sources are optical images covering similar spectral ranges
and thus the HS information can be transferred into the MS
one linearly. The CoSpace’s ability in handling heterogeneous
data sources remains limited due to its linearized modeling.
In the future work, we will develop a more general system by
integrating some powerful and emerging nonlinear tools (e.g.,
deep learning) into our framework.
In addition, we just assumed to share the same land-cover
classes across MS and HS images in this paper. In reality,
the number of land-cover classes in the large-scale MS scene
might be usually more than the one in the overlapped area of
MS and HS images. This naturally motivates us to generalize
our model in the future work.
APPENDIX
SOLUTION TO PROBLEM (8) WITH RESPECT TO 2
The solution to problem (8) can be transferred to equiv-
alently solve the problem (10) with ADMM. Considering
the fact that the object function in (10) is not convex with
respect to all variables simultaneously, but it is a convex
problem regarding the separate variable when other variables
are fixed, therefore, we successively minimizeLC with respect
to 2, J, G,31,32 as follows.
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Optimization with respect to 2: The optimization problem
for 2 can be written as
min
2
⎧⎪⎨⎪⎩
β
2
tr(2X˜L(2X˜)T) + 3T1 (J − 2X˜)
+3T2 (G − 2) +
μ
2
‖J − 2X˜‖2F +
μ
2
‖G − 2‖2F}
⎫⎪⎬⎪⎭
(11)
which has a closed-form solution
2 ← (μJX˜T+31X˜T+μG+32)×(μX˜X˜T+μI+βX˜LX˜T)−1.
(12)
Optimization with respect to J: The variable J can be
estimated by solving the following problem:
min
J
{
1
2
‖Y˜ − PJ‖2F + 3T1 (J − 2X˜) +
μ
2
‖J − 2X˜‖2F
}
(13)
its analytical solution is given by
J ← (PTP + μI)−1(PTY˜ + μ2X˜ − 31). (14)
Optimization with respect to G: For G, the optimization
problem with orthogonal constraint can be formulated as
min
G
{
3T2 (G − 2) +
μ
2
‖G − 2‖2F}, s.t. GGT = I
}
(15)
which can be effectively solved using the strategy of splitting
orthogonality constraints [34] in two steps.
The first step is to perform the singular value decomposi-
tion (SVD) factorization
[U, S, V] = svd(2 − 32/μ). (16)
The second step is to update G with satisfying orthogonal
constraint
G ← UIn×m V. (17)
Lagrange multipliers (31, 32) and penalty parameter (μ)
update: Before stepping into the next iteration, Lagrange
multipliers need to be updated by
31 ← 31 + μ(J − 2X˜), 32 ← 32 + μ(G − 2) (18)
and penalty parameter be updated by
μ ← min(ρμ,μmax). (19)
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A B S T R A C T
In this paper, we aim at tackling a general but interesting cross-modality feature learning question in remote
sensing community—can a limited amount of highly-discriminative (e.g., hyperspectral) training data improve the
performance of a classification task using a large amount of poorly-discriminative (e.g., multispectral) data?
Traditional semi-supervised manifold alignment methods do not perform sufficiently well for such problems,
since the hyperspectral data is very expensive to be largely collected in a trade-off between time and efficiency,
compared to the multispectral data. To this end, we propose a novel semi-supervised cross-modality learning
framework, called learnable manifold alignment (LeMA). LeMA learns a joint graph structure directly from the
data instead of using a given fixed graph defined by a Gaussian kernel function. With the learned graph, we can
further capture the data distribution by graph-based label propagation, which enables finding a more accurate
decision boundary. Additionally, an optimization strategy based on the alternating direction method of multi-
pliers (ADMM) is designed to solve the proposed model. Extensive experiments on two hyperspectral-multi-
spectral datasets demonstrate the superiority and effectiveness of the proposed method in comparison with
several state-of-the-art methods.
1. Introduction
Multispectral (MS) imagery has been receiving an increasing in-
terest in the urban area (e.g. a large-scale land-cover mapping (Huang
et al., 2014; Hong et al., 2016), building localization (Kang et al.,
2018)), agriculture (Yang et al., 2013), and mineral products (Van der
Meer et al., 2014), as operational optical broadband (multispectral)
satellites (e.g. Sentinel-2 and Landsat-8 (Yokoya et al., 2017)) enable
the multispectral imagery openly available on a global scale. In general,
a reliable classifier needs to be trained on a large amount of labeled,
discriminative, and high-quality samples. Unfortunately, labeling data,
in particular large-scale data, is very gruelling and time-consuming. A
natural alternative way to this issue is to consider tons of unlabeled
data, yielding a semi-supervised learning. On the other hand, MS data
fails to spectrally discriminate similar classes due to its broad spectral
bandwidth. A simple way is to improve the data quality by fusing high-
discriminative hyperspectral (HS) data (Yokoya et al., 2017). Although
such data is expensive to collect, we may be able to expect a small
amount of such data available. The aforementioned two points motivate
us to raise a question related to transfer learning and cross-modality
learning: Can a limited amount of HS training data partially overlapping
MS data improve the performance of a classification task using a large
coverage of MS testing data?
Over the past decades, land-cover and land-use classification tasks
of optical remote sensing imagery has received increasing attention in
the unsupervised (Hong et al., 2017; Li et al., 2014; Tarabalka et al.,
2009), supervised (Zhang et al., 2012; Hong et al., 2018), and semi-
supervised ways (Xia et al., 2014; Tuia et al., 2014). To our best
knowledge, the classifying ability in unsupervised learning (or di-
mensionality reduction) still remains limited, due to missing label in-
formation. By fully considering the variability of intra-class and inter-
class from labels, supervised learning is able to perform the classifica-
tion task better. In reality, a limited number of labeled samples usually
hinders the trained classier towards a high classification performance,
further leading to a possible failure in some challenging classification or
transferring tasks owing to the lack of generalization and
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T
representability. Alternatively, semi-supervised learning draws into
plenty of unlabeled data in learning process. This is capable of better
capturing the distribution of different categories in order to find an
accurate decision boundary.
On the other hand, considerable work related to transfer learning
(TL) or domain adaptation (DA) has been successfully developed and
applied in the remote sensing community (Bruzzone and Marconcini,
2010; Banerjee et al., 2015; Matasci et al., 2015; Tuia et al., 2016;
Samat et al., 2016, 2017). According to the different transferred ob-
jects, the TL or DA approaches can be roughly categorized into three
groups, including parameter adaptation, instance-based transfer, and
feature-based alignment or representation.
The seminal work dealing with parameter adaptation was presented
in Khosla et al. (2012) and Woodcock et al. (2001), aiming at trans-
ferring an existing classifier (or parameters) trained or learned from the
source domain to the target domain. Differently, the instance-based
transferring technique transfers the knowledge by reweighting (Jiang
and Zhai, 2007) or resampling (Sugiyama et al., 2008) the samples of
the source domain to those of the target domain. A similar idea based
on active learning (Samat et al., 2016) has also been proposed to ad-
dress this issue, by selecting the most informative samples in the target
domain to replace with those samples of the source domain that do not
match the data distribution of the target domain (Persello and
Bruzzone, 2012).
For the final group of feature-based alignment or representation,
manifold alignment (MA) is one of the most popular semi-supervised
learning framework (Wang et al., 2011) that facilitates transfer
learning. MA has been successfully applied to various tasks in remote
sensing community, e.g. classification (Tuia et al., 2016), data visuali-
zation (Liao et al., 2016), multi-modality data analysis (Tuia et al.,
2014), etc. The key idea of MA can be generalized as learning a
common (or shared) subspace where different data can be aligned to
learn a joint feature representation. Generally, existing MA methods
can be approximately categorized into unsupervised, supervised, and
semi-supervised approaches. The unsupervised approach usually fails to
align multimodal data sufficiently well, as their corresponding low-di-
mensional embeddings may be quite diverse (Wang and Mahadevan,
2009). In the supervised case, only aligning the limited number of
training samples to learn a common subspace leads to weak transfer-
ability. While preserving a joint manifold structure created by both
labeled and unlabeled data, semi-supervised alignment allows different
data sources to be better transformed into the common subspace (Wang
and Mahadevan, 2011).
Although the joint manifold structure used in conventional semi-
supervised MA approaches can relate features or instances, poor con-
nections between the common subspace and label information still
hinder the low-dimensional feature representation from being more
discriminative. More importantly, in most graph-based semi-supervised
learning algorithms (e.g. graph-based label propagation (GLP) (Zhu
et al., 2003), semi-supervised manifold alignment (S-SMA (Tuia et al.,
2014)) (Wang and Mahadevan, 2011)), the topology of unlabeled
samples is merely given by a fixed Gaussian kernel function, which is
computed in the original space rather than in the common space. This
makes it difficult to adaptively transfer unlabeled samples into the
learned common subspace, particularly when applied to multimodal
data due to different numbers of dimensions. To address these issues,
we propose a learnable manifold alignment (LeMA) by a data-driven
graph learning directly from a common subspace so as to make the
multimodal data comparable as well as improve the explainability of
the learned common subspace, which further results in a better trans-
ferability. More specifically, our contributions can be summarized as
follows:
• We propose a novel semi-supervised cross-modality learning fra-
mework called learnable manifold alignment (LeMA) for a large-
scale land-cover classification task. One spectrally-poor MS and one
spectrally rich HS data are considered as two different modalities
and applied for this task, where the spatial extent of the former is a
true superset of that of the latter.• Unlike jointly feature learning in which the model is both trained
and tested from completed HS-MS correspondences, LeMA learns an
aligned feature subspace from the labeled HS-MS correspondences
and partially unlabeled MS data, and allows to identify out-of-
samples using either MS data or HS data; Such the learnt subspace is
a good fit for our case of cross-modality learning.1• Instead of directly computing graph structure with a Gaussian kernel
function, a data-driven graph learning method is exploited behind
LeMA in order to strengthen the abilities of transferring and gen-
eralization;• An optimization framework based on the alternating direction
method of multipliers (ADMM) is designed to fast and effectively
solve the proposed model.
The remainder of this paper is organized as follows. Section 2 ela-
borates on our motivation and proposes the methodology for the LeMA
and the corresponding optimization algorithm. In Section 3, we present
the experimental results on two HS-MS datasets over the areas of the
University of Houston and Chikusei, respectively, and meanwhile dis-
cuss the qualitative and quantitative analysis. Section 4 concludes with
a summary.
2. Learnable Manifold Alignment (LeMA)
In this section, a cross-modality learning problem is firstly casted
and the motivation is stated in the following. Accordingly, we formulate
the methodology of our proposed and then elucidate an ADMM-based
optimization algorithm to solve it.
2.1. Problem statement and motivation
For many high-level data analysis tasks in remote sensing commu-
nity, such as land-cover classification, data collection plays an im-
portant role, since information-rich training samples enable us to easily
find an optimal decision boundary.
There is, however, a typical bottleneck in collecting a large amount
of labeled and discriminative data. Despite the MS data available at a
global scale from the satellites of Sentinel-2 and Landsat-8, the identi-
fication and discrimination of materials are unattainable at an accuracy
level by MS data, resulting from its poorly spectral information. On the
contrary, HS data is characterized by rich spectral information, but only
can be acquired in very small areas, due to the limitations of imaging
sensors. This issue naturally guides us to jointly utilize the HS and MS
bi-modal data, specifically leading to the following interesting and
challenging question can a limited number of HS training data contribute
to the classification task of a large-scale MS data?
A feasible solution to the issue can be unfolded to two parts: (1)
cross-modality learning: learning a common subspace where the features
are expected to absorb the different properties from the HS-MS mod-
alities and meanwhile the HS and MS data can be transferred each
other; (2) semi-supervised learning: Embedding massive unlabeled MS
samples which are relatively in large quantities and easy to be col-
lected, so as to learn a more discriminative feature representation.
Fig. 1 illustrates the workflow of LeMA.
2.2. Problem formulation
To effectively model the aforementioned issue, we intend to develop
1 In contrast to multi-modal learning (bi-modality for example), cross-modal
learning trains on single modality and tests on bi-modality, or vice versa (train
on bi-modality and test on single modality).
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a joint learning framework which better learns a discriminative
common subspace from high-quality HS data and low-quality MS data.
Intuitively, such a common subspace can be shaped by selectively ab-
sorbing the benefits of both high-quality data with more details and
low-quality data with more structural information. Therefore, following
a popular joint learning framework (Ji and Ye, 2009), we formulate the
common subspace learning problem as
+ + = =Y P X P ELE E X Imin 1
2 2 2
tr( ) s.t. , ,
P, F
2
F
2
T T
(1)
where = ×Y Y Y[ , ] d N2 and ×Y d N is the label matrix
represented by one-hot encoding, = + ×X X 00 XH M d d N( ) 2H M and
XH and XM stand respectively for the data from hyperspectral and
multispectral domains, = [ , ]H M and P are respectively the
common subspace projection and the linear projection to bridge the
common subspace and label information. = ×L D W N N2 2 stands
for a joint Laplacian matrix, W is an adjacency matrix and=D Wii i j i j, . W is generally used to measure the similarity between
samples. With the orthogonal constraint ( = IT ), the global optimal
solutions with respect to the variables and P can be theoretically
guaranteed (Ji and Ye, 2009).
Algorithm 1. Learnable Manifold Alignment (LeMA)
Fig. 1. An illustration of the proposed LeMA method.
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The first term of Eq. (1) is a fidelity term, and the regularization
term P2 F2 parameterized by aims to achieve a reliable generalizationof the proposed model. The third term acts as supervised manifold
alignment (SMA) (Wang et al., 2011). We refer to the proposed fra-
mework for joint common subspace learning as CoSpace.
To further exploit the information of unlabeled samples, we extend
the CoSpace in Eq. (1) to LeMA by learning a joint Laplacian matrix,
which can be formulated as follows with extra constraints related to
necessary conditions of L:
+ +
= = = == s
Y P X P HLH
H X I L L L L L
min tr
s.t. , , , 0, 0, tr( ) ,i j i j i j i j
P L, ,
1
2
F
2
2
F
2
2
T
T T , , , , (2)
where = + × + + × +X X 0 00 X X L,H M U d d N N N N N N( ) (2 ) (2 ) (2 )H M U U U ,
and ×XU d NM U represents the unlabeled MS samples and >s 0 con-
trols the scale. Note that a feasible and effective approach to choose the
unlabeled data with respect to the variable X is to group total samples
besides the training samples into some landmarks (cluster centers).
These landmarks are used as the unlabeled data, which can fully take
into account the available information and meanwhile effectively re-
duce the computational cost. Due to the use of clustering technique in
unlabeled data, we experimentally and empirically set the ratio of la-
beled and unlabeled data to approximately be 1:1.
The model in Eq. (2) can be simplified by optimizing the adjacency
matrix (W) instead of directly solving a hard optimization problem of
L, then we have
= =HLH WZ W Ztr 1
2
tr 1
2
,T
1,1 (3)
where + × + + × +W Z,N N N N N N N N(2 ) (2 ) (2 ) (2 )U U U U is defined as a pair-
wise Euclidean distance matrix: =Z H Hi j i j, 2. denotes the Schur-
Hadamard (termwise) product.
Algorithm 2. Solving the subproblem for
Using Eq. (3), we can equivalently convert the optimization problem
of smooth manifold in (2) to that of graph sparsity
+ +
= = = = s
Y P X P W Z
H X I W W W W
min
s.t. , , , 0, ,i j
P W, ,
1
2
F
2
2
F
2
4
1,1
T T , 1,1 (4)
where W Z 1,1 can be interpreted as a weighted 1-norm of W which
enforces weighted sparsity.
We further elaborate the relationship between the proposed LeMA
model and our motivation in an easy-understanding way. In general, we
aim at finding a common subspace by learning a pair of projections ( M
and H) corresponding to two kinds of different modalities (e.g., MS
and HS), respectively. In order to effectively improve the discriminative
ability of the learned subspace, we make a connection between the
subspace and label information by jointly estimating the regression
coefficient P and common projections , as formulated in Eq. (1).
What’s more, the alignment behavior of different modalities can be
represented by W’s connectivity, that is, if the ith sample Xi and the jth
sample Xj are connected ( =W 1i j, ), and then the two samples belong to
the same class; vice versa. Besides, we construct an extra adjacency
matrix based on those unlabeled samples in order to globally capture
the data distribution. The matrix is usually obtained by a Gaussian
kernel function (semi-supervised CoSpace) and also can be learned from
the data (LeMA as formulated in Eq. (2)).
Algorithm 3. Solving the subproblem for WHU MU( )
Fig. 2. An example for the joint adjacency matrix W.
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2.3. Model optimization
Considering the complexity of the non-convex problem (4), an
iterative alternating optimization strategy is adopted to solve the
convex subproblems of each variable P, , and W. An implementation
of LeMA is given in Algorithm 1.
Optimization with respect to P: This is a typical least-squares problem
with Tikhonov regularization, which can be formulated as
+Y P X Pmin 1
2 2
,
P F
2
F
2
(5)
which has a closed-form solution
= +P YE EE I( )( ) ,T T 1 (6)
where =E X.
Optimization with respect to : the optimization problem for can be
formulated as
+ = =Y P X HLH H X Imin 1
2 2
tr s.t. , .
F
2
T T
(7)
In order to solve (7) effectively with ADMM, we consider an
equivalent form by introducing auxiliary variables J and G to replace
X and , respectively.
+
= = =
Y PJ X L X
J X G GG I
min tr ( )
s.t. , , .
J G, ,
1
2
F
2
2
T
T (8)
Algorithm 2 lists the more detailed procedures for solving the pro-
blem (8).
Algorithm 4. Solving the subproblem for WUU
Fig. 3. Convergence analysis of LeMA are experimentally performed on the two MS-HS datasets.
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Optimization with respect to W: W is a joint adjacency matrix and
consists mainly of nine parts as shown in Fig. 2. Among the nine parts,
W W W, ,HH HM MH and WMM can be directly inferred from label in-
formation in the form of the LDA-like graph (Gu et al., 2011):
= N kW X X1/ , if and belong to the -th class;
0, otherwise.i j
k i j
, (9)
Given the symmetry of W, (i.e., = =W W W W,HM MH MU UM , and=W WMU UM), we only need to update three of out nine parts, namely
W W,HU MU , and WUU . The optimization problems of WHU and WMU can
be formulated by
=N sW Z W Wmin
4
s.t. 1/ 0, ,k i j
W 1,1
,
1,1HU MU( ) (10)
which can be solved by ADMM. More details can be found in Algorithm
3, where ZH M( ) and ZU represent respectively the subspace features of
XH M( ) and X , proxU stands for the proximal operator for = sW 1,1
(Heide et al., 2015). We technically add the constraint NW 1/i j k, in
order to share the same unit level with LDA-like graph.
For WUU , the objective function can be written as
= =N sW Z W W W Wmin
4
s.t. , 1/ 0, ,k i j
W 1,1
T
,
1,1UU (11)
which can be effectively solved using Algorithm 4.
Finally, we repeat these optimization procedures until a stopping
criterion is satisfied.
2.4. Convergence analysis
The alternative alternating strategy used in Algorithm 1 is nothing
but a block coordinate descent (BCD), which has been theoretically
supported to converge to a stationary point as long as each subproblem
in Eq. (4) is exactly minimized (Bertsekas, 1999). As observed, these
subproblems with respect to the variables P, and W are strongly
convex, and hence each independent task can ideally find a unique
minimum when the Lagrangian parameter is updated within finitely
iterative steps (Boyd et al., 2011). Besides, ADMM used in each sub-
problem optimization is actually generalized to inexact Augmented
Lagrange Multiplier (ALM) (Chen et al., 2018), whose convergence has
been well studied when the number of block is less than three (Lin
et al., 2010) (e.g. Algorithm 2). Although there is still not a generally
and strictly theoretical proof in multi-blocks case, yet the convergence
analysis for some common cases such as our Algorithms 3 and 4 has
been well conducted in Hong et al. (2017), Liu et al. (2013), Zhong
et al. (2016) and Zhou et al. (2017). We also experimentally record the
objective function values in each iteration to draw the convergence
curves of LeMA on two used HS-MS datasets (see Fig. 3).
3. Experiments
In this section, we quantitatively and qualitatively evaluate the per-
formance of the proposed method on two simulated HS-MS datasets
(University of Houston and Chikusei) and a real multispectral-lidar and
hyperspectral dataset provided by 2018 IEEE GRSS data fusion contest
(DFC2018), by the form of classification using two commonly used and
high-performance classifiers, namely linear support vector machines
(LSVM), and canonical correlation forest (CCF) (Tom and Frank, 2015).
Three indices: overall accuracy (OA), average accuracy (AA), kappa coef-
ficient ( ), are calculated to quantitatively assess the classification perfor-
mance. Moreover, we compare the performance of the proposed LeMA and
several other state-of-art algorithms, i.e. GLP (Zhu et al., 2003), SMA, S-
SMA (Wang and Mahadevan, 2009), CoSpace and Semi-supervised
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CoSpace (S-CoSpace). The original MS data is used as a baseline. SMA
constructs an LDA-like joint graph using label information. Besides label
information, S-SMA method also uses unlabeled samples to generate the
joint graph by computing the similarity based on Euclidean distance. The
same strategy of graph construction is adopted for CoSpace and S-CoSpace.
3.1. The simulated MS-HS datasets over the University of Houston
3.1.1. Data description
The HS data in the simulated Houston MS-HS datasets was acquired
by the ITRES-CASI-1500 sensor with the size of ×349 1905 at a ground
sampling distance (GSD) of 2.5 m over the University of Houston
campus and its neighboring urban areas. This data was provided for the
2013 IEEE GRSS data fusion contest, with 144 bands covering the
wavelength range from 364 nm to 1046 nm. Spectral simulation is
performed to generate the MS image by degrading the HS image in the
spectral domain using the MS spectral response functions (SRFs) of
Sentinel-2 as filters (for more details refer to Yokoya et al., 2017). The
MS data we used is generated with dimensions of × ×349 1905 10.
3.1.2. Experimental setup
To meet our problem setting, a HS image partially overlapping MS
image and a whole MS image are used in our experiments, and mean-
while the corresponding training and test samples can be re-assigned, as
shown in Fig. 4. In detail, since the total labels are available, we seek
Fig. 4. The multispectral image and its corresponding hyperspectral image that partially covers the same area, as well as training and testing labels, for University of
Houston dataset.
Table 1
The number of training and testing samples for the two used MS-HS datasets.
Class No. Houston MS-HS dataset Chikusei MS-HS dataset
Class Name Training Testing Class Name Training Testing
1 Healthy Grass 537 699 Water 301 858
2 Stressed Grass 61 1154 Bare Soil (School) 992 1867
3 Synthetic Grass 340 357 Bare Soil (Farmland) 455 4397
4 Tree 209 1035 Natural Plants 150 4272
5 Soil 74 1168 Weeds in Farmland 928 1108
6 Water 22 303 Forest 486 11904
7 Residential 52 1203 Grass 989 5526
8 Commercial 320 924 Rice Field (Grown) 813 8816
9 Road 76 1149 Rice Field (First Stage) 667 1268
10 Highway 279 948 Row Crops 377 5961
11 Railway 33 1185 Plastic House 165 475
12 Parking Lot1 329 904 Manmade (Non-dark) 170 568
13 Parking Lot2 20 449 Manmade (Dark) 1291 6373
14 Tennis Court 266 162 Manmade (Blue) 111 431
15 Running Track 279 381 Manmade (Red) 35 187
16 / / / Manmade Grass 21 1019
17 / / / Asphalt 384 417
Total 2897 12021 Total 8335 55447
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Fig. 5. Classification maps of the different algorithms obtained using two kinds of classifiers on the University of Houston dataset.
Table 2
Quantitative performance comparison with the different algorithms on the University of Houston data. The best one is shown in bold.
Methods Baseline (%) GLP (%) SMA (%) S-SMA (%) CoSpace (%) S-CoSpace (%) LeMA (%)
Parameter d k d( , , ) d k d( , , ) d( , , ) d( , , ) d( , , )
10 (10, 1, 10) 30 (10, 0.1, 30) (0.01, 0.01, 30) (0.1, 0.01, 30) (0.01, 0.01, 30)
Classifier LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF
OA 62.12 68.21 64.71 70.01 68.01 69.59 69.29 70.10 69.38 72.17 70.41 73.75 73.42 76.35
AA 65.97 70.47 68.18 72.18 70.50 71.02 72.00 72.88 71.69 73.56 73.12 75.61 74.76 77.18
0.5889 0.6543 0.6164 0.6728 0.6520 0.6695 0.6659 0.6754 0.6672 0.6975 0.6784 0.7146 0.7110 0.7428
Class1 76.39 67.95 77.83 77.97 75.25 68.53 74.25 73.53 75.54 69.96 91.85 87.98 89.56 85.84
Class2 80.59 78.08 93.85 98.01 97.57 77.9 97.57 93.67 73.74 77.99 90.12 91.59 93.67 93.85
Class3 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Class4 85.51 92.27 89.66 96.62 94.78 98.74 95.85 98.55 98.74 98.26 92.75 97.29 97.49 99.61
Class5 99.06 99.4 99.49 99.66 98.97 99.14 99.32 99.4 99.4 99.4 99.4 99.66 99.49 99.57
Class6 86.14 86.14 96.37 99.01 86.47 70.96 99.67 99.67 85.48 85.15 99.67 96.70 86.47 86.47
Class7 50.62 63.76 48.63 64.01 72.32 77.14 72.15 69.66 73.98 80.05 75.06 80.96 83.21 88.03
Class8 56.49 56.06 56.60 59.85 62.01 62.23 64.61 63.85 63.53 62.01 55.84 60.39 62.77 62.01
Class9 56.22 70.58 69.63 69.02 49.96 61.27 50.57 45.00 59.79 64.93 65.8 71.54 64.49 61.88
Class10 45.36 45.25 45.46 49.89 58.12 52.32 58.33 63.61 64.14 57.70 58.97 51.79 60.97 53.59
Class11 27.43 43.88 22.45 38.65 28.86 36.46 36.46 34.77 36.54 47.26 35.78 38.65 41.27 49.96
Class12 31.64 56.08 31.75 37.83 35.84 62.50 34.18 55.2 46.79 62.72 34.29 58.52 45.02 76.88
Class13 0.00 0.67 0.00 1.11 0.00 0.00 0.00 0.45 0.00 0.45 0.00 0.89 0.00 1.78
Class14 97.53 98.77 94.44 92.59 100.00 100.00 99.38 98.15 100.00 99.38 99.38 100.00 99.38 100.00
Class15 96.59 98.16 96.59 98.43 97.38 98.16 97.64 97.64 97.64 98.16 97.90 98.16 97.64 98.16
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out a region where all kinds of classes are involved. The labels in the
region are selected as the training set and the rest are seen as the test
set, as shown in Fig. 4 and specifically quantified in Table 1.
The parameters of the different methods are determined by a 10-
fold cross-validation on the training data. More specifically, we tune the
parameters of the different algorithms to maximize their performances,
e.g. dimension (d), penalty parameters ( , ), etc. The dimension (d) is
a common parameter for all compared algorithms, and it can be de-
termined covering the range from 10 to 50 at an interval of 10. For the
number of nearest neighbors (k) and the standard deviation of Gaussian
kernel function ( ) in artificially computing the adjacency matrix (W)
of GLP, SMA, and S-SMA, we select them in the range of …{10, 20, , 50}
and {10 , 10 , 10 , 10 , 10 }2 1 0 1 2 , respectively, Similarly to CoSpace, S-
CoSpace and LeMA, we set the two regularization parameters ( , )
ranging from {10 , 10 , 10 , 10 , 10 }2 1 0 1 2 .
3.1.3. Results and analysis
Fig. 5 shows the classification maps of compared algorithms using
LSVM and CCF classifiers, while Table 2 lists the specific quantitative
assessment results with optimal parameters obtained by 10-fold cross-
validation.
Overall, the methods based on manifold alignment outperform
baseline and GLP using the different classifiers. This means that the
limited amount of HS data can guide the corresponding MS data to-
wards better discriminative feature representations. More specifically
when compared with S-SMA, SMA yields a relatively poor performance
since it only considers the correspondences of MS-HS labeled data. This
indicates that reasonably embedding unlabeled samples into the
manifold alignment framework can effectively help us capture the real
data distribution, and thereby obtain more accurate decision bound-
aries. Unfortunately, these approaches only attempt to align different
data in a common subspace, but they hardly take the connections
between the common subspace and label information into account,2
which leads to a lack of discriminative ability. With regards to this, our
proposed joint learning framework “CoSpace” and its semi-supervised
version “S-CoSpace” achieve the desired results on the given MS-HS
datasets.
By fully considering the connectivity of the common subspace, label
information, and unlabeled information encoded by the learned graph
structure, the performance of LeMA is much more superior to that of
any other methods as can be observed in Table 2. This demonstrates
that LeMA is likely to learn a more discriminative feature representa-
tion and to find a better decision boundary.
As observed from Fig. 4 and Table 2, the training samples are re-
latively a few and meanwhile the distribution between different classes
is extremely unbalanced. While training the classifier, more attentions
are paid on those classes with large-size samples, and some small-scale
classes possibly play less and even nothing. For this reason, we propose
to consider those large-scale unlabeled data, achieving a semi-su-
pervised learning. Using this strategy, the semi-supervised methods, i.e.
GLP, S-SMA, S-CoSpace, obviously perform better than baseline and
their supervised ones (SMA and CoSpace). Moreover, we can see from
Table 2 that there is a significant improvement of classification per-
formance in some classes (e.g.Stressed Grass,Water) after accounting for
unlabeled samples, particularly between SMA and S-SMA as well as
CoSpace and S-CoSpace. However, these aforementioned semi-su-
pervised methods carry out the label propagation on a given graph
manually computed by gaussian kernel function, limiting the adap-
tiveness and discriminability of the algorithms. LeMA can adaptively
learn a data-driven graph structure where the labels tend to spread
Fig. 6. The multispectral image and its corresponding hyperspectral image that partially covers the same area, as well as training and testing labels, for Chikusei
Dataset.
2 The connectivity in manifold alignment is not strictly equivalent to the si-
milarity of the two samples.
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more smoothly, which can result in a more effective material identifi-
cation for those challenging classes (few training samples), such as
Trees, Residential, Railway, Parking Lot1. In addition, we can also ob-
serve an easily overlooked phenomenon that the LeMA’s ability in
identifying certain classes still remains limited, such as Parking Lot2
(only 1.78%) and Railway (49.96%). Parking Lot2 is basically classified to
Commercial and Parking Lot1, while Railway is largely identified as Road
and Commercial. This might be explained by the limited number of
training samples as well as fairly similar spectral properties between
several classes.
Fig. 7. Classification maps of the different algorithms obtained using two kinds of classifiers on the Chikusei dataset.
Table 3
Quantitative performance comparison with the different algorithms on the Chikusei data. The best one is shown in bold.
Methods Baseline (%) GLP (%) SMA (%) S-SMA (%) CoSpace (%) S-CoSpace (%) LeMA (%)
Parameter d k d( , , ) d k d( , , ) d( , , ) d( , , ) d( , , )
10 (10, 1, 10) 20 (10, 0.1, 20) (0.1, 0.01, 30) (0.1, 0.01, 30) (0.1, 0.01, 30)
Classifier LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF
OA 60.20 71.11 62.30 72.26 67.90 71.53 69.68 73.27 71.12 75.69 72.60 77.11 75.11 81.71
AA 69.42 70.40 69.80 70.71 70.79 66.47 72.27 70.01 73.96 71.46 71.64 71.33 75.29 75.73
0.5523 0.6761 0.5784 0.6894 0.6391 0.6802 0.6602 0.6818 0.6746 0.7260 0.6911 0.7420 0.7194 0.7933
Class1 78.21 80.54 78.09 80.42 98.72 82.52 99.53 97.90 92.54 79.25 98.83 98.37 98.25 98.83
Class2 94.43 82.70 94.11 93.84 93.20 92.50 93.20 93.09 93.47 94.91 87.04 93.63 93.20 93.79
Class3 23.54 50.06 37.75 76.87 62.57 55.31 68.41 76.55 80.40 77.71 80.65 77.23 89.29 89.90
Class4 92.13 92.56 92.23 95.72 90.57 91.53 92.51 88.76 90.59 96.23 94.64 92.49 95.11 96.96
Class5 97.65 94.68 96.84 88.45 28.43 16.06 24.01 32.85 83.94 66.52 51.81 43.32 60.74 67.78
Class6 62.01 81.48 57.47 69.67 62.52 78.91 68.27 79.67 63.61 79.02 72.34 88.48 76.34 87.27
Class7 99.67 99.93 99.66 100.00 96.87 97.79 95.40 99.37 97.74 99.75 98.41 99.87 97.63 99.80
Class8 57.11 93.40 69.06 98.93 95.59 93.49 96.88 96.53 95.05 92.72 99.48 98.45 99.27 99.18
Class9 100.00 100.00 100.00 99.92 99.53 99.13 99.45 99.21 98.66 99.76 99.21 98.34 99.76 100.00
Class10 24.81 19.56 26.64 19.06 21.39 15.48 20.94 13.09 22.35 18.00 22.75 14.83 26.47 26.46
Class11 0.00 2.11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.21 5.47 0.63 5.68
Class12 90.32 88.91 90.32 89.61 90.14 85.92 90.14 89.44 90.32 80.46 89.96 89.44 88.38 90.14
Class13 33.11 33.09 33.11 36.50 32.61 56.25 31.32 30.88 33.11 67.90 33.11 54.93 33.11 68.73
Class14 94.20 85.38 79.12 59.40 72.85 59.40 94.20 86.31 59.40 52.44 14.39 49.19 45.01 53.60
Class15 100.00 100.00 100.00 100.00 93.58 100.00 100.00 100.00 93.58 97.86 100.00 100.00 100.00 100.00
Class16 74.88 88.62 74.19 93.52 99.71 99.51 99.80 98.82 97.84 100.00 97.35 97.25 98.04 95.78
Class17 58.03 3.84 58.03 0.24 65.23 7.91 62.11 7.67 64.75 0.00 77.70 11.27 78.66 13.43
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3.2. The simulated MS-HS datasets over Chikusei
3.2.1. Data description
Similarly to Houston data, the MS data with dimensions of× ×2517 2335 10 at a GSD of 2.5m was simulated by the HS data ac-
quired by the Headwall’s Hyperspec-VNIR-C sensor over Chikusei area,
Ibaraki, Japan. It consists of 128 bands in the spectral range from
363 nm to 1018 nm with the 10 nm spectral resolution. The dataset has
been made available to the scientific research (Yokoya and Iwasaki,
2016).
3.2.2. Experimental setup
Fig. 6 shows the corresponding MS and partial HS images as well as
selected training labels and test labels. Again, the overlapped region
between MS and HS, which should include all the classes listed in
Table 1, is chosen based on the given ground truth (Yokoya and
Iwasaki, 2016). Additionally, the parameters configuration for all al-
gorithms can be adaptively completed by a 10-fold cross-validation on
the training set, which is more generalized to different datasets. Re-
garding how to run the cross-validation for parameters setting, please
refer to Section 3.1.2 for more details.
3.2.3. Results and analysis
We assess the classification performance of the different algorithms
for the Chikusei MS-HS data both quantitatively and visually, as shown
in Fig. 7 and Table 3.
Similarly to the University of Houston MS-HS data, there is a basi-
cally consistent trend for the different algorithms in the Chikusei MS-HS
data. On the whole, the original MS data (baseline) fails to identify
some specific materials such as Plastic House, Manmade (Dark), Rice
Field (Grown), Bare Soil (Farmland), and Forest, due to its poor spectral
information and a limited number of training samples. GLP utilizes the
unlabeled samples to augment the training samples in a semi-su-
pervised way, yet it is still limited by the low-discriminative spectral
signatures. By aligning the MS and HS data, these alignment-based
approaches (e.g. SMA, S-SMA, CoSpace, S-CoSpace, and LeMA) are able
to find a common subspace in which the learnt features are expected to
absorb the different properties from two modalities, resulting in a better
performance. Compared to the supervised methods (SMA and CoSpace),
their corresponding semi-supervised versions (S-SMA and S-CoSpace)
obtain higher classification accuracies on both classifiers, which is de-
tailed in Table 3. As expected, the performance of the LeMA is sig-
nificantly superior to that of others, thanks to the great contributions of
a common subspace learning from MS-HS data, a data-driven graph
learning and the semi-supervised learning strategy. Despite so, the
LeMA still fails to recognize some challenging classes, such as Weeds in
Farmland, Row Crops, Plastic House, and Asphalt. The reasons could be
twofold. On one hand, the performance of LeMA is limited, to some
extent, by the unbalanced data sets. On the other hand, LeMA’ trans-
ferring ability would sharply degrade when a great spectral variability
between training and test samples exists.
3.3. The real multispectral-lidar and hyperspectral datasets in DFC2018
Although we follow strict simulation procedures, yet the two MS-HS
datasets used above (Houston and Chikusei) essentially originate from a
similar data source (homogeneous), which means there is a strong
correlation in their spectral features. This makes the information of the
different modalities transferred more effectively, but could limit the
generalization ability in practice. To this end, we apply a real bi-modal
dataset – multispectral-lidar and hyperspectral (heterogeneous) pro-
vided by the latest IEEE GRSS data fusion contest 2018 (DFC2018).
Fig. 8. Classification maps of the different algorithms obtained using two kinds of classifiers on the real dataset of DFC2018 (Multispectral-Lidar and Hyperspectral data).
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3.3.1. Data description
Multi-source optical remote sensing data, such as multispectral-lidar
data, hyperspectral data, and very high-resolution RGB data, is pro-
vided in the contest. More specifically, the multispectral-lidar imagery
consists of ×1202 4768 pixels with 7 bands (3 intensity bands and 4
DSMs-related bands (Saux et al., 2018)) collected from 1550 nm,
1064 nm, and 532 nm at a 0.5 m GSD, while the hyperspectral data
comprises 48 bands covering a spectral range from 380 nm to 1050 nm
at 1m GSD, and its size is ×601 2384. In our case, our LeMA model is
trained on partial multispectral-lidar and hyperspectral corre-
spondences and tested only using multispectral-lidar data, in order to
meet the requirement of our cross-modality learning task. The first row
of Fig. 8 shows the RGB image of this scene and the labeled ground
truth image.
3.3.2. Experimental setup
Our aim is, once again, to investigate whether the limited amount of
hyperspectral data can improve the performance of another modality,
e.g., multispectral data (homogeneous) or multispectral-lidar data
(heterogeneous). Therefore, we randomly assign 10% of total labeled
samples as training set and the rest of it as test set in the experiment.
Moreover, 16 main classes are selected out of 20 (see Fig. 8), by re-
moving several small classes with too few samples, e.g. Artificial Turf,
Water, Crosswalks, and Unpaved Parking Lots. Likewise, we auto-
matically configure the parameters of the proposed LeMA and the
compared algorithms by a 10-fold cross-validation on the training set,
which is detailed in Section 3.1.2.
3.3.3. Results and analysis
We show the averaged results of the different algorithms out of 10
runs to obtain a relatively stable and meaningful performance com-
parison, because the training and test sets are randomly generated from
total samples in each round, as listed in Table 4. Correspondingly, Fig. 8
visually highlights the differences of classification maps for the dif-
ferent methods.
Generally speaking, hyperspectral information embedding can ef-
fectively improve the classification performance of the multispectral-
lidar data, which implies that the models based common subspace
learning (e.g., SMA, S-SMA, CoSpace, S-CoSpace, and LeMA) can
transfer the knowledge from one modality to another modality to some
extent. We also observe from Table 4 that the semi-supervised methods
which consider the unlabeled samples (e.g., GLP, S-SMA, S-CoSpace,
and LeMA) always perform better than those purely supervised ones.
Not unexpectedly, LeMA integrating rich spectral information and un-
labeled samples achieves a superior performance, which demonstrates
that the learning-based graph structure is more applicable to capturing
the data distribution and further find a potential optimal decision
boundary.
One thing to be noted, however, is that compared to the perfor-
mance of the different algorithms in the simulated MS-HS datasets from
similar sources (homogeneous), the knowledge transferring ability of
these algorithms in handling the real multispectral-lidar and hyper-
spectral datasets from different sources (heterogeneous) remains lim-
ited, since all listed methods including our LeMA are modeled in a
linearized way. Unfortunately, a single linear transformation fails to fit
the gap between heterogeneous modalities well, despite a limited per-
formance improvement.
4. Conclusions
In real-world problems, a large amount of low-quality data (e.g. MS
data) can often be easily collected. On the contrary, high-quality data
(e.g. HS data) are usually expensive and difficult to obtain. This moti-
vates us to investigate whether a limited amount of high-quality data
can contribute to relevant tasks with a large amount of low-quality
data. For this purpose, we propose a novel semi-supervised learning
framework called LeMA, which effectively connects the common sub-
space and label information, and automatically embeds the unlabeled
information into the proposed framework by adaptively learning a
Laplacian matrix from the data. Extensive experiments are conducted
using the LeMA on two homologous MS-HS simulated datasets and a
heterogenous multispectral-lidar and hyperspectral real dataset in
comparison with the other state-of-arts algorithms, demonstrating the
superiority and effectiveness of the LeMA in the knowledge transferring
ability. We have to admit, however, that despite a significant perfor-
mance improvement in LeMA, yet its representative ability is still
Table 4
Quantitative performance comparison with the different algorithms on the DFC2018 data. The best one is shown in bold.
Methods Baseline (%) GLP (%) SMA (%) S-SMA (%) CoSpace (%) S-CoSpace (%) LeMA (%)
Parameter d k d( , , ) d k d( , , ) d( , , ) d( , , ) d( , , )
7 (10, 1, 7) 30 (10, 1, 30) (0.1, 0.1, 30) (0.1, 0.01, 30) (0.1, 0.01, 30)
Classifier LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF LSVM CCF
OA 51.35 72.84 52.28 73.15 52.73 70.37 54.69 72.13 55.56 74.04 58.65 76.59 61.69 79.98
AA 59.46 78.64 60.57 81.64 58.06 77.78 65.34 78.72 66.16 80.46 67.72 83.67 65.54 88.82
0.4194 0.6534 0.4289 0.6587 0.4366 0.6256 0.4598 0.6441 0.4670 0.6682 0.4987 0.6990 0.5284 0.7414
Class1 91.70 84.62 96.15 93.12 84.01 85.43 94.13 90.89 95.14 89.07 94.74 95.14 92.31 100.00
Class2 33.90 80.17 35.62 80.74 73.00 82.40 69.57 80.17 61.32 80.37 69.73 81.52 78.09 87.90
Class3 94.92 96.16 96.02 96.57 95.06 95.06 96.30 96.30 93.83 97.26 94.79 96.30 96.57 99.45
Class4 83.00 92.50 85.50 97.50 85.50 90.00 84.50 94.00 83.00 91.00 85.50 98.00 79.00 100.00
Class5 43.71 90.42 30.54 87.43 53.29 87.43 52.10 85.03 61.08 92.22 45.51 92.22 30.54 100.00
Class6 80.44 90.60 81.32 91.82 78.79 87.77 82.80 87.98 83.94 90.35 85.24 91.27 89.71 96.50
Class7 59.26 82.01 61.11 81.52 57.62 78.21 58.66 82.45 59.89 82.37 63.95 85.14 69.56 87.47
Class8 14.07 31.98 10.75 36.00 21.71 28.00 20.83 35.16 26.64 38.71 11.77 39.51 31.43 49.96
Class9 48.54 54.14 50.77 58.40 44.87 56.96 52.60 53.49 47.94 63.30 53.69 68.55 40.47 62.26
Class10 10.16 42.07 8.00 31.70 6.77 37.82 5.55 29.21 11.02 36.67 24.21 38.40 12.93 38.04
Class11 23.54 72.03 25.96 79.07 79.07 74.45 45.88 75.45 34.21 76.26 54.12 81.49 62.58 100.00
Class12 93.85 85.85 92.92 94.46 92.00 87.08 85.85 90.15 85.54 86.15 74.15 95.38 66.46 100.00
Class13 60.50 74.96 57.31 87.56 59.33 73.45 60.17 77.98 63.03 79.33 64.71 87.06 70.59 99.83
Class14 39.93 87.15 55.21 90.63 17.71 86.11 47.22 85.76 66.32 89.58 75.69 90.63 55.21 99.65
Class15 95.39 96.77 97.70 100.00 93.55 98.16 99.54 97.70 99.54 98.62 99.54 100.00 95.85 100.00
Class16 78.39 96.77 84.19 99.68 77.74 96.13 89.68 97.74 86.13 96.13 86.13 98.06 77.42 100.00
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limited by linearly modeling way, especially facing highly-nonlinear
heterogenous data. Towards this issue, we will continue to improve our
model to a nonlinear version and simultaneously consider the spatial
information (e.g., morphological profiles) to further strengthen the
feature representation ability.
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