Abstract: This paper describes the design, simulation and testing of an automated ground vehicle intended to perform trajectory-tracking operations using GPS as primary sensor. Its development results from the integrated design of the vehicle with its navigation, guidance and control system. This integrated design process is oriented toward directly maximising the trajectory-tracking performance, rather than individually optimising secondary mechanical performance characteristics, as in more traditional methods. Detailed covariance analyses and closed-loop simulations are carried out to evaluate the ultimate dynamic performance and to quantify the impact of each vehicle parameter. In particular, the performance sensitivity is analysed with respect to parameters for which no obvious selection criteria exists, such as the vehicle's sense of motion or the positioning sensor location, which prove to be decisive characteristics. Experimental testing on a prototype rover confirms the simulations' results and validates the selection of the vehicle design parameters.
Introduction
This article introduces and demonstrates a procedure to optimise the path-following performance of an autonomous vehicle system using differential global positioning system (DGPS) navigation. In traditional applications of this type, the navigation, guidance and control system is designed and built for an existing vehicle. In contrast, in this work we carry out an integrated design of the vehicle with its controller. The integrated design process is oriented toward directly maximising the path-following performance, rather than individually optimising secondary vehicle mechanical performance characteristics, such as the operating velocity. Using this method, system performance is maximised, and unnecessary and costly additional equipment or over-sized components can be avoided.
Focus
Automated ground vehicles (AGVs) can support a variety of highly-detailed missions that are unsafe or too difficult for human operation. In 1997 , O'Connor (1997 , whose work was later refined by Bell (1999) , set the path for the development and expansion of DGPS-based automated vehicle control techniques in practical applications. He successfully realised the automated control of a tractor using carrier-phase differential GPS (CDGPS) for unmanned agricultural field ploughing. Since then, in less than a decade, precision-controlled AGVs have been successfully implemented in outdoor applications such as ramming of ski runs (Opshaug and Enge, 2000) , topographic field mapping, handling of hazardous materials, lawn mowing and more (Hannu, 2001) .
Advances in sensor technologies have contributed greatly to these successes. The global positioning system (GPS) is a particularly well-suited sensor for outdoor navigation purposes, as illustrated by Abbott's comparative study of existing navigation sensors (Abbott and Powell, 1999) . More precisely, CDGPS provides centimetre-level accuracy, which is critical for many precision applications of automated land vehicles. Positioning using CDGPS is based on the use of a GPS carrier phase ranging measurements between the rover and the satellites, and corrections sent in real-time by a fixed reference station through a data link. If the carrier phase cycle ambiguities are correctly resolved, the accuracy of the positioning measurements is close to 1 cm root-mean-square, depending on satellite geometry and multipath conditions (Misra et al., 1999) .
Motivation
For trajectory-tracking operations, the measurement update rate is a decisive parameter since it determines the frequency of the vehicle course corrections. Especially, when using CDGPS as the only sensor, the limited sample period gives rise to a trade-off between vehicle velocity and path-following performance. Multisensor systems, such as the CDGPS aided inertial navigation system (INS) implemented by Farrell et al. (2003) , demonstrate higher sample rates. But the actuators' dynamic response also impacts the efficiency of the course corrections, so that the sensors and actuators' bandwidths should be selected accordingly. Traditionally, the optimal choice of such system components and parameters for a specific mission requires prior experience, which is not always available.
In response, we carry out an integrated design process, which establishes the relationship between vehicle parameters, including sensor and actuator characteristics, and path-following performance. The process requires that detailed parametric models for both the vehicle and the controller be coherently derived. Performance predictions are then estimated before the vehicle is built, allowing for an optimal selection of the vehicle design parameters.
Outline of the paper
To illustrate this idea, we designed, built and tested a prototype AGV called Leonard'. In this paper, the Leonard platform serves as a benchmark example of the role of navigation and control system analysis in the identification and optimisation of critical vehicle design parameters. Vehicle requirements and basic characteristics, such as the sense of motion and operating velocity, are selected for the desired trajectory-tracking performance. In addition, detailed covariance analyses and closed-loop simulations are carried out to evaluate the ultimate dynamic performance and to quantify the impact of specific vehicle design parameters. In this regard, the performance sensitivity can even be analysed with respect to parameters for which no obvious selection criteria exists. In particular, the positions of the GPS antenna (positioning sensor location) and of the control point (the point on the AGV designated to follow the predefined trajectory) prove to be decisive parameters. Experimental testing supports the predicted results, confirms the vehicle parameter selection, and validates the design process.
The Leonard platform is the first of a series of mobile units intended to operate as a coordinated network for the study of distributed vehicle control. Since it will be duplicated, its design is of prime interest. The procedure followed for Leonard's development is presented here.
Baseline vehicle design
To provide a simple, robust framework for the vehicle system analysis and design, we focus on a differential drive AGV concept. Steering is performed by a difference in angular velocity on two opposed driving wheels. Figure 1 gives an overview of the major vehicle components. In this section, the actuators and the aluminium frame's dimensions are pre-selected, because they are subject to mechanical constraints, which will be explained shortly. However, the positions of the sensor and control points in the final assembly, as well as the operating velocity, the sense of motion and the controller's update rate, are selected by analysis in the rest of the paper. 
Vehicle components
The actuators are composed of two DC-motors with gear-and-belt type reducers linked to the driving wheels. They were selected coherently with the other components, in particular with the batteries, in order for the system to operate correctly. The total weight of the vehicle determines the size of the motors, which in turn fixes the battery requirements. An iterative process is used to confirm that the selected actuators together with their mounting elements (bearing, shafts, sprockets, etc.), selected from the available market supply, can move the weight of the total assembly (Christ, 2003) .
The DGPS sensor is composed of a GPS receiver (NovAtel ProPakII), receiving signals from GPS satellites in view, and a spread spectrum data link in communication with the reference station. An important limitation on the DGPS system is its update rate. A practical lower limit for the sensor sample time based on the typical 10 Hz bandwidth of the GPS receiver tracking loops is 0.2 s. For a given operating velocity, this characteristic constitutes the main limiting factor for the update rate of the cross-track-error correction. The GPS patch-antenna is fixed at the centre of an aluminium plate in order to minimise the effects of multipath reflections.
Optical encoders are mounted on the motor's driving shaft but used only occasionally as an auxiliary sensor during testing.
Sensor data is processed by an embedded computer equipped with a data acquisition card, which sends commands to the motors via speed-controller interfaces. The purpose of the speed controllers is to provide to the motors the necessary amperage at the computer's request. Additionally, a wireless system provides remote-control capability, which is useful for testing. The power is delivered by two 12 V-DC batteries, which allow for up to 4 h of autonomous operation. All the components, with the exceptions of the antennae and the wheels, are enclosed in a waterproof and dust-proof rugged aluminium frame. Two floating casters are added to ensure vehicle balance and stability. Details on the selection of the components are available in Christ (2003) .
Mechanical constraints
The potential selection range for these components is limited by mechanical constraints. For example, the vehicle's length and width are limited by the size of the storage area; the actuators' selection, is dependent on numerous factors such as the weight, and the batteries amperage; also, the wheels and frame must be able to withstand the humidity and dust of the outdoor environment.
These mechanical criteria, and the vehicle velocity requirement (left as a parameter here) form the basis of traditional vehicle design. In the context of automated navigation and guidance control, additional factors must be considered, as illustrated in the following sections.
Dynamic model
A detailed dynamic model is necessary for the design of the controller, and the simulation of Leonard's behaviour. It provides the basis for the parametrisation and optimisation of design elements for trajectory tracking. In the second part of this section, the open-loop poles of the resulting linearised system are analysed to select vehicle parameters such as the rover' sense of motion, or the position of its centre of mass.
With the differential-drive type of design selected, the vehicle can basically be modelled as a rectangular parallel pipe with two driving wheels and two floating casters. We assume that the wheels roll without slip, that the mass is uniformly distributed within the vehicle's body, and under the assumption that the ground is flat, we consider a two-dimensional model to be sufficiently accurate. Equations of motion for this non-holonomic system have been derived using traditional Newton-Euler methods, and verified using Lagrange's and Kane's equations (Joerger, 2002) .
Equations of motion for the vehicle
A complete list of parameters is given in Table 1 and illustrated in Figure 2 . The control point (point C) is the point we want to remain on the predefined trajectory (e.g. if Leonard is used for land mine detection, it may designate the location of a magnetometer used to detect the mines). Its coordinates in the local inertial reference frame are x and y. 0 is the vehicle's heading angle. x, y, 0 and their derivatives are the states of the forthcoming state space realisation. Note that point A, the intersection between the driving axle and the vehicle's principal axis, is the only intrinsically fixed point. Also, B Ã indicates the vehicle's centre of mass. With the parameters described in the table, and with C R and C L being the torques on the right and left wheels respectively, we obtain:
and the constraint equation:
The constraint Equation (3) is representative of the fact that the vehicle's driving axle does not slip laterally. The sensor point (point S) of coordinates x S and y S , designates the location of the GPS antenna; we have:
Note that the signed parameters L A , L B and L S are referenced to the control point C.
In consequence, terms such as
are not functions of the position of C, and represent the signed distance between A and B Ã or A and S.
Model for the motors
Equations (1)±(5) are the equations of the model with torques as inputs. In practice, the actuators receive voltages as inputs. Therefore, a model of the motors, reducers and wheels is derived. We consider the mechanical and electrical equations commonly used to model DC-motors (Joerger, 2002) . With 3 MR and 3 ML , the angular velocities on the right and left motors:
and under the assumption (verified for the class of motors selected) that the electromechanical time constant is small with respect to the other time constants, we obtain:
where the parameters are described in Table 1 .
State space representation
Finally, the last four equations are combined to the model with torque-inputs. The resulting model is linearised at constant velocity V y0 along a straight line, chosen to be the y-axis, and therefore assuming a small heading-angle 0. In Section 5 of this work, we verify by using the non-linear model (Equations (1)± (5), (8) and (9)), that the linearisation hypothesis is valid for all the parameter values studied. We eventually obtain a complete linear dynamic model for the vehicle. In matrix form, we can deduce a multiple-input, multiple-output (MIMO) state space representation:
with:
For notation purposes, one can recognise by identification the elements of a typical state space representation, expressed in the form of respectively the input and output equations:
x Fx Gu y Hx where x is the state vector, u is the input vector, y is the output vector, F is the system matrix, G is the input matrix, and H is the output matrix. Note that the representation can be separated into two uncoupled modes representing the in-track ( y and y) and cross-track ( 0, x and 0) motion, the latter being of prime interest. Equations (6) and (7) are linearised and added to the output equation when using encoder measurements of the drive shafts' angular velocities.
Open-loop stability analysis
The study of the vehicle system's open-loop poles, though not ultimately decisive, provides valuable insights into the system's closed-loop performance. Here, in particular, vehicle parameters can be selected to make the open-loop poles more stable. Consider first the model with torque-inputs, for which (14) is the only non-zero pole. If the centre of mass (B Ã ) is on the driving axle (B Ã coincident with A, hence L A À L B 0), the system is marginally unstable (all poles in the left half plane or along the imaginary axis). If it is not, open-loop stability is a function of the sense of motion, determined by the sign of V y0 . Thus if (B Ã is forward from A in the sense of motion, the system is marginally unstable (one or more poles in the right half plane). With B Ã in the back, it is unstable. This difference in control stability can be given an experimental interpretation by observing the unforced motion of a supermarket cart, which is also a differential-drive type of system. As illustrated in Figure 3 , when launched with an initial velocity, the system's centre of mass naturally tends to lead the driving axle. It follows that when the centre of mass is in the front, the trajectory is smooth. When it is in the back, the vehicle turns around. For these reasons, we call`forward' motion, the movement of the vehicle when B Ã is in front of the driving axle. Hence the notions of front and back of the vehicle relative to B Ã , in the direction of motion. Now that the nominal sense of motion is defined, the performance impact of moving B Ã can be studied: B Ã is best placed further forward from A. This may only be considered as a theoretical exercise since moving the centre of mass is a difficult task to realise in practice.
The same open-loop stability analysis is carried out for the system with voltage inputs. In this case there are two non-zero poles, (12) for the in-track mode and H (13) for the cross-track mode, both of which are functions of motor parameters. The mechanical constraints on the motors being more stringent than for other parameters, we use this study as a check. For the class of motors considered, is always negative. The same is true for H , but since it is a function of , the pole is more stable in forward motion than in backward motion. The resulting impact on the trajectory-tracking performance is simulated in the fifth section of this article.
For all the values simulated in the analysis, we verified that the system was fully controllable and observable. Note that there is one position of the GPS antenna for which the system is not fully observable:
This is not a critical issue here, since the system is not unstable. But combined unobservability and open-loop instability makes the performance error covariance grow unbounded, since no feedback error-correction is available. There may be cases, in other applications for example, for which this observation is critical. More details and explanations on this particular case are available in Joerger (2002) .
Design of the controller
The design of the navigation, guidance and control system is based on modern control theory and uses the state space representation (10) and (11) derived in the previous section. The control system is a discrete-time closed-loop feedback algorithm using a linear quadratic regulator (LQR) and a Kalman filter. As opposed to traditional methods, a one time tuning of the controller's elements is not sufficient here. Indeed, in the next section, we will analyse the system's responses to variations in vehicle parameters. The controller must therefore account for changes in the vehicle's configuration, so that systematic comparisons are fair.
The regulator
The derivation of the optimal LQR control gain is based on the minimisation of a cost function of the form:
The controller performance index weights (the coefficients of Q 1 and Q 2 ) are purposely distributed in the continuous rather than in the discrete formulation.
Indeed, the weighting matrices for the equivalent discrete cost function are computed according to an algorithm given by Bryson and Ho (1975) ; the equivalence relationship is necessary for coherent discretisation using different sample periods. In practice, we choose Q 1 and Q 1 to be diagonal matrices. For Q 1 , the only non-zero weights are assigned to for the cross-track mode and to for the in-track mode, the coefficient on being much larger, in order to achieve better trajectory-tracking performance. The relative weight between Q 1 and Q 2 is tuned with the simulations such that drive motor saturation regions are avoided: effort requirements on the actuators are decreased until the motors' voltage inputs remain completely in the linear domain.
The estimator
A steady-state discrete Kalman filter using CDGPS sensor inputs provides the basis for the predicted state estimation. In principle, optimal performance of the estimator requires that process and sensor noise be accurately modelled. In practice, this is often difficult to accomplish, and a trial and error process is typically used to empirically calibrate coefficients for these models. However, external disturbances can have different effects on the states depending on the vehicle's configuration, so a one-time tuning of disturbance models is not useful within the context of the integrated design process considered here. Therefore, we derive and implement detailed random process models in terms of vehicle design parameters.
To account for disturbances introduced by the non-flatness of the ground, we estimate the effects on the system states of a gravity vector, which is not perpendicular to the vehicle's plane, as illustrated in Figure 4 . In a first approximation, the ground slope, G t, is assumed to be an uncorrelated gaussian random function with spectral density Â G , and the azimuth of the slope with respect to the nominal trajectory, A Z t, is uniformly distributed from À90 to 90
. Refinements of this simple model are performed in Section 5 based on experimental data. The process noise model is completed by considering a second source of disturbance: rotations of the drive motor shafts that do not necessarily generate a horizontal vehicle displacement, for example, in the case of a sudden obstacle in the ground, or of a loss of adherence on the wheels or on the reducers. Such disturbances are accounted for by assuming a random loss of angular velocity on the wheels. Therefore, the noise model establishes the effect on the states due to two gaussian random functions, 3 S R t and 3 S L t, respectively for the right and left wheel, both with spectral density S (see Figure 4) .
The derivation of the process noise vector is straightforward, and for small values of G , 3 S R and 3 S L :
where G d is the process noise input matrix, and wt is the noise input vector. From the expression of G d , it is evident that the disturbances have no direct effect on x, the third state. But integration over time of the noise vector x (necessary for discretisation, for example) shows that there is an accumulating effect on this particular state. The spectral density for the continuous random process is obtained by calculating the expected value of x Á x T . The equivalent covariance matrix in the discrete domain can be computed using an algorithm due to Van Loan (Bryson, 2002) , such that:
with R w
S , where R w is the random noise functions' spectral density matrix.
The sensor noise for the DGPS sensor is modelled by two gaussian random functions with variance ' 2 GPS . The random functions noted v GPS X t and v GPS Y t account for measurement noises respectively in the x and y directions of the reference frame. Correlation over time, due to multipath effects, is modelled for each random function by a first order Markov process. Cross correlation between the two functions is assumed to be zero. We use state augmentation (Gelb, 1974) , to account for coloured measurement noise in a second version of the controller, which we will refer to as the augmented controller. The noise for the encoder sensors is modelled with an uncorrelated gaussian random function with spectral density ' 2 ENC .
The closed-loop system
When adding the effects of external disturbances and sensor noise, the continuous-time model becomes: The discrete-time closed-loop controller is implemented as illustrated on the block diagram of Figure 5 . Both the discrete optimal LQR gain (K) and the discrete Kalman prediction estimator gain (M) are computed based on a discretised version of the state space representation (Equations (10) and (11)). The sample time used for the discretisation is T S , and corresponds to the sensor and actuator's update rates. At this point of the process, parametric models for both the vehicle and the control system have been built, so that we can simulate their closed-loop trajectory-tracking performance as a function of relevant vehicle parameters.
Theoretical sensitivity analysis
At the climax of this work is the sensitivity analysis. We identify the effect of each system design parameter on the final path-following performance using a three-step process: covariance analysis to quantify performance sensitivity and bring the main trends into evidence; Monte-Carlo simulations (which use the full non-linear vehicle model and take into account the effects of drive motor saturation) to confirm these results; and experimental testing to provide the ultimate validation of the analysis and simulation results (Section 6).
Throughout the analysis, the trajectory-tracking performance index is chosen to be the standard deviation of the cross-track error on state x. A nominal configuration, defined at the bottom of Table 2 , is used as reference for comparison when modifying parameters. The LQR controller's weights are tuned for this reference configuration, and left unchanged for the sensitivity analysis. A few experimental measurements of typical ground conditions are necessary to obtain a truthful process noise model. Using the resulting controller, a reference performance is obtained (Table 2 , first row). 
Simulations
The covariance analysis is directly derived from the closed-loop system described Figure 5 . It provides immediate performance predictions over the whole range of variation of each parameter. The ensemble-average mean-square performance of the closed-loop system is predicted using discrete Lyapunov Equations (Bryson, 2002) . When carrying out Monte-Carlo simulations, we can use a more complete model for the system, including non-linearities, and therefore give a more reliable estimate of the final performance. Nevertheless, the process is time-consuming, since it consists in estimating the ensemble-average vehicle path-tracking performance over numerous trials. Therefore only the main characteristics highlighted in the covariance analysis are simulated. The simulations are refined according to the parameter identification procedure described in Appendix 1, and further updated using experimental data.
A detailed block-diagram of the Monte-Carlo simulations is shown Figure 6 . The controller is the same as in the covariance analysis. The reference input r k is the output of an ideal plant operating at a nominal voltage u REF (voltage necessary to operate at nominal velocity V y0 ). The non-linearities due to the motors' saturation regions, the speed controller's characteristic slope and the grass' drag force (identified in the next section) are accounted for in the corrected input voltage u H k to the plant. The continuous non-linear equations of motion for the vehicle (Equations (1)±(3), (8) and (9)) are numerically integrated over each sample period to model the behaviour of the plant.
The derivation of the discrete-time random process noise vector x k requires several steps, as described in Appendix 2. Like the continuous-time model, x k accounts for disturbances due to the ground slope and wheel slippage. The random ground slope's correlation is modelled using a first order Markov process. The random azimuth, A Z k, and the disturbances on the right and left wheels: 3 S R k and 3 S L k, are modelled as described for the continuous formulation (Section 4) with the appropriate distributions. The sensor matrix H NL is obtained from the non-linear Equations (4) and (5). Correlated sensor noise is introduced to the system as described in Section 4. The two versions of the control system, the unaugmented and the augmented controllers, are simulated and their performances are compared. (Recall that the augmented controller takes into account the correlation of the measurement noise.)
Results and analyses
The results of the simulations for various configurations are presented Table 2 . Configurations of interest were selected according to the trends highlighted by the covariance analysis (second column).
With the Monte-Carlo simulations, the performance of the closed-loop system is predicted with a higher degree of fidelity to the real physical system. The results of simulations of over 100 trials are given in Table 2 (third column), and confirm the linearisation hypotheses used for the covariance analysis. The differences with the covariance results stem from the added complexity in the Monte-Carlo simulations, in particular from the motor saturation.
General sensitivity analysis
First, the results described in Section 3.4 are confirmed. Rows 2 and 3 of Table 2 show the losses in performance observed when driving`backward' and when selecting different motor windings (increasing R a , k T and k E ). We noted in Section 3.4 that these parameter modifications would make the open-loop poles less stable. Here we quantify the resulting effect on the closed-loop trajectory-tracking performance. In the same way, we saw that when the centre of mass B Ã is closer to the driving axle (closer to A), the open-loop poles are less stable. Therefore, for a given actuator effort, we could expect the closed-loop performance to get worse. Row 4 of Table 2 shows the opposite. The reason is that the sensitivity of the system to the external disturbances due to the ground slope increases as the distance between B Ã and A increases (evident in the expression of G d (15)). This characteristic outweighs the effect of a more stable open-loop pole, and B Ã is best located close to A. Then, there are several parameters for which we can anticipate the influence on the cross-track error, because of their obvious relationship to the system performance. For example, operating at lower nominal velocity V y0 or at higher sample rate 1aT S makes lateral trajectory corrections occur more frequently with respect to the distance travelled; a larger distance between the driving wheels W increases the control sensitivity; and the addition of an auxiliary encoder sensor, described here for a range of resolution indexes, increases the accuracy of the state estimates. These trends are illustrated in Figure 7 . The curves represent the cross-track error vs variations in the parameter of interest. They also illustrate how we chose these parameters, after selection of the actual vehicle components on the industrial market. 
Influence of the control and sensor point
Finally, one of the most valuable aspects of this sensitivity analysis, is that it unveils the sometimes complex relationship between final performance and vehicle parameters. In this case, we are interested in the performance impact of the locations of the control point (C) and of the sensor point (S). An immediate result is that the relative position of those two points matters for the final performance as illustrated on the three-dimensional curve in Figure 8(c) . Their individual impact can be studied by separating the`control performance', which is a function of the location of C (Figure  8(a) ), and the`estimation performance', which is a function of S (Figure 8(b) ). The control performance is the average cross-track error obtained when assuming full-state feedback with a perfect sensor. Figure 8(a) shows that the control performance is best when C is located on the driving axle (C and A coincident). The cross-track error increases slightly more rapidly as C is moved backward from A as opposed to forward from A. Dramatic differences in the vehicle's physical behaviour, depending on the position of C, are illustrated Figure 9 . In both scenarios presented, we assume that the trajectory of point C is initially perfectly controlled and that there are no external disturbances. When point C is in the back, it can happen that although C remains centred on the trajectory, the vehicle's heading angle deflects from its ideal value (first three time increments). In consequence, point C is quickly lead off-track (fourth increment), and the course correction causes a considerable cross-track error. In contrast, when C is in the front, no such correction is needed. Indeed, the dynamic model's constraint Equation (3) imposes that the wheels do not slip laterally, so that unless there is some external disturbance, the heading angle remains at its ideal value. Classical control theory is also useful to shed light on this problem. When studying the control performance (with full-state feedback), we can assimilate the vehicle to a single-input, single-output (SISO) system, with u L À u R as input and x as output. The resulting transfer function is expressed as:
The three poles are independent of C. The zero is equal to V y0 aL A , where L A is the signed distance from C to A. Thus the value of the zero depends on C. We study the associated root loci while C is moved along the vehicle (Figure 9 ). When C is in the back of A, nearly the entire root locus (two out of three branches) is in the right half of the complex plane. However, C being forward enough from A, the root locus is wholly in the left half plane. Therefore locating the control point in the front of the vehicle has a beneficial impact on control performance. The estimation performance is given by the covariance of the Kalman filter's state estimate. Figure 8(b) suggests that the antenna is best placed forward from the control point. Further analysis and experimental results show that the estimation of the heading angle 0 is made more difficult when the antenna is backward from C. Note that the variations in estimation performance are more significant in magnitude than the control performance.
Summary of the analysis
The total trajectory-tracking performance is a combination of both control and estimation performances as suggested Figure 8 (c). The best result is obtained with the antenna in the far front of the vehicle and the control point slightly forward of the driving axle. The worst configuration is with S in the back and C in the front. Between those two cases, more than a 75% increase in performance is gained, which is most valuable given that there is almost no limiting mechanical constraint on the position of those two points. Notably, this increase in performance exceeds that provided by the additional use of encoder sensors with C and S at their worst case locations (see Table 2 ).
Experimental testing
The ultimate step of the sensitivity analysis is the experimental testing. Leonard has been tested in an open field after being designed according to the aforementioned procedure. Leonard's final assembly is illustrated Figure 10(a) .
In order to validate the results of the sensitivity analysis, we need to carry out a series of tests while physically modifying design parameters. Unfortunately this is not always possible. For example, the influence of motors' characteristics or of the frame's width cannot be tested with the available equipment, which explains why the last column of Table 2 is not totally filled up. However, changing the position of the antenna or of the control point, or using encoder information, is easily realised. Note that when physically moving the GPS antenna, we include the aluminium plate (see Figure 10 (a)) on which it is fixed, in order not to introduce undesired multipath effects.
Truth reference position measurements are obtained by measuring, at regular intervals, the trace left in the snow by the vehicle with respect to an ideal linear trajectory, defined by a rope stretched in the North±South direction (Figure 10(b) ). In order to observe accurately the trajectory of the control point C, a pointing stick was fixed at C and left a trace for the point of interest. For each configuration tested, we ran one 60 to 80 m long trial and calculated the standard deviation of the lateral error. The results, given in Table 2 (fourth column), are consistent with the covariance analysis and the Monte-Carlo simulation results. Experimental and simulated trajectories for the nominal and worst configurations are presented for comparison (Figure 11 ). Further calibration of simulation parameters would lead to a closer match between simulation and experiments, but the results are sufficiently accurate to highlight the desired trends. It is confirmed for example, that the path-tracking performance improves when the controller's update rate is increased. Also, in the worst case configuration for points S and C, the cross-track deviation is more than 30 cm, whereas in the optimal configuration, obtained by simply moving the GPS antenna, the error is less than 5 cm. 
Conclusion
In this work, we have demonstrated and quantified the dramatic impact on the trajectory-tracking performance, of vehicle parameters that might be arbitrarily selected with traditional methods. In particular, different selections of the control point and GPS antenna locations alone generate variations in performance of up to 600%. When carefully chosen, however, the performance improvement realised is equivalent to that provided by the additional implementation of encoder sensors on the drive wheels.
In addition to the Leonard mobile platform, a reliable and flexible high-fidelity simulation has been built, experimentally calibrated, and validated. Accurate predictions are therefore easily and immediately available for future integrated AGV control system design applications.
show that there is a constant drag force acting on the wheels when the vehicle is driving on grass (probably the force necessary to bend the blades of grass). This drag force, as well as the re-evaluated saturation region, are used to determine the optimal operating point, u REF (at the centre of the linear area), from which we deduce an updated reference input for the controller. Finally, to characterise the testing field and thus determine the process noise parameters, CDGPS measurements of the surface's altitude were taken. An average ground slope was deduced, as well as an average obstacle-height and obstacle-frequency per unit distance. Table 3 summarises the vehicle and noise parameter values assigned for the reference configuration after selection of the vehicle components and identification of external elements. 
Appendix 2 Derivation of the discrete-time process noise vector
To simulate random disturbances, the continuous formulation (15) could not be used because we wanted to avoid integrating white noise over time. Also, there is no appropriate approximation to estimate the discrete-time random sequence:
since the system's time constants and the sample time are of the same magnitude. The alternative way is to use matrix decomposition (e.g. here, eigenvalue decomposition) to express the covariance of the discrete-time process noise Q d in the form:
where V ! is a matrix of eigenvectors and ! 2 1 are the eigenvalues, from which we deduce the discrete-time process noise vector: . Note that w k is not the discrete-time representation of wt which was a three-by-one vector, but we ensure that the covariance of x k is Q d . To further improve the relevance of the model, we simulate the randomness of the uniformly distributed azimuth of the slope, A Z . First the contributions of the ground slope's disturbance Q dG and of sudden bumps or wheel slippage Q dS are separated (by use of Van Loan's algorithm to the appropriate components of the noise input matrix and vector in (15)):
Then, for simplicity, assume the slope's azimuth is approximately constant over some time period T A Z determined experimentally, such that T A Z b T S . The azimuth being constant over T S , we can extract the terms functions of A Z (osA Z for the in-track mode and sinA Z for the cross-track mode) from the integral in (15) such that the disturbance vector becomes:
The random ground slope is modelled as a first order Markov process. Due to the eigenvalue decomposition of the covariance matrix, the expression of the variable representing the physical slope is no more apparent. But because the final result is representative of the experimental behaviour, we apply the Markov process to the square root of the eigenvalues ! Gi k .
