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Abstract
An algebraically expandable (AE) class is a class of algebraic struc-
tures axiomatizable by sentences of the form @D!
Ź
p “ q. For a logic
L algebraized by a quasivariety Q we show that the AE-subclasses of Q
correspond to certain natural expansions of L, which we call algebraic
expansions. These turn out to be a special case of the expansions by
implicit connectives studied by X. Caicedo. We proceed to characterize
all the AE-subclasses of Abelian ℓ-groups and perfect MV-algebras, thus
fully describing the algebraic expansions of their associated logics.
1 Introduction
The idea of expanding structures in a given language with new operations and
relations definable in some way is pervasive in Algebra and Model Theory. If we
focus on operations defined by systems of equations on algebraic structures we
arrive at the notion of Algebraic Expansions ([16]). Restricting to this kind of
definability has the advantage of producing well-behaved expansions that can be
studied with ‘universal-algebraic’ techniques (e.g., sheaf representations). We
describe these expansions in more detail.
Let τ be an algebraic language. Given a class of τ -algebras K and a system
of equations of the form
s1px1, . . . , xn, z1, . . . , zmq “ t1px1, . . . , xn, z1, . . . , zmq
...
skpx1, . . . , xn, z1, . . . , zmq “ tkpx1, . . . , xn, z1, . . . , zmq
we can consider the class A of those algebras in K for which, given values for the
x’s, there are unique values for the z’s such that all equalities hold. We say that
A is an Algebraically Expandable (AE) subclass of K given that the members
of A can be expanded with the operations defined by the system of equations.
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For example, let K be the class of tÑ, 1u-subreducts of Boolean algebras, and
consider the system of equations
zÑ x1 “ 1,
zÑ x2 “ 1,
ppx1 Ñ zq Ñ px2 Ñ zqq Ñ px2 Ñ zq “ 1.
The class A in this case is the class of algebras in K where every two elements
have a meet with respect to the ordering induced by Ñ. The expansion of A is
(term-equivalent to) the class of generalized Boolean algebras.
In the setting of Abstract Logic expansions by new connectives are a com-
mon theme as well, in particular, expansions of a logic L with connectives de-
termined in some way by L. As we know, there is a long-standing and fruitful
interplay between Logic and Algebra, so it is natural to consider what, if any,
is the logical counterpart of AE-classes. As we shall see, for the case of an
algebraizable logic L with equivalent algebraic semantics Q, the AE-subclasses
Q are in correspondence with the family of a specific kind of expansions of L,
which we call algebraic expansions. The notion of an algebraic expansion of a
logic turns out to be quite natural, we think, and interestingly it falls into the
general framework of expansions by implicit connectives studied by X. Caicedo
in [9]. An immediate consequence is that algebraic expansions are again alge-
braizable. The algebraic expansions of L are naturally ordered by morphisms
that preserve the language of L. It turns out that this is a lattice ordering when
considered modulo equipollency, and the ensuing lattice is dually isomorphic
with the lattice of AE-subclasses of Q under inclusion.
Besides introducing the notion of algebraic expansions of a logic we analyze
two particular cases: ℓ-groups and perfect MV-algebras. In both cases we obtain
full descriptions of the AE-classes, and thus, of the algebraic expansions of
their corresponding logics. We show that in both cases there is a continuum
of expansions, and the lattices are isomorphic with 2ω ‘ 1 and 2ω ‘ 2, in the
former and latter case respectively.
In the next section we summarize all the basic definitions and properties
of the theory of AE-classes needed for this article. In Section 3 we give the
formal definition of algebraic expansion of a logic, and prove the fundamental
results linking them with AE-classes (Theorems 3.1 and 3.2). In Section 4 we
characterize the AE-classes of Abelian ℓ-groups and the algebraic expansions of
their corresponding logic. Finally, in Section 5, we translate the results from
Section 4 to their analogs for perfect MV-algebras, using cancellative hoops as
an intermediate step. This completely describes the algebraic expansions of the
associated logic.
2 Preliminaries
In this section we introduce fundamental definitions, establish notation and
present several basic facts needed in the sequel. We assume familiarity with
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basic Universal Algebra, Model Theory and Abstract Algebraic Logic (see, e.g.,
[8, 24, 20], respectively).
2.1 Notation and basic definitions
Throughout this article algebras are considered as models of first-order lan-
guages without relations. For example, Abelian ℓ-groups are algebras in the lan-
guage τG :“ t`,´, 0,_,^u. As is customary we use bold letters (A,B,C, . . .)
for algebraic structures and italic letters (A,B,C, . . .) for the underlying sets.
For algebras A and B we write A Ď B whenever A is a subalgebra of B.
Given a structure A in a language τ and a term tpx1, . . . , xnq in the same
language, we write tApa¯q for the value of the term upon assigning elements
a1, . . . , an from A to the variables x1, . . . , xn. We may omit the superscript A
if there is no risk of confusion.
Given a (first-order) formula ϕ, we say that ϕ is
• an identity if it has the form @x¯pppx¯q “ qpx¯qq, where p and q are terms,
• a quasi-identity if it has the form @x¯pαpx¯q Ñ βpx¯qq,1 where α is a finite
conjunction of term-equalities and β is a term-equality,
• universal if it has the form @x¯ψ, where ψ is quantifier-free,
• existential if it has the form Dx¯ψ, where ψ is quantifier-free.
A sentence is a formula with no free variables. If Σ is a set of sentences, ModpΣq
denotes the class of all models that satisfy the sentences in Σ.
Whenever we consider a class K of algebras, we assume that all algebras in
K have the same language. Given a class K of algebras, we define the usual
class operators:
• IpKq denotes the class of isomorphic images of members of K,
• HpKq denotes the class of homomorphic images of members of K,
• SpKq denotes the class of subalgebras of members of K,
• PpKq denotes the class of direct products with factors in K,
• PUpKq denotes the class of ultraproducts with factors in K.
If O is one of the above operators andK “ tA1, . . . ,Anu, we writeOpA1, . . . ,Anq
instead of OpKq.
Remember that a class K is a variety (or equational class) if it can be axiom-
atized using a set of identities; equivalently, K is a variety if it is closed under
H, S and P. The smallest variety containing a given class K is HSPpKq and is
denoted by VpKq. A quasivariety is a class of algebras axiomatized by a set of
quasi-identities. A class K is a quasivariety if and only if K is closed under I,
S, P and PU; the smallest quasivariety containing a given class K is ISPPUpKq,
also denoted by QpKq. Finally, recall that K is universal if it is axiomatized by
universal sentences, which is equivalent to K being closed under I, S and PU.
Moreover, the smallest universal class containing a class K is given by ISPUpKq.
1We write the first-order connectives ^, _, Ñ, Ø in bold font to distinguish them from
algebraic operations and connectives in sentential logics.
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Given a class K and two sentences ϕ, ψ, we say that ϕ and ψ are equivalent
in K, and write ϕ „ ψ in K, if for every A P K we have that A ( ϕ if and only
if A ( ψ.
2.2 Algebraically expandable classes
In order to define algebraically expandable classes [16], one of the fundamental
notions in this article, we need to define the special type of sentences that define
them. An equational function definition sentence (EFD-sentence for short) in
the language τ is a sentence of the form
@x1 . . . xnD!z1 . . . zm
kľ
i“1
sipx¯, z¯q “ tipx¯, z¯q (1)
where si, ti are τ -terms, n ě 0, and m ě 1. Suppose ϕ is the EFD-sentence
in (1). Observe that ϕ is valid in a structure A if and only if the system of
equations
kľ
i“1
sipx¯, z¯q “ tipx¯, z¯q defines a (total) function F : A
n Ñ Am. We
denote the coordinate functions of F by rϕsA1 , . . . , rϕs
A
m.
Let ϕ be as in (1). We define:
• Epϕq :“ @x¯Dz¯
kľ
i“1
sipx¯, z¯q “ tipx¯, z¯q,
• Upϕq :“ @x¯y¯z¯
kľ
i“1
sipx¯, y¯q “ tipx¯, y¯q ^
kľ
i“1
sipx¯, z¯q “ tipx¯, z¯q Ñ y¯ “ z¯.
The following basic facts are used without explicit reference throughout the
article.
• ϕ is equivalent to Epϕq ^ Upϕq.
• Upϕq is (equivalent to) a conjunction of quasi-identities.
• Epϕq is preserved by homomorphic images, that is, for any surjective
homomorphism f : AÑ B, if A ( Epϕq, then B ( Epϕq.
A class of algebras K is an algebraically expandable class (AE-class for short)
if there is a set of EFD-sentences Σ such that K “ ModpΣq. Let K and C be
classes of algebras, K Ď C. We say that K is an AE-subclass of C if K is
axiomatizable by EFD-sentences relative to C, that is, K “ C X ModpΣq for
some set Σ of EFD-sentences. The reader should be aware that K may be an
AE-subclass of C, but fail to be an AE-class itself.
Let Q be a quasivariety in the language τ and let Σ be a set of EFD-
sentences. There is an obvious expansion of the AE-subclass K :“ QXModpΣq
of Q obtained by skolemizing the existential quantifiers in Σ; details follow. For
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each ϕ P Σ of the form @x1 . . . xnD!z1 . . . zm
Źk
i“1 sipx¯, z¯q “ tipx¯, z¯q consider
new n-ary function symbols fϕ
1
, . . . , fϕm and the set of identities
Eϕ :“ t@x¯ sipx¯, f
ϕ
1
px¯q, . . . , fϕmpx¯qq “ tipx¯, f
ϕ
1
px¯q, . . . , fϕmpx¯qq : 1 ď i ď ku.
Let τΣ be the expansion of τ obtained by adding the f
ϕ
j ’s for each ϕ P Σ, and
put
EΣ :“
ď
ϕPΣ
Eϕ,
UΣ :“ tUpϕq : ϕ P Σu.
Define
QΣ :“ ModpΓY EΣ Y UΣq,
where Γ is a set of quasi-identities axiomatizing Q. We call QΣ an algebraic
expansion of Q. Note that QΣ is a quasivariety over the language τΣ whose
members are precisely the expansions of the members of K. An interesting
property of this process is that, up to term-equivalence, the quasivariety QΣ is
determined by the AE-subclass K and not by the axiomatization Σ; for details
see Theorem 3.2.
We conclude this section with a preservation result for EFD-sentences needed
in the sequel. Recall that a structure A is finitely subdirectly irreducible if its
diagonal congruence is finitely meet-irreducible in the congruence lattice of A.
We write Kfsi for the class of finitely subdirectly irreducible members of K.
A variety is arithmetical provided that it is both congruence distributive and
congruence permutable.
Lemma 2.1. Let V be an arithmetical variety such that VfsiYttrivial algebrasu is
a universal class, and let A P V. If ϕ is an EFD-sentence such that HpAqfsi ( ϕ,
then A ( ϕ.
Proof. By [23] A has a global representation with factors in HpAqfsi, and by
[30] global representations preserve EFD-sentences.
3 The algebraic expansions of a logic
Throughout this work, by a (sentential) logic over a language τ we mean a
finitary structural consequence operator on the set of τ -formulas. We refer
the reader to [20] for definitions and results about abstract algebraic logic not
explicitly mentioned in this article.
Let L be an algebraizable logic and let ∆px, yq be a set of equivalence formu-
las for L. Given a finite set of L-formulas Φpx¯, z¯q on variables x1, . . . , xn, z1, . . . , zm,
n,m P ω, let fΦ1 , . . . , f
Φ
m be new n-ary symbols and let L
Φ be the least proposi-
tional logic containing L such that:
$LΦ Φpx¯, f
Φ
1 px¯q, . . . , f
Φ
mpx¯qq, (EΦ)
Φpx¯, y¯q,Φpx¯, z¯q $LΦ ∆py¯, z¯q. (UΦ)
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(∆py¯, z¯q is shorthand for
Ťm
j“1∆pyj , zjq.) We say that L
Φ is the algebraic ex-
pansion of L by Φ. Recall that if ∆1px, yq is another set of equivalence formulas
for L, then ∆px, yq %$L ∆
1px, yq. Thus the expansion LΦ does not depend on
the choice of equivalence formulas.
Given a set Σ of finite sets of L-formulas, define LΣ as the least propositional
logic containing LΦ for every Φ P Σ. (Of course, we assume that the new symbols
for each LΦ are different.) The logic LΣ is called the algebraic expansion of L
by Σ.
Observe that, in the definition of LΦ, for the case m “ 0 condition UΦ holds
vacuously, so LΦ is just the axiomatic extension of L by Φ. Hence, axiomatic
extensions of L are algebraic expansions of L.
As mentioned in the introduction, in [9] Caicedo studies expansions of finitely
algebraizable logics where the behaviour of the new connectives is determined
by the added axioms and rules. We call such an expansion of a logic L an
expansion of L by implicit connectives.
It is easy to see that the expansion LΣ defined above is in fact an expansion
of L by implicit connectives (where pEΦq and pUΦq correspond to new axioms
and rules, respectively). As an immediate consequence of this fact we have that
LΣ is algebraizable with the same equivalence formulas and defining equations
as L [9, Theorem 1]. Furthermore, the equivalent algebraic semantics of LΣ is
the expected one [9, Corollary 2], which in this case turns out to be an algebraic
expansion of the equivalent algebraic semantics of L. Details follow.
Let Q be the equivalent algebraic semantics of L via the set of equivalence
formulas ∆px, yq and the set of defining equations εpxq. Given a finite set Φpx¯, z¯q
of L-formulas, let epΦq be the EFD-sentence @x¯D!z¯
Ź
εpΦpx¯, z¯qq2. For Σ a set of
finite sets of L-formulas define epΣq :“ tepΦq : Φ P Σu. Now, Corollary 2 in [9]
says that the algebraic expansion QepΣq is the equivalent algebraic semantics of
LΣ. Thus, for each algebraic expansion of L we have a corresponding algebraic
expansion of Q. Of course, we can also go in the other direction. Given an EFD-
sentence ϕ :“ @x¯D!z¯ αpx¯, z¯q, put dpϕq :“ ∆pαpx¯, z¯qq. Here and in the sequel
∆pαpx¯, z¯qq abbreviates
Ťk
i“1∆psipx¯, z¯q, tipx¯, z¯qq if αpx¯, z¯q is the conjunction of
equations
Źk
i“1 sipx¯, z¯q “ tipx¯, z¯q. For a set Σ of EFD-sentences, we write dpΣq
for the set tdpϕq : ϕ P Σu. Again, it is straightforward to check that QΣ is the
equivalent algebraic semantics of LdpΣq. Furthermore,
• LΣ “ LdpepΣqq,
• QΣ “ QepdpΣqq
for suitable Σ’s. This establishes a direct correspondence between algebraic
expansions of a logic and those of its equivalent algebraic semantics. Theorem
3.2 below explores this connection in greater detail. In the sequel, to avoid
cumbersome notation, given a logic L and a set Σ of EFD-sentences we write
LΣ instead of LdpΣq.
For future reference, the facts above are summarized in the following:
2To avoid confusion with the connectives of the logic we use
Ź
for the logical conjunction.
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Theorem 3.1. Let L be a finitely algebraizable logic with equivalent algebraic
semantics Q. Let Σ be a set of EFD-sentences in the language of Q. Then the
algebraic expansion LΣ is algebraizable with the same equivalence formulas and
defining equations as L, and its equivalent algebraic semantics is the quasivari-
ety QΣ. Moreover, there is a one-to-one correspondence between the algebraic
expansions of L and the algebraic expansions of Q.
We conclude this section with an example of a logic that has an expansion
by implicit connectives that is not algebraic. Let Lint be the Intuitionistic Logic
and let LS
int
be the extension of Lint by the implicit connective S defined in
[11, Example 5.2]. The equivalent algebraic semantics of LS
int
is the variety
HS of Heyting algebras with successor. It is not hard to show that the class
of Heyting-reducts of algebras in HS is not an AE-subclass of H. Thus, by
Theorem 3.1, LS
int
cannot be an algebraic expansion of Lint.
3.1 The lattice of algebraic expansions
Let L be a finitely algebraizable logic with equivalent algebraic semanticsQ. The
AE-subclasses of the quasivariety Q are naturally (lattice-)ordered by inclusion.
In the current section we show how this ordering translates to the algebraic
expansions of Q, and thus to the algebraic expansions of L. For this we need to
look into interpretations between logics and between classes of algebras.
Fix a countably infinite set of variables X :“ tx1, x2, . . .u; given a language
τ we write Tmpτq for the set of τ -terms over the variables in X . Let τ1 and τ2
be two expansions of a language τ . A τ-translation from τ1 into τ2 is a function
T : τ1 Ñ Tmpτ2q such that T maps each symbol of arity n to a term in the
variables x1, . . . , xn, and T pfq “ fpx1, . . . , xnq for every n-ary symbol f P τ .
Let K1 and K2 be two classes of algebras over τ1 and τ2, respectively. A τ-
interpretation of K1 in K2 is a τ -translation T : τ1 Ñ Tmpτ2q such that for every
member A :“ pA, tgA : g P τ2uq in K2, the algebra A
T :“ pA, tT pfqA : f P τ1uq
belongs to K1. If T and S are τ -interpretations of K1 in K2 and K2 in K1,
respectively, such that the maps A ÞÑ AT and A ÞÑ AS are mutually inverse,
we say that K1 and K2 are τ-term-equivalent.
We turn now to maps between logics. A τ -translation T from τ1 into τ2
extends in a natural way to a mapping from Tmpτ1q to Tmpτ2q:
• T pxq “ x for every variable x P X ;
• T pfpϕ1, . . . , ϕnqq “ T pfqpT pϕ1q, . . . , T pϕnqq for f in τ1 of arity n and
ϕ1, . . . ϕn in Tmpτ1q.
Given a set Γ of τ1-terms we write T pΓq for tT pϕq : ϕ P Γu.
Let τ1 and τ2 be expansions of a language τ , and suppose L1 and L2 are
logics in τ1 and τ2, respectively. A τ-morphism from L1 to L2 is a τ -translation
from τ1 into τ2 such that
Γ $L1 ϕ implies T pΓq $L2 T pϕq
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for Γ Y tϕu Ď Tmpτ1q. We say that L1 and L2 are τ-equipollent (cf. [12])
provided there are τ -morphisms T from L1 to L2 and S from L2 to L1 such
that:
• ϕ %$L1 SpT pϕqq for every ϕ P Tmpτ1q;
• ϕ %$L2 T pSpϕqq for every ϕ P Tmpτ2q.
The following result shows the connection between the above defined rela-
tions.
Theorem 3.2. Let L be a finitely algebraizable logic in the language τ with
equivalent algebraic semantics Q. Let Σ and Σ1 be two sets of EFD-sentences
in τ .
1. The following are equivalent:
piq there is a τ-morphism from LΣ
1
to LΣ,
piiq there is a τ-interpretation of QΣ
1
in QΣ,
piiiq QXModpΣq Ď QXModpΣ1q.
2. The following are equivalent:
piq LΣ
1
and LΣ are τ-equipollent,
piiq QΣ
1
and QΣ are τ-term-equivalent,
piiiq QXModpΣq “ QXModpΣ1q.
Proof. Fix a finite set of equivalence formulas ∆px, yq and a finite set of defining
equations εpxq that witness the algebraization relation between L and Q. From
Theorem 3.1 we know that the same sets algebraize LΣ and LΣ
1
with QΣ and
QΣ
1
as their corresponding equivalent algebraic semantics.
Let us start by proving 1.
piqñpiiq. Assume first there is a τ -morphism T from LΣ
1
to LΣ. We prove
that T is also a τ -interpretation of QΣ
1
in QΣ. Let A P QΣ; we aim to
prove that AT P QΣ
1
. Since the τ -reducts of AT and A coincide, the alge-
bra AT satisfies the quasi-identities valid in Q. Let ϕ :“ @x¯D!z¯ αpx¯, z¯q be
an EFD-sentence in Σ1. We show that AT satisfies the identities Eϕ and the
quasi-identity Upϕq. We start by showing that AT satisfies Eϕ. By defini-
tion, we have $LΣ1 ∆pαpx¯, f
ϕ
1
px¯q, . . . , fϕmpx¯qq and, since T is a τ -morphism,
$LΣ T p∆pαpx¯, f
ϕ
1
px¯q, . . . , fϕmpx¯qqq. Both ∆ and α are in the language τ , so $LΣ
∆pαpx¯, T pfϕ
1
qpx¯q, . . . , T pfϕmqpx¯qqq. ThenQ
Σ ( @x¯ αpx¯, T pfϕmqpx¯q, . . . , T pf
ϕ
mqpx¯qq,
and thus AT ( @x¯ αpx¯, fϕ
1
px¯q, . . . , fϕmpx¯qq. This shows that A
T ( Eϕ. We show
next that AT satisfies Upϕq. Again, by definition, we know that ∆pαpx¯, y¯qq Y
∆pαpx¯, z¯qq $LΣ1 ∆py¯, z¯q. Applying the τ -morphism T to this deduction immedi-
ately produces ∆pαpx¯, y¯qq Y∆pαpx¯, z¯qq $LΣ ∆py¯, z¯q since all formulas involved
are in Tmpτq. By the algebraization relation QΣ ( Upϕq and, in particular,
A ( Upϕq. Again, noting that A and AT have the same τ -reduct, we get that
AT ( Upϕq.
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piiqñpiq. Let T be a τ -interpretation from QΣ
1
in QΣ. We claim that T is a
τ -morphism from LΣ
1
to LΣ. By the algebraizability relation, this amounts to
showing that
εpΓq (QΣ1 εpϕq implies εpT pΓqq (QΣ εpT pϕqq (˚)
for every ΓYtϕu Ď TmpτΣ1q. Since the defining equations εpxq only use symbols
from τ , we have that p˚q is equivalent to
εpΓq (QΣ1 εpϕq implies T pεpΓqq (QΣ T pεpϕqq. (˚˚)
Now, observe that for all algebras A P QΣ, all τΣ1 -terms tpx¯q and all tuples a¯
from A we have that T ptqApa¯q “ tA
T
pa¯q. From this fact it is straightforward to
prove p˚˚q.
piiqñpiiiq. Suppose T is a τ -interpretation from QΣ
1
in QΣ, and let A P
Q XModpΣq. Let AΣ the expansion of A in QΣ. Then pAΣqT P QΣ
1
. Since
pAΣqT satisfies Σ1 and Σ1 is a set of τ -sentences, A satisfies Σ1 as well. This
shows that A P QXModpΣ1q.
piiiqñpiiq. This follows from the proof of [13, Theorem 5].
We turn now to the equivalences in 2.
piqñpiiiq. This is immediate from 1.
piiiqñpiiq. Assume Q X ModpΣq “ Q X ModpΣ1q. From 1. there are τ -
interpretations T and S from QΣ
1
in QΣ and from QΣ in QΣ
1
, respectively. Fix
A in QΣ, and let f be a symbol in τΣzτ . By the definition of Q
Σ, there is
an EFD-sentence ϕ :“ @x¯D!z¯ αpx¯, z¯q in Σ such that f “ fϕi . Put B :“ pA
T qS
and note that it suffices to prove that fA “ fB. Fix a sequence a¯ of elements
from A. Since B ( Eϕ, we have that B ( αpa¯, pf
ϕ
1
qBpa¯q, . . . , pfϕmq
Bpa¯qq. As
A and B have the same τ -reduct and α is a τ -formula, it follows that A (
αpa¯, pfϕ
1
qBpa¯q, . . . , pfϕmq
Bpa¯qq. We also know that A ( Eϕ, and thus A (
αpa¯, pfϕ
1
qApa¯q, . . . , pfϕmq
Apa¯qq. Since A ( Upϕq, we conclude that pfϕi q
Apa¯q “
pfϕi q
Bpa¯q. We proved that pAT qS “ A. Analogously pASqT “ A for every
A P QΣ
1
.
piiqñpiq. Suppose QΣ
1
and QΣ are τ -term-equivalent and let T and S be
τ -interpretations such that pASqT “ A for every A P QΣ
1
and pAT qS “ A for
every A P QΣ. We claim that T and S make LΣ
1
and LΣ τ -equipollent. By
1., the maps T and S are τ -morphisms from LΣ
1
in LΣ and from LΣ to LΣ
1
,
respectively. It remains to show that ϕ %$LΣ1 SpT pϕqq for every ϕ P TmpτΣ1q
and ϕ %$LΣ T pSpϕqq for every ϕ P TmpτΣq. We prove the first equivalence,
the second one being analogous. By the algebraizability relation, it is enough
to prove that εpϕq )(QΣ1 εpSpT pϕqqq, or equivalently, εpϕq )(QΣ1 SpT pεpϕqqq.
In fact, we claim that γ )(QΣ1 SpT pγqq for every τΣ1 -equation γ. Indeed, for
any A in QΣ
1
and any tuple a¯ from A we have that A ( γpa¯q iff pASqT ( γpa¯q
iff AS ( T pγqpa¯q iff A ( SpT pγqqpa¯q.
Let L be a logic algebraized by a quasivariety Q. As is the case for any
quasivariety, the AE subclasses of Q form a lattice Λ under inclusion. In the
light of Theorem 3.2, the algebraic expansions of L modulo equipollency and
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ordered by morphisms form a lattice as well, dually isomorphic with Λ. Thus,
classifying the algebraically expandable classes of Q yields a classification of all
algebraic expansions of L up to equipollency.
3.2 Some examples
When the AE-subclasses of a quasivariety are known, Theorem 3.2 immediately
gives the description of the algebraic expansions of the corresponding logic. We
present here three examples.
3.2.1 The primal case.
An algebra A is called primal if it is finite and every function f : An Ñ A for
n ě 1 is a term-operation of A. It is proved in [16] that the only AE-subclasses
of VpAq for a primalA are VpAq and the class of trivial algebras. Thus, the only
(modulo equipollency) algebraic expansions of a logic L algebraized by such a
variety are L itself and the inconsistent logic. This applies, e.g., to Classical
Propositional Logic and m-valued Post’s logic.
3.2.2 Gdel logic.
Recall that Gdel Logic LG is the extension of Intuitionistic Logic by the pre-
linearity axiom pxÑ yq _ py Ñ xq. It is known that the equivalent algebraic
semantics of LG is the variety HG of Gdel algebras, also known as prelinear
Heyting algebras. The only AE-subclasses of HG are its subvarieties ([14]).
Thus, the algebraic expansions of LG agree with its axiomatic extensions.
3.2.3 The implicative fragment of classical logic.
Let LÑ be the implicative fragment of classical propositional logic. The equiv-
alent algebraic semantics of LÑ is the variety I of implication algebras. Recall
that disjunction is expressible in terms of Ñ, thus for n ě 2 and 1 ď i ď n
sni px1, . . . , xnq :“
nł
j“1,j‰i
xj
is an tÑu-term. For each n ě 2 let
Φn :“ tzÑ s
n
i px¯q : i P t1, . . . , nuu Y t
nł
i“1
psni px¯q Ñ zqu.
By definition, LΦnÑ is the least expansion of LÑ that satisfies pEΦnq and pUΦnq.
However, condition pUΦnq is already true for LÑ. Thus L
Φn
Ñ is the expansion of
LÑ by the following axioms
µnpx¯q Ñ s
n
i px¯q for i P t1, . . . , nu,Žn
i“1ps
n
i px¯q Ñ µnpx¯qq,
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where µn is a new n-ary symbol.
By the characterization of the AE-subclasses of I given in [15] it follows
from Theorem 3.2 that, up to equipollency, the consistent algebraic expansions
of LÑ are
LÑ ă . . . ă L
Φ3
Ñ ă L
Φ2
Ñ
where L ă L1 means that there is an tÑu-morphism from L to L1 but L and
L1 are not equipollent. Observe that µ2 is the classical conjunction and, more
generally, we have that µnpx¯q “
Źn
i“1 s
n
i px¯q.
Example 3 of [9] shows classical negation is implicitly definable in LÑ. Since
none of the algebraic expansions of LÑ has classical negation as a term, we have
another example of an expansion by implicit connectives that is not algebraic.
4 Algebraic expansions of Abelian ℓ-groups and
the Logic of Equilibrium
In this section we give a complete description of the AE-classes of Abelian ℓ-
groups. In particular, we show that they form a lattice isomorphic with 1‘ 2ω
(where ‘ denotes the ordinal sum). In view of Theorem 3.2 this produces a
complete characterization of the algebraic expansions of the Logic of Equilibrium
([21, 26]).
Recall that anAbelian ℓ-group is a structure in the language τG :“ t`,´, 0,_,^u
such that:
• pA,`,´, 0q is an Abelian group,
• pA,_,^q is a lattice,
• a` pb_ cq “ pa` bq _ pa` cq for every a, b, c P A.
Clearly Abelian ℓ-groups form a variety, which we denote by G. We write Gto to
denote its subclass of totally ordered members. Since all ℓ-groups in this article
are Abelian, we sometimes omit the word Abelian.
In the following lemma we collect some properties that are needed in the
sequel.
Lemma 4.1.
1. The variety G is arithmetical, that is, every member of G has permutable
and distributive congruences.
2. For every nontrivial A P Gto we have ISPUpAq “ Gto.
3. An Abelian ℓ-group is finitely subdirectly irreducible if and only if it is
nontrivial and totally ordered.
4. For every nontrivial A P G we have QpAq “ VpAq “ G.
Proof. Since ℓ-groups have both group and lattice reducts, it is clear that they
have permutable and distributive congruences (see [8, Section II.12]). From
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the proof of Theorem 4 in [31], it follows that every finitely generated totally
ordered Abelian ℓ-group is embeddable in an ultrapower of Z, the ℓ-group of
integers. This implies that Gto “ ISPUpZq, so 2. follows from the fact that Z
is a subalgebra of any nontrivial ℓ-group. Item 3. is proved in [22, Lemma
3.5.4]. We prove 4.; fix a nontrivial A in G and note that QpAq Ď VpAq Ď G.
Since Z is a substructure of A, we have that Gto “ ISPUpZq Ď QpAq. So
ISPpGtoq Ď ISPpQpAqq “ QpAq and, as 3. says that G “ ISPpGtoq, we are
done.
4.1 AE-classes of Abelian ℓ-groups
We proceed to characterize EFD-sentences modulo equivalence in G. We first re-
duce the problem to totally ordered Abelian ℓ-groups and then show the special
role that divisible groups play as regards EFD-sentences.
Lemma 4.2. Given EFD-sentences ϕ, ψ, if ϕ „ ψ in Gto, then ϕ „ ψ in G.
Proof. Suppose ϕ „ ψ in Gto; take a nontrivial A in G, and assume A ( ϕ.
On the one hand, since Upϕq is a quasi-identity, Lemma 4.1.(4) implies that
HpAq ( Upϕq. On the other hand, HpAq ( Epϕq because Epϕq is preserved
by homomorphic images. Hence HpAq ( ϕ and, in particular, HpAqfsi ( ϕ.
As, by Lemma 4.1.(3), every member in HpAqfsi is totally ordered, we have
HpAqfsi ( ψ. So, using Lemma 2.1, we are done.
For each positive integer k define
δk :“ @xD!z kz “ x.
Our next step is to show that every EFD-sentence is equivalent to a δk in G,
which is accomplished in Theorem 4.12.
Recall that an ℓ-group G is divisible if for every g P G and every positive
integer n, there exists h P G such that g “ nh. Given a divisible ℓ-group D,
since ℓ-groups are torsion-free, we have that δk holds D for all k; thus, we can
define the expansion
D :“ pD, prδks
Dqkě1q.
The next result shows that the only functions defined by EFD-sentences in
these expansions are term-operations.
Theorem 4.3. Let D be a totally ordered divisible ℓ-group and let ϕ be an
EFD-sentence that holds in D. Then, the functions rϕsD1 , . . . , rϕs
D
m defined by
ϕ on D are term-functions on D.
The above theorem can be derived from [10, Theorem 20]. We provide a
different proof that relies on the characterization of existentially closed algebras
in Gto.
Given a class K of algebras closed under isomorphisms and A P K, we say
that A is existentially closed in K if for every B P K such that A Ď B, every
existential formula ϕpx¯q, and every a¯ P An
B ( ϕpa¯q implies A ( ϕpa¯q.
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The next proposition characterizes the existentially closed members of the class
of totally ordered ℓ-groups.
Proposition 4.4. Given a totally ordered ℓ-group G, we have that G is exis-
tentially closed in Gto if and only if G is divisible.
Proof. The result follows from [29, Theorem 3.1.13] when considering totally
ordered ℓ-groups as structures on a purely relational language τ . However,
since the operations `,´,_,^ are definable by quantifier-free τ -formulas, the
statement follows.
Corollary 4.5. Let D Ď G be totally ordered ℓ-groups and assume D is divis-
ible. Then, for every EFD-sentence ϕ we have that G ( ϕ implies D ( ϕ.
Proof. Suppose G satisfies the EFD-sentence ϕ. Since Upϕq is universal, we
have D ( ϕ, and the fact that D is existentially closed implies D ( Epϕq.
Corollary 4.6. If ϕ is an EFD-sentence with a nontrivial model in G, then
every totally ordered divisible ℓ-group satisfies ϕ.
Proof. Assume H is a nontrivial model of ϕ and let H1 be a nontrivial totally
ordered homomorphic image of H. Clearly H1 ( Epϕq and, since QpHq is the
class of all ℓ-groups, we have H1 ( Upϕq. Hence H1 ( ϕ. By Lemma 4.1, we
know that ISPUpH
1q “ Gto. Thus, if D is a totally ordered divisible ℓ-group,
there is G P PUpH
1q such that D ĎG. Finally, Corollary 4.5 yields D ( ϕ.
After this sequence of results we are ready to present:
Proof of Theorem 4.3. Assume D ( ϕ for some EFD-sentence ϕ, D nontrivial.
Observe that VpDq is arithmetical since arithmeticity is witnessed by a Pixley
term (see [8]).
We prove first that VpDqfsi ( ϕ. Since all divisions are basic operations of
D, we have that the algebras in SPUpDq are totally ordered divisible ℓ-groups,
and Corollary 4.6 produces SPUpDq ( ϕ. Clearly HSPUpDq ( Epϕq and, since
G “ QpDq ( Upϕq, it follows that HSPUpDq satisfies Upϕq as well. Thus,
HSPUpDq ( ϕ, and we are done since VpDqfsi Ď HSPUpDq by Jnsson’s lemma
(see [25]).
Since ℓ-group congruences are compatible with division operations, we have
that the congruences of algebras in VpDq agree with the congruences of their
ℓ-group reducts, and so, VpDqfsi is a universal class. Thus, by Lemma 2.1,
VpDq ( ϕ, and the conclusion follows now from [13, Lemma 3].
Given a positive integer k and a term tpx¯q in τG , let
δk,t :“ @x¯D!z kz “ tpx¯q.
Observe that Upδk,tq is valid in G because Abelian ℓ-groups are torsion-free.
We denote by D the class of expansions D of divisible ℓ-groups D P G. We
write τD for the language of the algebras in the class D.
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Lemma 4.7. Given a term spx¯q in τD, there is a term tpx¯q in τG and a positive
integer k such that k spx¯q “ tpx¯q is valid in D. Hence, for any divisible D P G
the term-function sD agrees with the function rδk,ts
D.
Proof. It follows by induction on the structure of spx¯q.
Lemma 4.8. Let ϕ be an EFD-sentence with a nontrivial model in G. Then
there are positive integers k1, . . . , km and terms t1, . . . , tm in τG such that ϕ „
mľ
j“1
δkj ,tj in G.
Proof. Fix ϕ :“ @x1 . . . xnD!z1 . . . zm αpx¯, z¯q. Note that G ( Upϕq since ϕ has
a nontrivial model in G and G has no proper subquasivarieties. Let D be a
nontrivial totally ordered divisible ℓ-group. By Corollary 4.6, we have that
D ( ϕ. So Theorem 4.3 provides terms s1, . . . , sm in τD such that rϕs
D
j “
sDj for j P t1, . . . ,mu. Moreover, by Lemma 4.7, there are positive integers
k1, . . . , km and terms t1, . . . , tm in τG such that s
D
j “ rδkj ,tj s
D. This shows that
D ( @x¯z¯ pαpx¯, z¯q Ø
mľ
j“1
kjzj “ tjpx¯qq, and again using that G has no proper
subquasivarieties, we have G ( @x¯z¯ pαpx¯, z¯q Ø
mľ
j“1
kjzj “ tjpx¯qq. Finally, since
G satisfies Upϕq and Upδkj ,tj q for j P t1, . . . ,mu, it follows that ϕ „
mľ
j“1
δkj ,tj in
G.
In the following, by a system of linear inequalities we mean a finite con-
junction of inequalities of the form a1x1 ` ¨ ¨ ¨ ` anxn ě 0 where a1, . . . , an are
integers. (Note that such a system can be written as a conjunction of equations
in τG .)
We say that a system of linear inequalities αpx¯q is full-dimensional on an
Abelian ℓ-groupG if there is no pa1, . . . , anq P Z
nzt0¯u such thatG ( @x¯ pαpx¯qÑř
aixi “ 0q. That is, the system αpx¯q imposes no linear dependencies on its so-
lutions in G. Observe that Lemma 4.1.(4) implies that αpx¯q is full-dimensional
on some nontrivial ℓ-group G if and only if it is full-dimensional on every non-
trivial ℓ-group. Hence, we say that αpx¯q is full-dimensional provided it is full-
dimensional on some nontrivial ℓ-group.
Lemma 4.9. A system of inequalities αpx¯q is full-dimensional if and only if
for every totally ordered ℓ-group G the set tg¯ P Gn : G ( αpg¯qu generates Gn
as an Abelian group.
Proof. Assume αpx¯q is a full-dimensional system of inequalities and let SG :“
tg¯ P Gn : G ( αpg¯qu for any totally ordered ℓ-group G. Let Q and Z denote
the ℓ-groups of rational and integer numbers, respectively. First observe that
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SZ “ SQXZ
n. Note also that SG is closed under linear combinations whose co-
efficients are non-negative integers, and SQ is closed under non-negative rational
linear combinations.
We start by proving that SZ generated Z
n as Abelian group. Let V be theQ-
vector subspace of Qn generated by SQ. Observe that V “ Q
n; otherwise, there
would exist integers a1, . . . , an, not all zero, such that V Ď tx¯ P Q
n :
ř
aixi “
0u, contradicting the fact that αpx¯q is full-dimensional. Since V “ Qn, the
solution set SQ contains aQ-basis ofQ
n, which, multiplied by a suitable positive
integer, yields a Q-basis tb¯1, . . . , b¯nu Ď SZ. Since SZ is closed under positive
integer linear combinations, b¯ :“
ř
b¯i P SZ. Now, let c¯ P Z
n be arbitrary and
write c¯ “
ř
rib¯i for suitable rational numbers ri. Let k be a positive integer
such that k ě ´ri for all i. Then kb¯ ` c¯ “
ř
ipk ` riqb¯i P SQ, since it is a
positive linear combination of elements in SQ. Thus kb¯ ` c¯ P SQ X Z
n “ SZ,
and so c¯ “ pkb¯` c¯q ´ kb¯ belongs to the Abelian group generated by SZ.
We prove now that SG generates G
n as an Abelian group for any totally
ordered group G. For any a¯ P Zn and g P G we write a¯g :“ pa1g, . . . , angq.
Note that if a¯ P SZ and g is a non-negative member of G, then a¯g P SG. Fix
j P t1, . . . , nu, and let e¯j P Z
n be such that eji “ 1 if i “ j and eji “ 0
otherwise. We write e¯j “
ř
kla¯l for integers kl and a¯l P SZ. Hence, if g P G,
g ě 0, then e¯jg “
ř
kla¯lg is an integer linear combination of solutions a¯lg P SG.
This proves that SG generates e¯jg for all j and all g P G, g ě 0. Now it follows
easily that any g¯ P Gn is generated by elements in SG.
The converse implication is straightforward.
Lemma 4.10. Let tpx¯q be a term in τG. There are full-dimensional systems
of linear inequalities α1px¯q, . . . , αmpx¯q and terms t1px¯q, . . . , tmpx¯q, which are
integer linear combinations of the variables x1, . . . , xn, such that for all G P Gto
and all g¯ P Gn we have
tGpg¯q “
$’’&’’%
tG
1
pg¯q if α1pg¯q,
...
tGmpg¯q if αmpg¯q.
(2)
Proof. Fix a τG-term tpx¯q. We show first that there are full-dimensional systems
α1px¯q, . . . , αmpx¯q and Abelian group terms t1px¯q, . . . , tmpx¯q such that (2) holds
for G “ R, the ℓ-group of real numbers.
Using the way the lattice and group operations interact, we may assume
tpx¯q “ spu1px¯q, . . . , uppx¯qq where u1px¯q, . . . , uppx¯q are Abelian group terms (i.e.,
linear combinations of variables with integer coefficients) and spy¯q is a lattice
term. For each permutation σ of t1, . . . , pu let ασpx¯q be the system of linear in-
equalities expressing that uσp1qpx¯q ď ¨ ¨ ¨ ď uσppqpx¯q. Since R is totally ordered,
for each σ there is jσ P t1, . . . , pu such that
tRpr¯q “ uRjσ pr¯q for all r¯ such that ασpr¯q.
Next, for each σ let Sσ :“ tr¯ P R
n : ασpr¯qu. As each r¯ P R
n satisfies at
least one ασpx¯q, we have that R
n “
Ť
σ Sσ. Let tσ1, . . . , σmu be the set of
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permutations σ such that Sσ has nonempty interior. Note that ασj px¯q is full-
dimensional on R for all j P t1, . . . ,mu (and thus on every ℓ-groups). Since
each Sσ is a closed subset of R
n, by a simple topological argument, we have
Rn “ Sσ1 Y ¨ ¨ ¨ Y Sσm .
So, defining αjpx¯q :“ ασj px¯q and tjpx¯q :“ uσj px¯q for j P t1, . . . ,mu, we have
established (2) in the case G “ R. To conclude we show that the same αj ’s and
tj ’s work for any G P Gto. In fact, note that (2) holds if and only if G satisfies
the following universal formulas
• @x¯ pαjpx¯q Ñ tpx¯q “ tjpx¯qq for j P t1, . . . ,mu,
• @x¯ pα1px¯q _ . . ._ αmpx¯qq.
Since these formulas hold in R, Lemma 4.1.(2) says that they must hold in
G.
Lemma 4.11. Given a positive integer k and an τG-term t, there is a positive
integer k1 such that δk,t „ δk1 in G.
Proof. Fix a positive integer k and an τG-term t; let αjpx¯q and tjpx¯q for j P
t1, . . . ,mu be as in Lemma 4.10. Suppose tjpx¯q “ aj1x1`¨ ¨ ¨`ajnxn, and let d be
the greatest common divisor of the set tkuYtaji : i P t1, . . . , nu, j P t1, . . . ,muu.
Define k1 by k “ dk1; we prove that δk,t „ δk1 in G. Observe that, due to Lemma
4.2, it suffices to show that δk,t „ δk1 in Gto.
Take G P Gto and assume G ( δk,t. We claim that tjpg¯q is divisible by k for
every g¯ P Gn and j P t1, . . . ,mu. Indeed, given g¯ P Gn and j P t1, . . . ,mu, by
Lemma 4.9, we can write g¯ “
ř
blg¯l for some integers bl and some g¯l P G
n such
that G ( αjpg¯lq. Note that tpg¯lq “ tjpg¯lq for each l. Since G ( δk,t, for each l
there is hl P G such that khl “ tpg¯lq “ tjpg¯lq. Thus
tjpg¯q “ tjp
ÿ
blg¯lq
“
ÿ
bltjpg¯lq
“
ÿ
blkhl
“ k
ÿ
blhl,
which proves the claim.
Now write d “ kc`
ř
i,j ajicji for suitable integers c and cji. Then, for any
g P G,
dg “ kcg `
ÿ
j
ÿ
i
ajicjig
“ kcg `
ÿ
j
tjpg¯jq
where g¯j :“ pcj1g, . . . , cjngq. Since each tjpg¯jq is divisible by k, it follows that
there is g1 P G such that dg “ kg1. Thus dg “ dk1g1, so dpg ´ k1g1q “ 0 and,
since G is torsion-free, g “ k1g1. This proves that G ( δk1 .
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Conversely, assume any element inG is divisible by k1, and fix g¯ :“ pg1, . . . , gnq P
Gn. We prove that tpg¯q is divisible by k. Let j P t1, . . . ,mu be such that
tpg¯q “ tjpg¯q. Since each aji is divisible by d, there is g
1 P G such that tjpg¯q “ dg
1.
Now, since g1 is divisible by k1, there is g2 P G such that g1 “ k1g2. Putting all
together we obtain tpg¯q “ tjpg¯q “ dg
1 “ dk1g2 “ kg2.
We are now ready to present our characterization of EFD-sentences in G.
Theorem 4.12. Given an EFD-sentence ϕ with a nontrivial model in G there
is a positive integer k such that ϕ „ δk in G.
Proof. Given ϕ, combining Lemmas 4.8 and 4.11, we have that there are positive
integers k1, . . . , km such that ϕ „
mľ
j“1
δkj in G. Now take k :“ k1 ¨ ¨ ¨km, and
note that
mľ
j“1
δkj is equivalent to δk in G.
Given a set S of prime numbers, let ΣS :“ tδp : p P Su. Since for an ℓ-group
divisibility by k is equivalent to divisibility by the prime factors of k, we have
the following:
Theorem 4.13. Every set of EFD-sentences either has only trivial models or
is equivalent over G to ΣS for some set S of prime numbers. Furthermore,
the map S ÞÑ ΣS is one-to-one, and thus, the lattice of AE-subclasses of G is
isomorphic with 1‘ 2ω.
4.2 The algebraic expansions of the Logic of Equilibrium
As shown in [21] the variety G of Abelian ℓ-groups is the equivalent algebraic
semantics of the Logic of Equilibrium Bal defined by the following:
Axioms
pϕÑ ψq Ñ ppθÑ ϕq Ñ pθÑ ψqq
pϕÑ pψÑ θqq Ñ pψÑ pϕÑ θqq
ppϕÑ ψq Ñ ψq Ñ ϕ
ppψÑϕq`ÑpϕÑψq`qÑ pϕÑψq
ϕ``Ñ ϕ`
Rules
ϕ, ϕÑ ψ $ ψ
ϕ, ψ $ ϕÑ ψ
ϕ $ ϕ`
pϕÑ ψq` $ pϕ`Ñ ψ`q`
The derived connectives:
0 :“ xÑ x,
´x :“ xÑ 0,
x` y :“ ´xÑ y,
x_ y :“ pxÑ yq` ` x,
x^ y :“ ´p´x_´yq.
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form a complete set for Bal since xÑy %$ ´x`y and x` %$ x_0. This allows
us to say that G is the equivalent algebraic semantics of Bal via equivalence
formulas ∆px, yq “ txÑ yu and defining equations εpxq “ tx “ 0u.
Given a prime number p, the algebraic expansion of Bal corresponding to
the EFD-sentence δp is, by definition, obtained from Bal by adding the axiom:
xÑ pdppxq (Ap)
and the rule UtxÑpzu. Since this rule is derivable in Bal, the expansion is
obtained simply by adding Ap. For a set S of prime numbers define Bal
S as
the expansion of Bal by the axioms tAp : p P Su. Note that, since Bal
S is
an axiomatic expansion of Bal, its equivalent algebraic semantics is a variety.
These expansions were also considered in [10] where it is proved that every
implicit connective in the logic BalPrimes is explicit.
Recall that an expansion L1 of a logic L is called conservative provided that
for each set of L-formulas ΓY tϕu we have that Γ $L1 ϕ implies Γ $L ϕ.
Theorem 4.14.
1. Every algebraic expansion of Bal is τG-equipollent to exactly one of the
following:
• Inconsistent Logic,
• BalS for some set S of prime numbers.
2. The algebraic expansions of Bal form a lattice isomorphic with 2ω ‘ 1
when ordered by τG-morphisms.
3. Given sets S, S1 of prime numbers with S Ď S1, the expansion BalS
1
is
conservative over BalS.
Proof. Items 1. and 2. follow from Theorems 3.2 and 4.13. We prove 3.
Fix sets of prime numbers S Ď S1, and let V and V 1 be the equivalent
algebraic semantics of BalS and BalS
1
, respectively. Since BalS
1
is finitary, to
prove 3. it is enough to show that any quasi-identity in the language of V valid
in V 1 is also valid in V . Let QS be the ℓ-group of rational numbers expanded
with the divisions by the primes in S. It is not hard to show that QS generates
V as a quasivariety, that is, QpQSq “ V . Now let ϕ be a quasi-identity in the
language of V that is valid in V 1. Then, we have that QS1 ( ϕ, and thus,
QS ( ϕ. Since QpQSq “ V , the proof is finished.
5 Algebraic expansions of perfect MV-algebras
and their logic
In this section we characterize the AE-subclasses of the variety VpPq, where P
is the class of perfect MV-algebras. So we also obtain a full description of the
algebraic expansions of LP , the Logic of Perfect MV-Algebras (see, e.g., [3]).
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Our approach is to export the results for Abelian ℓ-groups to perfect MV-
algebras, exploiting the connection between these two classes (see [28, 27, 18]).
We first translate the classification of EFD-sentences given in Theorem 4.12 to
cancellative hoops —the positive cones of Abelian ℓ-groups. These structures
provide a stepping stone to carry our results over to perfect MV-algebras.
5.1 EFD-sentences on cancellative hoops
Given an Abelian ℓ-group G, its positive cone is the subset G` :“ tx P G :
x ě 0u. We define the algebraic structure G` :“ pG`,`,´, 0q where x ´ y :“
px´yq_0. The lattice structure of G` (as a sublattice ofG) is determined by the
operations ` and ´. Indeed, for every x, y P G` we have that x_y “ x`py´xq
and x^ y “ x ´ px ´ yq.
We write H for the class of positive cones of Abelian ℓ-groups considered
as algebras in the language τH :“ t`,´, 0u. The members of H are known as
cancellative hoops; see e.g. [19, 5]. Given a cancellative hoop A, there is (up to
isomorphism) a unique Abelian ℓ-group whose positive cone is isomorphic with
A (see [4]); we write A for this ℓ-group. Moreover, A is totally ordered if and
only if A is. We write Hto for the class of totally ordered cancellative hoops.
Lemma 5.1.
1. The class H is an arithmetical variety.
2. For every nontrivial A P H, we have QpAq “ VpAq “ H.
3. A cancellative hoop is finitely subdirectly irreducible if and only if it is
nontrivial and totally ordered.
Proof. These results follow from the general theory of hoops. See [6, 7, 5,
19].
Lemma 5.2. Given EFD-sentences ϕ, ψ, if ϕ „ ψ in Hto, then ϕ „ ψ in H.
Proof. The proof is analogous to the one for Lemma 4.2 using Lemmas 2.1 and
5.1.
Our next step is to provide a translation of EFD-sentences in τH into EFD-
sentences in τG . First, for an τH-term tpx¯, z¯q define recursively the τG-term
t˚px¯, z¯q by
• 0˚ :“ 0
• x˚i :“ xi _´xi
• z˚j :“ zj
• pt1 ` t2q
˚ :“ t˚
1
` t˚
2
• pt1 ´ t2q
˚ :“ pt˚
1
´ t˚
2
q _ 0.
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Next, given a conjunction of equations αpx¯, z¯q :“
kľ
i“1
tipx¯, z¯q “ sipx¯, z¯q in the
language τH, define the τG-formula
α˚px¯, z¯q :“
kľ
i“1
t˚i px¯, z¯q “ s
˚
i px¯, z¯q.
Finally, if ϕ :“ @x¯D!z¯ αpx¯, z¯q is an EFD-sentence in the language τH, we define
the translation of ϕ into τG as the sentence
ϕ˚ :“ @x¯D!z¯ α˚px¯, z¯q ^ z1 ě 0^ . . .^ zm ě 0.
The next lemma shows that our translations work as intended.
Lemma 5.3. Let A P Hto, let αpx¯, z¯q be a conjunction of τH-equations, and let
ϕ be an EFD-sentence in the language τH.
1. For all a¯, b¯ from A we have A ( αpa¯, b¯q if and only if A˚ ( α˚pa¯, b¯q.
2. A ( ϕ if and only if A˚ ( ϕ˚.
Proof. To prove 1. it suffices to show that tApa¯, b¯q “ t˚A
˚
pa¯, b¯q for all a¯, b¯ from
A, which is a easy induction on the structure of tpx¯, z¯q.
Next, we prove the left-to-right implication of 2. Assume ϕ :“ @x¯D!z¯ αpx¯, z¯q
is valid in A. Given c1, . . . , cn P A
˚, for each i let ai :“ ci _ ´ci (note that
ai P A). There are b1, . . . , bm P A such that A ( αpa¯, b¯q; thus, by item 1.,
A˚ ( α˚pa¯, b¯q. By the definition of α˚, this is equivalent to A˚ ( α˚pc¯, b¯q;
hence A˚ ( Epϕ˚q. To prove the uniqueness part suppose there are c1, . . . , cn,
b1, . . . , bm, b
1
1
, . . . , b1m P A
˚ such that A˚ ( α˚pc¯, b¯q ^ α˚pc¯, b¯1q and bi ě 0,
b1i ě 0 for all i. If for each i we take ai :“ ci _ ´ci, then we have A
˚ (
α˚pa¯, b¯q ^ α˚pa¯, b¯1q, so A ( αpa¯, b¯q ^ αpa¯, b¯1q. Thus b¯ “ b¯1, and we have shown
A˚ ( ϕ˚.
The right-to-left implication is straightforward and left to the reader.
From Section 4 recall that δk is the sentence @xD!z kz “ x. Note that δk is
an EFD-sentence in both τH and τG .
Lemma 5.4. For all positive integers k we have δ˚k „ δk in G.
Proof. By Lemma 4.2, it suffices to check the equivalence of δk and δ
˚
k in Gto.
Let G P Gto be such that G ( δ
˚
k , i.e., G satisfies
@xD!z pkz “ x_´x^ z ě 0q.
Given a P G, there is b ě 0 in G such that kb “ a _ ´a. If a ě 0, then
kb “ a. Otherwise, a ď 0 and kb “ ´a, so kp´bq “ a. This shows that G ( δk.
Conversely, assume G ( δk. Given a P G, there is b P G such that kb “ a_´a.
Since kb ě 0, it follows that b ě 0. Thus G ( δ˚k .
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We are now ready to prove a characterization of EFD-sentences for H anal-
ogous to Theorem 4.12.
Theorem 5.5. Given an EFD-sentence ϕ with a nontrivial model in H there
is a positive integer k such that ϕ „ δk in H.
Proof. Assume ϕ has a nontrivial model in H. By Lemma 5.3.2., the sentence
ϕ˚ has a nontrivial model in G. Thus, by Theorem 4.12 and Lemma 5.4, there
is a positive integer k such that ϕ˚ „ δ˚k in G. Now, for every A P Hto we have
A ( ϕô A˚ ( ϕ˚
ô A˚ ( δ˚k
ô A ( δk.
Thus ϕ „ δk in Hto and, as a consequence, also in H.
5.2 AE-classes of perfect MV-algebras
The class of MV-algebras is the equivalent algebraic semantics of  Lukasiewicz
infinite-valued logic and has been extensively studied [17]. We recall next its
definition and some basic facts.
An MV-algebra is a structure A in the language τMV :“ t`, , 0u such that:
• pA,`, 0q is an Abelian monoid,
•   x “ x,
• x` 0 “  0,
•  p x` yq ` y “  p y ` xq ` x.
We write MV for the class of MV-algebras. Given A P MV we define the
operations _ and ^ by x_ y :“  p x` yq` y and x^ y :“  p x_ yq. As is
well-known, pA,_,^, 0, 0q is a bounded distributive lattice whose underlying
partial ordering is given by x ď y if and only if  x` y “  0. Another relevant
derived operation on A is ˚, which is defined by x ˚ y :“  p x `  yq. It is
also well-known that pA, ˚, 0q is an Abelian monoid. We define multiples and
powers of a P A recursively by:
• 1a :“ a and a1 :“ a.
• pn` 1qa :“ na` a and an`1 :“ an ˚ a for any positive integer n.
Let A be an MV-algebra. An ideal of A is a nonempty down-set that is
closed under `. The radical of A is the intersection of all maximal ideals of
A; we denote it by radA. We say that A is perfect if it is nontrivial and
A “ radA Y  radA where  radA :“ t a : a P radAu (this definition is
equivalent to the original one given in [2], see Corollary 4.5 in that reference).
The class of perfect MV-algebras is denoted by P . We shall need the fact that
radA “ ta P A : a2 “ 0u for A P P (see [17, Prop. 3.6.4]). We denote the
two-element MV-algebra by 2; clearly 2 P P . Let Pto denote the class of totally
ordered perfect MV-algebras.
As in the previous sections, the following two lemmas provide an essential
tool for our classification of EFD-sentences.
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Lemma 5.6.
1. The variety VpPq is arithmetical.
2. An algebra in VpPq is finitely subdirectly irreducible if and only if it is a
totally ordered perfect MV-algebra.
Proof. These results follow from the general theory of MV-algebras. See [17,
18].
Lemma 5.7. Given EFD-sentences ϕ, ψ, if ϕ „ ψ in Pto, then ϕ „ ψ in VpPq.
Proof. The proof is analogous to the one for Lemma 4.2 using Lemmas 2.1 and
5.6.
Next we define a set of EFD-sentences that behave in a special way with
respect to the radical. An EFD-sentence ϕ :“ @x¯D!z¯ αpx¯, z¯q in the language
τMV belongs to Φrad if and only if for every A P Pto and every a¯ P A
n the
following holds:
piq if a¯ P pradAqn and A ( αpa¯, b¯q for some b¯ P Am, then b¯ P pradAqm,
piiq if a¯ R pradAqn we have that A ( αpa¯, 0¯q and z¯ “ 0¯ is the unique solution
to αpa¯, z¯q in A.
Lemma 5.8. Given an EFD-sentence ϕ in τMV with a model in P, there are
EFD-sentences ϕ1, . . . , ϕr P Φrad such that ϕ „
rľ
i“1
ϕi in Pto.
Proof. We introduce some useful notation. Given e¯ :“ pe1, . . . , enq P t0, 1u
n
and an n-tuple of variables x¯ :“ px1, . . . , xnq, define x¯
e¯ :“ pw1, . . . , wnq where
wi :“ xi if ei “ 0 and wi :“  xi if ei “ 1. We also use this notation for n-tuples
of elements from an MV-algebra A: if a¯ P An, then a¯e¯ :“ b¯ where bi :“ ai if
ei “ 0 and bi :“  ai if ei “ 1. Finally define
ρpx¯q :“ x2
1
“ 0^ . . .^ x2n “ 0,rρpx¯q :“ p x1 ^ ¨ ¨ ¨ ^  xnq2 “ 0.
Note that given A P P and a¯ P An we have A ( ρpa¯q if and only if each
ai P radA, and rρpx¯q is equivalent over P to the negation of ρpx¯q.
Assume ϕ :“ @x¯D!z¯ αpx¯, z¯q has a model in P . Since 2 is both a subalgebra
and a quotient of any member of P , we have that 2 ( ϕ. Thus, given e¯ P t0, 1un,
there is a unique e¯1 P t0, 1um such that αpe¯, e¯1q holds. Let ηe¯px¯, z¯q be the formula
pρpx¯q ^ αpx¯e¯, z¯e¯
1
qq or prρpx¯q ^ z¯ “ 0¯q.
Now observe that on any totally ordered (perfect) MV-algebra the disjunction
x “ y or z “ w
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is equivalent to the equation
ppx ˚  yq ` py ˚  xqq ^ ppz ˚  wq ` pw ˚  zqq “ 0.
Thus there is a conjunction of equations αe¯px¯, z¯q equivalent to ηe¯px¯, z¯q in Pto.
Finally define
ϕe¯ :“ @x¯D!z¯ αe¯px¯, z¯q.
We claim that ϕ is equivalent in Pto to the conjunction of all ϕe¯ for e¯ P t0, 1u
n,
and that each of these formulas belongs to Φrad.
Fix A P Pto and assume A ( ϕ. Let e¯ P t0, 1u
n and a¯ P An. We show
that there is b¯ P Am such that A ( αe¯pa¯, b¯q. If A ( ρpa¯q, take c¯ as the unique
m-tuple such that A ( αpa¯e¯, c¯q. Then A ( ρpa¯q^αpa¯e¯, pc¯e¯
1
qe¯
1
q since pc¯e¯
1
qe¯
1
“ c¯,
so we can take b¯ :“ c¯e¯
1
. If A * ρpa¯q, take b¯ :“ 0¯. It is easy to see that b¯ is
unique and so we have that A ( ϕe¯.
Conversely, assume A ( ϕe¯ for every e¯ P t0, 1u
n and fix a¯ P An. There
is e¯ P t0, 1un such that a¯e¯ P pradAqn, that is, such that A ( ρpa¯e¯q. Since
A ( ϕe¯, there is b¯ P A
m such that A ( αppa¯e¯qe¯, b¯e¯
1
q, that is, A ( αpa¯, b¯e¯
1
q.
This shows that A ( Epϕq. To check that A ( Upϕq, suppose c¯ P Am is such
that A ( αpa¯, c¯q. Since A ( Upϕe¯q and A ( αppa¯
e¯qe¯, pc¯e¯
1
qe¯
1
q, we have b¯ “ c¯e¯
1
,
and thus c¯ “ b¯e¯
1
.
It remains to show that every ϕe¯ P Φrad. Let B P Pto and take a¯ P pradBq
n,
b¯ P Bm such that B ( αe¯pa¯, b¯q. Note that B ( αpa¯
e¯, b¯e¯
1
q. If h : B Ñ 2
is the homomorphism with kernel radB, it follows that 2 ( αpe¯, hpb¯qe¯
1
q. So,
as 2 ( Upϕq, we obtain hpb¯qe¯
1
“ e¯1. Hence hpb¯q “ 0¯, that is, b¯ P pradBqn.
Condition piiq in the definition of Φrad holds by construction of αe¯px¯, z¯q.
Next we define a family of EFD-sentences that serve the same purpose as
the δk’s in our previous section. For each positive integer k define the τMV -term
tkpzq :“ pkz ^ 2z
2q _ zk
and the EFD-sentence
εk :“ @xD!z tkpzq “ x.
In the following lemma we collect several properties of these terms and EFD-
sentences.
Lemma 5.9. Let A P P.
1. For every a P A we have
tAk paq “
#
ak if a P  radA,
ka if a P radA.
2. The term-function tAk is a one-to-one endomorphism of A.
3. The following are equivalent:
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piq tAk is surjective,
piiq A ( εk,
piiiq For every a P radA, there is b P radA such that kb “ a.
pivq For every a P  radA, there is b P  radA such that bk “ a.
4. If A ( εk, then rεks
A is an automorphism, which is the inverse of tAk .
Proof. Item 1. follows directly from the fact that 2a2 “ 0 for a P radA and
2a2 “ 1 for a P  radA.
To prove 2. we show first that tAk preserves `, that is, t
A
k pa` bq “ t
A
k paq `
tAk pbq. We consider three different cases and use item 1. in each case. If a, b P
radA, condition tAk pa` bq “ t
A
k paq` t
A
k pbq reduces to kpa` bq “ ka` kb, which
holds in any MV-algebra. If a, b P  radA, we prove that pa ` bqk “ ak ` bk.
Indeed, this equation holds since x` y “ 1 for every x, y P  radA. Finally, if
a P radA and b P  radA, we show that pa ` bqk “ ka ` bk. Indeed, in any
MV-algebra kp b _ aq “ kp bq _ ka. Now kp b _ aq “ kp p  b` aq ` aq “
kp pa ` bq ` aq “ k pa ` bq ` ka and kp bq _ ka “  p k b ` kaq ` ka “
 pka ` bkq ` ka. This shows that k pa ` bq ` ka “  pka ` bkq ` ka and,
since pradA,`q is a cancellative semigroup ([18, Lemma 3.2]), we conclude
that k pa`bq “  pka`bkq, so pa`bqk “ ka`bk as was to be proved. The fact
that tAk preserves 0 and  is straightforward. Thus, t
A
k is an endomorphism of
A. To show that it is one-to-one, it is enough to prove that tAk paq “ 0 implies
a “ 0. Indeed, if a P radA, then tAk paq “ ka “ 0, so a ď ka “ 0; if a P  radA,
then tAk paq “ a
k P  radA and cannot equal 0.
Item 3. is a direct consequence of 1. and 2., and 4. follows easily from 2.
and 3.
Mundici’s functor Γ [17] allows us to make explicit the connection between
δk, defined in the previous section, and εk. Given A P P , there is an Abelian
ℓ-group G such that A – ΓpZ ~ˆ G, p1, 0qq where Z is the ℓ-groups of integers
and ~ˆ is the lexicographic product (note that G` – radA). Now, Lemma
5.9.3.piiiq says that A ( εk if and only if G ( δk.
Given a model A of εk we write dk for the function rεks
A. In view of Lemma
5.9.1. we see that dk is the analogue of division by k in ℓ-groups. To illustrate
the behaviour of these functions we look at a concrete case.
Example 5.10. Let Q be the ℓ-group of rational numbers and consider the
perfect MV-algebra D :“ ΓpZ ~ˆ Q, p1, 0qq. Recall that the universe of D is
tp0, xq : x P Q, x ě 0u Y tp1, xq : x P Q, x ď 0u. It is straightforward to
check that D ( εk for every positive integer k and that t
D
k pi, xq “ pi, kxq and
dDk pi, xq “ pi,
x
k
q for every pi, xq from D.
Next we show how the results for cancellative hoops translate to perfect
MV-algebras. Given A PMV , we define
x ´ y :“  p x` yq.
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Via this shorthand we can interpret τH-terms in MV-algebras. The radical of A
is closed under ` and ´. Moreover, radA :“ pradA,`,´, 0q is a cancellative
hoop (see [18, Lemma 3.2]). Note that with these definitions it is obvious that
for an τH-term tpx¯q and a¯ P pradAq
n we have tApa¯q “ tradApa¯q.
Recall from Section 4.1 that δk :“ @xD!z kz “ x.
Lemma 5.11. For every positive integer k and every A P P we have
A ( εk ô radA ( δk.
Proof. The equivalence of piiq and piiiq in Lemma 5.9.3. shows that A (
Epεkq ô radA ( Epδkq. Since Upεkq is valid in P and Upδkq is valid in
H, the lemma now follows.
Lemma 5.12. For each ϕ P Φrad with a model in P, there is an EFD-sentence
ϕH in the language τH such that for every A P Pto
A ( ϕô radA ( ϕH.
Proof. Let ϕ :“ @x¯D!z¯ αpx¯, z¯q in Φrad. We can assume αpx¯, z¯q is a conjunction
of equations of the form tpx¯, z¯q “ 0, where t is an τMV -term. As in the proofs of
the previous lemmas, since ϕ has a model in P , we know that 2 ( ϕ. Moreover,
since ϕ P Φrad, we have 2 ( tp0¯, 0¯q “ 0. Thus, by [1, Theorem 3.1], there is
an τH-term t
1px¯, z¯q such that MV ( @x¯z¯ tpx¯, z¯q “ t1px¯, z¯q. Let βpx¯, z¯q be the
result of replacing each τMV -term in αpx¯, z¯q by an equivalent τH-term; define
ϕH :“ @x¯D!z¯ βpx¯, z¯q.
Fix A P Pto. Suppose A ( ϕ and take a¯ P pradAq
n. Since ϕ P Φrad, there
is b¯ P pradAqm such that A ( αpa¯, b¯q, and thus radA ( βpa¯, b¯q. Furthermore,
if c¯ P pradAqm is such that radA ( βpa¯, c¯q, then A ( αpa¯, c¯q, and it follows
that c¯ “ b¯. This completes the proof of radA ( ϕH.
For the other direction assume radA ( ϕH and let a¯ P An. If a¯ R pradAqn,
the definition of Φrad implies that there is a unique b¯ such that A ( αpa¯, b¯q,
namely b¯ “ 0¯. To conclude, suppose a¯ P pradAqn. Since radA ( ϕH, there
is b¯ P pradAqm such that radA ( βpa¯, b¯q, and thus A ( αpa¯, b¯q. If c¯ P Am
is such that A ( αpa¯, c¯q, then as ϕ P Φrad we know that c¯ P pradAq
m. Since
radA ( UpϕHq, it follows that c¯ “ b¯.
Recall that the identity @x 2x “ x axiomatizes the class of Boolean algebras
relative to the class of MV-algebras. Thus the only model of this identity in P
is the two-element MV-algebra.
Lemma 5.13. Given ϕ P Φrad with a model in P either ϕ „ @x 2x “ x in Pto
or there is a positive integer k such that ϕ „ εk in Pto.
Proof. If 2 is the only model of ϕ in Pto, then ϕ „ @x 2x “ x in Pto. Assume ϕ
has a model A P Pto non-isomorphic with 2. Then ϕ
H has radA as a nontrivial
model (see Lemma 5.12). By Theorem 5.5, there is a positive integer k such
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that ϕH „ δk in H. From these facts and Lemma 5.11, for every B P Pto we
have
B ( ϕô radB ( ϕH
ô radB ( δk
ô B ( εk.
We are now in the position to prove a characterization of EFD-sentences for
the variety VpPq.
Theorem 5.14. For every EFD-sentence ϕ in τMV with a model in P either
ϕ „ @x 2x “ x in VpPq or there is a positive integer k such that ϕ „ εk in
VpPq.
Proof. By Lemma 5.8, there are basic EFD-sentences ϕ1, . . . , ϕr such that ϕ „
rľ
i“1
ϕi in Pto.
First suppose that ϕ has a model in P non-isomorphic with 2; then so does
each ϕi. By Lemma 5.13, there are positive integers k1, . . . , kr such that ϕi „ εki
in Pto for every i P t1, . . . , ru. Thus ϕ „
rľ
i“1
εki in Pto. Now take k :“ k1 . . . kr
and note that
rľ
i“1
εki „ εk in Pto. Hence ϕ „ εk in Pto. Finally, by Lemma 5.7,
we get that ϕ „ εk in VpPq.
Now, if 2 is the only model of ϕ in P , then ϕ „ @x 2x “ x in Pto. Note that
@x 2x “ x is equivalent to the EFD-sentence @xD!z p2x “ xq ^ pz “ xq, so we
can apply Lemma 5.7 to conclude that ϕ „ @x 2x “ x in VpPq.
As in the case of ℓ-groups, the characterization of EFD-sentences easily pro-
vides a description of the AE-classes. Given a set S of prime numbers, let
ΣS :“ tεp : p P Su.
Theorem 5.15. Every set of EFD-sentences in τMV is equivalent over VpPq
to exactly one of the following:
• t@xy x “ yu,
• t@x 2x “ xu,
• ΣS for some set S of prime numbers.
Furthermore, the map S ÞÑ ΣS is one-to-one, and thus, the lattice of AE-
subclasses of VpPq is isomorphic with 2‘ 2ω.
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Proof. From Lemma 5.9.3. it is easy to see that εk is equivalent over VpPq to
tεp : p prime divisor of ku. This fact together with Theorem 5.14 proves the
first part the the theorem.
Now, given a set S of positive primes, if we consider the ℓ-groupG of rational
numbers whose denominators are products of primes in S, then for every prime p
we have that the algebra ΓpZ ~ˆ G, p1, 0qq satisfies εp if and only if p P S. Finally,
observe that Boolean algebras trivially satisfy εp for every prime number p. This
proves the furthermore part.
5.3 The algebraic expansions of LP
The Logic LP of Perfect MV-Algebras [18] is the extension of  Lukasiewicz Logic
by the axiom 2x2 Ø p2xq2 (recall that xØ y :“ p x ` yq ^ p y ` xq). As the
name suggests, the equivalent algebraic semantics of LP is the variety VpPq.
Given a prime number p, the algebraic expansion of LP corresponding to
the EFD-sentence εp is, by definition, obtained from LP by adding the axiom:
pppdppxq ^  2dppxq
2q _ dppxq
pq Ø x, (Dp)
and the rule Utppkz^ 2z2q_zkqØxu. Since this rule is derivable in LP , the expan-
sion is obtained simply by adding Dp.
For a set S of prime numbers define LSP as the expansion of LP by the axioms
tDp : p P Su. Note that, by the comment above, L
S
P is the algebraic expansion
of LP corresponding to the AE-class axiomatized by ΣS :“ tεp : p P Su. Thus,
the equivalent algebraic semantics VpPqΣS of LSP is a variety.
Theorem 5.16.
1. Every algebraic expansion of LP is τMV -equipollent to exactly one of the
following:
• Inconsistent Logic,
• Classical Propositional Logic,
• LSP for some set S of prime numbers.
2. The algebraic expansions of LP form a lattice isomorphic with 2
ω‘2 when
ordered by τMV -morphisms.
3. Given sets S, S1 of prime numbers with S Ď S1, the expansion LS
1
P is
conservative over LSP .
Proof. Items 1. and 2. follow from Theorems 3.2 and 5.15. To prove 3. let DS
be the expansion of ΓpZ ~ˆ Q, p1, 0qq by the operations dp for p P S. Now the
proof follows the argument of that of 3. in Theorem 4.14 with DS in place of
QS .
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