The inverse mean curvature flow perpendicular to the sphere by Lambert, Ben & Scheuer, Julian
This is an Open Access document downloaded from ORCA, Cardiff University's institutional
repository: http://orca.cf.ac.uk/131156/
This is the author’s version of a work that was submitted to / accepted for publication.
Citation for final published version:
Lambert, Ben and Scheuer, Julian 2016. The inverse mean curvature flow perpendicular to the
sphere. Mathematische Annalen 364 (3-4) , pp. 1069-1093. 10.1007/s00208-015-1248-2 file 
Publishers page: http://dx.doi.org/10.1007/s00208-015-1248-2 <http://dx.doi.org/10.1007/s00208-
015-1248-2>
Please note: 
Changes made as a result of publishing processes such as copy-editing, formatting and page
numbers may not be reflected in this version. For the definitive version of this publication, please
refer to the published source. You are advised to consult the publisher’s version if you wish to cite
this paper.
This version is being made available in accordance with publisher policies. See 
http://orca.cf.ac.uk/policies.html for usage policies. Copyright and moral rights for publications
made available in ORCA are retained by the copyright holders.
THE INVERSE MEAN CURVATURE FLOW PERPENDICULAR
TO THE SPHERE
BEN LAMBERT AND JULIAN SCHEUER
Abstract. We consider the smooth inverse mean curvature flow of strictly
convex hypersurfaces with boundary embedded in Rn+1, which are perpendic-
ular to the unit sphere from the inside. We prove that the flow hypersurfaces
converge to the embedding of a flat disk in the norm of C1,β , β < 1.
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1. Introduction
We consider the inverse mean curvature flow in Rn+1 with a Neumann boundary
condition in a sphere. Let D = Dn be the n-dimensional unit disk and N˜ be the
outward unit normal of the inclusion Sn →֒ Rn+1. Then we consider a family of
embeddings
(1.1) X : [0, T ∗)× D →֒ Rn+1
with a normal vector field N, the choice of which will be specified in a natural
manner later, such that
X˙ =
1
H
N,(1.2a)
X(∂D) = ∂X(D) ⊂ Sn,(1.2b)
0 = 〈N|∂D, N˜(X|∂D)〉,(1.2c)
〈γ˙(0), N˜〉 ≥ 0 ∀γ ∈ C1((−ǫ, 0],Mt) : γ(0) ∈ ∂X(D).(1.2d)
We prove the following result.
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1.1. Theorem. Let
(1.3) X0 : D →֒M0 ⊂ R
n+1
be the embedding of a smooth and strictly convex hypersurface with normal vector
field N0, such that
〈γ˙(0), N˜〉 ≥ 0 ∀γ ∈ C1((−ǫ, 0],M0) : γ(0) ∈ ∂X0(D),(1.4a)
X0(∂D) ⊂ S
n,(1.4b)
〈N0|∂D, N˜|∂D〉 = 0.(1.4c)
Then there exists a finite time T ∗ <∞, α > 0 and a unique solution
(1.5) X ∈ C1+
α
2
,2+α([0, T ∗)× D) ∩ C∞((0, T ∗)× D,Rn+1)
of (1.2) with initial hypersurface M0, such that the embeddings Xt converge to
the embedding of a flat unit disk as t → T ∗, in the sense that the height of the
Mt = X(t,M) over this disk converges to 0.
1.2. Remark. The norm of convergence of the Mt to the disk will be specified in
Remark 7.4, when we will have developed a suitable coordinate system to describe
the Mt.
Our motivation for treating this problem arises from several directions. First of
all, the inverse mean curvature flow (IMCF) has proven to be a useful tool in the
theory of geometric inequalities, cf. [10] for the probably most famous result in
this direction. The works which describe the asymptotic behavior of the IMCF in
Euclidean space include [4] and [20], whereas in the hyperbolic space we refer to [7]
and [16]. Those works deal with closed hypersurfaces.
Few years ago, the Ph.D. thesis [14] written by Thomas Marquardt appeared, also
cf. [15]. Here the IMCF of hypersurfaces with boundary was considered and the
embedded flowing hypersurfaces were supposed to be perpendicular to a convex
cone in Rn+1. However, short-time existence was derived in a much more general
situation, in other ambient spaces and with other supporting hypersurfaces besides
the cone. It appears to be a natural question, whether one can also obtain nice con-
vergence results if one imposes perpendicularity to other hypersurfaces. Inspired by
a recent result about rigidity of hypersurfaces in the sphere by Matthias Makowski
and the second author, cf. [13], Oliver Schnu¨rer suggested to the authors that this
rigidity result might be helpful to consider the IMCF for hypersurfaces which are
perpendicular to the sphere. Indeed, we were able to prove his conjecture that this
flow must drive strictly convex hypersurfaces into the embedding of a disk.
The equivalent problem for the mean curvature flow was treated by Axel Stahl in
[17] and [18], in which the flow was shown to contract to a point. Other choices of
boundary manifolds for a graphical mean curvature flow have shown convergence
of the flow to flat disks, see for example [11] and [9], as well as [8] for a levelset
approach.
The proof of Theorem 1.1 is ordered as follows: In section 2 we agree on notation
and in section 3 we collect the relevant evolution equations and boundary deriva-
tives. In section 4 we make height and gradient estimates for convex hypersurfaces
perpendicular to the sphere, which is of interest independently. In particular there
follows that if the boundary of a convex manifold is contained in a hemisphere,
then we have a lower height bound on the manifold. In section 5 we show that
the flow may be written graphically. In section 6 we use the results of section 4
to demonstrate the two key estimates which in conjunction with rigidity results of
[13] give the theorem. The first of these is that while the the boundary stays away
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from an equator, a convex flow has a lower bound on H. The second shows that the
flow remains convex up until the singular time. Therefore, due to rigidity at the
boundary, ∂M must flow to an equator and so M must flow to a flat disk assuming
that the flow may be suitably extended. In section 7 we clarify the necessary PDE
existence results and show C1,β convergence.
2. Setting and notation
There are various embeddings involved in (1.2), namely the inclusion
(2.1) x : Sn →֒ Rn+1,
the flow embeddings of the form
(2.2) X : D →֒ Rn+1,
the inclusion
(2.3) z : ∂D →֒ D,
as well as the derived embedding
(2.4) y : ∂D →֒ Sn
satisfying
(2.5) X ◦ z = x ◦ y.
Throughout this paper, we stick to the coordinate based notation for tensors.
Geometric quantities in Rn+1 are denoted by a bar, e.g. (g¯αβ) for the Euclidean
metric, where greek indices range from 0 to n. We will also write 〈·, ·〉 for the
Euclidean scalar product.
Geometric quantities in Sn are denoted by a check, e.g. (gˇij) for the induced metric
of the embedding x, where latin indices range from 1 to n.
Induced quantities of embeddings D →֒ Rn+1 are denoted by latin letters, e.g. the
embeddings X induce metrics (gij), normal vector fields N and a second funda-
mental forms (hij), such that we have the Gaussian formula
(2.6) Xαij = −hijN
α.
A hypersurface M →֒ Rn+1 is called strictly convex, if N can smoothly be chosen,
such that (hij) is positive definite. For a strictly convex hypersurface we will choose
N like this.
Induced quantities of embeddings to ∂D →֒ Sn are denoted by greek letters, e.g. the
embeddings y induce metrics (γIJ), normal vector fields ν and second fundamental
forms (ηIJ), where capital latin indices range from 2 to n.
Coordinate systems in ∂D will be denoted by (ξI), 2 ≤ I ≤ n.
Define H to be the mean curvature of the embeddings X,
(2.7) H = gijhij ,
where (gij) is the inverse of (gij).
For an embedded manifold Mn →֒ Nn+1 and a function u : M → R, covariant
derivatives with respect to the induced metric are denoted by indices, e.g. uij . If
ambiguities are possible, e.g. in the case of tensor derivation, covariant derivatives
are denoted by a semicolon, e.g. hij;k. Standard partial derivatives are denoted by
a comma, e.g. ui,j .
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3. Evolution equations and boundary derivatives
For the inverse mean curvature flow the interior evolution equations are well-known.
We need the spatial boundary derivatives of various curvature quantities, when the
supporting hypersurface is a sphere. The calculations are quite similar to those in
[14] and [18]. For the sake of completeness and for a better comprehensibility of
the different notation, let us derive them in detail.
3.1. Remark. Short-time existence for the flow (1.2) was derived in [14, Thm. 2.12].
Thus we are justified to use (1.2) to calculate the boundary derivatives.
3.2. Remark. Due to (1.2c) we obtain that
(3.1) N˜ ∈ X∗(TD)
and thus at boundary points there holds
(3.2) n˜ ≡ (〈Xk, N˜〉) ∈ T
0,1
D.
Thus, using (2.5), we see that
(3.3) B = (n˜, z2, . . . , zn)
forms a basis of TyD for all y ∈ ∂D. Here we slightly abuse notation and let n˜
denote the contravariant version of n˜ as well. Furthermore we have
(3.4) gij n˜
izjI = 0, 2 ≤ I ≤ n.
Boundary derivatives.
3.3. Lemma. On ∂D there holds
(3.5) Hin˜
i = −H.
Proof. Note that from
(3.6) X˙ =
1
H
N,
which also holds on ∂D, we obtain from (2.5) that
(3.7)
1
H
xiν
i =
1
H
N =
d
dt
(X ◦ z) = xiy˙
i,
where ν denotes the pullback of N along x, which is well defined by (1.2c). We
obtain that
(3.8) y˙ =
1
H
ν
holds in TSn. Differentiating (1.2c) with respect to time we obtain
0 = 〈N˙ , N˜〉+ 〈N, N˜iy˙
i〉
=
1
H2
〈XiH
i, N˜〉+
1
H
〈N, hˇki xkν
i〉,
(3.9)
which implies the result in view of hˇki = δ
k
i . 
3.4. Lemma. On ∂D there hold
(i) hij n˜
izjI = 0, 2 ≤ I ≤ n,
(ii) hij;kz
i
Iz
j
J n˜
k = −hijz
i
Iz
j
J + hij n˜
in˜jgklz
k
I z
l
J .
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Proof. Differentiating (1.2c) with respect to ξI yields, also using (2.5),
0 = 〈NI , N˜〉+ 〈N, N˜I〉
= hkl n˜kz
l
I + 〈N, hˇ
k
l xky
l
I〉
= hij n˜
izjI .
(3.10)
Differentiate (2.5) twice and take the scalar product with Xk to obtain
(3.11) zkIJ = −hˇlmn˜
kylIy
m
J = −γIJ n˜
k = −gijz
i
Iz
j
J n˜
k,
where we used that hˇij = gˇij .
Differentiating (3.10) with respect to ξJ yields
hij;kz
k
J n˜
izjI = −hij n˜
i
Jz
j
I − hij n˜
izjIJ
= −hijz
i
Jz
j
I + hij n˜
in˜jγIJ .
(3.12)

3.5. Lemma. On ∂D there holds
(3.13) hij;kn˜
in˜j n˜k = −nhij n˜
in˜j .
Proof. With respect to the basis B, g andA split, compare Remark 3.2 and Lemma 3.4.
Therefore we have
(3.14) gIJziIz
j
J = g
ij − n˜in˜j
and thus
−H = Hkn˜
k = gijhij;kn˜
k
= hij;kn˜
in˜j n˜k + hij;kz
i
Iz
j
J n˜
kgIJ
= hij;kn˜
in˜j n˜k − hijz
i
Iz
j
Jg
IJ + hij n˜
in˜jgklz
k
I z
l
Jg
IJ
= hij;kn˜
in˜j n˜k −H + nhij n˜
in˜j .
(3.15)

We need another lemma about the induced embedding.
3.6. Lemma. The second fundamental form (ηIJ) with respect to the normal −ν
as in (3.8) of the induced embedding
(3.16) y : ∂D →֒ Sn
satsifies
(3.17) ηIJ = hklz
k
I z
l
J .
In particular, if X is the embedding of a convex hypersurface into Rn+1, y is the
embedding of a convex hypersurface into the sphere Sn.
Proof. Differentiating (2.5) twice, we obtain from (3.11)
−xkηIJν
k = −hklz
k
I z
l
JN +Xkz
k
IJ + γIJN˜
= −hklz
k
I z
l
JN.
(3.18)

To understand how the height of our hypersurfaces over a hyperplane behaves, we
have the following lemma.
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3.7. Lemma. Let
(3.19) X0 : D→M0 →֒ R
n+1
be an embedding as in (1.4). Let ω ∈ Rn+1. Then the height over the hyperplane
ω⊥,
(3.20) w = 〈X,ω〉,
satisfies
(3.21) wkn˜
k = w
on ∂D. In particular, if ω is chosen, such that w is positive on ∂D, w attains its
global minimum in the interior of D.
Proof. On ∂D we have
wkn˜
k = g¯αβX
α
k ω
βgklg¯γδX
γ
l N˜
δ
= g¯βδω
βN˜ δ
= 〈N˜ , ω〉
= w,
(3.22)
since on the boundary X maps into Sn and here the position vector X equals the
outer normal N˜ . 
Evolution equations. We need the following evolution equations.
3.8. Lemma. The speed
(3.23) Φ = −
1
H
satisfies
(3.24) Φ˙−
1
H2
∆Φ =
‖A‖2
H2
Φ
in the interior and
(3.25) Φkn˜
k = Φ
on the boundary.
Proof. The interior equation follows from [6, Lemma 2.3.4] and the boundary de-
rivative from Lemma 3.3. 
3.9. Lemma. Let ω ∈ Rn+1. Then the height
(3.26) w = 〈X,ω〉
of Mt over the plane ω
⊥ satisfies
(3.27) w˙ −
1
H2
∆w =
2
H
〈N,ω〉
in the interior and
(3.28) wkn˜
k = w
on the boundary.
Proof. The interior equation comes from (1.2a) and the boundary derivative is
derived in Lemma 3.7. 
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Applying a strictly convex function in Rn+1 to X yields a very useful evolution
equation, the derivation of which is a simple calculation.
3.10. Lemma. Let χ ∈ C2(Rn+1). Then χ = χ(X) satisfies
(3.29) χ˙−
1
H2
∆χ =
2
H
χαN
α −
1
H2
χαβX
α
i X
β
j g
ij
in the interior and
(3.30) χin˜
i = 〈Dχ, N˜〉
on the boundary.
4. Height estimates
4.1. Definition. (i) For a convex hypersurfaceM0 satisfying (1.4) let conv(∂M0)
denote the convex body in the sphere enclosed by the convex hypersurface
∂M0 →֒ S
n, cf. Lemma 3.6.
(ii) For a point x0 ∈ S
n, H(x0) denotes the closed hemisphere in S
n with center
x0. The corresponding equator is denoted by S(x0).
4.2. Lemma. Let M0 be a convex hypersurface satisfying (1.4) and
(4.1) C0 = {x ∈ R
n+1 : x = sp, s ≥ 0, p ∈ conv(∂M0)}.
Then there holds
(4.2) M0 ⊂ C0.
Proof. C0 is a convex cone in R
n+1, cf. [3, Prop. 2], and is made of an intersection
of half-spaces in Rn+1 with normal N0,
(4.3) C0 =
⋂
y∈∂M0
{x ∈ Rn+1 : 〈x− y,N0〉 ≤ 0}.
The tangent spaces of C0 and M0 coincide at all boundary points due to (1.4c)
and hence for all boundary points y, M0 lies on the same side of the tangent plane
TyM0 as C0. 
In the sequel we need the following simple geometric lemma.
4.3. Lemma. Let R > 0, e0 ∈ R
n+1 be a unit vector and C ⊂ Rn+1 be a convex
closed cone. Then for all ǫ > 0 there exists δ > 0, such that
(4.4) 〈a, e0〉 ≥ cos
(π
2
− ǫ
)
‖a‖ ∀a ∈ C
implies
(4.5) 〈x, e0〉 ≥ R+ δ ∀BR(x) ⊂ C.
Proof. Suppose the claim was false. Then there existed ǫ > 0 and a sequence of
Euclidean balls BR(xk) ⊂ C with the property
(4.6) R ≤ 〈xk, e0〉 < R+
1
k
and such that (4.4) holds. Without loss of generality assume that xk converges to
some x ∈ C. Then we also have
(4.7) BR(x) ⊂ C,
since C is closed. Then
(4.8) a = x−Re0 ∈ B¯R(x)
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and due to (4.4) there holds a = 0. Thus we have
(4.9) x = (R, 0, . . . , 0)
and hence a contradiction to (4.7), since C hits {x0 = 0} at 0 transversally. 
4.4. Lemma. Let
(4.10) X0 : M →֒ R
n+1
be the embedding of a strictly convex hypersurface M0, such that (1.4) holds. Let
e0 ∈ int(conv(∂M0)) be a direction, such that conv(∂M0) is contained in the open
hemisphere int(H(e0)). Then we have
(4.11) ϕ := 〈N0, e0〉 ≤ C0
for some constant C0 < 0, which only depends on the inradius of conv(∂M0).
Proof. The Gauss map of the embedding X0,
(4.12) N0 : D →֒ S
n,
is a diffeomorphism onto its image due to the strict convexity. By Lemma 3.6 and
[6, Thm. 9.2.5] the restriction
(4.13) N0|∂D : S
n−1 →֒ Sn
is a convex embedding and by [2, Thm. 1.1], there exist two disjoint open connected
components A and B, such that
(4.14) Sn\N0(∂D) = A ∪B
and A is the interior of the strictly convex body in the sphere, which N0(∂D)
bounds. Since conv(∂M0) is chosen to be contained in H(e0), we have
(4.15) ∂A ⊂ H(−e0)
and from [6, Thm. 9.2.9, Thm. 9.2.10] we obtain
(4.16) − e0 ∈ A ⊂ A¯ ⊂ H(−e0).
We have either
(4.17) N0(D\∂D) ⊂ A
or
(4.18) N0(D\∂D) ⊂ B,
since the continuous map
(4.19) N0 : D\∂D→ A ∪B
has to map the connected domain into a connected component, also compare [1,
Cor. IV.19.7]. Since the height function
(4.20) w = 〈X, e0〉
is increasing at the boundary, cf. Lemma 3.7, it attains an interior minimum and
thus −e0 ∈ N0(D\∂D). Thus we must have (4.17). This implies the claim. 
4.5. Corollary. In the situation of Lemma 4.4 the height function
(4.21) w = 〈X0, e0〉
does not attain an interior local maximum.
Proof. Using the Gaussian formula we obtain
(4.22) ∆w = −Hϕ > 0.

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4.6. Corollary. In the situation of Lemma 4.4 there holds
(4.23) 〈e0 −X0, N0〉 < 0.
Proof. Suppose the claim to be false, then there existed a point z ∈ int(D) with the
property that e0 is not contained in the supporting open halfspace at X0 = X0(z),
(4.24) S0 = {x ∈ R
n+1 : 〈x−X0, N0〉 < 0}.
Due to Lemma 4.4 we then also had
(4.25) 0 /∈ S¯0.
By the strict convexity of M0 we have
(4.26) X0(∂D) ⊂ S0.
∂S0 splits S
n into two spherical caps. Translating the hyperplane ∂S0 until it
hits 0, we see that ∂M0 originally had to be contained in the spherical cap which
is geodesically convex. But by assumption we have e0 ∈ int(conv(∂M0)), which
contradicts e0 /∈ S0. 
We are now able to estimate the height of a hypersurface M0 as the latter appears
in (1.4). It depends on the estimate in Lemma 4.4 and the curvature.
4.7. Lemma. In the situation of Lemma 4.4 the height
(4.27) w = 〈X, e0〉
satisfies
(4.28) w ≥ δ > 0,
for a constant δ, which depends on the constant C0 in Lemma 4.4, the length of the
second fundamental form of M0 and the distance of ∂M0 to the equator S(e0).
Proof. Let a ∈M0 be the interior global minimum point of w. Due to Lemma 4.4 it
is possible to write M0 locally around a as a graph over the unit disk in {0} ×R
n,
where w is the graph function. Then
(4.29) wij = −hij〈N, e0〉.
Using [6, Lemma 2.7.6], we obtain that the Hessian of w with respect to Euclidean
coordinates only depends on the second fundamental form and on the estimate of
〈N, e0〉 from below. Define
(4.30) Mˆ0 =
⋂
y∈M0
{x ∈ Rn+1 : 〈x− y,N0〉 ≤ 0}.
From the previous considerations Mˆ0 satisfies an interior sphere condition at a with
interior ball BR depending on sup ‖A‖ and 〈N, e0〉. Due to
(4.31) BR ⊂ Mˆ0 ⊂ C0,
from Lemma 4.3 we obtain the existence of δ > 0, such that
(4.32) 〈a, e0〉 ≥ δ.

4.8. Corollary. In the situation of Lemma 4.4 we have
(4.33) X0(int(D)) ⊂ int(B
+),
where B+ ⊂ Rn+1 is the pointed halfball
(4.34) B+ = B+1 (0)\{e0}.
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Proof. The function
(4.35) ρ = |X0|
2
satisfies
(4.36) ∆ρ = −2H〈N0, X0〉+ 2n,
due to the Gaussian formula. At an interior maximum of ρ we have
(4.37) 0 = ∇ρ
and thus X0 has to be a multiple of N0. Since
(4.38) 〈X0, e0〉 > 0
due to Lemma 4.7 and
(4.39) 〈N0, e0〉 < 0
due to Lemma 4.4, we have
(4.40) 〈N0, X0〉 < 0.
Thus at a maximal point we have
(4.41) ∆ρ > 0,
a contradiction. Since we have ρ = 1 at the boundary, the claim follows. 
5. Moebius coordinates and the scalar flow
In this section we want to derive a scalar flow equation naturally associated with
(1.2). Therefore we aim for a graph representation. A natural candidate for hy-
persurfaces of our type are rotations of Moebius transformations on the plane.
Consider a one-parameter familiy of Moebius transformations of the form
(5.1) f˜(x, λ) =
(1 + λ)x+ i(λ− 1)
1 + λ+ i(1− λ)x
,
where (x, λ) ∈ [−1, 1]×[1,∞). For each λ this is a conformal transformation moving
the real axis towards i as λ→∞, whereas the boundary of the real interval [−1, 1]
maps to the unit sphere perpendicularly. A rotation of a plane in Rn+1 around the
e0-axis gives rise to the following definition.
5.1. Definition. Let D ⊂ Rn be the unit disk. Define Moebius coordinates for the
pointed halfball
(5.2) B+ := B+1 (0)\{e0}
to be the diffeomorphism
f : D × [1,∞)→ B+
f(x, λ) =
4λx+ (1 + |x|2)(λ2 − 1)e0
(1 + λ)2 + (1− λ)2|x|2
.
(5.3)
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Graphs in Moebius coordinates. Let us provide some general formalae for hyper-
surfaces M ⊂ Rn+1 which can be written as graphs in Moebius coordinates. Thus
suppose the embedding of a hypersurface M is given by a map
X : D →֒ Rn+1
z 7→ f(x(z), u(x(z))),
(5.4)
where u : D → [1,∞) is a function. First of all, from a tedious computation and
the conformality of f we obtain a representation of the Euclidean metric δαβ in
Moebius coordinates,
(5.5) ds¯2 = e2ψ(dx0
2
+ σijdx
idxj),
where x0 corresponds to the λ-coordinate,
(5.6) e2ψ =
〈
∂f
∂x0
,
∂f
∂x0
〉
,
(5.7)
∂f
∂λ
(x, λ) =
(1 + |x|2)(1− λ2)
λ((1 + λ)2 + (1− λ)2|x|2)
(
f −
λ2 + 1
λ2 − 1
e0
)
.
and
(5.8) σij = e
−2ψ
〈
∂f
∂xi
,
∂f
∂xj
〉
.
For M we have the induced metric
(5.9) gij = e
2ψ(uiuj + σij)
with inverse
(5.10) gij = e−2ψ
(
σij −
σikuk
v
σljul
v
)
,
where
(5.11) v2 = 1 + σijuiuj .
The contravariant version of the normal is
(5.12) (Nα) = ±v−1e−ψ(1,−σikuk).
Those formulae can be found in [6, Sec. 1.5].
Due to the conformality of f the outward Euclidean unit normal toD, N˘, is mapped
to a multiple of the unit normal to the sphere in Rn+1 which we called N˜ earlier.
Thus for a hypersurface satisfying the boundary condition (1.4c) we obtain
0 =
〈
N˘k
∂f
∂xk
, N
〉
= ∓
eψ
v
N˘kuk
(5.13)
and thus such a hypersurface satisfies the Neumann boundary condition
(5.14) N˘kuk = 0.
Now we prove that hypersurfaces satisfying (1.4) are graphs in Moebius coordi-
nates.
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5.2. Proposition. Let
(5.15) X0 : M →֒ R
n+1
be the embedding of a strictly convex hypersurface M0, such that (1.4) holds. Choose
e0 ∈ int(conv(∂M0)), such that conv(∂M0) is contained in the open hemisphere
H(e0). Then M0 can be written as a graph in Moebius coordinates around e0, i.e.
Moebius coordinates in the pointed half-ball B+1 (0)\{e0} yield a representation
(5.16) X0(z) = f(x, u0(x)),
where f is the diffeomorphism defined in (5.3).
Proof. Due to Corollary 4.8 Moebius coordinates are well-defined throughout M0.
By the implicit function theorem all we have to show is that
(5.17)
〈
∂f
∂λ
,N0
〉
< 0.
Due to Lemma 4.7 we have λ ≥ c > 1 and thus it suffices to discard the negative
scalar fraction in (5.7). We have〈
X0 −
λ2 + 1
λ2 − 1
e0, N0
〉
= 〈X0 − e0, N0〉 −
〈
2
λ2 − 1
e0, N0
〉
> −
2
λ2 − 1
〈e0, N0〉
> 0,
(5.18)
due to Lemma 4.4 and Corollary 4.6. 
The previous considerations allow us to naturally associate a scalar parabolic equa-
tion to strictly convex solutions of our inverse mean curvature flow (1.2).
5.3. Corollary. Let X be a solution of (1.2) on a time interval [0, ǫ), such that
all Mt, 0 ≤ t < ǫ, range within a pointed halfball B
+ and are graphs in Moebius
coordinates for B+,
(5.19) Mt = {(x(t, z), u(t, x)) : (t, z) ∈ [0, ǫ)× D}.
Then u solves a parabolic Neumann problem on [0, ǫ)×D, namely
∂u
∂t
= −
v
eψH
in (0, ǫ)×D,
ukN˘
k = 0 on [0, ǫ)× ∂D,
u = u0 on {0} ×D.
(5.20)
Proof. For curvature flows in ambient spaces covered by Gaussian coordinate sys-
tems the interior equations are deduced in [6, p. 98-99]. Just note that in our case
the normal N0 and the vector
∂f
∂x0
are pointing in opposite directions, hence the
sign. The boundary equation follows from the fact that all Mt are perpendicular
to the sphere and by the derivation of (5.14). 
6. Curvature estimates and convexity
6.1. Remark. Let T ∗ be the largest time, such that there exists a smooth solution
to (1.2) on the interval [0, T ∗). This implies mean convexity of Mt, 0 ≤ t < T
∗. By
Remark 3.1 we indeed have T ∗ > 0. Let T¯ > 0 be the largest time, such that the
solution is smooth on [0, T¯ ) and Mt is strictly convex for all 0 ≤ t < T¯ .
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6.2. Proposition. Let X be the solution of (1.2) on the interval [0, T¯ ). Then the
principal curvatures are bounded, i.e. for 1 ≤ i ≤ n there holds
(6.1) κi ≤ H ≤ max
D
H(0, ·) ∀t ∈ [0, T¯ ).
Proof. Using the convexity of the flow hypersurfaces up to T¯ , all we have to bound
is H. From Lemma 3.8 we obtain
(6.2) H˙ −
1
H2
∆H ≤ −
‖A‖2
H2
H
and
(6.3) Hkn˜
k = −H.
Thus the claim follows from a standard maximum principle, e.g. [17, Thm. 3.1]. 
6.3. Lemma. On the interval [0, T¯ ) let
(6.4) yt : ∂D →֒ S
n
be the induced embeddings of Xt. Then the convex bodies of the embedded subman-
ifolds ∂Mt →֒ S
n form an increasing sequence and satisfy uniform interior sphere
conditions independently of t.
Proof. The convexity of the ∂Mt in S
n follow from Lemma 3.6. From (3.8) we
see that the enclosed convex bodies are increasing. From Proposition 6.2 and
Lemma 3.6 we obtain uniform C2-estimates and thus uniform interior sphere con-
ditions, also compare [13, Def. 3.2]. 
6.4. Corollary. There exists a C1,α limiting surface ∂MT¯ arising as the limit of the
∂Mt. ∂MT¯ either is an equator of the sphere or is containd in an open hemisphere.
Proof. ∂MT¯ is the boundary of a weakly convex body in a hemisphere, in the sense
of [13, Def. 3.2], also compare [13, Lemma 6.1]. [13, Thm. 1.1] implies the claim. 
We want to conclude that T¯ = T ∗ and that ∂MT∗ must be an equator, which
would yield the result due to the height estimates. Therefore we need some more
estimates.
6.5. Lemma. Let X be the solution of (1.2) on the interval [0, T¯ ) and suppose that
∂MT¯ is not an equator. Then there holds
(6.5) sup
[0,T¯ )×D
1
H
≤ c,
where c depends on M0 and the distance of ∂MT¯ to a suitable equator S(e0).
Proof. Let e0 ∈ int(conv(∂MT¯ )), such that conv(∂MT¯ ) is contained in int(H(e0)).
Then, due to the monotonicity of conv(∂Mt) we also have
(6.6) e0 ∈ int(conv(∂Mt))
for t close to T¯ . Thus it is possible to apply Lemma 4.7 to obtain a positive lower
bound for the height function
(6.7) w = 〈Xt, e0〉 ≥ δ > 0.
Define the strictly convex function in Rn+1
(6.8) χ(x) =
1
2
|xˆ|2 +
β
2
(x0)2 − λx0 + 1,
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where
(6.9) xˆ = (0, x1, . . . , xn)
and
(6.10) λ >
1
δ
, 0 < β < 1.
Define
(6.11) ζ =
1
H
1
1
2 − χ
≡
1
H
G(χ).
Due to the height estimates, ζ is well defined and positive on [0, T¯ ) × D. With
the help of Lemma 3.8 and Lemma 3.10 a simple computation yields the following
evolution equation for ζ, namely
ζ˙ −
1
H2
∆ζ =
‖A‖2
H2
ζ + 2χαN
αζ2 −
1
H
χαβX
α
i X
β
j g
ijζ2
− 2χiχ
iζ3 −
2
H2
(
1
H
)
i
Gi
(6.12)
and the boundary equation
(6.13) ζin˜
i =
(
1 +GχαN˜
α
)
ζ.
Due to X = N˜ on the boundary, we obtain
(6.14) χαN˜
α = 1 + (β − 1)(X0)2 − λX0
and thus on the boundary
(6.15) 1 +GχαN˜
α = 1 +
1 + (β − 1)(X0)2 − λX0
λX0 − β−12 (X
0)2 − 1
< 0.
Now suppose for 0 < T < T¯ that
(6.16) max
[0,T ]×D
ζ = ζ(t0, z0) ≥ 1, t0 > 0.
Then z0 ∈ int(D) and thus from (6.12) we obtain at this point that, also using
(6.17)
Gi
G
= −
(
1
H
)
i
1
H
,
(6.18) 0 ≤
(
c−
1
H
χαβX
α
i X
β
j g
ij
)
ζ2,
where c = c(δ). Since
χαβX
α
i X
β
j g
ij = χαβ g¯
αβ − χαβN
αNβ
= n+ β − 1 + (1− β)(N0)2,
(6.19)
we obtain a bound for 1
H
at the point (t0, z0). Since G is bounded, this implies a
uniform bound on ζ and in turn a uniform bound on 1
H
. 
6.6. Proposition. There holds T¯ = T ∗. In particular the strict convexity of the
flow hypersurfaces is preserved up to T ∗.
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Proof. Suppose that T¯ < T ∗ ≤ ∞. In case that ∂MT¯ is an equator of the sphere,
we conclude from the height estimates that MT¯ is a flat disk and thus a singularity
of the flow. This would yield T¯ = T ∗. Thus suppose that ∂MT¯ is not an equator.
From Lemma 6.5 we obtain
(6.20)
1
H
≤ c ∀t ∈ [0, T¯ )
and again the height function satisfies
(6.21) w ≥ δ > 0.
Define
(6.22) H˜ =
n∑
i=1
1
κi
= gij h˜
ij ,
where (h˜ij) is the inverse of (hij). At a given point choose coordinates with respect
to the basis B = (n˜, zI), then at the boundary we deduce, due to Lemma 3.4 and
Lemma 3.5, that
H˜kn˜
k = −h˜ri h˜
sihrs;kn˜
k
= −h˜11h˜
11h11;kn˜
k − h˜JI h˜
KIhJK;kn˜
k
= nh˜11h˜
11h11 + h˜
J
I h˜
KIhJK − h˜
J
I h˜
KIgKJh11
≤ (n− 1)h˜11 + h˜
r
i h˜
sihrs
= (n− 1)h˜ij n˜in˜
j + H˜.
(6.23)
Set
(6.24) φ = log H˜ − (n+ 1) logw − αt, t < T¯ ,
where α will be chosen in dependence of δ and the initial data. From [5, Lemma 6.5]
and Lemma 3.9 we obtain
φ˙−
1
H2
∆φ = −
‖A‖2
H2
+
2n
HH˜
+
2
H2H˜2
H˜iH˜
i
−
(
2
H2
grsh˜klhrk;phsl;q −
2
H3
HpHq
)
h˜pih˜qi
H˜
−
2n+ 2
Hw
〈N, e0〉 −
n+ 1
H2w2
wiwi − α
(6.25)
in the interior and
(6.26) φkn˜
k ≤ 1 +
n− 1
H˜
h˜11 − (n+ 1) < −1 ∀(t, ξ) ∈ [0, T¯ )× ∂D.
Now suppose that for 0 < T < T¯ we have
(6.27) sup
[0,T ]×D
φ = φ(t0, z0), t0 > 0.
Then z0 does not lie on ∂D. From (6.25) we obtain at (t0, z0), also using
(6.28)
H˜i
H˜
= (n+ 1)
wi
w
and that the big bracket is nonnegative by [5, equ. (1.7)], that
(6.29) 0 ≤ c+
2(n+ 1)2
H2w2
‖Dw‖2 − α,
where the constant depends on δ and the bound on H−1. For large α this is a
contradiction. Thus under the assumption that ∂MT¯ is not an equator we obtain
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that the supremum of φ would be decreasing and thus φ was bounded up to T¯ . But
then
(6.30) log H˜ = φ+ (n+ 1) logw + αt ≤ c+ αT¯ ,
which contradicts the definition of T¯ , at which H˜ would have to blow up, provided
T¯ < T ∗. 
6.7. Corollary. There holds
(6.31) T ∗ <∞.
Proof. Let e0 ∈ int(conv(∂MT∗)), such that conv(∂MT∗) ⊂ H(e0). The induced
strictly convex hypersurfaces ∂Mt →֒ S
n satisfy the flow equation (3.8), which has
a uniformly positive speed in normal direction. Thus ∂MT∗ is reached in finite
time. 
7. Convergence to a flat disk
We have seen that as long as the boundary of the flow is strictly contained in
an open hemisphere, we have uniform bounds on the height, the mean curvature
and the principal curvatures. We want to conclude that the flow can be extended
whenever ∂MT∗ is not an equator. This would finish the proof of the main result
due to the definition of T ∗. In this section we will apply regularity theory to the
scalar flow equation in Corollary 5.3 to achieve this.
A straightforward computation yields the following representation of this equa-
tion.
7.1. Proposition. The function u : (0, T ∗)×D → [1,∞) satisfies the equation
(7.1)
∂u
∂t
= −
v
e2ψv−1gijui,j +A(x, u,Du)
≡ F (x, u,Du,D2u),
where A is smooth and F is a uniformly parabolic operator, provided ∂MT∗ is not
an equator of the sphere.
Proof. An easy computation gives a relation between covariant and partial deriva-
tives of u, namely
(7.2) uij = ui,jv
−2 + rij(x, u,Du),
where rij is a smooth tensor of the indicated variables. Due to [6, equ. (1.5.10)] we
obtain
(7.3) hijv
−1ψ−1 = ui,jv
−2 + rij(x, u,Du)
with a possibly different, but still smooth, tensor rij . Inserting this into (5.20) gives
the first equality.
The parabolicity follows from
(7.4)
∂F
∂ui,j
=
v
eψH2
∂H
∂ui,j
=
1
H2
gij ,
since as long as ∂MT∗ is not an equator, we have H ≥ c > 0 by Lemma 6.5 and g
ij
is equivalent to the Euclidean metric on D due to (5.18). 
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7.2. Lemma. Let X : (0, T ] → Rn+1 be a solution of (1.2) and suppose that ∂MT
is not an equator of the sphere. Then
(7.5) T ∗ > T + ǫ,
where ǫ depends on M0 and the distance of ∂MT to a suitable equator.
Proof. (i) Considering the scalar proplem as in Corollary 5.3, from Proposition 7.1
and standard regularity theory we obtain C∞-estimates up to T for u, compare
for example [12, Thm. 14.23] or [19, Thm. 4, Thm. 5]. A slight adjustment of
the proof of [6, Thm. 2.5.7] to the Neumann boundary case1 yields a short-time
existence interval of length ǫ for C2,α initial functions, depending on the data of the
differential operator. In our situation, these data are uniformly under control, such
that choosing a flow hypersurface Mt0 with T − t0 < ǫ yields an extension beyond
T. By the standard method of difference quotients this extension is smooth. Thus
we have extended the scalar function u.
(ii) To obtain the full curvature flow from the scalar function u, we use the standard
method applied in [14, Sec. 2.3], solving an ODE to allow for normal directed
evolution. 
Together with Corollary 6.7 and the C2-estimates we obtain the final result.
7.3. Corollary. ∂MT∗ is an equator of the sphere and MT∗ is an embedded flat
disk.
7.4. Remark. From Proposition 6.2 and (7.3) we obtain uniform C2-bounds for the
graph functions u and thus the norm of convergence, in which the flow hypersurfaces
converge to unit disk can be characterized by saying that the functions u converge
to the constant function with value 1 in the norm of C1,β(D).
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