The block Arnoldi method is one of the most commonly used techniques for large eigenproblems. In this paper, we exploit certain modified Ritz vectors to take the place of Ritz vectors in the thick-restarted block Arnoldi algorithm, and propose a modified thickrestarted block Arnoldi algorithm for large eigenproblems. We then consider how to periodically combine the refined subspace iterative method with the modified thick-restarting block Arnoldi algorithm for computing a few dominant eigenpairs of a large matrix. The resulting algorithm is called a Subspace-Block Arnoldi algorithm. Numerical experiments show the efficiency of our new algorithms.
where H mp is an (mp + p) × mp band upper-Hessenberg matrix with p × p matrices H ij as its elements, and E m is an mp × p zero matrix except for its last p rows being an identity matrix. The following algorithm provides essential details of the block Arnoldi process, for more details, refer to [3, 4] .
Algorithm 1 (The Block Arnoldi Process (with A. Ruhe's Variant)).
1. Start: Given m, the steps of the block Arnoldi process; p, the block size; and an initial orthonormal block vector V 1 However, as the steps of the block Arnoldi process increases, the block Arnoldi method will become impractical because of memory and computational requirements. One remedy is to use restarting strategies [18, 19] . Recently, Baglama [7] developed an augmented block Householder Arnoldi (ABHA) method that combines the advantages of a block routine and augmented routine. The foundation of the ABHA method is the use of the Householder process to create an orthonormal basis for the block Krylov subspace. An advantage of the representation is the heavy use of Level 3 BLAS matrix-matrix operations.
In this paper, we focus on the thick-restarting strategy proposed recently [20, 13, 18, 21, 22] . We first apply the thickrestarting strategy to the block Arnoldi algorithm, and introduce a thick-restarted block Arnoldi algorithm for large eigenproblems. Unfortunately, the convergence analysis given in [23] indicates that the Ritz vectors obtained by the block Arnoldi method may not be good approximations to the desired eigenvectors. Therefore, it is necessary to seek new approximations to take the place of Ritz vectors and improve the performance of the thick-restarted block Arnoldi algorithm. Therefore, in Section 2 we exploit the modified Ritz vectors [24, 23, 25, 26] to take the place of the Ritz vectors in the thick-restarted block Arnoldi algorithm, and propose a modified thick-restarted block Arnoldi algorithm for large eigenproblems. The rationality of the new algorithm is also discussed.
The subspace iteration is a classical method for computing a few dominant eigenvalues and the associated eigenvectors of a large sparse matrix [3] . In [27] , Jia combined the refined strategy [12] and an updating scheme with the subspace iteration, and proposed a refined subspace iteration method. Motivated by the idea proposed in [28] , in Section 3 we knit the refined subspace iteration together with the modified thick-restarted block Arnoldi algorithm proposed in Section 2, and present a Subspace-Block Arnoldi algorithm for computing a few dominant eigenpairs of large, sparse matrices. Numerical experiments given in Section 4 illustrate numerical behavior of our new algorithms.
Some notations are listed below. Throughout this paper, we denote by K m+1 (A, V 1 ) the block Krylov subspace span{V 1 , AV 1 , . . . , A m V 1 }, by l the number of desired eigenpairs, by C p the complex space of dimension p, and by '' H '' the conjugate transpose of a matrix or a vector. We denote by σ max (X) and σ min (X) the largest and the smallest singular value of the matrix X , respectively. Let I be the identity matrix whose order is clear from the context.
A modified thick-restarted block Arnoldi algorithm for large eigenproblems
In this section, we first apply the thick-restarting strategy [18, 21] to the block Arnoldi algorithm, and present a thickrestarted block Arnoldi algorithm. We then introduce the modified Ritz vector [24, 23, 25, 26] , and show why it is superior to the regular Ritz vector. Finally, we apply the modified Ritz vector to the thick-restarted block Arnoldi algorithm, and propose a modified thick-restarted block Arnoldi algorithm for large nonsymmetric eigenproblems. Some properties of the new algorithm are also discussed.
A thick-restarted block Arnoldi algorithm for large eigenproblems
The thick-restarted Arnoldi algorithm [18, 29] is mathematically equivalent to the famous implicitly restarted Arnoldi advocated by Sorensen when exact shifts are used [18, 19] . Generally, however, it is not the case for the block Arnoldi method. The thick-restarted Arnoldi algorithm is a little bit similar to the Arnoldi-E method [30] , except the approximate eigenvectors are put firstly. Some remarkable merits of this approach are that the entire subspace is still a Krylov subspace, and it includes smaller Krylov subspaces with Ritz vectors as starting vectors [30, 20] . Furthermore, k 0 matrix-vector multiplications can be saved before restarting, where k 0 is the number of Ritz vectors from the previous iteration. For more details, we refer to [20, 13, 18, 21] and the references given therein.
In this subsection, we introduce a thick-restarted block Arnoldi algorithm for large eigenproblems, which is a straightforward generalization of the thick-restarted Arnoldi algorithm. It can also be viewed as an exact analogy of the thick-restarted harmonic block Arnoldi algorithm due to Morgan [13] . The algorithm is described as follows.
Algorithm 2 (A Thick-restarted Block Arnoldi Algorithm for Large Eigenproblems).
1. Start: Choose m, the step of block Arnoldi procedure; p, the block size; k 0 , the number of approximate eigenvectors which are retained from one cycle to the next; also l, the desired number of eigenpairs (with k 0 ≥ l). Choose an initial n × p column orthonormal block vector V 1 , as well as a prescribed tolerance tol; 
At each cycle after the first (where the first cycle is the ordinarily block Arnoldi iteration), some recurrences similar to (1.1) are generated by the thick-restarted block Arnoldi algorithm. Proof. The proof is similar to that of Theorem 3.1 in [28] .
Let (λ i ,g i ) be an eigenpair of H mp . Then the thick-restarted block Arnoldi method makes use of the Ritz pair (λ i ,x i ) as an approximation to an eigenpair of A [3, 4] , wherex i = U mgi is called a Ritz vector. Defining the residualr i = Ax i −λ ixi , we obtain from (2.1) that
which can be used as a cheap stopping criterion for convergence.
The modified Ritz vector
It has been shown that Ritz vectors may converge very slowly or even fail to do so, even if the Ritz values do [31] . In this subsection, we introduce the modified Ritz vector proposed recently [24, 23, 25, 26, 32] , and show why the modified Ritz vector is better than the regular Ritz vector in general.
Recall that the m-step block Arnoldi process generates an orthonormal basis for the block Krylov subspace
} satisfies the following optimal property [25, 26] 
be the right singular vector corresponding to smallest singular value of r i , (A −λ i I)V m+1 , and denote by
then the modified Ritz vector corresponding toλ i is [25, 26] 
The residual vector corresponding to the modified Ritz pair
It is seen from (2.2) that 
That is,
and
Therefore,
Equating (2.7) and (2.9) gives
so we complete the proof.
However, it seems that (2.6) is unsatisfactory in quantifying how much the quality of the Ritz vector can be improved.
We next show that sin (w, 
The following result shows that the speed of sin (w, B) → 1 will be much faster than that of r 
(2.12)
Moreover, we have from Lemma 2.3 that
So we obtain 
where we used σ min (C) = r M 2 . Furthermore, it is seen from (2.8) that
As a result,
.
where we used the relation from (2.6) that
. So we obtain (2.10) from combining (2.11), (2.14) and (2.15).
We point out that ifλ is not an eigenvalue of A and U m+1 is of full rank, then sin r, B = 0. Indeed, suppose that sin r, B = 0, thenr ∈ B, and there exists a vector u ∈ C p such thatr
which implies that
Sinceλ is not an eigenvalue of A, A −λI is nonsingular; moreover, if U m+1 is of full rank, theng = O, which is a contradiction. Theorem 2.4 indicates that the speed with which cos (w, B) tends to zero will be much faster than that with which r M 2 does so, provided B is not too ill-conditioned and sin (r, B) is not too small. Therefore, as the convergence proceeds,
2 can be (much) smaller than r 2 , which explains why the modified Ritz vector x M is better than the Ritz vectorx in some degree.
A new algorithm for large eigenproblems
As was mentioned before, Ritz vectors may not be good approximations since they may converge very slowly or even fail to do so [31] . In order to partially circumvent this difficulty, we make use of the modified Ritz vector to take the place of the Ritz vector in the thick-restarted block Arnoldi algorithm, and propose a modified thick-restarted block Arnoldi algorithm for large nonsymmetric eigenproblems. The main algorithm of this paper is described as follows.
Algorithm 3 (A Modified Thick-restarted Block Arnoldi Algorithm for Large Eigenproblems).
1. Start: Choose m, the step of block Arnoldi procedure; p, the block size; k 0 , the number of approximate eigenvectors which are retained from one cycle to the next; also l, the desired number of eigenpairs (with k 0 ≥ l). Given an initial n×p column orthonormal block vector V 1 , as well as a prescribed tolerance tol; 2. The first iteration: Run Algorithm 1 for the computation of
where z i are computed as follows [28] :
and z i , i = 1, . . . , l, are the eigenvectors corresponding to the smallest eigenvalues of the Hermitian matrixC [25, 26] . 
Orthonormalizing AV m+1 with respect to V new k 0 +p , which yields an n × p block vector v k 0 +2p , and set
Step 3. Now we consider some properties of the new algorithm. The following theorem establishes a block Arnoldi-like relation for Algorithm 3.
Theorem 2.5. At each iteration, it holds that
Proof. At each iteration after the first, it is sufficient to prove
It follows from Algorithm 3 that
which completes the proof. Now let's consider how to compute H new k 0 +p efficiently in practice. At the first glance, it seems that one has to pay
Step 9 of Algorithm 3. Indeed, as we will show, the computation of the projection matrix only requires (k 0 + 2p) × p inner products. By (2.17),
It follows from Theorem 2.1 that
Therefore, 
The following theorem indicates that the search subspace generated by Algorithm 3 after restarting contains smaller Krylov subspaces with each of the desired Ritz vectors as the starting vector. Note that the dimension of the search subspace is mp. . Define
Proof. Notice that 
A Subspace-Block Arnoldi algorithm for computing a few dominant eigenpairs of large matrices
Subspace or simultaneous iterations are very popular for computing a few dominant eigenvalues and the associated eigenvectors of a large sparse matrix. However, it has been shown that even if the distance between the wanted eigenvector and the projection subspace approaches zero, the Ritz vector may converge erratically or even may not converge [31] . In order to circumvent this difficulty, Jia [27] proposed a refined subspace iterative algorithm. In this section, we knit the refined subspace iterative algorithm together with the modified thick-restarted Arnoldi algorithm, and propose a Subspace-Block Arnoldi algorithm for computing a few dominant eigenpairs of large matrices. The hybrid algorithm can be viewed as a generalization of the Power-Arnoldi algorithm proposed recently [28] .
The subspace iteration and the refined subspace iterative algorithm
Subspace iteration can be viewed as a block generalization of the classical power method [33] . Although the method is not competitive with some projection methods, it is still one of the most important methods used in structural engineering [3] .
Given an n × p orthonormal block vector X 0 = [x 1 , x 2 , . . . , x p ], the subspace iterative algorithm amounts to computing the matrix X k = A k X 0 for a certain power k. Label the eigenvalues of A in the decreasing order of their module Then under some mild assumption on X 0 , as k increase, the subspace span{A k X 0 } tends to the subspace spanned by the associated eigenvectors x 1 , . . . , x p of A; see, e.g., [3] . In [27] , Jia further investigated the subspace iterative algorithm, and derived a more efficient refined subspace iteration algorithm for computing a few dominant eigenpairs of large matrices. The improvements are twofold: First, the refined strategy was used to extract refined Ritz vectors from a given subspace. Second, a novel strategy was exploited to construct a better initial block vector when restarting.
The refined subspace iterative algorithm is outlined as follows, for more details on how to compute the refined Ritz vectors in Step 3, as well as to update the initial block vector in Step 4, refer to [27] . 4. Convergence test: If the l dominant refined approximate eigenpairs satisfy a prescribed accuracy, then stop; otherwise, update X and go to Step 2.
A Subspace-Block Arnlodi algorithm
Motivated by the Power-Arnoldi algorithm proposed in [28] , we combine the refined subspace iterative algorithm with the modified thick-restarted block Arnoldi algorithm, and propose a hybrid algorithm for computing a few dominant eigenvalues as well as the corresponding invariant subspace of a large, nonsymmetric matrix. The resulting algorithm is called the Subspace-Block Arnoldi algorithm.
The principle of the hybrid algorithm is described as follows. Given an n by p column orthonormal block vector X 0 , we first run the refined subspace iteration several times to get a rough convergence. If the accuracy is not satisfied with the prescribed tolerance tol, then we use the resulting block vector as the initial guess, and run the modified thick-restarted block Arnoldi algorithm several times, to get another approximation. If the new approximation is still unsatisfactory, return to the refined subspace algorithm again, using the approximation obtained from the block Arnoldi as the initial guess. Proceed the above procedure analogously until convergence.
The key of the hybrid algorithm is when and how to terminate the refined subspace iteration and trigger the modified thick-restarted block Arnoldi algorithm. We exploit the following strategy; for more details, refer to [28] . In the new algorithm, three parameters β, maxit1 and maxit2 are used to flip-flop between the refined subspace iteration and the modified thick-restarted block Arnoldi algorithm. Denote by r (curr) the residual norm of the current iteration, and by r (prev) that of the previous iteration. We check whether ratio = r (curr) /r (prev) is greater than β, say, 0.5. If so, set restart := restart +1
and examine whether restart is larger than the pre-determined number maxit1, say, 5. If so, terminate the refined subspace iteration and run the modified thick-restarted block Arnoldi algorithm. In summary, we can present the Subspace-Block Arnoldi algorithm.
Algorithm 5 (A Subspace-Block Arnoldi Algorithm for Large Eigenproblems).
1. Start: Choose m, the steps of block Arnoldi procedure; p, the block size, which is also the refined subspace dimension; and k 0 , the number of approximate eigenvectors which are retained from one cycle to the next; l, the number of desired eigenpairs, with l ≤ p. Choose an initial n × p column orthonormal block X 0 , and a prescribed tolerance tol, three parameters β, maxit1 and maxit2 that are used to flip flop between the refined subspace iteration and the thick-restarted modified block Arnoldi algorithm; 2. Run the refined subspace iteration: Heuristically, we can interpret the mechanism of Algorithm 5 as follows. As the iteration proceeds, the refined subspace iteration can purify the initial block vector for the block Arnoldi algorithm. On the other hand, the block Arnoldi algorithm can provide a better initial guess for the refined subspace algorithm. Consequently, a periodic combination of Algorithms 3 and 4 can improve the performance of the two original algorithms; see the numerical experiments made in Section 4. One is also recommended to see [28] for theoretical analysis of the hybrid strategy.
Finally, we point out that it is difficult to determine the optimal parameters such as β, maxit1 and maxit2 for a general matrix, and the answer is problem-dependent [28] . Fortunately, we find experimentally that the performance of the Subspace-Block Arnoldi algorithm seems insensitive to the chosen parameters.
Numerical experiments
In this section, we report some numerical experiments and illustrate the numerical behavior of the new algorithms. All the algorithms are run using Matlab 7.0 on a 1.6 GHz dual core Intel(R) Pentium(R) processor with 1 GB main memory. To make a fair and reasonable comparison, in each example, the same block vector is generated randomly in a uniform distribution, orthogonalized and utilized as the initial guess. The algorithms will be stopped as soon as [27] 
where ( λ i , x i ) are approximate eigenpairs, tol is a user described tolerance, and A F is the Frobenius norm of A, which is needed to be computed only once and stored for later use. In order to show numerical behavior of Algorithm 3 and Algorithm 5, we compare them with Algorithm 2, Baglama's augmented block Householder Arnoldi algorithm [10] (ABHA, whose MATLAB file is available from http://www.math.uri.edu/~jbaglama/), the block Krylov-Schur algorithm due to Zhou and Saad [17] , as well as Jia's refined subspace algorithm [24] . In all the tables, we denote by time the CPU time used in seconds, and by mv the number of matrix-vector products required for convergence. We denote by ABHA the augmented block householder Arnoldi algorithm due to Baglama [10] , by Algorithm 2 the thick-restarted block Arnoldi algorithm, and by Algorithm 3 the thick-restarted block Arnoldi algorithm with modified Ritz vectors. Denote by Algorithm 4 the refined subspace algorithm of Jia [24] , and by Algorithm 5 the SubspaceBlock Arnoldi algorithm, and by Kry-Sch the block Krylov-Schur algorithm proposed by Zhou and Saad [17] . Example 1. This example tries to illustrate superiority of the modified thick-restarted block Arnoldi algorithm over the thick-restarted block Arnoldi algorithm and Baglama's augmented block householder Arnoldi algorithm. There are three test matrices in this example, which are all from the Matrix Market [2]. We run Algorithms 2 and 3, as well as Baglama's algorithm on the three problems. All the algorithms will be stopped as soon as the residual norms are below tol = 10 Alg.3 stand for the number of matrix-vector products required by Algorithms 2 and 3, respectively. Note that the higher Eff is, the better the modified algorithm will be.
The first test matrix is the BWM2000 matrix. It is a 2000 × 2000 nonsymmetric matrix which arises from modeling the concentration waves for reaction and transport interaction of chemical solutions in a tubular reactor. We compute the two eigenvalues with the largest real part. Table 1 lists the CPU time and the number of matrix-vector products used for convergence. It is seen from Table 1 that both Algorithms 2 and 3 perform better than Baglama's algorithm, while Algorithm 3 converges the fastest, especially when the dimension of the search subspace is small (recall that the dimension of the search subspaces is m×p). For instance, when m = 4, p = 2, k 0 = 4, Algorithm 3 and Baglama's algorithm use 23.1 s and 46.8 s, respectively, to reach the same accuracy. In other words, Algorithm 3 is about two times faster than Baglama's algorithm. Fig. 1 plots convergence curves of the three algorithms when m = 10, p = 2, k 0 = 12. It is seen that the new algorithm converges smoothly.
The second test matrix is the Sherman4 matrix. It is a 1104 × 1104 nonsymmetric matrix, and stems from an oil reservoir modeling. We are interested in the four eigenvalues with smallest real parts. Table 2 gives the numerical results. For this problem, all the algorithms work quite well, and Algorithm 2 is a little better than Baglama's algorithm, while Algorithm 3 outperforms the other two in many cases. Fig. 2 depicts convergence curves of the three algorithms when m = 5, p = 2, k 0 = 6, we see that the new algorithm converges faster than the other two. The third test problem is the 1138bus matrix. The numerical results are listed in Table 3 , where three eigenvalues with the smallest magnitude are required. For this example, we cannot tell which algorithm performs the best. For instance, when m × p is large, Baglama's algorithm outperforms the other two in many cases. We see that when m = 4, p = 5, k 0 = 10, Baglama's algorithm uses 19.8 s, while Algorithms 2 and 3 make use of 42.3 s and 38.6 s, respectively. On the other hand, when m × p is relatively small, Algorithms 2 and 3 often work better than Baglama's algorithm, and Algorithm 3 is better than Algorithm 2. For example, when m = 2, p = 5, k 0 = 4, Baglama's algorithm uses 48.3 s, while Algorithms 2 and 3 need 34.1 and 28.5 s to reach the desired accuracy. So our new algorithm is promising for very large eigenproblems, where the dimension of the search subspaces is often required to be small.
Example 2.
In this example, we show the efficiency of the Subspace-Block Arnoldi algorithm for computing a few dominant eigenpairs of large matrices. The test matrix arises from the following constant-coefficient convection-diffusion equation 1] with the boundary condition u(x, y) = 0, and p 1 , p 2 , p 3 being nonnegative constants. Discretizing the above equation by five point difference on a uniform N by N grid and numbering the grid points using the row wise natural ordering yields a block tridiagonal matrix of the form
The matrix A with p 1 = 1, p 2 = p 3 = 0 and n = 6400 is tested. We aim to compute the four largest eigenpairs in magnitude. We run Algorithm 3, the refined subspace algorithm (Algorithm 4), the Subspace-Block Arnoldi algorithm (Algorithm 5), and Baglama's algorithm on this problem. In Algorithm 5, we choose β = 0.5, maxit1 = 2, and maxit2 = 5.
All the algorithms will be stopped as soon as the residual norms are below tol = 1e−6. Table 4 gives the numerical results, and Fig. 3 depicts convergence history of the four algorithms when m = 8, p = 6, k 0 = 6. For the sake of justice, the dimension of the search subspaces are the same for all the algorithms. Let V 1 = orth(rand(n, p)) be the initial block vector for Algorithms 3 and 5 and Baglama's algorithm. Then the refined subspace algorithm makes use
as the initial guess. Note that there is no Gram-Schmidt orthogonalization in the refined subspace algorithm, so it is cheaper than the other three algorithms. We see from Table 4 that Algorithm 3 outperforms Baglama's algorithm in terms of matrix-vector products and CPU time, while Algorithm 5 is superior to Algorithm 3 in many cases. The three block Arnoldi-based algorithms may use fewer matrix-vector products than Algorithm 4, however, the latter may need less CPU time than the other three algorithms. The reason is that, as we have pointed out, the refined subspace algorithm is (much) cheaper than the other three algorithms; see also the numerical experiments made in [27] .
When m ×p is relatively small, Algorithm 4 may converge faster than Algorithm 5, although the number of matrix-vector products needed by the former can be much larger that of the latter, cf. m = 5, p = 5, k 0 = 6. However, when m × p is large, Algorithm 5 may work better than the refined subspace iteration both in terms of matrix-vector products and CPU time, say, when m = 6, p = 10, k 0 = 8. Therefore, Algorithm 5 is a competitive candidate for computing a few dominant eigenvalues and the corresponding eigenvectors of large, nonsymmetric matrices. Example 3. This example is due to Morgan [30] . The test matrix is a tridiagonal matrix with 1, 2, 2.05, 2.1, 3, 4, 5, . . . , 998 on the main diagonal, −0.1 in each superdiagonal position and 0.1 in each subdiagonal position. We run Baglama's algorithm, Algorithms 3-5 for computing a few dominant eigenpairs of the matrix. In Algorithm 5, we choose β = 0.7, maxit1 = 2 and maxit2 = 6. The stopping criterion is tol = 10 −6 . Table 5 lists the numerical results obtained.
One observes that all the algorithms run quite well, while Algorithm 5 is superior to other three algorithms in terms of matrix-vector products. Again, we see that the refined subspace algorithm requires more matrix-vector products than the others, but the CPU time required by the algorithm may be the least. As was pointed out in Example 2, this is due to the fact that the cost of the refined subspace algorithm is much less than that of the others. Fig. 4 depicts the convergence history of the four algorithms when l = 3, m = 4, p = 6, k 0 = 6. We see that Algorithm 5 runs quite well.
Example 4.
In this example, we compare our new algorithms with the block Krylov-Schur algorithm (Kry-Sch) due to Zhou and Saad [17] for large symmetric eigenvalue problems. The test matrix is the tuma2 matrix which is available from http://www.cise.ufl.edu/research/sparse/matrices/. It is a real symmetric matrix of order n = 12,992, with 49,365 nonzeros.
We are interested in the six dominant eigenpairs of the matrix, and all the algorithms will be stopped as soon as the residual norms are below tol = 1e − 10.
For this problem, we directly apply Algorithms 2, 3 and 5 to this large symmetric eigenproblem. Notice that the cost of the three algorithms needed per iteration is higher than that of the block Krylov-Schur algorithm in which the block Lanczos process is used instead of the block Arnoldi procedure. In Algorithm 5, we set β = 0.7, maxit1 = 2, and maxit2 = 6. Table 6 lists the numerical results obtained.
Three remarks are given. First, it is seen that the block Krylov-Schur algorithm may use a lot more matrix-vector products than the other three algorithms for convergence, however, it may need the least CPU time among the four algorithms. Indeed, as was pointed out before, the reason is due to the fact that the block Krylov-Schur algorithm is based on the block Lanczos process [14, 17] .
Second, when the dimension of the search subspaces is low, Algorithms 2 and 3 can be much faster than the block Krylov-Schur algorithm. For instance, when l = 6, m = 3, p = 7, k 0 = 12, Algorithms 2 and 3 are about twice as fast as the block Krylov-Schur algorithm. This is favorable when the matrix in question is very large. We see that Algorithm 3 works better than Algorithm 2 in terms of matrix-vector products. Moreover, we also observe that Algorithm 5, the hybrid algorithm, may not converge when m is very small. The reason is that the refined subspace method does not perform well on this problem. Fortunately, when m becomes large, Algorithm 5 is often superior to the three algorithms in terms of matrix-vector products. This implies that the hybrid strategy is still valid for this problem. Third, we remind the reader that the block Krylov-Schur algorithm only works for large symmetric eigenproblems [17] , while our new algorithms can be used to calculate a few selected eigenpairs of both symmetric and non-symmetric matrices.
Example 5. The aim of this paper is twofold. First, we show sharpness of Theorem 2.4. Second, we try to show that when m is sufficiently large, the Subspace-Block Arnoldi algorithm can work quite well even when the refined subspace iteration does not work. The problem is from [2] . Dielectric channel wave-guide problems arise from many integrated circuit application. Consider the governing Helmholtz equation for the metric field H
By finite difference, we obtain a nonsymmetric matrix eigenvalue problem of the form where C 11 and C 22 are five or tri-diagonal matrices, C 12 and C 21 are (tri-)diagonal matrices, and B 11 and B 22 are nonsingular diagonal matrices. There are eigenvalues with negative real part several orders of magnitude larger than the desired eigenvalues with positive real part, and also the desired eigenvalues are clustered for large n. So this problem presents a challenge to the existing numerical methods [1] .
We test the problem with n = 8192 and calculate some rightmost eigenpairs (which are also the ones in largest magnitude), and the algorithms will be stopped as soon as the residual norms are below tol = 10 −6 . We run Algorithms 3-5, Example 5. Numerical results of the four algorithms, tol = 1e−6. Here n.c. stands for no convergence occurs even using 1e+4 matrix-vector products. as well as Baglama's algorithm on this problem. For Algorithm 5, we pick β = 0.7, maxit1 = 2 and maxit2 = 6. Table 7 lists the numerical results obtained. It is obvious to see from Table 7 that Algorithm 5 is more efficient than the other three algorithms, even if the refined subspace algorithm does not work at all. This can be interpreted as follows. As iteration proceeds, the refined subspace iteration can purify the initial block vector for the block Arnoldi algorithm. On the other hand, the block Arnoldi algorithm can provide a better initial guess for the refined subspace iteration. As a result, a periodic combination of the two algorithms may improve the performance of both the original algorithms considerably.
In order to show sharpness of Theorem 2.4, in Figs. 5 and 6 we plot curves of r M 2 , cos (w, B), and the right hand side of (2.10), respectively. Two comments are in order. First, we observe that the upper bound of (2.10) is sharp, both for the restarted and non-restarted modified block Arnoldi versions. Second, as was pointed out in Remark 1, we see that the speed that cos (w, B) tends to zero is much faster than that with which r Arnoldi algorithm outperforms the standard block Arnoldi algorithm in many cases [25, 26, 32] .
Conclusion and future work
In this paper, we first introduce a thick-restarted block Arnoldi algorithm for large unsymmetric eigenproblems, and then make use of the modified Ritz vectors [24, 23, 25, 26, 32] to take the place of Ritz vectors, and propose a thick-restarted block Arnoldi algorithm with modified Ritz vectors. Some properties of this new algorithm are given. Moreover, we combine the refined subspace algorithm with the modified thick-restarted block Arnoldi algorithm, and propose a Subspace-Block Arnoldi algorithm for computing a few dominant eigenpairs of large matrices. Numerical results show the effectiveness of our new algorithms.
However, there is still much work which needs to done. For instance, how to understand the superiority of the SubspaceBlock Arnoldi algorithm over its original counterpart from a theoretical point of view. Can we determine the optimal parameters so that the Subspace-Block Arnoldi algorithm can work more efficiently? They are under investigation and are certainly a part of our future work. 
