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The success of the Internet can partly be attributed to the congestion control algorithm in the
Transmission Control Protocol (TCP). However, the tremendous growth in the range of bandwidth-
delay products, Bit-Error Rates, and the increased diversity in applications has stressed TCP and
the need for new transport protocol designs has become increasingly important.
Prior research has focused on the design of either end-to-end protocols (e.g., CUBIC) that rely
on implicit congestion signals such as loss and/or delay or network-based protocols (e.g., XCP)
that use precise per-flow feedback from the network. While the former category of schemes have
performance limitations, the latter are hard to deploy, can introduce high per-packet overhead,
and open up new security challenges. This dissertation explores the middle ground between these
designs and makes four contributions. First, we study the interplay between performance and
feedback in congestion control protocols. We argue that congestion feedback in the form of aggre-
gate load can provide the richness needed to meet the challenges of next-generation networks and
applications. Second, we present the design, analysis, and evaluation of an efficient framework
for congestion control called Binary Marking Congestion Control (BMCC). BMCC uses aggre-
gate load feedback to achieve efficient and fair bandwidth allocations on high bandwidth-delay
networks while minimizing packet loss rates and average queue length. BMCC reduces flow com-
pletion times by up to 4x over TCP and uses only the existing Explicit Congestion Notification
bits.
Next, we consider the incremental deployment of BMCC. We study the bandwidth sharing
iv
properties of BMCC and TCP over different partial deployment scenarios. We then present algo-
rithms for ensuring safe co-existence of BMCC and TCP on the Internet. Finally, we consider the
performance of BMCC over Wireless LANs. We show that the time-varying nature of the capacity
of a WLAN can lead to significant performance issues for protocols that require capacity estimates
for feedback computation. Using a simple model, we characterize the capacity of a WLAN and
propose the usage of the average service rate experienced by network layer packets as an estimate
for capacity. Through extensive evaluation, we show that the resulting estimates provide good
performance.
v
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1.0 INTRODUCTION
1.1 MOTIVATION
The Internet is a global infrastructure for information exchange that has transformed the social,
economic, and political aspects of our lives. One of the most crucial building blocks of the Internet
is a mechanism for resource sharing and controlling congestion on the Internet. When end-hosts
access a certain resource (such as a webpage from CNN, a video on YouTube, etc.,) on the Internet,
it is important to ensure that they do not overwhelm network elements (such as routers), are able
to efficiently utilize network resources, and achieve fairness in some agreed-upon sense. Today,
congestion control for most of the traffic is provided by the Transmission Control Protocol (TCP)
[1, 2, 3, 4].
The importance of congestion control was practically realized in the late 1980s when the In-
ternet was first observed to have experienced a series of “Congestion Collapses”1, which resulted
in about a factor of thousand drop in throughput [2]. Later, a congestion control algorithm was
retrofitted in the Transmission Control Protocol (TCP), the most dominant transport protocol on
the Internet today, to avoid this situation. Since then, TCP has served the Internet well. However,
TCP is now showing significant performance limitations and the need for new transport protocol
designs has become increasingly important [5, 6, 7, 8, 9, 10, 11]
This need has arisen from TCP’s inability to meet the challenges brought about by the tremen-
dous growth in the range of link capacities, latencies, and Bit-Error Rates (BER) as well as due to
increased diversity in applications and their requirements. Table 4 illustrates the increased hetero-
geneity in the characteristics of different links and networks in terms of capacity, latency, and BER
1A condition in which the network does little useful work due to severe congestion.
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and Table 2 shows different types of applications and their requirements. We discuss these trends
below:
Network Capacity Latency Bit-Error Rate
Wired WANs [12, 13, 14, 15] 50Mbps-14Tbps 10ms-300ms 10 12
Data Centers [9] 1Gbps-1Tbps 100s-1ms 10 12
Satellite Networks [5] 100kbps-155Mbps 250ms-1s 10 10
802.11 WLAN/Mesh Networks [16, 17] <1Mbps-600Mbps 1ms-200ms > 10 5
Wired LANs (e.g., Ethernet) [18] 10Mbps-10Gbps <1ms  10 12
Cellular Data Networks (e.g., 3G) [19] 384kbps-3Mbps 100ms-1s 10 5
Table 1: Characteristics of various networks
 Increased Heterogeneity in Link Characteristics: Technological advancements and the in-
creased diversity in networks has lead to link capacities ranging from kbps in multi-hop wire-
less mesh networks to Tbps in data centers, round-trip times that range from microseconds in
data centers to about a second in Satellite networks, and BERs that range from 10 12 on opti-
cal fiber links to higher than 10 5 in wireless networks. For the Internet to continue to provide
good performance in the future, transport protocols must have mechanisms to accommodate
and leverage this diversity in networks and their characteristics (see Table 4).
 Diversity in Applications: Similarly, proliferation of new applications (e.g., Skype, Facebook,
Flickr, Twitter) means that the Internet must be able to support a variety of application re-
quirements and traffic workloads. For interactive applications, this means low latency, small
jitter2, and small throughput variations for good performance3[23, 24] and for data center ap-
plications, that operate across a range of flow sizes, it means low latency for short flows, high
2[20] argues that maintaining small jitter may not be a central requirement for networks as long as end-hosts have
sufficient memory for buffering. Achieving low (bounded) delay and providing the needed average bandwidth are
more important requirements. However, small jitter can reduce the memory requirements needed for buffering.
3A reader may ask if it is reasonable to put the requirements of interactive applications on congestion control
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throughput for long flows, and high burst tolerance due to workflow patterns (see Table 2) [9].
Application Type Examples Requirements
Interactive VoIP, Video Conferencing Low latency, small jit-
ter, and small through-
put variations
Short Web Transfers
(<100kB)
Google Search, Facebook Short response times
Medium Sized Transfers
(100KB 5MB)
YouTube, Flickr, Facebook
Photos
Low latency
Large Transfers (> 5MB) Movie downloads, Software
Updates
High throughput
Table 2: Requirements of different types applications
Moreover, future trends in technology indicate that this diversity is likely to increase as the
Internet evolves to support a much richer set of applications than enabled today by the existing
Internet. While such diversity is highly beneficial, it has also raised new challenges for TCP and
next-generation transport protocols. We now discuss why these trends are problematic for TCP
and argue that the need for new transport protocol designs is both important and urgent.
TCP Limitations: TCP becomes inefficient as capacity and/or delay increases [6, 7]. On
Internet paths with large Bandwidth-Delay Product (BDP), TCP’s additive increase of one packet
per Round-Trip Time (RTT) means that flows take a long time to acquire any spare capacity. Since
TCP allocates bandwidth inversely proportional to the RTT of flows, short RTT flows can grab
most of the bandwidth when sharing a bottleneck with longer RTT flows [25]. TCP’s reliance on
protocols such as TCP that favor reliability over timeliness. We think it is reasonable to do so because congestion
control protocols are often used for carrying real-time traffic due to their reliability features, are safer for the Internet
and may actually be preferred over UDP, which is often blocked by NATs and firewalls. [21] reports that more than
50% of the commercial streaming traffic is carried over TCP. Popular media applications such as Skype and Windows
Media Services use TCP often due to the wide deployment of NATs and firewalls that block UDP traffic [22].
3
packet loss as the primary signal of congestion means that sources need to fill router buffers to
obtain the signal. First, this leads to high average queue length, which increases the response time
of all flows. Second, it leads to periodical increase in end-to-end delay which makes real-time
applications like VoIP and Video Conferencing difficult to support on the Internet [23].
Moreover, TCP assumes that most packet losses inside the network are due to overflow of
router buffers [2]. However, with the proliferation of wireless networks, buffer overflows are
no longer the primary source of packet loss, instead bit errors, handoffs, multi-path fading, etc:;
account for a significant proportion of lost packets [26, 27]. This can greatly limit throughput
because responses to these losses need not be similar [28, 29, 30]. Further, the unguided expo-
nential increases of TCP’s slow-start algorithm has known efficiency and stability problems that
have manifested itself in large BDP networks [31], wireless networks [32], and data centers (see
Chapter 2 for a detailed discussion on TCP problems). [9].
1.1.1 Ideal Properties of a Congestion Control Protocol
There are several properties that we would like in an congestion control mechanism. These prop-
erties can placed into two categories: i) network and flow level properties and ii) properties related
to ease of deployment and complexity of implementation. We now discuss these properties.
 Efficiency: Given enough traffic demand, a protocol should be able to maintain close to 100%
link utilization across a range of link capacities and round-trip times. Of special interest are
environments where the per-flow bandwidth-delay product is large. Indeed we are quickly
moving towards an Internet where tens and hundreds of Gbps end-to-end paths would be com-
mon. This is evidenced by the fact that operators in Hong Kong (China) and Japan are already
offering 1Gbps broadband services to residential networks [33].
 Fairness: A congestion control protocol should be able to allocate the link bandwidth in a fair
manner. Several definitions of fairness have been proposed in the literature [34]; the focus of
this dissertation is on RTT fairness. RTT fairness allows flows with different round-trip times
to achieve the same throughput. Achieving this, for example, will allow a flow traversing a
Satellite link to compete with a flow directly connected to a high-speed backbone link with a
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much smaller RTT.
 Minimal Queuing Delay: Ideally, a protocol should maintain low average queue length at all
times. This is so because queued up packets increase latency for all flows.
– Average Flow Completion Times: The diversity in applications indicates that the Internet
traffic comprises of flows with a mix of transfer sizes (see Table 2). A protocol should be
able to achieve better average flow completion times than TCP. The flow completion times
of short transfers is typically bound by their round-trip times. Therefore, the key to reduce
their transfer times is to reduce the queueing delay experienced by them, which can be
significant portion of the RTT. For medium-sized and long transfers, quickly achieving a
high throughput is important for reducing their flow completion times.
 Negligible Loss Rate: A protocol should induce negligible losses due to buffer overflows.
These losses result in retransmissions which wastes network bandwidth. Moreover, large num-
ber of losses can create system-level bottlenecks that can impact performance [31].
 Stability: When networks face transient erratic behaviors caused by sudden increases in traffic
(e.g., flash-crowds), a protocol should be able to detect this behavior and move to a stable
operating point [34].
 Resilience to End-User Misinformation: Ideally, a protocol should not rely on truthful infor-
mation from the senders (e.g., round-trip times, congestion window sizes) to achieve high
performance as it opens up new ways for malicious users to cheat the system4.
 Easy to Deploy: Deployment is an important problem that any practical congestion control
protocol needs to address. For a congestion control protocol to perform correctly, the sender,
the receiver, and the routers along the path have to comply with the assumptions of the proto-
col. Updating all of these components at once is a difficult task. Ideally, a protocol should be
amenable to deployment in the current Internet architecture. By this we mean, it should not
require changes in the IP header or the addition of a shim layer, can coexist with TCP with-
4A related property is resilience to malicious ISPs. This can be a hard property to satisfy when flows must traverse
the malicious ISPs to reach certain destinations and/or sources.
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out requiring complex router-level mechanisms, and can be incrementally deployed without
hurting existing protocols in a significant way.
 Low Router Complexity: Internet routers are complex and expensive devices that run at very
high speeds. Todays high-speed routers can spend less than a nanosecond on a packet before
the packet is due to depart on the link. Hence, protocols that require the routers to maintain
per-flow queues and classify every packet are considered complex [35]. Such protocols re-
quire more memory that increases the cost. Moreover, they perform a few memory accesses
per packet, and this usually takes too long. Ideally, a scheme should be able to achieve the
above properties without any per-flow information, state and queue, or additional per-packet
computations in the routers.
In the last couple of decades, a lot of research has gone into addressing the limitations of TCP.
However, prior research has focussed on two extreme points in the design space of congestion
control protocols. At one end are end-to-end schemes (e.g., HighSpeed TCP [36], FAST [37], CU-
BIC [38]) that rely on packet loss and/or delay as signals of congestion. This reliance causes such
schemes to introduce artificial packet losses and/or queuing at the bottleneck, which should be
avoided in the first place. Research studies have shown that using such signals poses fundamental
limitations in achieving high utilization and fairness while keeping low bottleneck queue and neg-
ligible packet loss rate in high BDP paths [39, 36]. On the other end reside network-based schemes
(e.g., XCP [6], RCP [8]) that address these challenges by enforcing fairness and congestion control
inside the network. In this category of schemes, routers compute precise per-flow feedback that is
communicated explicitly to end-hosts (see Table 3 for a detailed comparison). Such schemes typi-
cally incur higher per-packet overhead, are hard to deploy in today’s Internet as they require more
bits for feedback than are available in the IP header such as XCP (128 bits), RCP (96 bits), and
open up several security challenges as they critically rely on truthful information from the senders,
such as their current round-trip times and congestion window sizes, to achieve good performance
[35].
This dissertation explores the middle ground between these two design points and presents the
design and implementation of an efficient framework for congestion control, called BinaryMarking
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Properties End-
to-End
Protocols
Network
based
Protocols
BMCC
1) Efficient use of high bandwidth-delay links
a) per-flow BDP is small
p p p
b) per-flow BDP is large
p p
2) Fairness
p p p
3) Minimal queueing delay
p p
4) Negligible loss rate
p p
5) Stable
p p p
6) Resilience to end-user misinformation
p p
7) Easy to deploy
p p
8) Low router complexity
a) No per-flow state or queue
p p p
b) No per-packet computation in routers
p
Table 3: Properties achieved by end-to-end protocols, network-based schemes, and the Binary
Marking Congestion Control (BMCC) protocol
Congestion Control (BMCC), that approximates the performance of network-based schemes with
a much lower deployment barrier by using aggregate load feedback from the network (see Table
3). BMCC achieves efficient and fair bandwidth allocations on high BDP paths while maintaining
low persistent queue length and negligible packet loss rates. Since BMCC maintains low average
queue length, it considerably reduces the average completion times of flows. In comparison to
TCP, this reduction is 4-5x. Using aggregate feedback (as opposed to per-flow feedback) helps
in keeping router complexity low as they do not need to perform expensive per-packet operations
[40]. Moreover, it preserves the end-to-end nature of congestion control. This means routers do
not need to rely on truthful information from the senders to achieve the goals of congestion control.
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We argue in this dissertation that it is fundamentally important that future transport protocols
use richer feedback from the network. A richer feedback should convey the degree of conges-
tion at the bottleneck as this allows transport protocols to employ scalable control laws in order
to meet the goals of congestion control. Therefore, we use load5 (the ratio of demand to capac-
ity) as a congestion signal. This signal captures both the link utilization as well as the queue
length at the bottleneck and thus provides an accurate characterization of congestion. Further, its
scale-free nature allows it to be encoded using only few bits, which is helpful for deployment.
BMCC’s use of load factor as a congestion signal enables it to decouple loss recovery from con-
gestion control. This facilitates distinguishing error losses from congestion related losses, which
is important in wireless environments. Using extensive packet-level simulations, we assess the
efficacy of BMCC and perform comparisons with several proposed schemes. We provide a de-
tailed deployment path for BMCC and show how it can be incrementally deployed on the Internet.
Moreover, we present methods for available capacity estimation in wireless networks (specifically,
802.11-based WLANs), that allow BMCC to achieve good performance in such networks.
1.2 THESIS STATEMENT
The thesis of this dissertation is that “congestion information in the form of aggregate load
feedback can provide the richness needed to achieve the performance requirements of next-
generation networks and can enable new designs to meet the challenges brought about by the
diversity in networks and applications. Moreover, we can measure this congestion feedback
using minimal overhead while achieving a high level of accuracy.”
The above thesis statement raises several research challenges. At a high-level, the biggest
challenge is: “If we were to design a congestion control protocol, that uses aggregate load as a
congestion signal, from scratch, how would we design it? and can such a protocol meet the require-
ments of next-generation networks and applications? We systematically address this challenge by
providing answers to the following questions:
5or load factor. We use these terms interchangeably
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1. What granularity of aggregate load feedback is needed to achieve optimal performance? How
does performance vary as a function of the accuracy of feedback?
2. What window increase/decrease policies should be in place to ensure efficient and fair band-
width allocations on high BDP networks while keeping low queues and near-zero packet drop
rates?
3. How can we efficiently convey aggregate load feedback from the routers back to the sources
without hurting end-to-end performance and at the same time achieve a high level of accuracy
4. What are the deployments challenges for protocols that use aggregate load feedback as a con-
gestion signal? How can they coexist with protocols such as loss-based TCP without introduc-
ing significant complexity inside the network for fair sharing between them? How would such
protocols operate in scenarios where some devices do not provide the desired load feedback?
5. How can we estimate aggregate load in wireless networks such as Wireless LANs where ca-
pacity changes over time due to variations in channel conditions and the level of contention
due to other wireless nodes?
1.3 CONTRIBUTIONS AND NOVELTY
This thesis makes four contributions.
First, we are the first to formalize and present a clear understanding of the interplay between
performance and accuracy of congestion feedback. We show that in order to achieve efficient
bandwidth allocation, 3-bit load feedback suffices. While 2-bit feedback schemes are far from
optimal, performance follows the law of diminishing returns when more than 3-bits are used. Prior
works only considered 1-bit and 2-bit feedback schemes but we provide a general treatment of the
role of performance and feedback. We further show that backing off as a function of the severity
of congestion can lead to better congestion responsiveness and faster fairness convergence. Recent
studies in data center networks highlight the importance of this property [9]. For this purpose, we
show that three additional bits are sufficient. Such an understanding will help in the design and
development of new protocols using aggregate load as feedback.
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Second, we design a framework for congestion control called Binary Marking Congestion
Control (BMCC) that uses only the existing two ECN bits to convey high resolution (up to 16-
bit in our current implementation) congestion feedback information. We achieve this with the
help of a packet marking scheme called Adaptive Deterministic Packet Marking (ADPM), that
was proposed in prior work but never used in a practical congestion control protocol. We then
use the insights from our previous work to design a congestion control protocol that uses ADPM.
We present analytical models of convergence to fairness and efficient bandwidth allocations and
study the impact of ADPM on the resulting protocol. The results show that BMCC achieve high
utilization and fairness on large BDP networks while maintaining low persistent queue length
and negligible packet loss rate. Moreover, it outperforms existing schemes such as SACK, XCP,
VCP and in some cases RCP in terms of average flow completion times. This research has already
contributed to the development of new protocols that use less bits to obtain more information about
the congestion state [41, 42]. We believe it will further our understanding of protocols that rely on
marking schemes that tradeoff accuracy for delay.
Third, we study the problem of capacity estimation in 802.11-based WLANs in order to com-
pute accurate load feedback. While capacity is fixed in wired networks, it is not the case in wireless
networks where capacity changes over time due to variations in channel conditions and the level
of contention due to other nodes in the wireless neighborhood. We present a simple model for
characterizing the available capacity of wireless nodes and then propose the use of average ser-
vice rate experienced by network layer packets as an estimate for available capacity. We showed
that under a variety of wireless settings, the estimates are robust and result in good performance.
The proposed use of these estimates can be extended to other wireless networks such as multi-hop
wireless mesh networks.
Finally, we study the bandwidth sharing properties of BMCC and TCP over different kinds of
bottlenecks. We show that TCP flows can starve BMCC flows when sharing a BMCC-enabled bot-
tleneck whereas the converse holds true when they share a non-BMCC bottleneck. To address the
former case, we present simple router algorithms that prevent starvation and allow fairer bandwidth
sharing between BMCC and TCP. These algorithms have applicability beyond that of BMCC. For
the latter case, we propose mechanisms for BMCC flows to detect the bottleneck type (which we
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show is feasible) and shift to TCP mode. We believe such switching has a useful role to play in the
migration towards more efficient congestion control.
1.4 THESIS ORGANIZATION
The rest of the dissertation is organized as follows:
Chapter 2 provides a background on TCP and discusses the related work. This is followed by
Chapter 3, which presents the design considerations for congestion control protocols and studies
the interplay between performance and congestion feedback. Chapter 4 presents the design of the
Binary Marking Congestion Control (BMCC) protocol, presents analytical models that predict and
provide insights into the convergence properties of the protocol, and presents detailed simulations
results. Chapter 5 addresses deployment challenges of BMCC and proposes simple router algo-
rithms to prevent starvation and improve bandwidth sharing between BMCC and TCP. Chapter 6
investigates the performance of BMCC over 802.11-based wireless LANs and proposes the usage
of average service rate of network layer packets as estimates for available capacity. It then presents
a detailed simulation evaluation of the proposed mechanism. In Chapter 7, we summarize the con-
tributions of this dissertation, discuss the limitations of this work, present possible future directions
of this work, and finally offer concluding remarks.
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2.0 BACKGROUND AND RELATEDWORK
In this chapter, we provide background on TCP, discuss problems with it and do a brief survey of
the related work. In particular, we survey works in the area of congestion control protocol design
for (a) high bandwidth-delay product networks, and (b) wireless networks. We start by providing
a few definitions.
2.1 DEFINITIONS
Here are some definitions that we use throughout the dissertation.
1. Flow: A flow is a sequence of packets that share the same source and destination IP addresses
as well as the corresponding port numbers.
2. Round-Trip Time (RTT): The round-trip time of a flow is the total time taken by the network
to deliver both a packet from a flow’s sender to its receiver, and the corresponding acknowl-
edgement to the sender.
3. Congestion Window: The congestion window is the maximum number of packets (or bytes)
that a flow is permitted to send into the network in a given RTT.
4. Receiver Window: The receiver window is the maximum number of packets (or bytes) that
can be buffered by the receiver at a given point in time.
5. Window Size: A flow’s window size is the minimum of the congestion and receiver window
sizes.
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6. Flow Rate: A flow’s rate is the ratio of its window size to its RTT.
7. Bottleneck Link: A link l is said to be the bottleneck link for source r if the link is fully
utilized and r has the largest flow rate among all sources using link l [34].
8. Max-Min Fairness: Max-min fairness is a fairness criteria that aims at maximizing the mini-
mum throughput of the flows that share a single bottleneck. When flows have infinite demand,
this implies equal throughput for all flows. If a flow’s demand is less than its fair share, the
flow gets the minimum of its demand and its fair share. The extra bandwidth is divided equally
among the other sources. Many protocols (e.g., TCP and its variants) try to approximate max-
min fairness. We refer to these approximations using the general term “fairness” [34].
2.2 CONGESTION CONTROL ON THE INTERNET
2.2.1 Transmission Control Protocol (TCP)
TCP provides an end-to-end, reliable, byte-oriented service to the applications. To prevent senders
from overwhelming the receivers, TCP employs flow control whereas in order to avoid overwhelm-
ing the network, it uses congestion control. In this section, we focus on the congestion control
algorithm used by TCP.
A TCP source maintains a sliding window called congestion window or cwnd, which indicates
its current belief about the number of packets that the network can safely handle. TCP increases
cwnd after every new acknowledgement1 until it detects a packet loss, upon which, TCP decreases
cwnd, which in turn reduces the load on the network. TCP detects packets losses by two mech-
anisms. First, when a packet is sent, it initializes a timer. If no acknowledgement is received
within the timeout interval, the packet is assumed to be lost. Second, when out-of-order packets
are received by TCP receivers, they send acknowledgements for the last in-order packet received.
When sources receive three duplicate acknowledgements, it assumes that a packet was lost and
1The receipt of an acknowledgement indicates that a packet has just left the network.
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retransmits a packet2.
TCP uses two algorithms for dynamically changing cwnd, namely, Slow-Start and Congestion
Avoidance. In Slow-Start, sources increase cwnd by one Maximum Segment Size (MSS) for each
new acknowledgment received, which results in the window doubling after each window’s worth
of data is acknowledged3. With this exponential increase, RTT  log2W seconds time is required
to reach a window of sizeW . A connection enters Slow-Start when starting up or on experiencing
a packet retransmission timeout, and exits Slow-Start when it detects a packet loss or when the
congestion window has reached a dynamically computed threshold, ssthresh. More specifically,
ssthresh is set to half of the current congestion window when packet loss was detected. TCP exits
Slow-Start to enter the Congestion Avoidance phase, where it continues to probe for available
bandwidth, but more cautiously than in Slow-Start.
In the Congestion Avoidance phase, TCP uses the Additive Increase and Multiplicative De-
crease (AIMD) algorithm to probe for network bandwidth [2, 45]. With AIMD, TCP increases its
window by one packet every round-trip time until it experiences a packet drop. Upon detecting a
packet loss, TCP reduces its cwnd by half.
2.3 PERFORMANCE LIMITATIONS OF THE TRANSMISSION CONTROL
PROTOCOL (TCP)
TCP has a number of well-known problems. We enumerate them here with examples wherever
appropriate.
1. TCP becomes inefficient as capacity and/or delay increases [7, 4, 46, 35, 39, 47]. On Internet
paths with large BDP or “pipe size”, TCP’s additive increase of one packet per Round-Trip
Time (RTT) means that flows take a long time to acquire any spare capacity. For instance,
given 1500-byte packets and a 100ms RTT, filling a 10Gbps pipe would take at least 1.6 hours
between packet drops.
2Note that this assumes that the network does not sufficiently reorder packets. With multi-path routing and network
coding mechanisms such as COPE [43] that can significantly reorder packets, this is likely to result in problems [44].
3This is when the receiver sends an acknowledgment for every data packet.
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2. TCP relies on packet loss feedback to adapt its sending rate. The end-to-end loss probability
needs to be impractically small for a TCP flow to be able to sustain a large equilibrium window,
making it hard for high-speed connections to obtain large throughput. A simple model for the
steady-state TCP throughput [48], X (bytes/sec), for large bulk transfers (in the AIMD phase),
with loss probability p, is
X =
MSS K
RTT  pp (2.1)
where MSS is the maximum segment size, p is the loss probability, and K is a constant that
depends on the loss pattern (e.g., random, periodic), and the whether the acknowledgements
are delayed or not. It can be easily derived from the above model that in order to sustain a
throughput of 10Gbps with a RTT of 100ms, the loss probability cannot be more than 1 in 5
billion packets.
3. TCP assumes that packet losses inside the network occur due to congestion (or overflow of
router buffers). With the widespread adoption of 802.11 wireless LANs, multi-hop wireless
mesh networks, etc., congestion can no longer be assumed as the only source of packet loss;
instead bit errors, hand-offs, multi-path fading, etc., account for a significant proportion of lost
packets [49, 29, 30]. TCP forces senders to respond to all these kinds of losses in the same
manner. This results in degraded performance [28].
4. TCP flows achieve throughput proportional to 1=RTT z, where 1  z  2 [50]. This property
can result in high level of unfairness. For instance, consider two TCP flows sharing a common
bottleneck with RTTs of 10ms and 200ms, respectively. The above behavior implies that the
short RTT flow can obtain at least 20 times and up to 400 times higher throughput than the
large RTT flow.
5. With TCP’s slow start algorithm, the congestion window is doubled every RTT. This exponen-
tial growth, without improved feedback from the networks, results in a large number of packet
losses within one RTT, especially on high BDP paths. This can badly affect ACK-clocking
and cause TCP timeouts. [31] reports that the huge number of packet losses frequently forces
TCP to experience long black-outs (sometimes more than 100 seconds), either caused by very
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long timeouts or by system-related bottlenecks caused by operations such as freeing up a large
number of packet buffers, e.g., SKBs in Linux, within a short period of time. Router buffers
larger than one BDP can seriously aggravate this problem.
6. Finally, TCP deliberately fills up any amount of buffering available at the bottleneck router.
Extra buffers mean extra delay, which increases the response time of flows. In addition, it
introduces large variations in delay and throughput, which is not amenable to real-time appli-
cations [23].
2.4 CONGESTION CONTROL PROTOCOLS FOR LARGE BANDWIDTH-DELAY
PRODUCT NETWORKS
Since the pioneering work of Van Jacobson [2] and Chiu and Jain [45], a lot of research effort
has gone into the design of fair and efficient congestion control protocols for high-speed and long-
distance networks. These works can broadly be placed into three categories: end-to-end (e2e)
scheme with implicit feedback [47, 51, 36, 37, 52, 38, 52, 53, 54], e2e schemes with explicit
feedback [55, 49, 56, 57, 58, 10] and network-based schemes [59, 6, 8]. We will now discuss prior
work in each of these categories.
2.4.1 End-to-End Congestion Control Protocols with Implicit Feedback
The basic idea behind these schemes is to treat the network as a black box and infer congestion
via implicit signals such as packet loss and/or delay. However, these signals are also performance
metrics that protocols aim to minimize. Heavy reliance on these signals implies that protocols can
only respond to congestion once it has become bad enough to overflow network buffers, or at least
to form significant standing queues. Moreover, packet loss is a binary signal of congestion which
only indicates if there is congestion (packet loss) or no congestion (no packet loss). This forces the
sources to be conservative in their increase policy and aggressive in their decrease policy. While
delay is a multi-bit signal, it is hard to measure reliably [60, 61, 62]. Research studies have shown
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that using such signals poses fundamental limitations in achieving high utilization and fairness
while keeping low bottleneck queue and negligible packet loss rate in high BDP paths [36, 39].
Traditional loss-based versions of TCP such as Tahoe [2], Reno [63], NewReno [64, 65], and
SACK [66] use AIMD with  = 1 pkt/RTT and  = 0:5. This causes inefficiencies on high BDP
paths. Scalable TCP [67] uses MIMD as opposed to AIMD. While MIMD improves efficiency,
it may not converge to a fair bandwidth allocation, especially, in the presence of synchronous
feedback as shown in [45]. Highspeed TCP [36] uses a generalized AIMD where the linear in-
crease factor and multiplicative decrease factor are adjusted by a convex function of the current
congestion window size. Below a certain cutoff value, HSTCP uses the same factors as standard
TCP. BIC [52] adds a binary search phase to standard TCP for probing the available bandwidth
in a logarithmic manner. In CUBIC TCP [38] (default in Linux from 2.6.19), the window growth
function is a cubic function of the elapsed time since the last congestion event; a similar strategy
is employed by HTCP [68]. FAST [37] uses queueing delay as a congestion signal and improves
on TCP Vegas’s AIAD policy with a proportional controller. PCP [53] chooses the sending rate of
a flow by estimating the available bandwidth at the bottleneck. The spare bandwidth is estimated
by measuring the inter-arrival time of a sequence of probe packets [69]. However, this requires
accurate timers and small jitter. While PCP performs well in lightly loaded links, it is unclear
how PCP’s performance and stability properties vary under high load. CTCP [54] uses loss and
delay for congestion window growth. LTCP [47] layers congestion control of two scales for high
speed, large RTT networks. DCCP [70] provides a framework for implementing congestion con-
trol protocols without reliability. PERT [71] uses delay to emulate the behavior AQM/ECN from
the end-hosts.
2.4.2 Network-based Congestion Control Protocols
In network-based schemes, congestion control and fairness are enforced inside the network [6, 8,
59, 72]. The routers compute detailed, per-flow feedback based on the estimates of link capacity,
number of ongoing flows, and the average round-trip time of flows. Per-flow state such as the
round-trip time, congestion window size and/or rate of flows, etc., is carried in the flows’ pack-
ets to the routers for feedback computation, which is then sent back to the sources for adjusting
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their transmission rates. Feedback computation typically requires a number of floating operations,
which introduces higher per-packet overhead on routers than end-to-end schemes [73].
Network-based schemes achieve high performance while overcoming many limitations of pure
end-to-end schemes. However, they have a very steep deployment path in today’s Internet. Car-
rying per-flow state from the senders and the feedback information from the routers requires addi-
tional fields either in an IP option, a TCP option [74] or modified header [6], or a shim layer [75].
Therefore, universal deployment is a big challenge for these protocols because many routers are
configured to drop packets containing IP options and IP payloads may be encrypted. Moreover,
such schemes exhibit inter-operability issues with standard TCP traffic. Since many new protocols
aim to avoid queueing, they are likely to be starved by TCP flows which continue to increase their
rate until the buffer overflows. It is often proposed that this problem be solved by having sepa-
rate queues for packets which do and don’t support the new protocol [75]. However, that raises
complex management issues and unnecessarily increases the cost.
RCP is a network-based scheme in which each router assigns a single rate to all flows passing
through it. Determining a single rate, however, requires an accurate estimate of the number of
ongoing flows, a difficult task considering the dynamic nature of the Internet [8]. XCP regulates
the sending rate by making routers send precise window increment/decrements in feedback to each
flow [6]. ATM ABR service, previously, also proposed explicit rate control, however, unlike XCP,
ABR protocols usually maintain per-flow state at the switches and are essentially rate-based [59].
2.4.3 End-to-End Congestion Control Protocols with Explicit Feedback
To approximate the performance of network-based schemes but with a lower deployment barrier
and low per-packet overhead, limited feedback-based schemes such as TCP+AQM/ECN [76, 77,
78, 55], VCP [56], MLCP [57] have been proposed. These schemes use few bit(s) of explicit
feedback from the network to aid end-hosts in making congestion control decisions. Such protocols
typically require modifications at the end-hosts with incremental support from the routers.
With TCP+AQM/ECN, routers use Active Queue Management (AQM) schemes such as RED
[77], REM [76], and PI [78] and ECN [55] to mark packets. Such schemes use one bit of explicit
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feedback for signalling whether there is congestion or not. Since the feedback is highly imprecise,
sources are forced to be conservative in their increase policy and aggressive in their decrease policy.
Moreover, AQM schemes operate without requiring changes to TCP sender control laws. While
this provides benefit of deployment, it limits how much performance can be achieved from such
schemes. In the case of 2-bit schemes (such as VCP), Qazi et al. [57] recently showed that they
converge unnecessarily slowly, and that quantizing to at least 16 levels is required to achieve near-
optimal convergence speed.
2.5 CONGESTION CONTROL PROTOCOLS FORWIRELESS NETWORKS
While network capacity is fixed in wired networks, it is not the case in wireless networks. The
nature of the wireless medium implies that sharing also takes place at lower layers. This results in
dynamically varying network capacity that depends on channel conditions and traffic load due to
other nodes in the neighborhood, etc. Moreover, congestion in wireless networks exhibits strong
location dependency i.e., different nodes in a congested neighborhood locally perceive different
degrees of congestion [79, 80, 81].
A number of protocols have been proposed for achieving efficient and fair bandwidth allocation
in wireless networks. These schemes can be placed into two broad categories: (1) schemes that use
local heuristics (such as queue length and the average number MAC retransmissions) to estimate
congestion in the wireless neighborhood [82, 83, 84, 32], (2) schemes that determine neighborhood
congestion in a distributed manner by sharing local congestion information with other nodes in the
neighborhood [80, 85, 81].
LRED uses a exponential weighted moving average of the number of retransmissions at the
MAC layer as a measure of congestion while marking packets in a manner similar to RED [?, 77].
ATP is a rate-based congestion control scheme that involves explicit rate feedback to the sources
from the network [32]. In ATP, a flow receives the maximum of the weighted average of the sum
of the queueing and transmission delay at any node traversed by the flow. ATP uses the inverse
of this delay as the sending rate of a sender. NRED [81] identifies a subset of flows which share
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channel capacity with flows passing through a congested node. It regulates flow rates by estimating
a neighborhood queue size and by using RED [77]-style marking on packets in this queue. [80]
presented two congestion control protocols, WCP and WCPCap that outperformed TCP in well-
known problematic topologies. WCP uses AIMD, RED with ECN support and congestion sharing
to achieve better performance than TCP. whereas WCPCap uses the precise neighborhood capacity
estimates guide the source sending rates. Another line of work uses back-pressure hop-by-hop
congestion control [86].
Developing reliable capacity estimation algorithms is arguably the most important performance
concern for protocols that rely on a capacity estimate for feedback computation. On this front, [87]
proposed to use interference graphs given network topology and traffic demands and showed that
the problem can be seen as a multi-commodity flow problem. However, they do not model the
MAC and instead assume that packet transmissions can be finely scheduled across links. Such
models tend to over-estimate the performance of 802.11 networks. [88] uses a theoretical model
of 802.11 DCF and solves a centralized optimization problem for determining rate allocations to
satisfy efficiency and/or fairness objectives. However, it is unclear how effectively it can be used
for congestion control purposes because solving the proposed optimization problem operates at
much longer timescales (in the order to few minutes) than typical RTT of flows. With increasing
heterogeneity of wireless devices based on standards such as IEEE 802.15.4 (Zigbee), IEEE 802.16
(WiMAX), etc., model-based approaches would require an accurate analytical model for every new
standard and the computation and communication overhead may be too high to be useful. Ideally,
capacity estimation should be independent of any link layer technology.
One way of solving this problem is to design a customized transport protocol for the wireless
medium and use connection splitting at the gateways [89]. While this may be a plausible approach
to take it isn’t clear if this is the most desirable solution. Another approach is to devise algorithms
for tracking the changing network capacity [80, 90, 88]. This will allow all protocols to be useable
in wireless networks. In this dissertation, we take the latter approach.
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3.0 UNDERSTANDING THE INTERPLAY BETWEEN PERFORMANCE AND
FEEDBACK
In this chapter, we study the interplay between performance and feedback in congestion control
protocols. We first discuss the key factors that affect the design of congestion control protocols
and compare several congestion signals and sender control laws. Using aggregate load as the
congestion signal, we then analyze the tradeoff between performance and feedback. Our results
show that 3-bit feedback is sufficient for achieving near-optimal rate convergence to an efficient
bandwidth allocation. While the performance gap between 2-bit and 3-bit schemes is large, gains
follow the law of diminishing returns when more than 3 bits are used. Further, we show that using
multiple back-off factors enables the protocol to adjust its fairness convergence rate, rate variations
and responsiveness to congestion based on the degree of congestion at the bottleneck. Based on
these insights, we design the Multi-Level feedback Congestion control Protocol (MLCP).
3.1 DESIGN CONSIDERATIONS FOR CONGESTION CONTROL PROTOCOLS
Two factors play a defining role in the design of congestion control protocols: (a) congestion signal
(e.g., packet loss, delay, load), which characterizes the state of congestion at the bottleneck and
(b) sender control laws (e.g., Additive Increase Multiplicative Decrease), that define the responses
to the congestion signal(s). In this section, we discuss how TCP’s congestion signal and control
laws give rise to several TCP issues shown in Figure 1. In addition, we discuss the strengths and
limitations of several other congestion signals and sender control laws.
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Figure 1: Impact of the congestion signal and sender control laws on TCP performance.
3.1.1 Congestion Signals
TCP uses packet loss as a signal of congestion. One reason for its usage is that it is simple to
obtain and need not be explicitly communicated. However, it has several limitations when used as
a congestion signal. First, packet losses (due to congestion) occur when router buffers overflow.
Hence, to obtain such a signal, the network needs to be driven to a point of extreme congestion
which should be avoided in the first place1. Second, packet losses and one bit marks are binary
signals of congestion. They do not indicate the degree of congestion at the bottleneck. This forces
the sources to be conservative in their increase policy because they are unsure if the network is
close to congestion or away from it, and aggressive in their decrease policy because when the
signal is received, the network is highly congested. These characteristics contribute to TCP’s
inefficiency and the variations it introduces in throughput and delay. Third, usage of packet loss
as a congestion signal couples congestion control with loss recovery, which makes different kinds
1To avoid such a situation, routers have to employ algorithms (such as RED [77]) that characterize congestion in
overload and either drop packets or set bits in the passing packets to indicate incipient congestion.
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of losses difficult to discern. This forces sources to respond in the same manner to all kinds
of losses when the responses should be different. Four, it causes senders to employ algorithms
for inferring/detecting losses. For example, TCP uses three duplicate acknowledgements as an
indication of packet loss, in addition to using timeouts in other cases. While this heuristic works
fine in many situations but with the increased use of load balancing by ISPs, multi-path routing,
and mechanisms such as network coding, packet re-ordering may become a rule rather than an
exception, in which case, this heuristic would need to be revisited. A different congestion signal
may help in minimizing packet losses in which case it reduces the problems associated with this
heuristic. Finally, packets losses are undesirable because they waste bandwidth due to the need for
retransmissions. However, it is important to note that in a statistically multiplexed data network
such as the Internet, packet losses are unavoidable in some situations.
Some versions of TCP use queueing delay as a signal of congestion [51, 37]. Its usage is
based on the observation that when queues start building at the bottleneck, it increases the sender
observed RTT. Hence, this increase in RTT can be used to guide the sender towards a target
throughput. Delay provides much more fine grained information about congestion than packet
loss. Moreover, it can be obtained using sender-only mechanisms2. However, there are few chal-
lenges with using delay as the primary congestion signal. First, delay only characterizes the state
of congestion in the overload region i.e., when queues start building up. Since low load and high
load regions are not represented, increasing too fast in these regions can cause too many packet
losses and slow increase may lead to inefficiency. Second, it is hard to reliably measure forward
path queueing delay due to several sources of noise e.g., delayed ACKs, delays due to complex
scheduling mechanisms such as in DSL/Cable links, etc. Third, it requires each flow to have a few
packets in the queue which implies that the buffer requirement increases linearly with the number
of flows. Finally, it is hard for delay based protocols to compete fairly with loss based schemes.
Other versions of TCP use the the time elapsed between two congestion events to guide the send-
ing rate [68, 38]. The algorithms assumes that the longer it takes between two congestion events
to occur, higher is the BDP of the path. Therefore, sources should increase their congestion win-
dow sizes at a higher rate. While this is true on high BDP, wired paths, in WLANs and multi-hop
2Note that TCP already employs delay as a signal in the form of timeouts during times of extreme congestion or
when when a path for packets does not exist.
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wireless mesh networks, where the bit-error rates are much higher, this may result in sending more
data than what the network can handle due to the need for higher number of retransmissions in the
wireless medium.
Available bandwidth, which is the difference between link capacity and the input traffic rate,
is another congestion signal used by some protocols [6, 8]. It accurately captures the state of
the bottleneck, but it typically requires large number of bits to be encoded. This makes their
deployment, given the current Internet, challenging. Moreover, it can be hard to reliably measure
available bandwidth in wireless networks, such as static multi-hop wireless mesh networks, where
capacity changes highly dynamically [91, 88, 80].
Load factor, defined as the ratio of traffic demand to capacity, is a scale-free parameter, unlike
available bandwidth [92, 56]. It indicates the degree of congestion at the bottleneck and decouples
congestion control from loss recovery. Moreover, load factor can be encoded using few bits. This
is important for compatibility with IP, which offers only a limited number of bits for explicit
congestion notification. While raw load factor values hide the absolute available capacity, its rate
of change can be used to provide this information. One issue that is common between available
bandwidth and load factor is that they need an estimate of the available capacity, which can be hard
to obtain e.g., in wireless networks [88, 80]. Due to the richness and the scale-free nature of load
factor, we use it as a congestion signal in our work.
3.1.2 Sender Control Laws
TCP uses AIMD, with fixed parameters, in the congestion avoidance mode. Additive increase of
1 pkt/RTT does not scale with the BDP of the path leading to inefficiencies [6]. Multiplicative
decrease by half upon every congestion event introduces large variations in throughput and delay
[23]. Simply increasing the AI parameter value, without improved feedback, does not work be-
cause it would result in high packet loss rate in low BDP networks. Similarly, increasing the MD
parameter, would lead to higher average queueing delays for all flows.
To overcome efficiency problems, we need control laws that scale gracefully with the BDP of
the path while being backward compatible with TCP. One option is to use AIMD with parameters
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that depend on the load factor. While better than the case of fixed parameters, it is difficult to
come up with parameters that would work across a range of bandwidth-delay products because
load factor doesn’t expose the absolute bandwidth. Another option is to use a scalable control law
such as MI, which results in exponential growth and scales well with capacity and/or delay and
augment it with AIMD to provide fairness. We take this approach and use MIAIMD as the sender
control policy [56]3. Moreover, in order to achieve RTT-fair rates, control laws need to be scaled
so that long RTT flows send more traffic in order to compensate for their longer RTT.
3.2 FEEDBACK ANALYSIS
Every protocol that uses load factor as a signal of congestion must consider three important issues
(1) How many bits to use for carrying load-factor information? (2) What transition points to
choose for each symbol? (3) What actions should end-hosts take based on the received signal? In
this section, we address these issues in detail.
The number of bits used in representing the feedback signal impacts the preciseness of con-
gestion information. This, in turn, determines how conservative a source may need to be in order
to compensate for the loss of information. However, having large number of bits in representing
load-factor information is not necessarily desirable. On one hand, increasing the number of bits
is likely to increase the overhead caused by the need to process and respond to different levels of
congestion. On the other hand, it leads to a more precise estimation of the level of congestion and,
therefore, a more accurate response from the sources. Hence, the goal is to determine the number
of congestion levels that provide the best trade-off between performance improvements and the
number of bits used in the feedback.
The performance metrics likely to be affected by the preciseness of the feedback signal include
(1) rate of convergence to high utilization and (2) rate of convergence to fairness. The analysis of
these metrics is used to derive the optimal number of congestion levels.
3Note that [56] uses MIAIMD with fixed parameters
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Figure 2: Comparison of MI factors of the ideal protocol with 2-bit, 3-bit and 4-bit feedback
schemes
3.2.1 Rate of Convergence to High Utilization
Window-based congestion control protocols often use MI to converge exponentially to high uti-
lization. However, stable protocols often require the magnitude of the MI factor to be proportional
to the available bandwidth at the bottleneck [6, 56]. In the context of load-factor based congestion
control protocols, this translates into requiring the MI factor to be proportional to 1   , where 
is the load factor at the bottleneck. We, therefore, define the MI gain function of the ideal, stable,
load factor based congestion control protocol as follows.
() =   1  

(3.1)
where  = 0:35 is a stability constant. The stability result presented in Section 3.6 shows that
congestion control protocols whose MI gains are upper-bounded by the above function, are indeed
stable. It should be noted that the actual MI factor is given by 1 + () [56].
Figure 2 shows the MI factors used by the ideal protocol4 along with 2-bit, 3-bit and 4-bit feed-
4a protocol that uses the exact load factor values
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back schemes. The goal of the protocol designer is to closely match the MI gain curve of the ideal
protocol using as few bits as possible. The more congestion levels the feedback signal represents,
the more aggressive the sources can be due to higher MI factors. If the number of congestion levels
is small, sources would have to make a conservative assumption about the actual load factor value
at the bottleneck, forcing them to use small MI gains. To compare the performance of schemes
using different representations of the network load levels, we examine their speed of convergence
for achieving efficient bandwidth allocations.
To quantify the speed of convergence, we compute the time required to achieve a given target
utilization Ut 2 [0; 1] (80% in our case5. When the system utilization, Us, is less than Ut, each flow
applies MI with a factor that depends on (1) l, the number of congestion levels used by the scheme
and (2) the load factor interval (or utilization region) in which the system is operating. Suppose
that a given scheme divides the target utilization region (i.e., [0; Ut]) into l0; l1; l2; ::; ll levels, where
l0 = 0, the size of each interval [li 1; li] (referred to as interval i) is s = Ut=l and li = li 1 + s.
The MI factor applied during interval i is given by mi = 1 + (li). Note that the upper limit of
an interval determines the MI factor. The reason is when Us 2 [li 1; li], li is an upper-bound on
system utilization and since Us can lie anywhere in the interval, a flow must assume it to be li to
avoid using a larger MI factor than allowed by Eq. 3.1.
Consider a single flow with an initial congestion window size of x0 KB. Suppose that the BDP
of the path of the flow is k = C RTT and the system utilization is li 1. When the system utilization
becomes li, the congestion window of a flow must be equal to xi = k  li, 8i  1. Therefore,
xi 1  (mi)ri = xi (3.2)
where ri is the number of RTTs required to achieve utilization li given that the system started at
li 1. This implies that the amount of time required to complete interval i is
ri = logmi(xi=xi 1): (3.3)
5The value of Ut presents a tradeoff between achieving high utilization and convergence to fairness. To balance
these requirements, we set Ut to 80%, the same value is also used in [56].
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Thus, for a flow with an initial congestion window size of x0 KB, it would take
r(l) =
lX
i=1
ri =
lX
i=1
logmi(xi=xi 1) (3.4)
RTTs to attain a system utilization equal to Ut, where r(l) is the total time required to achieve the
target utilization by a scheme that uses l congestion levels. We assume that a protocol using n
bits for achieving efficient bandwidth allocations employs l = 2n   3 levels for representing the
target utilization region.6 The rest of the symbols are used for representing load factor values in
(Ut; 100). The analysis for determining the number of levels to represent the overload region (i.e.,
 2 [100%;1)) is presented in Section 3.2.2.
Consider a single flow traversing a 1Gbps link with RTT=200ms and an initial congestion
window size of 1KB. The above analysis implies that in order to achieve a target utilization of
80%, the 2-bit scheme would take roughly r(1) = 118RTTs, the 3-bit scheme would take r(5) =
6One symbol (i.e., code (00)2) is reserved for ECN-unaware source hosts to signal “not-ECN-capable-transport”
to ECN-capable routers, which is needed for incremental deployment [55].
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Figure 4: The figure shows the bottleneck utilization at t=10 s as a function of link capacity for the
2-bit and 3-bit feedback schemes.
15RTTs, the 4-bit scheme would take r(13) = 11RTTs and the 15-bit scheme (an approximation
to the ideal scheme with infinite congestion levels) would take about r(32765) = 8RTTs. Figure 3
shows the time taken by different schemes to achieve Ut = 80% as a function of the bottleneck
capacity. Observe the dramatic decline in time when n is increased from 2 to 3. However, as n
is increased beyond 3, the gain in performance is very little and remains largely unaffected by the
bottleneck capacity. Thus for n  3, performance improvement follows the law of diminishing
returns. Intuitively, this happens because increasing the number of bits beyond three only helps a
small portion of the target utilization region (<10%, see Figure 2). Since the time taken by a flow
to attain 10% utilization is a small component of the total time required by a flow to achieve the
target utilization, increasing n has little impact on performance. To validate our results, we ran ns2
simulations. Figure 4 shows the bottleneck utilization at time t = 10 s for protocols employing 2-
bit and 3-bit feedback signals. The 3-bit protocol is able to achieve 80% utilization within the first
10 seconds across link capacities ranging from 1Mbps to 10Gbps, whereas, for the 2-bit protocol,
utilization falls significantly as link capacity is increased.
Impact on the AFCT of flows: An important user perceivable metric is the Average Flow
Completion Time (AFCT) (or response time). The 3-bit feedback scheme considerably reduces
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Figure 5: Improvement in AFCT that the 3-bit feedback scheme brings over the 2-bit feedback
scheme as a function of the average file size on a 10Mbps and 100Mbps link
the AFCT due to its higher rate of convergence to efficiency. In particular, it helps short flows to
finish much quicker and since most flows on the Internet are short, this improvement impacts the
majority of flows [8].
Let r2 and r3 be the AFCT corresponding to 2-bit and 3-bit feedback schemes, respectively.
The improvement in AFCT is expressed as (1  r3=r2)100%. Figure 5 shows the improvement in
AFCT that the 3-bit scheme brings over the 2-bit scheme as a function of the average file size on
a 10Mbps and 100Mbps link with RTT=100ms. The file sizes obey the Pareto distribution with a
shape parameter of 1.2 and the offered load was kept at 0.7. Note that the 3-bit feedback scheme
offers a reduction in AFCT of at least 16% and up to 45% over the 2-bit scheme. Figure 6 shows
the AFCT as a function of the average load at the bottleneck assuming the average file size to be
30KB. Observe that for average loads less than 50%, the 3-bit scheme improves the AFCT by a
factor of 1.8. However, as the average load increases, the improvement reduces to a factor of
1.4.
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Figure 6: AFCT of flows as a function of load on a 10Mbps link with RTT=100ms.
3.2.2 Rate of Convergence to a Fair Share
Once high utilization is achieved, the goal of the protocol is to converge to a fair bandwidth allo-
cation, often using control laws such as AIMD. While achieving this end, a protocol should aim
to satisfy three requirements: (a) high convergence rate, (b) smooth rate variations, and (c) high
responsiveness to congestion. These requirements, however, cannot be satisfied in all network
scenarios. For instance, in some cases, maintaining high responsiveness to congestion may neces-
sarily require significant variations in the rates of flows. However, one can isolate cases in which
one or two of the requirements are more desirable than the rest, allowing the protocol to focus on
few complimentary goals. These cases are as follows:
 When the system is in equilibrium (i.e., all flows have achieved their fair rates), the goal is to
ensure (b) while (a) and (c) are not relevant.
 When new flows arrive, (a) and (c) are more important than (b).
A load factor based congestion control protocol may not be able to exactly discern between these
cases. However, load factor values in the overload region ( 100%) can provide for approximately
identifying the above cases. The reason is that, for a fixed number of flows, the average overload
remains the same. It only changes when a new flow arrives or an old flow leaves the network.
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3.2.2.1 Quantifying rate of convergence to fairness and the smoothness properties of a
scheme In order to quantify rate of convergence to fairness, we measure the time taken by a
newly arriving flows to achieve 70% of its fair rate. For ease of comparison, we normalize the
convergence time of all schemes by the convergence time of the best scheme. We call this quantity,
the convergence ratio. The smoothness property of a scheme is determined by the MD parameter
value, . In particular, flows that reduce their congestion windows by a factor of  in overload
experience throughput variations by a factor of 1  .
3.2.2.2 Determining theMD levels Let a round be a single cycle between two overload events.
The duration, d, of a round is determined by the increase policy and the value of , whereas the
number of rounds, p, needed for convergence to fairness is determined by  only [93].7 Thus, a
high value of  leads to slow convergence and reduces responsiveness to congestion. On the con-
trary, a low value of , improves convergence and responsiveness but introduces large throughput
variations.
It is important to note that when a link is highly loaded (i.e.,  is high in overload), responsive-
ness and convergence are more important goals than maintaining small rate variations. In order to
achieve this end, we vary  2 [min; max] with  2 [100%; max%], where max is the maximum
value of  after which sources apply min, and min and max are the minimum and maximum 
values that can be used by sources. Two important factors must be considered when choosing these
values. First, the minimum  value should be large enough to prevent the system from entering
MI after MD because applying MI immediately after MD leads to high packet loss rate. In order
to ensure this, note min(())  0:8. Since for   max, the smallest  is applied, therefore, 
should be at least 2=3 (for max = 1:2). We, therefore, set min to 0.675. Second, the maximum 
value should be strictly less than 1 to allow for high rate of convergence to fairness. We set max
to 0.875. Note that this choice ensures that for 70% convergence only nine congestion rounds are
needed [93].
We now compare the performance of the following schemes:
7Note that if the value of  depends on the increase policy then both of these determine p
32
 Scheme A uses a single  value of 0.675,
 Scheme B uses a single  value of 0.875,
 Scheme C uses two levels of MD depending on  in overload, and
 Scheme D uses eight levels of MD as shown in Figure 7.
Varying Bottleneck Capacity: We start a single, long-lived MLCP flow at time t = 0. A new flow
is started at t = 50 s.8 We vary bottleneck capacity and measure the convergence ratio for the
second flow for each of the schemes. Figure 8 shows the convergence ratio of the four schemes
along with the average load factor in overload, ~, at the bottleneck.9 Observe that scheme A has
the highest rate of convergence to fairness across a range of link capacities, followed by scheme D.
However, scheme A also introduces the largest amount of variation in the throughput of flows; a
characteristic that is highly undesirable for real-time and multimedia applications [23]. Scheme D,
on the other hand, adapts  with ~. When C is small, scheme D applies a small  value (since ~ is
high in overload). As the average overload decreases, scheme D increases the  value, therefore,
reducing the rate variations. Scheme B takes the longest time to converge to a fair bandwidth
allocation across a range of link capacities. This is due to the usage of a fixed, high  value.
Scheme C improves upon the performance of scheme B. However, since it uses only two levels for
representing overload, it is less aggressive than scheme D when 100%  ~ < 120%. Note that
for link capacities exceeding 10Mbps, average load factor values remain very close to 100%. This
causes the sources to apply the maximum  value as allowed by each scheme; resulting in similar
convergence ratios. However, this is only true for the case of two flows. Next, we show how each
scheme performs when the number of flows are increased.
Varying Number of Flows: We now vary the number of long-lived flows on a bottleneck with
capacity 20Mbps. For these experiments, N   1 flows are started at time t = 0 and flow N
is started at t = 50 s. We measure the convergence ratio for flow N . As the number of flows
increases, average overload increases roughly linearly (see Figure 9). Observe that, while the
convergence ratios achieved by schemes A and D are similar, schemes B and C take a much longer
time to converge. For twenty flows, schemes A and D have convergence times that are at least
8Note that an inter-arrival time of 50 s ensures that the first flow is able to saturate the link before a new flow arrives
9The convergence time of scheme A is used as the normalizing factor because it has the highest convergence rate
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Figure 7:  as a function of load factor for different schemes
three times smaller than that of schemes B and C. The reason is that these two schemes apply a
 of value 0.875, which leads to slower convergence.10 Scheme D changes  dynamically with 
and therefore achieves the right tradeoff between convergence and rate variations. Based on these
insights, we use eight levels for representing the overload region.
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Figure 8: Convergence ratio and load factor in overload as a function of bottleneck capacity. N=2
flows, RTT=100ms.
10Note that scheme C applies  = 0:875 because ~ < 120% for N  20
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Figure 9: Convergence ratio and load factor in overload as a function of the number of flows.
C=20Mbps, RTT=100ms.
3.2.2.3 Determining the Increase Policy The increase policy indirectly impacts (a) and (b). A
large increase per RTT causes (i) MD to be applied more often and (ii) a smaller  to be applied
by the end hosts, leading to fast convergence but increased oscillations. On the other hand, small
increase per RTT enables existing flows to sustain their bandwidth for a longer time. However, it
may lead to slow convergence. In order to achieve the benefits of these two strategies, we employ
the AI-II-MD control law. When 80% <   95%, AI is used and for 95%   < 100%, Inversely
proportional Increase (II) is employed. AI ensures that flows quickly achieve high sending rates
especially on high BDP paths, whereas II helps flows in sustaining their sending rates for a longer
period of time. Since, with II, flows increase inversely proportional to the square root of their
window sizes, they cause mild increments in  when in steady state and larger when new flows
arrive that have small congestion window sizes.
3.3 IMPACT OF THE LOADMEASUREMENT INTERVAL
In this section, we discuss the impact of the load measurement interval on performance.
35
3.3.0.4 Estimating the load factor There are two conflicting requirements that the value of a
load factor measurement interval (i.e., tp) should aim to satisfy. First, it should be larger than the
RTTs of most flows to factor out the burstiness induced by flows’ responses [8, 6, 56]. Second,
it should be small enough to allow for robust responses to congestion and hence avoid queue
buildup [56, 92]. A single value for tp may not be suitable for meeting both the requirements
since they depend on the RTT of flows which can vary significantly across Internet links. For
example, in [56], a fixed value of tp is used, which results in significant queue buildup due to the
MI gains of large RTT flows. To keep low queues, they bound the MI gains of such flows, which
in turn results in considerable unfairness as shown Section 3.5.5. For small RTT ( tp) flows,
a fixed tp results in small MI and AI gains which can considerably increase the AFCT of flows.
Indeed, as the Internet incorporates more satellite links and wireless WANs, the RTT variation is
going to increase. At the same time, RTT variation could be small in some cases. To meet these
requirements, we dynamically adapt tp according to the mean RTT of flows passing through the
router. Each router computes the load factor  during every tp interval of time for each of its output
links l as [94, 77, 76, 92, 56]:
 =
l + q  ql
l  Cl  tp (3.5)
where l is the amount of traffic during the period tp, ql is the persistent queue length during this
period, q controls how fast the persistent queue length drains and is set to 0.7511. l is the target
utilization, and Cl is the capacity of the link. l is measured using a packet counter whereas ql is
measured using exponentially weighted moving average. The queue sample time is set at 10ms.
3.3.0.5 Adapting tp according to the mean RTT of flows Every packet passing through a
router carries the source’s estimate of its RTT. The router uses this to estimate the mean RTT of
flows. To ensure stability of the RTT estimate under heterogeneous delays, it is maintained in the
following way:
11MLCP’s congestion measurement is essentially load-based even though we explicitly take into account the average
queue length. Adding the queue length into the total amount of traffic only helps drain the queue faster.
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(1) The data path of the MLCP router computes the average RTT over all packets seen in the
control interval:
T d =
P
i rtti
nT
(3.6)
where T d is the average round-trip time over interval T = 10ms, rtti is the RTT estimate carried
in the packet header and nT is the number of packets seen in the control interval.
(2) The control path (which performs load factor computations periodically with a period of
tp) takes T d as input and keeps a smoother average RTT estimate, T c. The data path RTT average
is used in determining the moving-average gain as follows:
if(T d  T c)
 = T=T c
else
 = T  T d=(  T 2c)
where  = 50. The control path RTT estimate is updated as follows:
T c = T c + (T d   T c) (3.7)
The intuition behind the above expressions is that the gain should be at most T=T c since if average
RTT is larger than T , more than one samples are received within the average RTT, so each sample
should be given smaller weight. However, if T d is smaller than T c, we want to be cautious in
decreasing the control path estimate suddenly, and so the gain is made smaller by weighing it with
T d=T c. A similar algorithm for updating the average RTT is used in [95].
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The value of tp is then chosen as follows:
tp =
8<: min8i2jSjfsi : si 2 S; si  T cg; if T c < 14001400; if T c  1400
where S =f80, 200, 400, 600, 800, 1000, 1200, 1400g. There are three reasons for choosing
the set S. First, we do not need precise values of tp because rigorous experimentation has shown
that if the RTT of a flow is within 2.0-2.5 times tp, there is hardly any queue buildup. Second,
the mean RTT of flows must change significantly for tp to get changed, ensuring that tp doesn’t
fluctuate due to minor variations in the mean RTT. Third, these values can be communicated to the
sources using only three bits. The value of tp that is sent back to the sources is the one being used
by the bottleneck router (the initial value for tp was set at 200ms). Using network scenarios with
diverse RTTs, we show in Section 3.5.5 that setting tp to the mean RTT of flows improves fairness
significantly.
3.4 DESIGN OF THE MULTI-LEVEL FEEDBACK CONGESTION CONTROL
PROTOCOL (MLCP)
In this section, we present the design of the Multi-Level feedback Congestion control Protocol
(MLCP), that uses the above insights to achieve efficient and fair bandwidth allocations on High
BDP paths while maintaining low persistent queue length and negligible packet loss rate. We now
describe the sender, receiver and router components of MLCP.
3.4.1 MLCP Sender: Control Laws
3.4.1.1 Homogeneous RTT flows We first consider a link shared by homogeneous flows whose
RTTs are equal to tp, the load factor measurement interval. At any time t, a MLCP sender applies
either MI, AI, II or MD, based on the value of the encoded load factor received from the network.
load factor region: 0-80% When the load factor at the bottleneck is below 80%, each MLCP
sender applies load-factor guided MI. The MI factor applied at each transition point (i.e., 16%,
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32%, 48%, 64% and 80%) are shown in Fig. 2. This translates into the following window adjust-
ment strategy:
MI : cwnd(t+ rtt) = cwnd(t) (1 + ()) (3.8)
where () =   1 

,  is the load factor and  = 0:35.
load factor region: >80% When the system has achieved high utilization, senders use the
AI-II-MD control law to converge to a fair share. Each sender, applies AI until  becomes 95%,
after which II is applied. When the system moves into the overload region (100%), each sender
applies MD. The following equations describe these control laws in terms of congestion window
adjustments:
AI : cwnd(t+ rtt) = cwnd(t) +  (3.9)
II : cwnd(t+ rtt) = cwnd(t) +
p
cwnd(t)
(3.10)
MD : cwnd(t+ t) = cwnd(t) () (3.11)
where rtt = tp, t ! 0,  = 1:0 and 0 < () < 1. To avoid over reaction to the congestion
signal, MD is applied only once per tp interval.
3.4.1.2 Parameter scaling for Heterogeneous RTT flows So far, we considered the case
where the competing flows had the same RTT, equal to tp. We now consider the case of het-
erogeneous RTTs. To offset the impact of heterogeneity, we normalize the RTT of each flow with
the common tp value. This emulates the behaviour of all flows having an identical RTT equal to tp,
thus making the rate increases independent of the flows’ RTTs. During an interval tp, a flow with
RTT value rtt increases by a factor of (1 + s)tp=rtt where s is the scaled parameter. To make the
MI amount independent of a flow’s RTT, (1 + s)tp=rtt = (1+ ), which yields Eq.3.12. Similarly,
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the AI gain of a flow during a time interval tp can be obtained by solving 1 +  = 1 + (tp=rtt)s.
However, for II, we want the increase policy to depend only on the current congestion window
size, while being independent of its RTT. Therefore, we apply the same parameter scaling for II as
used for AI.
For MI : s = (1 + )rtt=tp   1; (3.12)
For AI and II: s =  

rtt
tp

; (3.13)
Scaling for fair rate allocation: The above RTT-based parameter scaling only ensures that the con-
gestion windows of flows with different RTT converge to the same value in steady state. However,
fairness cannot be guaranteed, since rate (= cwnd=rtt) is still inversely proportional to the RTT.
We need an additional scaling of the  parameter to achieve a fair share. To illustrate this, consider
the AI-II-MD control mechanism applied to two competing flows where each flow i = (1; 2) uses
a separate i parameter, but a common MD parameter . At the end of the M-th congestion epoch
that includes n > 1 rounds of AI,m > 1 rounds of II and one round of MD, we have:
ci(M) =   (ci(M   1) + n  i +m  ip
ci(M   1)
) (3.14)
where ci(M) is the congestion window of flow i at the end of the M-th congestion epoch. Even-
tually, each flow i achieves a congestion window that is proportional to i. Indeed, the ratio of
congestion window of the two flows approaches 1=2 for large values ofM . In order to see this,
note that c1(M)=c2(M) equals
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=
c1(M   1) + 1(n+ mp
c1(M 1)
)
c2(M   1) + 2(n+ mp
c2(M 1)
)
=
c1(M   2) + 1(n+ n+ mk1 +
mp
c1(M 2)
)
c2(M   2) + 2(n+ n+ mk2 +
mp
c2(M 2)
)
=
2c1(M   3) + 1(n+ n+ 2n+ ma1 +
m
b1
+ 
2m
c1
)
2c2(M   3) + 2(n+ n+ 2n+ ma2 +
m
b2
+ 
2m
c2
)
where ki = (ci(M   2) + in=
p
ci(M   2) + in)1=2, ci =
p
ci(M   3), bi =
p
ci(M   2)
and ai = ki with ci(M   2) expanded to the next level. For M = k the expression takes the
same form as the above equation, the left operand of the addition operator becomes k 1ci(M k)
which approaches zero as k becomes large since  < 1. The multiplicative factor of i’s can then
be eliminated since they assume the same values. Hence, the above expression approaches 1=2.
Therefore, to allocate the bandwidth fairly among two flows, we scale the  parameter of each flow
by its own RTT.
f = s 

rtt
tp

=  

rtt
tp
2
(3.15)
Note that VCP [56] uses similar parameter scaling but it employs the AIMD control law while
MLCP uses the AI-II-MD control law.
3.4.2 MLCP Router
A MLCP router performs two functions: (1) it computes the load factor over an interval tp and (2)
it estimates the average RTT of flows to adapt the load factor measurement interval.
3.4.3 MLCP Receiver
TheMLCP receiver is similar to a TCP receiver except that when acknowledging a packet, it copies
the header information from the data packet to its acknowledgment.
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3.5 PERFORMANCE EVALUATION
Our simulations use the packet-level simulator ns2 [96], which we have extended with an MLCP
module. A diverse set of network scenarios are considered including a range of bottleneck ca-
pacities, round-trip times, number of long-lived flows, offered load of short-lived, web-like flows,
heterogeneous RTTs, bottleneck buffer sizes, and performance evaluation under a multiple bottle-
neck topology. We explain the choice and range of these parameters in the next section, followed
by a discussion on the performance metrics used for evaluation, and finally, we present and discuss
the evaluation results.
Figure 10: Dumbbell Topology
3.5.1 Network Parameters
To study the impact of various network parameters on the performance of MLCP, we first consider
a basic network scenario. We then vary each network parameter in the basic scenario, one at a
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Parameter Link Capacity Round-trip Delay Number of Long-
lived Flows
Range 100kbps-10Gbps 1ms-1s 1-1000
Parameter Arrival Rate of Short
Flows
RTT Heterogeneity Buffer Size
Range 1s 1-1500s 1 (40ms,156ms)-
(40ms, 3520ms)
1pkt-2000pkts
Table 4: Network parameters and the range of their values used in the evaluation
time, while keeping everything else fixed. The basic network scenario is a dumbbell topology with
a single bottleneck link of capacity 200Mbps. We set the RTT to 80ms12 where the forward and
reverse path each has 5 FTP flows unless stated otherwise. Having 5 flows in the basic scenario
allows us to evaluate the performance of MLCP under high per-flow bandwidth regimes, which are
particularly problematic for congestion control protocols [6, 8].
Next, we vary the the bottleneck capacity in the basic network scenario from 100 kbps to
10Gbps while keeping everything else fixed. This results in per-flow bandwidths ranging from
20 kbps to 2Gbps, which covers the range of bandwidths for most existing technologies such as
Dial-up modems, DSL, and Cable modems as well as higher capacity technologies that are likely
to become available in the future. We then vary the round-trip propagation delay from 1ms to 1 s
while keeping everything else fixed in the basic scenario. While 1ms is a typical round-trip delay
within a LAN, Satellite links can have delays in the order of a second. This range allows us to
evaluate all these scenarios. Next, we vary the number of long-lived, FTP-like flows from 1 to
1000. It is well-known that most bytes in the Internet come from long-lived flows [97]. Therefore,
it is important to study the performance of new protocols across a range of long-lived flows. While
most data comes from long-lived flows, most flows on the Internet are short [97]. Hence, we next
add short, web-like flows to the basic scenario and vary their offered load from zero to ClMbps,
12This is roughly the delay between the East and the West coasts in the US
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where Cl=155Mbps, while keeping the rest of the parameters fixed.
We then extend the basic network scenario to consider a multiple bottleneck topology. In
this topology, the capacity of each forward link is set to a value smaller than the capacity of the
preceding link. 5 Flows (as in the basic network scenario) traverse all links in the forward direction
whereas each of these links is also shared by a distinct set of 5 cross flows. Such a scenario stresses
the protocols as they encounter competition on each forward link. We then investigate the impact
of short-term dynamics on MLCP.
We then study the impact of heterogenous RTT flows by picking flow RTTs from a small
([40ms, 156ms]) as well as large ([40ms, 3520ms]) range of values. These ranges allow eval-
uation of RTTs that can differ by up to an order of magnitude. Finally, we evaluate the impact
of bottleneck buffer size on the performance of MLCP. This is useful because technology trends
indicate that it is challenging to have large buffers in all-optical networks and therefore it is im-
portant that future transport protocols perform well when the buffer size is small. Considering the
basic scenario, we vary the bottleneck buffer size from 1 pkt to 2000 pkts (equal to the BDP of the
path.)13.
In our evaluation, TCP SACK is always used with RED and ECN enabled at the routers. The
bottleneck buffer size is set to the BDP, or two packets per-flow, whichever is larger. The data
packet size is 1000 bytes, while the ACK packet size is 40 bytes. All simulations are run for at
least 100 s. The statistics neglect the first 5% of the simulation time.
3.5.2 Performance Metrics
To study the performance characteristics of MLCP, we consider a variety of performance metrics.
These correspond to the properties outlined in Section 1 and includes metrics that are useful for
both the network operators as well as the users. In particular, we consider the following metrics:
 Link Utilization: It is the fraction of time for which the link is utilized. Given a certain link
capacity, higher utilization values mean higher throughput.
 Average Queue Length: It is the average queue length over a certain interval. We normalize
this with the buffer size to obtain a value between 0% and 100%.
13Router buffers are often set to the bandwidth-delay product of the path to enable TCP flows to achieve 100% link
utilization [98]
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 Packet Drop Rate: It is the ratio of dropped packets to the total number of packets sent.
 Jain’s Fairness Index: It is a metric that quantifies the fairness achieved by flows sharing a
bottleneck link. It is equal to (
PN
i=1 xi)
2=(N
PN
i=1 xi
2), where xi is the throughput of flow i
and i 2 f1; ::; Ng. It a value between 0 and 1. When all flows achieve the same throughput
on a bottleneck link, the index equals 1. If only K of N flows receive bandwidth (and others
none), index is K/N.
3.5.3 Single Bottleneck Topology
We first evaluate the performance of MLCP for the case of a single bottleneck link shared by
multiple MLCP flows over the dumbell topology shown in Figure 10. We vary each network
parameter in the basic scenario, one at a time, while keeping everything else fixed. In the basic
scenario, the bottleneck link rate is set to 200Mbps, whereas all other links have a capacity of
2000Mbps. The round-trip propagation delay is set to 80ms where the forward and reverse path
each has 5 FTP flows.
3.5.3.1 Impact of Bottleneck Capacity MLCP achieves high utilization across a wide range
of bottleneck capacities as shown in Figure 11. VCP, on the other hand, becomes inefficient at
high bottleneck capacities. The utilization gap between MLCP and VCP starts widening when the
bottleneck capacity is increased beyond 10Mbps. This difference becomes more than 60% on a
10Gbps link. VCP’s performance degrades because it uses a fixedMI factor of value 1.0625, which
is too conservative for high link capacities. On the contrary, MLCP adapts its MI factor, increasing
far more aggressively in low utilization regions, allowing it to remain efficient on high capacity
links. Utilization with TCP SACK remains considerably lower than that of MLCP and VCP. This
happens because TCP uses a conservative increase policy of one packet/RTT and an aggressive
decrease policy of halving the window on every congestion indication, leading to inefficiency on
high BDP paths.
The average queue length for MLCP remains close to zero as we scale the link capacities.
However, for very low capacities (e.g.,100Kbps), MLCP results in an average queue length of
about 20% despite keeping zero loss rate. This happens because the value of  is high for such
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Figure 11: One bottleneck with capacity varying from 100Kbps to 10Gbps (Note the logarithmic
scale on the x-axis).
capacities which leads to queue buildup. Note that while MLCP achieves roughly the same utiliza-
tion as XCP, it is able to maintain a lower average bottleneck queue for link capacities 2Mbps.
Packet loss rate with VCP and XCP also remains close to zero whereas SACK results in loss rates
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that are as high as 12% for low capacities.
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Figure 12: One bottleneck with round-trip propagation delay ranging from 1ms to 1 s (Note the
logarithmic scale on the x-axis).
3.5.3.2 Impact of Feedback Delay We fix the bottleneck capacity to 200Mbps and vary the
round-trip propagation delay from 1ms to 1 s. As shown in Figure 12, MLCP scales better than
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VCP, XCP, SACK+RED, and SACK+RIO. For delays larger than 100ms, the utilization gap be-
tween MLCP and VCP increases from roughly 5% to more than 40%. With SACK+RED, utiliza-
tion drops most rapidly as delays are increased. The difference between MLCP and SACK+RED
increases from 20% for 100ms to more than 60% for 1 s. Note that the average queue length re-
mains less than 15% for MLCP across the entire RTT range. These results indicate that MLCP
could be effectively used in long-delay satellite networks.
3.5.3.3 Impact of Number of Long-lived Flows It is well-known that most bytes in the Inter-
net come from long-lived flows [97]. Therefore, it is important to study the performance of new
protocols across a range of long-lived flows. We now vary the number of long-lived flows (in both
directions) and study its impact.
Figure 13 shows that as we increase the number of long-lived flows (in either direction), MLCP
is able to maintain high utilization (90%), with negligible average queue length and near-zero
packet drop rate. For small flow aggregates [1-50], TCP SACK’s utilization remains lower than
that of MLCP, VCP and XCP (due to larger available per-flow bandwidth), whereas the difference
between them grows to as large as 20%. SACK results in higher average queue length than MLCP
and VCP. Loss rate for SACK, however, increases to only as high as 6%. This relatively low loss
rate for SACK is a consequence of using RED with ECN enabled at the routers. When the number
of flows is less than five, MLCP achieves a higher average utilization than XCP. However, as the
number of flows is increased, XCP andMLCP achieve similar average utilization. Note that MLCP
has a much lower average queue size compared to XCP even though they have similar loss rates.
3.5.3.4 Impact of Short-lived,Web-like Traffic While most data comes from long-lived flows,
most flows on the Internet are short [97]. Hence, we now add short, web-like flows to the basic
scenario and vary their offered load, while keeping the rest of the parameters fixed. These flows
arrive according to a Poisson process, with an average arrival rate varying from 1/s to 1000/s. Their
transfer size obeys the Pareto distribution with an average of 30 packets. This setting is consistent
with the real-world web traffic model [97]. Figure 14 illustrates the performance of MLCP in com-
parison to VCP, XCP and TCP SACK. When the arrival rate is less than 1000/s, MLCP achieves
higher utilization than VCP, XCP and TCP SACK. However, note that XCP and VCP achieve more
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Figure 13: One bottleneck with the number of long-lived, FTP-like flows increasing from 1 to 1000
(Note the logarithmic scale on the x-axis).
than 80% in all cases. When the arrival rate is increased beyond 1000/s, loss rate for VCP and XCP
increases almost linearly to 10% and 7%, respectively. The average queue length for VCP and XCP
rises to about 90% and 80% of the buffer size, respectively. This illustrates VCP’s low responsive-
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Figure 14: One bottleneck with short-lived, web-like flows arriving/departing at a rate from 1/s to
1500/s
ness to high congestion; a consequence of using a single, high value of  = 0:875. MLCP, on the
hand, is able to maintain almost 100% utilization, with negligible average queue length and near
zero packet drop rate even under heavy congestion. Using multiple levels of MD allows MLCP to
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be more aggressive in its decrease policy than VCP, resulting in high responsiveness to congestion.
Moreover, the AI parameter setting in VCP is too large when the link is heavily congested. MLCP,
on the hand, applies II after the load factor exceeds 95%, which tends to lower the rate at which
flows increase their rates. TCP SACK results in low link utilization when the arrival rate is smaller
than 500/s. However, as the arrival rate increases, the traffic becomes more bursty due to many
flows being in slow-start which causes packet losses to increase.
Figure 15: Parking-lot topology
3.5.4 Multiple Bottleneck Topology
Next, we study the performance of MLCP with a more complex topology of multiple bottlenecks.
For this purpose, we use a parking-lot topology with 10 bottlenecks as shown in Figure 15. The
B1 B2 link has capacity 200Mbps, and each of the following links has capacity which is 10Mbps
smaller than the previous one. This results in a capacity of 110Mbps for the B10   B11 link. The
propagation delay of each link is set to 20ms. There are 30 long-lived FTP flows traversing all the
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Figure 16: Multiple congested bottlenecks
links in the forward direction, and 30 FTP flows in the reverse direction. In addition, each link has
5 cross FTP flows traversing the forward direction. The round-trip propagation delay that traverses
all links in the forward direction is 80ms (the same as in the basic scenario) whereas for the cross
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Figure 17: MLCP is robust against and responsive to sudden, traffic demand changes.
flows it is set to 20ms14. These settings depict a scenario where a set of long RTT flows compete
with a set of short RTT flows at each link and each set of flows have different bottlenecks.
Figure 16 shows that MLCP achieves higher utilization when compared with SACK and XCP
on all the 10 bottleneck links whereas the performance is similar to that of VCP. In particular,
MLCP achieves about 25% higher utilization than SACK on all bottlenecks. When compared
with XCP, MLCP achieves utilization that is as high as 10%. Observe that XCP achieves about
85% utilization on the first link whereas on the following links, its utilization increases as link
capacity decreases. This happens because XCP enabled-routers independently compute per-flow
bandwidth, which means that if a flow is bottlenecked at a downstream link, an upstream router
would still attempt to allocate bandwidth to that flow to ensure local fairness. This leads to link
under-utilization [99]. The average queue length remains less than 2% of the buffer size for all
protocols except for XCP. In case of XCP, the queue length to about 15% on the most constrained
link. Note that all protocols achieve near-zero packet loss rate on all the links.
3.5.4.1 Dynamics All the previous simulations focus on the steady-state behaviour of MLCP.
Now, we investigate its short-term dynamics using the multiple bottleneck topology considered in
the previous section .
14The difference in the RTT of forward flows and cross flows allows us to evaluate the impact of RTT heterogeneity
on the performance of MLCP.
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Sudden Demand Changes: To study the behaviour of MLCP when the demand at the links
changes suddenly, 100 new forward FTP flows are made active at t = 80 s and they leave at t =
140 s15. Figure 17 shows that MLCP can quickly adapt to sudden fluctuations in the traffic demand
(The figure draws the congestion window dynamics for the five forward MLCP flows). When new
flows enter the system, the flows adjust their rates to the new fair share while maintaining the link
at high utilization. At t = 140 s, when 100 flows depart creating a sudden drop in the utilization,
the system quickly discovers this and ramps up to almost 100% utilization within a couple of
seconds. Note that both forward and cross flows utilize this available bandwidth. Observe that
during the adjustment period the bottleneck queue remains low. The result shows that MLCP is
very responsive to sudden variations in the available bandwidth.
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Figure 18: Jain’s fairness index f(PNi=1 xi)2=N PNi=1 x2i for flow rates xi, i2[1,N]g under scenar-
ios of one bottleneck link shared by 30 flows, whose RTT are in the ranges varying from [40ms,
156ms] to [40ms, 3520ms]
3.5.5 Fairness
We now compare the fairness properties of MLCP, VCP and TCP SACK. We consider 30 FTP
flows (in both directions) in the basic scenario of a single bottleneck link with capacity 200Mbps16.
15The 100 flows traverse all the links in the forward direction
1630 flows are chosen so that their mix contains a large range of flow RTTs
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Figure 19: Bottleneck queue as a function of the RTT variation
Each forward flow j0s RTT is chosen according to rttj = 40 + j  4  ms for j = 0; ::; 29, and
where  is the one-way propagation delay for a non-bottleneck link. We perform simulations with
 varying from 1ms to 30ms. When  is 1ms, RTTs are in the range [40ms,156ms]. When
 = 30, the RTTs are in the range [40ms,3520ms]. Figure 18 shows the comparison of the
fairness achieved by MLCP, VCP, XCP and TCP SACK. While XCP achieves the highest level
of fairness across a large range of RTT variations, MLCP, on the hand, achieves good fairness
(0.75, 8) while maintaining <20% average queue length (see Figure 19). With VCP and TCP
SACK, fairness decreases considerably as the network incorporates more diverse RTT flows. In
the case of VCP, this occurs due to the bounding of the MI and AI gains. With TCP, flows achieves
RTT-proportional sending rates, therefore, large RTT flows achieve much smaller throughput than
small RTT flows. This reduces the overall fairness for TCP SACK.
3.5.6 Impact of Buffer Size
Recent advances in technology suggest that all-optical networks are likely to become commonplace
in the future. However, optical packet buffers can only hold a few dozen packets in an integrated
opto-electronic chip. Larger all-optical buffers remain infeasible, except with unwieldy spools of
optical fiber (that can only implement delay lines, not true FCFS packet buffers) [100]. In order to
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Figure 20: One bottleneck with C=200Mbps, RTT=80ms and the number of long-lived flows
varying from 5 to 500.
make TCP amenable to small buffers, researchers have suggested using paced TCP [100], proposed
changes in the AIMD parameters [101] and proposed new protocols to make it friendly with small
buffers [102]. Dhamdhere et al. [103] showed that with small buffers (sized according to the
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square-root rule [98]) TCP observes loss rates as high as 15% on congested Internet links. The
key problem with TCP is the coupling of packet loss with congestion indication that creates self-
induced losses. MLCP decouples congestion indication from packet loss and thus only requires
packet buffers for absorbing short-term packet bursts.
In this section, we analyze the performance of MLCP with small buffers. We consider the basic
scenario with a 200Mbps bottleneck link and a round-trip propagation delay of 80ms. This gives
a BDP of 2000 packets where each packet has a size of 1000 bytes. We vary the buffer size from
1 pkt to 2000 pkts and the number of long-lived flows, N , from 5 to 500 yielding a range of per-
flow bandwidths in [400Kbps, 40Mbps]. Figure 20 shows that MLCP needs a buffer size of less
than 100 packets (5% of the BDP of the path) to achieve more than 80% utilization and achieve a
loss rate of less than 2% across values ofN that differ by an order of magnitude. ForN = 5, when
the buffer size is 50 packets, MLCP achieves less than 50% utilization. This happens because
MLCP’s aggressive MI policy results in bursty packet losses which decreases utilization. As N
is increased, the per-flow BDP of the path decreases which reduces the buffer size requirement
for achieving high utilization. Hence for N = 500, MLCP needs a buffer size of 5 packets to
achieve 80% utilization. As we increase the buffer size, utilization improves, the average queue
length stabilizes to a value much less than the BDP of the path and the loss rate decreases sharply.
Note that the average queue size remains less than 250 packets (<12.5% of the BDP of the path)
even in the most congested scenario of 500 flows. These results indicate that MLCP can achieve
high performance even with as small as 100 packet buffers.
3.6 STABILITY ANALYSIS
MLCP employs an aggressive load factor guided MI control law, which tracks the available band-
width exponentially fast. This naturally raises stability concerns17. In this section, we observe that
the fluid approximation model of the traffic presented in [56] can be used to show that such a con-
trol law does not result in instability when used in conjunction with a load factor dependent MD.
17Note that the results presented in Section 4.6 demonstrate the stability of MLCP across a wide range of network
scenarios using simulation.
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The fluid model considers a single link shared by multiple flows and is described by the following
differential equation:
_wi(t) =
1
RTT
 [wi(t)  ((t)) + ] (3.16)
where wi(t) is the congestion window of flow i at time t and ((t)) = (1  (t))=(t) and  are
the MI and AI parameters, respectively.
The above differential equation models (1) the load-factor guided MI control law (character-
ized by ((t))), (2) the AI control law (characterized by ), and (3) the MD control law whose
parameter value depends on the load factor (characterized by ((t)) for (t)  1) and thus mod-
els the impact of multiple back-off factors. All of these features are used by MLCP. The stability
conditions of the above model are given by the following theorem18:
Theorem 3.6.1. Under the model given by Equation 3.16, where a single bottleneck is shared
by a set of synchronous flows with the same RTT, if   1
2
, then the delayed differential equation
described in [56] is globally asymptotically stable with a unique equilibriumw = C RTT+N 

,
and all the flows have the same steady-state rate ri =
C
N
+ 
RTT
The above result holds for any link capacity, feedback delay, and number of flows. More-
over, the global stability result does not depend on the network parameters. It demonstrates that
the use of the load factor guided MI, AI and multiple back-off factors does not cause instability
as long as   1
2
for the case of a single bottleneck link. Intuitively, as the load factor at the
bottleneck approaches 1, ((t)) approaches zero, causing sources to become less aggressive as
the available bandwidth decreases. When (t) exceeds one, sources backoff in proportion to the
amount of overload. This helps in keeping low persistent queue length. Note that this is unlike
TCP’s unguided exponential increase during slow-start, which becomes unstable as capacity or
delay increases [104, 31].
The above model makes some simplifications in order to make the analysis tractable and differs
from MLCP in the following ways: First, it uses MI and AI together at any given time. MLCP,
on the other hand, uses either MI, AI, or II at a given time. In MLCP, AI results in a faster
18For the proof of the model, we refer the reader to [56]
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window growth than II because   
wi(t)
, 8wi(t)  1, therefore, the MLCP window growth is
less aggressive than the growth given by the above differential equation. Second, it uses the exact
load factor, whereas MLCP uses a quantized value of the load factor to choose the control laws
and their parameters values.
3.7 RELATEDWORK
Chiu et al. [45] studied the efficiency and fairness properties of the AIMD, AIAD, MIAD, and
MIMD control laws in the presence of 1-bit load feedback. On the other hand, we study the
marginal utility of increased bits for feedback while considering the efficiency and fairness prop-
erties of the MI-AI-II-MD control law. Xia et al. [56] proposed a 2-bit feedback scheme called
VCP. They use the load feedback to choose between different control laws. However, we provide a
general treatment of the interplay between performance and feedback. In that sense, our work can
be seen as a generalization of their work. With regard to the protocol, VCP differs from MLCP in
four ways: (a) MLCP uses 4-bits for feedback instead of two. This allows MLCP to obtain near-
optimal performance in terms of rate of convergence to efficiency and fairness. (b) VCP employs
load factor estimates to choose between different control laws but uses fixed parameters for them.
On other hand, MLCP uses load factor estimates to choose the parameters of different control laws
as well. (c) VCP uses a fixed tp, which presents a trade-off between fairness and low queues, VCP
chose the latter. MLCP, on the other hand, adapts tp, which allows it to remain fair in the pres-
ence of diverse RTT flows while maintaining low queues and (d) VCP uses AIMD in steady-state,
whereas MLCP employs AI-II-MD. This has two benefits. First, II enables smooth rate variations
while improving fairness. Second, it considerably increases robustness to congestion.
3.8 SOFTWARE
The ns2 implementation for MLCP is publicly available for download at the following URL:
http://www.cs.pitt.edu/˜ihsan/mlcp-0.1.tar.gz.
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3.9 SUMMARY
In this chapter, we analyzed the trade-off between increasing the amount of feedback information
and the resulting performance improvements for load factor based congestion control protocols.
We showed that while 2-bit scheme is far from optimal, using 3 bits is sufficient for achieving
near-optimal performance in terms of rate of convergence to efficiency. We also showed that
introducing multiple levels of MD allows a load factor based congestion protocols to achieve high
rate of convergence to fairness, smooth rate variations and increased robustness to congestion.
Using these fundamental insights we designed a low-complexity protocol that achieves efficient
and fair bandwidth allocations, minimizes packet loss and maintains low average queue length in
high BDP networks. A fluid model of the protocol showed that the protocol remains globally stable
for the case of single bottleneck link shared by identical RTT flows.
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4.0 DESIGN OF AN EFFICIENT FRAMEWORK FOR CONGESTION CONTROL
Many transport protocols that use explicit feedback from the network require more bits for feed-
back than are available in the IP header such as XCP [40] (128 bits), RCP [8] (96 bits) and MLCP
[57] (4 bits). In case of MLCP, we showed in the previous chapter that at least 4-bit quanti-
zation of load factor is needed to achieve optimal convergence speed in terms of fairness and
efficiency. Changing the IP header requires a non-trivial and a time consuming standardization
process. Therefore, there is a need to explore techniques for obtaining high resolution congestion
estimates using the existing ECN bits. Further, it is important to investigate whether a congestion
control protocol based on such schemes can meet the desirable goals of a transport protocol.
In this chapter, we present a framework for congestion control, called Binary Marking Con-
gestion Control (BMCC) for high bandwidth-delay product networks. The basic components of
BMCC are i) a packet marking scheme for obtaining high resolution congestion estimates using the
existing bits available in the IP header for Explicit Congestion Notification (ECN) and ii) a set of
load-dependent control laws that use these congestion estimates to achieve efficient and fair band-
width allocations on high bandwidth-delay product networks, while maintaining a low persistent
queue length and negligible packet loss rate. We present analytical models that predict and provide
insights into the convergence properties of the protocol. Using extensive packet-level simulations,
we assess the efficacy of BMCC and perform comparisons with several proposed schemes. BMCC
outperforms VCP, MLCP, XCP, SACK+RED/ECN and in some cases RCP, in terms of average
flow completion times for typical Internet flow sizes.
With BMCC, each router periodically computes the load factor (ratio of input traffic and queue
length to capacity) on its output links. To achieve efficient and fair bandwidth allocation with high
convergence speeds, a high resolution estimate of the computed load factor is needed. BMCC uses
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a packet marking scheme called Adaptive Deterministic Packet Marking (ADPM) [105] to obtain
congestion estimates with up to 16-bit resolution using the existing two ECN bits. ADPM conveys
signals with a lower Mean Square Error (MSE) than competitors such as REM [76] and RAM
[106]. It monitors side information, such as the IPid field, and uses that to interpret the ECN bit
of each packet differently, as proposed by Thommes and Coates [107]. Each arriving packet at the
receiver carries a bound on the value of the load factor at the bottleneck. The receiver’s estimate
of the load factor is updated whenever a new packet provides a tighter bound. The load factor
estimate is echoed back to the sources via acknowledgement packets using TCP options. Based on
this value, sources apply load-dependent Multiplicative Increase (MI), Additive Increase (AI) and
Multiplicative Decrease (MD). Unlike in VCP, the parameters of these control laws depend on the
high resolution estimate of the load factor. When the load factor is small, sources increase their
rates rapidly to fill the bottleneck capacity. Otherwise, sources apply AIMD to achieve fairness.
The rates of adjustment are chosen to ensure RTT fairness.
To illustrate the convergence and fairness properties of BMCC, consider a simple network
scenario with one bottleneck link of capacity 100Mbps. Figure 21 shows the throughput of three
BMCC flows that arrive with an inter-arrival time of 100 s and have round-trip propagation delays
of 150ms, 200ms and 250ms, respectively. Observe that the three flows rapidly achieve rates
that are within 70% of their fair share before converging to a fair (50Mbps each) and efficient
(100Mbps) bandwidth allocation. Figure 21 also shows the corresponding load factor at the
bottleneck and the flows’ estimates. ADPM allows flows to quickly track changes in load factor at
the bottleneck.
BMCC’s use of load factor as a signal of congestion enables it to decouple loss recovery
from congestion control. This facilitates distinguishing error losses from congestion-related losses,
which is important in wireless environments. Furthermore, the scale-free nature of load factor
allows it to be encoded using few bits.
Using extensive ns2 simulations, we show that BMCC achieves efficient and fair bandwidth al-
location while minimizing packet loss, bottleneck queue and AFCT. We present analytical models
which provide insights into the performance of BMCC. These insights are likely to lead to better
designs for next-generation congestion control protocols. We also evaluate mechanisms for reduc-
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Figure 21: Comparison of the load factor at the bottleneck and the flows’ estimates of it
ing the overhead of TCP options in conveying the load factor estimates from the receiver back to
the sender. The resulting algorithm, employed by BMCC, introduces little overhead and is robust
to lost ACKs.
The rest of the chapter is organized as follows. Section 4.1 describes the control laws and
algorithms used by BMCC. Some design issues related to BMCC are addressed in Section 4.2.
This is followed in Section 4.3 by a model for understanding the convergence properties of BMCC.
Section 4.4 analyzes the impact of ADPM on convergence and Section 4.5 studies ways to reduce
the overhead of using TCP options. Section 4.6, compares the performance of BMCC with that of
other schemes by simulation.
4.1 DESIGN OF THE BINARY MARKING CONGESTION CONTROL (BMCC)
PROTOCOL
BMCC uses ADPM to estimate the load factor f on the most congested link, and then uses the
estimate, f^ , to adjust the send window, w. Let us first consider how f is computed at the routers,
then how the estimate f^ is determined, and finally how f^ is used by the senders. The values of the
unspecified parameters will be discussed at the end of this section.
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4.1.1 BMCC Router
During every time interval tp, each router computes the load factor on each of its output links as
f =
+ 1qav
lCltp
(4.1)
where  is the amount of traffic received during tp, Cl is the capacity of the link and l  1 is the
target utilization. Also, qav is the exponentially weighted moving average queue length, using a
time-constant of 8tp, and 1 = 0:75 controls how fast to drain the queue [56, 76, 77, 59].
4.1.2 BMCC Receiver and ADPM
The router conveys its load factor to the sender by applying ADPM [105] to the ECN bits. Recall
that the ECN bits on an unmarked packet are initially (10)2, and routers set these bits to (11)2 to
indicate congestion. If f  u or the packet already contains a mark (11)2, then BMCC marks the
packet with (11)2, where u is the maximum value of f that ADPM can signal. Otherwise, ADPM
computes a deterministic hash h of the packet contents, such as the 16-bit IPid field. This hash is
compared to f , and the packet is marked with (01)2 if f > h, or left unchanged otherwise. At the
receiver, the ECN bits will reflect the state of the most congested router on the path.
The receiver maintains the current estimate, f^ of the load factor at the bottleneck on the forward
path. When a packet is received, this estimate is updated as:
f^  
8>>>>>><>>>>>>:
u if becn = (11)2
h if (becn = (10)2 and h < f^ )
or (becn = (01)2 and h > f^ )
f^ otherwise
where becn refers to the two ECN bits in the IP header of the received packet. The estimate f^ is
sent to the sender using TCP options, as described in Section 4.5. Note that the receiver’s estimate
will lag behind the true value [108], except that values over u are signaled immediately to indicate
severe overload.
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The resolution depends on the fraction of packets that hash to a particular range. For BMCC,
values of f below a threshold 0 are rounded up to 0, and the hash is such that 1/4 of packets
hash to values in (0; ) for some design parameter , 1/4 of packets hash to (; 1) and 1/2 hash to
(1; u).
Figure 22: ADPM Illustration
Figure 22 illustrates the working of ADPM. Suppose the path between the sender and the
receiver contains two routers with a load of 0.4 and 0.8, respectively. The first packet generated
by the sender contains a value in the IPID field that hashes to 0.31. Since this is a lower bound on
the load, the first router sets the ECN bits of the packet. When this packet is received, the receiver
updates its estimate to 0.31. This value is then communicated to the sender through ACKs. The
next packet hashes to 0.7. In this case, the first router leaves the ECN bits unchanged whereas
the second router marks the packet because 0.7 is less than 0.8. When this packet is received, the
receiver updates its estimate to 0.7 because it is a tighter lower bound on the most congested router.
As more packets get received, this estimate becomes more accurate.
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4.1.3 BMCC Sender
As argued in [56], the ideal window update strategy given a load factor of f is to increase the
total load by a factor of 1   f , in a way which balances rates. However, as neither the bottleneck
capacity nor number of competing flows are known, BMCC uses different control laws, based on
whether the most loaded link is lightly-, heavily- or over-loaded, corresponding to f 2 [0; ), [; 1)
or [1;1) for some . As it will be shown, this also allows both fairness and rapid acquisition of
idle capacity.
4.1.3.1 Low Load (0  f^ < ) To achieve high utilization rapidly, sources apply MI with
factors proportional to 1  f^ . In particular,
w(t+ T ) = w(t)(1 + (f^)); (4.2)
where T is the RTT of the flow, (f^) = 2(1 f^)=f^ and 2 is a step size. Since BMCC implements
the algorithm VCP sought to, the analysis of [56] shows that stability is achieved for 2 < 1=2;
BMCC uses 2 = 0:35.
BMCC aims to give equal rate to flows with different RTTs. Since flows with large RTTs
update less often, the rule
w(t+ T ) = w(t)(1 + (f^))T=tp (4.3)
is used so that windows grow at a rate independent of T .
4.1.3.2 High Load (  f^ < 1) When the system has achieved high utilization, the algorithm
must seek fairness. This is achieved using AIMD. In high load, sources apply AI:
w(t+ T ) = w(t) + ; (4.4)
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with  = (T=tp)2 chosen to cause the equilibrium window to be proportional to the flow’s RTT,
giving RTT fairness [56].
4.1.3.3 Overload (1  f^ <1) When the load factor is greater than 1, the sources use MD:
w(t+ T ) = w(t)(f^); (4.5)
where
(f^) = max   (f^   1)
(u  1) (4.6)
varies linearly in [min; max]  (0; 1), u is the maximum value of f that ADPM can signal, and
 = max   min.
4.1.4 Parameter values
4.1.4.1 Measurement interval, tp : The period tp should be greater than the RTT of most
flows to smooth out sub-RTT burstiness, but should also be small enough to ensure responsiveness
to congestion. Internet measurements [14] report that vast majority of flows have RTTs less than
200 ms. Hence, BMCC uses tp = 200ms.
4.1.4.2 Mode threshold,  : A high value of  avoids under-utilization, but limits AIMD’s
scope to induce fairness, and risks overshooting the link capacity and causing excess packet loss.
To balance these, BMCC uses  = 0:75, and 0 = 0:15. As an exception, new flows remain in MI
until f^ first reaches 1.
4.1.4.3 Backoff parameter,  : The MD parameter varies from min = 0:65 when f = u =
1:2 to max = 0:875 when f = 1, for the following reasons. A high value of max (such as
0:99) leads to slow convergence and reduces responsiveness to congestion. In contrast, a low
value of max (such as 0:5) reduces the average throughput ( C(1 + )=2) and introduces large
variations in the throughput of flows, which is highly undesirable for real-time and multimedia
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applications [23]. To balance these, BMCC uses max = 0:875 (see Section 4.3). However, to
ensure high responsiveness and fast convergence under high load, (f) is decreased linearly with
f until (f) = min. The choice of min determines the range of values that (f) can assume. This
range should be large enough to reap the benefits of small  values but small enough to prevent
flows from entering MI after overload detection, which can lead to high packet loss rate. To select
the value to ensure this, note that min(f(f))  . Since for f  1:2, the lowest  is applied,
(f) should be at least =1:2 = 0:625. BMCC uses min = 0:65.
4.2 DESIGN ISSUES
The foregoing design raises some questions, which are now addressed.
4.2.1 What is the congestion level assumed by new flows?
ADPM needs an initial estimate of the congestion level. New flows initially estimate f^ = 0, and
thus increase their windows by a factor of (0)  3 per tp. This helps short flows to finish quickly,
and does not induce excessive burstiness, since it is only slightly faster than existing slow start.
4.2.2 Can new flows cause overload before ADPM has been able to signal congestion?
When f 2 [1; u), sources enter MD probabilistically using ADPM. In the presence of a large
number of flows, congestion will be avoided if most reduce their windows, even if some miss the
congestion signal. However, if f > u = 1:2, each flow decreases its window deterministically (us-
ing the standard ECN “Congestion Experienced” codepoint) which prevents persistent congestion.
4.2.3 Sources may apply different  values at the same time; does this lead to unfairness?
Sources with ADPM use  that varies in
h
(f); (f^)
i
depending on the estimated load factor.
This may lead to short-term unfairness (on the scale of a few RTTs) but causes no long-term harm.
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Figure 23: Fairness rate as a function of the averaging interval (T=80ms) on a 1Mbps and a
45Mbps link.
To quantify this, we compare the level of unfairness caused by TCP SACK and BMCC for a range
of time scales.
Consider an averaging interval s. For two SACK flows with unsynchronized losses, letXi(t; s)
be the average rate of each flow i over the interval (t; t+ s), and let the “fairness rate” be
fr(; s) =
1

Z 
0
maxi(Xi(t; s))
minj(Xj(t; s))
dt;
where i; j 2 f1; 2g and  is the total observation period. Figure 23 shows fr(500; s) against the
averaging interval s for two link capacities and T = 80ms. Observe that the fr curve for BMCC
remains below that of SACK implying that it is always fairer than SACK on short time scales. The
value is higher on the 1Mbps link; this is because the average  value is higher in this case and
hence the variation also is.
4.2.4 Why use a higher MI threshold when flows start?
A long-lived BMCC flow uses AIMD in steady-state. In the presence of such a flow, a newly ar-
riving flow would normally apply AIMD too, which causes slow convergence. In order to improve
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the AFCT of short flows in this scenario, a larger initial  is used. This allows new BMCC flows
to apply the more aggressive, load-factor guided MI until the end of the first congestion epoch.
4.3 MODELS FOR CHARACTERIZING THE PERFORMANCE OF BMCC
The properties of BMCC will now be studied by considering the rate achieved by a newly starting
flow in two important cases: a link already carrying N long-lived flows, and an idle link.
4.3.1 Convergence to Fairness on a Loaded Link
This section considers the rate of convergence to fairness when a new flow starts competing with
N long-lived BMCC flows. This scenario reflects the fact that most data in the Internet comes from
“elephant” flows, and so a highly multiplexed bottleneck is likely to have long-lived flows [97].
Consider a bottleneck link of capacity Cl shared by N flows with equal RTTs T = tp. Define
a round as a single AIMD cycle, the duration of which is de RTTs. Note that BMCC causes these
rounds to be synchronized between flows, because congestion is signaled to all flows, rather than
random packet drops for a small number of flows. Let wij(e) = wi(e)   wj(e) for flows i and
j in the eth round. Since min is chosen so that flows do not re-enter MI mode after an MD, this
difference is affected only by MD events. Thus
E[log(wij(e))] = E[log((f))] + E[log(wij(e  1))]
= eE[log((f))] + log(wij(0)): (4.7)
For the new flow i to reach parity with a flow j with wj(0) = B  ClT=N , in the sense of
wij(e)=B  , it would take
m =
log(1=)
E[log(1=(f))]
(4.8)
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AIMD rounds, which is constant with respect to BDP [93].
The duration of an AIMD round can be calculated by noting that, when the link utilization
exceeds 100%, the aggregate congestion window size, wa =
PN
i=1wi(t) is at least k = ClT .
Therefore, it would take at least de = k(1   E[(f)])=N RTTs for wa to become greater than k
after applying MD.
Note that m is negatively correlated with the durations of the m epochs, and so the actual
mean convergence time is slightly less than E[m]E[de]. Thus, the total number of RTTs needed to
converge to a fair bandwidth allocation is bounded above, and approximated, by
r = B
log(1=)(1  E[(f))]
E[log(1=(f))]
: (4.9)
Thus, the convergence time until absolute fairness varies with BDP as O(B).
In order to derive the expected value of (f), we will use the following lemma, established in
Section 4.4.
Lemma 4.3.1. In steady-state, flows with homogenous round-trip times detect overload with high
probability (0.8) in one tp with ADPM.
To determine the expected value of (f) in overload, we first derive the maximum value of f
when it exceeds 100%.
In steady-state, each BMCC flow achieves the same rate independent of its RTT. Since f is
measured over tp, this implies that in overload   tpN(Cl=N). Further, with AI, the aggregate
rate increases by N pkts per tp. Thus, when overload is first detected, up to tp after onset,  is
uniformly distributed on (Cltp; Cltp + N ), and the average queue length, qav, will be uniformly
distributed in (0; N). From (4.1), the first congested load factor is thus distributed as
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f  Cltp +N(1 + 1)U(0; 1)
lCltp
 1 + 2N
Cltp
U(0; 1); (4.10)
where U(0; 1) is a uniformly distributed random variable on (0; 1), l = 1 and 1  1. Since (f)
is linear by (4.6), E[(f)] = (E[f ]), which by (4.10) gives
E[(f)] =
8<: max  
N
k(u 1) f  u
min f > u
This establishes the mean values
 Duration of an epoch: E[de] = kN (1  max) + (u 1)
 Number of epochs: E[m] = log(1=)
E[log(1=(f))]
Figures 24 and 25 show E[m] and E[de] respectively, as  is varied in [0:5; 1) (with  =
min = max), and as a function of N 2 [2; 120] for different BDPs, k 2 f1000; 5000; 10000g pkts.
Observe that while E[de] decreases linearly with , E[m] increases exponentially with it, leading
to slower convergence as shown in Figure 26. Further, if (f) is made a linear function of f then
E[m], E[de] and r decrease with N . The reason is that as N increases, the average load factor
value at the bottleneck increases causing the sources to apply a smaller (f) value. This results
in improved convergence. Also note that convergence becomes slower as the BDP of the path
increases.
The above analysis is related to the model presented in [93]. However, they consider the back-
off parameter, (f), to be a binary random variable, whereas in our case it is continuous. The
analysis can be extended to flows with heterogeneous RTTs but at the price of a more involved
development (see [93]). The qualitative insights relating to the influence of the AIMD parameters,
however, remain unchanged.
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Figure 24: Number of epochs needed for 70%, 80% and 90% convergence as a function of  (The
green lines show the epochs for max = 0:875) and 80% convergence as a function of the number
of flows for different BDPs, k 2 f1000; 5000; 10000g pkts (where max = 0:875 and min = 0:65)
4.3.2 Flow starting on an idle link
A well known problem of TCP SACK is that a flow sending on an idle path with large BDP takes
too long to start up [8], and then causes many packet losses when the window finally reaches the
BDP. BMCC addresses this issue by increasing its rate faster until incipient congestion is explicitly
signaled, and then slowing down the rate of increase, in three phases. These will now be examined
for the fluid limit of large BDPs with packet pacing and without delayed acknowledgements, and
in the simple case that T = tp. Other cases are similar, except that small BDPs require the behavior
of ADPM to be modelled.
The first phase, with f = w=(ClT ) < 0, increases the window by a factor of 2(1 0)=0  3
each RTT, giving
w(t) = 3t=T t  t1  T log3(0ClT ) (4.11)
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Figure 25: Duration of an epoch as a function of , with N = 2 and the number of flows for
different BDPs, k (where max = 0:875 and min = 0:65)
If the BDP is sufficiently large, 0ClT is large enough for ADPM to estimate the load factor
accurately, and to enter the second phase. If the BDP is small, this aggressive phase will last
longer giving BMCC a faster start-up. The second phase, with f = w=(ClT ) 2 (0; ), increases
the window by w  2(1  f)=f = w  2(ClT   w)=w each RTT, giving
dw
dt
=
2
T
(ClT   w):
Solving this, and applying the initial condition
w(t) = ClT
 
1  (1  0)e 2(t t1)=T

t1 < t  t2 (4.12)
where t2 is defined by
t2   t1 = T
2
log

1  0
1  

:
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Figure 26: Convergence time as a function of  with N = 2 and number of flows for different
BDPs, k (where max = 0:875 and min = 0:65)
Note that, unlike regular multiplicative increase, this results in concave negative exponential
growth. The derivative is continuous at the point of inflection, t1.
In the third phase, w grows at  = 1 packet per RTT, giving w(t) = ClT +(t  t2)=T . This
decreases the rate of increase of the window unless  > 2ClT (1 ), corresponding to a window
of =(2(1  ))  12 packets.
The total amount of data transmitted until time t is d =
R t
0
w()=T d , given by
d(t) =
8>>><>>>:
3t=T= log(3) t  t1
d(t1) + Cl(t  t1) +H(t)T=2 t1 < t  t2
d(t2) + Cl(t  t2) + A(t) t > t2
where H(t) = (e 2(t t1)=T   1)(1  0) and A(t) = t(t  2t2)=(2T ).
In contrast, SACK has a window of wR(t) = 2t=T for all t < T log2(ClT ), and sends data
dR(t) = 2
t=T= log(2). Similarly, VCP sets G = 1:0625 and has
wV (t) =
8<: Gt=T t  tVGtV =T + (t  tV )=T t > tV
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and BMCC on a 2Gbps link with T = 200ms
and
dV (t) =
8<: Gt=T= log(G) t  tVdV (tV ) + 0:8Cl(t  tV ) + AV (t) t > tV
where tV = T logG(0:8ClT ) and AV (t) = t(t  2tV )=(2T ).
Figure 27 compares the growth of the congestion window of a single SACK, VCP, MLCP and
BMCC flow starting on an idle link. The bottleneck is a 2Gbps link with RTT=200ms yielding
a BDP of 50000 pkts. The bottleneck buffer size was set to the BDP of the path as specified by
the BDP rule. Observe that in the first 2 s, BMCC attains a larger window size than SACK. As the
available bandwidth decreases, BMCC adjusts its growth rate and therefore, has a steadier increase.
SACK, on the other hand, continues to grow its window size by a factor of two every round-trip
time (a straight line on the exponential plot in Figure 27). When it completely fills the router
buffers, it has a window size of 100000 pkts. Since SACK does not know that it has saturated
the path, it continues to increase its window, which results in a loss of 90000 pkts giving rise to
timeouts. BMCC does not experience a single packet loss. MLCP achieves near-optimal rate of
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convergence to efficiency for load factor based schemes [57] but uses 4 bits for feedback. Observe
that BMCC very closely approximates the performance of MLCP using only the existing bits. In
contrast, VCP is too conservative. In the first 10 s, it is able to attain a congestion window size
of only 475 packets (1% of the BDP of the path) while a BMCC flow attains a window size of
50000 pkts in less than 6.5 s.
4.4 QUANTIFYING THE IMPACT OF ADPM
In the previous section, we used Lemma 4.3.1 to assume that sources detect overload within tp of
when f exceeds 100% using ADPM. In this section, we justify that assumption.
Because f increases by F = 2N=Cltp per tp, and is sampled once per tp, we can model the
first congested load factor as
f  U(1; 1 + F ):
Given f , the probability that a packet of flow i detects overload using ADPM is equal to the prob-
ability that the packet’s hash value is h 2 [1; f ]. Since half of the hash values are uniformly
distributed in [1; u], this is pf = 0:5(f   1)=(u  1). The probability that overload remains unde-
tected after d packets is then (1  pf )d. Thus, the overall probability of overload being undetected
after d packets is
P (R > d) = Ef [(1  pf )d];
where R is the number of packets from flow i until overload is detected. Let D = 0:5F=(u   1).
Then pf  U(0; D), and
P (R > d) =
1
D
Z D
0
(1  x)d dx
=
1  (1 D)d+1
D(d+ 1)
: (4.13)
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Using the above expressions, we now prove Lemma 1.
Proof of Lemma 1. Consider a single bottleneck link with N long-lived BMCC flows in steady-
state, each with T = tp. In the first tp interval after overload, each flow sends d = (Cltp=N +1) =
(k=N + 1) packets. Substituting the values of d and D in (4.13), we get
P (R > d) =
1  (1 N=(k(u  1)))k=N+2
(1 + 2N=k)=(u  1))
 1
1=(u  1) = 0:2:
4.4.1 Experimental Validation
In order to validate the above model, we run extensive ns2 simulations and compare the results
against the predicted values. In the first set of experiments, we vary the average per-flowBDP of the
path from 25 pkts to 1000 pkts. We maintain ten long-lived BMCC flows with heterogenous round-
trip times that vary in [25ms, 295ms] (each with a fixed difference of 30ms). We call the values
computed using the above expressions “Model” and those through ns2 simulations “Experimental”.
Figures 28 and 29 show values of P (R > d) and E[R] as a function of the average per-flow
BDP of the path. Observe that P (R > d) remains below 0.2 across a range of per-flow BDPs and
E[R] increases almost linearly with the per-flow BDP as predicted by the model. Simulations re-
sults yield a smaller value for P (R > d) because F assumes a higher average value than predicted
by the model. This may be because flows with T > tp tend to be bursty, leading to a larger queue
buildup and thus a higher value for F . Note that for small per-flow BDPs (<50 pkts), the value
of P (R > d) is close to 0.2. The reason is that for such small BDPs, f becomes greater than 1.2
many times in which case ADPM is not used for overload detection. In these experiments we only
consider overload detected through ADPM. If overload is allowed to recover through ADPM for
f>1.2, P (R > d) would become much lower than 0.2.
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Figure 28: Probability of overload detection in one tp with ADPM and the average number of
packets needed to detect overload as a function of the average per-flow BDP of the path. N = 10
and T 2 [25ms, 295ms].
In the next set of experiments, we vary the number of long-lived flows while keeping the BDP
of the path fixed at 1000 pkts. The generated flows have round-trip times that vary in [25ms,
(N 1)30+25ms]. Figures 28 and 29 show that P (R > d) remains below 0.2 for a wide range of
per-flow BDPs, following closely the trend predicted by the model.
4.5 REDUCING THE OVERHEAD OF USING TCP OPTIONS
The BMCC receiver communicates the estimated load factor, f^ , to the sender using TCP options.
Unlike on the forward path, TCP options are acceptable for this because they need not be processed
by the routers. However, they are a significant overhead. Rather than simply piggybacking f^ on
every ACK, it is only necessary to send f^ if it changes. This approach (which we call “non-
redundant”) increases the sensitivity to lost ACKs.
The alternative used by BMCC is to send the estimate immediately after it changes, and then to
send redundant copies with decreasing frequency. Each receiver maintains a counter i, and sends
f^ every ith ACK. The counter is reset to 1 each time the load factor changes and incremented by 1
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Figure 29: Probability of overload detection in one tp with ADPM and the average number of
packets needed to detect overload as a function of the number of flows (k = 1000 pkts). T 2
[25ms, (N   1)30ms].
each time f^ is sent. This scheme is robust against losing a small number of ACKs, but if f^ changes
on average once per n packets, the overhead is only log(n)=n times that of naı¨vely echoing on
every ACK.
We conducted ns2 simulations to evaluate the reduction in overhead for a dumbbell topology
with a bottleneck link of capacity 100Mbps, carrying ten long-lived flows in each direction with
T=80ms. Table 5 shows statistics that correspond to the average of the ten flows in the forward
path. Of 552942 ACKs generated by the receivers, the load factor estimate changed for 6914
(1.3%), which carried f^ under both schemes, whereas 12.9% carried f^ under BMCC’s robust
scheme.
4.6 PERFORMANCE EVALUATION
In this section, we evaluate and compare the performance of BMCC with other protocols us-
ing the packet-level simulator ns2 [96], which we have extended with a BMCC module. A
diverse set of network scenarios are considered including varying link capacities in the range
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ACKs sent ACKs with f^ Reduction(%)
non-redundant 552942 6914 98.7
BMCC 552942 71476 87.1
Table 5: Overhead of signalling from receiver to sender.
[100 kbps, 2Gbps], round-trip times in the range [1ms, 2 s], number of long-lived, FTP-like flows
in the range [1, 1000], and short-lived, web-like flows with offered load and average transfer sizes
in the range [0.1ClMbps,ClMbps] and f30KB, 300KB, 3000KBg, respectively. All simulations
use a dumbbell topology with a single bottleneck link. The basic setting is a 155Mbps link (equal
to the capacity of an OC3 link) with 80ms RTT where the forward and reverse path each has 5
FTP flows unless stated otherwise1. TCP SACK is always used with RED and ECN enabled at the
routers. The bottleneck buffer size is set to the BDP, or two packets per-flow, whichever is larger.
The data packet size is 1000 bytes, while the ACK packet size is 40 bytes. All simulations are run
for at least 100 s. The statistics neglect the first 5% of the simulation time.
4.6.1 Varying Bottleneck Capacity
We vary the bottleneck capacity from 100 kbps to 2Gbps while keeping everything else fixed.
Figure 30 shows that BMCC is able to maintain high utilization (90%) while maintaining low
persistent queue length (<20% BDP) and negligible packet loss rate across a range of link capaci-
ties. While average utilization for SACK reduces to 6070% for link capacities >10Mbps, VCP,
MLCP, XCP and RCP all achieve 85% utilization across a range of link capacities. RCP and
SACK result in high loss rates for small capacities whereas all other schemes experience negligi-
ble loss rates. Average queue length with XCP (540% BDP) is much higher than other schemes
for link capacities higher than 1Mbps.
180ms is the RTT between the East and the West coasts. We use 5 flows so as to evaluate the performance under
per-flow bandwidth regimes
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Figure 30: Impact of varying the bottleneck capacity from 100 kbps to 2Gbps.
4.6.2 Varying Feedback Delay
We now vary the round-trip time from 1ms to 2 s while keeping everything else fixed. Figure 31
shows that BMCC, MLCP and VCP are able to maintain high utilization (80%) while maintain-
82
 0
 20
 40
 60
 80
 100
 1  10  100  1000
Ut
iliz
at
io
n 
(%
)
Round-trip Propagation Delay (ms)
BMCC
MLCP
VCP
XCP
RCP
SACK/ECN
 0
 20
 40
 60
 80
 100
 120
 1  10  100  1000
Qu
eu
e 
(%
 B
uf)
Round-trip Propagation Delay (ms)
BMCC
MLCP
VCP
XCP
RCP
SACK/ECN
 0
 2
 4
 6
 8
 10
 12
 14
 1  10  100  1000
Lo
ss
 R
at
e 
(%
)
Round-trip Propagation Delay (ms)
BMCC
MLCP
VCP
XCP
RCP
SACK/ECN
Figure 31: Impact of varying the round-trip propagation delay from 1ms to 2 s.
ing low persistent queue length (25% BDP) and negligible packet loss rate across a range of
RTTs. Observe that with SACK, average utilization reduces to <20% for large RTTs. XCP results
in a higher average queue length (2035% BDP) than other schemes. For low RTTs (e.g., <2ms)
the average queue length for BMCC, MLCP and VCP rises to about 525% BDP. This happens
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because the AI parameter value used in these schemes is large for such small BDP paths. Note
that for large RTTs, RCP results in a loss rate of up to 15%; a consequence of its aggressive rate
allocation scheme.
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Figure 32: Impact of varying the number of long-lived, FTP-like flows from 1 to 1000.
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4.6.3 Varying Number of Long-lived Flows
The number of long-lived flows is now varied from 1 to 1000 while keeping everything else fixed.
Figure 32 shows that BMCC, MLCP, VCP, XCP and RCP are able to maintain high utilization
(90%). While average queue length for BMCC, MLCP and RCP remains less than <10% BDP,
it is higher for XCP (10% 40%), VCP (in some cases 20% 40%) and SACK (10%). A
higher average queue length for VCP in some cases is due to the usage of a higher MD factor than
MLCP and BMCC. While loss rate for SACK rises to 8% for 1000 flows, it becomes more than
20% with RCP.
4.6.4 Pareto-Distributed Traffic
To study the performance of BMCC in the presence of variability and burstiness in flow arrivals,
we generate web-like flows whose transfer sizes obey the Pareto distribution (shape=1.4) and arrive
according to a Poisson process [8].
i) Varying Average File Size: We vary the average file size from 30KB to 3000KB
for bottleneck capacities of 10Mbps and 100Mbps and measure the AFCT of flows2. Figure 33
shows the AFCT (normalized by the smallest AFCT) as a function of the average file size. Observe
that on a 10Mbps link, BMCC outperforms all schemes across a range of file sizes. VCP and
SACK stretch the AFCT of flows by a factor of up to 3.5 and 2 over BMCC, respectively.
On a 100Mbps link, RCP performs best when the average file size is 30KB and 300KB. XCP,
however, outperforms other schemes when the average file size is 3MB. BMCC is the second best
performing scheme in all cases. For an average transfer size of 30KB, VCP, XCP and MLCP
stretch the AFCT of flows by factors of up to 2.7, 2.4 and 2.3.
VCP results in the highest AFCT because it uses a conservative MI factor of 1.0625, a conse-
quence of quantizing the load factor information into only three levels. BMCC, in contrast, obtains
load factor estimates of up to 16-bit resolution, allowing larger MI factors in low-load. BMCC also
2The average file size on several Internet links has been reported to be in the order of few 10s of KBs [109].
However, with the increased popularity of websites such as YouTube, the average transfer size is likely to increase.
Therefore, we evaluate the performance of BMCC across transfer sizes that differ by a factor 10, specifically, f30KB,
300KB, 3000KBg.
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Figure 33: Normalized AFCT as a function of the average file size for bottleneck capacities of
10Mbps and 100Mbps. The arrows indicate the scheme with the best AFCT.
allows new flows to use MI for longer than VCP or MLCP, which reduces the AFCT. With SACK’s
slow-start algorithm, flows use a fixed MI factor of two. In high load, this is too aggressive, induc-
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ing a high loss rates which increases the AFCT. XCP increases the AFCT flows because new flows
apply AIMD. RCP gives higher rates to new flows which helps short flows to finish quickly.
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Figure 34: Impact of varying the offered load of short-lived, web-like traffic from 0.1ClMbps to
ClMbps, where Cl = 155Mbps.
ii) Varying Traffic load: Assuming an average file size of 30KB for web-like flows,
we now vary their offered load from 0% to 100% of the bottleneck capacity while maintaining 5
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long-lived flows in either direction. Figure 34 shows that BMCC, MLCP, VCP and RCP are able
to maintain high utilization (90%) while maintaining low persistent queue length (5% BDP)
and negligible packet loss rate. Average utilization with XCP is less 10% when compared with
BMCC and for SACK the difference is as large as 25% under low loads. Average queue length for
XCP is higher (1025% BDP) for loads <50%. The relatively small loss rate for SACK 0.5%-
1% is due to the presence of RED/ECN at the routers.
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Figure 35: Jain’s fairness index [(
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2), where xi is the throughput of flow i
and i 2 f1; ::; Ng] as a function of .
4.6.5 Fairness
We now compare the fairness properties of BMCC with other schemes. We consider a single
bottleneck link of capacity 60Mbps with 20 long-lived flows in either direction. Each forward
flow j’s RTT is chosen according to Tj = 40 + 4jms for j = 0,. . . ,19, where  is the one-way
propagation delay for a non-bottleneck link. We perform simulations with  varying from 1ms to
5ms. When  is 1ms, RTTs are in the range [40ms, 116ms]. When  is 5ms, the RTTs are in
the range [40ms, 420ms]. Observe that BMCC, MLCP, VCP, XCP and RCP achieve high level of
fairness (0.9) across a large range of RTT variations. SACK, however, becomes very unfair in
the presence of RTT heterogeneity.
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4.7 RELATEDWORK
In this section, we discuss prior works that are most directly related to that of BMCC.
4.7.1 Packet Marking Schemes
The first schemes to convey a continuous value using a single bit per packet [76, 110, 111] ran-
domly mark packets with a probability dependent on the value to be sent. These schemes require
at least n  1 packets to signal n different values, like unary coding, and implicitly sum the values
at routers on the path.
The “side information” contained in the IP header was first used for setting the ECN bits
in [106], which considers the time-to-live (TTL) field. This idea was extended by Thommes
and Coates [107], who provided an efficient, deterministic marking algorithm, using the 16-bit
IP packet identifier (“IPid”) to allow the value to be encoded base-two. Following that, [112] pro-
posed a similar scheme for estimating the maximum value, appropriate for max-min flow control.
These deterministic marking schemes provide estimators that potentially have a much lower MSE
than the random marking schemes [107, 112].
All these schemes must specify a priori how to trade resolution for agility. Random mark-
ing schemes must choose the interval over which to average random marks, while deterministic
schemes use a fixed quantizer, which means that the MSE is poor until sufficient packets have been
processed [105].
ADPM implicitly adapts its effective quantization resolution based on the dynamics of the
value. Analysis and numerical results in [105, 108] show that static values can be estimated pre-
cisely, whilst rapidly changing values can be tracked quickly. These results also show that ADPM
provides a MSE that is several orders of magnitude smaller than the estimators based on random
marking of packets [76, 110, 111] or deterministic marking with static quantization [107, 112].
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4.7.2 Recent Protocols and/or Frameworks
We now discuss some more recent related works, which were done either after or in parallel to our
work. We discuss each of these works in turn.
Nedeljko et. al. [41] proposed a framework called UNO that uses the IP identification field
to convey the load factor and RTT information using the existing ECN bits. For conveying the
load factor, each router examines the 3 least significant IPID bits of the incoming packets and sets
the ECN bit if they match any of the 3-bit representation of the load levels. Since UNO requires
exact matches, this means senders need to wait for potentially large number of packets to obtain
the maximum load factor and adjust their congestion window sizes. With our framework, routers
provide bounds on the load factor, which means that the Mean Square Error (MSE) is low even if
small number of packets are received [105]. This allows sources to adjust their congestion window
sizes right a way. Moreover, UNO’s 3-bit quantization does not allow for load representation in the
overload region and therefore, does not lend itself to multiple backoff factors. This could be dealt
with by considering more IPID bits, however, this would require sources to wait for much larger
number of packets before they can obtain the maximum load factor and react to it. This may be
a serious concern, especially for short flows. To convey the RTT information, UNO requires the
usage of both the ECN bits. This makes it incompatible with the existing interpretation of the ECN
bits.
Li et. al [42] proposed the Multi Packet Congestion-control Protocol (MPCP) which uses only
the ECN bits to convey the load factor information. They achieve this by concatenating the set of
ECN bits in a packet chain. This requires MPCP to do segmentation and reassembly at the routers
as well as at the end-hosts, which increases router complexity. Moreover, packet reordering and
packet loss makes it challenging for MPCP to performance well under diverse settings. BMCC, on
the other hand, does not require segmentation or reassembly either at the routers or at the end-hosts.
Most recently, Alizadeh et. al. proposed DCTCP for use in data center networks [9]. DCTCP
leverages the ECN bits to mark packets during times of congestion. This marking is based on the
average queue length observed at the routers. Using the the fraction of marked packets, DCTCP
90
receivers infer the degree of congestion at the bottleneck. DCTCP sources adaptively backoff with
a factor that depends on the degree of congestion. This allows the protocol to maintain low queues
and avoid problems such as TCP incast in data center networks [11]. Other than this, DCTCP uses
the same algorithms and parameters as TCP. Since it doesn’t change TCP’s increase policy, DCTCP
doesn’t address TCP’s slow convergence and fairness issues in large BDP networks. BMCC, on
the other hand, not only employs adaptive backoff factors but also uses different control laws and
a richer congestion signal which allows it to performance well across a diverse range of network
scenarios.
4.8 SOFTWARE
The ns2 code for BMCC is publicly available for download at the following URL: http://www.
cs.pitt.edu/˜ihsan/bmcc-0.1.tar.gz.
4.9 SUMMARY
This chapter presented the design, analysis and simulation evaluation of BMCC; a congestion
control protocol that uses a packet marking scheme and the existing ECN bits to obtain congestion
estimates of up to 16-bit resolution. BMCC achieves high utilization, low persistent queue length
and negligible packet loss rate on high BDP paths and enables flows with different round-trip times
to achieve max-min fairness. We presented analytical models that predict and provide insights
into the convergence properties of the protocol. We also evaluated mechanisms for reducing the
overhead of TCP options in conveying the load factor estimates from the receiver back to the
sender. The resulting algorithm, employed by BMCC, introduces little overhead and is robust
to lost ACKs. Using extensive packet-level simulations, we assessed the efficacy of BMCC and
performed comparisons with several proposed schemes. BMCC outperforms VCP, MLCP, XCP,
SACK+RED/ECN and in some cases RCP, in terms of average flow completion times for typical
Internet flow sizes.
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5.0 INCREMENTAL DEPLOYMENT
In this chapter, we study how BMCC can be incrementally deployed on the Internet. In particular,
we investigate the performance of BMCC when deployed in conjunction with TCP SACK and
Drop-Tail or RED/ECN routers. We show that TCP flows can starve BMCC flows when sharing
a BMCC-enabled bottleneck whereas the converse holds true when they share a non-BMCC bot-
tleneck. To address the former case, we present simple router algorithms that prevent starvation
and allow fairer bandwidth sharing between BMCC and TCP. These algorithms have applicability
beyond that of BMCC. For the latter case, we propose mechanisms for BMCC flows to detect the
bottleneck type (which we show is feasible) and shift to TCP mode. We believe such switching
has a useful role to play in the migration towards more efficient congestion control.
The rest of the chapter is organized as follows. In Section 5.2, we discuss why BMCC is
amenable to incremental deployment on the Internet. We then analyze the performance of BMCC
under different deployment scenarios in Section 5.3. In Section 5.4, we propose and evaluate
solutions to overcome incremental deployment issues. Finally, we offer concluding remarks in
Section 5.5.
5.1 CONSIDERATIONS FOR INCREMENTAL DEPLOYMENT
Protocols that use explicit feedback from the network typically require changes in the end-hosts
as well as routers [6, 8, 74]. These changes, however, cannot be done overnight. Thus, it is
important that a new protocol is able to run over existing infrastructure, and share routers with
existing protocols. Moreover, it is also important that a protocol performs well when congestion
occurs at a device, such as a firewall, which does not provide any feedback.
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Since many new protocols aim to avoid queueing, they are likely to be starved by Reno-like
flows which continue to increase their rate until the buffer overflows. Conversely, if a new protocol
decreases its rate less (or increases more) than Reno, then it is likely to starve Reno-like flows if a
congested resource does not provide feedback.
It is often proposed that the former problem be solved by having separate queues for packets
which do and don’t support the new protocol [75]. However, that raises complex management
issues and unnecessarily increases the cost. Many proposals for high bandwidth-delay products
include a “compatibility mode” which revert to Reno-like behavior when the bandwidth-delay
product is low. Similarly, it is possible for a new protocol to seek to detect the presence of conges-
tion at points which do not provide explicit feedback, and revert to a loss-based mode. Problems
may arise if the detection process fails, but such mode switching may have a useful role in the
migration towards more efficient congestion control.
5.2 WHY BMCC?
BMCC is particularly suited to deployment in the Internet because its signalling is compatible with
the existing Internet Protocol (IP) packet header.
Many protocols, such as XCP [6], RCP [75], MaxNet [74] and MLCP [57] require that routers
send a (quantized) real number indicating the amount of congestion. This requires additional fields,
either in an IP option, a TCP option [74] or modified header [6], or a “shim layer” [75]. None of
these can be universally deployed because many routers are configured to drop packets containing
IP options, and IP payloads may be encrypted.
An alternative, used by ECN [55] and VCP [56] is to squeeze two extra bits into the IP header.
Because they signal only binary [55] or ternary [56] congestion indication, these schemes pro-
vide minimal benefit, although [56] allows low mean queue size at the expense of slow conver-
gence [10].
BMCC uses these bits to send a continuous congestion signal by coding the value over multiple
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packets, using ADPM [105]. This is an enhancement of random marking [110, 76, 106] and of
Thommes and Coates’s scheme [107] to achieve a wider dynamic range of signals using few pack-
ets. This allows BMCC to be IP-compatible while achieving fast convergence. BMCC achieves
efficient and fair bandwidth allocations on high bandwidth-delay product paths while maintaining
low queues, negligible packet loss rate and small average flow completion times [58, 10].
5.3 PERFORMANCE EVALUATION UNDER DIFFERENT PARTIAL DEPLOYMENT
SCENARIOS
In this section, we study the performance of BMCC under different partial deployment scenarios
and protocol mixes using ns-2 simulations. First, we study the performance of BMCC under Drop-
Tail and RED (with ECN support) routers. We then add SACK flows to the existing BMCC traffic
and study their interaction under different bottlenecks. Second, we study the performance of a mix
of protocols under a BMCC-enabled bottleneck.
In all simulations, the non-bottleneck routers are assumed to be Drop-Tail. Unless explicitly
stated otherwise, the bottleneck capacity, C, and the round-trip propagation delay, T , are set to
45Mbps and 40ms, respectively. The capacity of the non-bottleneck links is set to 10CMbps. The
buffer size of all routers is set to the bandwidth-delay product. We always maintain bidirectional
cross traffic, with an offered load equal to 10% of the bottleneck capacity. The cross traffic arrives
according to a Poisson process and has sizes that follow the Pareto distribution with an average file
size of 30 kB and a shape parameter of 1:2 [97]. All flows use a data packet size of 1 kB.
5.3.1 Performance over non-BMCC routers
In this section, we evaluate the performance of BMCC over non-BMCC bottlenecks such as Drop-
Tail and RED routers. To aid comparison between different bottleneck types, we first present
results of BMCC’s performance under BMCC-enabled bottleneck routers. Figure 36 shows the
variations in the congestion window size of two BMCC flows that traverse a BMCC-enabled bot-
tleneck, for T = 40ms and T = 300ms. Observe that BMCC introduces little variations in the
94
 50
 100
 150
 200
 250
 300
 0  5  10  15  20  25
CW
ND
 (p
kts
)
Time (secs)
Flow-1
Flow-2
(a) T = 40ms
 0
 500
 1000
 1500
 2000
 0  5  10  15  20  25
CW
ND
 (p
kts
)
Time (secs)
Flow-1
Flow-2
(b) T = 300ms
Figure 36: Congestion window size of two BMCC flows passing through a BMCC router for
T=40ms and T=300ms, respectively.
congestion window sizes. This happens because BMCC sources backoff by a small factor when
there is low statistical multiplexing, which is typically indicated by lower load factor values in
overload. This helps BMCC in sustaining high throughput without incurring large variations in it.
5.3.1.1 BMCC over Drop-Tail Figure 37 shows the variations in the congestion window size
of two BMCC flows, passing through a Drop-Tail bottleneck, for T = 40ms and T = 300ms. In
this case, BMCC sources increase their windows by a factor of 3 per tp1 until a packet gets dropped
at the bottleneck, at which time sources backoff by a factor of two. This cycle gets repeated because
there is no change in the receivers’ estimates2. In other words, BMCC employs MIMD with a MI
factor of 3T=tp per round-trip time and a MD factor of 0:5. Prior work has shown that MIMD does
not converge to a fair bandwidth allocation in the presence of synchronous feedback [45].
5.3.1.2 BMCC over RED+ECN Figure 38 shows the variations in the congestion window size
of two BMCC flows traversing a RED/ECN bottleneck router. In this case, BMCC flows increase
1This happens because new flows assume the initial value of f to be 15%)
2Note that with drop-tail routers, all received packets will be unmarked. Hence, there won’t be any change in f^
because h > f^;8h.
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Figure 37: Congestion window size of two BMCC flows passing through a Drop-Tail router for
T=40ms and T=300ms, respectively
their congestion windows by a factor of 3T=tp per T until overload. In overload, BMCC sources
apply MD with a factor of 0:65 (if there is no packet loss) because RED routers mark the ECN
bits with the (11)2 symbol that is interpreted by BMCC as severe overload. After which, receiver’s
estimate decreases until it approaches 15%. Observe that congestion window sizes assumed by
BMCC flows are lower than in the case of Drop-Tail routers. This is because RED signals conges-
tion earlier than via packet drops. However, note that higher congestion window sizes in case of
Drop-Tail routers do not necessarily imply higher throughput. In fact, increasing the congestion
window beyond a certain threshold (depending on the aggressiveness of the source control laws)
only increases the RTT of flows without changing the flow throughput. This hurts the performance
of other flows due to increased queueing delays.
5.3.1.3 Mix of Protocols over Drop-Tail and RED We nowmix three BMCC flows with three
SACK flows and analyze their performance under different bottlenecks. Figure 40 and 39shows the
congestion window sizes under Drop-Tail and RED routers, respectively. With Drop-Tail routers,
BMCC flows grab a much large share of bandwidth than SACK since SACK uses AIMD whereas
BMCC uses a much more aggressive MIMD. Note that SACK flows get completely starved when
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Figure 38: Congestion window size of two BMCC flows passing through a RED router with ECN
support for T=40ms and T=300ms, respectively
T = 300ms.
In case of RED (with ECN support) routers, performance is similar to the Drop-Tail case.
SACK flows achieve small congestion window sizes when T = 40ms and get completely starved
when T = 300ms.
5.3.1.4 Discussion: The above scenarios represent cases where the network topology does not
have any (non-bottleneck) BMCC routers. The behavior in the presence of non-bottleneck BMCC
routers would depend on the load factor on these routers. For instance, if the average load factor
f on these routers remains below 75%, BMCC sources would still apply MIMD with MI factors
1 + (f). However, if f is between 75% and 100%, then BMCC sources would apply AIMD. In
this case, SACK flows would be able to compete more fairly with BMCC traffic.
5.3.2 Performance over BMCC routers
We now consider a mix of protocols while assuming a BMCC-enabled bottleneck router.
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Figure 39: Congestion window size of 3 BMCC and 3 SACK flows sharing a Drop-Tail bottleneck
for T=40ms and T=300ms, respectively.
5.3.2.1 BMCC and SACK We generate 3 SACK and 3 BMCC flows while retaining all the
settings as in the previous experiments. All BMCC flows are started at the beginning of the experi-
ment, whereas SACK flows arrive between 10 s and 12 s Observe that the SACK flows completely
starve BMCC flows (see Figure 41). This happens because while BMCC aims to avoid queueing,
SACK deliberately fills router buffers until there is a packet loss. Therefore, SACK flows maintain
high large average queue length at the bottleneck. Since BMCC uses the average queue length to
compute the load factor, this gives to a sustained increase in the load factor, causing BMCC flows
to back-off very frequently.
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Figure 40: Congestion window size of 3 BMCC and 3 SACK flows sharing a RED/ECN bottleneck
for T=40ms and T=300ms, respectively.
5.3.2.2 BMCC and SACK+ECN We now generate 3 ECN-compatible SACK flows and 3
BMCC flows while retaining all the settings as in the previous experiments. Figure 42 shows that
in this case also, the BMCC flows get completely starved by SACK flows. In this case, when
the load factor exceeds 100%, BMCC flows back-off probabilistically using ADPM. Since ADPM
allows quick detection of overload, this causes BMCC flows to back-off. However, SACK flows
continue to grab more bandwidth by increasing their rate until load factor exceeds 120% (after
which SACK flows receive the (11)2 mark and back-off). When f^ 2 [100; 120], BMCC flows
back-off repeatedly, leading to very low congestion window sizes.
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Figure 41: 3 SACK and 3 BMCC flows sharing a BMCC-enabled bottleneck link
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Figure 42: 3 SACK+ECN and 3 BMCC flows sharing a BMCC-enabled bottleneck link
5.3.3 Summary
The results in this section show that when BMCC and SACK flows share a non-BMCC bottleneck
(in this case, a Drop-Tail router or a RED/ECN router), BMCC flows can starve TCP traffic. This
happens because in the absence of feedback, BMCC sources apply MIMD whereas TCP continues
to use the AIMD control law. This can cause TCP flows to achieve very low throughput.
On the other hand, when BMCC and SACK flows share a BMCC-enabled bottleneck, SACK
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flows can starve BMCC traffic. This is due to the fact that BMCC flows aim to avoid queueing
whereas SACK flows maintain high standing queues. This causes BMCC flows to backoff very
frequently, resulting in very low throughput.
5.4 ALGORITHMS FOR IMPROVING BANDWIDTH SHARING BETWEEN TCP
AND BMCC
In the previous section, we observed that SACK flows (with and without ECN support) starve
BMCC flows. This is due to the fact that SACK flows maintained high persistent queue length,
leading to sustained value of load factor above 100%. This caused BMCC flows to back-off mul-
tiple times, leading to starvation. In this section, we discuss a number of solutions and their
shortcomings. We then propose one solution and show that it is effective in handling the issues
raised in the previous section.
5.4.1 Deployment over BMCC bottlenecks
Deterministically marking/dropping packets in overload: One possible solution to the above
problems is to disable ADPM in overload and mark ECN-capable transports with the (11)2 symbol
and drop packets from non-ECN-capable transports. However, this change will force BMCC flows
to use a single back-off factor. This will remove the benefit that BMCC has of dynamically adapt-
ing the back-off factors depending on the load at the bottleneck, which has a significant impact on
network utilization and convergence rates. Moreover, this solution is likely to starve or result in
very low throughput for SACK flows with T  200ms. The reason is that BMCC routers keep
load factor estimates for tp = 200ms. A small RTT flow (e.g., with T = 40ms) will reduce its
congestion window multiple times in one tp, leading to very small windows. Note that reducing tp
is not likely to help because that would cause large variations in traffic loads due to the burstiness
induced by sources with T  tp.
Probabilistically marking packets with the (11)2 symbol: We can prevent starvation of
BMCC flows when sharing a link with SACK+ECN flows by probabilistically marking (or drop-
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ping) packets with the (11)2 symbol when f 2 [100%; 120%]. Packets can be marked (or dropped)
if a packet was marked (with (01)2) using ADPM. However, this would cause most BMCC flows
to back-off by a factor of 0:65, thus reducing the benefit of small decreases in low overload. Also,
ADPM yields a marking/dropping probability close to 0:5 which is too large and is likely lead to
multiple window reductions as in the above case. To remedy this situation, one could mark/drop
packets with low probability when overload is small and increase this probability as f approaches
120%.
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Figure 43: 3 SACK+RED/ECN and 3 BMCC flows sharing a single modified BMCC bottleneck
link (T = 40ms)
5.4.2 Modified BMCC Router
To retain the benefit of using ADPM in overload for BMCC traffic while preventing starvation
of SACK and BMCC flows when traversing a common BMCC-enabled bottleneck, the following
ingredients are desirable in a solution: (1) packets should be marked (or dropped) probabilistically
rather than deterministically and (2) the fact that BMCC routers keep load factor estimates for one
tp should not impact other flows, which suggests that the marking procedure should be decoupled
from load factor computation.
To achieve the above ends, we make the following modifications to the BMCC router. In over-
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load, we replace the packet marking policy in BMCC routers with the Adaptive RED algorithm3
while continuing to mark packets with ADPM using load factor computation. Recall, ADPM only
marks packets with the (01)2 symbol and therefore, doesn’t interfere with the RED algorithm or
the the standard ECN behavior. This ensures that BMCC sources continue to obtain precise load
factor estimates. To retain the benefit of multiple back-off factors, BMCC sources are made to
back-off only when they receive the (11)2 symbol and f^  1, where the back-off factor depends
solely on the load factor estimate at the receiver. Now since the marking (or dropping) probability
is the same for SACK and BMCC flows, they back-off roughly the same number of times leading
to a more fair bandwidth sharing.
Figure 43 shows the congestion window sizes of three SACK flows sharing a BMCC-enabled
bottleneck with a modified BMCC router. Observe that SACK flows are now able to effectively
share bandwidth with BMCC traffic. The BMCC flows obtain the benefit of multiple MDs by
applying small back-off factors in low overloads whereas SACK behavior remains largely un-
changed. Figure 44 shows the congestion window sizes of flows on a path with T = 300ms. The
bandwidth-delay product of this path is about 1700 packets, which is roughly eight times larger
than the previous scenario. In this case, BMCC obtains much larger throughput than SACK flows
3We chose RED because it is the most widely deployed AQM scheme. However, any AQM could be used.
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because it acquires the spare bandwidth much faster than SACK flows.
In order to achieve max-min fairness, BMCC flows scale their MI and AI parameters. This
scaling depends on the ratios T=tp and (T=tp)2 for MI and AI, respectively. This implies that on
long RTT paths, BMCC flows will achieve higher throughput than SACK flows due to larger , ,
and  parameter values4. On the other hand, it is well-known that SACK flows achieve throughput
proportional to 1=RTT z, where 1  z  2 [113]. This implies that with SACK, short RTT flows
can achieve much higher throughput than long RTT flows. We now compare the unfairness in these
two cases. In the first case, we characterize the throughput achieved by BMCC and SACK flows
when they share a bottleneck and in the second case, we characterize the throughput achieved by
two SACK flows with different RTTs.
To quantify unfairness, we measure the gain, G, in the throughput of a more aggressive flow
at the expense of a loss, L, in the throughput of a lesser aggressive flow. In the first experiment,
called BASELINE, we run two SACK flows sharing a 45Mbps link with a round-trip propagation
delay of T . In the second experiment, we run one SACK flow and one BMCC flow, each RTT, T .
In the third experiment, we run one SACK flow with RTT, T and another SACK flow with an RTT
of 10ms. The gain achieved by the aggressive flow and the loss incurred by a less aggressive flow
is given by
G = T (B)Mix=T (B)Baseline;
L = T (A)Mix=T (A)Baseline
respectively, where T (A) is the throughput of a less aggressive flow and T (B) of a more aggressive
flow [114].
Figure 45 shows that the bandwidth gained by a BMCC flow over a SACK flow is less than
the bandwidth gained by a SACK with T = 10ms, across a range of round-trip times. Figure 45
shows that the bandwidth lost by SACK flows is roughly an order of magnitude larger when the
bottleneck is shared by a 10ms RTT flow compared to a BMCC flow.
4Note that this does not necessarily mean that BMCC flows do not achieve higher than SACK throughput on very
small RTT paths. The fast MI phase and high  values used by BMCC allows it to achieve high throughput in such
cases.
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Figure 45: Bandwidth Gain and Loss for a BMCC (RTT=Tms) and a SACK (RTT=10ms) flow
over a SACK flow (RTT=Tms), respectively
5.4.3 Deployment over non-BMCC bottlenecks
Simulations results in the previous section showed that when the path of a flow contained only
non-BMCC routers, BMCC applies MIMD. This leads to degraded throughput and in some cases
starvation for SACK flows. To remedy this situation, we now present heuristics for detecting non-
BMCC bottlenecks for switching to SACK TCP.
When a BMCC router is congested, it signals a high load factor, f . If other signals of con-
gestion, such as packet loss or (11)2 marks are detected when the load factor is low, this indicates
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Figure 46: Two BMCC flows (with heuristic detection) sharing a non-BMCC bottleneck with
T = 40ms.
congestion at a non-BMCC router. We propose the following rules:
 If a BMCC source detects a packet loss or (11)2 mark when its estimate of the bottleneck load
factor is less than 100%, then it falls back to SACK operation.
 If a BMCC source detects a load factor in excess of 100%, it exits SACK compatibility mode
and resumes normal operation.
Figure 46 shows the congestion window size of two BMCC flows (with this heuristic detection
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rule) traversing a bottlenecked Drop-Tail router. Note that unlike as in Figure 37, BMCC quickly
detects the condition and switches to SACK.
If a BMCC flow halves its window in response to the packet which caused it to enter SACK
mode, this rule gives rise to the anomalous situation that the window reduction is greater if f^ < 1
than if f^ > 1. Thus, we propose that the loss or mark which triggers the entrance to SACK mode
is not itself interpreted as a congestion signal. Note also that the estimate of f signalled by ADPM
lags the value signalled by the routers [108], it is possible for BMCC router to estimate the load
factor to be slightly below 100% when the router’s value is actually greater, and its RED policy
emits a (11)2 mark. This will cause the flow to mistakenly enter SACK mode. However, it will to
return to normal mode soon afterwards, as the load factor is already high.
5.5 SUMMARY
In this chapter, we showed that BMCC can be incrementally deployed on the Internet, without
changing the IP Header or the addition of a “shim” layer. End-host and router softwares can be
gradually updated in a similar way as ECNwas deployed. End-hosts using BMCC can immediately
get high throughput and faster downloads when traversing BMCC-enabled bottlenecks without
significantly hurting standard TCP traffic. This is an important incentive for end-users and router
vendors to deploy BMCC. Moreover, research studies have shown that the throughput of most
Internet users is limited by their “last mile” or access links. This suggests that BMCC’s deployment
can begin by updating such links and users can immediately take advantage of BMCC’s high
performance.
We evaluated the performance of BMCC under different deployment scenarios and a mix a
protocols. We showed that when the bottleneck is not BMCC-enabled, SACK flows achieve low
throughput and can even get starved. On the other hand, when the bottleneck is BMCC-enabled,
SACK flows starve BMCC flows. We proposed and evaluated solutions which prevent starvation
and allow for a fairer bandwidth sharing between BMCC and SACK flows.
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6.0 ADDRESSING PERFORMANCE CHALLENGES OVER 802.11 WIRELESS LANS
In the last few years, there has been a proliferation of wireless technologies e.g., 802.11-based
Wireless LANS (orWiFi), WiMAX, and 3G/4G networks. This is evidenced by the fact that typical
smartphones today are shipped with at least two wireless interfaces: a 3G interface and a WiFi
interface [115, 116]. Moreover, hotspots, enterprises, and residential networks are increasingly
using WiFi for providing last hop connectivity [117]. Therefore, a typical end-to-end path today is
likely to contain a wireless segment.
While the capacity of a wired link is generally fixed, it is not the case in wireless networks such
as WiFi. In wireless networks, the capacity of a wireless “link”1 changes over time and depends on
two factors: (1) radio propagation and (2) the level of interference/contention due to other links in
the wireless neighborhood2. The radio propagation, in turn, depends on three factors: “path loss”,
a deterministic power law decay of the signal that depends on the distance between the sender and
the receiver, “shadowing”, that are variations in signal strength due to obstacles and reflections,
and “fading”, which are fine-grained signal variations in both space and frequency [118]. The
level of interference depends on the signal strength and the offered load due to other nodes in the
wireless neighborhood.
BMCC and other congestion control protocols such as XCP [6], RCP [8], MaxNet [72], and
VCP [56] require an estimate of the capacity for feedback computation. When a wireless segment
in the path of a flow becomes the bottleneck, the end-to-end performance depends on the accu-
racy of wireless capacity estimates. Inaccurate feedback can lead to under-utilization or network
overload and unfairness between flows.
1We use the term wireless link to denote a transmitter-receiver pair.
2This is because the wireless medium is a shared resource
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In this chapter, we present a simple model to understand the key factors that affect the available
capacity of wireless nodes in a WLAN. We then analyze the performance of BMCC over end-to-
end paths that contain a wireless segment and quantify the impact of inaccurate capacity estimates.
In particular, we focus on WiFi networks, as they are the most widely used technology today.
Finally, we present an accurate method for available capacity estimation and through extensive
packet-level simulations, we show that it enables good end-to-end performance.
6.1 MODELING LINK CAPACITY
In this section, we discuss the key factors that affect the available capacity of a wireless node with
the help of a simple model. We consider a 802.11 based Wireless LAN with multiple clients and
a Base Station (BS). Each of these clients can have different channel conditions to the BS. The
differences in channel conditions across clients mean that each client can have different capacities
to the BS. We assume each node can use different physical layer (PHY) transmission rates to adapt
to the time-varying and location-dependent channel quality, a capability that is mandated by the
current 802.11 specifications. We start by providing a brief overview of the 802.11 Distributed
Coordination Function (DCF).
6.1.1 802.11 Distributed Coordination Function (DCF)
The 802.11 DCF is a random access scheme based on the carrier sense multiple access with colli-
sion avoidance (CSMA/CA) protocol. When a station has a new packet to transmit, it monitors the
channel activity for the DCF Interframe Space (DIFS) period. If the channel is sensed idle during
this time, the station transmits. Otherwise, if the channel is sensed busy (either immediately or
during the DIFS), the station persists to monitor the channel until it is measured idle for the DIFS
period. At this point, the station generates a random backoff period Bi 2 [0; 2iCWmin] slots3
where i 2 f0; 1; ::; 10g (initially set to zero) and CWmin is the minimum contention window size.
The station then counts down this backoff timer. If the channel is sensed busy during this time,
3for 802.11b the slot duration is 20s and CWmin= 32 slots.
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Terms Description
Cl network layer capacity of link l
CMACl MAC layer capacity of link l
RMACl PHY transmission rate used on link l
pl channel loss rate on link l
ASnl fraction of the air time used by transmissions on S   l
S set of all links in the WLAN
T ovl per-transmission MAC overhead on link l
T trl average transmission time of a MAC frame on link l
 802.11 slot duration
tp measurement interval
T ack transmission time of a MAC layer ACKs
T pr transmission time of the PLCP preamble and the header
T datal transmission time of a data frame on link l
TBOl average MAC backoff on link l
Xdata MAC data frame size in bits
Table 6: Constants and Variables
the backoff timer is frozen for as long as the channel is busy. When Bi reaches zero, the node
transmits the packet. When a data packet is received, the receiver waits for the Short Interframe
Space (SIFS) interval and then transmits an ACK. When an ACK is successfully transmitted, the
maximum contention window size is set to CWmin. In addition, to avoid channel capture, a station
must wait a random backoff time between two consecutive new packet transmissions, even if the
medium is sensed idle in the DIFS period [119].
Upon every successive packet loss, senders double their maximum contention window size
(or increase i by one) until the maximum possible of the contention window size is reached.. For
broadcast packets, there are no link-layer ACKs and no exponential backoffs. Note that the 802.11
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DCF introduces a variable amount of overhead on every packet that it transmits. To accurately
model the link capacity, each of these overheads must be carefully accounted.
6.1.2 Link Capacity Representation
Link capacity is defined as the maximum achievable throughput on a BS-client link given certain
channel conditions and offered load due to other nodes in the WLAN. Suppose the PHY transmis-
sion rate (or bitrate) used by a node on link l isRl bps and the average channel loss rate is pl. When
there no competing transmissions in the wireless neighborhood, the MAC layer capacity CMACl of
link l is4
CMACl = Rl(1  pl) (6.1)
When there are competing transmissions from other nodes in the neighborhood, the air time avail-
able for transmissions on link l is lower. Suppose ASnl is the fraction of the air time used by
transmissions on other links in the WLAN, where S is the set of all links that are part of the
WLAN. Then the MAC layer capacity of link l is given by
CMACl = Rl(1  pl)(1  ASnl) (6.2)
In order to compute the network layer capacity, we need to account for all the overheads induced
by the 802.11 MAC. These overheads are not static and depend on several factors. Suppose the
transmission time of a MAC frame on link l is T trl and the MAC layer overhead is T
ov
l , then the
link capacity is given by
Cl =
T trl
T trl + T
ov
l
 CMACl (6.3)
We now characterize T ovl , the MAC layer overhead incurred by each MAC frame.
4assuming zero per-packet overhead for now
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6.1.2.1 802.11 MAC Overhead Whenever a packet is sent to the 802.11 MAC for transmis-
sion, it incurs several overheads as shown in Figure 47. For unicast transmissions, these overheads
correspond to the time needed to gain channel access (DIFS + Backoff), synchronize transmissions
(PLCP), and transmit a link layer ACK (SIFS + ACK transmission time) [120, 121]. Therefore,
the total time taken by the interface to send a data packet is given by T trl +T
ov
l , where T
tr
l = X=Rl
is the MAC transmission time of the packet, X is the data packet size and T ovl is given by
T ovl = DIFS + T
pr + TBOl + SIFS + T
pr + T ack (6.4)
where T pr is the transmission time for the PLCP preamble and header, TBOl is the average back-
off experienced by transmissions on link l, T ack is the ACK transmission time, and DIFS and
SIFS are the interframe spacings. For 802.11b, T pr=192s5 (sent at the basic rate), DIFS=50s,
SIFS=10s, ACK=112s (112 bits). Note that all the above terms are fixed except TBOl .
We can now use Equation 6.3 to derive capacity expressions. For instance, consider the down-
load scenario and assume that Xdata=1500 b, Xack=118 b, R=11Mbps, and TBOl =320s
6. This
gives us a capacity of 4.1Mbps for traffic from the BS to the clients. Note that transport layer
5This is the transmission time when the long PLCP header is used. With short PLCP headers, T pr is equal to 96s
6This is the average backoff value i:e:;   CWmin=2 (= 320) for 802.11b in the absence of frame losses.
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ACKs are sent at the same bitrate as the corresponding DATA packets.
6.2 PERFORMANCE ISSUES DUE TO INACCURATE CAPACITY ESTIMATES
Recall that during every time interval tp, each BMCC router computes the load factor as
f =
+ 1qav
Cltp
(6.5)
where  is the amount of traffic received during tp, Cl is the capacity of the link and l  1 is
the target utilization, qav is the exponentially weighted moving average length and 1 controls how
fast to drain the queue. To accurately compute f , we need a stable estimate of Cl, the maximum
achievable throughput on link l, which is fixed and known for wired links. In this section, we
discuss performance issues that can arise due to inaccuracy of Cl.
Let Ca and Ce be the actual and estimated capacities of a wireless link, respectively. Each
BMCC router computes the load factor based on Ce. When Ce < Ca, the network goes under-
utilized by a factor of 1   Ce=Ca. When Ce > Ca, the network can get overloaded, the severity
of which depends on the extra capacity that is advertised E = Ce   Ca > 0. As E increases,
the amount of traffic that cannot be handled by the network increases, leading to increased packet
drops and large delays. Moreover, it also increases the chances that few unlucky flows experience
more losses than others that can lead to large throughput variations and unfairness. To validate
this, we study the impact of varying the capacity estimate in two scenarios: (a) download scenario,
where clients are downloading files from the BS and the (b) upload scenario, where the clients are
uploading via the BS.
6.2.1 Simulation Setup
All the simulations are conducted in ns2 version 2.33 using an unmodified 802.11b MAC (DCF).
We use the default parameters for 802.11b in ns2 unless stated otherwise. The MAC layer rate
is fixed at 11Mbps. All the wireless nodes are assumed to be within the transmission range of
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each other, a typical scenario in a WLAN. We run bulk transfer flows with a data packet size of
1500 bytes. The interface queue size of each node is set to 64 packets. Unless stated otherwise,
each client runs a single flow. We also assume that all clients have similar channel conditions to
the BS. All simulations are run for at least 180 s and the results are averaged over 10 runs.
Figure 48: Download Scenario.
6.2.2 Download Case
We first consider the scenario where N clients are downloading a long file via the BS as shown
in Figure 48. In this case, the base station needs an estimate of the capacity to each client. When
channel conditions do not differ significantly, a single estimate suffices. Note that in this scenario,
the download traffic comprises of data packets whereas the upload traffic comprises of only ACKs.
6.2.2.1 Varying the Capacity Estimate We vary the capacity estimate at the BS and analyze
the throughput and loss rate performance of (a) the aggregate of all flows and (b) per-flow perfor-
mance.
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Figure 49: Throughput and loss rate of five BMCC flows as a function of the capacity estimate for
the download scenario.
Impact on Aggregate Throughput and Loss Rate: Figures 49(a) and 49(b) show the aggregate
throughput and loss rate as a function of Ce for five BMCC flows, respectively. In this scenario,
according to Equation 6.3, Ca  4.5Mbps, after accounting for the MAC overhead and transport
layer ACKs. Observe that when Ce < 4.5Mbps, the aggregate loss rate is zero and aggregate
throughput is equal to Ce. In these cases, the network goes under-utilized by a factor of (1  
Ce=4:5). When the capacity estimate is increased beyond 4.5Mbps, the BS starts advertising lower
than actual load to the sources. This causes sources to send more data than what can be handled by
the BS, resulting in packet losses. Observe that the aggregate loss rate increases roughly linearly
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with increases in the capacity estimate, peaking at 12% for Ce=11Mbps.
Impact on Per-flow Throughput and Loss Rate: Figures 49(c) and 49(d) show the throughput
and loss rate of two (out of the five) randomly picked flows, respectively7. Observe that when
Ce < 4.5Mbps, each flow gets equal throughput, experience negligible loss rate and incur little
throughput variations across the runs. However, when Ce is increased beyond 4.5Mbps, flows
starting experiencing high loss rate with large variations across the runs. This happens because as
the capacity estimate increases, the BS starts advertising lower load values. First, this causes flows
to send more data than what the BS can forward. Second, since not all flows are synchronized,
some get to send more data than others at different points in time. The flows which send more
data fill up the buffers at the BS, resulting in losses to other flows. This results in unfairness and
causes large variations in the throughput of flows, which suggests that the throughput behavior is
unstable.
Figure 50: Upload Scenario.
7The throughput and loss rate for other flows were similar. We do not show them here for clarity of presentation.
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6.2.3 Upload Case
We now consider a scenario where N clients are uploading long files to the Internet via the BS.
As shown in Figure 50, in this case, each client needs an estimate of the available capacity to the
BS. Note that in this scenario, the upload traffic comprises of data packets whereas the download
traffic comprises of only ACKs.
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Figure 51: Throughput and loss rate performance of five long-lived BMCC flows as a function of
the capacity estimate for the Upload scenario.
6.2.3.1 Varying the Capacity Estimate We now vary the capacity estimate of each client-BS
pair and analyze the throughput and loss rate performance of (a) the aggregate of all clients and (b)
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per-client performance.
Impact on Aggregate Throughput and Loss Rate: Figures 51(a) and 51(b) show the aggregate
throughput and loss rate as a function of Ce for five BMCC flows, respectively. In this scenario, Ca
for each client is equal to 1Mbps. Therefore, as the capacity estimate increases beyond 1Mbps,
the aggregate loss rate starts increasing. When the capacity estimate of each client is 11Mbps,
the loss rate is 16%. Observe that the aggregate throughput in the upload case is slightly higher
than in the download case. The reason is that when clients are uploading files, the transport-layer
ACKs to each client are sent only by the BS. However, in the download case, each client needs
to compete for the channel to send these ACKs. This wastes bandwidth and therefore reduces the
aggregate throughput for the download traffic.
Impact on Per-flow Throughput and Loss Rate: Figures 51(c) and 51(d) show the throughput
and loss rate of two (out of the five) randomly picked flows, respectively. Observe that flows incur
large throughput and loss rate variations across a range of capacity estimates. Note that some flows
experience loss rates that are as high as 35%. When Ce=1Mbps for both the clients, each achieve
the same throughput and experience negligible loss rates.
Based on the above results, we conclude that each node in a WLAN needs to dynamically
estimate the available capacity in order to achieve good end-to-end performance.
6.3 ESTIMATING AVAILABLE CAPACITY
One possible way to estimate the available capacity is to make each wireless node measure the
average values of pl, ASnl, Rl, TBO, and X over a given interval T and then use Equation 6.3 to
compute the available capacity. However, this involves keeping track of several variables. Another
approach is to use the average transmission time of successful network layer packets in a given
interval T for this purpose. This accounts for all possible delays and requires the keeping of only
the average transmission time of packets. Therefore, we employ the latter approach.
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Figure 52: Maximum UDP throughput for three upload transfers as a function of time.
6.3.1 Using Packet Transmission Times for Available Capacity Estimation
The transmission time of a network layer packet is the difference between ts, the time when a
packet is released to the MAC and te, when the corresponding MAC layer ACK is received. Note
that ts te includes MAC overhead delays, deferrals due to channel contention, retransmissions due
to packet losses, the transmission delay, and the propagation delay. Given a packet of size X bits,
the network-layer transmission rate is equal to X=(te   ts). In order to reduce the burstiness in
the rate estimates, we measure the available capacity over an interval tp =200ms and then use
exponential averaging as follows:
Cave = a  Cave + (1  a)  Csamplee
where a = 0:875. To assess the efficacy of using the average transmission rate for approximating
the available capacity, we ran ns2 simulations. We consider three clients that are uploading data
over UDP such that each client is able to saturate the path. These clients start their transfers with an
inter-arrival time of 20 s. Figure 52 shows the Maximum UDP throughput, the estimated available
capacity based on transmission rates, an exponentially weighted moving average of the capacity
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Figure 53: Capacity estimation error as a function of time for different PERs.
estimates, and the estimated available capacity based on Equation 6.3 for the three clients as a
function of time8. Observe that as new clients arrive, the average transmission rate is able to track
the available capacity quite accurately. Also note that the model-based estimates are very similar
to the transmission rate estimates.
6.3.2 Impact of Channel Losses
Channel losses often occur in a wireless medium due to signal attenuation, fading, etc. Therefore,
it is important to study the impact of channel losses on capacity estimation. Assuming an error
model that introduces packet errors uniformly at random, we vary the Packet Error Rate (PER)
from 10% to 50% and analyze the capacity estimation error9. Figure 53 shows the estimation error
as a function of time for different PERs with UDP traffic. Observe that for PERs less than 30%,
the average estimation error remains below 5%. As the PER increases, the average estimation
error also increases, reaching to an average value of 10% (and a maximum value of 20%) for
PER=50%. This happens because as the PER increases, packets start experiencing burst losses
8Note that in the model-based approach, we measure the average values of each quantity as well as the free air time
to determine the available capacity.
9=jCe   Caj=Ca
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(a) Download scenario (b) Upload scenario
Figure 54: Throughput of five download and upload transfers for BMCC (with and without capac-
ity estimation) and TCP SACK.
that result in successive retransmissions at the MAC layer and an increase in the average backoff
period. This increases the variability in packet transmission times, resulting in larger estimation
errors.
6.3.3 Handling Heterogenous Packet Sizes
The available capacity also depends on the average packet size as shown in Equation 6.3. Packets
with different sizes generally incur the same MAC overhead. Therefore, large packets can achieve
a higher maximum throughput than small packets. In a typical WLAN, applications may employ
different packets sizes. To account for this heterogeneity, each wireless node maintains the average
of all packet sizes seen in a moving window. The average packet size is then used to determine the
available capacity by normalizing the actual transmission rates to the average packet size. Observe
that the transmission rate of two packets only differ in their times to transmit a packet at the link
layer (including retransmissions). Suppose the actual packet size, the average packet size, and the
transmission rate are equal toX ,Xav, and TX , respectively. Then the normalized transmission rate
equals Xav=(TX  Xav=Rl +X=Rl).
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6.4 EVALUATION
In this section, we evaluate the performance of BMCC by allowing each wireless node to estimate
the load factor by using the average packet transmission rates as estimates for capacity. We study
the impact of channel losses, number of clients, and MAC bitrates on the performance of BMCC
for both the download and upload cases. We also compare BMCC’s performance with TCP SACK.
6.4.1 Performance with Zero Channel Losses
We now analyze the performance of BMCC in the presence and absence of capacity estimation
for the download and upload scenarios while considering an error-free channel. We also com-
pare the resulting performance with TCP SACK. Figures 54(a) and 54(b) show the throughput of
five BMCC and five TCP SACK flows (one flow per client). Observe that when the capacity es-
timate is 11Mbps, BMCC flows achieve unequal throughput and incur large variations in them.
However, when capacity estimation is used, each wireless node is able to convey accurate load
factor values to end-hosts. This causes BMCC flows to achieve a fairer throughput distribution in
both the scenarios. Compared to TCP SACK, BMCC flows achieve higher throughout and incur
smaller throughput variations. In particular, BMCC achieves 400 kbps higher throughput than
TCP SACK in the upload case. This happens because BMCC avoids packet losses by using ac-
curate load factor estimates whereas TCP SACK introduces packet drops by overflowing buffers
which reduces its throughput.
6.4.2 Impact of Channel Losses
We now vary the PER and evaluate the performance of BMCC and TCP SACK in the two scenarios.
By introducing channel losses, each network layer packet may now require retransmissions at
the MAC layer. This leads to variations in packet transmission times and thus in the measured
available capacity. Figure 55 shows the throughput achieved by download and upload transfers
as a function of PER. In the download scenario, BMCC flows achieve similar throughputs across
a range of PERs. While BMCC and TCP SACK flows achieve the same aggregate throughput,
BMCC flows incur smaller throughput variations. On the other hand, in the upload scenario,
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(a) BMCC under the download scenario (b) BMCC under the upload scenario
(c) TCP SACK under the download scenario (d) TCP SACK under the upload scenario
Figure 55: Comparison of throughput of five BMCC and TCP SACK flows under the upload and
download scenarios for different channel loss rates (with nodes using capacity estimation in case
of BMCC).
BMCC flows achieve a fairer throughput distribution than SACK. While they achieve the same
aggregate throughput for PERs of 10% and 20%, however, when PER is 50%, BMCC flows achieve
higher throughput. This happens because BMCC is more efficient at ramping up after a packet
loss. Observe that in the upload scenario, the variations are much larger compared to the download
case. This difference is due to the fact that in the download case, packets from all the flows serve
as samples for estimating the BS-to-client(s) capacity, which is the same across all clients. At high
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PERs, packets experience burst losses, which increases the transmission time of successful packets
as well the variability in it. However, since the number of samples are large in the download case,
capacity estimation is quite accurate. On the other hand, in the upload scenario, each wireless
node has to estimate the capacity individually and, with burst losses, they are unable to accurately
determine the channel loss rate as well as channel contention due to fewer packet transmissions
in a given interval. This introduces variations in the available capacity estimate which leads to
throughput variations.
(a) BMCC under the download scenario (b) BMCC under the upload scenario
(c) TCP SACK under the download scenario (d) TCP SACK under the upload scenario
Figure 56: Throughput of download and upload transfers as a function of the number of clients.
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6.4.3 Impact of the Number of Clients
We now study the impact of increasing the number of clients that download or upload files. In-
creasing the number of clients increases the amount of wireless capacity needed for transmitting
transport layer ACKs, which reduces the available capacity for data packets thus the number of
successfully transmitted packets in a given interval.
Figure 56 shows the throughput of 5, 10, and 20 clients for the two scenarios. Observe that in
the download scenario, BMCC as well as TCP SACK flows achieve the same throughput across
different number of clients. However, the throughput distribution is more variable in case of the
upload scenario, especially when there 10 and 20 clients in the WLAN. This is so because in
the upload scenario, each client needs to estimate the channel contention to be able to accurate
estimate the available capacity. As the number of clients increases, each client is able to send
fewer successful packets in the measurement interval. This increases the inaccuracy in estimates
and also introduces the variability in the throughput of flows This can be improved by increasing
the length of the measurement interval at the cost of reduced responsiveness.
6.4.4 Impact of MAC Bitrate
Packets sent at higher bitrates require higher Signal-to-Noise Ratio (SNR) for them to be decoded
by the receiver. Therefore, higher bitrates can be sustained for shorter distances compared to lower
bitrates. To adjust to different channel conditions, 802.11 cards can use different bitrates. We now
analyze the impact of MAC bitrate on the performance of BMCC and SACK flows. Lowering the
bitrate increases the transmission time of packets which in turn decreases the number of packets
that can be successfully transmitted in a given interval. This can potentially impact capacity es-
timation in case of BMCC. Moreover, it can reduce the BDP of the path, which, in case of TCP
SACK, is likely to result in more packet drops in a given interval of time. At small window sizes,
this can lead to more timeouts. Figure 57 shows the throughput of five BMCC and SACK flows
as a function of the MAC bitrate for the two scenarios. Observe that as we reduce the bitrate,
the average throughput decreases, however, BMCC flows achieve higher throughput than SACK
flows. Moreover, BMCC flows incur smaller throughput variations. In the upload scenario, BMCC
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(a) BMCC under the download scenario (b) BMCC under the upload scenario
(c) TCP SACK under the download scenario (d) TCP SACK under the upload scenario
Figure 57: Throughput of five download and upload transfers with different MAC bitrates.
achieves a more fair throughput distribution than SACK. SACK flows incur large variations in their
throughput across all the bitrates.
6.5 DISCUSSION
In this section we discuss various aspects of this work and suggest possible extensions.
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Per-Client Queues at the Base Station: We considered cases where the channel conditions
between the BS and the clients are similar. However, there can be cases where the BS-client chan-
nel conditions are different resulting in different channel loss rates. This would require the BS
to maintain one queue per-client because the available capacity of each BS-client link would be
different. In this case, the capacity of each link can be estimated by measuring the average trans-
mission rate of only those packets that are transmitted on that link (or served by the corresponding
queue). Note that the BS may be able to maintain one queue for all clients, however, if the chan-
nel conditions differ significantly then the performance would be determined by the weakest link
which will cause all clients to experience degraded performance.
Passive Approach to Capacity Estimation: Using the average transmission rate as an estimate
of available capacity requires packets to be sent before an estimate becomes available. Hence, at the
beginning of a transfer flows have to start with a possibly inaccurate estimate. However, as flows
start sending packets they will be able to estimate the capacity better. This is an active approach
because flows’ packets also serve as probe packets for capacity estimation Another possibility is
to follow a more passive approach. This derives from Equation 6.3, in which each node monitors
the channel around the transmitter and uses the air free time to guide the capacity estimate. In
this approach, however, clients still need an estimate of the channel loss rate, pl. If the channel
loss rates are stable, they can be measured from previous transfers’ packets and then Equation 6.3
can provide good estimates without solely relying on flows’ packets. If the channel loss rates vary
frequently (for instance when the clients are mobile) then the loss rate would need to be measured
either through flows’ packets or through active probing which consumes wireless bandwidth. One
possible limitation of this approach is that it will overestimate capacity in the presence of hidden
terminals. The reason is that hidden terminals cannot be overhead by the transmitter but they cause
packet collisions at the receiver, which reduces the effective capacity.
Extension to Multi-hop Wireless Mesh Networks: This work focussed only on WLANs, how-
ever, the presented approach has broader applicability. A similar approach can be used in multi-hop
wireless mesh networks where each access point maintains the average transmission rate to every
other access point and uses these estimates to provide feedback to end-hosts.
Performance with Rate Adaptation Algorithms: For performance evaluation, we only consid-
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ered fixed MAC bitrates. However, most 802.11 cards today employ some form of rate adaptation
to adjust to different channel conditions. It would be interesting to see how dynamics variations in
the MAC rate impact the available capacity estimates.
6.6 RELATEDWORK
The idea of using the measured throughput of network layer packets for bandwidth estimation
has been used in earlier works in a variety contexts [122, 90, 123]. [122] uses it to improve the
performance of adaptive multimedia applications in AODV MANETs whereas [123] uses it in
an admission control and dynamic bandwidth management scheme for WLANs. However, in our
work, the focus is to use these estimates to compute the load factor for congestion control purposes.
Most recently, [90] uses the average throughput of UDP packets along with a binary interference
model to estimate the capacity of a static multi-hop wireless mesh networks. There are three
differences between [90] and our work. First, they compute the available capacity by estimating
the channel loss rate rather than directly measuring the transmission rate of network layer packets.
Second, they use separate probe packets for channel loss estimation. We use flows’ packets for
capacity estimation because estimates are useful when new flows arrive. As more packets are sent,
flows are able to accurately determine their available capacity. Lastly, they focus on multi-hop
wireless mesh networks and their goal is to apply long term source rate limits whereas our focus is
to use these estimates for congestion control that operate on RTT timescales.
Sundaresan et. al. uses a combination of the average queueing delay and the transmission
delay experienced by nodes in an Ad hoc network to guide the source rates [32]. Bianchi [119] and
others [124, 90] propose 802.11 models for characterizing the maximum throughput of stations in
802.11-based wireless networks. Our work can be viewed as a practical implementation strategy
for these models. WCPCap [80] uses the 802.11 model presented in [125] to compute the wireless
neighborhood capacity in multi-hop wireless mesh network. For use in multi-hop wireless mesh
networks, a similar approach can also be used in case of BMCC.
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6.7 SUMMARY
In this chapter, we presented a simple model to study the key factors that affect available capacity
of wireless nodes in a 802.11-based WLAN. We then analyzed the impact of inaccurate capacity
estimates on the end-to-end performance of BMCC when a wireless segment becomes the bottle-
neck. We showed that inaccurate capacity estimates can either result in under-utilization when the
actual capacity is higher or overload and unfairness when the actual capacity is lower. To address
these issues, we proposed the use of the average transmission rate experienced network layer pack-
ets (excluding the idle time) as estimates for available capacity. We evaluated the performance of
BMCC using extensive packet-level simulations and showed that the mechanism works well across
a range of scenarios.
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7.0 CONCLUSION AND FUTUREWORK
In this chapter, we summarize our contributions and propose possible future directions. We con-
clude this dissertation by offering final remarks.
7.1 CONTRIBUTIONS
This dissertation makes four contributions. We summarize each of these contributions in turn.
First, we presented a systematic analysis of the interplay between performance and feedback.
We showed that in order to achieve near-optimal convergence to an efficient bandwidth alloca-
tion, 3-bit load feedback is sufficient. When more bits are used, performance follows the law
of diminishing returns. Further, we showed that multiple backoff factors improve responsiveness
as well as fairness during times of high statistical multiplexing. Recent studies on data centers
reinforce the importance of this property [9], whereby problems such as TCP incast [11] can be
avoided if sources can react more aggressively during times of high congestion. This property also
allows for smoother throughput variations during times of low congestion, a desirable property
for real-time applications [23]. We showed that in order to achieve the right balance between re-
sponsiveness, fairness, and throughput variations, it suffices to use 3 bits to represent the overload
region. Based on the insights gained, we designed the Multi-Level Feedback Congestion control
Protocol (MLCP).
Second, we presented the design, analysis, and evaluation of an efficient framework for con-
gestion control called Binary Marking Congestion Control (BMCC) that uses the existing ECN
bits to achieve high performance. With BMCC, long flows are able to achieve high utilization and
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fairness on large BDP networks, whereas short flows finish much quicker than with TCP. This hap-
pens because BMCC flows maintain close to zero queueing delay. We presented analytical models
of convergence to fairness and efficient bandwidth allocations and studied the impact of using a
packet marking scheme on the resulting protocol. Using extensive packet-level simulations, we
evaluated BMCC and showed that it outperforms several other schemes.
Third, we addressed deployment issues of BMCC and presented a complete deployment path
of the proposed mechanism. In particular, we analyzed the performance of BMCC over different
kinds of bottleneck routers and studied its bandwidth sharing properties with TCP. We showed that
BMCC flows do not perform well when they run over non-BMCC bottleneck routers. In this case,
it is easy to detect non-BMCC bottlenecks and shift to SACKmode. Further, we showed that when
TCP and BMCC share a non-BMCC bottleneck, TCP flows can get starved, whereas over BMCC
bottlenecks, BMCC can get starved. To address these issues, we presented simple algorithms that
enable fairer bandwidth sharing between BMCC and TCP flows. The proposed solutions have
applicability beyond BMCC.
Finally, we considered 802.11-based WLANs and presented a detailed treatment of the issues
involved. In particular, we showed that inaccurate capacity estimates can lead to either under-
utilization or overload and unfairness between flows. Using a simple model, we showed that
available capacity estimation methods need to account for a variety of factors including variations
in bitrate, channel loss rate, backoff factors, packet sizes, and the air time consumed by other nodes.
We proposed to use the average transmission rate of network layer packets as an approximation of
the available capacity. Through extensive evaluation we showed that it results in good performance.
7.2 FUTUREWORK
7.2.1 Adjusting the AI factor based on Load
In BMCC, we do not adapt  or the AI factor based on load, even though the BMCC framework
provides high accuracy estimates of f during high load. This was a design choice we made in
order to allow for fairer bandwidth sharing between TCP and BMCC. However, we believe it
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would useful to determine if there exists an optimal adaptation of  based on load. Using larger
values of  when f  100% can lead to improved convergence on high BDP links. However, care
must be taken to ensure that performance does not get worse on small BDP links.
7.2.2 Non-linear Mapping of Load Values
In the design of BMCC, we only considered a linear mapping of load factor values to the [0; 1]
interval. Specifically, the mapping from load factor f to [0; 1] interpolates linearly between the
points (f; c) = (0; 0), (0:15; 0), (0:75; 0:25), (1; 0:5), (1:2; 1), (1; 1). It would be interesting to see
how non-linear mapping would impact performance and to determine if there exists an optimal
mapping function that optimizes the convergence properties of the protocol.
7.2.3 Using the Rate of Change in Load to Estimate the Available Capacity
We used load as a congestion signal because (a) it accurately characterizes congestion and therefore
allows excellent performance to be achieved and (b) it is a scale-free parameter that can be encoded
using few bits, which is particularly helpful for deployment purposes. Raw load factor values,
however, hide the absolute bottleneck capacities from the senders. Protocols can use the rate of
change in load factor values to estimate the available capacity and further improve performance.
Using this, instead of directly using available capacity as a congestion signal helps in retaining the
scale-free nature of the signal while achieving the benefits of the other.
7.2.4 Real Implementation
As part of the future work, it would useful to evaluate the performance of BMCC using a real
implementation. BMCC end-host functionality can be implemented as a loadable kernel module.
New congestion control protocols are often implemented as kernel modules to avoid the need to
patch the kernel and the subsequent kernel recompilation. The BMCC router functionality can be
implemented in Linux, NetFPGAs, etc. The data plane operations of the router include updating a
byte counter, comparing the link load with the value in the IPID field, and based on this, setting of
the ECN bits in the IP header. The control plane operations take place at a much larger timescale.
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Specifically, link utilization is computed every 200 ms and the average queue length is measured
every 10 ms. Load factor (computed every 200 ms) is computed as a weighted average of these two
values. We believe testbeds like GENI [126] provide the scale, heterogeneity, and realism needed
for extensive evaluation of BMCC.
7.2.5 Extension to other Wireless Networks
We used the available capacity method (see Chapter 6) in 802.11-based WLANs. However, we
believe it can also perform well over multi-hop wireless mesh networks. In this case, each mesh
node can maintain a single queue or a multiple queues corresponding to each possible destination.
Available capacity can then be estimate for each queue using the average service rate experienced
by packets.
7.3 FINAL REMARKS
In this dissertation, we presented the design, analysis, and evaluation of an efficient framework
of congestion control for next-generation networked called Binary Marking Congestion Control
(BMCC). BMCC uses aggregate load as a congestion signal and achieves efficient and fair band-
width allocations on high bandwidth-delay paths while maintaining low persistent queue length
and negligible loss rates. Moreover, it considerably reduces the average flow completions times.
We showed that BMCC is particularly amenable to deployment as it uses the existing ECN bits to
achieve high performance. We presented models for characterizing the performance of BMCC and
performed extensive simulation evaluation with several other proposals. We presented a complete
deployment path and showed that BMCC can incrementally deployed on the Internet. Finally, we
presented methods for available capacity estimation in 802.11WLANs and showed that using them
enables BMCC to perform well under diverse network settings. We believe BMCC is a practical
congestion control protocol that can be readily deployed. Moreover, because its signalling is com-
patible with the IP Header, its deployment can immediately begin in specialized networks such as
data centers, satellite networks, storage area networks, etc.
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8.0 BMCC IMPLEMENTATION
A BMCC router maintains three variables: l, a byte counter that is updated when a packet arrives,
qav, an exponentially weighted moving average of the queue length that is updated every 10ms,
and f , the load factor that is computed every 200ms. We describe how each of these variables are
updated:
On Packet Arrival:
 =  + X
where X is the packet size.
On Packet Departure:
if (PECN=(10)2 and H(f) > PIPID)
then PECN=(01)2
where PECN and PIPID are the ECN and IPID fields of the IP Header of the packet to be dequeued
and H(f) 2 [0; 1] is the mapping of the load factor f into the [0; 1] interval.
When the Queue Sampling Timer Expires:
qsum = qsum + qlength
qtimes ++
timer.reschedule(tq)
where qsum is the sum of the bytes in the queue until now, qtimes is the number of times the queue
length has been counted in qsum. These variables are updated every tq s, (the queueing sampling
period),
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When the Load Factor Measurement Timer Expires:
qsample = qsumqtimes
qav =   qav + (1  )  qsample
f = +1qav
Cltp
l = 0
qsum = 0
qtimes = 0
timer.reschedule(tp)
where  is the amount of traffic received during tp, Cl is the capacity of the link and l  1 is the
target utilization, 1 controls how fast to drain the queue, and  = 0:875.
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