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ABSTRACT
When designing and planning the implementation of software, expert programmers rarely
think at the syntactic level. Instead, they think at higher levels of abstraction, mentally
”chunking” groups of lines of code into a single abstraction. These chunks have been referred
to as patterns in CS1 literature and pattern-oriented instruction has been proposed. This
thesis builds on the existing literature by analyzing instructor solutions to the assessments of
a diverse collection of seven CS1 courses to identify the patterns that students are expected
to learn. In particular, I make two contributions. First, I provide a catalog of the patterns
that I identified. Second, I present analysis based on detailed records of which patterns
occurred in which assessments. Results include the relative frequency of each pattern in all
the assessments and the order in which patterns appeared in each course. I hope that this
analysis enables instructors to be more conscientious and explicit in how these patterns are
introduced to their students.
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CHAPTER 1: INTRODUCTION
There has been an increasing demand for traditionally-trained computer professionals in
areas that do not fall into the category of traditional computing jobs [1, 2]. As a result of
which, there has been increased investments in teaching computing not just at the K-12 level,
but also at the college-level. This has in turn resulted in over-subscribed CS departments at
colleges and universities [2, 3].
Introductory programming courses documenting high failure rates [4, 5] attests to the fact
that programming happens to be a difficult skill to learn [6]. What makes programming
specifically challenging is the fact that in addition to the basic knowledge of programming
constructs, programming demands procedural skills to perform tasks and to solve problems
with these constructs [7, 8, 9]. Studies of introductory programming courses, more commonly
called CS1 courses, have found that, even when students had learned concepts, they could
not readily apply them to write code [10]. Previous studies found that some institutions
continue to have problems with overlapping instruction, meaning that, students with vary-
ing programming backgrounds or programming skills are enrolled in the same introductory
course. This makes the instruction potentially inaccessible to novices [11]. According to a
recent theory that focuses on instruction for introductory programming [11], it recommends
that students should be sequenced through the following four step process:
1. learning to read syntax (code tracing)
2. learning to write syntax (i.e. individual lines of code)
3. recognizing/comprehending common programming patterns
4. using/composing programming patterns to solve problems (i.e. to write complete pro-
grams)
Research literature supports this theory and recognizes that (1) expert programmers use
programming language features in idiomatic ways [12, 13, 14, 15, 16, 17, 18, 19], and (2)
that learning to program is as much about learning these idioms as it is about learning the
syntactic elements themselves [20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33]. There
is significant support for the existence of these pattern-like chunks in the programming
education literature, where they have been referred to as plans, templates, schemata, and
idioms [26, 34], and they play a significant role in what it is to be an expert programmer.
In this thesis, I’ll be referring to these pattern-like chunks as ‘patterns’. It is important to
note that these patterns are not to be confused with the term Design Patterns [35]. The
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patterns, I refer to in this thesis, are small chunks of code outlined for teaching introductory
programming and not for the purpose of developing complex software solutions.
It is the third and fourth steps of the four steps mentioned above that caught my attention
and is the primary motivation behind this thesis. In this thesis, the main goal is to, catalog
the different patterns that can be leveraged as a scaffolding for teaching CS1 courses. In
addition to this, I also examine different CS1 courses to see how and where the different
patterns appear and analyze this data.
This thesis is organized as follows: First, in Chapter 2, I discuss the significant previous
work that has been undertaken by various researchers in identifying patterns taught to
novices and the pedagogies used to teach them. Then, in Chapter 3, I present a catalog of
these introductory patterns drawn from previous work along with a few that I didn’t find
in previous literature. For each pattern in the catalog, in addition to the description of
the pattern, Chapter 3 also provides a brief history of the pattern. It is followed up with
an example that leverages the pattern as it might be found in a typical CS1 course. In
order to explore how the patterns described in Chapter 3 are being used in various CS1
courses and also to hunt for patterns that are not part of previous literature, we examined
the various assessments of different CS1 courses. The attributes regarding the courses whose
assessments were chosen, the particulars behind the procedure of examining the assessments,
and details regarding the assessments themselves have been discussed in detail in Chapter 4.
In Chapter 5 I discuss the results of our data, analyze the results, and provide visualizations
of results. I then conclude this thesis with Chapter 6 where I discuss the conclusion and
future work.
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CHAPTER 2: RELATED WORK
2.1 PATTERN ORIENTED INSTRUCTION (POI)
An important difference between a novice and an expert programmer is that experts tend
to chunk multiple elements as a single unit [13] whereas novices, due to their lack of knowl-
edge, are forced to process each element of the code one by one [36]. These chunks, or
schemata as they are referred to in Cognitive Load Theory, bring multiple interconnected
components of information into a single unit for solving a specific problem [37]. Soloway [38]
suggests that expert programmers think in terms of plans that act as canned solutions to
problems, and the first step towards learning should be to familiarize oneself with such
already existing canned solutions. Learning can be viewed as the brain mapping certain
patterns to certain situations in particular domains of knowledge, where performance can
then be viewed as how effectively one can pattern-match between the present problem situa-
tion and the situations one has previously learned to tackle [39]. This model suggested that
expert programmers will implicitly search their store of problem-patterns to produce a match
for the problem they are trying to solve [39]. The pattern will then be closely examined to
see if its a direct match for the problem under consideration or if it needs to be modified.
The novice on the other hand has no concrete pattern for thinking about programming and
hence will think in terms of the statements they have learned until their minds see patterns
in the programs.
Researchers have identified the benefits of pattern-oriented-instruction (POI) and hence
a number of researchers have proposed teaching design patterns directly to novices [24, 29].
Students eventually develop patterns from the snippets of code they have read or used.
Educationally, the motive should be to enhance the quality of the patterns and to reduce
the time spent in mining them. However, the abstract nature of patterns makes it challenging
for novices to understand and, hence, the order in which patterns are introduced and taught
becomes extremely important.
It has been found that POI enhances problem solving competence [40]. Specifically, it pro-
motes: (a) approaching a problem and formulating an idea for a solution; (b) better recog-
nition of the problem’s type; (c) the ability to recognize subtasks and their corresponding
patterns, to identify relationships between subtasks, and to construct an algorithm composed
of the subtasks’ solutions [40].
However while designing patterns for CS1 students it is extremely important to note that
if patterns are too narrow or inflexible, students rarely use them [41]. As students gain
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more knowledge, students need to abstract their patterns to suit more complex situations,
so patterns also need rich connections to examples and multiple links to the context of use.
2.2 ELEMENTARY PATTERNS
Significant amount of work has been done when it comes to Pattern-Oriented-Instruction
for CS1 courses. Muller, Haberman and Averbuch in their work [42] have broadly classified
patterns into three categories - elementary patterns, algorithmic patterns and pedagogical
patterns. According to the authors, elementary patterns are simple design patterns that can
be used by novices in learning programming. Elementary patterns are more structure based
and refer to operations such as selection, repetition and the manipulation of linearly indexed
data structures. Algorithmic patterns constitute the basis of solving algorithmic problems,
where these patterns act as solutions to basic recurring algorithmic problems. Note that,
elementary patterns are abstractions of programming constructs and mechanisms, where as
algorithmic patterns refers to a class of mini-problems that includes counting, accumulation,
extreme value calculation, etc [42]. Pedagogical patterns are intended to capture the expert
knowledge of the practice of teaching and to transfer that knowledge to other practitioners.
As a precursor to elementary patterns, Sajaniemi [43] has introduced this notion of roles
of variables in novice-level procedural programming. The roles suggested by Sajaniemi are
as follows:
1. Fixed value: A variable initialized without any calculation and not changed thereafter
2. Stepper: A variable stepping through a systematic, predictable succession of values
3. Follower: A variable that gets its new value always from the old value of some other
variable
4. Most-recent holder: A variable holding the latest value encountered in going through
a succession of values, or simply the latest value obtained as input
5. Most-wanted holder: A variable holding the best or otherwise most appropriate value
encountered so far
6. Gatherer: A variable accumulating the effect of individual values
7. Transformation: A variable that always gets its new value with the same calculation
from values of other variables
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8. One-way flag: A two-valued variable that cannot get its initial value once its value has
been changed
9. Temporary: A variable holding some value for a very short time only
10. Organizer: An array used for rearranging its elements On accessing impact of roles on
CS1 students, it was found that traditional teaching gave nearly the same final learning
result than teaching with roles, but roles gave the students the needed knowledge earlier
[44].
Joseph Bergin in his work Pattern for Selection [45] introduced some elementary patterns
for selection. The primary idea was to present a simple pattern language that would help
students writing code that requires selecting from alternative actions. One of the first pat-
terns that Bergin discusses is called Whether or Not which co-relates to an if-block in
modern programming languages. if-else-block was placed under the Alternative Action
pattern, whereas the concept of switch cases was explained using a pattern called Range of
Possibility. In addition to selection patterns, Bergin [45] also discusses strategy patterns
and auxiliary patterns in addition to stylistic patterns. An excellent example of a strategy
pattern is Short Case First which states that if you want your reader to be able to read and
understand the code as simply as possible, it is essential that the reader determines whether
the code written is an if with an else or without an else, and therefore, the code should
be arranged such that the short case is written as the if (not the else) part [45]. Another
pattern which belongs to the list of auxiliary pattern would be the Default Case First which
states that whenever switch cases are used it is better to write the default case first as it
improves code readability. When it comes to auxiliary patterns, the first one defined by
Bergin is Positive Condition which specifies that the conditional expression that goes inside
an if block must be expressed positively thereby making it more readable.
i f ( f r on t I sB lo cked ( ) ) :
tu rnLe f t ( )
e l s e :
move ( )
This is equivalent to -
i f ( ! f r on t I sB lo cked ( ) ) :
move ( )
e l s e :
tu rnLe f t ( )
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The Positive condition pattern states that although both pieces of code are equivalent the
former one is a better way of expressing the same logic. Function for Complex Condition
is another auxiliary pattern described by Bergin which states when a developer is applying
Whether or Not or Alternative Action and realizes that the condition is complex, it is ad-
visable to write a boolean function to capture the condition and call this function in if or
if-else statement [45].
2.3 ALGORITHMIC PATTERNS
An introduction to algorithmic patterns arrived when Astrachan and Wallingford [46]
investigated looping constructs and introduced this idea of loop patterns. The authors
divided the loop patterns into two main categories - Searching Loops, and Processing all
items in a collection. Searching loops had under them two patterns - Linear Search which
entails searching a linear search space such as an array or a list to look for a specific element,
this could be accomplished either via a for or a while loop. The other pattern under
searching loops is called Guarded Linear Search which builds on the idea of linear search but
takes care off the condition wherein the specific element might not be present in the search
space. The second category of pattern is called Processing All Items and this pattern is
leveraged whenever one wants to write code that manipulates a collection, and in this case a
collection could include, an array, a bag, a hashtable, or a stream. The idea is to process all
the items in an identical manner, and this again can be performed via a for or a while loop.
This pattern can further be categorized into two sections depending on whether the size of
the search space or sentinel value is known. If it is know then the problem falls into the
category of Definite Process All Items pattern else it falls into the Iterator Process All Items
pattern. Another subcategory of Process All Items is the pattern to find Extreme Values.
These patterns are explained in detail in the next section along with other commonly seen
patterns in CS1 material [46].
2.4 OBJECT-ORIENTED PROGRAMMING LANGUAGE PATTERNS
It is essential to note that the patterns described in this section aren’t the kind of pat-
terns that I am considering, but have been included as part of this chapter for completeness.
Dwight Deugo [47] in his work Foundation Patterns introduces patterns specifically designed
for object-oriented programming languages which happens to be the go-to choice for most
CS1 courses. Please note that, it is very common to have these Foundation Patterns mis-
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taken as Design Patterns. The first foundation pattern is called the Delegation Pattern, it
allows objects to share behavior without using inheritance or without duplicating code. The
basic idea of the pattern is to have many objects wherein each object has a small number
of responsibility instead of a single object doing a lot of heavy lifting. Once a larger compli-
cated piece of software is broken down into many minor objects, these objects can then be
delegated their specific duties and reused by other objects. An example where this pattern
is applicable is when a client requests a service from server; the server then delegates the
various responsibilities to the other subcontractors, collates their output, assimilates it, and
returns the desired object to the client. When it comes to the applicability, a Delegation
Pattern makes sense under the following conditions as specified in the original paper [47].
• An object contains many methods supporting more than one abstraction.
• You want to factor out and share common behavior between different classes.
• A class already exists that can service a request.
• You want to be responsible for less code
• You want to share implementation but the inheritance mechanism will not provide it
• You want to build flexible, adaptable, non-brittle classes.
The second fundamental pattern described by Deugo [47] is called Substitution Pattern.
According to Deugo, particular domains require the specialization of one type of class many
times, by using inheritance to share implementation, one must provide a different class for
each specialization. However, this forces one to compile every time a new class is added
or when an existing class is modified. This implies changes are restricted to compile-time.
A short-term solution is the Delegation Pattern which tackles the update problem but still
causes issue whenever an entirely new type of specialization is required. In order to solve this,
Deugo suggests building on top of the Delegation Pattern such that instead of developing
one subcontractor, one must develop multiple subcontractors having the same interface so
that the objects implement identical methods in signature which can vary in computation.
Since the subcontractors have identical interfaces, the server can delegate to any one of them,
provided it relies on only the interface and not on the class of the objects. And, since the
subcontractors are different classes that can vary their behaviors, when substituted for one
another, the result is a variation in the behavior of the delegation object [47]. This approach
has numerous benefits, the main one being, rather than specializing different servers, one
can represent different servers as different assemblies of subcontractors thereby reducing the
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Figure 2.1: Delegation Pattern Structure
number of classes. When it comes to the applicability, a Substitution Pattern makes sense
under the following conditions as specified in the original paper [47].
• You need to develop many similar types of objects that do not fit into a wellstruc-
tured hierarchy and their enumeration is difficult to determine a priori, making their
implementation problematic at best.
• You need to dynamically change or configure an object’s behavior at run-time.
• You want to support many similar objects in as maintainable a fashion as possible.
• You want to loosen the dependency between objects.
• You want to build flexible, adaptable, non-brittle classes.
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Figure 2.2: Substitution Pattern Structure
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CHAPTER 3: A CATALOG OF PATTERNS
In the subsections that follow, I describe the various patterns that I encountered while
examining the assessments of the CS1 courses I reviewed and also patterns that have been
reported by previous researchers.
3.1 MULTI-WAY BRANCHING
One of the most generally useful things that a programmer can make a computer do is, to
Make Decisions. This pattern builds on the core concept of conditionals, or more generally
speaking, conditional statements. The decisions that a computer takes can be based on
the evaluations of these expressions. The Multi-Way Branching pattern is one of the most
versatile use cases for conditionals. Different programming languages more or less leverage
similar syntax rules for implementing this pattern, however, in this paper, the focus is purely
language independent.
Pattern 3.1. Pseudocode for the Multi-Way Branching pattern.
if condition1
do something
else if condition2
do something else
...
else
do what needs to be done if none of the conditions are met
This pattern is a derivative of a larger study conducted by Dr. Jospeh Bergin on selec-
tion patterns. More specifically, the Multi-Way Branching pattern is an extension of the
Alternative Action concept mentioned in the list of Selection patterns by Dr. Bergin [45].
Example 3.1. Example of the Multi-Way Branching pattern.
def a s s i g n g r a d e ( s co r e ) :
i f ( s c o r e >= 90 and s co r e <= 100) :
return A
e l i f ( s c o r e >= 80 and s co r e <= 89) :
return B
e l i f ( s c o r e >= 70 and s co r e <= 79) :
return C
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e l i f ( s c o r e >= 60 and s co r e <= 69) :
return D
else :
return F
Example 3.1 (cont.)
3.2 CHECK IF SOMETHING IS EVEN OR ODD
This is the simplest of all the patterns and was part of every assessment that I examined.
The idea is to check if a number is odd or even by calculating the value of the remainder by
dividing the number by two. If the remainder is zero that means the number is even and if
the remainder is one that implies the number is odd.
Pattern 3.2. Pseudocode for the Even/Odd pattern.
if (number % 2) == 0
number is even
if number % 2 != 0
number is odd
if number % 2 == 1
number is odd
No reference in previous literature
Example 3.2. Example of the Even/Odd pattern.
boolean checkIfEven ( int number ) {
i f ( number % 2 == 0) {
return true ;
}
return fa l se ;
}
3.3 COUNTING
This pattern represents the idea of a counter variable which is incremented under specific
conditions. The first step is to initialize a counter variable and assign it a value of zero. The
11
second step is to increment the value of the counter whenever one comes across the object
one is counting, and this happens usually in a loop and/or conditional.
Pattern 3.3. Pseudocode for the Counting pattern.
counter = 0
... usually a loop and/or conditional
counter += 1
...
return or do something with counter
This pattern was discussed in Roles of Variables [43], and the counter variable plays the
role of a stepper variable.
Example 3.3. Example of the Counting pattern.
def count odd ( l i s t o f n u m s ) :
counter = 0
for element in l i s t o f n u m s :
i f element % 2 == 1 :
counter += 1
return counter
3.4 COMPUTING A TOTAL
This pattern derives its roots from the Counting pattern. Programmers often have to keep
track of accumulator variables which are used for computing a sum or a total. The basic idea
is that, instead of incrementing the value of a counter variable by just one, this pattern
adds each value to an accumulator variable. The first step here is the same as Counting
pattern, wherein a variable named total is initialized to a value of zero. In the second step,
the value of the total variable is incremented by a specific value under specific conditions
that are usually decided as part of a loop and/or conditional.
Pattern 3.4. Pseudocode for the Computing a Total pattern.
total = 0
... usually a loop and/or conditional
total += value
12
...
return or do something with total
Pattern 3.4 (cont.)
This pattern was discussed in Roles of Variables [43], and the total variable plays the role
of a Gatherer.
Example 3.4. Example of the Computing a Total pattern.
def sum even ( l i s t o f n u m s ) :
t o t a l e v e n = 0
for element in l i s t o f n u m s :
i f element % 2 == 0 :
t o t a l e v e n += element
return t o t a l e v e n
3.5 DIGIT PROCESSING USING MODULUS OPERATOR
This pattern is used when the input is a positive integer number and the desired output
is to get all the digits of this number beginning from the unit’s place and moving upwards
to the digit at the ten’s place, the digit at the hundred’s place, so on, and so forth. The
basic idea is to calculate the remainder using the modulus operator when the input number
is divided by 10. The first step is to check if the number is positive. The second step is to
evaluate the remainder on dividing by 10 which will be the digit at the unit’s place. The
second step is to actually divide the number by 10 and set the input variable’s value to this
new number. These steps are repeated until the value of the input variable remains greater
than zero.
Pattern 3.5. Pseudocode for the Digit Processing pattern.
while number > 0
print(number % 10)
number = number / 10
This pattern was discussed in A theory of instruction for introductory programming skills [11].
Example 3.5. Example of the Digit Processing pattern.
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def p r i n t d i g i t s ( input number ) :
while input num > 0 :
print ( input num % 10)
input number /= 10
Example 3.5 (cont.)
3.6 PROCESS ALL ITEMS
Before exploring the pattern, it is essential to define the notion of a collection in the context
of this paper. Any entity that can be iterated over can be called a collection; a string would
also be a collection. Given a collection and based on the problem a programmer is solving,
one often has to iterate over the collection and do something to each element of the collection.
It is important to note that, each element undergoes the exact same procedure. For solving
problems that fall in this category, the Process All Items pattern comes in handy.
Pattern 3.6. Pseudocode for the Process All Items pattern.
process(item)
do something to item
for element in collection ## definite/traditional version
process(element)
while (iterator.hasNext()) ## iterator version
process(iterator.next())
This pattern was first presented in the paper “Loop Patterns” by Owen Astrachan and
Eugene Wallingford [46] in 1998. In this paper, the authors have broken down this pattern
into two categories based on whether the size of the collection is known in advance. This
pattern falls into a category called Definite Process All Items where the programmer knows
the size of the collection whose elements are going to be processed [46]. For cases where the
size is not known or where there is a data stream, the authors have defined a category called
Iterator Process All Items. The Iterator Process All Items pattern is as follows :
Example 3.6. Example of the Process All Items pattern.
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int c a l c u l a t e s u m l i s t ( L i s t<Integer> l ) {
int output = 0 ;
int i = 0 ;
while ( i < l . s i z e ( ) ){
output += l . get ( i ) ;
i ++;
}
return output ;
}
Example 3.6 (cont.)
3.7 FILTERING A COLLECTION
As a programmer, very rarely can one use an input collection or stream of data as it is. One
is often tasked with picking or choosing things from a collection based on some requirements,
and it is in such cases the Filtering A Collection pattern can be leveraged. This pattern is
a derivative of the previous pattern i.e. Process All Items with a slight twist. Here not all
elements of the collection or stream will receive the exact same treatment as it is done in
Process All Items, only a “select few” that meet certain criteria will be processed. The first
step in this pattern is to create a holder for the elements that one needs to filter out of a
collection. The second step is to iterate over the collection and look out for elements that
satisfy one’s requirements and add those elements to the new holder created in the previous
step.
Pattern 3.7. Pseudocode for the Filtering a Collection pattern.
new_holder = []
for element in collection
if element meets condition
append element to new_holder
Example 3.7. Example of the Filtering a Collection pattern.
int ca l cu l a t e sum odd nums l i s t ( L i s t<Integer> l ) {
int sumOfOddNums = 0 ;
for ( int i = 0 ; i < l . s i z e ( ) ; i++) {
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i f ( l . get ( i ) % 2 == 1) {
sumOfOddNums += l . get ( i ) ;
}
}
return sumOfOddNums ;
}
Example 3.7 (cont.)
3.8 FIND BEST IN COLLECTION
Given a collection, it is of interest to programmers to find an element which is best (in
some cases the worst) as compared to the other elements in the collection. For solving this
class of problems, the Find Best In Collection comes in handy. This pattern is not directly
applicable to data streams but can be modified to achieve the desired functionality. The
first step is assign a value you know is already worse than the best to a variable called
current best. The second step is to iterate over the collection and compare each element to
the current best. If an element is better than the current best then assign that item as the
new current best.
Pattern 3.8. Pseudocode for the Find Best In Collection & Info Associated With Best
patterns.
current_best = a value you know is already worse than best
best_info = None
for item in collection
if item better than current_best
current_best = item
best_info = info about item
return or do something with current_best, best_info
This pattern was first presented in 1998 in the paper Loop Patterns by Owen Astrachan
and Eugene Wallingford [46]. In the paper, the authors have called this pattern Extreme
Values [46]. An auxiliary pattern to the Find Best In Collection pattern is the Find Info
Associated With Best pattern. It follows the exact same steps as the Find Best In Collection
with a few additions. The first step is to assign a value you know is already worse than the
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best to a variable called current best, and to assign a value of Null or None to a variable
called best info. The second step is to iterate over the collection and compare each element
to the current best. If an element is better than the current best then assign that item as
the new current best, and assign info about the item to best info.
Example 3.8. Example of the Find Info Associated With Best pattern.
def f i n d m a x i n l i s t ( l i s t ) :
c u r r e n t b e s t = l i s t [ 0 ]
b e s t i n f o = −1
for element in l i s t :
i f element > c u r r e n t b e s t :
c u r r e n t b e s t = element
b e s t i n f o = l i s t . index ( element )
return cu r r en t be s t , b e s t i n f o
3.9 LINEAR SEARCH
Given a search space, programmers have to search for a specific element that meets certain
conditions. Please note that, this pattern assumes that the element which is being searched
is present in the list. Additionally, the programmer who leverages this pattern is looking
just for the first instance of the element in case of duplicates
Pattern 3.9. Pseudocode for the Linear Search pattern.
for element in searchSpace
if element meets condition
return element
OR
break
This is one of the first patterns presented in the paper paper Loop Patterns by Owen
Astrachan and Eugene Wallingford [46]. This pattern is called Linear Search in the original
paper.
Example 3.9. Example of the Linear Search pattern.
int i n d e x A l i c e ( S t r ing l i n e ) {
St r ing [ ] l i n e s = l i n e . s p l i t ( ” ” ) ;
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for ( int i = 0 ; i < l i n e s . l ength ; i++) {
i f ( l i n e s [ i ] . equa l s ( ” A l i c e ” ) ) {
return i
}
}
}
Example 3.9 (cont.)
3.10 GUARDED LINEAR SEARCH
This pattern is a derivative of the previous pattern. Here again, the programmer is tasked
with searching for an element that meets certain conditions, with the exception that the
element might not be present in the search space.
Pattern 3.10. Pseudocode for the Guarded Linear Search pattern.
for i in (0 to lengthOfSearchSpace)
if conditionIsMet
break
if (i < lengthOfSearchSpace)
// which means that the element has been found
return or process Array[i]
else
// this is where the guarding comes into picture
// handle this case/exception
This pattern is presented in the paper Loop Patterns by Owen Astrachan and Eugene
Wallingford [46]. This pattern is called Guarded Linear Search in the original paper.
Example 3.10. Example of the Guarded Linear Search pattern.
void i n d e x A l i c e ( S t r ing l i n e ) {
St r ing [ ] l i n e s = l i n e . s p l i t ( ” ” ) ;
18
for ( int i = 0 ; i < l i n e s . l ength ; i++) {
i f ( l i n e s [ i ] . equa l s ( ” A l i c e ” ) ) {
break ;
}
}
i f ( i < l i n e s . l ength ) {
System . out . p r i n t l n ( ” A l i c e found at index ”+i
) ;
}
else {
System . out . p r i n t l n ( ” A l i c e not found” ) ;
}
}
Example 3.10 (cont.)
3.11 LOOP AND A HALF
This pattern is an answer to the following question posed by Wallingford and Astrachan
which states - “How does one structure the loop when the number of items in the collection
isn’t known in advance and the items are provided one-at-a-time?” [46]. This would need a
loop that requires priming to read/get the first value, a loop guard to test for the sentinel,
and another read/get inside the loop thereby duplicating the code for the read/get and
making the loop body harder to understand since it turns a read-and-process loop into a
process-and-read loop [46]. Therefore, this pattern leverages a while (true) loop with a
break in the loop body to avoid duplicate code and to match one’s intuition that the loop
is a read-and-process loop.
Pattern 3.11. Pseudocode for the Loop and a Half pattern.
while (true)
read value
if (value == sentinel) break
process value
OR
19
read value
while (value != sentinel)
process value
read value
Pattern 3.11 (cont.)
This pattern has been named Loop And a Half in the paper Loop Patterns by Owen Astra-
chan and Eugene Wallingford [46]
Example 3.11. Example of the Loop and a Half pattern.
int sumScore ( ) {
int i = 0 ;
int t o t a l = 0 ;
while ( true ) {
int s co r e = I n t e g e r . pa r s e In t ( args [ i ] ) ;
i f ( s c o r e < 0) { break ; }
t o t a l += sco r e ;
i ++;
}
return s co r e ;
}
3.12 SWAPPING PATTERN
Although the exact origins of the Swapping Algorithm is difficult to trace. Here, the basic
idea is, given two variables, the desired effect is to swap the contents of the two variables.
This is achieved by introducing a temporary variable which will play the role of local storage
while swapping the contents
Pattern 3.12. Pseudocode for the Swapping pattern.
temp_variable = first_item
first_item = second_item
second_item = temp_variable
20
This pattern was discussed in A theory of instruction for introductory programming skills [11].
Example 3.12. Example of the Swapping pattern.
void swap ( int& one , int& two ) {
int temp = one ;
one = two ;
two = temp ;
}
3.13 BOOLEAN OPERATOR CHAINING
A programmer while making a decision may or may not rely on just a single condition,
there could be a list of choices to be considered wherein some of them could be negotiable.
An inefficient way of dealing with such cases would be to use nested if statements. On
the other hand, the Boolean Operator Chaining pattern provides an elegant solution to deal
with this problem. If there are multiple factors influencing a decision, using a combination
of binary operators such as conditional and relational operators one can create a chain of
all the conditions. The chain must be a valid boolean expression. The evaluation of this
boolean expression will help in determining the branch in the Multi-Way Branching pattern.
Pattern 3.13. Pseudocode for the Boolean Operator Chaining pattern.
if ((condition1 || condition2) && (condition3 || condition4))
do something
else if ((condition1 && condition2) || (condition3 || condition4))
do something else
else
decide on a default case when none of the conditions are met
No reference in prior literature.
Example 3.13. Example of the Boolean Operator Chaining pattern.
def a rmed fo r c e s r e c ru i tment ( cand idate s ) :
for person in cand idate s :
i f ( person . age > 17) and not ( person . age ==
25) :
print ( person . name + ” s e l e c t e d ” )
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e l i f 0 < person . age < 17 :
print ( person . name + ” i s underage ” )
else :
print ( ‘ ‘ Not s e l e c t e d ” )
Example 3.13 (cont.)
3.14 REVERSE
CS1 students are often taught how to reverse an ordered collection when strings are intro-
duced. Although, one might argue that this pattern is a use-case of the Process All Items
pattern, the number of times it shows up in our data set and the way it is leveraged for solv-
ing a specific class of problems (for example, string problems associated with palindromes)
suggest it warrants the status of a pattern. This reversing idea can be deployed on any
ordered collection. The idea is to iterate over the elements and rearrange them in a reverse
order.
Pattern 3.14. Pseudocode for the Reverse pattern.
new_arrangement = []
for element in current_arrangement
append element to the tail of new_arrangement
No prior reference in literature.
Example 3.14. Example of the Reverse pattern.
S t r ing r e v e r s e ( S t r ing input ) {
St r ing out = ”” ;
for ( int i = 0 ; i < input . l ength ( ) ; i++) {
out = input . charAt ( i ) + out ;
}
return out ;
}
3.15 OOP ETIQUETTE
CS1 courses and textbooks that teach object-oriented programming languages (like Java)
recommend certain best practices. One of them is to make all the instance variables of a
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class private thereby ensuring data encapsulation. However, in order to change the state
of the instance variables by an object of another class, it is extremely important that the
programmer provides public getters and setters. I’ve broken down this etiquette into two
micro-patterns: private-instance-variables and public-get-set.
Pattern 3.15. Pseudocode for the OOP Etiquette pattern.
class Sample
private instance_variable
public getter()
return instance_variable
public setter(new_val)
instance_variable = new_val
This pattern stems from the idea of encapsulation which is seen in most object-oriented
programming languages.
Example 3.15. Example of the OOP Etiquette pattern.
class Dog {
private St r ing breed ;
private St r ing name ;
public Dog( St r ing Breed ) {
breed = Breed ;
}
public get name ( ) {
return this . name ;
}
public set name ( St r ing nam){
name = nam;
}
}
23
CHAPTER 4: DATA
To evaluate how patterns were used in CS1 courses, I chose to focus on the assessment
materials of the courses, rather than the instructional (e.g., lecture) materials, because the
assessment materials indicated what the students were responsible for learning. Our research
group solicited and received these assessment materials from 7 courses from a total of 4
different institutions. These courses varied in the targeted student population and language
of instruction, as indicated by Table 4.1. I do not know the extent to which these courses
practiced pattern-oriented-instruction (POI).
In particular, I focused on collecting instructor solutions for each of the code writing as-
sessments in the given courses. Because there are potentially many ways of solving code
writing questions, using the instructor solutions clearly indicates the instructor’s intended
way of solving the problem. I focused on code writing questions and not code tracing, com-
prehension, or Parson’s problems, because they present the clearest picture of the course’s
expectations for students’ code writing abilities. The materials collected focused on home-
work assignments, quizzes, and exams, but in a small number of cases substituted practice
exams for exams and included lab assignments.
One researcher, the thesis author, manually examined each of the instructor solutions to
identify the presence of patterns. At the granularity of an assessment (e.g., a homework,
quiz, or exam; not individual questions), I counted and recorded the number of instances of
each pattern. These records were sorted chronologically for the purpose of the analysis.
Initially, I began with a list of patterns drawn from the literature discussed in the previous
chapter and identified by reading a pair of CS1 textbooks. During the review of the instructor
solutions, I identified additional patterns. I made additional passes through the instructor
solutions to ensure that I identified all instances of these additional patterns. All these
patterns have been catalogued in the previous chapter.
Class Target Population Language
A (non-CS) STEM majors Python
B (non-CS) STEM majors Python
C non-technical majors Python
D CS majors Java
E students without programming experience Java
F CS majors Java
G CS + STEM majors C++
Table 4.1: Properties of courses analyzed in this work
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CHAPTER 5: RESULTS AND ANALYSIS
In this section, I will present the results and analysis of this study and visualize the data
that was gathered. However, before delving into the particulars, it is important to explain
the X-axes of most of my plots which reads “Progression through course assessments”. Here
we make the simplifying assumption that the assessments I reviewed for a given class are
equally spaced throughout the semester. Thus, if there are 36 total assessments in a course
and a particular pattern shows up in assessment number 12, then the progression value of
that particular pattern will be (12/36) or 0.33.
5.1 THE BIG PICTURE: PATTERNS VS COURSES
Python Java C++
Class A Class B Class C Class D Class E Class F Class G
linearSearching X X X X X
findBestInCollection X X X X X X
average X X X X X X
filterACollection X X X X X X
processAllItems X X X X X X X
sum X X X X X X
counting X X X X X X X
reverse X X
booleanOperatorChaining X X X X X X
multiWayBranching X X X X X X X
swapping X X X
loopAndHalf X X X
publicGetSet X X
privateInstanceVars X
digitProcessing X X
Table 5.1: Patterns vs Courses: Columns represent the classes we examined and rows
indicate the patterns that appeared in the courses
Table 5.1 indicates which of the patterns were present in each of the classes we studied.
Classes A, B, and C were taught in Python. Classes D, E, and F were taught in Java,
and, Class G was taught in C++. It is very natural to observe the presence of patterns
publicGetSet and privateInstanceVars only in classes D and E as these classes focused on
the object-oriented principles in Java. Multi-Way Branching pattern has been seen in every
course, and this again is not surprising given that it is very difficult to write meaningful
and complex programs without using conditional statements. The same logic applies for
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Process All Items pattern which essentially symbolizes a loop or iteration, and hence makes
an appearance in all of the courses, which I expected. However, what surprised me was
that the patterns Find Best In Collection and Filter A Collection weren’t seen in all of the
courses. Moreover, the courses that both of them were missing from i.e. Class C and Class E
used different languages. This further goes on to reinforce the hypothesis that these patterns
are language-independent.
5.1.1 Relative Pattern Frequency
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Figure 5.1: The fraction of assessments in a given course that include each pattern
averaged across all courses with 95% confidence interval. The patterns are sorted
in descending order and shown
Figure 5.1 shows the average fraction of assessments in which a particular pattern can be
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seen. The y-axis denotes the fraction of assessments and the patterns are represented on
x-axis. Before discussing the data, I would like to discuss how these values were calculated.
For each pattern in a particular course, I calculated the number of unique assessments where
the pattern was observed and divided it by the total number of assessments in that course. I
did this for each course. Now, for each pattern, I had a value for each course that represented
the fraction of assessments the pattern appeared in. I calculated the average of the fraction
of assessments by summing over all the values and dividing it by the number of courses
that had that pattern. 95% confidence intervals were computed using a bootstrap with 200
samples.
In Figure 5.1 the Multi-Way Branching pattern, the Process All Items pattern, and the
Boolean Operator Chaining pattern make it to the top 3. As discussed previously the top 2
are essential for writing meaningful and useful programs, and the pattern Boolean Operator
Chaining goes hand in glove with Multi-Way Branching. However, the Counting pattern
making it to the fourth spot was unexpected. The Find Best In Collection pattern ended
up in the ninth position was even more surprising because I expected it to be in the top 5
spots. The Average pattern makes use Sum/Total pattern and their relationship was further
attested by the data, as Sum and Average are next to each other with very little separating
their values.
Interestingly, the Digit Processing Pattern is both the least frequently encountered as seen
in Figure 5.1 and the earliest encountered pattern as seen in Figure 5.2. While few classes
include it, those that do include it early, probably because it is a loop pattern that doesn’t
involve any data structures.
5.2 PATTERNS APPEARING FOR THE FIRST-TIME
Figure 5.2 shows the progression through assessments’ value for each pattern the first time
it is observed in all of the courses. In Figure 5.2, the Linear Searching pattern has an average
score of slightly more than 0.6 which says that it starts appearing on average in the second
half of the course which is very surprising given that the Sum and Counting are at 0.3 and
0.4, respectively. All these above mentioned patterns usually leverage the concept of a loop,
and it is very surprising to see their average values so far apart from each other.
The small number of courses that include patterns belonging to the OOP etiquette pattern
– PublicGetSet and Private Instance Vars – reflects in their positions in Figure 5.2 thereby
making any judgements or observations futile.
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Figure 5.2: Patterns appearing for the first time in each course. The patterns are
sorted by the averages over the values that illustrate the progression through
the all the courses where the pattern was observed.
5.3 ANALYSIS OF ALL PATTERNS IN EACH COURSE
Figure 5.3 through 5.9 show the all occurrences i.e. all the progression through assessment
values for each time every pattern is seen in a class’ assessments.
Figure 5.3 only reinforces the previous observation that the Multi-Way Branching pat-
tern and the Boolean Operator Chaining patterns usually are spotted together. Also these
patterns are spotted throughout the course which isn’t really surprising.
Figure 5.4 presents an interesting anomaly wherein the Counting pattern appears right
after Find Best In Collection. Note that both Class A and Class B are for non-CS STEM
majors and both are taught in Python, which suggests that, although both of these patterns
are taught using a loop, there doesn’t exist any dependence relation between them.
In Figure 5.5 the inconspicuous absence of the Boolean Operator Chaining pattern is rather
unsettling and begs to ask, why wouldn’t non-technical majors (the students of Class C) be
exposed to this pattern. Furthermore, the fact that the pattern Process All Items shows up
before Multi-Way Branching suggests that the students of Class C were introduced to loops
before conditionals which is one of the common approached in Python.
In Figure 5.6, it becomes evident that Class D is a CS1 course that focuses on Object-
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Figure 5.3: All patterns observed from Class A
Figure 5.4: All patterns observed from Class B
Oriented Programming and is taught in Java for CS majors, as the OOP etiquette patterns
can be seen making appearances together in most cases. However, it is surprising to see the
Filter A Collection pattern making such a late appearance in Class D. It is also unexpected
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Figure 5.5: All patterns observed from Class C
Figure 5.6: All patterns observed from Class D
to see the Counting pattern appearing after Digit Processing and Linear Searching.
Class E is a course taught in Java for students with no prior programming experience,
however, what is really surprising here is that the Process All Items pattern appears way
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Figure 5.7: All patterns observed from Class E
before the Multi-Way branching pattern, thereby suggesting that, looping constructs have
been introduced way before conditional statements which happens to be inaccurate because
the looping constructs in Java tend to incorporate an element of boolean checking during
each iteration.
In Figure 5.8 it is interesting to note that all the patterns that require looping constructs,
except Filter A Collection that require looping constructs appear exactly at the same time
in Class F, which is what is expected. It is further interesting to see Counting, Process All
Items, and Linear Searching all appearing in such close proximities of each other.
In Figure 5.9, it is very odd to see that the Sum/Total pattern never appears in Class G.
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Figure 5.8: All patterns observed from Class F
Figure 5.9: All patterns observed from Class G
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CHAPTER 6: CONCLUSION & FUTURE WORK
I believe that explicitly teaching these introductory programming patterns is could be an
important tool in improving the success rate of CS1 students, one that is under utilized. It
is my hope that this thesis helps bring a renewed interest in pattern-oriented instruction in
CS1 courses and that my analysis will prove useful for faculty in integrating pattern-based
instruction into their courses.
I envision three directions for future work. First, these analyses should be repeated with
a larger number of courses to see if the trends that I’ve observed hold with a larger sample.
Second, an effort should be undertaken to explore to what a degree there is a consensus
opinion of the order that the patterns should be introduced. Finally, experimental and quasi-
experimental studies should be undertaken to explore the degree to which pattern-oriented
instruction improves the success rate of CS 1 students in courses that use best-practice
pedagogies, but don’t include pattern-oriented instruction.
(Original)
I conclude this thesis with the hope that I’ve supported the case for incorporating patterns
and pattern-oriented instruction in CS1 courses. Additionally, I am hopeful that the analysis
will prove useful for faculty in integrating pattern-based instruction into their courses. As
part of future work, I would like to conduct a study where students enrolled in CS1 courses
will be requested to join an intervention. As part of this intervention, the students enrolled
will be exposed to the various patterns cataloged in Chapter 3. Next, it would be interesting
to observe the assessments of students who participated in the study, and to check if the
students incorporated patterns to solve their assessments. Based on the participants who
did leverage patterns, I would like to see if they performed any better or worse as compared
to other students who had no idea about patterns.
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