ABSTRACT Ridgelet can theoretically approximate low-level image features, and the ridgelet filter is constructed independently of the training sample, but it usually requires to preset a lot of parameters to achieve an ideal representation of complex scenes. Convolutional neural networks (CNNs) can adaptively exploit the high-level image features, but the training process depends on the selection of training samples. Hence, in this paper, the advantages of both the two aspects are fully considered for image feature extraction and a multi-resolution CNNs framework (MRCNNs) is proposed by fusing high-and-low-level features via ridgelet and CNNs. In the proposed method, multi-resolution low-level features are captured by the constructed ridgelet filters, and multi-resolution high-level features are exploited by the trainable convolutional filters. Then the ridgelet features and convolutional features are fused to reduce the dependence of CNNs on training samples, and consequently, improve the classification ability of CNNs. The proposed MRCNNs method is conducted on three very high-resolution (VHR) remote sensing images and compared with several deep-learning approaches. Experimental results present the effectiveness of the proposed method for VHR images classification.
I. INTRODUCTION
With the development of remote sensing sensors, very highresolution (VHR) remote sensing images have made great breakthroughs in quality and quantity, and remote sensing technology has been applied in various fields [1] - [4] . Over the past several decades, many researchers have focused on the remote sensing images classification. The traditional spectral-based classification methods include principal component analysis (PCA) [5] , independent component analysis (ICA) [6] , linear discriminant analysis (LDA) [7] , local fisher discriminant analysis (LFDA) [8] , and local
The associate editor coordinating the review of this article and approving it for publication was Long Cheng. discriminant embedding (LDE) [9] . However, these methods did not consider the local neighborhood information and presented noisy classification maps. Hence, many researchers introduced spatial-contexture information into land-cover mapping. The typical spectral-spatial classification methods include extended morphological profiles (EMPs) [10] , extend multi-attribute profiles (EMAPs) [11] , composite kernels and multiple kernels [11] - [13] , markov random field (MRFs) [14] , and sparse representation model [15] .
In the research field of VHR remote sensing images classification, wavelet-based classification method is an important aspect due to the complete mathematical theory, time-frequency and multi-resolution framework [16] . In addition, several multi-resolution analysis (MRA) tools, including curvelet, contourlet, and shearlet, are widely used for their good ability in feature representation. Qian and Ye [17] introduced three-dimensional wavelet to extract texture features for hyperspectral image (HSI) classification. Further, threedimension gabor wavelet was used for feature extraction and classification in [18] and [19] . Regniers et al. [20] explored the wavelet-based multivariate models for supervised classification of VHR optical images. Considering the noises containing in VHR images, Quesadabarriuso et al. [21] and Tong et al. [22] proposed noise-robust classification methods by using wavelet and curvelet, respectively. Among these MRA tools, the filter construction process is independent of the number of the training samples. However, limited by parameter selection, the performance of MRA depends on the pre-determined parameters, and thus, resulting in a lack of adaptive characteristics.
More recently, deep neural networks have drawn lots of attention, which aim at capture higher-level features of the image adaptively [23] , [24] . Chen and Lin [25] introduced SAEs for HSI classification in 2014, and then developed 3D CNNs for HSI classification in 2016 [26] . Seydgar et al. [27] adopted 3D convolution-recurrent networks to overcome the problems of 3D CNNs and convolutional long short-term memory (CLSTM) model. Zhong et al. [28] designed agile CNNs for high-spatial resolution remote sensing (HSR-RS) images classification. Zhao et al. [29] , [30] proposed multiscale based remote sensing image classification with deep neural networks, in which different object sizes were selected to learn the multi-scale features. Zhao et al. [31] introduced superpixel-level multiple local CNNs for multispectral and panchromatic image classification, and six local image patches were designed to capture multiple local features of samples. In [32] , Li et al. proposed multi-scale superpixel classification scheme for HSI classification, and multi-scale superpixel were used to capture the objects with different scales and sizes. Cheng et al. [33] proposed hierarchical CNNs to extract hierarchical deep spatial feature for HSI classification. Shi and Pun [34] proposed a novel method for perceptual loss superpixel-level multispectral and panchromatic images classification, and further, they improved this scheme and proposed adaptive multi-scale deep neural networks with the perceptual loss for VHR image classification [35] . Cao et al. proposed multiple feature fusion networks for hyperspectral image classification [36] , and later, they further proposed deep metric learning to capture the relationships between high dimension samples in hyperspectral image classification [37] .
CNNs can effectively exploit high-level features, especially when the training samples can represent the characteristics of various different objects. The diversity of training samples can promote the robustness and generalization ability of deep neural networks. However, in most cases, it is difficult to select appropriate training samples with diversity, especially with the limited training samples. Hence, researchers tend to combine the MRA tools with deep neural networks for classification. In [38] , Shi and Pun proposed wavelet convolutional neural networks for HSI classification, and wavelet was selected as activation function to improve the approximation ability of neural networks. In [39] , gabor filters with CNNs were proposed for HSI classification to capture more effective edge and texture information. In [40] , Kang et al. used gabor filtering to capture spatial information, and combined SAEs for spatial-spectral classification.
Based on the aforementioned studies, the multi-scale characteristics of the image are further considered and a novel MRCNNs classification framework is proposed by integrating the advantages of ridgelet and CNNs. For the traditional wavelet transform, there are only three directions for 2D image decomposition, which is not enough for feature extraction of complex remote sensing images. And for MRA tools, such as contourlet and shearlet, they have more directions than wavelet, but the number of directions is also limited by the mathematical model itself. The ridgelet can extract features in any direction by setting different direction parameters, which is more suitable for feature extraction of VHR remote sensing image with a more complex scene. Hence, ridgelet is used for low-level discrimination feature extraction. However, although the ridgelet filter is constructed independently of the training sample, ridgelet also needs to pre-set several parameters in feature extraction process. If the selection of the ridgelet parameter is unreasonable, the ridgelet filter cannot better represent the characteristics of the sample. The approximation performance of ridgelet has been proved by many researchers. Large-scale ridgelet filters can achieve ideal classification performance, but correspondingly, time complexity will also increase. Therefore, in this paper, the convolutional filter and ridgelet filter can be considered as a complementary relationship. CNNs can reduce the influence of ridgelet parameter on classification performance, and ridgelet filter can reduce the dependence of CNNs on training sample. In the proposed MRCNNs, the features of each layer consist of two parts: several convolutional features and several ridgelet features. Since highresolution images have more details and more noises, and the classification results are easily affected by the noises, resulting in poor regional consistency in land-cover mapping. The reduction in image resolution can suppress image noises effectively and decrease detail interference. Hence in this paper, the convolutional filter is applied on low-resolution image to improve the regional uniformity, and ridgelet filter is applied on high-resolution image to capture the complementary detail features. And these two kinds of features are fused to improve the robustness and classification performance of the traditional CNNs model.
The rest of the paper is organized as follows: section 2 shows the proposed MRCNNs model in detail. The experimental results and analysis are shown in section 3. Section 4 concludes this paper.
II. THE PROPOSED MODEL
This paper designs a multi-resolution CNNs model, in which each feature extraction layer consists of several VOLUME 7, 2019 convolutional features and several ridgelet features. In the proposed model, convolutional filters are applied on several low-resolution features to suppress the noisy classification results and improve regional consistency of classification map. And ridgelet filters are applied on several high-resolution features to capture more detail information and improve the robustness of networks. The framework of the proposed method is shown in Fig.1 . In the following, we will describe each part in details.
A. GENERATION OF LOW-RESOLUTION SAMPLES
The VHR remote sensing image contains more detailed information, which enlarges the intraclass variation. Hence, the resolution of the VHR image is reduced to decrease the intraclass variation and hence region uniformity within landcovers is improved.
After applying a rectangular window on the VHR image, several high-resolution samples are obtained. The process of reducing the resolution is achieved by the nearest neighbor interpolation. But different from traditional interpolation methods, four low-resolution samples are obtained for each high-resolution sample, and the process is shown in Fig.2 , and the interpolation model is shown in Eq. (1) .
where M and N is the window size of the high-resolution sample. This sampling method can maintain the structure information in the low-resolution samples, and meanwhile, ensure that the low-resolution and the high-resolution samples have the same size.
B. DESIGN OF RIDGELET FILTER
Ridgelet can efficiently deal with the linear singularity by its scale, location, and orientation information. Consequently, ridgelet has a stronger ability than wavelet in multi-variance function approximation. In addition, ridgelet over-complete dictionary proposed by Liu et al. [41] , [42] , has been successfully applied on compressed sensing and super-resolution reconstruction. Hence in this paper, low-level feature is exploited by ridgelet filter. The ridgelet function is given as below:
where a is the scale parameter, b is the position parameter, and θ is the direction parameter, (x 1 , x 2 ) is the coordi-nate of ridgelet filter, x 1 , x 2 = 1, . . . , N , and N is the size of the ridgelt filter. Ridgelet filter can be constructed by discretizing the parameter space γ =(a,b,θ). To better capture image details, the mother function is selected as DOG (Difference of Gaussian) wavelet. Fig.3 shows the DOG wavelet, and Fig.4 shows the part of the ridgelet filters with different scale, position, and direction parameters.
C. MULTI-RESOLUTION CNNS MODEL
In the proposed MRCNNs model, each layer contains both convolutional features and ridgelet features. Assume that the input high-resolution sample is X High , and the input lowresolution sample is X Low , l is the level of the proposed MRCNNs, and l = 1, . . . , L, L is the depth of the networks.
If l = 1, the convolutional feature F 1 Low and the ridgelet feature F 1 High are obtained by Eq. (4) and Eq. (5), respectively.
where * is the convolutional operator, f ( * ) is the activation function, and rectifier function is selected here, and g( * ) means the pooling operator, and max-pooling operator is used in this paper. K 1 is the convolutional filter with l = 1, and R 1 is the ridgelet filter with l = 1. Ridgelet filter has the same size as the convolutional filter. And then, concentrate the convolutional features and ridgelet features as the output of the first layer.
where F 1 is the output feature with l = 1.
If l > 1, down-sampling the previous high-resolution sample, which is shown in Eq. (7).
The down-sampled high-resolution sample has the same size as that of the l − 1-level feature, and then apply convolutional filter on the previous output feature to obtain the l-level convolutional feature, and apply ridgelet filter on the downsampled high-resolution sample to obtain the l-level ridgelet feature, as shown in Eq. (8) and Eq. (9), respectively.
where F l Low is the l-level convolutional feature, and F l High is the l-level ridgelet feature, and the output l-level feature is
Feed the output feature into the softmax classifier to obtain the final classification results. 
where F j means the output feature of j − th sample, and W is the full connection weight vector and Class is a set of categories.ĉ j,a means the probability that the j − th sample belongs to class a. Cross-entropy loss function is utilized to compute the difference between the predicted probability distributionsĉ j,a and true probability distributions c j,a :
where c i,a is the probability of true label, and if the i − th sample belongs to the class a, c i,a = 1, and 0 otherwise. Minimize the cross-entropy loss function by gradient descent method to update the parameters. Note that, ridgelet filter will not be updated during the optimization process. The updating formulas are shown in Eq. (13) . In the proposed multi-resolution CNNs, the convolutional filter used to extract the high-level features of the smooth region, and ridgelet filter is applied to extract the low-level detail complementary features, and then, these high-and-lowlevel features are effectively combined at each layer of the networks to improve the robustness of the networks.
III. EXPERIMENT RESULTS AND ANALYSIS

A. DATASETS
In this section, the datasets Aeria image [43] , Grss_dfc_2016 [31] , [44] and Xi'an_QB [31] are used to verify the superiority of the proposed framework. The false-color VHR remote sensing images are shown in Fig.5(a), Fig.6(a) , and Fig.7(a) , respectively.
Aeria image data ( Fig.5(a) ), the scene shown is Hang Zhou city of China, were acquired by ADS80 remote sensor on a plane. The flying height was approximately 3000 m, and the spatial resolution was approximate 0.32 m. The size of the Aeria image was 560 × 360 with six classes available. The ground-truth is shown in Fig.5(b) .
Grss_dfc_2016 data with level 1C section was provided by the 2016 IEEE GRSS Data Fusion Contest. The multispectral image of level 1C data was acquired by DEIMOS-2 satellite on March 31, 2015, over Vancouver, Canada. The multispectral image contains four spectral bands (red, green, blue, and NIR bands) at 4 m spatial resolution. The size of level 1C multi-spectral image is 1311×873 with eight classes available. The ground-truth map is shown in Fig.6(b) .
Xi'an_QB data was acquired by QuickBird satellite on May 30, 2008. The multispectral image of Xi'an_QB data contains four bands with 2.44 m spatial resolution. The size of Xi'an_QB multispectral image is 500 × 500 with seven classes available. The ground-truth map is shown in Fig.7 (b) .
To reduce the number of samples and suppress noisy classification, superpixel segmentation with entropy rate segmentation (ERS) method [45] is used to segment the test data first. Superpixel is adopted as the basic segmentation unit, and each superpixel is assumed to be of the same class. We take the center of each superpixel as the center of a rectangular window and map the rectangular window on the original test data to extract the samples. In our experiments, 200 of the labeled superpixels per class are randomly selected for training, and the remaining labeled superpixels are used for testing. The average values of overall accuracy (OA), average accuracy (AA) and kappa coefficient are used to evaluate the classification results.
B. EXPERIMENTAL DESIGN AND PARAMETER ANALYSIS
In our experiments, the input size of the rectangular window is set as 31 × 31. MRCNNs contains two feature extraction layers, two max-pooling layers, and one full-connection layer, and one classification layer. The first fea-ture extraction layer contains 20 convolutional filters with size of 10 × 6, and 6 ridgelet filters with size of 10 × 6. The second feature extraction layer contains 40 convolutional filters with size of 6 × 6, and 6 ridgelet filters with size of 6 × 6. The Full connection layer has 100 units, and the learning rate is 0.01. There is no theoretical support for the parameter selection in the networks. Hence these parameters are selected empirically. The convolutional filter parameters are randomly initialized. The other important parameters, including superpixel number and ridgelet parameters, will be discussed as follows.
1) SUPERPIXEL NUMBER
The increase in the number of superpixels reduces the number of pixels in each superpixel, resulting in a reduction in the consistency of the classification map. However, the reduction of the number of superpixels may also mix more than one category contained within a superpixel, resulting in misclassification. Therefore, suitable superpixel number has a significant impact on the classification results. We analyze the effect of superpixel number on classification results on both CNNs and the proposed MRCNNs. fig.8 shows the influence of superpixel number on classification accuracy. CNNs and MRCNNs have the same change tendency for the three test dates. Aeria image data has relatively simple object information, hence the range of superpixel number is set from 5000 to 30000. It is noticed that the classification accuracy has a dramatically decrease tendency by increasing the superpixel number from 10000 to 30000. Hence, appropriate superpixel number for aeria image data is 10000. Grss_dfc_2016 data and Xi'an_qb data have more complex object information, especially for the building group of Grss_dfc_2016 data, which requires more superpixels to accurately segment it. Hence the range of superpixel number for Grss_dfc_2016 data is set from 20000 to 60000, and for Xi'an_QB data is 10000 to 50000. The same as the object complexity we analyzed above, appropriate superpixel number for Grss_dfc_2016 data is 50000, and for Xi'an_QB data is 30000.
2) RIDGELET PARAMETER ANALYSIS
A large number of ridgelet filters are obtained by discretizing the ridgelet function, but the time consumption and space complexity are increased. Hence an appropriate discretization interval should be experimentally selected. In Fig.9 , the effect of the range of scale, position, and direction parameters are analyzed. It was seen from Fig.9 that too large or too smal-scale parameter makes the energy of the filter too concentrated or scattered, hence the appropriate range of scale parameter is [0.1, 1]. For the position parameter, according to the size of the sample, the appropriate selection range is [0, N ] and N is the size of the sample. And for direction parameter, the selection range is [0, π). In Fig.10 , the parameters are discretized with the same interval at the range mentioned above. The x-axis is the parameter number, and the y-axis is classification accuracy. It is noticed from Fig.10 that there are no significant changes in scale and position parameters with an increase in the parameter number, and however, direction parameter has more significant influence on classification results. Hence in the proposed method, we only discretize direction parameter and take scale parameter α = 0.5, and position parameter b = N /2. For the direction number, the classification accuracy has a dramatical tendency by increasing direction numbers from 2 to 6, followed by a slight change after the direction number grows higher than 6. Taking the performance and computational cost into account, the direction number is selected as 6 in the proposed method.
C. COMPARISON OF RESULTS
In this section, the proposed method is compared with fifth available methods to verify its effectiveness. In the proposed method, 200 superpixel-level samples per class are randomly selected for training. For a fair comparison, we convert the superpixel-level samples into pixel-level samples, and each pixel within the superpixel-level samples are used as independent training samples for the comparison methods. The comparison methods are list as follows.
Traditional spectral-spatial method: EMAPs method [11] is a widely-used method and always received better classification results.
Spectral-based method: SAEs-based methods [25] are used for comparison.
Deep learning-based methods: Gabor-CNNs [39] , 3D CNNs [26] , and superpixel-based 3D CNNs (SP-CNNs) methods are used for comparisons. SP-CNNs are an improvement of 3D CNNs in superpixel-level sample selection, and the sample selection process is the same as the proposed method.
Figs.11-13 shows the classification results, and Tables 1-3 show the classification accuracies of the proposed methods and the comparison methods. Grss_dfc_2016 data and Xi'an_QB data have more complex scenes and higher classification difficulty. SAEs suffer a serious noisy classification, especially for Grss_dfc_2016 data and Xi'an_QB data. Therefore, for complex scenes, classification method with only spectral information is not ideal, and combine the spatial and spectral information can obtain much better classification results. EMAPs have a significant improvement in noise suppression for Aeria image data, but only a slight increase for complex scenes. Obviously, deep learning-based methods achieve higher classification results in terms of regional consistency and classification accuracy. Further-more, the proposed method has better performance. For Aeria image data, the buildings have a more accurate classification, and for Grss_dfc_2016 data and Xi'an_QB data, more details are maintained, and higher classification accuracies are achieved.
Although the proposed method has proven to be effective for VHR remote sensing images classification, it still has some limitations. In the proposed method, the samples are selected according to the superpixels, therefore, the classification boundary depends on the segmentation results of superpixels. In VHR images, the determination of boundaries is easily affected by the mixed pixels, therefore, the proposed method does not perform well at the classification boundary. Especially for the Grss_dfc_2016 data, the classification scenes are too complicated and the classification result is not ideal. If the classification boundary can be optimized, the classification results can be further improved, which we need to be further studied. 
IV. CONCLUSION
This paper proposed MRCNNs model combining ridgelet and CNNs. In the proposed scheme, high-level features are extracted by convolutional filters to promote regional consistency, and low-level features are captured by ridgelet filters to obtain more detailed information on the classification maps. And then, high-and-low level features are combined together under a multi-resolution framework to enhance the robustness and classification performance of the traditional CNNs.
Experiments were conducted on three VHR remote sensing images with different land cover events, including individual building and building groups. Experimental results present the effectiveness of the proposed method. Meanwhile, the performance of the proposed method is compared with that of five state-of-the-art approaches, including spectralbased deep learning-based methods, and spectral-spatial deep learning methods. The advantages of the proposed MRCNNs can be summarized as follows: (1) The proposed method can achieve appealing regional consistency in classification map, especially for Aeria image data, (2) the proposed method can maintain the detailed information more adequately, and (3), the proposed method is effective for the identification of building groups, as is revealed obvious in Grss_dfc_2016 data. In terms of classification quantify, for Aeria image data, the accuracy of the proposed method is higher than that of the 3D CNNs and Gabor-CNN methods by 1.31% and 3.40%, respectively; for Grss_dfc_2016 data, the accuracy of the proposed method is higher than that of the 3D CNNs and Gabor-CNN methods by 3.65% and 3.87%, respectively; for Xi'an_QB data, the accuracy of the proposed method is higher than that of the 3D CNNs and Gabor-CNN methods by 5.92% and 4.44%, respectively. Therefore, these experimental results show the effectiveness of the proposed method. Furthermore, the proposed method achieves satisfied classification results even with smaller training samples, as is shown in Fig.14 .
Accurate identification of land-cover/land-use boundaries has been a difficult problem in VHR image interpretation, especially for the complex scenes. Therefore, further investigations mainly focused on the accurate boundary discrimination and further improvement of the classification accuracy.
