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INTRODUCTION 
Waltman [l] has demonstrated that all solutions of the differential equation 
x” + m(t) x2n--1 = 0, n a positive integer, (0.1) 
where m(t) E CIO, + co), are oscillatory if 
I 
m 
m(7) dT = + co. 
0 
(0.2) 
The importance of this condition lies in the fact that m(t) > 0 is not assumed 
as is the case in earlier works [2, 31. 
The purpose of this note is to develop some oscillation theorems for dif- 
ferential equations of the type 
(&> 4’ + @>g(x) = 0, (0.3) 
where e(t), m(t) E CIO, + co), 8((t) > 0, and g(x) E C(- co, + co). Our 
Theorem 1.1 contains as special cases the results of Leighton [4] and 
Wintner [5] for the linear case, and the result of Waltman for the nonlinear 
case. Our Theorem 1.2 is a sort of a comparison theorem and allows us to 
establish Theorem 1.3, which may be considered as a generalization of the 
following well-known result. 
THEOREM 0.1. If  J” g(f) d5 --f + 
x # 0, then all solutions’of the equation 
cc as x--t&m, and xg(x)>O for 
xn + g(x) = 0, (0.4) 
are oscillatory (indeed all solutions are periodic in this case). 
*The author acknowledges partial support of the National Science Foundation 
under grant GP-4582. 
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1. OSCILLATION THEOREMS 
We shall assume throughout that all solutions of the differential equations 
considered below are defined in the future; i.e., they are functions 
u(t) E C2[t, , + co) for some t, 3 0. A solution will be said to be oscillatory 
if it has an infinity of zeros on an interval [to , + 00) on which it is defined. 
An equation will be called oscillatory if all of its solutions are oscillatory. 
We remark that uniqueness of solutions satisfying some given initial condi- 
tions is not assumed. 
We are now ready for our first theorem. 
THEOREM 1.1. Let 
Let the function g(x) be such that 
xg(x> > 0, 
and 
g’(X) = 9 > 0 for all x. 
Then all solutions of (0, 3) are oscillatory. 
PROOF. Assume the theorem is false. Then there is a nonoscillatory 
solution u(t) of (0,3). Assume that u(t) > 0 for t > to (the case u(t) < 0 can 
be treated similarly). u(t) satisfies the identity 
V(t) u’(t)l’ + m(t) g(W) = 0, (1.5) 
which for t > to may be written as 
m u’(t)l’ 
g@(t)) 
+ m(t) 5 0. (1.6) 
Integration of (1.6) yields 
et> u'(t) 4to) Go) 
m- kwo)) + j;)'(T) & + jIo "+) & = 0, (l-7) 
P(t) = w [$&‘dW). 
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Since p(t) 2 0, we conclude because of (1.2) that 
w w 
m--CO 
as t++cO. (l-8) 
Consequently u’(t) < 0 for all large t, say t > T,(> t,,). Indeed (1.5) yields 
on integration 
z!(t) u’(t) - q T) u’(T) + 1; m(T) g@(T)) dr E 0. (1.9) 
Now consider the integral in (1.9). We have 
j; 44 gW>> dT = MT)) j:, 44 do - A4 TN ,I 4~) do 
- j&T)) u’(T) [ j, m(s) ds] dT* 
(1.10) 
Since siO m(T) d T--+ CO as t--+ f co, we may choose T> T,, such that 
JgO m(s) ds = 0, and JiO m(s) ds 2 0 for t > T. With such a choice of T we 
get from (1.9) 
44 W -f(T) u’(T) + g(W) jLo 44 dT 
(1.11) now gives 
and this yields 
- jig’(u(T)) U’(T) [j, m(s) ds] dr E 0. (1.11) 
Qt) u’(t) <W) u’(T), (1.12) 
u(t) - u(T) < t(T) U’(T) j$ dT. (1.13) 
Since k’( T) u’(T) < 0, we conclude that s(t) + - co as t ---f + co. A contra- 
diction. The theorem is proved. 
We now enquire how far the restriction g’(x) 3 0 imposed in the above 
theorem can be relaxed. Towards this end we consider equations of the type 
(44 x’)’ + m(t)&) +f(t, 4 = 0, (1.14) 
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wheref(t, x) is continuous and defined for t E [0, CO), x E (- 00, + co). We 
have 
THEOREM 1.2. Let 8(t), m(t), g(x) satisfy conditions of Theorem 1.1. Let 
f(t, x) satisfr 
xf (t, x) > 0 for all x andfor a21 t E [to, 03). (1.15) 
Then (1.14) is oscillatory. 
PROOF. The proof follows the same lines as that of the last theorem and is 
omitted. 
We have now the following theorem, which may be derived as a corollary 
of the above theorem. 
THEOREM 1.3. Let 
I 
co 
m(t) 2 0 for t b to, and m(T) dT = + co, 
to 
xg(x) > 0, x # 0, 
and 
lirr$f g(x) > 0, li”,ttp g(x) < 0. 
Then the equation (0.3) is oscillatory. 
(1.16) 
(1.17) 
(1.18) 
(1.19) 
PROOF. Observe that if (1.18), (1.19) hold, g(x) may be written in the form 
g(x) = 44 +fW, (1.20) 
where f (x) and h(x) satisfy the conditions xh(x) > 0, xf (x) 2 0, h’(x) > 0. 
Thus (0,3) may be written as 
j?(t) ~‘1’ + m(t) h(x) + m(t>f(x) = 0. (1.21) 
Since the conditions of Theorem 1.2 hold for (1.21), we conclude the desired 
result. 
Indeed it is possible to give an independent proof of this last theorem. 
ALTERNATE PROOF OF THEOREM 1.3. Let the theorem be false. Then 
there is a solution u(t) of (0.3) such that u(t) # 0 for t >, t, . Assume that 
u(t) > 0 for t > t, . Then the identity (1.5) shows that 
Mt) W)l’ < 0 for t 3 t, . (1.22) 
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Consequently Q(t) u’(i) is decreasing and has a limit C, where C may be 
positive, zero, negative, or - a3. The last two cases are impossible as they 
imply that u’(t) < 0 for large t, so that if we consider (1.9) with u’(T) < 0, 
divide by 8((t) and integrate, we can conclude u(t) --f - co as t--t + co, 
which is a contradiction. This shows that u’(t) 2 0, and so u(t) is increasing 
and tends to a limit, which may be positive or + co. In either case the integral 
in (1.9) diverges to + co, showing that 8(“(t) z/(t) -+ - co, which has already 
been ruled out. This establishes Theorem 1.3. 
Finally, we give an example to show that conditions (1.19) in Theorem 1.3 
cannot easily be relaxed. 
EXAMPLE. Consider the differential equation 
1 c 3 ’ 7 x’+ f g(x) = 0, 
where g(x) = x for / x 1 < 1, and g(x) = I/x for j x 1 > 1. This differential 
equation has a solution x = t, for t > 1. This solution is not oscillatory. 
Notice that conditions (1.16)-( 1.18) of the above theorem are satisfied, but not 
the condition (1.19). 
Thus, in the general situation considered in Theorem 1.3, the condition 
(1.19) cannot be replaced by Jc”g([) d( = + co, as is the case in Theo- 
rem 0.1. 
REMARK. I f  in the above theorem the condition (1.19) is not assumed, 
then following the steps in the alternative proof of Theorem 1.3, one can 
establish that all bounded solutions of (0,3) are oscillatory. 
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