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Abstract. We present a detailed study of truncated SVD for column-partitioned matrices. In particular, we analyze the relation between the truncated SVD. of a matrix and the truncated SVDs of its submatrices. We give necessary and sufficient conditions under which truncated SVD of a matrix can be constructed from those of its submatrices. We also present perturbation analysis to ·show that an approximate truncated SVD can still be computed even if the given necessary and sufficient conditions are only approximately satisfied.
1. Introduction. In many applications, it is desirable to compute a low-rank approximation of a given matrix A E nmxn, and the matrix A can be large and/or sparse, see (5] , for example, for a list of application areas. The theory of singular value decomposition (SVD) provides the following characterization of the best lowrank approximation of A in terms of Frobenius norm II ·liP (3] (1, 2, 3] . In this paper we are concerned with an interesting issue which is motivated by some of the results developed in (12] where we dealt with the relation of truncated SVD and a special indexing method latent semantic indexing used [12] and stud:y truncated SVD of column-partitioned matrices in greater generality. We observed that in some applications, the A is naturally partitioned into several block columns: A= [A 1 , ... , A.] . In text categorization applications, for example, each column of A represents a document in a given text corpus, and A; consists of all the documents in the text corpus that are about a particular topic i. In dynamic information retrieval applications, A 1 can be the documents from an old text corpus, and A2, ... , A, are document collections added dynamically as new documents become available [9] . An important problem from those applications is the following: we have computed the To answer this question we need to study the relation between the truncated SVD of a matrix and the truncated SVDs of its submatrices. It turns out that a general theory can be developed and the questions we are interested in can be answered by certain special cases of the general theory.
The rest of the paper is organized as follows: In Section 2, we give necessary and sufficient conditions that guarantee a truncated SVD of a column-partitioned matrix A can be perfectly constructed from truncated SVD's of its submatrices. The orthogonality of certain submatrices of A plays an important role in specifying those conditions. We also relate the sufficient conditions to a class of matrices with the so-called low-rank-plus-shift structure [6, 7, 10] . In Section 3, we expand the results in Section 2 to the case where the necessary and sufficient conditions are only approximately satisfied by the given matrix A. We show that a truncated SVD of A can be approximately constructed from truncated SVD's of its submatrices. Along the way, we prove some novel perturbation bounds for truncated SVD of a matrix that are of their own interests. The case for matrices with low-rank-plus-shift structure is analyzed in some detail, and an improved perturbation bound is also derived. such that a truncated SVD of A can be constructed from those of the A; 's. At first glance, using only truncated SVD's of the A;'s certainly loses some information about the original matrix A. Therefore, in general, we can not expect to reconstruct a. truncated SVD of A perfectly from those of the A;'s. The goal of this section is to find conditions under which this can be done. We first present a general result which gives the necessary and sufficient condition for a matrix and its perturbation to have the same truncated SVD's.
NOTE. Throughout the rest of the paper, we will use the following convention:
whenever bestk(B) is mentioned for a matrix B, it is implicitly assumed that
is uniquely defined. THEOREM 
Let A= B +C. Then bestk(A) = bestk(B) if and only if
Proof We first deal with the "only if" part of the proof which is rather straightforward. Since CTbestk(B) = 0.
We can similar show bestk( 
REMARK. The conditions listed in Corollary 2.4 seem to be rather complicated, however, in some situations, we may be able to verify some stronger but simpler conditions. For example, the following two equalities imply the condition An example of this is given in Theorem 2.7. Now we show another interesting application of Corollary 2.4. Using Corollary 2.4, we need t~ first verify that
Since span{.A;-bestk,(.A;)} C span{A;-bestk,(A;)}, the above equality follows from the given condition. Next the inequality follows from a general inequality about the monotonicity of singular values established in [8] . 0 Matrices with Low-Rank-Plus-Shift Structure. As an application of the results established in the above corollaries, we consider a special class of matric~ that possess the so-called low-rank-plus-shift structure. This kind of matrices arises naturally in applications such as array signal processing and Latent Semantic Indexing in information retrieval [6, 7, 10] . Specifically, a matrix has the low-rank-plus-shift structure if its cross-product is a low-rank perturbation of a positive multiple of the identity matrix (cf. Equation (2.1)). We now show that matrices with low-rank-plusshift structure satisfies the sufficient conditions of Corollary 2. 
It is easy to see that each of the corollaries following Theorem 2.1 are direct consequences of the corresponding corollaries established above.
Perturbation Results for Matrices with Low-Rank-Plus-Shift Structure. Now we return to matrices with low-rank-plus-shift structure, and we consider the case the structure is only approximately satisfied. It turns out that the way this Perturbation Analysis of Truncated SVD 10 approximation is quantified has direct impact on the perturbation bounds we can derive. In the following we provide two theorems one with 0( .Jf:) and the other with O(t). The difference in the assumptions for the derivation of these two results is very subtle, but it gives rise to qualitatively different results.
To derive the perturbation bounds, we first need two technical lemmas which were proved in (12] 
The condition Ak(X) > 3t: 2IIAII3 ) REMARK. We notice that in order for the perturbation bound to be of order O(E),
Amin needs to be of order 0(1). EXAMPLE 2. Now we construct a class of matrices that satisfy the conditions of Theorem 3.10. For any orthonormal matrices U 1 and V 1 with k columns, let A= diag(Al, ... , AJ<), where A;» u 2 > 0 fori= 1, ... , k. Let
