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Spatial problems are often characterised by incomplete information, multiple conflicting 
evaluation criteria and a heterogeneous group of decision-makers. Implementation of 
existing analytical decision–making methods in a Spatial Decision Support System has 
been characterised by difficulties when dealing with uncertainty, criteria standardization, 
and group decision-making where there is no consensus. Another problem is the real or 
perceived difficulty of using such systems, leading to poor uptake by decision-makers. 
This paper discusses the development of a spatial decision support system (SDSS) using 
a new natural language approach to mitigate the abovementioned difficulties. The system 
is designed to aid site selection for large-scale infrastructure facilities at a strategic level, 
using a fuzzy multicriteria, multi-decision-maker framework and linguistic methods. We 
describe the theoretical basis of our approach, and its practical implementation in a GIS-
based System. A real world site selection problem involving the location of a new 
industrial facility at Brisbane Airport (Australia) is also worked through.  
 
 
1. Introduction 
 
Site selection for large-scale infrastructure facilities such as airports, highways, and 
heavy industry is often extremely complex. As multiple stakeholders are usually involved 
in the selection of a given location, there is a strategic need to take into account several 
criteria, which are often conflicting, incommensurate (measured on different scales) and 
subject to uncertainty. The weighting, or relative importance, of each criterion is often 
hard to measure, and may be the basis of disagreement amongst stakeholders. It is little 
wonder that solving such problems is described as a ‘surprisingly difficult task’ (Carlsson 
and Fuller, 1996). A core problem with this type of real world decision-making is that it 
is subject to uncertainty in the sense that the goals, constraints and consequences of 
possible actions are not always precisely known (Bellman and Zadeh, 1970). Much of 
this uncertainty is based upon the limited ability of decision-makers to quantify 
qualitative decision variables, some of which can only be expressed in statements of 
language, so they can be combined and processed according to some analytical 
procedure.  
 
A Spatial Decision Support System (SDSS) is a software tool used to aid the decision-
making process, and Geographical Information Systems (GIS) have traditionally been 
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used as the platforms upon which SDSS’s are constructed. However, while spatial 
decision support systems have been proven to increase decision-maker effectiveness 
when in use (Crossland, et al., 1995), there is generally poor technology uptake by 
potential users (Klosterman, 2000), and few applications are actually in use to support 
decision-makers in infrastructure siting decisions (Maniezzo, et al., 1998). The reason for 
such poor uptake is generally considered to be the real or perceived difficulty of using 
such systems (Lu, et al., 2001). 
 
Here we propose a new approach for the analysis of large-scale infrastructure site 
selection problems, and illustrate its incorporation into a SDSS. Our method is based on 
the linguistic approach to decision-making, which has been shown to be an effective tool 
for modeling qualitative information in real world decision-situations (Bonissone, 
1982;Herrera and Herrera-Viedma, 2000;Zadeh, 1976). Our aim is to develop a tool to 
aid selection of an optimal site based on multiple criteria, which incorporates a user-
friendly interaction process, acceptance of input from multiple decision-makers, and 
analysis of conflict, risk and uncertainty. We have chosen to focus on easy user 
interaction and meaningful feedback to enable decision-makers to retain maximum 
control over the process. In an environment where the best possible location may remain 
uncertain, we feel it is important to focus on the human side of this process rather than 
simply crunching out a numerical solution. To this end our approach is an iterative one 
that enables decision-makers to fully examine any possible solution, or set of solutions, in 
a dynamic way, allowing preferences to be re-evaluated as consequences are highlighted.    
 
The paper is structured as follows: Section 2 provides the basic concepts involved in site 
selection, and defines the terminology and notation used in our work. Some of the 
difficulties with existing approaches to site selection are then highlighted. Section 3 
details the new approach and it’s implementation in ArcView GIS, and section 4 provides 
an example involving the location of an industrial facility at Brisbane Airport. This is 
followed by a discussion of results.  
 
2. Site Selection 
 
2.1 Basic Concepts 
 
Spatial decision-making is generally categorized into two streams. The first relates to 
optimal locations for activities over a network. The second, and focus of this paper, seeks 
optimal site locations by considering multiple criteria. We refer to this second process as 
Multicriteria Evaluation (MCE). MCE methodologies have been shown to be very 
appropriate to deal with spatial decisions (Jankowski, 1995;Laaribi, et al., 1996;Pettit and 
Pullar, 1999). 
 
The terminology for describing multicriteria decision problems is often vague (Ribeiro, 
1996), and occasionally conflicting. For the sake of clarity here we have grouped the core 
elements of a site selection problem into three primary dimensions, with corresponding 
terminology as shown in Table A1 in the appendix. The terminology defined here is 
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generally consistent with decision-sciences, spatial decision-making and fuzzy logic 
literature, although individual definitions may vary. 
 
 
 
In our approach we use the following notation to represent the different components of 
the site selection problem. 
 
A = (A1,A2,……AI)                The set of I feasible alternatives 
C = (C1,C2,……CJ)                The set of J criteria 
D = (D1,D2,……DK)   The set of K decision-makers 
 
Wk = (Wk1,Wk2,……WkJ)                 The set of criterion weights based on the kth 
 decision-maker’s preferences. 
 
Ufk  = (Ufk1,Ufk2…..UfkJ) The set of utility functions for each criterion based 
on the kth decision-maker’s preferences. 
 
R = 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
JKJ
K
RR
RR
..........
..........
1
111
M  
The matrix of relevance of the kth decision-makers 
opinion with respect to criterion j. 
 
 
Ok =   
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
JIkkJ
Ikk
OO
OO
..........
..........
1
111
M
The matrix of criterion outcomes for alternative i 
and criterion j, based on decision-maker k’s utility 
functions and weights. 
 
 
Using these decision variables, we now need to define an aggregation function f such that 
an overall suitability score can be assigned to each of the alternatives.  
 
 
Si = f(O1…k,R) The overall suitability score for alternative i is some 
function of each decision-makers preferences for 
criteria outcomes and weights, combined with their 
relevance to each criterion. 
 
2.2 The need for a new approach 
 
Generic MCE decision-making approaches used in site selection work by assigning 
single numerical values, or symbolic linguistic labels to decision variables such as criteria 
outcomes and weights. An overall suitability is then obtained by an aggregation function, 
most commonly a linear weighted summation for numbers, or by Min and Max 
operations on symbolic labels. Several shortcomings to current approaches have been 
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highlighted in the literature. The process of standardizing incommensurate criteria 
continues to provide a major challenge (Eastman, et al., 1995;Jiang and Eastman, 2000). 
Deriving criterion weights, particularly when multiple stakeholders are involved, is 
difficult as any given group will usually exhibit some variance of opinion (Herrera, et al., 
1996), and a robust methodology for accepting inputs from multiple stakeholders is 
required (Jankowski, 1995). The final step of deciding which particular solution provides 
the absolute best location for the facility in question when several solutions have a similar 
rating has proved difficult (Eastman, et al., 1995). Also, the use of MCE in computer-
based decision support systems is limited by the fact that highly capable analytical 
systems are often used as simple visualisation tools, primarily due to difficulties in use 
and understanding of such systems by strategic decision-makers (Klosterman, 
2000;Maniezzo, et al., 1998). 
 
The new approach defined below will contribute to overcoming shortcomings with 
existing methods in three ways. Firstly, we dispense with the need for complex 
mathematical input and scale transformations. Decision-makers interact with the system 
by defining and using a linguistic term set, making rating and weighting of alternatives 
simpler. Secondly, the approach allows inputs from multiple decision-makers, 
overcoming the need to generate a consensus on decision variables before analysis. 
Finally, outcomes are generated as parameter based fuzzy numbers instead of a single 
value, thus enabling the inclusion of uncertainty in final ratings, use of linguistic labels 
and adding resolution to the process of choosing between alternatives. 
 
3. The natural language approach 
 
3.1 General Framework  
 
Figure 1 shows the general framework for the proposed approach. It is a two-phase 
method where the final location is sought via an iterative process of reducing alternatives. 
In Phase 1, decision-makers define the problem, the criteria and the term set used to 
describe the decision variables. The overall set of possible alternatives is then defined, 
along with each decision-makers preference for criterion outcomes, weights and the 
decision-maker relevance matrix.  The final step in Phase 1 is an aggregation to bring all 
this information together into an overall suitability score for each alternative.  
 
Phase 2 involves exploration and reduction of alternatives. Measures of conflict, risk and 
uncertainty are interactively generated from the data provided in Phase 1 and decision-
maker preferences for these parameters. They provide extra dimensions by which to rate 
and rank alternatives, and thereby reduce them by consensus. The desired outcome of this 
process is the selection of a site or sites, which conform to the strategic needs of decision-
makers. Once the strategic analysis has been performed, it may be necessary to analyse 
tactical and operational issues using a more specific modelling procedure, and to consider 
micro-placement issues such as footprint and orientation before making a comprehensive 
decision. This last non-strategic phase is not discussed here. 
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Figure 1: The proposed model for site selection  
 
The next section introduces some fundamental fuzzy logic, which is necessary to 
understand the methods that are used within the overall framework. 
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3.2 Basic concepts of fuzzy logic 
 
As the natural language approach proposed here is based upon fuzzy logic. We will first 
introduce the basic concepts, and then discuss the technique. In set theory a set is defined 
as a collection of definite and distinct objects. Objects are either contained within the set 
or outside the set. Fuzzy set theory on the other hand applies a degree of membership 
instead of considering an object as either strictly in or out. 
 
If X is a collection of objects [x], then a fuzzy set A in X is a set of ordered pairs: 
 
A = {(x, μA(x))|x∈X}         (1) 
  
Where μA(x) is the membership function of x in A. 
  
The membership function maps x to the membership space [0,1]. If μA(x) assumes only 
the values 0 and 1, A is said to be a crisp set. 
 
A fuzzy number M is a convex normalised fuzzy set. It is piecewise continuous and has a 
peak value of 1. For simplicity, parameter based representations of fuzzy numbers, have 
become more widely used in the literature. Several authors consider that linear 
trapezoidal fuzzy numbers (see Figure 2) are suitable to capture the vagueness of 
linguistic assessments, since it may be impossible and unnecessary to use more complex 
representations e.g. (Bonissone and Decker, 1986;Delgado, et al., 1992;Tong and 
Bonissone, 1980). Other representations such as Gaussian functions are also available, 
but here we choose the trapezoidal form as it is simple to produce and capable of 
producing an infinite number of both symmetrical and non-symmetrical distributions. A 
standard linear trapezoidal fuzzy number (TFN) T can be represented completely by a 
quadruplet Tpz(a,b,c,d) as shown in Figure 2. The bandwidth form for TFN’s (a,b,α,β). 
where (a,b) is the core and α and β are the left and right bandwidths respectively, is also 
used in our work. It is also useful that crisp numbers (a = b = c = d) can be represented in 
trapezoidal form. 
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Figure 2: Typical Linear Trapezoidal Fuzzy Number Tpz(a,b,c ,d) 
 
 
 
 
3.3 Generation of the linguistic term sets 
 
The natural language approach to decision analysis relies on a systematic use of words to 
characterize the values of variables, probabilities, relations, and truth-values of assertions. 
The central concept is that of a linguistic variable whose values are words or sentences, 
which serve as the names of fuzzy subsets of a universe of discourse. The linguistic 
approach represents a blend of quantitative and qualitative analysis by using numbers to 
make the meaning of words more precise (Zadeh, 1976). 
 
A linguistic variable is generally characterised by the quintuple (X, T(X), D, Y, M) 
where:- 
 
X  is the name of the variable. (e.g. Age) 
T(X)  is the term set which gives x it’s linguistic values. (e.g. Young, Not Young,…Old, 
etc) 
D  is the universe of discourse. (e.g 0-150) 
Y is a syntactic rule which generates the terms in T(X).  
M is a semantic rule which associates with each term, x, in T(X) its meaning, M(X). 
The meaning is defined by a membership function μ(x) which associates each member of 
D with a degree of compatibility in x, within the interval [0,1].   
 
 
 8
In our approach four term sets are required:  
 
T(S) site suitability terms 
T(W) terms for weighting of criteria and decision-maker relevance 
T(U) terms describing the level of uncertainty  
T(G)  terms for generating new suitability terms in T(S) 
 
Generation of linguistic term sets involves two primary considerations. The first is the 
selection of a grammar, i.e. the cardinality of the term set and syntactic labeling as 
defined by a syntactic rule. The second is how to define a semantic for each term, which 
in this case will take the form of a trapezoidal fuzzy number, via a semantic rule.  
 
3.3.1 Notion of grammar 
 
On the issue of grammar we first consider cardinality i.e. the number of terms in the set. 
The term set should be small enough to be manageable and not impose unnecessary 
precision, yet comprehensively cover adequate discrimination of assessments. Typical 
values of cardinality are odd numbers, usually close to 7, with the middle term centered 
on a utility of 0.5 (Herrera and Herrera-Viedma, 2000). The labels themselves can be 
generated using either a context-free grammar consisting of pre-existing primary terms, 
which are expanded upon using the syntactic rule G, or by means of an ordered structure. 
However both approaches imply limitations on flexibility and do not allow decision-
makers to interactively generate new terms. For example, when considering the 
importance of a criterion, where does one place the word ‘significant’ within a set such as 
{…., unimportant, moderately important, important, …..}.  
 
We propose a hybrid method, whereby we include a set of 5 primary suitability terms 
P(S) based on an ordered structure, which may be enhanced by the addition of a 
maximum of four new user specified terms N(S). The term generation term set T(G), 
enables users to interactively generate additional suitability terms via a linguistic 
comparison to existing terms. All term sets other than suitability are composed only of 
primary terms, and are not subject to additions. Primary terms are as follows: 
 
Primary suitability terms: P(S) = {s0 = totally unsuitable, s1 = bad, s2 = indifferent, s3 = 
good, s4 = perfect} 
 
Primary weighting terms: P(W) = T(W) = {w0 = irrelevant, w1 = unimportant, w2 = 
moderately important, w3 = important, w4 = critical} 
 
Primary uncertainty terms: P(U) = T(U) = {u0 = very certain, u1 = certain, u2 = 
moderately certain, u3 = uncertain, u4 = very uncertain} 
 
Generation terms: P(G) = T(G) = {g0 = zero, g1 = very small, g2 = small, g3 = medium, 
g4 = large, g5 = very large} 
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The advantages of approaching the issue of term set generation in this way are that we 
maintain cardinality of the suitability set between 5 and 9, provide a solid foundation 
structure that broadly covers all possible values, and also enables decision-makers to 
include terms with a specific contextual meaning. A consequence is that semantic 
definition is a little more complex, although this is transparent to the user. 
 
3.3.2 Semantic definition 
 
There are a number of options for semantic definition of a linguistic term. Approaches 
used range from assuming a symmetrical distribution of terms on the given universe of 
discourse and allocating each term a subdomain within it (Yager, 1995), to more complex 
approaches whereby the term set can be non-symmetrical and subdomains are further 
characterized by fuzzy membership functions (Herrera, et al., 1996), such as the 
trapezoidal fuzzy numbers described above.  
 
Our strategy utilizes two types of semantic definitions. Suitability terms are characterized 
here as trapezoidal fuzzy numbers, whereas all other terms are allocated crisp values. The 
advantage sought in combining fuzzy and non-fuzzy semantic values is to preserve the 
extra information conveyed by a fuzzy number, without falling victim to the problems of 
multiplication and division of two TFN’s. The multiplication and division operators 
proposed for use on TFN’s are only approximations (Bonissone, 1982), leading to, 
among others, the problem of an unwarranted increase in the support. Proposed semantic 
definition of primary terms is shown in Figure 3 and Table 1.  
 
0
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0.7
0.8
0.9
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Utility
μ Totally 
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Bad Indifferent Good
Perfect
 
Figure 3: Primary linguistic suitability terms 
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Table 1: Semantic definition of primary terms 
 
Suitability (as a TFN) Weighting Uncertainty Term generation  
Totally 
unsuitable 
 
(0,0,0,0) 
 
Nominal 
 
.1 
 
Very Certain 
 
.1 
Zero** 
Very Small 
0 
.1 
Bad  (0,.1,.2,.3) Unimportant .3 Certain .3 Small  .3 
Indifferent (.3,.4,.6,.7) Moderately 
Important 
.5 Moderately 
Certain 
.5  
Medium 
.5 
Good (.7,.8,.9,1) Important .7 Uncertain .7 Large .7 
Perfect (1,1,1,1) Critical 1* Very Uncertain .9 Very Large .9 
* This is the static value & may also be dynamic - see section 3.4.3 
** The term g0 = zero allows re-labeling of any term. 
 
3.4 Term set operations 
 
Three operations are performed on linguistic terms prior to aggregation. They are 
generation of new terms, uncertainty scaling, and derivation of the semantic value of 
critical importance. All are relatively simple, and do not alter the computational 
efficiency of the overall analysis.   
 
3.4.1 Generation of new terms 
 
New terms are added to increase the resolution of the term set, whilst still preserving the 
ordinal quality of the set. The first step in this process is choosing the term that will 
immediately precede the new term in utility. The semantic value of the new term will lie 
between this term and the next term above, and is derived via the following equation: 
 
gxxxx )(' −+− −+=           (2) 
 
 
Where: 
 
'x  is the value of the new breakpoint 
−x  is the value of the breakpoint in the lower term 
+x  is the value of the corresponding breakpoint in the higher term 
g  is the generation term 
 
Figure 4 shows the new term ‘Excellent’ which is described as a ‘Large’ increase upon 
‘Good’. The new term can now be used as a base for the description of further terms, 
creating the possibility of infinite variations via an iterative process. It is also useful that 
the supports of new terms decrease as they approach 0 and 1, as the terminal terms tend 
to imply less linguistic uncertainty.  
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Figure 4: Term generation 
 
3.4.2 Uncertainty scaling 
 
In the linguistic approach to decision analysis, the use of linguistic labels implies a level 
of linguistic uncertainty. Separate to this is the quantitative uncertainty created by 
uncertainty in measurement of the source variable on which the label is placed, which 
also directly impacts the decision process (DeBruin and Bregt, 2001). In the case of 
environmental value for example, the estimate provided is usually based on incomplete 
information, due to our limited understanding of the complex nature of natural systems 
(Christensen, 1996). Thus saying a site of ‘low’ environmental value is ‘good’ for 
development contains two measures of uncertainty. The first pertains to the assessment of 
environmental value, and the second applies to the vagueness of the suitability term 
‘good’. The question now arises how to include quantitative uncertainty as a separate 
factor into the analysis process. Here we propose a scaling operation performed upon the 
linguistic suitability term. The operation is described by equation 3. 
 
 ( ) ( )
( ) ( ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−+−−+
−−−−−−=
))((,))((
,))((,))((
),(
bnbn
bnbn
n uuadduubcc
uubcbuuada
usU χχ
χχ
)     (3) 
         
 
Where: 
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),( nusU  is the uncertainty scaling operation for suitability term s  
un.  is the uncertainty term used in the scaling operation 
bu  is the base uncertainty term (The term which represents the inherent quantitative 
uncertainty in the un-scaled term) | {Here we choose 5.0=bu } 
 
 
⎪⎩
⎪⎨
⎧
≤
≥
=
otherwise  
0 if 0 
 1 if 1 
)(
x
x
x
xχ  
 
 
Figure 5 illustrates uncertainty scaling on the suitability term ‘good’. 
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Figure 5: Scaling for uncertainty 
 
 
3.4.3 A dynamic semantic definition of importance 
 
The representation of importance assessments via linguistic terms with static semantic 
definitions has inherent limitations. These stem from the fact that some classifications of 
importance are dependant on other values of importance in the set. For example, one may 
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wish a criterion to be weighted so heavily as to outweigh all other criteria. We define this 
as critical importance. 
 
The concept of critical importance is defined here as, an importance measure that enables 
one criterion to dominate the outcome in an aggregation. This is not equivalent to 
evaluating an alternative on the basis of that criterion alone, as alternatives with similar 
ratings for the critical criterion are further classified according to other criterion 
outcomes. In our approach the weighting of criteria is achieved with an ordinal linguistic 
scale, and the concept of critical importance is not handled effectively by this method 
alone. When using critical importance it is therefore necessary to generate the semantic 
values of weights as a function of the other weighting terms in the set, as shown in 
equation 4. 
 
 
∑
=
=
N
n
k
n
k
c WNW
1
2          (4) 
 
Where 
 
k
cW = The critical weight for decision-maker k 
k
nW  = The static weight of factor n (the static weight of critical is 1) 
N   = The number of weights in the set 
 
If the results of the weighted aggregation are used as inputs to another aggregation, as 
ours are, the final step is to normalize all weights in the set by dividing by Wc. 
 
The concept of critical importance may be used in our approach for the set of criteria 
weights specified by a single decision-maker, the set of decision-maker relevance weights 
for each criterion, and the set of parameter weights defined in Section 3.8. Critical 
importance can only be implemented once in any set of weighting factors.  
 
 
3.5 Creating suitability maps from criterion outcomes 
 
A suitability map is a representation of how a given criterion varies over space. At a basic 
level there are two main classes of suitability maps: discrete and continuous. Discrete 
maps are those based on categorical variables such as land use or zoning. Such variables 
are relatively simple for decision-makers to translate into linguistic utility values. 
Continuous variables such as slope, proximity or elevation may also be discretely 
categorized using cutoff values. However a common flaw in spatial decision-making is 
the unreasonable level of accuracy implied when using this method. For example, if we 
specify an acceptable site must be within 5km of a river, why is a site 4.99km away 
acceptable and a site 5.01km away unacceptable (Malczewski, 2002)? There is usually 
ambiguity and imprecision in defining such cut-off values, which are better represented 
with continuous utility functions.  
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Utility functions map attribute values to a [0,1] utility scale as shown in Figure 3. Criteria 
defined this way belong to a general class termed fuzzy measures (Jiang and Eastman, 
2000), as this process yields a fuzzy set on the universe of discourse defined by the range 
of raw values of the criterion. 
Slope
0
0.2
0.4
0.6
0.8
1
0 2 4 6 8 10
Base Value (%)
U
til
ity
 
Figure 6: The variable slope as a fuzzy measure 
 
 
While fuzzy measures may be used to generate inputs to fuzzy data processing 
procedures, such as fuzzy inference systems, the utility value given for each attribute 
value is crisp not fuzzy. Although crisp numbers may be processed by the method 
outlined in Section 3.6, it is perhaps more realistic to represent utility values as a fuzzy 
quantity, similar to those defined in a term set. However there is now a dichotomy 
between the discrete number of terms and the continuous variation of the attribute value. 
In our work both the continuous nature of the variable as described by its utility function 
Uf and the fuzziness of its utility value are preserved using the following fuzzification 
formula: 
 
),,,( βαbaTPZOijk =    |  i = 1…I, j=1…J, k=1…K   (5) 
 
Where 
 
)(iUfa jk=            
)(iUfb jk=            
2))
2
()(( jkjkjk iUfiUf
Δ−−=α         
2))
2
()(( jkjkjk iUfiUf
Δ+−=β         
and 
jkΔ  is the criteria fuzziness constant for criteria j from decision-maker k. 
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The criteria fuzziness constant jkΔ is measured in the raw units of the attribute in 
question. It provides a measure of how sensitive site suitability is to changes in the 
variable. The constant is obtained from the decision-maker by asking a question such as 
‘how much would the variable need to change to generate a perceptible change in a 
potential sites suitability?’, thereby providing the decision-maker with a means to express 
their level of quantitative uncertainty. 
 
This method requires a utility function as a base measure of the variable, and we also 
accomplish this linguistically by allowing the decision-maker to add points to the 
function and specifying a linguistic value for the point as shown in Figure 7. The 
numerical utility value used is the center of gravity of the semantic definition of the label 
(see equation 14). Points are then joined via linear line segments. Other numerical 
methods may also be employed using non-linear functions, such as exponentials or 
Gaussian distributions. 
 
 
 
Figure 7: Linguistic creation of suitability maps 
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3.6 Aggregation procedure 
 
An aggregation procedure brings together all the decision variables to produce an overall 
evaluation of each alternative. There are many possible aggregation methods, and the 
choice here is made with three requirements in mind: 
 
• The procedure should yield a trapezoidal fuzzy number representative of the 
alternatives overall utility and uncertainty, with its membership function 
normalised onto the universe of discourse of utility values between 0 and 1. 
• The procedure should have a high resolution, making it easier to isolate the best 
alternative(s). i.e. the procedure should serve to limit the number of alternatives 
with the same rating. 
• The procedure should not be too computationally intensive, permitting the 
analysis of thousands of alternatives in a reasonably short period, enabling the 
user to interact with the system in real time. 
 
Here we propose a method based on fuzzy multiattribute decision-making theory as 
described by (Ribeiro, 1996). In order to process linguistic variables, procedures for 
performing arithmetic operations on the trapezoidal fuzzy numbers are needed. A 
comprehensive set of operations was developed by Bonissone (1982) and is used in our 
approach. The fundamental operations used here are addition, subtraction, multiplication 
and division.  
 
Our proposed aggregation procedure is described as follows: 
 
∑
=
=
J
j
iji OS
1
   |  i = 1…I      (6) 
 
Where 
 
iS   is the suitability of alternative i. 
ijO   is the overall criteria outcome for alternative i with relation to criteria j. 
 
and 
 
∑
=
×=
K
k
jkijkij ROO
1
         (7) 
 
Where 
 
ijkO  is the criteria outcome for alternative i with relation to criteria j and decision-
maker k. 
jkR  is the relevance of decision-maker k’s opinion with relation to criteria j. (derived 
in the next section) 
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 N.B. When a decision-maker is given critical importance in a set of decision-
maker weights for criteria j, the weights Rjk (k = 1..K) are first normalised by 
dividing by Wc
 
and 
 
 
jkjkijk WiUfO ×= )(          (8) 
 
Where 
 
)(iUf jk  is the utility function for criteria j from decision-maker k evaluated at 
alternative i 
jkW   is the weight assigned to criteria j by decision-maker k 
N.B. When a decision-maker uses critical importance in their set of 
weights, the weights are first normalised by dividing by Wc
 
The above equations output a fuzzy number representative of each alternative’s overall 
suitability. However, whilst isolating the best alternative is possible at this point it is not 
possible to provide a linguistic rating as yet. To derive a linguistic rating for each 
alternative we first carry out a normalisation stage. 
 
Normalisation of crisp numbers is very simple to achieve. One need only consider the 
following equation: 
 
minmax
min)(
xx
xxx −
−=Ν          (9) 
 
When dealing with fuzzy quantities however the situation is complicated by the fact that 
the subtraction and division operations for trapezoidal fuzzy numbers are only 
approximations, producing an unreasonable output using traditional normalisation. 
 
Here we overcome the problem by using crisp numbers for xmax and xmin., leaving only 
the problem of choosing these parameters. We choose xmin = 0, assuming this will always 
be the minimum utility, with xmax chosen as follows: 
 
Si max  = TPZ(amax,bmax,αmax,βmax) 
          (10) ∑
=
=
J
j
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1
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and  
 
Ufjk(max) is the maximum term from the term set of utility values. 
 
We now set xmax to be a crisp number in trapezoidal form.  
 
xmax = TPZ(amax, amax, 0, 0),  (bandwidth form)     (13) 
 
The choice of setting xmax to amax is made for term sets with a fuzzy number of zero right 
bandwidth as the maximum term. Another choice would be more appropriate for 
maximum terms differing in shape. Equation 8 will now produce meaningful results. 
Finally we treat all breakpoints in the resulting normalised set to the right of 1 as 
redundant, and set them to 1. 
 
3.7 Suitability rating and ranking 
 
Rating and ranking are two ways of interpreting the normalised suitability values for each 
alternative. Ranking provides a means to identify which alternatives are ‘best’, whereas 
rating provides a linguistic approximation of a fuzzy number, based on semantic 
similarity to a term set. 
 
There is a vast amount of literature on the ranking of fuzzy numbers (Fodor, et al., 1998). 
Some ranking procedures such as dominance relation require a series of pairwise 
comparisons that can create a substantial computational burden, particularly if a large 
number of alternatives exist. The simplest and most computationally efficient ranking 
methods are scoring functions that assign a crisp value to each set independently.  
 
The ranking method we implement here is based on a scoring function that measures a 
TFN’s centre of gravity along the x-axis. For fuzzy numbers with a non-zero area the 
score is calculated using equation 14. 
 
Rs(i) = Rs(TPZ(a,b,α,β)) = 
22
222
11
2
22
βα
αβ
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⎛ −
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aba     (14)  
Rating a fuzzy number via a linguistic approximation is essentially a pattern recognition 
problem, solved by extracting a set of features for comparison. As our suitability set is 
ordinal we simply choose the score from equation 14 as our feature for comparison when 
rating suitability:  
 
 
If ( ) (
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N
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SRsRSRsR −Λ=− −=        (15) 
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Where: 
 
sl  is the linguistic suitability term approximation operator 
ns  is the n
th term in a set of N-1 suitability terms 
iS  is the overall suitability of alternative I as a TFN 
 
It is important to note that the rating and ranking procedures outlined above have 
limitations. Firstly there is no measure of overall uncertainty, secondly the score used is 
the result of a compensatory aggregation procedure where a low score on one criterion 
can be offset by a high score on another. Finally there is no consideration of conflicts 
among decision-makers. In our approach we utilise these three factors to further 
discriminate amongst possible sites via interactive procedures to explore alternatives. 
   
3.8 Exploring alternatives: Conflict, Risk and Uncertainty 
 
When dealing with multiple decision-makers and qualitative, uncertain criteria it is 
extremely difficult to design an algorithm that solves siting problems to the satisfaction 
of all decision-makers in all situations. The relationship between the overall objective and 
the attributes used to measure it can, in reality, be dynamic, leading to changes in 
decision-maker preferences being made throughout the entire decision-making process. It 
is therefore appropriate to provide decision-makers with a set of tools for an interactive 
exploration of alternatives, as well as the option of generating an algorithmic solution. An 
even better approach is to merge these two operations, and we accomplish this by a 
process of iterative reduction of alternatives based on four dynamically assessable 
parameters. The parameters used here are 1) the result of the suitability scoring function 
2) the uncertainty rating 3) a measure for risk and 4) a measure for conflict  
 
We define risk as the probability of making a decision that does not satisfy all criteria 
according to some minimum standard. Risk is therefore apparent in alternatives that rate 
poorly on at least one criterion, and this may not be adequately represented in a 
compensatory aggregation procedure. A very bad score on a minimally weighted criterion 
may, in reality, affect the overall rating of an alternative much more than it’s weight 
suggests. Ordered weighted averaging has been proposed as a countermeasure to this 
situation (Yager, 1988), and may be incorporated into a weighted aggregation procedure 
to provide control over the level of compensation (Jiang and Eastman, 2000). However to 
utilise this approach decision-makers need to specify a precise value for the level of 
compensation, which may not always be possible, and our aim here is to avoid the need 
for non-linguistic input. Instead we generate a linguistic assessment of risk for each 
alternative using the result from equation 16 in equation 17: 
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Where: 
 
Rr(i) is the risk score for alternative i 
MinO  is the minimum outcome required to eliminate risk (specified linguistically by 
decision-makers) 
rl  is the linguistic risk approximation operator 
nr  is the n
th element of a set of N-1 risk terms (we use the term generation term set here) 
∧ is the minimum operator 
 
Our definition of conflict states that conflict occurs when an alternative is rated poorly 
and weighted highly on a criterion by one decision-maker, and is rated well, or weighted 
poorly on the same criterion by another decision-maker. Risk is a necessary but not 
sufficient condition for conflict, so our analysis is limited to those cells with a risk 
measure greater than zero. Conflict is assessed using equation 18. A linguistic assessment 
of the level of conflict is obtained in an identical way to that of Risk. Again the term 
generation terms are used as shown below: 
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Where: 
 
Rc(i) is the conflict score for alternative i 
 
 
We define the uncertainty inherent in an alternative by comparing the support of the 
fuzzy suitability rating to that of its corresponding suitability term modified for 
uncertainty. Uncertainty is rated linguistically by equation 19. The uncertainty score Ru(i) 
is the semantic value of the uncertainty term: 
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Where: 
 
ul (i)  is the linguistic uncertainty approximation for alternative i 
nu   is the n
th term in a set of N-1 uncertainty terms 
supp(x) is the width of the support of TFN(x)  
 
Dynamic assessment in our approach means that decision-makers can decide which 
parameters are most important as they explore and reduce the set of feasible alternatives 
in an interactive map-oriented environment. Users reduce alternatives by selecting 
minimum standards for each of the four parameters, or creating an overall adjusted 
suitability value for an alternative via equation 20, which is then used to generate an 
adjusted linguistic suitability rating using equation 15. Weighting of the four parameters 
is preferably achieved via consensus. However a non-weighted averaging of each 
decision-makers preference can also be used. 
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Where: 
 
A(i) is the adjusted assessment value of alternative i 
ws is the weighting of the suitability score 
wu is the weighting of the uncertainty score 
wr is the weighting of the risk score 
wc is the weighting of the conflict score 
 
Possible solutions can be individually examined interactively, bringing up information on 
individual criterion outcomes, and measurement of our four parameters. 
 
 
4 An example problem – locating a new industrial facility at Brisbane Airport  
 
Brisbane Airport (Australia) occupies 2800 ha of land, located 13km north east of the 
Brisbane CBD, adjoining Moreton bay. The site is flat and low lying, occupying part of 
the original Brisbane river delta, which has undergone extensive changes since the 1830s, 
with most of the original network of tidal waterways being replaced with constructed 
drains. Much of the vegetation on the site has been planted in the last 15 years, and was 
chosen to reduce the attraction of birds. There are, however, some environmentally 
sensitive areas to consider when locating new developments, as well as issues associated 
with airport facilities, and the effects of airport operations on surrounding areas.  
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The hypothetical problem we work through here concerns the location of a new 
construction and demolition facility, where the viable alternatives are those unoccupied 
areas within the airport grounds. A group of three decision-makers is assembled, 
comprising the Airport planning manager, Environmental officer, and the developer of 
the potential new facility. Analysis is conducted in ArcView 8.1 GIS using our set of 
tools implementing the new method. Raster data layers represent the area of study with 
10m by 10m cells being analysed. To illustrate the technique we follow the mathematical 
analysis of five cells, as well as the visual analysis of the airport grounds as a whole. Also 
for simplicity in the example we rate the continuous criteria using discrete intervals and a 
direct linguistic assessment. 
 
The first act of decision-makers is to define the evaluation criteria and term set. Three 
evaluation criteria are proposed to assess potential sites, proximity to the existing 
runways, proximity to the rail line, and the environmental value of the land parcel. 
Decision-makers also decide to augment the standard suitability terms with two more. 
‘Excellent’ is described as a ‘large’ increase upon ‘good’ and ‘OK’ is described as a 
small increase upon ‘indifferent’. Decision-makers then input their assessments for each 
criterion by generating a suitability map as shown in Figure 7. The assessments for five 
alternatives and decision-maker relevance are shown in Tables 2-5. Uncertainty 
assessments are given in brackets next to suitability. 
 
 
Table 2: Decision-maker relevance 
 
 Rail Proximity Environmental Value Runway Proximity
Environmental Officer Unimportant Critical Unimportant 
Planning Manager Important Important Important 
Developer Important Unimportant Moderately important
 
Table 3: Criteria outcomes and weights for the Environmental Officer 
 
 Rail Proximity Environmental Value Runway Proximity 
Alternative 1 Indifferent (MC) OK (MC) Indifferent (MC) 
Alternative 2 Indifferent (VU) OK (U) Indifferent (VU) 
Alternative 3 Perfect (VC) Perfect (C) Bad (VC) 
Alternative 4 Excellent (C) Bad (C) Perfect (MC) 
Alternative 5 Good (MC) Bad (MC) Bad (MC) 
Weights Moderately Important Critical Important 
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Table 4: Criteria outcomes and weights for the Planning Manager 
 
 Rail Proximity Environmental Value Runway Proximity 
Alternative 1 OK (VC) Indifferent (C) OK (MC) 
Alternative 2 Good (U) Indifferent (U) Indifferent (MC) 
Alternative 3 Excellent (VC) Perfect (C) Bad (VC) 
Alternative 4 Excellent (VU) Excellent (U) Excellent (C) 
Alternative 5 Good (MC) Indifferent (MC) Bad (MC) 
Weights Important Important Important 
 
 
Table 5: Criteria outcomes and weights for the Developer 
 
 Rail Proximity Environmental Value Runway Proximity 
Alternative 1 OK (VC) OK (VC) Indifferent (C) 
Alternative 2 Indifferent (VU) Indifferent (VU) OK (VU) 
Alternative 3 Perfect (VC) Excellent (VC) Totally Unsuitable (VC) 
Alternative 4 Perfect (C) Good (C) Excellent (C) 
Alternative 5 Bad (MC) Indifferent (MC) Bad (MC) 
Weights Critical Unimportant Moderately important 
 
*Minimum criterion outcome for risk calculation is specified as indifferent   
 
 
Once all suitability maps have been created, an overall decision map is created via our 
aggregation procedure as shown in Figure 8. The compensatory site suitability results for 
our five alternatives are given in trapezoidal form in Figure 10, and exploration of 
alternatives is carried out via a tool that generates an instant analysis report as a possible 
site is clicked, as shown in Figure 9. Specifying minimum acceptable outcomes for 
compensatory suitability, conflict, risk and uncertainty may now be utilised to reduce 
alternatives. Alternatively, specifying the importance of all these factors enables the 
calculation of adjusted overall suitability rating and ranking. This is illustrated for our 
five alternatives in Table 6. In this case we assume a consensus on the weighting of the 
four parameters and Alternative 1 emerges as the overall winner because of its solid 
overall performance, despite the higher compensatory rating of Alternative 3, which is 
subject to risk and conflicts.  
 
 
 24
 
 
Figure 8: Creating a decision map 
 
 
 
 
Figure 9: Exploring alternatives 
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Figure 10: Fuzzy outputs 
 
 
Table 6: Adjusted overall suitability and ranking 
 
 
Compensatory 
Rank  
Compensatory 
Suitability Uncertainty Risk 
 
Conflict 
Adjusted 
Suitability 
Adjusted
Rank 
Alternative 1 3 OK Certain Zero Zero Good 1 
Alternative 2 2 OK Uncertain Zero Zero Good 2 
Alternative 3 1 Good Very certain Very large Medium Indifferent 3 
Alternative 4 4 Ok Certain Large Very large Indifferent 4 
Alternative 5 
 
5 Bad 
Moderately 
certain Large 
 
Large 
 
Indifferent 
 
5 
Weights 
 Moderately 
important Irrelevant Unimportant
 
Important 
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Table 6 illustrates how the ranking and rating of alternatives changes when conflict, risk 
and uncertainty are considered. In this case the mediocre compensatory rating of 
Alternative 1 is boosted by the fact that its criterion outcomes were certain and never bad. 
Alternative 2 is downgraded because of a high level of uncertainty, and Alternative 3 by 
risk and conflict. The rating of Alternatives 3, 4 and 5 as indifferent overall reflects the 
low resolution of the suitability terms for values below a medium score, which would 
become a problem in the absence of high rating alternatives. This can easily be dealt with 
by adding more suitability terms to this end of the scale via our procedure.  
 
 
5 Discussion 
 
One of the key concerns in any fuzzy linguistic systems is that they are based on the 
allocation of a semantic definition to words. Realistically it is very difficult to 
comprehensively justify such a representation. However the key question here is; can we 
do this in such a way as to produce meaningful results? There is a plethora of research 
literature that suggests this is the case. However the only reliable measure of success of 
any new fuzzy system is its ability to perform the desired task in practice. Unfortunately, 
in the case of a site selection problem under linguistic and quantitative uncertainty with 
multiple criteria and decision-makers, there is no proven way to derive a perfectly 
accurate solution to validate our results. Under such circumstances the key measures of 
effectiveness for such a system must be the satisfaction of the decision-makers that they 
achieved a tangible benefit by using the system, and that the selected site was successful 
over the projected life cycle of the facility.  
 
The results from the example problem confirmed that our system enables users to rapidly 
perform an analysis of potential locations based on multiple criteria and the linguistic 
inputs of multiple decision-makers. It provides natural language feedback on the decision 
environment, and a numerical ranking of possible solutions. Though designed primarily 
to function as a screening tool for strategic planners, it may be used throughout the 
decision process. The philosophy of providing a tool with the emphasis on aiding 
decision-makers to explore their own preferences instead of only deriving a solution is an 
important one. The ill-structured, uncertain, and dynamic nature of these types of 
decisions is such that there can be no sound mathematical proof of a correct solution. 
Under such circumstances the problem becomes one of extending human abilities 
through computer interaction and we have shown that a linguistic approach offers a 
workable way to achieve this outcome. 
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Appendix 
 
Table A1: Dimensions and terminology for site selection problems  
 
Dimension Description Terminology 
Criteria The criteria dimension 
encompasses the issues that 
are to be considered when 
assessing alternatives for a 
new site.  These issues will 
vary with location.  
CRITERIA: A generic term encompassing 
both objectives and attributes.  
OBJECTIVE: The overall desired 
outcome. Usually the top level of a 
hierarchy. Eg. Find the best site for the 
new terminal building. 
ATTRIBUTE: A measurable quantity 
subordinate to the objective. Eg. The cost 
of the land 
CONSTRAINT: An attribute measured on 
a Boolean scale. Eg. The site must be 
within a specified boundary 
FACTOR: An attribute measured on a 
graduated scale. Eg. The further away 
from the waterway the better 
WEIGHT: The relative importance of a 
given criterion. 
INCOMMENSURATE CRITERIA: Two 
criteria measured on different scales are 
incommensurate. Eg. Distance from a 
waterway is measured in meters and land 
cost in $  
Human This dimension encompasses 
the number and type of 
people involved and how they 
affect the decision-making 
process. 
DECISION-MAKER: An individual or 
collaborative group with direct 
involvement with, and influence on the 
decision-making process. 
STAKEHOLDER: An individual or 
group, directly affected by the decision. 
COLLABORATIVE DECISION: A 
decision made by a group of decision-
makers able to achieve consensus on the 
selection and importance of criteria before 
conducting an analysis. 
GROUP DECISION: A decision made by 
a heterogeneous group of decision-makers, 
whereby difference of opinion is factored 
into the analysis.  
Outcome The dimension on which 
alternative and criteria 
outcomes are defined.  
ALTERNATIVE: A discrete location in 
space representing a possible solution to 
the site selection problem. 
RATING: A linguistic term defining the 
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suitability of an alternative. Eg. Suitable, 
unsuitable, good, OK, bad, excellent 
RANKING: A measure defining how the 
alternative compares with all others. 
RISK: The probability of making a 
decision that does not satisfy all criteria to 
a minimum level.  
QUANTITATIVE UNCERTAINTY: The 
level of confidence placed in a rating or 
ranking, based on the accuracy of source 
data and knowledge. 
LINGUISTIC UNCERTAINTY: The 
inherent vagueness of a linguistic term. 
CRITERIA CONFLICT: When satisfying 
one criteria adversely affects another. 
DECISION-MAKER CONFLICT: When 
decision-makers disagree about the 
measurement or weight of a criterion. 
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