How to detect the topological degree (TD) of a function is of vital importance in investigating the existence and the number of zero values in the function, which is a topic of major significance in the theory of nonlinear scientific fields. Usually a sufficient refinement of the boundary of the polyhedron decided by Boult and Sikorski algorithm (BS) is needed as prerequisite when the well known method of Stenger and Kearfott is chosen for computing TD. However two linchpins are indispensable to BS, the parameter δ on the boundary of the polyhedron and an estimation of the Lipschitz constant K of the function, whose computations are analytically difficult. In this paper, through an appropriate scheme that transforms the problems of computing δ and K into searching optimums of two non-differentiable functions, a novel differential evolution algorithm (DE) combined with established techniques is proposed as an alternative method to computing δ and K. Firstly it uses uniform design method to generate the initial population in feasible field so as to have the property of large scale convergence, without better approximation of the unknown parameter as iterative initial point. Secondly, it restrains the normal DE's local convergence limitation virtually through deflection and stretching of objective function. The main advantages of the put algorithm are its simplicity and its ability to work by using function values solely. Finally, details of applying the proposed method into computing δ and K are given, and experimental results on two benchmark problems in contrast to the results reported have demonstrated the promising performance of the proposed algorithm in different scenarios.
Introduction
Topological degree (TD) is a concept of great importance in Nonlinear Analysis. Under certain conditions, its value, computed on an open and bounded region D, is equal to the number of zeros of a function within the interior of D.
Consider a class of Lipschitz functions with constant K, defined on the unit cube C,
s.t. ∀f ∈ , f (x) ∞ ≥ δ > 0, ∀x ∈ ∂C, where ∂C is the boundary of C.
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In numerous cases, the parameters δ and K are not known a priori. Usually, an underestimation of δ and an overestimation of K are sufficient for the computation of the topological degree, but the computation of these estimations is a difficult task and in cases where this is possible, it is performed analytically.
In this paper, a noval approach based on the Differential Evolution (DE) algorithm is proposed. Specifically, DE is employed to compute efficiently the parameter δ and an estimation of the Lipschitz constant K. Then, by applying Boult and Sikorski's (BS) optimal complexity algorithm,
1 a sufficient refinement of the boundary is obtained, which is required According to Stenger's theorem 2 to compute the topological degree. DE algorithm is a novel minimization method, capable of handling nondifferentiable, nonlinear and multi-modal objective functions, with few, easily chosen, control parameters.
3,4 DE turned out to be the best genetic type of algorithm for solving the real-valued test function suite of the 1st ICEC. 5 The crucial idea behind DE is a scheme for generating trial parameter vectors. Basically, DE adds the weighted difference between two population vectors to a third vector. In this way no separate probability distribution has to be used which makes the scheme completely self-organizing.
6,7
Although the two-dimensional case is mainly considered in this article, a generalization to higher dimensional problems is straightforward. The rest of the paper is organized as follows. In Sec. 2, the DE algorithm is described. In Sec. 3, some main concepts of the topological degree theory are briefly described and analyzed and in Sec. 4, experimental results are reported. The paper concludes with Sec. 5.
The Differential Evolution Algorithm
In mathematics, optimization is the discipline which is concerned with finding the maxima and minima of functions, possibly subjected to constraints. Optimization problem is defined as a computational problem in which the object is to find the best of all possible solutions.
8
Definition 2.1. 8 Objective function is defined to be a function associated with an optimization problem which determines the quality of a solution.
Definition 2.2.
8 Feasible region is defined to be the set of all possible solutions of an optimization problem.
For numerical optimization problems, we can define:
Definition 2.3. The general numerical optimization problems can be defined as: where However global optimums of many problems cannot be found as a matter of fact, so there comes the definitions of local optimum and solution space:
Definition 2.5. A local minimum t * ∈ S is defined as a point such that for some ε ≥ 0, are small enough such that the formula
solution space is a set of local minimums, that is
In order to find x ∈ S 0 with high probability, the typical challenges include: S 0 is often very small; little knowledge is available a priori for the landscape; and calculation time is finite.
Many methods based on generate-and-test have been proposed, such as Taboo Search (TS), 10 Simulated Annealing (SA), 11 Evolution strategy (ES), 12 Evolutionary Algorithms (EAs), 13 Particle swarm optimization (PSO), 14 and Differential Evolution (DE) algorithm 3,15 etc.
Differential Evolution (DE) algorithm grew out of Price's attempts to solve the Chebychev Polynomial fitting Problem that had been posed to him by Storn.
3 There was a breakthrough when Ken came up with the idea of using vector differences for perturbing the vector population. Since this seminal idea, a lively discussion between Ken and Rainer and endless ruminations and computer simulations on both parts yielded many substantial improvements which make DE the versatile and robust tool it is today.
, as a population for each iteration, called a generation, of the algorithm. The initial population is usually taken to be uniformly distributed in the search space. At each generation, two operators, namely mutation and crossover (recombination), are applied on each individual, thus producing the new population. Then, a selection phase takes place, where each individual of the new population is compared to the corresponding individual of the old population, and the best between them is selected as a member of the population in the next generation. For each vector X
in ), i = 1, 2, . . . , M, there are three main genetic operator acting.
To apply the mutation operator, firstly choose four mutually different individual randomly from the current population X
r4 ], then combine it with the current best individual X
3,4 as below:
where CF > 0 is an user-defined real parameter, called mutation constant, which controls the amplification of the difference between two individuals to avoid search stagnation.
Following the crossover phase, the crossover operator is applied on X
. Then a trial vector U = (U 1 , U 2 , . . . , U n ) is generated by:
in the current population, 3 where m = 1, 2, . . . , n, the index k ∈ {1, 2, . . . , n} is randomly chosen, CR is a user-defined crossover constant in the range [0, 1].
3,4
In other words, the trial vector consists of some of the components of the mutant vector, and at least one of the components of a randomly selected individual of the population.
Then it comes to the replacement phase. To maintain the population size, we have to compare the fitness of U and X (G) i , then choose the better:
Now we give the details of the DE as below: Step(ii).
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Comparing to traditional EA, DE has advantages in three aspects 7 as below:
(i) Exploration and Exploitation In the early period of evolution, the population has great difference, so DE has better capability in exploration. But as the generation progresses, DE has better capability in exploitation for the lower difference of the population.
(ii) Parameter Control DE uses crossover constant CR to control the extent of the individual in each dimension to attend the crossover phase.
The replacement is done between the new and the old individuals and DE accepts the better one. This is a feature to maintain the variety of the population.
Though DE has the above advantages, it has inevitable disadvantages. Firstly, DE's convergence depends to some degree on the initial population. Secondly, by applying DE we are able to detect one, in general arbitrary, minimizer of the objective function. However, if several minimizers of the objective function are required, restarting DE does not guarantee the detection of a different minimizer. In such cases, the normal DE is invalid.
To avoid problems above, we propose a novel DE by combining two established techniques with the normal DE. Firstly we use uniform design method 17 to generate the initial population in feasible field so as to have the property of convergence in large scale without better approximation of the unknown parameter as iterative initial point. Secondly we restrains the normal DE's local convergence limitation virtually through deflection and stretching 18 of objective function.
Suppose u ij is the element of uniform design table
It is known that set generated by uniform design method is better than by random method statistically in reflecting the objective function's distribution property 17 as Fig. 1 shows.
And we perform an experiment with the benchmark problem Rosenbrock function (6) and Rastrigrin function (7) defied on [−100, 100] N with initial set uniform design and random method.
With parameters N = 20, G max = 3,000, CR = 0.1, CF = 0.5, select U 30 (30 20 ), 17 we use the proposed DE to resolve problem (6) and (7). If the objective function f (x) is full of local optimums and more than one minimizer is needed, we utilize other established techniques to guarantee the detection of a different minimizer, such as deflection and stretching. Suppose the objective function is f (x), we use deflection technique, 18 as below, to generate the new objective function F (x):
where x * i (i = 1, 2, . . . , k) are k minimizers founded, and λ i ∈ (0, 1). We also introduce stretching technique 18 to generate the new objective functions G(x) and H(x):
where λ 1 , λ 2 , δ > 0. Figure 4 shows deflection and stretching effects on f (x) = cos x at x = π. In this way, we see that the searching algorithms is not able to process x = π. 
Computing Two Linchpins of TD by a Novel DE
Main Concepts of Topological Degree Theory
Topological degree (TD) theory has been developed as means of examining the solution set and obtaining information on the existence of solutions, their number and their nature. Degree theory is widely used in the study of nonlinear differential (ordinary and partial) equations. It is important to bifurcation theory, in checking the existence of solutions of certain partial differential equations and the use of various fixed point theorems and other aspects.
19-23
Let the function
continuously differentiable on the closure of an open and bounded domain D n of the n-dimensional Euclidean space R n , with boundary ∂D n . Suppose further that the zeros of the equation F n (x) = p, p ∈ R n , where p is a given vector, are not located on ∂D n , and that they are simple, i.e. the determinant, det J Fn , of the Jacobian matrix of F n at these solutions is non-zero.
24
Definition 3.1. 2 The topological degree of F n at p relative to D n is denoted
and it is defined by the equation
Computing Two Linchpins of TD by a Novel DE 343
where sgn is the sign function 25 defined as below:
It is evident that if a non-zero value of deg[F n , D n , Θ n ] is obtained then there exist at least one solution of system F n (x) = Θ n within D n 26 .
The topological degree deg[F n , D n , p] can be represented by the Kronecker integral 27 as follows:
where A i is defined as:
and gamma function Γ(n/2) is defined as:
In order to find the number N of solutions of system F n (x) = Θ n , we consider the function:
where f n+1 = y det J Fn , and D n+1 is the direct product of the domain D n with an arbitrary interval of the real y-axis containing the point y = 0. With the assumption that that F n is twice continuously differentiable and that all the zeros are simple and lie in the strict interior of D n+1 , the total number N r of zeros of F n (x) = Θ n is proven to be:
With the assumptions 2 including the appropriate representation of the oriented boundary of D n , we use Stenger's method 2 to get an accurate computation of the topological degree of a mapping F n at Θ n relative to the bounded domain D n . Now we will concentrate on the two-dimensional case. 
Given a sufficient refinement 32 of the boundary ∂D 2 of D 2 , Stenger proved that 2 the topological degree can be computed as:
where j i is the index of the component of
. To compute the topological degree for any function from a class , Boult and Sikorski proposed an optimal complexity algorithm 1 with certainty. In particular, in the case of two-dimension, this class consists of functions
defined on the unit square B, which satisfy the Lipschitz condition with constant K > 0 and whose infinity norm along the boundary of B is at least δ > 0. Then the following holds: 
In this way, the problems of computing δ and K are transformed into searching optimums of two non-differentiable functions (21) and (22) . However, the optimization of (21) and (22) of δ. Moreover, K is estimated by repeatedly computing, through DE, the maximum of the fraction of (22) on x, keeping y fixed, for an arbitrary large number of different y ∈ D 2 .
Experimental Results
In this section, the operation of the proposed technique as an alternative method on different test problems is illustrated.
The form of the test function is quite simple, although, not differentiable, supports the choice of DE for the minimization of the infinity norm.
Example 4.1. This test problem
33 is defined by
, and it has one zero of multiplicity 2.
Example 4.2. This test problem
33 is defined by 1] , and it has two zeros.
The parameters for each test problem were fixed: the size of the population was set equal to M = 40, the default values CF = 0.5, CR = 0.1, which are valid in former studies. 15 The individual have been constrained in the corresponding region for each test problem. Especially for F 1 the maximum number of iterations was G max = 400 while that is 1,000 for F 2 . The minimum of the infinity norm, (i.e. the value of δ), the estimation of the Lipschitz constant, K est , as well as the actual value of the Lipschitz constant, K actual , When getting acceptable δ and K as above, a sufficient refinement of the boundary can be obtained by applying Boult and Sikorski's algorithm, 1 and finally, Stenger's theorem 2 is used to compute the topological degree with certainty.
Conclusions
A technique for investigating the existence of zero value within a function has been introduced. This technique exploits the DE with established techniques as an alternative method to compute the infinity norm on the boundary of the region, as well as to estimate the Lipschitz constant of the function under consideration. The technique has been illustrated on two test problems with satisfactory results. Further work will involve an investigation of the theoretical properties and dynamics of the proposed technique as well as applications in higher-dimensional problems.
