approximation is good only if the frequency ( f ) is relatively large [14, pp. 155-158, 247]. Consequently, inaccuracy in
INTRODUCTION
and efficient methods for simulation of one-and twodimensional fBm. We also deal with the three-dimenFractional Brownian motion (fBm) comprises a family sional simulation. of random functions described by index H (0 Ͻ H Ͻ 1). The earliest mention of them in literature could date back
SPECTRAL METHOD FOR
to 1940 [1] . These random functions were given a name
ONE-DIMENSIONAL SIMULATION
''fractional Brownian motion'' by Mandelbrot and van Ness [2] and joined the fractal family created by Mandel-
The one-dimensional fBm with index H (0 Ͻ H Ͻ 1) is brot [3] . In recent years, fBm has found applications in defined as [4, pp. 350-352 ; 14, p. 246; 15, p. 170]: (1) B H (x) many physical sciences and engineering, such as simulation is continuous and B H (0) ϭ 0 with probability P ϭ 1; (2) of landscape and seafloor topography [4, pp. 247-276; 5-6] , for any x Ն 0 and r Ն 0, the increment B H (x ϩ r) Ϫ geophysical modeling [7] [8] [9] , and signal processing [10] . B H (x) follows the normal distribution with zero mean and Thus, developing a good simulation algorithm for fBm is variance r 0 r
2H
, that is of not only theoretical, but also practical, importance.
Although a number of simulation algorithms have been P ͕B H (x ϩ r) Ϫ B H (x) Յ z͖ (1) proposed, none of them are satisfactory in terms of the dual criteria ''accuracy and efficiency. ' [12] needs little computing time to generate time or spatial parameter. When H ϭ 1/2, fBm reduces to a realization and is an efficient algorithm. However, as ordinary Brownian motion. The autocovariance function criticized by Mandelbrot [13] , this algorithm does not lead of fBm is [16, p. 407] to a process that has stationary increments. The process generated by this method is therefore no true fBm. The cov ͕B H (x), B H (x ϩ r)͖ (2) Fourier filtering method is based on the spectral property of fBm. It uses the Fourier transform to generate a process 
is derived by time (or spatial) average and is therefore an
In devising an algorithm, all the previous methods deal approximation, because fBm is non-stationary and does directly with fBm itself. This makes the simulation complicated because of fBm's non-stationary property. In this not possess a time-(or spatial) independent spectrum. This paper, we change the strategy. We deal directly with fBm's , r ϭ 0, Ϯ1, Ϯ2 , .... (6) increments. The reason to do this is very simple. fBm has stationary increments, and the increments themselves
The spectral density and the autocovariance function of comprise a discrete stationary process. It is much easier a stationary process are mutually representable in terms to simulate a stationary process than to simulate a nonstaof the Fourier transform pair, such as shown in Eqs. (5) and tionary process. Dealing with the increments makes it pos-(6) for the discrete case. Consequently, given the spectral sible to devise an algorithm that is both accurate and effidensity function, a process can be easily generated using cient. The increment of fBm is defined as any spectral method. Here we use the classical method proposed by Rice [18] and modified by Shinozuka and Jan
(3) [19] . We rewrite the expression as
We term W H (x) fractional white noise, since when H ϭ (5) , N is the total number of sampling in f, ⌬ f ϭ 1/N is the same index H, which is similar to the simulation of the the interval of sampling, f k ϭ k ⌬ f are the values of f ordinary Brownian motion by summation of the white sampled, and k are independent random angles uniformly noise.
distributed between 0 and 2ȏ. Wang [20] recognized that When first looking at Eq. (3), it seems that ⌬x (increment Eq. (7) could be calculated using a fast Fourier transform in x) determines the resolution of simulation, and different (FFT). Expanding the cosine function on the right-hand ⌬x should be used to generate a process with different side of Eq. (7), we obtain resolutions. In fact, the process with any resolution can be simulated using the same ⌬x. This is because the paths of fBm are self-affine fractals and scale invariant. The two
processes B H (x) and B H (x)/ H (where is a constant) are statistically identical. Therefore, the process with any resolution can be obtained, once B H (x) is simulated. Here, 
It is easy to prove that the autocovariance function of a process simulated by Eq. (8) converges to the theoretical
), r ϭ 0, Ϯ1, Ϯ2, ..., one. Let C s (r) denote the autocovariance function of the simulated process, it follows from Eq. (7) that
(9) stationary and discrete process, its power spectral density function is [17, p. 225]
noting that k are independent random variables and folwhere f denotes frequency (in hertz) or spatial frequency. The autocovariance function C(r) may be represented by low the uniform distribution between 0 and 2ȏ. Comparing Eqs. (6) and (9) inaccuracy in simulation, the range of r should be chosen exactly the same as the length of W H (x) simulated. For instance, if one wants to generate a process with a length of 0 Յ x Յ N Ϫ 1, the summation in Eq. (5) must be calculated over the range of ϪN/2 Յ r Յ N/2 Ϫ 1 (assume C(r) ϭ 0 for r Ͼ N/2 Ϫ 1 and r Ͻ ϪN/2).
With an FFT algorithm, the evaluation of Eq. (8) requires of order N log 2 N operations to generate a series of N points of W H (x). Since the sample autocovariance function converges to the theoretical autocovariance function with a rate of 1/N 2 , the new method presented above is guaranteed to give rise to both accurate and fast simulation of one-dimensional fBm. As mentioned above, two commonly used simulation algorithms are the midpoint displacement and the Fourier filtering [11, pp. 82-109]. The midpoint displacement algorithm requires about N operations to generate a fBm process with a length N, which is very efficient. However, this algorithm is of very poor accuracy, because the process generated by it does not have stationary increments and is therefore not true fBm [13] . The Fourier filtering method also uses a FFT algorithm to simulate fBm. Thus, the operations required by this algorithm are the same as those required by the method presented in this paper, that is, about N log 2 N operations. The Fourier filtering algorithm has a shortcoming. It simulates fBm on the basis of the spectral property other than the autocovariance function of fBm. The algorithm generates a process that has a spectral density tion, because fBm is non-stationary and does not possess a time-(or spatial) independent spectrum. This approximation is poor when the frequency ( f ) is very small. As a lim
(10) result, the deviation of the sample autocovariance function from the theoretical one increases with increasing correlation distance. Besides, the algorithm proposed by Felder Shinozuka and Jan [19] have proven that the rate of convergence to the theoretical autocovariance function is about [15, pp. 172-174] requires MN operations to generate a process of N discrete points. The simulation accuracy de-1/N 2 , which is fast. As examples, we use Eq. (8) to simulate two W H (x) realizations with index H ϭ 0.2 and 0.8, respec-pends on the parameter M. To ensure a good simulation, M Ն 700 is usually chosen, which shows that this algorithm tively (assume r 0 ϭ 1). Both have length N ϭ 4096. Figure  1 shows the comparison between the theoretical autocova-is inefficient. In summary, comparing the new algorithm with previous algorithms, when their efficiency is comparariance calculated using Eq. (4) and the sample autocovariance calculated using ''time'' average of a single realiza-ble, the new algorithm is more accurate, and when their accuracy is comparable, the new algorithm is more effition generated.
It should be pointed out that the summation in Eq. (5) cient. converges only when H Յ 1/2. In the case of H Յ 1/2, one obtains a unique spectral density. This spectral density can
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be used to simulate processes with any length. In the case
TWO-DIMENSIONAL SIMULATION
of H Ͼ , the spectral density diverges for ͉r͉ Ǟ ȍ, but it converges for finite r. Since any simulation involves a finite
In analogy to the one-dimensional case, the two-dimensional fBm with stationary and isotropic increments can length, one may calculate the spectral density function for finite r. The spectral density calculated are different for be defined as [16, pp. 441-442]: (1) B H (x 1 , x 2 ) is continuous and B H (0, 0) ϭ 0 with probability P ϭ 1; (2) for any и u) is the value of the simulated one-dimensional process at point x и u.
Since the mean of the simulated one-dimensional process is zero, one can readily prove that the simulated twodimensional field B H (x) has zero mean. Furthermore, because the lines are uniformly distributed from 0 to 2ȏ, the increments of B H (x) are guaranteed to be isotropic. Now, a question that arises is ''what is the one-dimensional process that can give rise to the known autocovariance function of two-dimensional fBm field?'' Let V s (r) denote the variance of increments of the two-dimensional process simulated by the turning bands method. One can write from Eq. (11) that 1/2 and r 0 is a constant. where V 1 denotes the variance of increments of the oneThe turning bands method, originally proposed by Math-dimensional process and h ϭ x 2 Ϫ x 1 . Taking the limit eron [21] , was improved by Mantoglou and Wilson [22] to L Ǟ ȍ yields simulate multidimensional stationary random fields. It is a fast simulation algorithm. The fundamental of the turning V 2 (r) ϭ lim LǞȍ V s (r) bands method is to transform a multidimensional simulation into the sum of a series of equivalent one-dimensional ϭ E [V 1 (h и u)] simulations. Although in [22] the applicability of the turning bands method is restricted to stationary processes, we
demonstrate here that it is also applicable to simulation of the two-dimensional non-stationary fBm.
where V 2 (r) ϭ r 0 r 2H is the theoretical variance of increWith reference to Fig. 2 , along each line we generate ments of two-dimensional fBm (r ϭ ͉h͉ ϭ ͉x 2 Ϫ x 1 ͉), c two identical one-dimensional realizations (the second one denotes the unit circle, and f (u) is the density function of can be obtained by duplicating the first one), and we conu. Since the lines in Fig. 2 are uniformly distributed from nect them at the origin (towards opposite directions). The 0 to 2ȏ, f (u) ϭ 1/(2ȏ). We define two orthogonal axes x simulated one-dimensional processes along different lines and y with the origin at the point of x 1 and the y-axis in are independent. At this moment, we only assume that the direction of the vector h ϭ x 2 Ϫ x 1 . In polar coordinates, these one-dimensional processes are non-stationary with h и u ϭ r sin and du ϭ d, we have zero mean and stationary increments. Suppose that there are in total L lines which are uniformly distributed from 0 to 2ȏ. We assign the two-dimensional field at a point x V 2 (r) ϭ 1 2ȏ 
This is a standard singular Volterra integral equation of the first kind, the solution of which can be found from text books, e.g., [23, pp. 172-173] . The solution is
Eq. (17) shows that, in order to preserve the theoretical correlation for the two-dimensional fBm, the one-dimensional process to be simulated must be one-dimensional fBm, but with the variance of its increments multiplied by a factor which is a function of the index H. This result is not surprising, because any profile of two-dimensional fBm is one-dimensional fBm. The simulation technique for onedimensional fBm has been discussed in the previous section. Therefore, to simulate the two-dimensional fBm, one just needs to change the autocovariance function given in Eq. (4) from C(r) to ȏ
and generate some one-dimensional fBm realizations. A twodimensional fBm realization with r 0 r 2H (the variance of increments) can be obtained using the simple algorithm given in Eq. (11).
Errors in simulation using the turning bands method come from a number of sources, such as the finite number of lines (L), the error in simulation of one-dimensional fBm, so the error resulting from the one-dimensional simulation is minor. The effect of the discretization along the lines on simulation accuracy has been discussed in [22] , integration). The value of the summation is not only a which is also applicable to the present case of simulating function of distance r and the number of lines, but also fBm. Here, we only discuss the effect of the number of affected by positions of the points x 1 and x 2 (r ϭ ͉x 2 Ϫ x 1 ͉). lines on simulation accuracy. Mantoglou and Wilson [22] For this reason, the value of the summation may be slightly have found that evenly distributed lines give rise to a much different for different positions of points lying the same faster rate of convergence to the target autocovariance distance r apart. In other words, the increments of the than randomly distributed lines, so the approach of ransimulated two-dimensional field are not perfectly isotropic. domly generating lines is never used. Let be the variance It can be readily proven that the largest error occurs when error of increments for evenly distributed lines; it folthe points lie on one of the lines, and the error is the lows that smallest when the points lie on the bisector between two lines. Nevertheless, as the number of lines increases, the ϭ V s (r) Ϫ V 2 (r) variance of increments of the simulated random field converges to the theoretical one, and the increments become
As examples, Fig. 3 shows the variance error of increments of the two-dimensional field calculated using Eq. (18) for the case where the points lie along a line.
For both examples, as the number of lines increases, the variance of increments of the simulated process converges fast to the theoretical variance. As far as the number of Equation (18) shows that the error results from the approximation of integration by summation (or numerical lines is concerned, we find that, depending on the accuracy desired, 20 lines should be sufficient to do a good simu- one-dimensional process to be simulated must be the fBm simulation. The turning bands method presented in this with the variance of increments multiplied by a factor paper is superior to the Fourier filtering method in terms 2H ϩ 1. of both accuracy and efficiency.
Similar to the two-dimensional case, the simulation accuracy for the three-dimensional fBm depends on the number
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of lines (L), the accuracy in simulation of the one-dimen-
THREE-DIMENSIONAL SIMULATION
sional fBm, and the resolution of discretization along the lines (band width). The variance error () of the increments To date, only one-and two-dimensional fBm have found for evenly distributed lines can be expressed as applications. However, if necessary, the aforementioned turning bands method can be easily extended to simulation ϭ V s (r) Ϫ V 3 (r) (22) of three-dimensional fBm field. The three-dimensional fBm can be defined as:
. B H (0, 0, 0) ϭ 0 with probability P ϭ 1; (2) for any In this paper, two new methods are proposed to simulate a uniform distribution of points over the surface of a sphere one-dimensional and multidimensional fBm. The main redoes not exist; that is, the angle between any two lines sults can be summarized as follows: cannot be made identical. One can only attempt to make the distribution of lines approximately uniform). The algo-(1) The increments of one-dimensional fBm constitute rithm to assign the value of B H at a point (x 1 , x 2 , x 3 ) is still a discrete stationary process, which is termed fractional the same as Eq. (11), and the expression for the variance of white noise. Instead of simulating fBm directly, we propose increments of the simulated field is similar to Eq. (13). a FFT algorithm (on the basis of a classical spectral Because the lines are approximately uniformly distributed method) to simulate the fractional white noise. Then fBm on the sphere, the sensity function of u (unit vector on the can be obtained by summation of the fractional white noise. lines) is f (u) ϭ 1/(4ȏ). It follows from Eq. (14) that
The autocovariance function of the simulated process converges as 1/N 2 to the theoretical one.
(2) The turning bands method, which was used pre-V 3 (r) ϭ 1 4ȏ
viously to simulate multidimensional stationary processes, is introduced to simulate two-dimensional non-stationary fBm. It is proven that, in order to preserve the known where c denotes the unit sphere. In analog to the twodimensional analysis, we define orthogonal axes (x, y, z) covariance function for the two-dimensional fBm, the line process in the turning bands method must be one-dimenwith the origin at the point of x 1 and with the z axis in the direction of the vector h ϭ x 2 Ϫ x 1 . In spherical coordinates, sional fBm with the variance multiplied by a factor. Thus, two-dimensional fBm can be simulated by the summation we can write h и u ϭ r cos (where r ϭ ͉h͉), and du ϭ sin d d. Then, Eq. (19) becomes of a series of line processes, each of which is an independent
