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Abstract—In this paper, we consider the max-min signal-to-
interference plus noise ratio (SINR) problem for the uplink
transmission of a cell-free Massive multiple-input multiple-
output (MIMO) system. Assuming that the central processing
unit (CPU) and the users exploit only the knowledge of the
channel statistics, we first derive a closed-form expression for
uplink rate. In particular, we enhance (or maximize) user
fairness by solving the max-min optimization problem for user
rate, by power allocation and choice of receiver coefficients,
where the minimum uplink rate of the users is maximized with
available transmit power at the particular user. Based on the
derived closed-form expression for the uplink rate, we formulate
the original user max-min problem to design the optimal receiver
coefficients and user power allocations. However, this max-
min SINR problem is not jointly convex in terms of design
variables and therefore we decompose this original problem
into two sub-problems, namely, receiver coefficient design and
user power allocation. By iteratively solving these sub-problems,
we develop an iterative algorithm to obtain the optimal re-
ceiver coefficient and user power allocations. In particular, the
receiver coefficients design for a fixed user power allocation
is formulated as generalized eigenvalue problem whereas a
geometric programming (GP) approach is utilized to solve the
power allocation problem for a given set of receiver coefficients.
Numerical results confirm a three-fold increase in system rate
over existing schemes in the literature.
Keywords: Cell-free Massive MIMO, convex optimization,
max-min SINR problem, geometric programming, generalized
eigenvalue problem.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) is one
of the most promising techniques for 5th Generation (5G)
networks due to its potential for significant rate enhancement
and spectral as well as energy efficiency [1]–[6]. In cell-free
Massive MIMO, randomly distributed access points (APs)
jointly serve distributed users. In this paper, we propose
a max-min signal-to-interference plus noise ratio (SINR)
approach for an uplink cell-free Massive MIMO system. In
[7], the authors investigate the problem of max–min SINR in a
single-cell Massive MIMO system. A similar max-min SINR
problem refereed to SINR balancing has been considered for
cognitive radio network in [8]–[12]. In [13], the same max-
min SINR problem is considered through appropriate user
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power allocation where a bisection search method is utilized
to determine the optimal solution. However, a novel approach
to significantly improve all users’ performance is proposed
in this paper by designing optimal receiver coefficients and
user power allocation. By employing maximal ratio com-
bining (MRC) at the receiver, we first derive a closed-form
expression for the average uplink rate of the users. Based
on these user power allocations and receiver coefficients, we
formulate the corresponding max-min SINR problem, which
is not jointly convex in terms of the design parameters.
In order to realize a solution for this non-convex problem,
we decompose the original problem into two sub-problems:
receiver coefficient design and user power allocation. An
iterative algorithm is proposed that successively solves these
two sub-problems while one of the design variables (i.e.,
user power allocation or receiver coefficients) is fixed. The
receiver coefficient design is formulated into a generalized
eigenvalue problem [14] whereas a geometric programming
(GP) approach [15] is exploited to solve the user power
allocation problem. The performance of the proposed scheme
in terms of the user rate is significantly higher than that of the
scheme proposed in [13]. The contributions and the results of
our work are summarized as follows: 1) For the considered
cell-free Massive MIMO system, we derive the average user
rate in the uplink. 2) Based on the derived user rate, we
propose a novel max-min SINR approach to significantly
improve the SINR performance in terms of the achieved
user rate. The original max-min problem formulation is not
convex and therefore we decompose the original problem into
two sub-problems and propose an iterative algorithm to yield
the optimal solution. 3) The user power allocation and the
receiver coefficient design sub-problems are solved through
the GP approach and the generalized eigenvalue problem,
respectively. 4) Numerical results are provided to validate the
superiority of the proposed algorithm in comparison with the
scheme proposed in [13].
II. SYSTEM MODEL
We consider uplink transmission in a cell-free Massive
MIMO system with M randomly distributed single-antenna
APs and K randomly distributed single-antenna users in the
area, as shown in Fig. 1. The channel coefficient between
Figure 1. The uplink of a cell-free Massive MIMO system with K users
and M APs. The dashed lines denote the uplink channels and the solid lines
present the backhaul links from the APs to the central processing unit (CPU).
the kth user and the mth AP, gmk, is modeled as [13]
gmk =
√
βmkhmk, where βmk denotes the large-scale fading
and hmk ∼ CN (0, 1) represents small-scale fading between
the kth user and the mth AP.
A. Uplink Channel Estimation
In order to estimate the channel coefficients in the uplink,
the APs employ an minimum mean square error (MMSE)
estimator. All pilot sequences used in the channel estimation
phase are collected in a matrix Φ ∈ Cτ×K , where τ is the
length of the pilot sequence for each user and the kth column,
φk, represents the pilot sequence used for the kth user. After
performing a de-spreading operation, the MMSE estimate of
the channel coefficient between the kth user and the mth AP
is given by [13]
gˆmk=cmk

√τppgmk+√τpp K∑
k′ 6=k
gmk′φ
H
k φk′+φ
H
k np,m

, (1)
where each element of np,m, np,m ∼ CN (0, 1), denotes
the noise at the mth antenna, pp represents the normalized
signal-to-noise ratio (SNR) of each pilot sequence (which
we define in Section V), and cmk is given by cmk =√
τppβmk
τpp
∑K
k′=1 βmk′
∣∣φHk φk′ ∣∣2 + 1 . The estimated channels in
(1) are used by the APs to design the receiver coefficients and
determine power allocations at users to maintain user fairness.
In this paper, we investigate the cases of both random pilot
assignment and orthogonal pilots in cell-free Massive MIMO.
Here the term ”orthogonal pilots” refers to the case where
unique orthogonal pilots are assigned to all users, while in
”random pilot assignment” each user is randomly assigned a
pilot sequence from a set of orthogonal sequences of length
τ (< K), following the approach of [13], [16].
B. Uplink Data Transmission
In this subsection, we consider the uplink data trans-
mission, where all users send their signals to the APs.
The transmitted signal from the kth user is represented by
xk =
√
qksk, where sk (E{|sk|2} = 1) and qk denote
respectively the transmitted symbol and the transmit power
at the kth user. The received signal at the mth AP from all
users is given by ym =
√
ρ
∑K
k=1 gmk
√
qksk + nm, where
nm ∼ CN (0, 1) is the noise at the mth AP. In addition, MRC
is employed at the APs. More precisely, the received signal
at the mth AP, ym, is first multiplied with gˆ
∗
mk. The resulting
gˆ∗mkym is then forwarded to the CPU for signal detection.
In order to improve achievable rate, the forwarded signal is
further multiplied by a receiver filter coefficient at the CPU.
The aggregated received signal at the CPU can be written as
rk =
M∑
m=1
umkgˆ
∗
mkym (2)
=
√
ρ
K∑
k′=1
M∑
m=1
umkgˆ
∗
mkgmk′
√
qk′sk′ +
M∑
m=1
umkgˆ
∗
mknm.
By collecting all the coefficients umk, ∀ m corresponding
to the kth user, we define uk = [u1k, u2k, · · · , uMk]T and
without loss of generality, it is assumed that ‖ uk ‖= 1. The
optimal solution of uk, qk, ∀ k for the considered max-min
SINR approach is investigated in Section IV.
III. PERFORMANCE ANALYSIS
In this section, we derive the average user rate for the con-
sidered system model in the previous section by following a
similar approach to that in [13]. Note that the main difference
between the proposed approach and the scheme in [13] is
the new set of receiver coefficients which are introduced at
the CPU to improve the achievable user rates. The benefits
of the proposed approach in terms of achieved user uplink
rate is demonstrated through numerical simulation results in
Section V. In deriving the achievable rates of each user, it
is assumed that the CPU exploits only the knowledge of
channel statistics between the users and APs in detecting data
from the received signal in (3). Without loss of generality, the
aggregated received signal in (3) can be written as
rk =
√
ρE
{
M∑
m=1
umkgˆ
∗
mkgmk
√
qk
}
︸ ︷︷ ︸
DSk
sk (3)
+
√
ρ
(
M∑
m=1
umkgˆ
∗
mkgmk
√
qk−E
{
M∑
m=1
umkgˆ
∗
mkgmk
√
qk
})
︸ ︷︷ ︸
BUk
sk
+
K∑
k′ 6=k
√
ρ
M∑
m=1
umkgˆ
∗
mkgmk′
√
qk′︸ ︷︷ ︸
IUIkk′
sk′ +
M∑
m=1
umkgˆ
∗
mknm︸ ︷︷ ︸
TNk
,
where DSk and BUk denote the desired signal (DS) and
beamforming uncertainty (BU) for the kth user, respectively,
and IUIk represents the inter-user-interference (IUI) caused
by the k′th user. In addition, TNk accounts for the total noise
(TN) following the MRC detection. The average SINR of
the received signal in (3) can be defined by considering the
worst-case of the uncorrelated Gaussian noise as follows [13]:
SINRUPk =
|DSk|2
E{|BUk|2}+
∑K
k′ 6=k E{|IUIkk′ |2}+E{|TNk|2}
. (4)
Based on the SINR definition in (4), the achievable uplink
rate of the kth user is defined in the following theorem.
Theorem 1. By employing MRC detection at APs, the achiev-
able uplink rate of the kth user in the Cell-free Massive
MIMO system with K randomly distributed single-antenna
users and M single-antenna APs is given by (5) (defined at
the beginning of the next page).
Note that in (5), we have Γk =
[γ1k, γ2k, · · · , γMk]T , uk = [u1k, u2k, · · · , uMk]T ,
∆kk′ = [
γ1kβ1k′
β1k
,
γ2kβ2k′
β2k
, · · · , γMkβMk′
βMk
]T ,Rk =
diag [γ1k, γ2k, · · · , γMk], and Dkk′ =
diag [β1k′γ1k, β2k′γ2k, · · · , βMk′γMk].
Proof: Please refer to Appendix A.
IV. PROPOSED MAX-MIN SINR SCHEME
In this section, we formulate the umax-min SINR problem
in cell-free massive MIMO, where the minimum uplink user
rate between users is maximized while satisfying the transmit
power constraint at each user. This max-min rate problem can
be formulated as follows:
P1 : max
qk,uk
min
k=1,··· ,K
Rk (6)
s.t. ||uk|| = 1, ∀ k, 0 ≤ qk ≤ p(k)max, ∀ k,
where p
(k)
max is the maximum transmit power available at
user k. Problem P1 is not jointly convex in terms of uk and
power allocation qk, ∀ k. Therefore, this problem cannot be
directly solved through existing convex optimization software.
To tackle this non-convexity issue, we divide the original
Problem P1 into two sub-problems: receiver coefficient design
(i.e. uk) and the power allocation problem. To obtain a
solution for Problem P1, these sub-problems are alternately
solved as explained in the following subsections.
A. Receiver Coefficients Design
In this subsection, we solve the receiver coefficient design
problem to maximize the uplink rate of each user for a
given set of transmit power allocation at all users. These
coefficients (i.e., uk, ∀ k) can be obtained by interdepen-
dently maximizing the uplink SINR of each user. Hence, the
optimal coefficients for all users for a given set of transmit
power allocation can be determined by solving the following
optimization problem:
P2 :
max
uk
u
H
k
(
qkΓkΓ
H
k
)
uk
uHk
(∑K
k′ 6=k qk′ |φ
H
k φk′ |
2
∆kk′∆
H
kk′+
∑K
k′=1 qk′Dkk′+
1
ρ
Rk
)
uk
,
Algorithm 1 Proposed Algorithm to Solve P1
1. Initialize q(0) = [q
(0)
1 , q
(0)
2 , · · · , q(0)K ], i = 1
2. Repeat
3. i = i+ 1
4. Set q(i) = q(i−1) and find the optimal receiver coefficients
U(i) = [u
(i)
1 , u
(i)
2 , · · · , u(i)K ] through solving the generalized
eigenvalue Problem P2 in (7)
5. Compute q(i+1) through solving Problem P4 in (9).
6. Go back to Step 3 and repeat until required accuracy.
s.t. ‖ uk ‖= 1, ∀ k. (7)
Problem P2 is a generalized eigenvalue problem [14],
where the optimal solutions can be obtained by determining
the generalized eigenvalue of the matrix pair Ak = qkΓkΓ
H
k
and Bk =
∑K
k′ 6=k qk′ |φHk φk′ |2∆kk′∆Hkk′+
∑K
k′=1 qk′Dkk′+
1
ρ
Rk
corresponding to the maximum generalized eigenvalue.
B. Power Allocation
In this subsection, we solve the power allocation problem
for a set of fixed receiver coefficients. The power allocation
problem can be formulated into the following max-min prob-
lem:
P3 : max
qk
min
k=1,··· ,K
SINRk (8)
s.t. 0 ≤ qk ≤ p(k)max, ∀ k,
Without loss of generality, Problem P3 can be rewritten by
introducing a new slack variable as
P4 : max
t,qk
t (9)
s.t. 0≤ qk ≤ p(k)max, ∀ k, SINRk ≥ t, ∀ k.
Proposition 1: Problem P4 can be formulated into a GP.
Proof: Please refer to Appendix B.
Therefore, this problem can be efficiently solved through ex-
isting convex optimization software. Based on these two sub-
problems, an iterative algorithm is developed by alternately
solving each sub-problem in each iteration. The proposed
algorithm is summarized in Algorithm 1.
V. CONVERGENCE ANALYSIS
In this section, the convergence analysis of the proposed
Algorithm 1 is provided. Two sub-problems are alternately
solved to determine the solution to Problem P1. At each
iteration, one of the design parameters is determined by
solving the corresponding sub-problem while other design
variable is fixed. Note that each sub-problem provides an
optimal solution for the other given design variable. At
the ith iteration, the receiver filter coefficients u
(i)
k , ∀k are
determined for a given power allocation q(i) and similarly, the
power allocation q(i+1) is updated for a given set of receiver
filter coefficients u
(i)
k , ∀k. The optimal power allocation
q(i+1) obtained for a given u
(i)
k achieves an uplink rate greater
Rk = log2

1 + u
H
k
(
qkΓkΓ
H
k
)
uk
uHk
(∑K
k′ 6=k qk′
∣∣φHk φk′ ∣∣2∆kk′∆Hkk′ +∑Kk′=1 qk′Dkk′ + 1ρRk
)
uk

 . (5)
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Figure 2. The cumulative distribution of the per-user uplink rate, with
orthogonal and random pilots for M = 60, K = 20 and D = 1 km.
than or equal to that of the previous iteration. In addition, the
power allocation q(i) is also a feasible solution in determin-
ing q(i+1) as the receiver filter coefficients u
(i+1)
k , ∀k are
determined for a given q(i). This reveals that the achieved
uplink rate monotonically increases with each iteration, which
can be also observed from the simulation results presented
in Fig. 4. As the achievable uplink max-min rate is upper
bounded by a certain value for a given set of per-user power
constraints, the proposed algorithm converges to a particular
solution. Fortunately, the proposed Algorithm 1 converges to
the optimal solution, as we will prove by establishing the
uplink-downlink duality in the following section.
VI. NUMERICAL RESULTS AND DISCUSSION
In this section, we provide numerical simulation results to
validate the performance of the proposed max-min SINR ap-
proach with different parameters. A cell-free Massive MIMO
system withM APs and K single antenna users is considered
in a D × D simulation area, where both APs and users are
randomly distributed. In the following subsections, we define
the simulation parameters and then present the corresponding
simulation results. To model the channel coefficients between
users and APs, the coefficient βmk is given by βmk =
PLmk.10
σshzmk
10 where PLmk is the path loss from the kth
user to themth AP, and 10
σsh zmk
10 denotes the shadow fading
with standard deviation σsh, and zmk ∼ N (0, 1) [13]. The
noise power is given by Pn = BWkBT0W, where BW = 20
MHz denotes the bandwidth, kB = 1.381× 10−23 represents
the Boltzmann constant, and T0 = 290 (Kelvin) denotes the
noise temperature. Moreover, W = 9dB, and denotes the
noise figure [13]. It is assumed that that P¯p and ρ¯ denote
the pilot sequence and the uplink data, respectively, where
Pp =
P¯p
Pn
and ρ = ρ¯
Pn
. In simulations, we set P¯p = 100mW
0.5 1 1.5 2 2.5 3
Min-user uplink rate (bits/s/Hz)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Cu
m
ul
at
iv
e 
di
str
ib
ut
io
n
Orthogonal pilots
Random pilot,
 assignment, =20
Proposed
scheme
The scheme
 in [4]
Figure 3. The cumulative distribution of the per-user uplink rate, with
random pilots for M = 100, K = 40, τ = 20, and D = 1 km.
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Figure 4. The convergence of the proposed max-min SINR approach for
M = 60, K = 20, τ = 10, and D = 1 km.
and ρ¯ = 100mW. Similar to [13], we suppose the simulation
area is wrapped around at the edges which can simulate an
area without boundaries. Hence, the square simulation area
has eight neighbors. We evaluate the rate of the system over
300 random realizations of the locations of APs, users and
shadowing. In this subsection, we investigate the effect of the
max-min SINR problem on the system performance. Fig. 2
compares the cumulative distribution of the achievable uplink
rates for our proposed algorithm with the power allocation
scheme in [13], for three cases of orthogonal pilots, random
pilots with τ = 10 and τ = 5 for the length of pilot sequence.
In Fig. 2, M = 60 APs and K = 20 users are randomly
distributed through the simulation area of size 1× 1 km2. As
the figure shows, the performance of the proposed scheme is
almost three times than that of the scheme in [13].
In Fig. 3, we compare the performance of the proposed
max-min SINR approach with the scheme in [13] for the
case of M = 100 APs, K = 40 users and τ = 20 as the
length of the pilot sequence. Fig. 3 shows the superiority
of the proposed iterative algorithm over the power allocation
scheme in [13]. Moreover, Fig. 3 demonstrates that the rate of
the proposed max-min SINR approach is more concentrated
around the median. Fig. 4 investigates the convergence of
the proposed max-min SINR algorithm for a set of different
channel realizations. The figure shows that the proposed
algorithm converges after a few iterations, while the minimum
rate of the users increases with the iteration number.
VII. CONCLUSIONS
We have considered the max-min optimization problem in
cell-free Massive MIMO systems, and propose an efficient
solution that maximizes the smallest of the uplink rate of the
users. We propose to divide the original max-min problem
into two sub-problems which can be iteratively solved by
exploiting generalized eigenvalue problem and GP. The sim-
ulation results showcased the effectiveness of the proposed
scheme in terms of maximising the smallest of the uplink
rate of the users compared with existing schemes.
APPENDIX A: PROOF OF THEOREM 1
The desired signal for the user k is given by
DSk=E
{
M∑
m=1
umkgˆ
∗
mkgmk
√
qk
}
=
√
qk
M∑
m=1
umkγmk. (10)
Hence, |DSk|2 = qk
(∑M
m=1 umkγmk
)2
. Moreover, the term
E{|BUk|2} can be obtained as
E
{
|BUk|2
}
= ρE
{∣∣∣∣∣
M∑
m=1
umkgˆ
∗
mkgmk
√
qk (11)
− ρE
{
M∑
m=1
umkgˆ
∗
mkgmk
√
qk
}∣∣∣∣∣
2

 = ρqk
M∑
m=1
u2mkγmkβmk,
where the last equality comes from the analysis in [13, Ap-
pendix A]] and using the following fact; γmk = E{|gˆmk|2} =√
τppβmkcmk. The term E{|IUIkk′ |2} is obtained as
E {| IUIkk′ |2} = ρE


∣∣∣∣∣
M∑
m=1
umkgˆ
∗
mkgmk′
√
qk′
∣∣∣∣∣
2


= ρE
{∣∣∣∣∣
M∑
m=1
cmkumkgmk′
√
qk′
(
√
τpp
K∑
i=1
gmiφ
H
k φi+φ
H
k np,m
)∗∣∣∣∣∣
2


= ρ qk′E


∣∣∣∣∣
M∑
m=1
cmkumkgmk′ n˜
∗
mk
∣∣∣∣∣
2

︸ ︷︷ ︸
A
(12)
+ ρ τppE

qk′
∣∣∣∣∣
M∑
m=1
cmkumkgmk′
(
K∑
i=1
gmiφ
H
k φi
)∗∣∣∣∣∣
2

︸ ︷︷ ︸
B
,
where the third equality in (12) is due to the fact that for two
independent random variables X and Y and E{X} = 0, we
have E{|X + Y |2} = E{|X |2}+E{|Y |2} [13, Appendix A].
Since n˜mk = φ
H
k np,m ∼ CN (0, 1) is independent from the
term gmk′ similar to [13, Appendix A], the term A in (12)
immediately is given by A = qk′
∑M
m=1 c
2
mku
2
mkβmk′ .The
term B in (12) can be obtained as
B = τppqk′E


∣∣∣∣∣
M∑
m=1
cmkumk |gmk′ |2 φHk φk′
∣∣∣∣∣
2

︸ ︷︷ ︸
C
(13)
+ τppqk′E


∣∣∣∣∣∣
M∑
m=1
cmkumkgmk′

 K∑
i6=k′
gmiφ
H
k φi

∗
∣∣∣∣∣∣
2

︸ ︷︷ ︸
D
.
The first term in (13) is given by
C = τppqk′E


∣∣∣∣∣
M∑
m=1
cmkumk |gmk′ |2φHk φk′
∣∣∣∣∣
2


= τppqk′
∣∣φHk φk′ ∣∣2 M∑
m=1
c2mku
2
mkβ
2
mk′
+ qk′
∣∣φHk φk′ ∣∣2
(
M∑
m=1
umkγmk
βmk′
βmk
)2
, (14)
where the last equality is derived based on the fact γmk =√
τppβmkcmk. The second term in (13) can be obtained as
D = τppqk′E


∣∣∣∣∣∣
M∑
m=1
cmkumkgmk′

 K∑
i6=k′
gmiφ
H
k φi

∗
∣∣∣∣∣∣
2


= τpp
M∑
m=1
K∑
i6=k′
qk′c
2
mku
2
mkβmk′βmi
∣∣φHk φi∣∣2 . (15)
Hence, (12) can be written as
E
{
|IUIkk′ |2
}
= qk′
M∑
m=1
c2mku
2
mkβmk′︸ ︷︷ ︸
C1
(16)
+ τppqk′
∣∣φHk φk′ ∣∣2 M∑
m=1
c2mku
2
mkβ
2
mk′
+ τppqk′
M∑
m=1
K∑
i6=k′
c2mku
2
mkβmk′βmi
∣∣φHk φi∣∣2
+ qk′
∣∣φHk φk′ ∣∣2
(
M∑
m=1
umkγmk
βmk′
βmk
)2
, (17)
and
C2 = τppqk′
∣∣φHk φk′ ∣∣2 M∑
m=1
c2mku
2
mkβ
2
mk′
+ τppqk′
M∑
m=1
M∑
i6=k′
c2mku
2
mkβmk′βmi
∣∣φHk φi∣∣2︸ ︷︷ ︸
C3
. (18)
For the last term of (18), we have
C3 = τppqk′
M∑
m=1
K∑
i6=k′
c2mku
2
mkβmk′βmi
∣∣φHk φi∣∣2
=
√
τppqk′
M∑
m=1
u2mkcmkβmk′βmk − qk′
M∑
m=1
u2mkc
2
mkβmk′
− τppqk′
M∑
m=1
u2mkc
2
mkβmk′
∣∣φHk φk′ ∣∣2 , (19)
where in the last step, we used equation (II-A). As a result,
C1 + C2 =
√
τppqk′
∑M
m=1 u
2
mkcmkβmk′βmk. Then finally
we have
E
{
|IUIkk′ |2
}
= ρqk′
(
M∑
m=1
u2mkβmk′γmk
)
(20)
+ ρqk′
∣∣φHk φk′ ∣∣2
(
M∑
m=1
umkγmk
βmk′
βmk
)2
.
The total noise for the user k is given by
E
{
|TNk|2
}
=E


∣∣∣∣∣
M∑
m=1
umkgˆ
∗
mknm
∣∣∣∣∣
2

=
M∑
m=1
u2mkγmk,(21)
where the last equality is due to the fact that the terms gˆmk
and nm are uncorrelated. Finally, by substituting (VII), (12),
(21) and (21) into (4), SINR of kth user is obtained by (5),
which completes the proof of Theorem 1. 
APPENDIX B: PROOF OF PROPOSITION 1
The standard form of GP is defined as follows [15]:
P5 : min f0(x) (22)
s.t. fi(x) ≤ 1, i = 1, · · · ,m,
gi(x) = 1, i = 1, · · · , p,
where f0 and fi are posynomial and gi are monomial func-
tions. Moreover, x = {x1, · · · , xn} represent the optimization
variables. The SINR constraint in (9) is not a posynomial
function in its form, however it can be rewritten into the
following posynomial function:
u
H
k
(∑K
k′ 6=kqk′|φ
H
kφk′ |
2
∆kk′∆
H
kk′+
∑K
k′=1
qk′Dkk′+
1
p
Rk
)
uk
uHk
(
qkΓkΓ
H
k
)
uk
<
1
t
,
∀k. (23)
By applying a simple transformation, (23) is equivalent to the
following inequality:
q−1k

 K∑
k′ 6=k
akk′qk′+
K∑
k′=1
bkk′qk′ + ck

 < 1
t
, (24)
where akk′ =
u
H
k (|φ
H
kφk′ |
2
∆kk′∆
H
kk′
)uk
uH
k
(ΓkΓHk )uk
, bkk′ =
u
H
k Dkk′uk
uH
k
(ΓkΓHk )uk
,
and ck =
u
H
k Rkuk
puH
k
(ΓkΓHk )uk
. The transformation in (24) shows that
the left-hand side of (23) is a polynomial function. Therefore,
the power allocation Problem P4 is a standard GP (convex
problem), where the objective function and constraints are
monomial and polynomials, which completes the proof of
Proposition 1. 
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