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1Investigation of the Adaptability of Transient
Stability Assessment Methods to Real-Time
Operation
Tilman Weckesser, Student Member, IEEE, Hjörtur Jóhannsson, Member, IEEE,
Stefan Sommer, Student Member, IEEE, Jacob Østergaard, Senior Member, IEEE
Abstract—In this paper, an investigation of the adaptability
of available transient stability assessment methods to real-time
operation and their real-time performance is carried out. Two
approaches based on Lyapunov’s method and the equal area
criterion are analyzed. The results allow to determine the
runtime of each method with respect to the number of inputs.
Furthermore, it allows to identify, which method is preferable in
case of changes in the power system such as the integration
of distributed power resources (DER). A comparison of the
performance of the analyzed methods leads to the suggestion
that matrix reduction and time domain simulation are the most
critical operations.
Index Terms—Power system stability, Stability analysis, Lya-
punov method, Wide area measurements, Phasor measurement
units
I. INTRODUCTION
ONE of the fundamental requirements of a modern societyis a stable and secure operation of the electric power
system and this is not expected to change in the future. In
many countries a shift from fossil energy sources to renewable
energy sources is taking place. In order to reach the future
vision of a danish society with minimal dependency on fossil
fuels [1], the power system faces a great challenge. It has
to evolve into a system with minimal environmental impact,
while continuing to provide its service satisfactory and at
a competitive price. Therefore, a big share of the power
production will use non-controllable sources, such as wind
and solar radiation [1].
This will lead to increased fluctuations of the power sys-
tem’s operating point, which will make the planning of a stable
and secure operation a challenging task, and a planning hours
ahead may no longer be feasible. Hence, the state-of-the-art
stability assessment methods, which are based on computa-
tionally demanding off-line calculations, will no longer be
sufficient. A need for real-time assessment tools will arise.
Smart grid solutions are often suggested for coping with the
fluctuating nature of wind and photo-voltaic power generation,
where control of distributed energy resources is used for power
balancing purpose. It is of paramount importance, that the
smart grid control actions do not cause other stability problems
in the system, while solving the power balancing problem. The
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need for real-time stability information in a future smart grid
power system was accentuated e.g. in [2].
The phasor measurement technology [3]–[5] is seen as the
enabling technology for the development of real-time wide
area monitoring and control applications [6], [7].
Recent publications focus on the task of on-line security and
stability assessment by utilizing synchronized phasor measure-
ments. In [8], [9] an entirely new approach was developed for
real-time assessment of the power system. However, in [10],
[11] an existing method, used for off-line stability assessment,
was adapted to real-time operation.
The potentials of adapting existing off-line assessment
methods are further explored in this paper, where the focus is
on methods for transient stability assessment. The computa-
tional complexity of several methods is investigated to identify
the approaches that are well suited for real-time operation.
This complexity investigation as well applies to future systems
with changed topology. In contrast, an analysis based on
simulations would only be representative for a current system.
II. OVERVIEW OF EXISTING METHODS
Figure 1 shows a mind-map of available transient stability
assessment methods and depicts as well how research gradu-
ally developed towards more specific assessment methods. In
the following, two approaches for transient stability assess-
ment are discussed.
A. Lyapunov’s Direct Method
Direct methods for transient stability assessment using
Lyapunov functions have been developed since the 1960s
(e.g. [12], [13]). The challenges are to determine a Lyapunov
function, which represents the system with satisfactory accu-
racy, and, furthermore, to determine the most suitable critical
energy, which allows the evaluation of the transient stability.
1) Transient Energy Function: A widely used energy func-
tion was derived in [14], which is nowadays most often
referred to as transient energy function (TEF) (e.g. [16], [37]).
This function is used in scalar Lyapunov approaches to assess
transient stability in the power system.
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Fig. 1. Available methods and their development steps (not intended to be exhaustive)
𝑉 =
𝑛∑
𝑖=1
(
𝐸𝑘𝑖𝑛=︷ ︸︸ ︷
1
2
𝑀𝑖?˜?
2
𝑖 −
𝐸𝑝𝑜𝑡,𝑟=︷ ︸︸ ︷
𝑃𝑖(𝜃𝑖 − 𝜃𝑠𝑖 ))−
𝑛−1∑
𝑖=1
𝑛∑
𝑗=𝑖+1
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︸ ︷︷ ︸
𝐸𝑑𝑖𝑠
] (1)
𝐸 Constant voltage behind the transient reactance
𝐺𝑖𝑖 Driving point conductance
𝑃𝑚𝑖 Mechanical power input of the 𝑖𝑡ℎ machine
𝑉 Transient Energy
The terms in eq. (1) can be interpreted as:
∙ 𝐸𝑘𝑖𝑛: Total change in rotor kinetic energy with respect
to the center of inertia (COI) (𝑀𝑖 and ?˜?𝑖 are the inertia
constant and angular velocity relative to COI respectively)
∙ 𝐸𝑝𝑜𝑡,𝑟: The change in potential energy of the rotor with
respect to COI (𝑃𝑖 = 𝑃𝑚𝑖 − 𝐸2𝑖𝐺𝑖𝑖 and 𝜃𝑖 represents
the rotor angle relative to the COI, the index 𝑠 denotes
conditions at the stable equilibrium point (SEP))
∙ 𝐸𝑚𝑎𝑔: Change in stored magnetic energy in the branch
connecting machine 𝑖 and 𝑗 (𝐶𝑖𝑗 is the product of the
voltages 𝐸𝑖, 𝐸𝑗 and the transfer susceptance 𝐵𝑖𝑗)
∙ 𝐸𝑑𝑖𝑠: Change in dissipated energy of the branch connect-
ing machine 𝑖 and 𝑗 (𝐷𝑖𝑗 is the product of the respective
voltages 𝐸𝑖, 𝐸𝑗 and the transfer conductance 𝐺𝑖𝑗)
The term 𝐸𝑑𝑖𝑠 causes that the total energy for a system with
transfer conductances cannot be expressed in a closed form
expression. One way to circumvent the problem is to neglect
those when determining the reduced admittance matrix. The
admittance matrix includes the transmission line impedances
and loads, which are modeled as constant impedances. Ne-
glecting the resistances is generally not acceptable [14].
2) Lyapunov Function: In order to use Lyapunov’s method
and the transient energy function, it has to be shown that
eq. (1) exhibits the properties of a Lyapunov function.
Moreover, the power system has to have an asymptotic
stability characteristic to be transient stable. In order to prove
asymptotic stability with the Lyapunov method, the corre-
sponding function 𝑉 (𝑥) has to be a strong Lyapunov function
(𝑉 (𝑥) > 0; ?˙? (𝑥) < 0) [38]. This can be relaxed to ?˙? (𝑥) ≤ 0,
if LaSalle’s invariance principle is invoked and the stability of
𝑉 (𝑥) is only analyzed around the origin [37], [38].
The transient energy function (1) exhibits these characteris-
tics, when using the classical model and assuming certain con-
straints such as neglecting the transfer conductances 𝐺𝑖𝑗 = 0,
[16], [39]. The Lyapunov function is then.
𝑉 =
𝑛∑
𝑖=1
(𝐸𝑘𝑖𝑛(?˜?𝑖)− 𝐸𝑝𝑜𝑡,𝑟(𝜃𝑖))−
𝑛−1∑
𝑖=1
𝑛∑
𝑗=𝑖+1
𝐸𝑚𝑎𝑔(𝜃𝑖𝑗)(2)
3) Accounting for transfer conductances: Several ap-
proaches were developed to account for or to approximate
the effects of the transfer conductances and only a few will be
mentioned in the following. For a more complete discussion
of the different approaches the reader is referred to [16].
a) Numerical integration: Some approaches utilize nu-
merical integration to approximate the effects of transfer
conductances. This additional term may cause the loss of the
Lyapunov properties of the function. Furthermore, different
integration paths may lead to different assessment results.
In [14] and [37] a linear approach is assumed and the
additional term is integrated using the trapezoidal rule.
𝑛−1∑
𝑖=1
𝑛∑
𝑗=𝑖+1
∫ 𝜃𝑖+𝜃𝑗
𝜃𝑠
𝑖
+𝜃𝑠
𝑗
𝐷𝑖𝑗 cos 𝜃𝑖𝑗𝑑(𝜃𝑖 + 𝜃𝑗) ≡
𝑛−1∑
𝑖=1
𝑛∑
𝑗=𝑖+1
𝐼𝑖𝑗 (3)
where
𝐼𝑖𝑗 = 𝐷𝑖𝑗
𝜃𝑖 + 𝜃𝑗 − 𝜃𝑠𝑖 − 𝜃𝑠𝑗
𝜃𝑖𝑗 − 𝜃𝑖𝑗𝑠
(
sin 𝜃𝑖𝑗 − sin 𝜃𝑠𝑖𝑗
) (4)
Another approach was chosen by the authors of [15],
here the sustained fault trajectory in the relative angle space
determines the integration path [16].
3b) Structure Preserving Model: A third approach was
described by Bergen and Hill in [20], where the loads are
preserved in the reduced admittance matrix, instead of being
absorbed by it. Contrary to neglecting the transfer conduc-
tances of the transmission lines, neglecting the real part of the
load impedances may not be a valid assumption [16].
In this approach the authors are considering a frequency
dependent load (FDL) model, which load variations are linear
about nominal frequency. This leads to a modification of the
swing equation considered for the derivation of the TEF (eq.
(1)) and, eventually, to a modified Lyapunov function [40].
The structure preserving model was further developed by
other research groups (see also [16], [40]).
4) Critical Energy: In order to determine the stability
of the system, the critical energy has to be computed. A
straightforward theoretical approach to identify the critical
energy is described in [16]: Step 1: Find all the unstable
equilibrium points (UEPs) surrounding the new SEP of the
post-fault system; Step 2: Define the critical energy 𝑉𝑐𝑟𝑖𝑡 as the
value corresponding to the UEP ’closest’ to the SEP (lowest
value). This theoretical approach is not feasible and several
practical attempts were made to identify the critical energy.
a) Closest UEP approach: In [16] only all type-1 UEPs
are considered to determine the closest unstable equilibrium
and the corresponding critical energy. These are the operating
points, where one of the machines looses synchronism. In
order to identify the type-1 UEPs, an operating point of the
following structure can be chosen as a starting point.
𝜃𝑠𝑗 = [𝜃𝑠1,𝑛, 𝜃
𝑠
2,𝑛, . . . , 𝜋 − 𝜃𝑠𝑗,𝑛, . . . , 𝜃𝑠𝑛−1,𝑛] (5)
The critical energy can be approximated by:
𝑉𝑐𝑟𝑖𝑡 = min
𝑗=1,...,𝑛−1
𝑉 (𝜃𝑠𝑗 , 0) (6)
This approach reduces the computational time, but does not
have an effect on the conservativeness of the method.
b) Controlling Unstable Equilibrium Point (CUEP): The
method of the controlling UEP was first considered by Fouad
et al. [41]. The controlling UEP is the unstable equilibrium,
which is closest to the particular trajectory of the disturbed
system. At the UEP, in order to satisfy the swing equation (see
e.g. [42]), the angular speed is equal to zero and, consequently,
the critical energy in that point is determined by eq. (1) and
(3) as follows.
𝑉𝑐𝑟𝑖𝑡 = −
𝑛∑
𝑖=1
𝐸𝑝𝑜𝑡,𝑟(𝜃
𝑢
𝑖 )−
𝑛−1∑
𝑖=1
𝑛∑
𝑗=𝑖+1
[
𝐸𝑚𝑎𝑔(𝜃
𝑢
𝑖𝑗) + 𝐼
𝑢
𝑖𝑗
]
(7)
In order to identify the controlling UEP Fouad et al. propose
in [18] a criterion as follows: "The post-disturbance trajectory
approaches (if the disturbance is large enough) the controlling
u.e.p. This is the u.e.p. with lowest normalized potential
energy margin at the instant the disturbance is removed." This
criterion can be computed using the following:
Δ𝑉𝑃𝐸,𝑛𝑜𝑟𝑚 = Δ𝑉𝑃𝐸/𝑉𝐾𝐸,𝑐𝑜𝑟𝑟 (8)
where the energy absorbing capacity of the post-disturbance
system Δ𝑉𝑃𝐸 can be determined as the difference between
potential energy at the UEP and at fault clearance. The equa-
tions for determining the corrected kinetic energy 𝑉𝐾𝐸,𝑐𝑜𝑟𝑟 are
provided in [18]. The correction is necessary due to the finding
that not all the kinetic energy contributes to the separation of
the critical generators [37], [41], [43].
In order to determine the minimum normalized potential
energy margin Δ𝑉𝑃𝐸,𝑛𝑜𝑟𝑚, the actual values of 𝜃𝑢 for the
possible UEPs have to be known. In [18] it is proposed, that
approximate values of 𝜃𝑢 are used, which can be obtained from
the knowledge of the post-disturbance stable equilibrium point.
After identification of the candidate CUEP the corresponding
𝜃𝑢 is calculated accurately and, eventually the critical energy
corresponding to the CUEP can be calculated utilizing eq. (7).
The critical energy computed can then be compared to the
value of the energy function at the time of fault clearance and
the stability of the system can be determined.
A more detailed description of the approach is provided in
[18] or [39]. This approach clearly reduces the conservative-
ness of the method compared to the closest UEP method.
c) Potential Energy Boundary Surface (PEBS): Kaki-
moto et al. [15] as well as Athay et al. [14] proposed to deter-
mine the transient stability region by analyzing the potential
energy function (𝑉𝑝). According to [14] the 𝑉𝑝 has within a
periodic frame of rotor angles at most one relative minimum
(new SEP). The rest of the extreme values correspond to
relative maxima and saddle-points (UEPs). The authors of
[15] propose a stability boundary, where the saddle-points
surrounding the SEP are connected through curves (𝑂𝑥),
which are orthogonal to equipotential curves (𝑉𝑝(𝜃,𝐸) = 𝐶𝑖).
The authors argue that, due to the fact that the direction of
the total torque applied to the system is orthogonal to the
equipotential curves, the system will loose synchronism after
crossing a curve 𝑂𝑥. In [15] it is suggested that the fault-on
trajectory is simulated until it crosses a curve 𝑂𝑥. The point of
crossing the boundary can be detected by analyzing the time
derivative of the kinetic energy.
A theoretical foundation of the PEBS method was later
presented by Chiang et al. in [17]. The authors define the
PEBS as the stability boundary of the gradient system
𝜃 = −∂𝑉𝑝/∂𝜃 (9)
and conclude that it is a local approximation of the stability
boundary of a power system described by the swing equation.
d) Boundary of stability region based controlling un-
stable equilibrium point method (BCU method): The BCU
method, described in [19], is based on the relationship of
the stability boundary of the original and the reduced system
determined by eq. (9) [17]. Where the reduced system is
described by:
𝜃𝑖𝑛 = (𝑃𝑖 − 𝑃𝑒𝑖)− (𝑀𝑖/𝑀𝑛)(𝑃𝑛 − 𝑃𝑒𝑛) (10)
𝑃𝑒𝑖 Injected electrical power of the 𝑖th machine
Roughly speaking, the BCU method analyzes the fault-on
trajectory and detects when the boundary of the reduced-
state model is crossed. This point is called exit point and is
4used as the initial condition when integrating the post-fault
reduced system. The integration yields a new approximation
of 𝜃 corresponding to the controlling UEP and is used as
an initial guess to find the actual CUEP by solving eq. (9)
equal to zero. The transient stability of the system can then be
determined utilizing the CUEP, provided by the BCU method,
and applying the CUEP method described in section II-A4b.
B. Methods based on the Equal Area Criterion (EAC)
The equal area criterion was developed in the late 1930’s,
though the origin is not really clear [30].
1) Equal Area Criterion (EAC): The method allows the
determination of transient stability of an one-machine infinite
bus system (OMIB) without computing the swing curves.
Therefore, the following simplifications and assumptions were
considered. The synchronous machine (SM) is represented
by a constant voltage magnitude behind the synchronous
reactance and the mechanical power input is assumed to be
constant. Furthermore, the damping of the machine is ne-
glected and the loads are represented by constant impedances.
It was later shown that the simplifications can be relaxed [30].
When the damping is neglected and after manipulation, the
swing equation can be written for an OMIB as follows [44]:
[𝑑𝛿/𝑑𝑡]
2
=
∫
(2/𝑀)(𝑃𝑚 − 𝑃𝑒) 𝑑𝛿 (11)
𝑃𝑒/𝑚 Electric power injection / mechanical power input
𝛿 Relative rotor angle
Initially, the derivative of the angle is zero and changes after
the disturbance. For a stable case the angle reaches a maximum
at 𝛿𝑚 and changes the direction thereafter. From this the
following stability criteria can be formulated [44].∫ 𝛿𝑚
𝛿0
(2/𝑀)(𝑃𝑚 − 𝑃𝑒) 𝑑𝛿 = 0 (12)
The integral can be split up into two areas, which can be
calculated as follows (indices 𝐷 and 𝑃 denote conditions
during and after fault clearance respectively).
𝐴𝑎𝑐𝑐 =
∫ 𝛿𝑐
𝛿0
(𝑃𝑚𝐷 − 𝑃𝑒𝐷) 𝑑𝛿 =
∫ 𝛿𝑐
𝛿0
𝑃𝑎 𝑑𝛿 (13)
𝐴𝑑𝑒𝑐 = −
∫ 𝛿𝑚
𝛿𝑐
(𝑃𝑚𝑃 − 𝑃𝑒𝑃 ) 𝑑𝛿 = −
∫ 𝛿𝑚
𝛿𝑐
𝑃𝑎 𝑑𝛿 (14)
𝑃𝑎 Accelerating power
A stability margin 𝜂 can then be determined as follows, where
𝛿𝑢 is the rotor angle at the UEP.
𝜂 = −∫ 𝛿𝑢
𝛿0
𝑃𝑎𝑑𝛿 = 𝐴𝑑𝑒𝑐(𝛿𝑚 = 𝛿𝑢)−𝐴𝑎𝑐𝑐 (15)
A positive margin represents a stable case, a negative an
unstable and in the case that 𝜂 = 0 it is a critical case.
2) Extended Equal Area Criterion (EEAC): In order to
determine the stability of the power system as a response to a
certain disturbance, the method described in [26] decomposes
the multi-machine system into a set of critical machine(s)
and a set of the ’remaining’ generators. The machines in
the two groups are aggregated and then transformed into two
equivalent machines to form an OMIB system. Furthermore, in
order to achieve simple algebraic equations for the assessment
criteria, a modified Taylor series expansion is applied to
determine the rotor angle.
a) Aggregation of Machines and Formulation of the
OMIB system: The two sets of machines are aggregated as
follows.
𝑀𝑎,𝑠 =
∑
𝑖∈𝐴,𝑆
𝑀𝑖; 𝛿𝑎,𝑠 = 𝑀
−1
𝑎,𝑠
∑
𝑖∈𝐴,𝑆
𝑀𝑖𝛿𝑖; (16)
where 𝑆 is the set of the machines of the critical cluster; 𝑠 is
its equivalent aggregated to one machine and 𝑡+0 = 0+ is the
time immediately following the disturbance. In the same way
the ’remaining’ machines can be aggregated, where 𝐴 is the
set of the ’remaining’ machines; 𝑎 is its equivalent aggregated
to one machine. The OMIB system is then described by
𝑀𝛿 = 𝑃𝑚 − 𝑃𝑒 = 𝑃𝑚 − [𝑃𝑐 + 𝑃𝑚𝑎𝑥 sin(𝛿 − 𝑣)] (17)
The equations for 𝑃𝑚, 𝑃𝑐, 𝑃𝑚𝑎𝑥 and 𝑣 can be found in [26].
b) Determine acceleration and deceleration area: The
two areas can be computed as follows.
𝐴𝑎𝑐𝑐 = (𝑃𝑚 − 𝑃𝑐𝐷)(𝛿𝜏 − 𝛿0)
+𝑃𝑚𝑎𝑥𝐷[cos(𝛿𝜏 − 𝑣𝐷)− cos(𝛿0 − 𝑣𝐷)] (18)
𝐴𝑑𝑒𝑐 = (𝑃𝑐𝑃 − 𝑃𝑚)(𝜋 − 𝛿𝜏 − 𝛿𝑃 + 2𝑣𝑃 )
+𝑃𝑚𝑎𝑥𝑃 [cos(𝛿𝜏 − 𝑣𝑃 )− cos(𝛿𝑃 − 𝑣𝑃 )] (19)
c) Critical Clearing Time (CCT): In order to determine
the CCT, the rotor angle is expressed in a Taylor series.
𝛿𝜏 = 𝛿0+𝛼
−1
1 𝛼
−2
2 𝛾(𝜏
2/2)+𝛼−11 𝛼
−4
2 𝛾(𝜏
4/24); 𝛾 = 𝛿 (20)
where 𝛼1,2 are corrective factors to compensate for the trun-
cation error [26]. The Taylor series expansion solely contains
even derivatives of 𝛿, this is due to continuity which dictates
that ?˙? is equal to zero at 𝑡+0 and that causes the cancellation
of all higher-order odd derivatives of 𝛿 [26].
The stability of the power system with respect to a certain
contingency can be assessed by determining the CCT. There-
fore, (18) and (19) are solved for 𝛿𝑐 and (20) is utilized to
calculate 𝑡𝑐. A simple comparison of the CCT and the actual
clearing time yields the stability assessment result.
d) Identification Critical Machine(s): In order to identify
a (cluster of) critical machine(s), the authors of [26] suggest
the acceleration criterion 𝜎𝑖.
𝜎𝑖 = (𝑃𝑚𝑖 − 𝑃𝑒𝑖(𝛿(𝑡+0 )))/𝑀𝑖 (21)
The machines with the largest acceleration criterion are the
critical machines. Critical groups can be identified, when con-
sidering the CCTs of the machines and their interconnection.
A critical group is formed if two to three generators at the top
of the list have similar CCTs and are strongly interconnected.
3) SIME: SIngle Machine Equivalent (SIME) poses an
hybrid approach, which combines the advantages of a direct
method and the time domain simulation approach.
In [30] different applications of the method are described.
For fast stability assessment the predictive SIME seems to be
appropriate and is considered in this analysis.
In the following a short description of the method is given.
It solely comprises the most important features and the reader
is referred to [27], [30] for a complete description.
5a) Identification of Critical Machines: In order to iden-
tify the critical machines, the rotor angles of the generators
are analyzed in every time step of the post-fault time domain
simulation. In [28], [30] the generators are sorted according to
their rotor angles and the angles of consecutive generators are
compared to detect the ’maximum gap’. The generators above
each gap are considered to form the set of critical generators
and a corresponding candidate OMIB is formed. The time-
domain simulation is continued until a candidate OMIB fulfills
the instability criteria stated in (22).
b) Formulation of OMIB: After the critical machines are
identified the system generators can be transformed into two
equivalent machines and the OMIB system can be set up.
The inertia coefficients of the equivalent machines can be
calculated utilizing (16). The OMIB can then be described
by (17), after 𝑃𝑚, 𝑃𝑐, 𝑃𝑚𝑎𝑥 and 𝑣 are determined.
c) Stability criterion: In [27] the stability criteria for the
OMIB trajectories are determined as follows.
Unstable trajectory is a trajectory, which reaches an angel
𝛿𝑢 at time 𝑡𝑢 where
𝑃𝑎(𝑡𝑢) = 0; 𝑑𝑃𝑎/𝑑𝑡∣𝑡=𝑡𝑢 > 0 (22)
Stable trajectory is a trajectory, which reaches an angel
𝛿𝑟 < 𝛿𝑢 at time 𝑡𝑟, where 𝜔(𝑡𝑟) = 0; 𝑃𝑎(𝑡𝑟) < 0.
d) Stability margin: The stability margin can then be
determined as follows.
𝜂 = −∫ 𝛿𝑢
𝛿𝑖
𝑃𝑎𝑑𝛿 − (1/2)𝑀𝜔2𝑖 (23)
𝛿𝑖 = 𝛿(𝑡𝑖) OMIB angle at time 𝑡𝑖 short after fault clearance
In order to determine the stability margin, a weighted least-
square approximation (WLS) is used in [30] and 𝑃𝑎(𝛿) is
extrapolated between 𝛿𝑟 to 𝛿𝑢. The parameters 𝑎, 𝑏 and 𝑐 in
eq. (24) are determined using values of 𝑃𝑎 at three successive
time steps
𝑃𝑎(𝛿) = 𝑎𝛿
2 + 𝑏𝛿 + 𝑐 (24)
e) Predictive SIME: In [30] the predictive SIME method
is used within a closed emergency control loop. The method
is assumed to receive real-time measurements, which contain
the rotor angles, speeds and accelerations. Subsequently, the
method is used to carry out a predictive stability assessment,
which can be used to determine appropriate control actions.
The procedure of the predictive SIME is described in [30]
as follows. Step 1: At a time shortly after the disturbance
clearance, consider three successive incoming measurements
of the individual machines. Step 2: Use Taylor series to
predict machine angles some time ahead and identify critical
machines as described in section II-B3a. Step 3: Construct the
corresponding OMIB as described in section II-B3b. Step 4:
Determine OMIB parameters from the received measurements.
Step 5: Approximate 𝑃𝑎 − 𝛿 curve with WLS approximation.
Step 6: Solve eq. (24) to determine 𝛿𝑢. Step 7: Determine
stability margin as described in section II-B3d.
f) Modification of Predictive SIME: In order to use the
predictive SIME method for a fast stability assessment, the
real-time measurements are used as initial conditions for a
time domain simulation. The simulation is run until shortly
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TABLE I
COMPLEXITY ESTIMATION, 𝑏: NUMBER OF BRANCHES; 𝑚:NUMBER OF
GENERATORS; 𝑛: NUMBER OF BUSES; 𝑘: NUMBER OF CONTINGENCIES
Function Time Frequency
PMU data 𝑂(𝑛+ 𝑏) 1 𝑂(𝑛+ 𝑏)
Admittance matrix 𝑂(𝑚+ 𝑛+ 𝑏) 1 𝑂(𝑚+ 𝑛+ 𝑏)
𝑌𝐷𝑢𝑟𝑖𝑛𝑔 , 𝑌𝑃𝑜𝑠𝑡 𝑂(𝑚+ 𝑛+ 𝑏) 𝑘 𝑘𝑂(𝑚+ 𝑛+ 𝑏)
TOTAL 𝑘𝑂(𝑚+ 𝑛+ 𝑏)
after the disturbance is cleared and the simulated values are
used instead of the measured values in the predictive SIME.
The stability analysis can then be carried out following the
steps described in the previous section.
III. RESULTS
The runtime analysis of the examined methods are presented
in the following. It is assumed that PMU data providing full
observability of the system are received in real-time.
The complexity of the algorithms of the distinct methods
are compared in the following. This estimation should be
valid for future power system and, consequently, the effects of
structural changes, such as the increasing installation of DER,
should be reflected in the results. Therefore, the algorithms of
the different methods are compared using the big 𝑂-notation,
which is common practice when analyzing algorithms [45].
If simulations were carried out instead, the analysis would be
tied to the particular test case, and effects of structural changes
would not be accounted for. A simulation of a relatively small
test power system such as the IEEE test system cases would
assess runtime on current power systems, and the results would
fail to capture dependence on the system size and topology.
A. PMU data utilization
The procedure to extract the needed information from the re-
ceived PMU measurements is shown in figure 2. It is assumed
that voltage measurements from each node are received as
well as current measurements from both ends of each branch.
These measurements are used to update the admittance matrix
and with a list of contingencies the admittance matrices for
the during- and post-fault condition are set up.
The matrices are extended by the internal nodes of the
machines behind their transient reactance 𝑋 ′𝑑, since some of
the methods assume the voltages behind 𝑋 ′𝑑 to be constant.
The number of operations to update these matrices is
proportional to the number of branches, nodes and machines
in the system. The results in O-notation are shown in table I.
B. Scalar Lyapunov’s Direct method
The discussed methods assessing transient stability using
Lyapunov’s method are only differing in the way the critical
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Fig. 3. Flow diagram scalar Lyapunov method
transient energy is determined. Therefore, the general proce-
dure is shown in fig. 3 and in subsequent sections it is solely
described how each method calculates the critical energy.
The methods based on a scalar Lyapunov function use the
reduced admittance matrix, which means that the nodes where
no current enters or leaves the network are eliminated. This
elimination is carried out using matrix algebra and partitioning
of the admittance matrix [46]. The most complex step, in
determining the reduced admittance matrix, is to find the
inverse of the (𝑛×𝑛) admittance matrix. However, the matrix
is highly sparse, which enables to determine the inverse much
faster than for the case of a full matrix. In order to use the
algorithm proposed by Takahishi et al. [47], the matrix has to
be transformed into a banded matrix by applying the reverse
Cuthill-McKee algorithm, which complexity was shown in
[48] to be proportional to the number of edges and, hence,
proportional to 𝑂(𝑏). The complexity of calculating the whole
inverse of a banded matrix can be approximated by 𝑂(𝑛2𝑑)
[49], where 𝑑 is the bandwidth. It can be argued that in the
case of power system networks the bandwidth of the ordered
admittance matrix is small compared to the number of nodes
and in large system smaller than the number of machines. In
the IEEE 14-bus system 𝑑 is larger than 𝑚. In the IEEE 300-
bus system the bandwidth is considerably smaller than the
number of machines (d: 35, m: 68).
In order to determine the transient energy of the system
at the point of fault clearance, a time domain simulation of
the whole system until the clearance has to be carried out.
An explicit integration method such as Runge-Kutta (R-K)
method is used to calculate the time response. In order to carry
out the time domain simulation a set of algebraic equations
and differential equations has to be solved. When utilizing
the R-K method the complexity of solving the differential
equation is proportional to 𝑂(𝑚2). In order to solve the
algebraic equation fast the sparsity of the admittance matrix
is utilized and corresponding fast algorithms are used. By per-
forming a LU-factorization and through forward and backward
substitution the process can be considerably accelerated. The
LU-factorization is, however, the operation with the highest
computational cost and can be approximated by 𝑂(𝑑2𝑛) [49].
After the values of the state variables at fault clearance are
determined, the transient energy of the system at that point
in time can be determined. The complexity of calculating the
transient energy itself is 𝑂(𝑚2), due to the double sum (see
eq. (1)). Additionally to the state variables at fault clearance,
the state variables at the during-fault stable equilibrium need
to be known. To find the SEP the Newton Raphson (N-R)
method is used and this leads to a complexity of 𝑂(𝑚3).
TABLE II
COMPLEXITY ESTIMATION PROCESSES SHARED BY THE TWO SCALAR
LYAPUNOV METHODS, 𝑑: BANDWIDTH OF BANDED MATRIX
Function Time Freq.
𝑌 from PMU 𝑂(𝑚+ 𝑛+ 𝑏) 1 𝑂(𝑚+ 𝑛+ 𝑏)
Reduce Matrices⋄ 𝑂(𝑑𝑛2) 1 𝑂(𝑑𝑛2)
Time domain simulation† 𝑂(𝑑2𝑛) 𝑥 𝑥𝑂(𝑑2𝑛)
Determine 𝑉𝑐𝑙 𝑂(𝑚3) 1 𝑂(𝑚3)
Determine 𝑉𝑐𝑟𝑖𝑡 III-B1 & III-B2
Compare 𝑉𝑐𝑙 and 𝑉𝑐𝑟𝑖𝑡 1 1 1
TOTAL‡(one disturbance) 𝑂(𝑑𝑛2)
⋄ : Matrix reduction by partitioning of the matrix, see [46, section 2.1]
† : Using an explicit integration method Runge-Kutta with 𝑥 time steps
‡ : Runtime evaluation without determination of the critical energy
𝑌𝑃
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(using NR)
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of type-1
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Fig. 4. Flow diagram determine 𝑉𝑐𝑟𝑖𝑡 in the closest UEP method
TABLE III
COMPLEXITY ESTIMATION CLOSEST UEP
Function Time Freq.
Lyapunov method frame⋄ 𝑂(𝑑𝑛2) 1 𝑂(𝑑𝑛2)
Determine 𝑉 of type-1 UEPs 𝑂(𝑚3) 𝑚 𝑂(𝑚4)
Determine 𝑉𝑐𝑟𝑖𝑡 (merge sort) 𝑂(𝑚 log𝑚) 1 𝑂(𝑚 log𝑚)
TOTAL(one disturbance) 𝑂(𝑚4)
⋄ : see table II
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Sim. post fault
reduced
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𝑉𝑐𝑟𝑖𝑡
Fig. 5. Flow diagram determine 𝑉𝑐𝑟𝑖𝑡 in the BCU method
Finally, the determined transient energy at fault clearance
and the critical energy of the post-fault system are compared.
1) Closest UEP: Figure 4 shows the block diagram of
the closest UEP method, which determines the critical energy
of the post-fault system by considering all type-1 UEP. The
procedure to determine all 𝑚 type-1 UEPs is the computational
most expensive step, because the UEPs are identified using N-
R method which comprises the inversion of an 2𝑚×2𝑚-matrix
resulting in a complexity proportional to 𝑂(𝑚3).
The next step to identify the lowest critical energy is fast
with 𝑂(𝑚 log𝑚), when applying the merge sort algorithm.
The runtime evaluation results are presented in tab. III.
2) BCU method: The procedure to determine the critical
energy when applying the BCU method is depicted as block
diagram in fig. 5. The corresponding estimation of the runtime
is depicted in table IV. When applying an explicit integration
method to carry out the time domain simulation, its complexity
is proportional to the square of the number of machines in the
system. The second time domain simulation, which is of the
reduced system, comprises a reduced number of differential
equation, the number of equations and the complexity to solve
those is, however, still proportional to the number of machines
squared 𝑂(𝑚2). In both cases in each simulation step a set
of algebraic equations has to be solved using LU-factorization
with complexity proportional to 𝑂(𝑑2𝑛).
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COMPLEXITY ESTIMATION BCU
Function Time Freq.
Lyapunov method frame⋄ 𝑂(𝑑𝑛2) 1 𝑂(𝑑𝑛2)
Sim. until PEBS crossing † 𝑂(𝑑2𝑛) 𝑦 𝑦𝑂(𝑑2𝑛)
Sim. reduced system ‡ 𝑂(𝑑2𝑛) 𝑧 𝑧𝑂(𝑑2𝑛)
Find CUEP 𝑂(𝑚3) 1 𝑂(𝑚3)
Determine 𝑉𝑐𝑟𝑖𝑡 𝑂(𝑚2) 1 𝑂(𝑚2)
TOTAL(one disturbance) 𝑂(𝑑𝑛2)
⋄ : see table II
† : Time dom. sim. continued using R-K with 𝑦 time steps
‡ : Time dom. sim. of red. system using R-K with 𝑧 time steps
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Fig. 6. Flow diagram extended equal area criterion
In order to find the controlling UEP, the N-R method is
applied, where the results of the time domain simulation
serve as an initial guess. The complexity of this step is
consequently proportional to 𝑂(𝑚3) and the calculation of
𝑉𝑐𝑟𝑖𝑡 is proportional to 𝑂(𝑚2).
C. Equal Area Criterion Methods
The equal area in its pure form is promising to be very fast
due to the lack of time domain simulation, the results, however,
are expected to be conservative, because of the assumed con-
stant voltage magnitude behind the transient reactance frozen
at the time just before the fault occurrence. The SIME method
tries to overcome these challenges through the combination of
a direct method with time domain simulation.
1) Extended Equal Area Criterion: Figure 6 shows the
procedure to determine stability using the EEAC method de-
picted as a block diagram. The method utilizes the admittance
matrices provided from the PMU data procedure. The matrices
are reduced as described in the preceding section (𝑂(𝑑𝑛2)).
Following, the acceleration criterion is calculated for each
machine, which allows to determine the critical machine(s).
Therefore, the electrical power injection of each machine at
fault occurrence has to be calculated 𝑂(𝑚2).
The critical machines can then be identified after sorting the
calculated acceleration criteria and identifying the machines
with the largest values, this can be achieved by employing the
merge sort algorithm (𝑂(𝑚 log𝑚)).
In the next step the machines are aggregated into two
equivalent machines and the OMIB system is determined.
The number of operations associated with this process is
proportional to the square of the number of machines.
Eventually, the critical angle and the CCT can be calculated
and the results can be compared to the settings of the associ-
ated protection relays to evaluate stability. The results of the
runtime assessment are shown in table V.
TABLE V
COMPLEXITY ESTIMATION EEAC
Function Time Freq.
𝑌 from PMU 𝑂(𝑚+ 𝑛+ 𝑏) 1 𝑂(𝑚+ 𝑛+ 𝑏)
Reduce Matrices⋄ 𝑂(𝑑𝑛2) 1 𝑂(𝑑𝑛2)
Acceleration criteria 𝑂(𝑚) 𝑚 𝑂(𝑚2)
Identify critical 𝑂(𝑚 log𝑚) 1 𝑂(𝑚 log𝑚)
Aggregate & form OMIB 𝑂(𝑚2) 1 𝑂(𝑚2)
Determine 𝛿𝑐, 𝐶𝐶𝑇 1 1 1
Compare 𝑡𝑐𝑙 and 𝐶𝐶𝑇 1 1 1
TOTAL(one disturbance) 𝑂(𝑑𝑛2)
⋄ : Matrix reduction by partitioning of the matrix, see [46, section 2.1]
Y from
PMU
1 . . . 𝑘
Time-domain
simulation
until 𝑡𝑐 + 3Δ𝑡
Taylor series
(predicted)
rotor angles
Identify
critical
machines
Formulate
& calc.
OMIB
𝑃 − 𝛿 approx.
with WLS
to find 𝛿𝑢
Calculate
stability
margin 𝜂
𝜂 < 0?Unstable
yes
Fig. 7. Flow diagram modified predictive SIME
TABLE VI
COMPLEXITY ESTIMATION SIME
Function Time Freq.
PMU data 𝑂(𝑚+ 𝑛+ 𝑏) 1 𝑂(𝑚+ 𝑛+ 𝑏)
Time domain sim.† 𝑂(𝑑2𝑛) 𝑥 𝑥𝑂(𝑑2𝑛)
Rotor angle (pred.) 1 𝑚 𝑂(𝑚)
Ident. critical mach. 𝑂(𝑚 log𝑚) 1 𝑂(𝑚 log𝑚)
Aggregate & form OMIB ‡ 𝑂(𝑚) 1 𝑂(𝑚)
𝑃 − 𝛿 approx. 1 1 1
Det. stability margin 1 1 1
TOTAL(one dist.) 𝑥𝑂(𝑑2𝑛)
† : Explicit integration method (R-K method) with 𝑥 time steps
‡ : Differs to EEAC see text for explanation
2) Modified Predictive SIME: Figure 7 shows the transient
stability assessment using the SIME method in a block dia-
gram. The first step in the method based on SIME is to carry
out a time-domain simulation until three time steps after the
fault clearance. For the time domain simulation a number of
differential equations proportional to the number of machines
in the system have to be solved using an explicit integration
method. The complexity of the individual differential equa-
tions varies and in some cases, e.g. the derivative of the rotor
speed depends on the remaining generators, which leads to
a total complexity estimation proportional to 𝑂(𝑚2). The
second step in the time domain simulation is to update the
network parameters, therefore 𝑛 algebraic equations have to
be solved. Due to the fact that the admittance matrix is highly
sparse special algorithms can be used to solve these equations
and this results in a complexity approximated by 𝑂(𝑑2𝑛).
In the following, the rotor angle of each individual machine
advancing in time are predicted through a Taylor series ex-
pansion, where complexity is estimated to be proportional to
𝑂(𝑚). The predicted rotor angles are sorted and the critical
machine candidates are identified through the biggest ’gap’
(merge sort 𝑂(𝑚 log𝑚)). After identification of the critical
machines, the machines can be aggregated and transformed
into an OMIB system, this processes is less complex than in
8the EEAC method due to the availability of parameters from
the time domain simulation. The 𝑃 − 𝛿-curve is then approx-
imated with the simulated data and equation (24). Thereupon,
the angle 𝛿𝑢 and time 𝑡𝑢, which meet the conditions stated
in eq. (22), are identified and used to determine the stability
margin utilizing (23). Eventually, by evaluating the stability
margin the stability can be determined. The overall complexity
of the SIME method can then be approximated by 𝑥𝑂(𝑑2𝑛).
IV. DISCUSSION
The results in tab. I to VI make it possible to identify
the dominant operation in all methods. The complexity of
the processes of handling the PMU data and updating of the
matrices is linear and negligible in all the analyzed methods.
In the analysis of the closest UEP method it was shown that
identification of all the type-1 UEPs is the most complex step
with an associated complexity proportionally 𝑂(𝑚4). In the
case of the BCU method and the EEAC the operation with the
highest associated computational costs is the reduction of the
admittance matrix 𝑂(𝑑𝑛2), which is for the case of the EEAC
in good agreement with the results in [26]. The SIME method
overcomes some of the challenges of the EEAC method by
including time domain simulation. This results in a complexity
proportional to 𝑂(𝑑2𝑛).
In direct comparison with the closest UEP method, the
BCU method is faster and less conservative because of the
determination of the CUEP. The use of Lyapunov’s methods
compared to the EEAC allows more detailed models of the
system and the machines. While the EEAC is restricted to
the classic model, more complex structure-preserving models
can be utilized in Lyapunov’s method. The SIME circumvents
the restriction to the classical model by using a detailed
time domain simulation. It should be noted that the needed
simulation is shorter compared to the BCU method.
In the complexity analysis the time domain simulation was
assumed to be carried out using an explicit integration method,
this method is not A-stable and, consequently, requires a small
integration time step [44]. An improvement of the accuracy
of the time domain simulation and the usage of larger time
steps could be enabled by employing an implicit integration
method, which uses for example the trapezoidal rule. However,
this may lead to an increase of the complexity to 𝑥𝑂(𝑑𝑛2).
Because the aim of the paper is to investigate the method’s
real-time capability, it was decided to use a faster but less
accurate integration method.
The results of the analysis of the time domain simulation are
as well dependent on the accuracy of the representation of the
loads. For this analysis it was assumed that the impedances
of the loads vary during the disturbance and, consequently,
the admittance matrix needs to be updated and factorized
in each simulation step. When load impedances are assumed
to be constant, the simulation is still dominated by the LU-
factorization, but it has to be carried out only two times.
Another critical issue is the comparison of complexities
proportional to the number of machines and proportional to
the number of nodes in the system. Nowadays, due to the
centralized power generation, in a power system the number
of machines is considerably lower than the number of nodes.
This ratio is to change in the future, due to increasing instal-
lation of DER. Consequently, the number of machines in the
system could approach values closer to the number of nodes,
which may lead to changes in the complexity evaluation, e.g.
domination of the Lyapunov method frame by 𝑂(𝑚3).
Under the consideration that in the future power system the
number of machines in the system will be considerably higher
than today, the analysis of the complexity suggest that the
SIME method may provide the fastest stability evaluation of
the system. However, an additional uncertainty is introduced
due to the prediction of the rotor angles using a Taylor series
and a weighted least-square approximation of the 𝑃−𝛿-curve.
V. CONCLUSION
The paper begins with a review of methods using Lya-
punov’s method and the EAC, which are further analyzed.
When using the Lyapunov approach the challenge is to
derive an appropriate energy function, which fulfills the criteria
for a Lyapunov function, and to identify the appropriate critical
energy for the stability evaluation. The BCU method combined
with a structure-preserving model seems to overcome these
challenges in a promising way.
The second approach uses the equal area criterion. The
EEAC method allows to carry out the transient stability
assessment without the need for time domain simulations, but
requires the reduced admittance matrix and is limited to the
use of the classical model, which leads to conservative results.
SIME overcomes some of the limitation of the EEAC
method through the use of a detailed time domain simulation.
The results suggest that the methods utilizing the equal
area criterion are faster than the methods using energy func-
tions when assessing transient stability in large systems with
distributed power generation. The SIME method may be the
preferable tool to fast evaluate the transient stability of a large
power system, due to the less conservative results.
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