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ABSTRACT

A SURVEILLANCE SYSTEM TO CREATE AND DISTRIBUTE
GEO-REFERENCED MOSAICS FROM SUAV VIDEO

Evan D. Andersen
Department of Electrical and Computer Engineering
Master of Science

Small Unmanned Aerial Vehicles (SUAVs) are an attractive choice for many
surveillance tasks. However, video from an SUAV can be dicult to use in its raw
form. In addition, the limitations inherent in the SUAV platform inhibit the distribution of video to remote users. To solve the problems with using SUAV video, we
propose a system to automatically create geo-referenced mosiacs of video frames. We
also present three novel techniques we have developed to improve ortho-rectication
and geo-location accuracy of the mosaics. The most successful of these techniques is
able to reduce geo-location error by a factor of 15 with minimal computational overhead. The proposed system overcomes communications limitations by transmitting
the mosaics to a central server where there they can easily be accessed by remote
users via the Internet. Using ight test results, we show that the proposed mosaicking system achieves real-time performance and produces high-quality and accurately
geo-referenced imagery.
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Chapter 1
Introduction

Unmanned Aerial Vehicles (UAVs) are fast becoming a mainstay of military
operations. They are particularly well suited for tasks that are either too dangerous
for human pilots or too mundane to warrant the use of a human pilot. By taking over
these tasks, UAVs save time, money and lives. In addition, there are a large number
of civilian tasks that UAVs are well suited for. Some of these tasks include forest re
monitoring, disaster relief, search and rescue, and pipeline monitoring.
Of particular interest in the eld of UAVs is the development of Small UAVs
(SUAVs).

The characteristics of SUAVs make them an attractive choice for many

surveillance tasks, particularly those requiring persistent, localized surveillance. Some
of the primary advantages of SUAVs include: (1) they are signicantly less expensive
to purchase than large UAVs; (2) their small size simplies transport, launch and
retrieval; and (3) they are less expensive to operate than large UAVs.
In spite of their many benets, SUAVs introduce some signicant challenges
when used in surveillance systems. One challenge is that video transmitted by SUAVs
tends to be dicult to use in its raw form for a number of reasons. First, the size
and weight of an SUAV make it very susceptible to atmospheric turbulence, resulting
in shaky video that is dicult to watch. Second, the low altitudes at which SUAVs
typically operate limits the eld of view of the on-board optics to a relatively small
area. For these reasons, when viewing SUAV video it is dicult to keep track of its
geographic context. As a result, it is dicult for an operator to determine the relative
or absolute location of features in view or even to determine which direction in the
video is North.
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The context of the video can be improved by geo-referencing the video frames.
Geo-referencing is often performed by utilizing information from the autopilot sensors.
However, the size, weight and cost constraints of an SUAV dictate the use of small,
lightweight micro-electromechanical systems (MEMS) sensors which tend to be noisy
and of limited accuracy. As a result, pose estimates generated by the SUAV contain
signicant error which severely limits the accuracy of geo-location estimates.

For

instance, an attitude estimation error of only a few degrees for an SUAV ying several
hundred meters above the ground can lead to dozens of meters of error in the geolocation estimate of an object in the view of the SUAV camera.
Another challenge is that the size and weight constraints of an SUAV limit its
communications capabilities. Communication between SUAVs and ground stations is
typically limited to short range (< 10 km), low bandwidth connections. This means
that only those in the immediate vicinity of the SUAV can access the information
gathered. Often however, it would be useful to share this information with remotely
located personnel.

Distribution to remote personnel can be accomplished by con-

nection to a pre-existing wide-area network such as the Internet. However to retain
the mobility and low-cost of SUAV systems, the link from the SUAV system to the
wide area network should be a low bandwidth link. In addition, it is important to
distribute geo-referencing information with SUAV imagery so that users can view it
in its geographic context.
To overcome the challenges previously described, we propose a system to create geo-referenced mosaics of SUAV video frames and distribute them to remote users,
utilizing existing infrastructure as much as possible. The key contributions of this thesis are rst, the manner in which mosaics are initialized and updated. The algorithms
used in this process are standard, well-studied algorithms, but through extensive experimentation we have determined a conguration of these algorithms that allows
robust real-time creation of mosaics from SUAV video. Second, we present several
novel techniques that use information from the mosaicking process, combined with
pose estimates fromt he SUAV, to signicantly improve ortho-rectication and geolocation of the mosaics with minimal computational overhead to the overall system.
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The nal contribution is the design of the complete system that allows imagery to be
distributed to remote users in real-time using a low-bandwidth communications link.
In the following section we present a survey of literature relating to the contributions
of this thesis.

1.1

Literature Review
The discussion of literature related to the contributions of this thesis is di-

vided into four subsections which discuss: creating mosaics, improving SUAV pose
estimation, geo-referencing mosaics and distributing SUAV imagery to remote users.

1.1.1

Mosaics
Mosaicking in general is a well studied problem; some signicant examples of

literature on the subject are found in [1, 2, 3, 4]. Creating mosaics with video from
SUAVs is somewhat more dicult due to the bouncy motion typical of SUAVs as
well as the low resolution and relatively small eld of view typical of SUAV video.
In [5], SUAV video is stabilized by creating what are essentially small, short-term
mosaics. A further extension to SUAV video stabilization is described in [6], where
larger mosaics are create than in [5].

However, the simplied ane model used in

[6] to align the images only works well when the SUAV is ying straight with very
little change in attitude.

In contrast, the system proposed in this thesis is able to

create large mosaics containing more than 1,000 video frames without being aected
by changes in SUAV attitude.

1.1.2

Improving Pose Estimation
Mosaics can stabilize SUAV video and increase the eld of view, but if the

mosaic is not geo-referenced it is dicult to locate objects in view and to comprehend
the geographic context of the imagery.

The limited accuracy and noisy nature of

SUAV autopilot sensors introduces signicant error when these sensors are used to
geo-reference a mosaic.

A number of techniques have been applied to improving

SUAV pose (location and attitude) estimation.
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In [7, 8] measurements from GPS

and inertial measurement units (IMUs) are fused. This can reduce the error in pose
estimates, but it is not able to do so to the extent required for precisely geo-referenced
aerial imagery. Another technique focuses on using visual information from a camera
to compute pose estimates directly, which is often referred to as Visual Odometery
(VO) [9, 10]. In this case, the camera is used as a standalone pose sensor. A camera,
however, is only able to measure relative movement between two frames, and this
measurement must be integrated to determine absolute pose.
Other pose estimation techniques combine information from GPS/IMU sensors
with visual information in order to combine the strengths of each of these sensors.
Those described in [11, 12, 13] use visual information to gauge the accuracy of the
GPS/IMU estimates.

They require that the 3D location of points in the camera

view be accurately estimated, something that can be dicult to do in SUAV video.
Another approach, described in [14], directly estimates a pose by aligning successive
images.

This method can be quite accurate, but the iterative methods employed

to compute a pose estimate require extensive computation making this approach
intractable for real-time applications. The three techniques presented in this thesis for
improving geo-location estimates improve upon prior work by reducing computation
requirements and utilizing image registration information that must be computed by
any mosaicking system.

1.1.3

Geo-referencing Mosaics
Rather than improving pose estimation, in [15, 16] geo-location is improved

by registering images to pre-existing geo-referenced imagery from satellites or aerial
surveys.

This can result in very accurate geo-locations for the images, but it does

not work well if there are signicant dierences between the two sets of images.
In practice, this occurs quite often with SUAV imagery due to the drastic changes
in scene appearance from factors such as season, ambient light, shadows, weather,
and any change to the landscape from things like construction or res.

The three

techniques we propose are able to signicantly improve geo-location accuracy using
only information from the autopilot sensors and the the SUAV camera.
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1.1.4

Distributing Geo-referenced Imagery
As previously, distributing SUAV imagery requires a solution to two problems:

(1) how to make the imagery available on a wide-area network using a low-bandwdith
wireless connection, and (2) how to place the imagery in context.
video over wireless networks is a widely studied problem.

Distribution of

Research in the area of

video compression has focused primarily on full-motion video compression, and has
produced a number of successful video codecs, such as the MPEG family [17], which
are beyond the scope of this thesis. However, these codecs require signicant computation resources for video compression and data rates of 1-2 Mbps are still required
for video transmission, making them dicult to use with SUAVs. Creating mosaics of
video frames substantially reduces the bandwidth required to transmit imagery of a
mostly static scene; a concept discussed in papers such as [2] and [18]. Therefore, the
mosaicking algorithm we utilize in the proposed system also solves the low-bandwidth
constraint of connection to a wide-area network
While mosaicked-based video compression reduces bandwidth requirements so
that users can access the imagery, they still need to be able to view the imagery in
context.

To communicate and display imagery in a geo-referenced context, several

programs have been developed, including Google Earth [19], FalconView [20], and
NASA's World Wind [21]. Each of these programs enable the user to view imagery in
a geographic context. To demonstrate the capabilities of our system, we integrate our
geo-referenced mosaics with Google Earth, enabling multiple users to access the same
imagery simultaneously, while viewing and understanding that imagery in context.
This demonstrates the capabilities of our end-to-end system for SUAV video.

1.2

Proposed System
The proposed system, as shown in Figure 1.1, is divided into four segments:

aerial, ground, server and user. The aerial segment captures video with associated
pose information and transmits it to a ground station.

The ground station is the

main component of the ground segment. Here, data from the SUAV is processed to
create large mosaic images. This removes jittery motion, increases the eld of view
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Aerial Segment

User Segment

Video and
Telemetry

Ground Segment

Mosaics
Mosaic Creation
Google Earth Overlay
Server Segment
Image
Updates
Integrate mosaics
into existing overlay
Figure 1.1:

Web Server

System diagram

and provides context. In addition, an Unscented Kalman Filter (UKF) [22] combines
information from the mosaicking process with autopilot pose estimates to improve
ortho-rectication and geo-referencing of the mosaic.
Once a mosaic has been completed, it is sent over a wireless Internet connection
to a remote server (the server segment), which combines the individual mosaics into
one large, high-resolution mosaic. In addition, the server updates a Google Earth
overlay with the imagery, which resides on a web server.

TM

The user segment then

consists of users who are able to view the complete SUAV imagery by using the
Google Earth program as a viewer. Google Earth is freely available and widely used
software for viewing aerial imagery. By leveraging this existing infrastructure, users
located anywhere in the world can see what the SUAV is seeing in near real-time.

1.3

Paper Organization
The remainder of this paper is organized as follows.

Chapter 2 gives a de-

tailed description of the process of creating geo-referenced mosaics.
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Chapter 3 de-

scribes three dierent formulations of the UKF that have been used to improve orthorectication and geo-referencing of mosaics. Chapter 4 discusses the complete system
as implemented and gives results obtained from ight testing. Chapter 5 gives conclusions and recommendations for future work.
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Chapter 2
Building Mosaics

A mosaic is a series of overlapping images that have been aligned and combined
into a single image.

The process of creating a mosaic begins with a single video

frame that is warped into the view of a virtual mosaic camera. The mosaic camera
determines the view of the mosaic with respect to the world and can be used to orthorectify the imagery and provide a geographic context. Each subsequent video frame is
then added to the mosaic by rst determining the alignment between the frame and
the mosaic image and then warping the frame into the view of the mosaic camera.
This process depends on very accurate alignment, or registration, of the video frames
to the mosaic because registration errors as small as several pixels are easily noticed
in the nal image and can cause further error in the registration of subsequent frames.
It is also very important to accurately know the pose of the camera for the frame used
to initialize the mosaic. Error in this pose will prevent the frame from being correctly
warped into the mosaic camera view and aects the quality of the entire mosaic.
Our system for creating geo-referenced and ortho-rectied mosaics is outlined
in Figure 2.1.

The rst step in the process is to remove the distortion caused by

the camera optics. Due to the small size requirements of SUAVs and the relatively
wide angle lenses used in an SUAV camera, the captured images contain a signicant amount of radial distortion.

This distortion will prevent proper alignment of

the images in the mosaic and must be removed prior to processing (the

Correction

Distortion

box in Figure 2.1).

After removing the radial distortion in the image, the captured images must be
ortho-rectied and geo-referenced. The ortho-rectication of the images is performed

9

Camera
Distortion
Correction

GPS/IMU
Estimated Pose

Feature
Tracking

Initialization
Homography

RANSAC

Homography

Image
Warping
Mosaic

Figure 2.1:

using an

image warping

An overview of the mosaicking process

dened by a homography matrix [23], described later in

Subsection 2.2.5.
There are two dierent ways to determine the homography matrices that
should be used to ortho-rectify the captured images.

First, a homography can be

pose

(location and attitude) of the

computed between any two images if the relative
two cameras is known.

In the

Initialization

step in Figure 2.1, an estimate of the

camera pose for one frame of video is obtained from the autopilot. A virtual mosaic
camera is dened with its pose such that the ortho-rectied image will be in the
center of the mosaic with its top oriented toward geographic North. These two poses
are used to form the homography that warps the video frame into the view of the
mosaic camera. The pose and calibration of the mosaic camera are then associated
with the mosaic to enable geo-referencing.
The second way to determine a homography matrix is to nd the homography matrix that best aligns two images directly from the images themselves. While
the pose information obtained from the SUAV autopilot is adequate for initializing
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the mosaic, it is not accurate enough to create a homography that will align subsequent frames without obvious error. Therefore, the second method of computing a
homography is shown in the

Feature Tracking

and

RANSAC

boxes in Figure 2.1. By

nding image features in one frame and tracking them in the next, the locations of at
least four corresponding features can be used in the four-point algorithm [23, 24] to
estimate the homography transformation from one view to the other. The four-point
algorithm itself is sensitive to error in the feature tracking. To make the system more
robust and accurate, we use a RANSAC algorithm [25, 23] to detect and eliminate
incorrectly tracked features. Once the homography has been estimated we can warp
the image into the view of the ortho-rectied mosaic camera and add it to the mosaic
image.
Transformations based on the homography matrix make the assumption that
the scene in view is planar.

This assumption tends to be a good one for many

SUAV surveillance scenarios. Most deviations from planarity on the ground tend to
be insignicant due to the altitudes at which SUAVs y and the downward looking
orientation typical of their cameras.

While our system is robust enough to handle

some non-planarity in the scene, it would not work well when ying in dense urban
terrain or in a canyon environment.
In the following sections, each of the components shown in Figure 2.1 is described in more detail.

2.1

Lens Distortion Correction
The rst step in processing is to correct for the distortion caused by the camera

lens. Many camera lenses, especially wide angle lenses, distort an image by bending
points near the edge of the image closer to the center of the image. The eect can be
observed as straight lines that appear to be curved in an image as seen in Figure 2.2.
It is necessary to correct the distortion because it causes image points to appear as
if they were on the surface of a sphere, instead of a plane, which causes homography
estimation to fail.

11

(a) Uncorrected image exhibiting the (b) Resulting image after correction for
eects of radial distortion
radial distortion
Figure 2.2:

Radial distortion correction.

The optical distortion model, taken from [26], is the polynomial


xd = 1 + k1 r2 + k2 r4 xn ,
where

xd , xn

r

is the

The distortion parameters,

k1 , k2

are the distorted and undistorted points respectively, and

distance from the optical center of the lens to

xn .

(2.1)

are intrinsic to the camera system and are pre-computed using an automatic camera
calibration program [27].
To create an undistorted version of a captured image a blank image

In

is

created. Each point

xn in In is propagated through the distortion function to compute

xd .

Bi-linear interpolation is then used to compute an intensity value

a corresponding
for

xn

based on the pixels around

xd .

The output of this algorithm, demonstrated in

Figure 2.2, is used for all following steps in the mosaicking process.
In practice we have found that in order to create a large mosaic, it is extremely
important to remove all optical distortion from the images before they are added to
a mosaic.

Any remaining distortion will cause an error in image registration that

grows as more frames are added to the mosaic.

This is particularly observable in

areas far from the initial frame of the mosaic where the scale of the imagery tends to
be reduced with respect to the initial frame.
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2.2

Initialization
To determine the relative pose information necessary to create the initial-

ization homography matrix, there are four coordinate systems (world, SUAV body,
camera, and image) that need to be dened. World, SUAV and camera coordinates
are all in

R3 ,

whereas image coordinates are in

R2 .

In the subsections that follow,

these four coordinates systems are dened, along with the transformations between
them, followed by the derivation of the initialization homography matrix using these
coordinate systems.

2.2.1

World Coordinates
The axes of the world coordinate system are dened such that the positive

x-axis points North, the positive y-axis points East and the positive z-axis points into
the ground. Thus, positive altitude translates to a negative z coordinate. The units
of measurement are usually in meters and the origin is generally the home location of
the SUAV. This is the coordinate system used for geo-referencing information (such
as the mosaics generated by our system).

2.2.2

SUAV Coordinates
The SUAV coordinate axes are dened such that the x-axis points out the nose

of the SUAV, the y-axis points out the right wing, and the z-axis points out the bottom
of the airplane, with the origin at the SUAV's center of mass. Units here are in meters
also, and the origin is the center of mass of the airplane. The transformation from
world coordinates to SUAV coordinates is composed of a translation and a rotation.
The rotation between world and SUAV coordinates is described by three Euler angle
rotations (measured by the autopilot), called yaw, pitch, and roll, which are applied
in that order. These rotations are described below.

Roll is a rotation about the SUAV x-axis. Positive roll is a clockwise rotation when
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looking at the rear of the airplane. Its rotation matrix is



1
0
0


Rφ =  0 cos (φ) sin (φ)

0 − sin (φ) cos (φ)




.


(2.2)

Pitch is a rotation about the SUAV y-axis. Positive pitch is a clockwise rotation
when looking at the left side of the airplane. Its rotation matrix is




Rθ = 


cos (θ) 0 − sin (θ)
0

1

sin (θ) 0

0
cos (θ)




.


(2.3)

Yaw is a rotation about the SUAV z-axis. Positive yaw is a clockwise rotation when
looking down at the top of the airplane. Its rotation matrix is



cos (ψ)

sin (ψ) 0







Rψ =  − sin (ψ) cos (ψ) 0  .


0
0
1

(2.4)

The complete rotation from world to SUAV coordinates is therefore

Rw→U AV = Rφ Rθ Rψ .

(2.5)

The translation used to transition from world to SUAV coordinates is the location
of the center of mass of the SUAV, in world coordinates, in relation to the world
coordinate system origin.

2.2.3

Camera Coordinates
The camera can be mounted at any arbitrary orientation in the SUAV body.

As with the SUAV attitude, the orientation of the camera can be described by three
Euler angles, roll, pitch (often referred to as elevation) and yaw (often referred to
as azimuth).

These angles are all measured with respect to the SUAV coordinate
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frame axes.

From the coordinate frame of the camera mount, one nal rotation is

required to align the axes with those of the camera coordinate system. The camera
axes are dened such that the x-axis points out of right side of the camera, the y-axis
points out the bottom of the camera, and the z-axis points along the optical axis.
The rotation matrix is dened as



Rcam



0 1 0




=  0 0 1 .


1 0 0

These rotations are applied in the order: azimuth, elevation, roll,

(2.6)

Rcam .

It is assumed that the SUAV cameras are mounted at the origin of the SUAV
coordinate system. This is a valid assumption because the camera is usually mounted
close to this location and any displacement from that point is very small compared
to the distances in the camera view. Therefore, the conversion from SUAV to camera
coordinates requires only the rotation described previously.

2.2.4

Image Coordinates
Image coordinates are dened such that the x-axis is along the rows of pixels

and the y-axis is down the columns, with the origin at the top left corner of the
image. The units in the system are pixels. In order to map from camera coordinates
to image coordinates, a camera calibration matrix is used, followed by a perspective
mapping from

R3

to

R2 .

The calibration matrix is of the form



fx



K= 0

0
where

fx , fy

0
fy
0

cx





cy  ,

1

(2.7)

is a scaling in the x and y direction (respectively) to convert from meters

to pixels, and

cx , cy

species the optical center of the lens in pixel coordinates, shifting

the origin.
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Like the radial distortion coecients in Subsection 2.1, these four parameters are intrinsic to the camera system and are determined a-priori using the same
calibration program.
Using the calibration matrix, a point on the image plane is transformed from
camera coordinates to image coordinates via the transformation

x0i = Kxc .
The mapping from

R3

to

R2

is

xi =
0
where xi

2.2.5

=

h

x y z

iT

(2.8)

h

x
z

y
z

iT

,

(2.9)

.

Generating a Homography from Autopilot Pose Information
A homography mapping

H is a mapping of image points from one camera view

to another where the image points are images of world points on a plane

P

[24]. The

construction of the homography starts with the coordinate transformation between
two frames. This transformation is expressed as

X2 = RX1 + t
where

R

is a rotation from camera frame one,

a translation, in

F2 ,

of the origin of

are the coordinates of a point

p∈P

F1

relative to

to the origin of

F1

P

in

F1

F1

F2 ,

and

t

X1

and

X2

n = [n1 , n2 , n3 ]T

be

to camera frame two,

to the origin of

the unit normal vector of the world plane

P

F1 ,

(2.10)

and

F2 .

The vectors

F2 .

Let

and let

d>0

is

be the distance from

as shown in Figure 2.3. We now have

1
nT X1 = n1 x + n2 y + n3 z = d ↔ nT X1 = 1.
d
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(2.11)

P

p

X1
d
F1

y

x2

H

x1

z

X2

x

z
x

(R, T)

F2
y

Planar homography. Two images x1 , x2 of a point p on a plane P . The
images are related by the homography H.

Figure 2.3:

Substituting Equation 2.11 into Equation 2.10 gives



1 T
R + tn X1 .
d

1
X2 = RX1 + t = RX1 + t nT X1 =
d

(2.12)

The matrix



1 T
H = R + tn
d
is called the homography matrix and relates

X1

to

(2.13)

X2

as

X2 = HX1 .
The images of point

p, x1

and

x2 ,

(2.14)

relate to

is equal to the distance from the camera to plane

X1

P.

and

X2

via a scale factor that

This relation is described as

λ1 x1 = X1 , λ2 x2 = X2 .

(2.15)

The homography thus relates the image points in the two frames as

λ2 x2 = Hλ1 x1 ⇐⇒ x2 ∼ Hx1 ,
where

∼

indicates equality up to a scale factor.
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(2.16)

In our case we have available the rotation from world to camera coordinates

Rwc = RU AV →c Rw→U AV ,
for both camera 1 and camera 2, where

Rw→U AV

and

(2.17)

RU AV →c

are dened in Equa-

tions (2.5) and (2.6). The translation of each camera from the world origin in the
world frame

(t1 , t2 )

is also available.

The camera to camera rotation

R

in Equa-

tion (2.13) can be expressed as

and the translation

and

n

t

R = Rwc2 RTwc1 ,

(2.18)

t = Rwc2 (t1 − t2 ) ,

(2.19)

as

expressed in terms of the normal to the plane in world coordinates is

n = Rwc1 nw .
Typically the ground is assumed to be at so

nw = [0, 0, −1]T

(2.20)

is used.

Substituting these expressions into Equation (2.13) and simplifying yields



1
T
Hu = Rwc2 I + (t1 − t2 ) nw RTwc1 .
d

(2.21)

Additionally, the calibration matrix for camera 1 (K1 ) and the calibration matrix for
camera 2 (K2 ), as dened in Equation (2.7), must be included in the homography to
form the nal mapping from the SUAV camera to the mosaic camera,

Hc→m = K2 Hu K−1
1 .

(2.22)

This homography matrix can now be used to warp an SUAV image into the
view of a mosaic camera, dened such that the images in the mosaic camera view will
be ortho-rectied and correctly geo-located.
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The initialization process produces a mosaic containing a single image.

All

subsequent frames added to the mosaic will be aligned with and added to this initial
image.

This then, is a critical step in the mosaicking process because any error

introduced during initialization will propagate through the entire mosaic.

2.3

Feature Tracking
Using the homography matrix described in the prior section, an ortho-rectied,

geo-referenced image is created from a

single

image captured by the SUAV. However,

as more images are received we would like to create an ortho-rectied mosaic of
multiple images received from the SUAV. Therefore, images received after the image
used for initialization must be registered to the rst ortho-rectied image, creating
an ortho-rectied, geo-referenced mosaic.
The method of computing a homography from autopilot pose information described in Section 2.2 cannot be used here because the error in the pose estimates
is too large to permit accurate image alignment. Fortunately, it is also possible to
compute a homography using only image information.
The most accurate way to register two images using image information would
be to match every pixel in each image. However, given that an image of size

640 × 480

has 307,200 pixels, this approach is not feasible. A faster method is to nd a relatively
small set of feature points in the image that will be easy to nd again and use only
those points to estimate a frame-to-frame homography.
One feature that typically tracks well from frame to frame is a corner.
detect corners in the image, we use a maximum eigenvalue locator [28].

To

The rst

step in the maximum eigenvalue locator is to take the derivatives of the image with
respect to

x

and

y.

Each derivative is computed by convolving a Sobel kernel with

the image as follows:
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−1

dI

= I ∗  −2
dx

−1

−1

dI

=I ∗ 0
dy

1



0 1



0 2 ,

0 1
−2 −1

(2.23)





0 .

1

0
2

(2.24)

Sobel kernels are used because they perform both Gaussian smoothing and dierentiation in one convolution.
After nding the derivative images, a covariation matrix of the image derivatives is computed over an

m×m


window for each pixel as

P

M= P
λ1 , λ 2

P

  dI 
dI
dx

The eigenvalues


dI 2
dx

dI
dx

  dI  
dy

P  dI 2

dy

.

(2.25)

dy

of this matrix are then computed and

min (λ1 , λ2 )

is saved

for each pixel. Once all of the eigenvalues have been computed, any that are lower
than a threshold value, as well as any that are not the strongest in a

3×3

window

centered around the pixel, are eliminated from consideration. Finally, the eigenvalues
are sorted by strength, and the strongest

n

features are chosen that are all farther

than some minimum distance from each other. An example image with the features
selected using this method is shown in Figure 2.4.
Once good features to track have been found in the rst image, the location of
the same features must be found in the second image. The feature tracker needs to be
able to quickly and accurately nd the features as well as detect when a feature does
not appear in the second image. It should also be able to track fairly large feature
movement. In this system, the algorithm used is a pyramidal implementation [29] of
the Lucas Kanade feature tracker [30]. Only a general description of the algorithm
will be given here.
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Figure 2.4:

Selected feature points

The algorithm begins by placing a small window around the point to be found
in the rst image and using the window of pixels as a reference texture. An image
pyramid is then made from the second image and the reference texture. The pyramid
is composed of layers of successively lower resolution copies of the image. The base
layer is the image itself.

Each succeeding layer is then constructed from the layer

below it by smoothing the layer with a Gaussian kernel and then down-sampling by
a factor of 2.
With the pyramid constructed, feature tracking begins at the top level of the
pyramid (the lowest-resolution layer). An iterative gradient descent algorithm adjusts
the location of the reference texture until the location that most closely resembles it
is found. This location is then used as the starting point for iterations at the next
level. Processing continues in this manner until a location is found at the base level
of the pyramid.
One of the primary advantages of the pyramidal approach is that it can track
large feature motions with few iterations. For example, in a four-level pyramid, one
pixel of movement at the top level translates to eight pixels of movement at the base
layer. This is very important in an SUAV application, since the rotations of the SUAV
often result in large pixel displacements. In Figure 2.5, we show an example of the
output of the feature tracking algorithm.
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Feature tracking results. Displacement of features as detected by the
feature tracking algorithm. Note that some features were obviously mis-tracked
Figure 2.5:

2.4

RANSAC-based Estimation of Homography
Once feature point correspondences have been computed, the frame-to-frame

homography can be estimated. Homography calculation from point correspondences
requires at least four coplanar points. A least-squares approach called

the four-point

algorithm, uses these points to compute the homography [24].
The four-point algorithm is as follows. For a set of feature location pairs

j = 1, 2, . . . , n,

construct a matrix

product between

xj1

and

x̂j2 ,

T

χ = [a1 , a2 , . . . , an ]

where

aj

xj1 , xj2 ,

is the Kronecker

where the ˆ operator is dened as



−x3

0



x̂ =  x3

−x2

0
x1

x2





−x1  .

0

The problem is then to nd the unit length vector

(2.26)

Hs ∈ R 9

that solves

χHs = 0.
A non-trivial solution is desired, so the constraint that
solution must then be in the null space of

χ
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(2.27)

Hs 6= 0

is imposed.

The

and is found by computing the Singular

Value Decomposition (SVD) of

Vχ

χ = Uχ Σχ VχT

and dening

Hs

to be the column of

corresponding to the smallest singular value. If the point correspondences used to

construct

χ

are noise free, the smallest singular value will equal 0. In the presence of

noise however, taking the vector corresponding to the smallest singular value yields
the minimum norm solution. Since the solution,
it must be unstacked to form the

3×3

matrix

Hs ,

is in the form of a

9×1

vector,

H.

This method works well if all of the point correspondences contain little error,
but in practice this rarely occurs. Some of the point correspondences will inevitably
contain signicant error due to mis-tracked features, making them outliers to the set
of correct correspondences. When outliers are included in the homography calculation they can cause signicant error.

For this reason, a random sample consensus

(RANSAC) algorithm [23, 25] is used to identify and eliminate outliers from the
homography estimation.
The RANSAC algorithm generates a number of hypotheses for the homography
by randomly selecting four points from the set of correspondences and using them to
construct a homography with the algorithm described above. Each feature location

xj1

in the rst image is then mapped through the homography to determine its estimated
location

xje

in the second image. Every

feature as found by the feature tracker

xje
xj2 .

is then compared to the location of the
If the distance

xje − xj2

is less than

some threshold, the correspondence is considered an inlier for that hypothesis. The
hypothesis with the most inliers is selected as the best estimate. The list of inliers
can then be used to do a least squares estimate of the homography in order to further
improve accuracy.

Figure 2.6 shows the output of the RANSAC algorithm for the

feature tracks in Figure 2.5.

2.5

Image Warping
Once a homography matrix has been computed (whether by the initializa-

tion or RANSAC steps of our system), the captured frame can be warped onto the
ortho-rectied and geo-referenced mosaic. If the homography was computed by the
RANSAC technique, the frame-to-frame homography
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Hf

is rst transformed into a

RANSAC algorithm results for features from Figure 2.5. Black feature
tracks are inliers, white are outliers
Figure 2.6:

mosaic-to-camera homography
warp the previous frame

H0

Hm→c

by multiplying it with the homography used to

as

Hm→c = Hf H0 .

(2.28)

The actual warping of an image is accomplished by mapping the coordinate
of each pixel in the mosaic image into the SUAV camera's coordinate system via a
perspective transform.

The rst step is to transform the image point coordinates

from the mosaic camera to the SUAV camera using Equation (2.16). This results in
a 3-dimensional vector

xT =

h

x y z

i

where the element

factors in Equation (2.16). To remove the scale factors,

x

z

results from the scale

must be normalized by

z

such that the resulting vector is



x/z







xn =  y/z  .


1
An intensity value is then computed for

xn

(2.29)

using bi-linear interpolation. If a pixel

from the mosaic warps to a coordinate that is outside of the boundaries of the captured
image it is simply ignored.
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Figure 2.7:

Mosaicked video from an SUAV

The new image is added to the mosaic without blending it with previous
images.

While not blending the images can cause contrast edges to appear on the

mosaic at the boundary between images, it has the advantages that it is fast and will
not blur moving objects, such as cars and people.
An example mosaic resulting from this algorithm is shown in Figure 2.7. Note
that multiple frames have been combined in a fairly seamless fashion, demonstrating
the eectiveness of the frame-to-frame homography computation.
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Chapter 3
Improving Geo-Location

As mentioned previously, due to the restriction on sensors inherent in SUAV
platforms, the pose estimates obtained from the SUAV autopilot tend to be of limited
accuracy. The error is typically not large enough to interfere with normal SUAV ight.
However, in this proposed system, where large geo-referenced mosaics are created, the
error becomes very signicant.
As described in Section 2.5, all frames are registered to the mosaic, which
ultimately begins with just one image. The homography that maps the initial image
to the mosaic is created using only pose information from the SUAV, as explained in
Section 2.2. Any error in the mapping for that rst image will propagate through the
entire mosaic. This means that if the rst frame is not correctly ortho-rectied and
geo-located, the small amount of error that remains will grow as the mosaic increases
in size, leading to large amounts of perspective distortion and geo-location error at
the edge of the mosaic. An example of the perspective distortion and geo-location
error due to error in the the initial pose is shown in Figure 3.1.

3.1

The Unscented Kalman Filter
In order to improve the location and ortho-rectication of the initial frame, it

is necessary to reduce the error in the pose used to create the initial homography. One
way in which to do this is to combine two sources of information already available:
the pose information from the SUAV, and the homography that registers frames to
the mosaic. This paper presents three methods for accomplishing this, all of which
have been evaluated with actual ight data. All three of these methods rely on the
Unscented Kalman Filter (UKF) [22], which is an extension of the Kalman lter for
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Perspective distortion caused by pose error. The eects can most clearly
be seen in the road, which is rotated and shifted with respect to the satellite photo.
The width of the road also changes due to error in the pitch angle of the initial pose.
Figure 3.1:

nonlinear systems. The UKF works well when applied to pose estimation because it
can approximate a highly non-linear system without the need to linearize that system.
The registration step of this system is particularly non-linear and would be dicult
to linearize.

3.1.1

The Unscented Transform
The key to the UKF is the unscented transform [22], which is a method for

calculating the statistics of a random variable that undergoes a nonlinear transformation
(called

Pxx

f (x).

The basic approach of the unscented transform is that a set of points

sigma points ) are selected so that the mean of the points x, and the covariance

are the same as the random variable. The nonlinear function
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f (x) is then applied

Figure 3.2:

An illustration of the unscented transform.

to each of the points and the transformed mean

y

and covariance

Pyy

are estimated

from the transformed points. This process is illustrated in Figure 3.2.
The unscented transform is similar to Monte Carlo methods, except that instead of drawing sample points at random, the points are chosen using a deterministic
algorithm that captures specic information about the probability distribution of a
random variable.
For an

2n + 1

n-dimensional

random variable

x

with mean

x

and covariance

sigma points are required. The points are given by

X0 = x,
Xi = x +
Xi+n

where

Pxx


p
(n + κ) Pxx

(3.1)

p



(n + κ) Pxx ,
p
i
(n + κ) Pxx ,
=x−

(3.2)
(3.3)

i

is the ith row or column of the matrix square root of

i

For Gaussian random variables, the value of

κ

is usual chosen such that

The sigma points are then instantiated through the function

f (x)

(n + κ) Pxx .

n + κ = 3.

yielding a set of

transformed sigma points

Yi = f (Xi ) .

(3.4)

The mean is computed from the weighted average of the transformed points

y=

2n
X
i=0
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W i Yi ,

(3.5)

and the covariance is the weighted outer product of the transformed points

Pyy =

2n
X

Wi (Yi − y) (Yi − y)T ,

(3.6)

i=0
where the weights are given by

κ
,
n+κ
1
Wi =
.
2 (n + κ)

W0 =

(3.7)
(3.8)

The unscented transform is quite simple to calculate and can predict mean and
covariance with an accuracy comparable to what would be achieved with a second
order Taylor series expansion of

f (x).

This makes it very well suited for ltering

applications.

3.1.2

The Unscented Filter
The transformation process of the Kalman lter consists of two phases,

and

update.

matrix
and

P−
xx

P+
xx .

In the prediction step, the previous lter state
and the process model

f (x)

x̂− ,

predict

the error covariance

are used to predict the current values of

x̂+

During the update phase, a measurement that is related to the lter state

by the state-measurement function

z = G (x) ,

(3.9)

is used to correct the predicted lter state. The update phase consists of predicting
the expected measurement

ẑ, the innovation covariance Pzz , and the cross-correlation

Pxz .
In order to work with the unscented transform, the basic form of the Kalman
lter is slightly modied. In the prediction phase, the state vector is augmented with
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the

q -dimensional

process noise vector

v

to yield the


xa = 

x
v

na = n + q

dimensional vector


.

The process model is rewritten as a function of

(3.10)

xa ,


xa+ = f xa− ,
which is used to transform

2na + 1


x̂a = 

Q

where

x̂
0

(3.11)

sigma points that are drawn from





 and Pa = 

Pxx

0

0

Q

is the covariance of the process noise.

G

,

(3.12)

The update phase of the lter is

modied in a similar fashion, with the measurement noise
matrix



g with associated covariance

being used in place of the process noise.

In the remainder of this chapter, each of the three ltering methods we have
developed using the UKF are described. The rst method, described in Section 3.2,
uses two pose estimates as a state vector and the homography resulting from the
registration process as a measurement vector. The second method, described in Section 3.3, uses the the geo-location of four points in the view of the mosaic camera
as both the state and measurement vectors. Finally, the third method, described in
Section

3.4, uses the initial pose estimate as the state vector and the geo-location

of four distinct points as a measurement vector. A comparative analysis of the three
lters is then included in Section 3.5.

3.2

Current-Pose Estimation Filter
The rst lter, here referred to as the current pose estimation lter, was rst

proposed in [31].

Figure 3.3 show diagram of the ltering system.

This lter uses

information from both the feature tracking and homography-estimation steps of image
registration in order to improve the SUAV pose estimates. In comparison with the
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Camera
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GPS/IMU

Homography
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Homography

Estimated Pose

Feature Error

Covariance
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UKF

Filtered Pose
Figure 3.3:

Layout of the vision/GPS/IMU fusion system

other two lters, which correct for error in the initial pose of the mosaic, this lter
is designed to correct error in the current SUAV pose. Thus, the lter attempts to
remove error from the initial mosaic pose before it is used to initialize a mosaic.
The

state

of this UKF is a 12x1 vector representing the two most recent poses

of the SUAV. It is initialized as

x0 = [y0 , y1 ]T ,
where

yt

(3.13)

represents the pose of the SUAV at time t. A pose includes three parameters

for the location of the SUAV

(x̂, ŷ, ẑ)

and three parameters for the attitude

(φ, θ, ψ).

It is necessary to keep two pose estimates in the state due to the fact that two video
frames are required in order to extract information about camera motion.

After

applying the measurement update step of the UKF, the state of the UKF is two

rened

pose estimates, dened as

T

x0 0 = [y00 , y10 ] .
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(3.14)

The prediction phase of the UKF occurs whenever a new pose estimate is received from the GPS/IMU system. During this phase, the state of the UKF is updated
to contain the most recent pose measurement, and the previous

rened estimate

T

xt = [yt0 , yt+1 ] .

(3.15)

Corresponding steps are taken with the covariance matrix associated with the state
of the UKF. By consistently keeping a rened pose estimate in the state of the UKF,
we are able to improve the accuracy of the pose estimates over time.
The renement of the poses occurs during the update phase of the UKF. Before
discussing how the measurement update is implemented in the current pose lter, we
must rst describe the state-measurement function.

3.2.1

State-measurement Function
The state measurement function creates a homography matrix from the two

pose estimates in the state vector. This is done using the process described in Section
2.2.5. In order to remove the eect of the inherent scale ambiguity, the homography
matrix is scaled using the equation

H = H/h3,3 .

(3.16)

The rst eight elements of the resulting matrix are then stacked to become the predicted measurement vector

3.2.2

ĥ.

Measurement Update
The measurement update step of the Kalman Filter uses the current state, the

current homography measurement, and their associated covariance matrices to compute a more accurate estimate of the current state. In order to do this it is necessary
to transform the state-covariance matrix into the measurement space, something that
is dicult to do in a non-linear system. The UKF achieves this transformation by
sampling the distributions of the state variables to come up with a number of sample
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states.

Using the state-measurement function, these sample states are then trans-

formed into sample measurements. The mean of the sample measurements becomes
the predicted measurement, and the average covariance between the mean and the
sample measurements form the predicted measurement covariance.
The process by which this is done is as follows:

1. Create an augmented state vector

xa

by combining the current state

xt

and the

mean of the measurement noise:

 0
T
xa = yt−1
, yt , 0 .

(3.17)

2. Create an augmented covariance matrix from the covariance of the ltered pose

Pt−1 ,
phy

the covariance of the current pose

Pt

and the covariance of the homogra-

Ph :


Pt−1



a
P =


3. Construct the set of sigma points

0

0

Pt

0

0

0





0 .

Ph

(3.18)

Xi :

X0 = x a ,

(3.19)

p

Xi = x a +
(n + κ) Pa ,
p
i
Xi+n = xa −
(n + κ) Pa ,
i

and a set of weights

W0 = κ/ (n + κ) ,
(3.20)

Wi = 1/2 (n + κ) ,
Wi+n = 1/2 (n + κ) ,
where

p

(n + κ) Pa

is the

ith

column of the matrix square root of

(n + κ) Pa

i
(any matrix square root can be used). The variable
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n is the number of elements

in the augmented state vector and

κ

is set such that

n+κ = 3

as suggested by

Julier and Uhlman [22].

4. Transform the sample points with the state-measurement transformation:

ĥi = F (χi ) ,
where

(3.21)

F (χi ) represents the formulation of a homography from two poses (Equa-

tion (2.21)), followed by scale normalization (Equation (3.16)).

5. Find the mean of the sample homographies:

ĥ =

2n
X

Wi ĥi .

(3.22)

i=0

6. Compute the covariance from the weighted outer product of the transformed
points:

Phh =

2n
X

T


Wi ĥi − ĥ ĥi − ĥ .

(3.23)

i=0
7. Compute the state-measurement cross-correlation from the weighted outer product of both sets of points:

Pxh =

2n
X

T

Wi (χi − x) ĥi − ĥ .

(3.24)

i=0

8. Compute the optimal Kalman gain:

K = Pxh P−1
hh .

(3.25)



x̂ = x + K h − ĥ .

(3.26)

9. Update the pose estimates:
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10. Update the state covariance:

Pxx = Pxx − KPhh KT .

(3.27)

The elements of the rened state vector corresponding to the current pose and the
associated covariances are then fed back into the lter for the next iteration. A result
of this feedback system is that each pose will be ltered twice. Therefore, for increased
accuracy, a ltered pose can be used after its second time through the lter.
In order for the lter to work properly it is essential to have an accurate estimate of the measurement covariance. This allows an appropriate level of condence
to be placed in the state correction caused by the measurement. Section 3.2.3 discusses a novel method we have developed to estimate homography covariance from
the outputs of our RANSAC system.

3.2.3

Estimating Homography Covariance
To utilize the homography matrix in the UKF, two items must be computed

from the visual information: (1) an estimate of the homography matrix and (2) an
estimate of the covariance of the homography matrix. These two blocks are illustrated
by the

homography estimator

and

covariance estimator

blocks in Figure 3.3.

To compute the estimated homography, features identied by the Harris Corner Detector [28] are tracked across images using a pyramidal implementation of the
Lucas-Kanade optical ow algorithm [29].

Because video frames are received at a

higher rate than pose estimates from the GPS/IMU unit, the Harris corner detector
is run whenever a new pose estimate is received, and the selected set of features is
tracked across every frame until the next pose estimate is received. Once the second
pose estimate is received, a RANSAC [25] algorithm is used to reject outliers and the
homography that best ts the remaining feature correspondences is computed using
the four-point algorithm outlined in [24] and section 2.4. Most mis-registrations can
be detected at this step by setting a minimum size of the RANSAC consensus set.

36

If the minimum size is not reached, a mis-registration is considered to have occured
and only information from the GPS/IMU is used to update the lter.
Once an estimate of the homography has been computed, the covariance associated with that estimate must be determined. To do this we propose using information
obtained from the RANSAC and DLT algorithms to determine the variance of the
feature tracking process and then use techniques from the UKF to transform this into
a covariance matrix for the estimated homography.
From the homography estimation system we obtain a list of inlier features.
For each inlier a residual error term can be computed by nding the distance between
the tracked feature location

Υ0

and the feature location as predicted by the homog-

raphy. By computing the standard deviation of this residual error (σ ), we are able to
characterize the noise present in the feature locations

Υ.

The standard deviation is

computed as

s

Pn

i=1

σ=

kΥ0i − HΥi k2
,
n

(3.28)

where n is the number of inlier features. From this standard deviation, we compute
a covariance matrix representing the uncertainty in all feature locations as

PΥ =
This covariance matrix is of size

x

and

y

(3.29)

2n × 2n,

representing the covariance in both the x

σ2

is divided by two to evenly distribute the

and y locations in the image. Similarly,
uncertainty in the

σ2
I.
2

directions.

Due to the non-linearity of the transformation from point correspondences to
a homography matrix, it is dicult to directly transform the covariance of feature
locations into the homography space. Instead of a direct transformation, we propose
to use the sampling technique of the UKF. We create a set of sample point correspondences, transforming them into homography matrices and computing the covariance
of the resulting matrices.
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To perform the covariance transformation, a set of

4n + 1 sample points χi

are

created as

χ 0 = Υ0 ,
p

χ i = Υ0 +
(L + κ) PΥ , and
i 
p
0
χi+n = Υ −
(L + κ) PΥ

(3.30)

i

where

L = 2n

and

κ=3−L

as in Equation (3.19), and

A homography is computed for each
with the feature points

4n + 1

χi

Υ0 = [Υ01 . . . Υ0n ].

by combining the sample point with

[Υ1 . . . Υn ] using the normalized DLT algorithm [23],

creating

vectorized homography matrices (ĥi ). Each homography is normalized using

Equation (3.16) and the covariance of the homographies is then computed as

2n


T
1 X
C=
ĥi − h ĥi − h .
2n i=1
3.2.4

(3.31)

Results
The performance of the ltering framework was evaluated in two ways. The

rst method used simulated data to evaluate the performance of the lter independent
from feature tracking. A series of true poses for an SUAV were generated and from
these poses a true homography was calculated for each sequential frame pair.

For

each true homography a set of point correspondences was generated. The true poses
and the point correspondences were then corrupted with Gaussian noise and used as
inputs to the lter. Results of the simulation are shown in Figure 3.4. The noise added
to the true pose values had a standard deviation of 1 meter in location and 2 degrees
in attitude, while the noise in the point correspondences had a standard deviation
of 0.5 pixels. In order to obtain a good statistical sampling, 5,000 iterations of the
simulation were run. The results show that the lter was able to signicantly reduce
the noise in the pose estimates. The standard deviation of the error in ltered poses
was reduced to approximately 0.5 meters in location and 0.66 degrees in attitude.
The second method to test the performance of the lter used real SUAV ight
data. It was not possible to precisely determine the true pose of the SUAV, so the
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Current-pose simulation results. Results show actual pose values (solid
green line), noisy pose values (solid cyan line) and ltered pose estimates (dashed red
line). The lter was able to signicantly improve pose estimates in the presence of noise
from both the GPS/IMU and the feature tracker.
Figure 3.4:

performance of the lter was determined by using the estimated poses to solve a geolocation problem. An SUAV ying at an altitude of 70 meters was used to collect

640×480 resolution video of a target with a known location.

GPS/IMU pose estimates

of the SUAV were generated by a Kestrel autopilot [32] and transmitted to a ground
station at the rate of 4 Hz. The Kestrel uses MEMS based accelerometers and rate
gyros as well as dierential pressure sensors and consumer grade GPS to compute
pose estimates. These estimates were synchronized with the video frames to within
approximately 75 milliseconds. About 200 frames with pose estimates were captured.
Using the method in [33] a location for the target was computed using the
ltered pose estimate, which was then compared to the target's actual location. For
this test, the data was post-processed in the UKF framework using Matlab on a
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Figure 3.5:

computer with a 3.2 GHz Pentium 4 processor. Our test system processed the data
at 2 frames-per-second, although a careful C-code implementation should be able to
achieve signicantly higher throughput. The results of this test in Figure 3.5, show
that the ltered poses reduce the error in target geo-location as well as signicantly
reducing the short-term variance in the estimates based on the GPS/IMU alone. Due
to the nature of the autopilot sensors, there remains a slowly varying bias term in the
error that cannot be estimated by this formulation of the lter. Nevertheless, we are
still able to reduce the average absolute error in target geo-location by 29.4%.

3.3

Four-Points Filter
The current pose estimation lter attempts to improve the accuracy of the

current pose estimate, which will in turn improve ortho-rectication and geo-location
of mosaics. In contrast, the four-point lter attempts to estimate error in the pose
estimate used to initialize a mosaic after initialization has occurred. Each time a new
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Figure 3.6: Flow diagram of four-points lter. The system combines a traditional
mosaicking algorithm with the four-points lter to improve geo-location estimates and
reduce perspective distortion.

video frame is added to the mosaic, the lter uses information from the registration
procedure to rene its error estimate.
The four-points lter uses the geo-location of four points in the view of the
mosaic camera as both state and measurement vectors.

A ow diagram for a mo-

saicking system with this lter included is shown in Figure 3.6. This lter uses pose
information from the SUAV along with the homography generated by the image registration procedure in Sections 2.3 and 2.4 to rene the geo-location estimate of the
four points. The geo-location of the points encapsulates information about the error
between the desired pose of the mosaic camera and what the pose actually is. Once
this estimate has converged, the corrected estimate for the point locations, along with
the original estimate of their locations, is used to compute a homography by utilizing
the four-point algorithm described in Section 2.4 and [24]. This homography accounts
for error in the initial pose by mapping between the actual pose of the mosaic camera
and the desired pose.

The entire mosaic is then warped using this homography in
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order to remove perspective distortion and geo-location error caused by error in the
initial pose.
The method used to geo-locate points in a camera view comes mainly from
[33, 34]. As with the homography, this method makes the assumption that the area of
the world being imaged is at. This assumption means that each point in the image
represents a vector pointing from the optical center of the camera to the world plane.
The intersection of this vector with the world plane gives a geo-location estimate of
the image point in the world. This geo-location algorithm can be represented as

~ est = ~tU AV + tz X
~ w , where
X
cam
w
zcam


xw
 cam 

−1
~w =
w
xim .
X
 = Rw
 ycam
im K ~
cam


w
zcam
Here,

X̃est

is the estimated location of the world point,

K is the camera calibration matrix, Rw
im
to world coordinates,

X̃w
cam

ground

(tz )

(3.33)

is the image of the point,

is a rotation from image camera coordinates

is the vector pointing from the image point to the world

point expressed in world coordinates,
coordinates, and

x~im

(3.32)

tU AV

is the location of the SUAV in world

tz
represents the ratio between the distance of the SUAV from the
w
zcam

and the magnitude of the image vector in the world

z

direction

w
).
(zcam

The geo-location algorithm forms the core of lter, which is set up as follows.
The state of the lter,

x=

h

x1 y 1 · · ·

x4 y4

iT

,

(3.34)

is composed of the location of four points in the world coordinate frame described
in Section 2.2. Due to the fact that the point location do not move over time, the
process model is simply

x̂+ = x̂− ,
so the prediction phase of the Kalman lter can essentially be ignored.
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(3.35)

The measurement update of the Kalman lter is expressed as

−1
(z − ẑ) ,
x̂+ = x̂− + Pxx CT CPxx CT + G
where

P

is the state covariance matrix,

measurement covariance,

z

C

is the measurement matrix,

is the measurement and

ẑ

matrix. In addition, the predicted measurement

x̂− .

G

is the

is the predicted measurement.

In this case, the state and measurement are in the same space so

point's location,

(3.36)

C

is the identity

ẑ is simply the current estimate of the

With these simplications, the measurement update equation

becomes


x̂+ = x̂− + Pxx (Pxx + G)−1 z − x̂− .
z

It remains then to nd
In order to nd

and

z,

(3.37)

G.

the current pose estimate from the SUAV is used with

Equation (3.32) to compute geo-locations for the four points. Equation (3.32) relies
on knowing the location of the image of the points in the current camera view. What
is known however, is the location of the image of the points in the view of the mosaic
camera.

Fortunately, registration of the current frame to the mosaic during the

mosaicking process provides a homography matrix that is essentially a mapping of
image points from the mosaic camera view to the current SUAV camera view. The
process of obtaining a measurement then consists of mapping the image points from
the mosaic to the current image using the homography and then geo-locating the
points using Equation (3.32).
To compute

G,

the unscented transform from Subsection 3.1.1 is used to map

noise in the current SUAV pose parameters into noise in the location estimate of the
points. Therefore, the measurement covariance

G

can be expressed as

2N −1
1 X
(Yi − z) (Yi − z)T ,
G=
2 i=0

~ est (~xim , K, Xi ) ,
Yi = X
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(3.38)

where

N

is the number of elements in the pose estimate,

scribed above,

Xi

tions 3.1-3.3 and

z

is the measurement de-

is a sigma point formed from the current pose estimate using Equa-

X̃est ()

is the function described in Equation (3.32). With

z

and

G

determined, the measurement update is given by Equation (3.37).

3.3.1

Results
Evaluation of the accuracy of the four-points lter was done using video and

telemetry data from actual SUAV ight.

The SUAV system used was essentially

the same as that used in the evaluation of the previous lter, the only signicant
dierences being that telemetry updates were received at 25 Hz instead of 4 Hz and
the camera was xed in a downward facing position. The data was gathered while
the SUAV was commanded to y a search pattern over an area of interest.
The results of the evaluation are shown in Figure 3.7. Here the mosaics are
overlayed on imagery from Google Earth and we assume that the imagery in Google
Earth is accurately geo-located. The video used to create the mosaic is a 15 second
clip captured while the SUAV was ying north to south at approximately 14 m/s and
an altitude of 100 meters.
The mosaic in Figure 3.7-(a) was created using a single pose estimate to orthorectify and geo-reference the rst frame of the mosaic. All subsequent frames were
then matched to this frame. Figure 3.7 demonstrates the need for a very accurate
estimate of the initial pose.

The mosaic in this image shows that the error in the

initial pose, which is not very observable in the initial frames at the top of the mosaic,
can clearly be observed in the nal frames at the bottom of the mosaic. The error
has clearly caused perspective distortion in the image and aected its geo-location
accuracy.

Measuring the displacement between where the bottom house appears

in the mosaic and where it appears in Google Earth yields a geo-location error of
approximately 75 meters. This error also makes it dicult to align the mosaic with
other mosaics, yielding a very poor quality image when a number of mosaics are
combined into one image.
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(a) Geo-referenced mosaic using raw pose information from the rst frame
to intialize

(b) Geo-referenced mosaic using four-point lter to improve intial pose
estimate

Four-points lter results. Geo-referenced mosaics created from 15 seconds
of video, covering a distance of 250 meters with the SUAV traveling north to south.
Note that at the end of the mosaic, mosaic (b) contains signicantly less error than
mosaic (a)

Figure 3.7:
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In contrast, the mosaic in Figure 3.7-(b) was created using the four-points lter
to correct error in the initial pose. The mosaic in this image exhibits signicantly less
perspective distortion and better geo-location accuracy than Figure 3.7-(a). Here, the
error in the geo-location of the image, compared to Google Earth, is approximately
5 meters. This results in much better alignment with the image in Google Earth and
is much easier to register with subsequent mosaics.

3.4

Mosaic-Pose Estimation Filter
This last pose estimation method is similar to the four-points lter described

in Section 3.3, but it uses the pose estimate of the mosaic camera as the lter state
instead of point locations.

The resulting lter is slightly more complex than the

four-points lter, but is more exible and variances in the pose parameters have a
more understandable eect on the lter state. Again, once the lter has converged,
a homography is calculated and used to warp the mosaic to correct for error in the
initial pose. In the mosaic-pose lter however, the homography is computed using the
initial pose and the corrected pose from the lter state using Equation (2.21). The
ow diagram for a mosaic system including this pose estimation lter is the same as
that shown in Figure 3.6.
Once again the UKF is used due to the non-linear nature of the state-measurement
function. The prediction phase of the UKF is simply

x̂+ = x̂− ,

(3.39)

since the pose of the mosaic camera does not change with time. Thus, this phase of
the lter does not require any computation.
The update phase of the lter cannot be simplied in the same manner as
with the four-point lter. This is due to the state-measurement function, which is
the non-linear function

~ est (~xim , K, x̂)
X

described in Equation (3.32). Instead of the

linear update of Equation (3.36), the unscented transform must be used to compute
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the predicted measurement, the innovation covariance and the cross-covariance. The
measurement update of the lter thus proceeds as follows

1. Use the current pose and homography to compute the geo-location of

n

points

from the mosaic. First warp the points from the mosaic to the new image using
the equation

~xiim = H~xim ,
where

~xim

are points in the mosaic,

~xiim

(3.40)

are the mosaic points transformed to

the view of the SUAV camera. Then geo-locate the warped points,




z=


where

xc

X̃est (~x1im , K, xc )
.
.
.

X̃est (~x4im , K, xc )




,


(3.41)

is the current pose.

2. Compute the measurement covariance using Equation (3.38).

3. Compute the predicted measurement:




ẑ = 


where

~xiim

X̃est (~x1im , K, x̂)
.
.
.

X̃est (~x4im , K, x̂)




,


(3.42)

χ̂ is the pose estimate that comprises the lter state and the image points

are the image points at each of the four corners of the mosaic.

4. Compute the innovation covariance:

Pzz

2N −1
1 X
=G+
(Yi − z) (Yi − z) ,
2 i=0

Yi = X̃est (~xim , K, Xi ) ,
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(3.43)

(3.44)

where

Xi

is the sigma point formed from the pose estimate of the current state

using Equations (3.1)-(3.3).

5. Compute the state-measurement cross-covariance matrix:

Pxz

2N −1
1 X
(Xi − x̂) (Yi − ẑ)T .
=
2 i=0

(3.45)

6. Compute the UKF Kalman gain:

K = Pxz P−1
zz .

(3.46)

7. Update the estimate of the initial pose:

x̂+ = x̂− + K (z − ẑ) .

(3.47)

8. Update the state covariance using the innovation covariance weighted by the
Kalman gain,

−
T
P+
xx = Pxx − KPzz K .

(3.48)

The updated state of Equation (3.47) will be an improved estimate of the pose used
to initialize the mosaic. With enough updates, this state should converge to the true
pose at the time the mosaic was initialized.

3.4.1

Results
The pose estimation lter was evaluated using the same video sequence as the

four-points lter. As can be seen from the results in Figure 3.8, the pose estimation
lter creates a signicantly better mosaic than is possible with raw pose information
alone. Of particular interest are the frames near the end of the mosaic, which in this
case are near the bottom of the image. This is the area where error in the initial pose
tends to have the greatest eect, as can be seen in Figure 3.8-(a). Examination of the
footpath, the house, and the road shows that the lter has signicantly improved the
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(a) Geo-referenced mosaic using raw pose information from the rst frame
to intialize

(b) Geo-referenced mosaic using pose estimation lter to improve the
initial pose

Mosaic pose estimation results. These mosaics were created from the
same video sequence as Figure 3.7. Comparison of the two images shows that the pose
estimation lter has greatly improved the ortho-rectication and geo-referencing of the
mosaic.

Figure 3.8:
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accuracy of the mosaic. This signicant improvement in accuracy not only yields a
better looking mosaic, but it also results in much better alignment between individual
mosaics.

3.5

Comparison of Filtering Methods
The three lters just described all have the same goal: to estimate and correct

for error in SUAV poses in order to make it possible to create ortho-rectied and georeferenced mosaics. All three lters utilize information from both pose estimates and
image registration and all three have been shown to produce good results. The differences in implementation however, give each one unique strengths and weaknesses.

3.5.1

Current-Pose Estimation Filter
One of the main strengths of the current-pose estimation lter described in

Section 3.2 is that it is not restricted to estimating one xed pose.

This means

that it can be used for things like navigation and target geo-location in addition
to geo-referenced mosaics.

Another advantage is that it only requires that video

frames be registered to each other instead of forming a large mosaic. In applications
where a mosaic is not required, eliminating the processing required to build a mosaic
signicantly reduces the amount of computation that must be performed.
There are two main disadvantages to the current-pose lter. The rst is that
in its current conguration, the lter must be run until it converges before it can
be used to initialize a mosaic. Then, once a mosaic is initialized with a pose from
the lter it will no longer be improved by the lter. The second major disadvantage
is the computational complexity of the method used to estimate the covariance of
the homography matrix.

When creating mosaics we typically track about 150 fea-

ture points. Using this many features in the covariance estimation means that 300
least-squares homography estimates must be computed. This additional computation
reduces the mosaic update rate and makes it more likely that mis-registrations will
occur.
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3.5.2

Four-Points Filter
The main strength of four-points lter is its computational eciency. This is

due to the simplications introduced to the UKF update in Equation (3.37). These
simplications make it necessary to estimate the covariance of just the measurement,
instead of covariance for both the measurement and the predicted measurement as
well as the state-measurement cross-covariance. In addition, using the homography
produced by the registration procedure to relate the mosaic image to a video frame
means that a set of points does not need to be tracked across all video frames, as is
typically required for these types of algorithms. Finally, this lter is able to rene the
mosaic for as long as images can be registered to it. This capacity for a large number
of updates signicantly improves accuracy of the correction applied to the mosaic to
remove initial pose error.
The main weakness of the four-points lter is that it is somewhat dicult to
tune. In order to achieve good performance, the variances of the inputs to a Kalman
lter must be tuned. The variances that can be tuned are those relating to the pose
parameters. However, there is a non-linear relationship between a pose and the geolocation of the four points making it dicult to understand the eect that changing
a particular variance will have on the lter state.

3.5.3

Mosaic-Pose Estimation Filter
The mosaic pose estimation lter shares many of the strengths of the four-

points lter.

It does not require that the same points be tracked across all of the

images, it utilizes information already available from registration and SUAV pose
estimates, and it produces similar results. The computational complexity of the lter
is increased somewhat compared to the four-points lter because the full measurement
update in Equation (3.36) must be used.
The main advantages of this lter over the four-points lter are its exibility
and ease of tuning. The easier tuning is because the state of the lter is a pose and
thus changing the variance of poses used as inputs to the lter has a direct relationship
on how the pose in the lter state is adjusted to account for the dierence between
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predicted and actual measurements. Using the pose as the lter state is also what
allows for greater exibility. While the state of the four-points lter can only include
the geo-location of four-points, the state of the pose estimation lter can include as
many pose parameters as desired. Further any number of point geo-locations can be
included in the measurement. This makes it possible to use fewer points to reduce
computation or use more points to create an overdetermined system.
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Chapter 4
Distributing Imagery to Remote Users

The complete surveillance system includes both the mosaic and geo-location
improving algorithms discussed in the previous two chapters. As mentioned in Section 1.2, the proposed surveillance system consists of a number of segments. Chapters
2 and 3 describe algorithms that operate in the ground segment. This chapter will
discuss each segment of the complete system and includes results obtained from using
the system during ight testing.

4.1

Aerial Segment
The rst segment of the proposed system is the aerial segment. This segment

consists of the SUAV with its on-board camera and autopilot. An SUAV typically has
very tight constraints on size, weight and power consumption. Because of this, the
imaging hardware typically consists of a small video camera, with typical resolutions
of

640×480 or 320×240 pixels, and an analog wireless video transmitter.

In addition,

the autopilot sensors are typically small, low-power MEMS gyros, accelerometers and
pressure sensors, coupled with a conventional GPS receiver. These sensors are used
to generate pose estimates (location and attitude) for the SUAV. Telemetry data,
including pose information, is then transmitted from the autopilot to a ground station
using a low-bandwidth radio modem.

4.2

Ground Segment
The ground station receives the video and telemetry data from the SUAV, us-

ing time information from GPS to synchronize the two data streams. The information
is then processed using the mosaic and geo-location algorithms discussed previously.
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The mosaics improve the eld of view and remove jittery motion from raw video
frames. Creating mosaics also has the additional benet that it removes redundant
data from the raw video feed, signicantly reducing the amount of data that must be
sent to the server segment.
Once imagery has been accumulated into a mosaic for a sucient period of
time (usually 30-60 seconds), it is transmitted to the server segment.

We do this

by establishing a TCP/IP socket connection over the Internet to a remotely located
server.

Any type of Internet connection can be used and need not be very fast.

Because of the mosaicking process used, it is necessary to send only a single image
and a small amount of pose information with each update, dramatically reducing
the bandwidth required to send visual information collected by the SUAV. In testing
we found that connections as slow as 150 Kbps could be used (compared to the
approximately 1.6 Mbps required to transmit compressed SUAV video).

4.3

Server Segment
The server segment is responsible for receiving mosaic updates from the ground

segment and then combining them with all of the previously received data. This task
is complicated somewhat by the size of the combined mosaic image.

The ground

resolution of the mosaics are typically better than 0.5 meters per pixel. Considering
that the size of the area being surveyed is typically several square kilometers or larger,
the resulting image would be dicult to maintain in system memory. It would also
be dicult to send this much information to users each time an update is received.
To improve the eciency for users, the mosaic is decomposed into a multiresolution pyramid. The levels of the pyramid are then divided into

256 × 256

pixel

blocks and stored as individual image les as demonstrated in Figure 4.1. In addition,
an XML le using the Google Earth KML format is stored for each image. The KML
le describes the geographic location of the image and its resolution, as well as linking
to higher resolution sub-images in the next level of the pyramid.
The images and KML les make up a Google Earth object called a superoverlay, or hierarchy of region based network links.
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For each level of the pyramid

Figure 4.1:

Multi-resolution pyramid of image blocks.

there is a set of regions, ranging from one region at the lowest resolution level to
hundreds of regions at the highest resolution level.

A region species a range of

camera altitudes and an area that must be in view in order for the image in the
region to be displayed. The region also has up to four network links that tell Google
Earth where to nd the KML les that describe the regions and images that make up
the next highest resolution version of the image. Each of these four sub-regions can
then link to four other sub-regions, and so on down the hierarchy. When the camera
in Google Earth is at a high altitude, only one low resolution image is displayed. As
the user zooms in by moving the camera closer, Google Earth uses the regions to
determine when to download and display the higher resolution regions. This process
greatly limits the amount of data that must be transmitted to the user at any one
time, reducing demands on both the user's computer and the web server.
To simplify processing of mosaic updates, the entire image hierarchy is created
prior to an SUAV mission. The images are stored in the png format so that an alpha
channel can make them transparent until they contain actual mosaic data. This entire
hierarchy is then placed in a location where both the image processing server and the
web server will have access to it.
During an SUAV ight, when a new mosaic is received from the ground segment, the server rst uses the pose information transmitted with the mosaic to de-
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termine the geographic location of the four corners of this image. This information
is then used to determine which image blocks at the highest resolution level of the
pyramid need to be updated and pixel data from the received mosaic is added to
each of these blocks. The received mosaic is then down-sampled to the resolution of
the next level and the process is repeated until all of the pyramid levels have been
updated.

4.4

User Segment
The purpose of all the previously described segments is to make the SUAV

imagery easily available to the people who need to view it, regardless of location.
Due to its availability and widespread use, we have chosen to include Google Earth
KML les with the imagery, giving anyone with Internet access the potential to see
what the SUAV is seeing.
Google Earth is able to take advantage of the hierarchical structure of the
imagery on the server to improve the eciency of transmitting images to users. A
user simply has to load a KML le, indicating the location of the mosaic and the URL
of the top-level imagery, in Google Earth. Based on the user's current view, Google
Earth calculates which image blocks are needed at which resolution and automatically
requests them from the web server. This prevents the user from having to load the
entire data set at any one time.
In addition to being used with Google Earth, this system could be easily
adapted to work with other mapping systems, such as FalconView [20] or NASA's
World Wind application [21]. It could also be easily expanded to simultaneously add
imagery from multiple aircraft, allowing a single user to monitor all of them at once.

4.5
4.5.1

Results
Experimental Setup
The proposed system was tested during actual ight to ensure that it is capable

of real-time operation. The SUAV used is a custom ying-wing design built around
an EPP foam core. It has a wingspan of 60 inches and uses a brushless electric motor
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(a) 1.5 m ying wing MAV air- (b) Kestrel Autopilot, Procerus R (c) MAV ground station setup
frame
Technologies 2008

SUAV system

Figure 4.2:

for propulsion. The SUAV is controlled from the ground using Procerus Technologies
[32]

Virtual Cockpit

TM

TM

ground-station software, and on-board using a 16g Kestrel

autopilot, also by Procerus. Pictures of one of our SUAVs, a Kestrel autopilot, and a
ground station setup are shown in Figure 4.2.
In order to provide position information the Kestrel autopilot interfaces with a

µ-blox AG GPS receiver [35].

We typically observe errors of less than 10 m in location

from the GPS and 5 degrees in attitude from the SUAV autopilot. Communication
between the autopilot and the ground station occurs over a 900 MHz wireless link
with a data rate of 115.2 Kbps and a range of up to 40 miles.
The SUAV video system consists of a miniature color camera and 2.4 GHz
wireless video transmitter. The camera has a
interlaced video feed.

50◦ eld of view and outputs a 640×480

The video is captured at frame-rate on the ground station

computer by a PCMCIA frame grabber.

Because interlacing eectively halves the

resolution of the individual frames, the video was down-sampled to
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320 × 240.

On the ground station, Virtual Cockpit interfaces with an external communications box (comm box) via a serial port. The comm box contains a wireless modem
and enables communication between the computer and the autopilot. In order to allow
external applications to interface with the SUAV, Virtual Cockpit provides a shared
memory interface that is used in the mosaicking application to receive the telemetry
information from the SUAV necessary to construct camera poses in real-time.
The ground station is an o-the-shelf laptop with a 1.8 GHz single core

TM

Pentium

M processor and 1 GByte of RAM. In testing, the ground station is

able to reliably update the individual mosaics at approximately 10 Hz, while also
capturing video from the SUAV and running Virtual Cockpit.
The ground station is connected to the server over the Internet using a cellular
telephone network. This connection allows communication from remote locations with
data transfer rates ranging from 100 to 1000 Kbps.

4.5.2

Performance of the Complete System
In order to ensure that the proposed system operates in real-time, testing was

carried out during an SUAV ight.

This test was conducted in a rural area with

the SUAV ying a search pattern at an altitude of 100 meters. Individual mosaics
were composited from about 60 seconds of video before being sent to a server located
35 miles away. The Internet connection at the ground station achieved an average
throughput of 500 Kbps, but testing was successfully carried out with rates as low
as 220 Kbps. The server combined the received mosaics and stored the imagery on a
network le server. A web server made the images available to users through Google
Earth.
The image in Figure 4.3 contains mosaics that were created and made available
to users in real-time duing the SUAV ight test. The alignment of the mosaics can
be further improved in oine post-processing, but even without this post-processing
the mosaics are quite useful. Using Google Earth, a user can easily view all of the
imagery at once, or zoom in and pan around to examine specic areas in more detail.
The image overlay can also be refreshed to download new images as they are sent from
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Figure 4.3: Mosaics as displayed to the user in Google Earth. The mosaics in this
image were created and made available to users in real-time during an SUAV ight.

the SUAV ground station and made available by the server. In this way, the most
current imagery available can easily be displayed to as many users as are required.
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Chapter 5
Conclusions and Future Work

This paper has presented an SUAV surveillance system to create geo-referenced
mosaics from video imagery and distribute the mosaics to remote users. Such a system
is needed in order to overcome the signicant challenges that arise when conducting
surveillance missions with an SUAV platform. These challenges include limited eld of
view, erratic camera motion, inaccurate pose estimation and limited communications.
Although creating mosaics from video sequences is a well studied problem,
the bouncy motion and noisy sensors of SUAVs make the problem more complicated.
The proposed system uses standard, well-studied image processing algorithms, but
the key contribution is the manner in which these algorithms are put together and
congured. This system is able to create large mosaics from SUAV video in real-time,
signicantly improving the utility of SUAV video.
The mosaics themselves would only be of limited use if they were not also georeferenced. As shown in Chapter 3, using raw pose estimates from the SUAV results in
signicant error in mosaic geo-referencing as well as signicant perspective distortion
in the image. To reduce the eect of this error, three novel formulations of a UKF are
proposed. All of them have been shown to improve geo-location estimates using real
ight data. The four-points algorithm and the static pose lter are particularly well
suited to the proposed surveillance system. Flight test results show that these two
lters are able to reduce geo-location error by an order of magnitude when compared
to unltered geo-location estimates.
In addition to improving the utility of SUAV video, creating geo-referenced mosaics also allows the system to overcome communications limitations and distribute
imagery to remote users in real-time.

Mosaics eliminate redundant data from the
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source video stream, dramatically reducing the amount of data that must be transmitted from the ground station to the server segment and ultimately to users. The
system also simplies user access, since the only requirements for a user to access
the data are an Internet connection and a computer with a copy of Google Earth
installed. Flight testing has shown that the system does work in real-time.

5.1

Recommendation for Future Work
Although the proposed system has been shown to achieve its objectives, there

are several key areas where it would benet from improvement. The rst of these is in
the mosaic algorithm itself. Currently, all of the image processing is done in software.
With current laptop technology, maximum mosaic update rates are approximately
10 Hz with
only

320 × 240

source video or 5 Hz for

640 × 480.

For real-time processing

320 × 240 resolution video is used because lower update rates results in frequent

mis-registrations. The update rate could be signicantly sped up however, if more
of the image processing were done in hardware, such as with a Graphics Processing
Unit (GPU). Faster update rates would allow higher resolution imagery to be added
to the mosaics and would reduce the number of mis-registrations
Another area that would benet from improvement is the geo-location estimation.

The proposed formulations of the UKF reduce the error due to error in

the SUAV pose estimation, but they require hundreds of updates to converge to a
solution. With current update rates, this means that a mosaic must be maintained
for 40 seconds or more. These lters are fairly new and their behavior has not been
thoroughly studied.

It is likely that small adjustments such as the location of the

points that are geo-located could improve both the convergence and the accuracy of
the lters.
Finally, the server segment of the system is fairly basic at this time. Incoming
mosaics are simply added to the existing imagery without any attempt to improve
their alignment. With the current system, mosaics typically align with an accuracy
of about 15 meters or less, which is observable in the resulting overlay. An algorithm
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to register new mosaics with existing mosaics and or satellite imagery could yield
signicant improvement in the nal image.
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