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Abstract
The implementation of non–surjective Bogoliubov transformations in Fock states over CAR al-
gebras is investigated. Such a transformation is implementable by a Hilbert space of isometries if
and only if the well–known Shale–Stinespring condition is met. In this case, the dimension of the
implementing Hilbert space equals the square root of the Watatani index of the associated inclusion
of CAR algebras, and both are determined by the Fredholm index of the corresponding one–particle
operator. Explicit expressions for the implementing operators are obtained, and the connected com-
ponents of the semigroup of implementable transformations are described.
1 Introduction
The implementation of Bogoliubov automorphisms of the algebra of canonical anticommutation relations
(CAR) by unitary operators on Fock space is well–understood. Shale and Stinespring [1] have proven
that such an automorphism is implementable in a Fock representation if and only if the correspond-
ing one–particle Bogoliubov operator satisfies a certain Hilbert–Schmidt condition, and several authors
(e.g. Friedrichs [2], Berezin [3], Labonte´ [4], Fredenhagen [5], Klaus and Scharf [6], Ruijsenaars [7, 8])
have constructed the implementing unitaries in terms of annihilation and creation operators.
Here we tackle the problem of extending these results to the case of Bogoliubov endomorphisms. As
suggested by the work of Doplicher and Roberts [9] on the theory of superselection sectors (see [10] for an
overview), the appropriate generalization of ‘implementation of automorphisms by unitary operators’ is
‘implementation of endomorphisms by Hilbert spaces of isometries’. An endomorphism ̺ is implementable
in a representation π of an arbitrary C*–algebra if and only if π◦̺ is unitarily equivalent to a multiple of
π, and then the multiplicity equals the dimension of an implementing Hilbert space. For irreducible π,
implementability is tantamount to quasi–equivalence of π and π◦̺.
In the case of Bogoliubov endomorphisms and (irreducible) Fock representations of the CAR algebra,
one may apply the criterion for quasi–equivalence of quasi–free states due to Powers and Størmer [11] and
Araki [12] to conclude that a Bogoliubov endomorphism is implementable in the above sense if and only
if the corresponding Bogoliubov operator fulfills the Shale–Stinespring condition. The dimension of the
implementing Hilbert space is then given by the square root of the Watatani index [13] of the associated
inclusion of C*–algebras, and this index in turn equals 2−indV where − ind V ∈ 2N ∪ {∞} denotes
the Fredholm index of the corresponding isometric Bogoliubov operator V . As shown by Longo [14],
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2an analogous result holds in the theory of superselection sectors where the statistical dimension of a
localized endomorphism coincides with the square root of the Jones index of the associated inclusion of
local algebras.
We derive explicit formulae for the implementing isometries (i.e. for an orthonormal basis of the
implementing Hilbert space) based on the work of Ruijsenaars [8]. For this purpose, we generalize the
definition of Ruijsenaars’ operator Λ (called the ‘associate’ of a given Bogoliubov operator) and obtain
one implementing isometry Ψ0 in terms of the Wick ordered exponential of the unbounded bilinear
Hamiltonian induced by Λ. A complete set of implementing isometries may then be constructed by
multiplying Ψ0 with suitable partial isometries. In this way, the implementing Hilbert space itself acquires
a Fock space structure, with Ψ0 playing the role of the vacuum.
The set of Bogoliubov operators V fulfilling the Shale–Stinespring condition (for a fixed Fock repre-
sentation) forms a topological semigroup w.r.t. a suitably chosen metric. By a result of Araki [15], the
subgroup of unitaries ( indV = 0) consists of two connected components. We prove by contrary that each
subset of Bogoliubov operators with fixed non–vanishing Fredholm index is connected.
Our interest in implementable Bogoliubov endomorphisms originates from the speculation that they
might serve to construct localized endomorphisms for free Fermi fields with non–abelian gauge groups [16].
We intend to discuss this idea in a subsequent paper. It should be mentioned that Bogoliubov transfor-
mations have been successfully used in the construction of localized endomorphisms in conformal field
theory models [17, 18, 19].
This article is organized as follows. CAR algebras, Bogoliubov transformations and quasi–free states
are introduced in Section 2. Throughout the paper Araki’s formalism of selfdual CAR algebras [20, 12, 15]
is used which is equivalent to the more familiar notion of complexified Clifford algebras over real Hilbert
spaces [21]. However, Araki’s approach has the advantage of being complex–linear from the beginning.
The usual description of a CAR algebra by means of annihilation and creation operators enters through
Fock representations of the selfdual CAR algebra. In this section, we also compute Watatani indices of
inclusions that are induced by arbitrary Bogoliubov endomorphisms.
Implementability of endomorphisms of C*–algebras is defined in Section 3.1. We shortly discuss
uniqueness of implementing operators and indices of associated inclusions. Then we turn to CAR algebras
and Bogoliubov endomorphisms. We describe the decomposition of π◦̺ into cyclic subrepresentations
where π is a Fock representation and ̺ a Bogoliubov endomorphism. The already mentioned Powers–
Størmer–Araki criterion then enables us to prove the validity of the Shale–Stinespring condition in the
general case. We have included a new proof of a recent result of Bo¨ckenhauer [22] (decomposition of π◦̺
into irreducibles) in Section 3.2 since we consider our proof to have some interest on its own. We show
that π◦̺ is equivalent to a multiple of either a Fock representation or a direct sum of two inequivalent
pseudo Fock representations, depending on the index.
Section 4 contains the main result of our investigation, namely the detailed construction of a complete
set of implementers for a given implementable endomorphism. In Section 4.1, Wick ordered unbounded
bilinear Hamiltonians and their Wick ordered exponentials are defined in a representation–dependent way
with the help of unsmeared annihilation and creation operators. Then commutation relations of these
exponentials with annihilation and creation operators are computed. The associate Λ is characterized by
intertwining properties of the corresponding exponential, but is not unique. A complete set of implement-
ing isometries is defined in Section 4.2. As a key to the proof of completeness, we present a decomposition
of ̺ into a product of two simpler transformations in Section 4.3. This product decomposition also leads
to an interesting decomposition of implementers.
Finally, we prove the aforementioned result on connectedness in Section 5. Our argumentation par-
allels in part the reasoning of Carey, Hurst and O’Brien in [23] and relies on the product decomposition
developed in Section 4.3.
32 Preliminaries
Let K be an infinite–dimensional complex Hilbert spacea with a fixed conjugation (i.e. antiunitary invo-
lution) Γ, and let B(K) be the algebra of bounded linear operators on K. For A ∈ B(K) we set
A := ΓAΓ.
Let C0(K,Γ) be the *–algebra, unique up to isomorphism, which is algebraically generated by the range
of a linear embedding B : K → C0(K,Γ) with relations
B(k)∗ = B(Γk),
{B(k)∗, B(k′)} = 〈k, k′〉1, k, k′ ∈ K. (1)
Here { , } denotes the anticommutator. C0(K,Γ) is just the (complexified) Clifford algebra [21, 24] over the
real Hilbert space ReK := {k ∈ K | Γk = k}; conversely, given a real Hilbert space, one may recover K,Γ
(and B) by complexification (details are in [16]). There is a unique C*–norm on C0(K,Γ) (which fulfills
‖B(k)‖2 = 12 (‖k‖2 + (‖k‖4 − |〈k,Γk〉|2)1/2)), and completion in this norm yields a simple C*–algebra
C(K,Γ), namely Araki’s selfdual CAR algebra over (K,Γ) [20, 12, 15].
Bogoliubov transformations are precisely the unital *–endomorphisms of C(K,Γ) that leaveK invariant.
Put differently, every isometry V ∈ B(K) that commutes with Γ (and therefore restricts to a real–linear
isometry of ReK) induces a unital, isometric *–endomorphism ̺V of C(K,Γ) through
̺V (B(k)) = B(V k), k ∈ K.
Such isometries are called Bogoliubov operators, and the semigroup of Bogoliubov operators is denoted
by
I(K,Γ) := {V ∈ B(K) | V ∗V = 1, V = V }.
The map V 7→ ̺V is a unital isomorphism from I(K,Γ) onto the semigroup of Bogoliubov endomorphisms;
for fixed A ∈ C(K,Γ), the map V 7→ ̺V (A) is continuous w.r.t. strong topology on I(K,Γ) and norm
topology on C(K,Γ).
Let V ∈ I(K,Γ). Since ranV is closed and kerV = {0}, V and V ∗ are semi–Fredholm operators in
the sense of Kato [25] and have well–defined Fredholm indices. The map
I(K,Γ)→ N ∪ {∞}, V 7→ indV ∗ = − indV = dimkerV ∗
is a surjective homomorphism of semigroups (0∈N by convention). Hence I(K,Γ) is the disjoint union
of subsets
I(K,Γ) =
⋃
n∈N∪{∞}
In(K,Γ), In(K,Γ) := {V ∈ I(K,Γ) | indV ∗ = n}. (2)
Note that ̺V is an automorphism if and only if V ∈ I0(K,Γ), the group of unitary Bogoliubov operators,
in which case we prefer to use the symbol “α” instead of “̺”. For V1, V2 ∈ In(K,Γ) there exists
U ∈ I0(K,Γ) with V1 = UV2. Such U has the form U = V1V ∗2 + u where u is a partial isometry with
(keru)⊥ = kerV ∗2 , ranu = kerV
∗
1 , and u = u. We may express this in a more sophisticated way by
saying that I0(K,Γ) acts on I(K,Γ) by left multiplication, that the orbits of this action are just the
sets In(K,Γ), and that the stabilizer of V ∈ In(K,Γ) is isomorphic to O(n) (the orthogonal group of an
n–dimensional real Hilbert space).
aWe are solely dealing with separable Hilbert spaces in this article.
4Next we describe the set of states we are interested in. A state ω over C(K,Γ) is called quasi–free [12]
if its n–point functions have the form
ω(B(k1) · · ·B(k2m+1)) = 0,
ω(B(k1) · · ·B(k2m)) = (−1)
m(m−1)
2
∑
σ
signσ ω
(
B(kσ(1))B(kσ(m+1))
)
· · ·ω
(
B(kσ(m))B(kσ(2m))
)
where the sum runs over all permutations σ satisfying σ(1) < . . . < σ(m) and σ(j) < σ(j + m), j =
1, . . . ,m. Therefore quasi–free states are completely determined by their two–point functions, and we
have a bijection between the convex set
Q(K,Γ) := {S ∈ B(K) | 0 ≤ S ≤ 1, S = 1− S}
and the (non–convex) set of quasi–free states given by
S 7→ ωS , ωS(B(k)∗B(k′)) = 〈k, Sk′〉.
The following lemma is immediate.
Lemma 2.1 The semigroup of Bogoliubov endomorphisms acts from the right on the set of quasi–free
states by ω 7→ ω◦̺, I(K,Γ) acts from the right on Q(K,Γ) by S 7→ V ∗SV , and
ωS◦̺V = ωV ∗SV .
Projections in Q(K,Γ) are called basis projections and the corresponding states Fock states ; the latter
are precisely the pure quasi–free states [26]. The group of Bogoliubov automorphisms acts transitively on
the set of Fock states as I0(K,Γ) acts transitively on the set of basis projections. Note that for a basis
projection P , the complementary (basis) projection is simply given by P . Since ωP (B(k)
∗B(k)) = 0 if
k ∈ P (K), the elements of B(P (K)) (resp. B(P (K))) correspond to annihilation (resp. creation) operators
in the state ωP . A (faithful and irreducible) GNS representation πP for ωP is given by
πP (B(k)) := a(Pk)
∗ + a(PΓk)
on the antisymmetric Fock space Fa(P (K)) over P (K) with the usual Fock vacuum ΩP as cyclic vector
and annihilation operators a(f), f ∈ P (K). In a Fock representation πP , a Bogoliubov endomorphism
̺V induces the transformation
a(f) 7→ aV (f) := a(PV Pf) + a(PV PΓf)∗, f ∈ P (K), (3)
which shows the connection to the (state–dependent) description of Bogoliubov transformations by pairs
of operators (PV P, PV PΓ) as preferred by some authors (e.g. [27]).
Given a basis projection P , a state over C(K,Γ) is said to be gauge invariant if it is invariant under
the one–parameter group of Bogoliubov automorphisms (αUλ)λ∈R with Uλ := e
iλP + e−iλP ∈ I0(K,Γ).
As follows from Lemma 2.1, a quasi–free state ωS is gauge invariant if and only if [P, S] = 0.
The so–called central state ω1/2 [21, 24, 12] is the unique tracial state over C(K,Γ). By uniqueness,
ω1/2 is invariant under all unital *–endomorphisms of C(K,Γ).
Now suppose we have an orthogonal decomposition K = K1⊕K2 into Γ–invariant closed subspaces
with K2 finite dimensionalb. Set Γj := Γ|Kj and regard C(Kj ,Γj), j = 1, 2 as subalgebras of C(K,Γ).
bIf dimK2 is odd, then C(K2,Γ2) is not uniquely determined by (1); in addition, one requires it to have non–trivial
center (see [15]).
5Then C(K,Γ) is canonically isomorphic to the Z2–graded tensor product of C(K1,Γ1) and C(K2,Γ2) [28]
through identification of A1 ⊗ A2 with A1 · A2 ∈ C(K,Γ), Aj ∈ C(Kj ,Γj) (here Z2 = {0, 1}, and the
grading is induced by α−1, i.e. C(K,Γ) = C(K,Γ)0⊕C(K,Γ)1, C(K,Γ)g := {A | α−1(A) = (−1)gA}).
Hence all elements of C(K,Γ) are finite sums of elements A1A2 as above, and we have a well–defined
linear mapping
E : C(K,Γ)→ C(K1,Γ1), A1A2 7→ A1ω1/2(A2), Aj ∈ C(Kj ,Γj).
Lemma 2.2 E is a faithful conditional expectation from C(K,Γ) onto C(K1,Γ1) with Watatani index
indexE = dim C(K2,Γ2) = 2dimK2 .
Proof. We first show E(A∗) = E(A)∗, A ∈ C(K,Γ). By linearity, it suffices to check this for elements of
the form A = A1A2 with Aj ∈ C(Kj ,Γj) homogeneous. By use of the anticommutation relations,
E(A∗) = (−1)degA1 degA2E(A∗1A∗2)
= (−1)degA1 degA2A∗1ω1/2(A∗2)
= A∗1ω1/2(A2) (since degA2 6= 0 implies ω1/2(A∗2) = 0)
= E(A)∗.
Hence E is positive. Now let A,B1, C ∈ C(K1,Γ1) and B2 ∈ C(K2,Γ2) be given, with B2 and C
homogeneous. Then
E(AB1B2C) = (−1)degB2 degCE(AB1CB2)
= (−1)degB2 degCAB1Cω1/2(B2)
= AE(B1B2)C.
By linearity, E(ABC) = AE(B)C for A,C ∈ C(K1,Γ1), B ∈ C(K,Γ), so E is a conditional expectation.
To compute the Watatani index [13] of E we need a ‘quasi–basis’, i.e. a finite subset {Bβ} ⊂ C(K,Γ)
fulfilling ∑
β
E(ABβ)B
∗
β = A, A ∈ C(K,Γ). (4)
indexE is then defined as indexE :=
∑
β BβB
∗
β and does not depend on the choice of quasi–basis. The
existence of a quasi–basis also guarantees faithfulness of E.
Here we may obtain a quasi–basis as follows. Let {b1, . . . , bn} be an orthonormal basis for K2 consisting
of Γ–invariant vectors (n <∞ by assumption). Let In denote the set of 2n multi–indices β = (β1, . . . , βl)
obeying
0 ≤ l ≤ n, 1 ≤ β1 < . . . < βl ≤ n (β := 0 for l = 0). (5)
Set Bj :=
√
2B(bj) for j = 1, . . . , n and Bβ := Bβ1 · · ·Bβl for β ∈ In (B0 := 1).
We claim that (Bβ)β∈In is a quasi–basis for E (by construction, it is a basis for C(K2,Γ2)). Note
that {Bj, Bm} = 2δjm1, j,m = 1, . . . , n, and B∗β = (−1)l(l−1)/2Bβ if β = (β1, . . . , βl) ∈ In. Furthermore
ω1/2(Bβ) = δβ0 [21, 12], hence ω1/2(B
∗
βBγ) = δβγ . Again by linearity, it suffices to consider elements of
the form A = A1B
∗
β, A1 ∈ C(K1,Γ1), β ∈ In. We have∑
γ∈In
E(ABγ)B
∗
γ = A1
∑
γ∈In
ω1/2(B
∗
βBγ)B
∗
γ = A1B
∗
β = A.
6Therefore (Bβ)β∈In is a quasi–basis for E, and using BβB
∗
β = 1 we get
indexE =
∑
β∈In
BβB
∗
β = 2
n1, n = dimK2.
✷
Next we show that E is the conditional expectation with minimal index, so the index of the inclusion of
simple C*–algebras C(K1,Γ1) ⊂ C(K,Γ) equals
[C(K,Γ) : C(K1,Γ1)] = indexE = 2dimK
⊥
1 .
Lemma 2.3 E is the unique minimal conditional expectation from C(K,Γ) onto C(K1,Γ1).
Proof. Following Watatani [13] we have to show
indexE ·E(A) =
∑
β∈In
BβAB
∗
β (6)
forA ∈ C(K1,Γ1)c, the C*–algebra of elements of C(K,Γ) that commute with all elements of C(K1,Γ1). We
claim that C(K1,Γ1)c equals C(K2,Γ2)0, the even subalgebra of C(K2,Γ2). Indeed, writing A =
∑
β AβBβ
with Aβ ∈ C(K1,Γ1), all Aβ have to commute with the elements of C(K1,Γ1)0. Let P be a basis
projection of (K1,Γ1) and Ψ(−1) a unitary implementing α−1 in πP (which exists due to invariance
of ωP under α−1 and is unique up to a phase) then πP (C(K1,Γ1)0)′′ = {Ψ(−1)}′. It follows that
πP (Aβ) ∈ πP (C(K1,Γ1)0)′ = {Ψ(−1)}′′ = span {1,Ψ(−1)}. But since α−1 is not inner [1, 12, 15], we
have Ψ(−1) 6∈ πP (C(K1,Γ1)). Thus Aβ ∈ C1 and A ∈ C(K2,Γ2)0.
It suffices to prove (6) for A = Bγ , γ = (γ1, . . . , γl) ∈ In, l even (the case A = 1 is clear by definition
of indexE). In the following computation we use the notation β ∩ γ := {β1, . . . , βr} ∩ {γ1, . . . , γl} if
β = (β1, . . . , βr) ∈ In. β′ ∈ In will then denote the multi–index whose entries are the elements of
{β1, . . . , βr}\(β ∩ γ).
∑
β∈In
BβAB
∗
β =
l∑
m=0
∑
1≤j1<...<jm≤l
∑
β, β∩γ=
{γj1
,...,γjm
}
BβBγB
∗
β
=
l∑
m=0
∑
j1<...<jm
∑
β∩γ=
{γj1
,...,γjm
}
Bβ′Bγj1 · · ·BγjmBγ(Bγj1 · · ·Bγjm )∗B∗β′
=
l∑
m=0
∑
j1<...<jm
∑
β∩γ=
{γj1
,...,γjm
}
(−1)mBγ Bβ′B∗β′︸ ︷︷ ︸
1
Bγj1 · · ·Bγjm (Bγj1 · · ·Bγjm )∗︸ ︷︷ ︸
1
= Bγ
l∑
m=0
(−1)m
(
l
m
)
· 2n−l = 2n−lBγ(−1 + 1)l = 0.
But we also have E(Bγ) = ω1/2(Bγ) = 0 if γ 6= 0. ✷
7Let us return to Bogoliubov transformations. The possible ranges of Bogoliubov operators are just the
infinite–dimensional Γ–invariant closed subspaces of K, and for V ∈ I(K,Γ), we may identify ̺V (C(K,Γ))
with C(ranV,Γ|ranV ). Thus we have just seen that
[C(K,Γ) : ̺V (C(K,Γ))] = 2indV
∗
if indV ∗ <∞, and this causes us to assign to each Bogoliubov operator a number
dV := 2
1
2 indV
∗ ≤ ∞, V ∈ I(K,Γ) (7)
analogous to the statistical dimension in the theory of superselection sectors [14]. d is obviously multi-
plicative
dV V ′ = dV dV ′ .
Note that dV is defined without reference to any representation, but if ̺V happens to be implementable
in a Fock representation, then dV shows up as the dimension of the implementing Hilbert space. More
generally, we shall see in Section 3.2 that the representations πP ◦̺V (with P a basis projection and V an
arbitrary Bogoliubov operator) split into dV resp.
√
2dV irreducibles if indV
∗ is even resp. odd (cf. [22]).
Also note that the conditional expectations E defined above allow the definition of left inverses [10] ̺−1◦E
for Bogoliubov endomorphisms. More explicitly, for a Bogoliubov endomorphism ̺V , a left inverse ΦV is
given by ΦV (A1A2) := ̺V
−1(A1)ω1/2(A2) if Aj ∈ C(Kj ,Γj), K1 := ranV, K2 := kerV ∗.
An essential ingredient for our analysis in Section 3 will be the criterion for quasi–equivalence of quasi–
free states as derived by Powers and Størmer [11] for gauge invariant states and generalized by Araki [12].
By definition, two states ω, ω′ are quasi–equivalent (denoted by “≈”) if they induce quasi–equivalent
GNS–representations. Now let Jp(K) be the trace ideal
Jp(K) := {A ∈ B(K) | ‖A‖p <∞}, 1 ≤ p <∞
with trace norm ‖A‖p := (tr (|A|p))1/p, and let S, S′ ∈ Q(K,Γ). The statement is
ωS ≈ ωS′ ⇐⇒ S1/2 − S′1/2 ∈ J2(K). (8)
It has been observed by Powers [29] that this criterion may be simplified if one of the operators S, S′ is
a projection. Namely, if P is a basis projection, then
ωP ≈ ωS ⇐⇒ PSP ∈ J1(K). (9)
3 Implementability and Equivalence of Representations
The famous result of Shale and Stinespring [1] asserts that a Bogoliubov automorphism αV , V ∈ I0(K,Γ),
is unitarily implementable in a Fock representation πP if and only if
[P, V ] ∈ J2(K). (10)
‘Unitarily implementable’ stands for the existence of a unitary operator Ψ on Fock space fulfilling AdΨ◦
πP = πP ◦αV where
(AdΨ)(X) := ΨXΨ∗
(in the following, we shall use the notation AdΨ also for partially isometric Ψ). Note that the Shale–
Stinespring condition immediately follows from (8) (or (9)). In fact, existence of Ψ is equivalent to quasi–
equivalence of the irreducible representations πP and πP ◦αV . Since πP ◦αV is a GNS–representation for
8ωP ◦αV = ωV ∗PV (see Lemma 2.1), πP ≈ πP ◦αV if and only if P − V ∗PV = V ∗[V, P ] ∈ J2(K) by (8)
(remember that P and V ∗PV are projections).
We shall show first that an endomorphism ̺V is implementable in a Fock representation πP (in an
appropriate sense) if and only if (10) holds. Later we shall study the action of the group of implementable
automorphisms on the semigroup of endomorphisms (with finite index). This will lead us to a description
of equivalence classes of representations πP ◦̺V .
3.1 Implementability of Endomorphisms
To generalize the notion of implementability to the case of endomorphisms we adopt ideas of Doplicher
and Roberts [9]. The unitary implementer Ψ above gets thereby replaced by a set of isometries fulfilling
the relations of a Cuntz algebra [30]. We give a definition for arbitrary C*–algebras.
Definition 3.1 A *–endomorphism ̺ of a C*–algebra A is (isometrically) implementable in a represen-
tation (π,H) if there exists a (possibly finite) sequence (Ψn)n∈I in B(H) with relations
Ψ∗mΨn = δmn1,
∑
n∈I
ΨnΨ
∗
n = 1
c, (11)
which implements ̺ by
π◦̺ =
∑
n∈I
AdΨn◦πc. (12)
H then decomposes into the orthogonal direct sum of the ranges of the isometries Ψn, and π◦̺ decomposes
into subrepresentations π◦̺|ranΨn , each of them unitarily equivalent to π. But the converse is also true,
i.e. ̺ is implementable in π if and only if π◦̺ is equivalent to a multiple of π. For irreducible π this reads
̺ is implementable in π ⇐⇒ π◦̺ ≈ π. (13)
By (11), we may regard the implementing isometries (Ψn)n∈I as an orthonormal basis of the Hilbert
space H := span (Ψn) in B(H) with scalar product given by Ψ∗Ψ′ = 〈Ψ,Ψ′〉1 (this scalar product induces
the usual operator norm). Every element Ψ of H is an intertwiner from π to π◦̺:
Ψπ(A) = π(̺(A))Ψ, A ∈ A. (14)
Note that H coincides with the space of intertwiners from π to π◦̺ if and only if π is irreducible. If
π is reducible, there may exist several Hilbert spaces implementing ̺, mutually related by unitaries in
π(̺(A))′. More precisely, if (Ψn)n∈I and (Ψ′n)n∈I both implement ̺ in π (we may choose the same index
sets), then Ψ :=
∑
nΨ
′
nΨ
∗
n is a unitary in π(̺(A))
′, and Ψ′n = ΨΨn. Conversely, given (Ψn)n∈I and a
unitary Ψ ∈ π(̺(A))′, (ΨΨn)n∈I is a set of implementing isometries (cf. [31]).
An implementable endomorphism ̺ gives rise to normal *–endomorphisms ̺H :=
∑
n∈I AdΨn of
B(H), and one finds [14]
[B(H) : ̺H(B(H))] = d2̺
where d̺ := dimH does not depend on the choice of H = span (Ψn). Let us outline the computation
of the index in the setting of Watatani (cf. the proofs of Lemmas 2.2, 2.3) for the case d̺ < ∞. ΦH :=
d−1̺
∑
nAdΨ
∗
n is a left inverse for ̺H yielding the conditional expectation EH := ̺H ◦ΦH from B(H)
onto ̺H(B(H)). (
√
d̺Ψ
∗
n)n=1,...,d̺ is a quasi–basis (cf. (4)) for EH , hence indexEH = d̺
∑
nΨ
∗
nΨn =
d2̺ . To show minimality of EH , one must check (6) d̺EH(A) =
∑
lΨ
∗
lAΨl for A ∈ ̺H(B(H))′. But
cw.r.t. strong topology if I is infinite
9̺H(B(H))′ = span {ΨΨ′∗ | Ψ,Ψ′ ∈ H} ∼= B(H), and d̺EH(ΨmΨ∗n) = δmn1 =
∑
lΨ
∗
l (ΨmΨ
∗
n)Ψl. Thus
EH is minimal and [B(H) : ̺H(B(H))] = d2̺ .
We shall show in Section 4 that d̺V = dV (defined by (7)) if ̺V is a Bogoliubov endomorphism,
implementable in some Fock representation.
Let us add a last remark on the general situation. Suppose we are given a set of implementers (Ψn)n∈I .
Then for m,n ∈ I, ΨmΨ∗n ∈ π(̺(A))′ is a partial isometry containing ranΨn in its initial space, and
Ψm = (ΨmΨ
∗
n)Ψn. This suggests to construct a complete set of implementing isometries by multiplying
one isometry Ψ fulfilling (14) with certain partial isometries in π(̺(A))′. We shall employ this idea in
Section 4.2.
After this digression we concentrate on Bogoliubov transformations again. Inspection of (13) leads us
to study the representations πP◦̺ V ; as will turn out, they are quasi–equivalent to GNS–representations as-
sociated with the states ωP◦̺ V (a similar observation has been made, in a different setting, by Rideau [32]).
To see this let P be a basis projection and V ∈ I(K,Γ), and regard
v := PV V ∗P (15)
as an operator on P (K). The direct sum decomposition P (K) = ker v⊕ ran v induces a tensor product de-
composition of Fock space: Fa(P (K)) ∼= Fa(ker v)⊗Fa(ran v). Choose an orthonormal basis (fj)j=1,...,NV
for ker v where
NV := dimker v ≤ 1
2
indV ∗ (16)
(the inequality follows from ker v⊕Γker v ⊂ kerV ∗), and set A(f) := a(f)Ψ(−1) with a unitary Ψ(−1)
implementing α−1 in πP (cf. the proof of Lemma 2.3). Let INV be the set of multi–indices β = (β1, . . . , βl)
as in (5) (with finite entries βj) and define
Aβ := A(fβ1) · · ·A(fβl) (A0 := 1),
φVβ := A
∗
βΩP ,
FVβ := πP (̺V (C(K,Γ)))φVβ ,
πVβ := πP ◦̺V |FVβ .
(17)
Note that the Aβ are partial isometries in πP (̺V (C(K,Γ)))′.
Lemma 3.2 Each of the 2NV cyclic subrepresentations (πVβ ,FVβ , φVβ ) induces the state ωP◦̺ V , and πP◦̺ V
splits into their direct sum: πP ◦̺V =
⊕
β∈INV π
V
β .
Proof. Invariance of FVβ and cyclicity of φVβ are clear by definition. Since Aβ ∈ πP (̺V (C(K,Γ)))′ and
AβA
∗
βΩP = ΩP , we have 〈φVβ , πVβ (A)φVβ 〉 = 〈ΩP , πP (̺V (A))ΩP 〉 = ωP (̺V (A)), A ∈ C(K,Γ). Thus
(πVβ ,FVβ , φVβ ) is a GNS–triple for ωP ◦̺V (and the representations πVβ are mutually unitarily equivalent).
Next we show FVβ ⊥FVγ for β 6= γ. Since at least one of the vectors AβA∗γΩP , AγA∗βΩP vanishes if
β 6= γ, we have for A,B ∈ C(K,Γ)
〈πP (̺V (A))φVβ , πP (̺V (B))φVγ 〉 = 〈A∗βΩP , πP (̺V (A∗B))A∗γΩP 〉 = 0,
implying orthogonality of FVβ and FVγ .
Finally we have to prove Fa(P (K)) =
⊕
β FVβ . Using πP (̺V (B(k))) = a(PV k)∗ + a(PV Γk), k ∈ K,
one can show by induction on the particle number
FV0 = πP (̺V (C(K,Γ)))ΩP = Fa(ranPV ) = Fa(ran v).
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Since the φVβ form an orthonormal basis for Fa(ker v), the assertion follows. ✷
The decomposition of these cyclic representations into irreducibles will be examined in Section 3.2. First
we state the main result of this section. Remember that P = 1− P .
Theorem 3.3 A Bogoliubov endomorphism ̺V is isometrically implementable in a Fock representation
πP if and only if PV P ∈ J2(K).
Proof. In view of (13) and Lemma 3.2, ̺V is implementable in πP if and only if ωP◦̺V ≈ ωP . Lemma 2.1
and the Powers–Størmer–Araki criterion in the form (9) imply that ωP◦̺ V ≈ ωP if and only if PV ∗PV P ∈
J1(K). The latter condition is clearly equivalent to PV P ∈ J2(K). ✷
Note that PV P is Hilbert–Schmidt if and only if [P, V ] = PV P − PV P is, so the Shale–Stinespring
condition (10) remains valid. We denote the semigroup of Bogoliubov operators fulfilling (10) by
IP (K,Γ) := {V ∈ I(K,Γ) | PV P ∈ J2(K)}.
Since PV P and PV P are compact for V ∈ IP (K,Γ), (PV P )⊕(PV P ) = V − PV P − PV P is semi–
Fredholm, and
indV ∗ = 2 indPV ∗P ∈ 2N ∪ {∞}
(we used PV P = Γ(PV P )Γ). Thus we have a decomposition (cf. (2))
IP (K,Γ) =
⋃
m∈N∪{∞}
I2mP (K,Γ), I2mP (K,Γ) := IP (K,Γ) ∩ I2m(K,Γ).
In particular, the “statistical dimension” dV defined by (7) is contained in N∪ {∞} if V ∈ IP (K,Γ). Let
us finally remark that non–surjective Bogoliubov endomorphisms cannot be inner since C(K,Γ), being
AF and thus finite, does not contain non–unitary isometries.
3.2 Equivalence of Representations
As mentioned in Section 2, the I0(K,Γ)–orbits in I(K,Γ) w.r.t. left multiplication are just the subsets
In(K,Γ). In the present section, we are interested in I0P (K,Γ)–orbits (for fixed P ) since each such orbit
gives rise to a unique equivalence class of representations πP ◦̺V . For V ∈ I(K,Γ), we use the notation
SV := V
∗PV ∈ Q(K,Γ), QV := 1− V V ∗,
and the symbol ‘≃’ will mean ‘unitarily equivalent’. We only consider the action of I0P (K,Γ) on the
semigroup of Bogoliubov operators with finite index
Ifin(K,Γ) := {V ∈ I(K,Γ) | indV ∗ <∞}.
For V ∈ Ifin(K,Γ), the operators QV (the projection onto kerV ∗) and SV SV = −V ∗PQV PV have finite
rank.
Lemma 3.4 Let V, V ′ ∈ Ifin(K,Γ). Then the following conditions are equivalent:
a) πP ◦̺V and πP ◦̺V ′ are unitarily equivalent;
b) there exists U ∈ I0P (K,Γ) with V ′ = UV ;
c) indV = indV ′, and SV − SV ′ is Hilbert–Schmidt.
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Proof. We first show a)⇒ c). By Lemma 3.2, πP◦̺V ≃ πP◦̺V ′ implies ωSV = ωP◦̺V ≈ ωP◦̺V ′ = ωSV ′ .
Hence by (8), S
1/2
V −S1/2V ′ ∈ J2(K) which entails SV −SV ′ ∈ J2(K) [11, 12]d. Moreover, equivalent repre-
sentations have isomorphic commutants. We have (cf. [12]) πP (̺V (C(K,Γ)))′ = (πP (B(ker V ∗))Ψ(−1))′′
with Ψ(−1) as in the proof of Lemma 2.3. Hence the commutants have dimensions 2indV ∗ resp. 2indV ′∗ ,
and the indices of V and V ′ must be equal.
Next we show c) ⇒ b). Let u be a partial isometry with initial space kerV ∗, final space kerV ′∗, and
u = u (such u exists due to Γ–invariance and equality of dimensions of the kernels). Then U := V ′V ∗+u
is an element of I0(K,Γ) and fulfills V ′ = UV . We have to prove that PUP ∈ J2(K). But u has finite
rank, so it suffices to show
A := PV SV ′V
∗P ∈ J1(K).
Since SV SV and SV ′SV ′ have finite rank, SV ′SV +SV SV ′ = (SV ′−SV )(SV −SV ′)+SV SV +SV ′SV ′ is trace
class. But the same is true for A = AQV +AV V
∗ = AQV + PV (SV ′SV + SV SV ′)V ∗ + PQV PV SV ′V ∗.
b) ⇒ a) is obvious. ✷
In order to make use of part c) of the lemma, we need information about the operators SV . An orthogonal
projection E on K is called a partial basis projection [12] if EE = 0. By definition, the Γ–codimension of
E is the dimension of ker(E + E). The following lemma holds for arbitrary S ∈ Q(K,Γ) (except for the
formula for the Γ–codimension, of course) as long as SS has finite rank.
Lemma 3.5 Let V ∈ Ifin(K,Γ) and let EV denote the orthogonal projection onto kerSV SV . Then
SV EV = EV SV is a partial basis projection with finite Γ–codimension indV
∗ − 2NV . Moreover, there
exist λ1, . . . , λr ∈ (0, 12 ), partial basis projections E1, . . . , Er and an orthogonal projection E 12 = E 12 such
that EV + E 1
2
+
∑r
j=1(Ej + Ej) = 1 and
SV = SV EV +
1
2
E 1
2
+
r∑
j=1
(
λjEj + (1 − λj)Ej
)
. (18)
Proof. Since SV SV = SV − S2V , SV commutes with EV and fulfills SV EV = S2V EV and also
(SV EV )(ΓSV EV Γ) = SV SV EV = 0. Hence SV EV is a partial basis projection. The dimension of
ker(SV EV + SV EV ) = kerEV (the Γ–codimension of SVEV ) equals the rank of SV SV which is finite for
V ∈ Ifin(K,Γ). By SV SV = V ∗PQV PV , the rank of SV SV equals dimV ∗P (kerV ∗). Now consider the
decomposition
kerV ∗ = ker v⊕ ker v⊕
(
kerV ∗ ⊖ (ker v⊕ ker v)
)
with v given by (15). V ∗P vanishes on ker v⊕ ker v, but the restriction of V ∗P to kerV ∗ ⊖ (ker v⊕ ker v)
is one–to–one since V ∗Pk = 0 = V ∗k implies V ∗Pk = 0, i.e. k ∈ ker v⊕ ker v. Hence the Γ–codimension
of SVEV equals dim(kerV
∗ ⊖ (ker v⊕ ker v)) = indV ∗ − 2NV .
Let sV denote the restriction of SV to ranSV SV . sV is a positive operator on a finite dimensional
Hilbert space and has a complete set of eigenvectors with eigenvalues in (0, 1). If λ is an eigenvalue of
sV , then 1− λ is also an eigenvalue (with the same multiplicity) due to sV + sV = 1− EV . Thus there
exist λ1, . . . , λr ∈ (0, 12 ) and spectral projections E 12 , E1, . . . , Er with E 12 = E 12 , EjEj = 0 such that
E 1
2
+
∑r
j=1(Ej + Ej) = 1− EV and sV = 12E 12 +
∑r
j=1(λjEj + (1− λj)Ej). ✷
As a consequence, operators SV with indV
∗ = 1 necessarily have the form SV = SV EV + 12E 12 where
dBy an argument in [19], the conditions S
1/2
V
− S
1/2
V ′
∈ J2(K) and SV − SV ′ ∈ J2(K) are actually equivalent for
V, V ′ ∈ Ifin(K,Γ).
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E 1
2
= 1 − EV has rank one. By taking direct sums of V ∈ I1(K,Γ) with operators V (ϕ) from
the example below, we see that each combination of eigenvalues and multiplicities that is allowed by
Lemma 3.5 actually occurs for some SV ′ . We further remark that a quasi–free state ωS with S of
the form (18) is a product statee as defined by Powers [33] (see also [26, 24]) w.r.t. the decomposition
K = kerSS⊕ranE 1
2
⊕⊕j ran (Ej + Ej). Clearly, the restriction of ωS to C(kerSS,Γ|kerSS) is a Fock
state, the restriction to C(ranE 1
2
,Γ|ranE 1
2
) the central state.
Example. Let (fn)n∈N be an orthonormal basis for P (K) and set En := fn〈fn, . 〉, f+n := (fn +
Γfn)/
√
2, f−n := i(fn − Γfn)/
√
2. Then (f sn)s=±, n∈N is an orthonormal basis for K consisting of Γ–
invariant vectors. For ϕ ∈ R, define a Bogoliubov operator
V (ϕ) := (f+0 cosϕ+ f
−
1 sinϕ)〈f+0 , . 〉+ (f−0 sinϕ− f+1 cosϕ)〈f−0 , . 〉+
∑
s=±, n≥1
f sn+1〈f sn, . 〉.
Then V (ϕ) ∈ I2(K,Γ), and the eigenvalue λϕ = (1+sin 2ϕ)/2 of SV (ϕ) =
(
λϕE0+(1−λϕ)E0
)
+
∑
n≥1En
assumes any value in [0, 1] as ϕ varies over [−π/4, π/4].
Next we characterize the Bogoliubov operators V for which SV takes a particularly simple form. A
distinction arises between the cases of even and odd Fredholm index.
Lemma 3.6 a) Let W ∈ I(K,Γ). Then the following conditions are equivalent:
(i) ωP ◦̺W is a pure state;
(ii) SW is a basis projection;
(iii) [P,WW ∗] = 0.
If any of these conditions is fulfilled, then indW ∗ = 2NW and πP ◦̺W ≃ dW · πSW .
b) For any basis projection P ′ and m ∈ N ∪ {∞}, there exists W ∈ I2m(K,Γ) with SW = P ′.
c) Let W ∈ Ifin(K,Γ). Then the following conditions are equivalent:
(i) ωP ◦̺W is a mixture of two disjoint pure states;
(ii) SWEW is a partial basis projection with Γ–codimension 1;
(iii) [P,WW ∗] has rank 2;
(iv) indW ∗ = 2NW + 1.
d) For any partial basis projection P ′ with Γ–codimension 1 and m ∈ N ∪ {∞}, there exists W ∈
I2m+1(K,Γ) with SWEW = P ′.
Proof. a) We know from Section 2 that ωP ◦̺W is pure if and only if SW is a projection. We have
S2W = SW ⇐⇒ W ∗PQWPW = 0 ⇐⇒ QWPWW ∗ = 0 ⇐⇒ [P,WW ∗] = 0.
If this is fulfilled, kerWW ∗ = ker(PWW ∗P )⊕ ker(PWW ∗P ) has dimension 2NW . By Lemma 3.2, πP◦̺ W
is the direct sum of dW = 2
NW irreducible subrepresentations, each equivalent to the Fock representation
πSW .
b) Let m and P ′ be given. There clearly exists W ′ ∈ I2m(K,Γ) with [P,W ′] = 0. Since I0(K,Γ)
acts transitively on the set of basis projections, we may choose U ∈ I0(K,Γ) with U∗PU = P ′. Then
W :=W ′U has the desired properties.
c) (ii) ⇔ (iii) follows from the facts that the Γ–codimension of SWEW equals the rank of WW ∗PQW
(cf. the proof of Lemma 3.5) and that [P,WW ∗] = QWPWW ∗−WW ∗PQW . (ii) and (iv) are equivalent
eA state ω is a product state w.r.t. a decomposition K = ⊕jKj of K into closed, Γ–invariant subspaces if ω(AB) =
ω(A)ω(B) whenever A ∈ C(Kj ,Γ|Kj ), B ∈ C(K
⊥
j ,Γ|K⊥
j
). In this case, the restrictions ωj of ω to C(Kj ,Γ|Kj ) are even
(i.e. invariant under α−1) with at most one exception. If all ωj are even, then ω is pure if and only if all ωj are [33].
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by virtue of Lemma 3.5. (ii) ⇒ (i) has been shown by Araki [12]. To prove (i) ⇒ (iv), assume that
indW ∗− 2NW > 1 (if indW ∗ = 2NW , then SW is a basis projection and ωP◦̺W pure). By Lemma 3.5,
there exist a two–dimensional, Γ–invariant subspace K1 ⊂ K, λ ∈ (0, 1) and a basis projection E of
(K1,Γ1), Γ1 := Γ|K1 , such that S1 := S|K1 = λE + (1− λ)E. Set K2 := K⊥1 , Γ2 := Γ|K2 and S2 := S|K2 .
Then ωS is a product state w.r.t. K = K1⊕K2; we write ωS = ωS1 ⊗ ωS2 which means that ωS(A1A2) =
ωS1(A1)ωS2(A2), Aj ∈ C(Kj ,Γj). As ωS1 = λωE + (1 − λ)ωE is a mixture of two equivalent Fock states
over C(K1,Γ1), ωS = λ(ωE ⊗ ωS2) + (1 − λ)(ωE ⊗ ωS2) = λωE+S2 + (1 − λ)ωE+S2 is a mixture of two
quasi–equivalent quasi–free states over C(K,Γ). We are going to show that ωE ⊗ ωS2 and ωE ⊗ ωS2 are
orthogonal. It is readily seen that ωS1 is faithful. Let (π1,H1,Ω1) be the GNS–representation for ωS1 , i.e.
H1 = C(K1,Γ1) as a vector space, Ω1 = 1, π1 acts by left multiplication, and ωS1(A) = 〈Ω1, π1(A)Ω1〉.
Since ωS1 is even, we may implement α−1 by the self–adjoint unitary Ψ1(−1) with Ψ1(−1)π1(A)Ω1 =
π1(α−1(A))Ω1. Now choose a unit vector e ∈ E(K1), set e+ := (e + Γe)/
√
2, e− := i(e − Γe)/√2, and
define complementary orthogonal projections P± := 121± iπ1(B(e−)B(e+))Ψ1(−1) ∈ π1(C(K1,Γ1))′. A
computation shows
〈Ω1, π1(A)P+Ω1〉 = λωE(A), 〈Ω1, π1(A)P−Ω1〉 = (1− λ)ωE(A), A ∈ C(K1,Γ1).
Let (π2,H2,Ω2) be the GNS–representation for ωS2 . Then the GNS–representation (πS ,HS ,ΩS) for
ωS may be identified with the Z2–graded tensor product of π1 and π2. Since degP
± = 0 and
P± ∈ π1(C(K1,Γ1))′, the projections P± ⊗ 1 lie in the commutant πS(C(K,Γ))′. We now infer from
〈ΩS , πS(A)(P+ ⊗ 1)ΩS〉 = λ(ωE ⊗ ωS2)(A) and 〈ΩS , πS(A)(P− ⊗ 1)ΩS〉 = (1 − λ)(ωE ⊗ ωS2)(A) that
ωE⊗ωS2 and ωE⊗ωS2 are indeed orthogonal. Hence ωS cannot be a mixture of two disjoint pure states.
This proves (i) ⇒ (iv) and therefore part c).
d) Let (fn)n∈N be an orthonormal basis for P (K), (gn)n≥1 an orthonormal basis for P ′(K), and g0 a
unit vector in ker(P ′+P ′). Set V := f+0 〈g0, . 〉+
∑
s=±, n≥1 f
s
n〈gsn, . 〉 (we use the notation of the example).
Then V ∈ I1(K,Γ) and SV = 12g0〈g0, . 〉 + P ′. This implies SVEV = P ′, and if we choose W ′ as in the
proof of b), then W :=W ′V has the desired properties. ✷
One may use the argument given in the proof of c) inductively to show that a quasi–free state ωS with S
of the form (18) is a mixture of 2m mutually orthogonal, pure states if the rank of SS is 2m or 2m− 1.
Now let us discuss the decomposition of representations πP◦̺V with V ∈ Ifin(K,Γ). If ind V ∗ is even
(resp. odd), then SVEV is a partial basis projection with even (odd) Γ–codimension by Lemma 3.5, and
there exists a basis projection (partial basis projection with Γ–codimension 1) P ′ with P ′ − SV ∈ J2(K)
(we may choose P ′ to coincide with SVEV on kerSV SV ; then P ′ − SV has finite rank). By Lemma 3.6,
there exists W with indW = indV and SWEW = P
′, and Lemma 3.4 implies πP ◦̺V ≃ πP ◦̺W . The
latter representation splits into 2NW copies of the GNS–representation πSW for the state ωP ◦̺W by
Lemma 3.2. If indV ∗ is even, πSW = πP ′ and 2
NW = dV . If ind V
∗ is odd, then πSW = π
+⊕π− where
π± are mutually inequivalent, irreducible, so–called pseudo Fock representations by virtue of a lemma of
Araki (see [12] for details), and 2NW = 2−1/2dV .
Summarizing, we rediscover Bo¨ckenhauer’s result [22]:
Theorem 3.7 Let P be a basis projection and V ∈ Ifin(K,Γ). If indV ∗ is even, then there exist basis
projections P ′ with P ′ − SV ∈ J2(K), and for each such P ′
πP ◦̺V ≃ dV · πP ′ .
If indV ∗ is odd, there exist partial basis projections P ′ with Γ–codimension 1 and P ′−SV ∈ J2(K). For
each such P ′,
πP ◦̺V ≃ 2−1/2dV · (π+P ′⊕π−P ′)
where π±P ′ are the (inequivalent, irreducible) pseudo Fock representations induced by P
′.
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We shall study the action of I0P (K,Γ) on IP (K,Γ) in Section 4.3. Then the orbits are the sets
I2mP (K,Γ), m ≤ ∞, and each orbit contains representatives W with [P,WW ∗] = 0.
4 Construction of Implementing Isometries
Our construction of implementers follows the lines of Ruijsenaars’ approach in [8] which is to our knowl-
edge the most complete treatment of the implementation of Bogoliubov automorphisms. Another advan-
tage of [8] for our purposes is the (implicit) use of Araki’s selfdual CAR algebra formalism.
Let us first introduce some notation, followed by simple observations. Throughout this section P1 is
a fixed basis projection of (K,Γ) and P2 := 1 − P1 = P1. The components of an operator A on K are
denoted by
Amn := PmAPn, m, n = 1, 2
and are regarded as operators from Kn := Pn(K) to Km. Thus kerAmn, (kerAmn)⊥, (ranAnm)⊥ etc. are
viewed as subspaces of Kn, and we have
Amn
∗ = A∗nm, A11 = A22 etc.
We also use matrix notation A =
(
A11 A12
A21 A22
)
w.r.t. to the decomposition K = K1⊕K2.
Let V ∈ IP1(K,Γ) be a fixed Bogoliubov operator, with ̺V implementable in the Fock representation
πP1 . The relation V
∗V = 1 reads in components
V11
∗V11 + V21∗V21 = P1, (19)
V22
∗V22 + V12∗V12 = P2, (20)
V11
∗V12 + V21∗V22 = 0, (21)
V22
∗V21 + V12∗V11 = 0, (22)
whereas V = V gives
V22 = V11, V21 = V12.
Since V12 is a Hilbert–Schmidt operator by Theorem 3.3, V22
∗V22 is Fredholm (with vanishing index) by
(20). This means in particular
dimkerV22 = dimkerV22
∗V22 <∞. (23)
Note that V12|kerV22 is isometric and, by (21),
V12(kerV22) ⊂ kerV11∗. (24)
As mentioned at the end of Section 3.1, V11
∗ is semi–Fredholm with indV11∗ = 12 indV
∗. By the above
and by kerV11 = ΓkerV22, we have
indV11
∗ = dim(kerV11∗ ⊖ V12(kerV22)). (25)
In the following, we are going to describe some operators by integral kernels. Thus we assume in this
section (without loss of generality)
K1 = L2(Rd).
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4.1 Unbounded Bilinear Hamiltonians and Ruijsenaars’ Operator Λ
Bounded bilinear Hamiltonians have been introduced by Araki [20] as infinitesimal generators of one–
parameter groups of inner Bogoliubov automorphisms. More specifically, one may assign to a finite rank
operator H =
∑
j kj〈k′j , . 〉 on K the bilinear Hamiltonian
b(H) :=
∑
j
B(kj)B(k
′
j)
∗
and extend b to a linear map from J1(K) to C(K,Γ) by continuity (relative to trace norm on J1(K) and
C*–norm on C(K,Γ)). If H ∈ J1(K) satisfies H∗ = −H and H = H , then b(H)/2 is the generator of the
one–parameter group (αetH )t∈R:
αetH = Ad(exp(tb(H)/2)).
Further properties of b are summarized in [12, 15].
Since elements B(k) with k ∈ K1 correspond to creation operators in the Fock representation πP1 , we
may write
πP1(b(H)) = H12a
∗a∗ +H11a∗a+H22aa∗ +H21aa
where the terms on the right are defined by H12a
∗a∗ := πP1(b(H12)) etc. Introducing Wick ordering by
:a(f)a(g)∗ : = −a(g)∗a(f), we get :H22aa∗ : = −H22∗a∗a = H22aa∗ − (trH22)1 and
:πP1 (b(H)) : = H12a
∗a∗ + (H11 −H22∗)a∗a+H21aa. (26)
According to [8, 34], one may define such Wick ordered expressions for bounded H as follows. Let
S ⊂ Fa(K1) be the dense subspace consisting of finite particle vectors φ with n–particle wave functions
φ(n) in the Schwartz space S(Rdn). For p ∈ Rd, the unsmeared annihilation operator a(p) with (invariant)
domain S is defined by
(a(p)φ)(n)(p1, . . . , pn) :=
√
n+ 1φ(n+1)(p, p1, . . . , pn).
Since a(p) is not closable, one defines a(p)∗ as the quadratic form adjoint of a(p) on S × S. Then Wick
ordered monomials a(qm)
∗ · · ·a(q1)∗a(p1) · · · a(pn) are well–defined quadratic forms on S × S, and for
φ, φ′ ∈ S,
〈φ, a(qm)∗ · · · a(q1)∗a(p1) · · · a(pn)φ′〉 = 〈a(q1) · · · a(qm)φ, a(p1) · · · a(pn)φ′〉
is a function in S(Rd(m+n)) to which tempered distributions may be applied. For example, one has in
the quadratic form sense
a(f) =
∫
f(p)a(p) dp, a(f)∗ =
∫
f(p)a(p)∗ dp, f ∈ K1.
Now let H be a bounded operator on K. By the nuclear theorem of Schwartz, there exist tempered
distributions Hmn(p, q), m, n = 1, 2, given by
〈f,H11g〉 =
∫
f(p)H11(p, q)g(q) dp dq,
〈f,H12Γg〉 =
∫
f(p)H12(p, q)g(q) dp dq,
〈Γf,H21g〉 =
∫
f(p)H21(p, q)g(q) dp dq,
〈Γf,H22Γg〉 =
∫
f(p)H22(p, q)g(q) dp dq, f, g ∈ S(Rd) ⊂ K1.
(27)
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Hence we may define the following quadratic forms on S × S
H12a
∗a∗ :=
∫
H12(p, q)a(p)
∗a(q)∗ dp dq
H11a
∗a :=
∫
H11(p, q)a(p)
∗a(q) dp dq
:H22aa
∗ : := −H22∗a∗a
= − ∫ H22(q, p)a(p)∗a(q) dp dq
H21aa :=
∫
H21(p, q)a(p)a(q) dp dq.
(28)
The (Wick ordered, unbounded) bilinear Hamiltonian induced by H is then defined in analogy to (26) as
:b(H) : := H12a
∗a∗ + (H11 −H22∗)a∗a+H21aa ;
it is linear in H . We define its Wick ordered powers as
:b(H)l : := l!
l∑
l1,l2,l3=0
l1+l2+l3=l
1
l1!l2!l3!
(H12)
l1(H11 −H22∗)l2(H21)l3a∗2l1+l2al2+2l3 (29)
where the terms on the right hand side are quadratic forms on S × S (cf. [8])
(H12)
l1(H11 −H22∗)l2(H21)l3a∗2l1+l2al2+2l3 :=∫
H12(p1, q1) · · ·H12(pl1 , ql1)(H11(p′1, q′1)−H22(q′1, p′1)) · · · (H11(p′l2 , q′l2)−H22(q′l2 , p′l2)) · (30)
·H21(p′′1 , q′′1 ) · · ·H21(p′′l3 , q′′l3)a(p1)∗ · · · a(pl1)∗a(ql1)∗ · · · a(q1)∗a(p′1)∗ · · · a(p′l2)∗a(q′l2) · · ·a(q′1) ·
· a(p′′1 ) · · ·a(p′′l3)a(q′′l3) · · · a(q′′1 ) dp1 dq1 . . . dpl1 dql1 dp′1 dq′1 . . . dp′l2 dq′l2 dp′′1 dq′′1 . . . dp′′l3 dq′′l3 .
Finally, we define the Wick ordered exponential
:exp(b(H)/2): :=
∞∑
l=0
1
l!2l
:b(H)l : (31)
which is also a well–defined quadratic form on S×S since the sum in (31) is finite when applied to vectors
φ, φ′ ∈ S.
How do we have to choose H in order to relate these quadratic forms to implementers for ̺V ? Let us
first remark that we may restrict attention to antisymmetric H , i.e. to operators fulfilling
H = −H∗ (32)
(in components: H11 = −H22∗, H12 = −H12∗, H21 = −H21∗). Indeed, we have H = H+ + H− with
H± := 12 (H ±H∗) = ±(H±)∗, and we claim that
:b(H) : = :b(H−) :
or equivalently :b(H+) : = 0. From (H+22)
∗ = H+11 we infer :b(H
+) : = H+12a
∗a∗ + H+21aa. It follows
from H+12 = (H
+
12)
∗ and (27) that H12(p, q) = H12(q, p). But by virtue of the CAR we have H+12a
∗a∗ =∫
H12(p, q)a(p)
∗a(q)∗ dp dq = − ∫ H12(q, p)a(q)∗a(p)∗ dp dq = −H+12a∗a∗, hence H+12a∗a∗ = 0. A similar
argument shows H+21aa = 0 which proves the assertion.
So let H be antisymmetric in the above sense. Of course, we would like to deal with well–defined
operators instead of quadratic forms. By a result of Ruijsenaars [8], :exp(b(H)/2): is the quadratic
17
form of a densely defined operator with domain D := πP1(C0(K,Γ))ΩP1 , the subspace of algebraic tensors
in Fa(K1), provided that H12 is Hilbert–Schmidt. In this case, the series (31) converges strongly on D,
: exp(b(H)/2): (viewed as an operator) maps D into the dense subspace of C∞–vectors for the number
operator, and
‖ : exp(b(H)/2): ΩP1‖ = (det(P1 +H12H12∗))1/4. (33)
The operators H of interest are now selected by intertwining properties (cf. (14)) of :exp(b(H)/2): . Let
aV (f) = a(V11f) + a(V12Γf)
∗ denote the transformed annihilation operator as in (3). We are looking for
operators H fulfilling
:exp(b(H)/2): a(f)∗ = aV (f)∗ : exp(b(H)/2): , f ∈ K1 (34)
:exp(b(H)/2): a(g) = aV (g) :exp(b(H)/2): , g ∈ (kerV11)⊥ (35)
on D. Since aV (g) is a creation operator for g ∈ kerV11, (35) cannot hold for such g unless g = 0 (the l.h.s.
of (35) vanishes on ΩP1 , but the r.h.s. does not, cf. the proof of Lemma 4.2). We impose an additional
relation for vectors in kerV11 which will prove to be “correct”:
:exp(b(H)/2): a(h)∗ = 0, h ∈ kerV11. (36)
To solve (34)–(36), we have to compute commutation relations of :exp(b(H)/2): with creation and
annihilation operators.
Lemma 4.1 Let H ∈ B(K) be antisymmetric in the sense of (32) with H12 Hilbert–Schmidt. For
f, g ∈ K1, the following relations hold on D
[ : exp(b(H)/2): , a(f)∗] = a(H11f)∗ : exp(b(H)/2): + :exp(b(H)/2): a(ΓH21f),
[ : exp(b(H)/2): , a(g)] = a(H12Γg)
∗ : exp(b(H)/2): + :exp(b(H)/2): a(H22g).
Proof. Let us first compute commutation relations for Wick monomials of the form (cf. (30))
Hl1,l2,l3 := (H12)
l1(H11)
l2(H21)
l3a∗2l1+l2al2+2l3 .
Using the formal CAR, we get
a(ql) · · · a(q1)a(p)∗ = (−1)la(p)∗a(ql) · · · a(q1) +
∑l
j=1(−1)j−1δ(qj − p)a(ql) · · · a˜(qj) · · · a(q1),
(−1)la(p1) · · · a(pl)a(p)∗ = a(p)∗a(p1) · · ·a(pl) +
∑l
j=1(−1)jδ(pj − p)a(p1) · · · a˜(pj) · · ·a(pl),
where the factors under the symbol “˜” are to be omitted. In the following computation, we use in
addition ∫
a(p)H21(p, q)f(q) dp dq = a(ΓH21f),∫
f(p)H21(p, q)a(q) dp dq = a(H21
∗Γf) = −a(ΓH21f),∫
a(p)∗H11(p, q)f(q) dp dq = a(H11f)∗.
Hl1,l2,l3a(f)
∗ =
∫
H12(p1, q1) · · ·H12(pl1 , ql1)H11(p′1, q′1) · · ·H11(p′l2 , q′l2)H21(p′′1 , q′′1 ) · · ·H21(p′′l3 , q′′l3) ·
· f(p)a(p1)∗ · · · a(pl1)∗a(ql1)∗ · · · a(q1)∗a(p′1)∗ · · · a(p′l2)∗a(q′l2) · · · a(q′1)a(p′′1 ) · · · a(p′′l3) ·
· a(q′′l3) · · · a(q′′1 )a(p)∗ dp1 dq1 . . . dpl1 dql1 dp′1 dq′1 . . . dp′l2 dq′l2 dp′′1 dq′′1 . . . dp′′l3 dq′′l3 dp
= (−1)l3
∫
H12(p1, q1) · · ·H21(p′′l3 , q′′l3)f(p)a(p1)∗ · · · a(q′1)a(p′′1 ) · · · a(p′′l3)a(p)∗a(q′′l3) · · · a(q′′1 ) dp1 . . . dp
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+
l3∑
j=1
(−1)j−1
∫
H12(p1, q1) · · ·H21(p′′j , q′′j ) · · ·H21(p′′l3 , q′′l3)δ(q′′j − p)f(p) ·
· a(p1)∗ · · ·a(q′1)a(p′′1) · · · a˜(p′′j ) · · ·a(p′′l3)a(q′′l3) · · · a˜(q′′j ) · · ·a(q′′1 )(−1)l3−j+l3−1a(p′′j ) dp1 . . . dp
=
∫
H12(p1, q1) · · ·H21(p′′l3 , q′′l3)f(p)a(p1)∗ · · · a(p′l2)∗a(q′l2) · · · a(q′1)a(p)∗a(p′′1 ) · · ·a(q′′1 ) dp1 . . . dp
+
l3∑
j=1
(−1)j
∫
H12(p1, q1) · · ·H21(p′′j , q′′j ) · · ·H21(p′′l3 , q′′l3)δ(p′′j − p)f(p)a(p1)∗ · · ·a(q′1)a(p′′1 ) · · ·
· · · a˜(p′′j ) · · · a(p′′l3)a(q′′l3) · · · a˜(q′′j ) · · · a(q′′1 )(−1)j−1a(q′′j ) dp1 . . . dp+ l3Hl1,l2,l3−1a(ΓH21f)
= (−1)l2
∫
H12(p1, q1) · · ·H21(p′′l3 , q′′l3)f(p)a(p1)∗ · · · a(p′l2)∗a(p)∗a(q′l2) · · · a(q′′1 ) dp1 . . . dp
+
l2∑
j=1
(−1)j−1
∫
H12(p1, q1) · · ·H11(p′j , q′j) · · ·H21(p′′l3 , q′′l3)δ(q′j − p)f(p)(−1)j−1a(p′j)∗ ·
· a(p1)∗ · · ·a(q1)∗a(p′1)∗ · · · a˜(p′j)∗ · · ·a(p′l2)∗a(q′l2) · · · a˜(q′j) · · · a(q′1)a(p′′1 ) · · · a(q′′1 ) dp1 . . . dp
+ 2l3Hl1,l2,l3−1a(ΓH21f)
= a(f)∗Hl1,l2,l3 + l2a(H11f)
∗Hl1,l2−1,l3 + 2l3Hl1,l2,l3−1a(ΓH21f).
Hence we have on D: [Hl1,l2,l3 , a(f)∗] = l2a(H11f)∗Hl1,l2−1,l3 + 2l3Hl1,l2,l3−1a(ΓH21f).
Taking into account
(−1)la(p1)∗ · · · a(pl)∗a(p) = a(p)a(p1)∗ · · · a(pl)∗ +
∑l
j=1(−1)jδ(p− pj)a(p1)∗ · · · a˜(pj)∗ · · · a(pl)∗,
a(ql)
∗ · · · a(q1)∗a(p) = (−1)la(p)a(ql)∗ · · · a(q1)∗ +
∑l
j=1(−1)j−1δ(p− qj)a(ql)∗ · · · a˜(qj)∗ · · ·a(q1)∗
and ∫
g(p)H11(p, q)a(q) dp dq = a(H11
∗g) = −a(H22g),∫
a(p)∗H12(p, q)g(q) dp dq = a(H12Γg)∗,∫
g(p)H12(p, q)a(q)
∗ dp dq = a(ΓH12∗g)∗ = −a(H12Γg)∗,
we find in a similar way: [Hl1,l2,l3 , a(g)] = 2l1a(H12Γg)
∗Hl1−1,l2,l3 + l2Hl1,l2−1,l3a(H22g).
Combination of these commutation relations with (29)–(32) now yields
[ :exp(b(H)/2): , a(f)∗] =
∞∑
l=0
2−l
∑
l1+l2+l3=l
2l2
l1!l2!l3!
[Hl1,l2,l3 , a(f)
∗]
= a(H11f)
∗
∞∑
l=1
2−(l−1)
∑
l1+l2+l3=l
2l2−1
l1!(l2 − 1)!l3!Hl1,l2−1,l3
+
∞∑
l=1
2−(l−1)
∑
l1+l2+l3=l
2l2
l1!l2!(l3 − 1)!Hl1,l2,l3−1a(ΓH21f)
= a(H11f)
∗ : exp(b(H)/2): + :exp(b(H)/2): a(ΓH21f),
[ : exp(b(H)/2): , a(g)] =
∞∑
l=0
2−l
∑
l1+l2+l3=l
2l2
l1!l2!l3!
[Hl1,l2,l3 , a(g)]
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= a(H12Γg)
∗
∞∑
l=1
2−(l−1)
∑
l1+l2+l3=l
2l2
(l1 − 1)!l2!l3!Hl1−1,l2,l3
+
∞∑
l=1
2−(l−1)
∑
l1+l2+l3=l
2l2−1
l1!(l2 − 1)!l3!Hl1,l2−1,l3a(H22g)
= a(H12Γg)
∗ : exp(b(H)/2): + :exp(b(H)/2): a(H22g).
✷
We next introduce the associate [8] Λ(V ) of V as a special solution of (34)–(36)f . Since the ranges of
the semi–Fredholm operators V11 and V11
∗ are closed, the bounded bijection V11|ranV11∗ from ranV11∗ =
(kerV11)
⊥ onto ranV11 has a bounded inverse. Let V11−1 ∈ B(K1) equal this inverse on ranV11 and equal
zero on kerV11
∗. We then have
ranV11
−1 = ranV11∗, kerV11−1 = kerV11∗,
V11V11
−1 = PranV11 , V11
−1V11 = PranV11∗
(37)
where PH denotes the orthogonal projection onto a closed subspace H ⊂ K. Of course, the analogous
relations hold true for V22
−1 = ΓV11−1Γ. As a generalization of Ruijsenaars’ definition in [8], we now set
Λ(V )12 := V12V22
−1 − V11−1∗V21∗PkerV22∗
Λ(V )11 := V11
−1∗ − P1 − PkerV11∗V12V22−1V21
Λ(V )22 := P2 − V22−1 + V12∗V11−1∗V21∗PkerV22∗
Λ(V )21 := (V22
−1 − V12∗V11−1∗V21∗PkerV22∗)V21.
(38)
Lemma 4.2 The antisymmetric solutions H of (34)–(36) with H12 Hilbert–Schmidt are precisely the
operators of the form
H = Λ(V ) +
( −h12V21 h12
V12
∗h12V21 −V12∗h12
)
where h12 is an antisymmetric Hilbert–Schmidt operator from K2 to K1 with
(kerh12)
⊥ ⊂ kerV22∗ ⊖ V21(kerV11), ranh12 ⊂ kerV11∗ ⊖ V12(kerV22).
The space spanned by such operators h12 has dimension (m
2 −m)/2, m := indV11∗ = 12 indV ∗.
Proof. We first note that a Wick ordered expression a(f)∗ : exp(b(H)/2): + :exp(b(H)/2): a(g) vanishes
if and only if f = g = 0. In fact, application to the vacuum gives a(f)∗ exp(12H12a
∗a∗)ΩP1 which equals
zero if and only if f = 0 (to see this, look for instance at the one–particle component). Similarly,
( :exp(b(H)/2): a(g)) a(g)∗ΩP1 = ‖g‖2 exp(12H12a∗a∗)ΩP1 vanishes if and only if g = 0.
Hence we get all solutions of (34)–(36) if we write these equations in Wick ordered form and then
compare term by term. We have by Lemma 4.1
:exp(b(H)/2): a(f)∗ = a
(
(P1 +H11)f
)∗
: exp(b(H)/2): + :exp(b(H)/2): a(ΓH21f),
aV (f)
∗ : exp(b(H)/2): = a
(
(V11 −H12V21)f
)∗
: exp(b(H)/2): + :exp(b(H)/2): a
(
Γ(P2 −H22)V21f
)
,
aV (g) :exp(b(H)/2): = a
(
(V12 −H12V22)Γg
)∗
: exp(b(H)/2): + :exp(b(H)/2): a
(
(P1 −H22)V11g
)
.
fThe operators H12 described below may equivalently be characterized as follows. According to Lemma 4.6, each
antisymmetric Hilbert–Schmidt operator T from K1 to K2 induces a basis projection PT . Then V
∗PTV = W
∗P1W (see
Lemma 4.8) holds if and only if −T ∗ = H12 for some H as in Lemma 4.2.
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Thus (34) is equivalent to
(P1 +H11 − V11 +H12V21)f = 0, (39)
(H21 + (H22 − P2)V21)f = 0, f ∈ K1, (40)
(35) is equivalent to
(H12V22 − V12)Γg = 0, (41)
(P1 + (H22 − P1)V11)g = 0, g ∈ ranV11∗, (42)
whereas (36) is equivalent to
(P1 +H11)h = 0,
H21h = 0, h ∈ kerV11. (43)
Next we show that each antisymmetric Hilbert–Schmidt operatorH12 fulfilling (41) and V21(kerV11) ⊂
kerH12 gives rise to a unique solution H of (32) and (34)–(36). Given H12, H11 is fixed by (39) which
in turn yields H22 = −H11∗ by (32). H21 is then determined by (40) which proves uniqueness of H .
Explicitly, we have
H11 = V11 − P1 −H12V21, H22 = P2 − V22∗ − V12∗H12, H21 = (V22∗ + V12∗H12)V21. (44)
To see that H indeed is a solution of (32) and (34)–(36), we have to check antisymmetry of H21, (42)
and (43) (the rest is clear by construction). By antisymmetry of H12 and (22), we have
H21 +H21
∗ = (V22∗ + V12∗H12)V21 + V12∗(V11 −H12V21) = 0,
so H21 is antisymmetric. By (19) and (41), we have for g ∈ ranV11∗
(P1 + (H22 − P1)V11)g = (P1 − (V11∗ + V21∗H12)V11)g = V21∗Γ(V12 −H12V22)Γg = 0,
so (42) holds. Using (22), we find for h ∈ kerV11
(P1 +H11)h = −H12V21h, H21h = V12∗H12V21h.
Thus (43) is equivalent to V21(kerV11) ⊂ kerH12 which holds by assumption, so H solves (32) and
(34)–(36).
Finally, we have to characterize the antisymmetric Hilbert–Schmidt operators H12 fulfilling (41) and
V21(kerV11) ⊂ kerH12. Note that Λ(V )12 is Hilbert–Schmidt since V12 is, that Λ(V )12 solves (41) and
that
Λ(V )12V21h = −V11−1∗V21∗V21h = −V11−1∗h = 0, h ∈ kerV11 = kerV11−1∗
by (24), (37) and (19). Λ(V )12 is also antisymmetric:
Λ(V )12 + Λ(V )12
∗ = V12V22−1 − V11−1∗V21∗PkerV22∗ + V11−1∗V21∗ − PkerV11∗V12V22−1
= PranV11V12V22
−1 + V11−1∗V21∗Pran V22
= V11
−1∗(V11∗V12 + V21∗V22)V22−1
= 0
by (37) and (21). Hence Λ(V )12 has all the desired properties, and one readily checks (using PkerV22∗ =
P2 − V22V22−1) that the corresponding solution of (32) and (34)–(36) is given by (38).
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To find the general form ofH12, we make the ansatzH12 = Λ(V )12+h12. ThenH12 is an antisymmetric
Hilbert–Schmidt operator if and only if h12 is. It fulfills (41) if and only if h12V22 = 0, and we have
V21(kerV11) ⊂ kerH12 if and only if V21(kerV11) ⊂ kerh12. The last two conditions are equivalent
to (kerh12)
⊥ ⊂ (ranV22⊕V21(kerV11))⊥ = kerV22∗ ⊖ V21(ker V11), and we then have by antisymmetry
ranh12 = Γ(ranh12
∗) ⊂ Γ(kerh12)⊥ ⊂ kerV11∗ ⊖ V12(kerV22). As a result, the admissible components
H12 (as well as the remaining components (44)) have the form stated in the lemma. By (25), we may
regard the h12 as antisymmetric operators from one m–dimensional space to another, thus there are
(m2 −m)/2 linearly independent ones. ✷
For H12 = Λ(V )12 + h12 as above, we have ‖H12‖22 = ‖Λ(V )12‖22 + ‖h12‖22. Hence the associate Λ(V ) is
the antisymmetric solution of (34)–(36) with minimal Hilbert–Schmidt norm ‖Λ(V )12‖2. In the rest of
Section 4, we shall work exclusively with Λ(V ). But we emphasize that all the results in Sections 4.2 and
4.3 hold as well if Λ(V ) is replaced everywhere by one of the operators H described in Lemma 4.2. The only
point where the choice of the associate (ofW below, not of V ) is distinguished is in Section 4.3 (Λ(W )12 =
0, see Lemma 4.8). We remark further that (38) reduces to the definition given by Ruijsenaars [8]
(i.e. Λ(V )12 = V12V22
−1) whenever ωP1 ◦̺V is pure (cf. Lemma 3.6 a)).
4.2 Normal Form of Implementers
As we have seen in Section 4.1, :exp(b(Λ(V ))/2): is (the quadratic form of) a densely defined operator
with intertwining properties (34)–(36). To construct an isometric implementer for ̺V , let
LV := dimkerV11 <∞
(see (23)) and choose an orthonormal basis {e1, . . . , eLV } for kerV11. For r = 1, . . . , LV , setg
Ar := a(er)Ψ(−1),
AV,r := aV (er)Ψ(−1) = a(V12Γer)∗Ψ(−1) (45)
where Ψ(−1) is the self–adjoint unitary implementer for α−1 with Ψ(−1)ΩP1 = ΩP1 (cf. the proof of
Lemma 2.3). Then the Ar
(∗), AV,r(∗) respectively fulfill the CAR. Let PLV denote the index set consisting
of pairs (σ, s) with s ∈ {0, . . . , LV } and σ a permutation of order LV satisfying σ(1) < . . . < σ(s) and
σ(s + 1) < . . . < σ(LV ). PLV is canonically isomorphic to the power set PLV of {1, . . . , LV } through
identification of (σ, s) with {σ(1), . . . , σ(s)}, hence its cardinality is 2LV . We now define the following
operator on D
Ψ0(V ) :=
(
det
(
P1 + Λ(V )12Λ(V )12
∗))−1/4 · (46)
·
∑
(σ,s)∈PLV
(−1)ssignσ AV,σ(1) · · ·AV,σ(s) : exp(b(Λ(V ))/2):Aσ(s+1) · · ·Aσ(LV ) (47)
with range contained in the space of C∞–vectors for the number operator.
Lemma 4.3 Ψ0(V ) has a continuous extension to an isometry (denoted by the same symbol) on Fa(K1)
with
Ψ0(V )πP1 (A) = πP1(̺V (A))Ψ0(V ), A ∈ C(K,Γ).
gIt is also possible to incorporate the factors Ψ(−1) into :exp(b(Λ(V ))/2) : as is done in [8, 16], but the choice (45)
simplifies the combinatorics.
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Proof. We first show
Ψ0(V )a(f)
(∗) = aV (f)(∗)Ψ0(V ), f ∈ K1 (48)
on D. To this end, let us introduce the analog of Ruijsenaars’ operator Γˆ(V ) [8]
Ψˆ(V ) :=
(
det
(
P1 + Λ(V )12Λ(V )12
∗))−1/4
: exp(b(Λ(V ))/2): . (49)
For f ∈ (ker V11)⊥, (48) follows from (34), (35) together with [a(f)(∗), Ar] = [aV (f)(∗), AV,r] = 0. To
prove (48) for f = er, r = 1, . . . , LV , we make use of
[a(er), As] = [aV (er), AV,s] = 0, (50)
[a(er)
∗, As] = [aV (er)∗, AV,s] = δrsΨ(−1), (51)
{Ψ(−1), As} = {Ψ(−1), AV,s} = [Ψ(−1), Ψˆ(V )] = 0. (52)
Note further that for fixed r, the bijection {M ∈ PLV | r ∈M} → {M′ ∈ PLV | r /∈M′}, M 7→M\{r}
induces a bijection (σ, s) 7→ (σ′, s′) from {(σ, s) ∈ PLV | r ∈ {σ(1), . . . , σ(s)}} onto {(σ′, s′) ∈ PLV | r /∈
{σ′(1), . . . , σ′(s′)}} with [16]
s = s′ + 1, (−1)ssignσ = (−1)rsignσ′, σ−1(r) + σ′−1(r) = r + s. (53)
We now have by virtue of the CAR, (50), (52) and (53) on D
Ψ0(V )a(er) = AV,r
∑
(σ,s)∈PLV
r∈{σ(1),...,σ(s)}
(−1)s+σ−1(r)−1signσ AV,σ(1) · · · A˜V,r · · ·AV,σ(s) ·
· Ψˆ(V )Aσ(s+1) · · ·a(er)Ψ(−1)2 · · ·Aσ(LV )
= aV (er)Ψ(−1)2
∑
(σ′,s′)∈PLV
r/∈{σ′(1),...,σ′(s′)}
(−1)s′signσ′ AV,σ′(1) · · ·AV,σ′(s′)Ψˆ(V )Aσ′(s′+1) · · ·Aσ′(LV )
= aV (er)Ψ0(V ).
As a consequence of (34) and (36), we have Ψˆ(V )a(er)
∗ = aV (er)∗Ψˆ(V ) = 0. This yields in connection
with (51), (52) and (53)
aV (er)
∗Ψ0(V ) =
= Ψ(−1)
∑
(σ,s)∈PLV
r∈{σ(1),...,σ(s)}
(−1)s+σ−1(r)−1signσ AV,σ(1) · · · A˜V,r · · ·AV,σ(s)Ψˆ(V )Aσ(s+1) · · ·Aσ(LV )
= Ψ(−1)
∑
(σ′,s′)∈PLV
r/∈{σ′(1),...,σ′(s′)}
(−1)s′+σ′−1(r)signσ′ AV,σ′(1) · · ·AV,σ′(s′)Ψˆ(V )Aσ′(s′+1) · · · A˜r · · ·Aσ′(LV )
= Ψ0(V )a(er)
∗,
so (48) holds.
Since the AV,r
(∗) fulfill the CAR and AV,r∗Ψˆ(V ) = 0, Ruijsenaars’ result (33) implies
‖Ψ0(V )ΩP1‖2 = ‖AV,1 · · ·AV,LV Ψˆ(V )ΩP1‖2
= 〈Ψˆ(V )ΩP1 , AV,LV ∗AV,LV · · ·AV,1∗AV,1Ψˆ(V )ΩP1〉
= ‖Ψˆ(V )ΩP1‖2
= 1.
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Since the aV (f)
(∗)
also fulfill the CAR and since aV (f)Ψ0(V )ΩP1 = 0 by (48), we obtain for
g1, . . . , gm, h1, . . . , hn ∈ K1
〈Ψ0(V )a(g1)∗ · · · a(gm)∗ΩP1 ,Ψ0(V )a(h1)∗ · · · a(hn)∗ΩP1〉 =
= 〈Ψ0(V )ΩP1 , aV (gm) · · ·aV (g1)aV (h1)∗ · · ·aV (hn)∗Ψ0(V )ΩP1〉
= 〈a(g1)∗ · · ·a(gm)∗ΩP1 , a(h1)∗ · · ·a(hn)∗ΩP1〉.
Hence Ψ0(V ) is isometric on D and has a continuous extension to an isometry which satisfies (48) on
Fa(K1). But this implies Ψ0(V )πP1(A) = πP1 (̺V (A))Ψ0(V ) for A ∈ C(K,Γ). ✷
We proceed to construct a complete set of implementers with the help of Ψ0(V ). In view of the remark
above Lemma 3.2, we have to look for partial isometries in πP1(̺V (C(K,Γ)))′ which contain ranΨ0(V )
in their initial spaces. Since K is infinite dimensional, we have [12] πP1(̺V (C(K,Γ)))′ = ψ(kerV ∗)′′ with
ψ(k) := πP1(B(k))Ψ(−1).
Lemma 4.4 Let k ∈ kerV ∗. Then ψ(k) is a partial isometry with ranΨ0(V ) ⊂ (kerψ(k))⊥ if and only
if a) or b) below holds.
a) ‖k‖ = √2, |〈k,Γk〉| = 2. In this case, ψ(k) is unitary.
b) ‖k‖ = 1, k ∈ ran (P1 − Λ(V )12∗). In this case, Fa(K1) = (kerψ(k))⊥⊕ranψ(k).
Proof. Let k ∈ K. ψ(k)∗ψ(k) and ψ(k)ψ(k)∗ are projections if and only if one of the following holds:
1) k = 0, 2) ‖k‖2 = |〈k,Γk〉| = 2, 3) ‖k‖ = 1, 〈k,Γk〉 = 0.
In the second case we have |〈k,Γk〉| = ‖k‖ · ‖Γk‖, hence there exists z ∈ U(1) with Γk = zk. This implies
B(k)∗B(k) = B(Γk)B(k) = z2{B(k), B(k)} = z2 〈Γk, k〉1 = 1 and B(k)B(k)∗ = ‖k‖21− B(k)∗B(k) = 1,
thus ψ(k) is unitary.
In the third case we have ψ(k)∗ψ(k) = 1 − ψ(k)ψ(k)∗, hence initial and final space of ψ(k) are
orthogonal to each other and sum up to Fa(K1). The requirement ranΨ0(V ) ⊂ (kerψ(k))⊥ = kerψ(k)∗
holds for k ∈ kerV ∗ if and only if ψ(k)∗Ψ0(V )ΩP1 = 0. This follows from ψ(k)∗ ∈ πP1(̺V (C(K,Γ)))′
and the fact that vectors of the form Ψ0(V )πP1(A)ΩP1 = πP1(̺V (A))Ψ0(V )ΩP1 , A ∈ C(K,Γ), are dense
in ranΨ0(V ). By {ψ(k)∗, AV,r} = 0, we further have (cf. the proof of Lemma 4.3) ‖ψ(k)∗Ψ0(V )ΩP1‖ =
‖ψ(k)∗Ψˆ(V )ΩP1‖. By Lemma 4.1 and (52),
ψ(k)∗Ψˆ(V )ΩP1 = −(a(P1k) + a(P1Γk)∗)Ψˆ(V )ΩP1 = −a((P1 − Λ(V )12)Γk)∗Ψˆ(V )ΩP1
which vanishes if and only if k ∈ ker(P1−Λ(V )12)Γ = ran (P1−Λ(V )12∗) (cf. (59) below). But for such k,
〈k,Γk〉 = 0 automatically holds (see Section 4.3), so we conclude that partial isometries ψ(k) of type 3)
with k ∈ kerV ∗ and ranΨ0(V ) ⊂ (kerψ(k))⊥ are completely characterized by condition b). ✷
For our purposes, the partial isometries described in part b) of the lemma are the important ones. Let
{k1, . . . , km} be an orthonormal basis for kerV ∗ ∩ ran (P1 − Λ(V )12∗). For β = (β1, . . . , βr) ∈ Im (cf. (5)
and (17)), set
ψβ := ψ(kβ1) · · ·ψ(kβr ),
Ψβ(V ) := ψβΨ0(V ).
(54)
Since the (ψ
(∗)
j )j=1,...,m fulfill the CAR
{ψj, ψl} = {ψ∗j , ψ∗l } = 0, {ψj, ψ∗l } = δjl1, (55)
the ψβ are partial isometries in πP1(̺V (C(K,Γ)))′ with ranΨ0(V ) ⊂ (kerψβ)⊥.
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Theorem 4.5 kerV ∗ ∩ ran (P1 − Λ(V )12∗) has dimension m = 12 indV ∗, and the dV = 2m isometries
(Ψβ(V ))β∈Im implement ̺V in πP1 in the sense of Definition 3.1.
Proof. As a consequence of (55) and ψ∗jΨ0(V ) = Ψ0(V )
∗
ψj = 0, the first equation in (11) holds:
Ψβ(V )
∗Ψγ(V ) = Ψ0(V )
∗
ψ∗βr · · ·ψ∗β1ψγ1 · · ·ψγsΨ0(V ) = δβγ1 (56)
for β = (β1, . . . , βr), γ = (γ1, . . . , γs) ∈ Im. Clearly, the Ψβ(V ) have the intertwining property (14)
Ψβ(V )πP1(A) = πP1(̺V (A))Ψβ(V ), A ∈ C(K,Γ) (57)
since ψβ ∈ πP1(̺V (C(K,Γ)))′. We postpone the proofs of the completeness relation∑
β∈Im
Ψβ(V )Ψβ(V )
∗ = 1 (58)
and of m = 12 indV
∗ to Section 4.3. Since (57) and (58) imply (12), the theorem will then be proven. ✷
By (55) and by ψ∗jΨ0(V ) = 0, j = 1, . . . ,m, the ψj may be regarded as creation operators relative to
the vacuum Ψ0(V ). The Hilbert space spanned by the Ψβ(V ) is therefore canonically isomorphic to the
antisymmetric Fock space over kerV ∗ ∩ ran (P1 − Λ(V )12∗).
4.3 Decomposition of Bogoliubov Operators and Proof of Completeness
Let us first remark that m := dim(kerV ∗ ∩ ran (P1 − Λ(V )12∗)) = 12 indV ∗ implies completeness (58)
in the case of finite index since the representation πP1 ◦̺V splits into dV irreducibles by Theorem 3.7
and since the ranges of the isometries Ψβ(V ) are mutually orthogonal, irreducible subspaces for πP1◦̺V .
However, we shall give a different proof of completeness which also works in the case of infinite index.
The goal is a (to a certain extent canonical) product decomposition V = UW where U ∈ I0P1(K,Γ) is
unitary andW ∈ I indV ∗P1 (K,Γ) induces a pure and gauge invariant state ωP1◦̺W . U andW will be chosen
such that Λ(U)12 = Λ(V )12 and Λ(W )12 = 0, and (58) will follow from completeness of implementers for
̺W which in turn is a consequence of Lemma 3.2.
We start with the proof of m = 12 indV
∗.
Lemma 4.6 Let T be an antisymmetric Hilbert–Schmidt operator from K1 to K2. Then
(
P1 T
T P2
)
is a
bijection on K, and K = ran (P1 + T )⊕ran (P2 + T ). If we set
P := (P1 + T )(P1 + T
∗T )−1(P1 + T ∗),
UT := (P1 + T )(P1 + T
∗T )−1/2 + (P2 + T )(P2 + TT ∗)−1/2,
then P is a basis projection with ranP = ran (P1 + T ) and P2P ∈ J2(K), and UT ∈ I0P1 (K,Γ) is unitary
with U∗TPUT = P1.
Proof. Let k ∈ ker(1 + T + T ). Then P1k = −TP2k and P2k = −TP1k, hence (P1 + T ∗T )P1k = 0
by antisymmetry (32). But P1 + T
∗T is a bijection on K1, so k = 0 and 1 + T + T is injective. Since
1+ T + T is Fredholm with vanishing index by compactness of T , it is also surjective.
Let fj ∈ Kj , j = 1, 2. Then 〈(P1 + T )f1, (P2 + T )f2〉 = 〈f1, T f2〉 + 〈Tf1, f2〉 = 0 by antisymmetry
which proves K = ran (P1 + T )⊕ran (P2 + T ). It is not hard to see that P is the projection onto
ran (P1 + T ) and therefore a basis projection. The unitary UT results from polar decomposition of
1 + T + T = UT |1+ T + T | (by the way, UT coincides with Araki’s canonical choice of a Bogoliubov
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operator that transforms P into P1 [15]). P2P = T (P1+T
∗T )−1(P1+T ∗) and (UT )21 = T (P1+T ∗T )−1/2
are Hilbert–Schmidt since T is, and PUT = (P1 + T )(P1 + T
∗T )−1/2 = UTP1. ✷
Application of Lemma 4.6 to T = Λ(V )12 = −Λ(V )12∗ yields the basis projection PV with ranPV =
ran (P1 − Λ(V )12∗).
Lemma 4.7 PV commutes with V V
∗. As a consequence, kerV ∗ = PV (kerV ∗)⊕PV (kerV ∗) and m =
dimPV (kerV
∗) = 12 indV
∗.
Proof. [PV , V V
∗] = 0 is equivalent to [PV , V V ∗] = 0 or to V V ∗
(
ran (P2 +Λ(V )12)
)
⊂ ker(P1 − Λ(V )12)
since
ranPV = ran (P2 + Λ(V )12) = kerPV = ker(P1 − Λ(V )12). (59)
By definition, Λ(V )12 fulfills Λ(V )12V22 = V12Pran V22∗ and Λ(V )12V21PkerV11 = 0. Antisymmetry of
Λ(V )12 implies V11
∗Λ(V )12 = −PranV11∗V21∗ and PkerV22V12∗Λ(V )12 = 0. Using these relations, we get
(P1 − Λ(V )12)V V ∗(P2 + Λ(V )12) = V11V21∗ + V12V22∗ + (V11V11∗ + V12V12∗)Λ(V )12 − Λ(V )12 ·
· (V21V21∗ + V22V22∗)− Λ(V )12(V22V12∗ + V21V11∗)Λ(V )12
= V11V21
∗ + V12V22∗ − V11V21∗ + V12V12∗Λ(V )12 − Λ(V )12V21V21∗
− V12V22∗ − V12Pran V22∗V12∗Λ(V )12 + Λ(V )12V21Pran V11∗V21∗
= V12PkerV22V12
∗Λ(V )12 − Λ(V )12V21PkerV11V21∗
= 0.
✷
Next we present a distinguished choice of W for the product decomposition V = UW . Namely, let W11
be the partial isometry with kerW11
(∗) = kerV11(∗) appearing in the polar decomposition of V11:
V11 =W11|V11| (60)
(the idea of using polar decomposition of V11 stems from [23]). Set
W21 := V21PkerV11 , (61)
then W21 is a partial isometry with initial space kerV11 and final space V21(kerV11) ⊂ kerV22∗ (cf. (24)),
and set W12 :=W21, W22 :=W11.
Lemma 4.8 W defined above has the following properties:
a) W ∈ IP1 (K,Γ), kerW ∗ = (kerV11∗ ⊖ V12(kerV22))⊕(kerV22∗ ⊖ V21(ker V11)) and indW = indV ;
b) SW :=W
∗P1W is the projection onto (kerV11)⊥⊕ kerV22, and ωSW is pure and gauge invariant;
c) Λ(W )12 = 0.
Proof. a) W is clearly a Bogoliubov operator with kerW ∗ = (kerV11∗ ⊖ V12(kerV22))⊕(kerV22∗ ⊖
V21(kerV11)). Therefore indW
∗ = dimkerW ∗ = 2 indV11∗ = indV ∗ (cf. (25)), and W ∈ IP1(K,Γ)
since W12 has finite rank.
b) By a straightforward computation, SW is the projection onto (kerV11)
⊥⊕ kerV22. ωSW = ωP1◦̺W
is pure by Lemma 3.6 a) and gauge invariant by [P1, SW ] = 0 (cf. Section 2).
c) Λ(W )12 = 0 follows from W11
−1 =W11∗ and W12W22∗ =W11W21∗ = 0. ✷
It remains to specify the factor U in V = UW . U has necessarily the form U = VW ∗ + u where
u = u is a partial isometry with initial space kerW ∗ = P1(kerW ∗)⊕P2(kerW ∗) and final space kerV ∗ =
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PV (kerV
∗)⊕PV (kerV ∗). We may choose u such that uP1 = PV u (for example, suitable uP1 is obtained
by polar decomposition of RV below). Then P2PV ∈ J2(K) implies that u21 = P2PV u and U21 =
V21W11
∗ + u21 are Hilbert–Schmidt. We need the following lemma to exhibit further properties of U .
Remember that QW = 1−WW ∗ denotes the projection onto kerW ∗.
Lemma 4.9 RV := (P1 − Λ(V )12∗)(P1 + V11V21∗Λ(V )12∗)P1QW maps P1(kerW ∗) bijectively onto
PV (kerV
∗).
Proof. By Lemma 4.7, PV (kerV
∗) = ker(P2 + Λ(V )12
∗
) ∩ kerV ∗. Hence k ∈ PV (kerV ∗) if and only if
P2k = −Λ(V )12∗P1k, V11∗P1k + V21∗P2k = 0 and V22∗P2k + V12∗P1k = 0. Thus P2k is determined by
P1k, and P1k has to satisfy
P1k ∈ ker
(
V11
∗ − V21∗Λ(V )12∗
)
∩ ker
(
V12
∗ − V22∗Λ(V )12∗
)
.
Λ(V )12V22 = V12PranV22∗ implies ker(V12
∗ − V22∗Λ(V )12∗) = ran (V12 − V12PranV22∗)⊥ = (V12(kerV22))⊥.
Since
K1 = P1(kerW ∗)⊕ranV11⊕V12(kerV22) (62)
(cf. Lemma 4.8), we may write P1k = f +g, f ∈ P1(kerW ∗), g ∈ ranV11. We then have V21∗Λ(V )12∗g =
V21
∗Λ(V )12
∗
V11V11
−1g = −V21∗ΓΛ(V )12V22ΓV11−1g = −V21∗V21PranV11∗V11−1g = (V11∗ − V11−1)g by
(37) and (19). Hence the condition P1k ∈ ker(V11∗−V21∗Λ(V )12∗) is equivalent to V11−1g = V21∗Λ(V )12∗f
or to g = V11V21
∗Λ(V )12
∗
f (since PkerV11V21
∗Λ(V )12
∗
= 0). As a result, k ∈ PV (kerV ∗) if and only if
there exists f ∈ P1(kerW ∗) such that P1k = (P1 + V11V21∗Λ(V )12∗)f and P2k = −Λ(V )12∗P1k, i.e.
k = RV f . Hence ranRV = PV (kerV
∗).
To show that RV is one–to–one, assume that f ∈ P1(kerW ∗) and RV f = 0. Then 0 = P1QWRV f = f
since P1QWRV = P1QW . ✷
Proposition 4.10 Let V ∈ IP1(K,Γ), and let W ∈ IP1(K,Γ) be defined by (60) and (61) (with properties
listed in Lemma 4.8). Then there exists U ∈ I0P1(K,Γ) with U(P1(kerW ∗)) = PV (kerV ∗) and V = UW .
Such U fulfills kerU11 = {0} and Λ(U)12 = Λ(V )12.
Proof. It remains to prove the last two statements. We have U11 = PV12(kerV22)+ |V11∗|+u11 by definition
of W , and ranu11 = ranP1PV u = ranP1RV ⊂ P1(kerW ∗)⊕ranV11 by uP1 = PV u and by Lemma 4.9.
This implies kerU11 ⊂ P1(kerW ∗)⊕ranV11 (cf. (62)). Let f ∈ P1(kerW ∗), g ∈ ranV11, and assume
0 = U11(f + g) = u11f + |V11∗|g. By Lemma 4.9, there exists f ′ ∈ P1(kerW ∗) with uP1f = RV f ′. Then
0 = P1QWU11(f + g) = P1QWRV f
′ = f ′, hence f = 0 = g. This proves kerU11 = {0}.
Let f ∈ P1(kerW ∗). Since there exists f ′ ∈ P1(kerW ∗) with uP1f = RV f ′, we see that
u21f = P2RV f
′ = Λ(V )12P1RV f
′ = Λ(V )12u11f by definition of RV . Hence Λ(V )12U22 = (V12V22
−1 −
V11
−1∗V21∗PkerV22∗)(PV21(kerV11) + |V22∗|) + Λ(V )12u22 = V12V22−1|V22∗| + u12 = U12 by (37) and
|V22∗| = V22W22∗. But this means Λ(U)12 = Λ(V )12 (cf. the remark below Lemma 4.2). ✷
The following result has already been obtained, in the case of finite index, in Lemma 3.4 (SV − SV ′ is
automatically Hilbert–Schmidt for V, V ′ ∈ IP1(K,Γ)).
Corollary 4.11 The I0P1(K,Γ)–orbits in IP1(K,Γ) with respect to left multiplication are precisely the
sets I2mP1 (K,Γ), m ∈ N ∪ {∞}.
Proof. Let V, V ′ ∈ I2mP1 (K,Γ) be given, with decompositions V = UW, V ′ = U ′W ′ as in Proposition 4.10.
Since P1 leaves kerW
′∗ and kerW ∗ invariant, we may choose a partial isometry u′′ with initial space
kerW ′∗ and final space kerW ∗ such that u′′ = u′′ and [P1, u′′] = 0. Then U ′′ :=WW ′∗+ u′′ ∈ I0P1(K,Γ)
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fulfills U ′′W ′ =W . This implies (UU ′′U ′∗)V ′ = V , so I0P1(K,Γ) acts transitively on I2mP1 (K,Γ). ✷
End of Proof of Theorem 4.5. Let V = UW as in Proposition 4.10. We first apply the construction
from Section 4.2 to W and compute the values of implementers Ψβ(W ) on ΩP1 . Since kerW11 = kerV11
and W12|kerV22 = V12|kerV22 , we may choose AW,r = AV,r, r = 1, . . . , LV (cf. (45)). Then Ψ0(W )ΩP1 =
(−1)LVAV,1 · · ·AV,LV ΩP1 by Λ(W )12 = 0 (cf. (46)). According to Section 4.2, we have to choose an
orthonormal basis {f1, . . . , fm} for kerW ∗∩ran (P1−Λ(W )12∗) = P1(kerW ∗), m = 12 indW ∗ = 12 indV ∗,
to obtain further implementers for ̺W . Since U(P1(kerW
∗)) = PV (kerV ∗) = kerV ∗∩ran (P1−Λ(V )12∗),
we may choose the fj such that Ufj = kj , j = 1, . . . ,m. For a multi–index β = (β1, . . . , βr) ∈ Im, we
have by definition (54)
Ψβ(W )ΩP1 = (−1)LV ψ(fβ1) · · ·ψ(fβr)AV,1 · · ·AV,LV ΩP1 .
Let A := aW (eLV )
∗ · · · aW (e1)∗ ∈ πP1(̺W (C(K,Γ))) (cf. (45)). Remembering ψ(fj) = a(fj)∗Ψ(−1) ∈
πP1(̺W (C(K,Γ)))′ and neglecting signs, we get AΨβ(W )ΩP1 = ±a(fβ1)∗ · · · a(fβr)∗ΩP1 = ±φWβ where
φWβ ∈ FWβ is the cyclic vector defined in (17). Since ωP1 ◦̺W is pure, FWβ is an irreducible subspace for
πP1◦̺W . But by (56) and (57), ranΨβ(W ) is also irreducible for πP1◦̺W . Since both spaces contain φWβ ,
they must coincide. By Lemma 3.2,
⊕
β ranΨβ(W ) = Fa(K1), i.e. (58) holds for W .
Now let Ψ0(U) be the unitary implementer for αU given by (46). Since ̺V = αU̺W , the isometries
(Ψ0(U)Ψβ(W ))β∈Im implement ̺V in πP1 . We are going to show that actually
Ψ0(U)Ψβ(W ) = Ψβ(V ) (63)
holds under the above assumptions. Since each implementer is completely determined by its value on ΩP1
(this follows from (57)), it suffices to prove (63) on ΩP1 . Note that [Ψ0(U),Ψ(−1)] = 0 since kerU11 = {0}.
Hence Ψ0(U)ψ(fj) = ψ(kj)Ψ0(U) by Ufj = kj , and [Ψ0(U), AV,r] = 0 by [Ψ0(U), aV (er)] = 0. Moreover,
Λ(U)12 = Λ(V )12 implies
Ψ0(U)ΩP1 = Ψˆ(V )ΩP1
(see (49)), and we obtain
Ψ0(U)Ψβ(W )ΩP1 = (−1)LV ψ(kβ1) · · ·ψ(kβr )AV,1 · · ·AV,LV Ψˆ(V )ΩP1 = Ψβ(V )ΩP1 . (64)
✷
5 Structure of the Semigroup of Implementable Endomor-
phisms
Let P1 be a basis projection of (K,Γ) and P2 := P1. It is easily seen that IP1(K,Γ) is a topological
semigroup relative to the metric (cf. [15])
δP1(V, V
′) := ‖V − V ′‖+ ‖V12 − V ′12‖2.
The present section is devoted to the study of the connected components of IP1(K,Γ) =
⋃
m I2mP1 (K,Γ).
It is inspired by the work of Carey, Hurst and O’Brien [23].
Araki [15] has shown that the group I0P1(K,Γ) ⊂ IP1(K,Γ) consists of two connected components
I0P1(K,Γ)
±
. Namely,
χ(U) := (−1)dimkerU11
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defines a continuous character χ on I0P1(K,Γ), and χ|I0P1(K,Γ)± = ±1. However, we shall see that
I2mP1 (K,Γ) is connected if m 6= 0 and that χ : V 7→ (−1)dimkerV11 remains neither multiplicative nor
continuous when extended to the whole semigroup IP1(K,Γ).
We need a preparatory result. Let H be an infinite–dimensional complex Hilbert space. We prove
that the subsets of B(H), consisting of isometries with fixed index, are connected.
Lemma 5.1 The sets In(H) := {V ∈ B(H) | V ∗V = 1, indV ∗ = n} are arcwise connected in the norm
topology.
Proof. Let V, V ′ ∈ In(H). Since dim kerV ∗ = dim kerV ′∗, there exists a unitary operator U on H
with V ′ = UV (choose a partial isometry u with initial space kerV ∗ and final space kerV ′∗ and set
U := V ′V ∗ + u). Since the unitary group U(H) is arcwise connected, there exists a continuous curve
U(t) in U(H) with U(0) = 1 and U(1) = U . Then U ′(t) := U(t)V is a continuous curve in In(H) with
U ′(0) = V and U ′(1) = V ′. ✷
Let us return to IP1(K,Γ). In the following, the shorthand V ∼ V ′ stands for the existence of a
continuous curve in IP1(K,Γ) which connects V to V ′. Note that “∼” is an equivalence relation and that
V ∼ V ′ implies V V ′′ ∼ V ′V ′′ and V ′′V ∼ V ′′V ′ for V, V ′, V ′′ ∈ IP1(K,Γ).
Theorem 5.2 The connected components of IP1(K,Γ) are precisely the sets I0P1(K,Γ)
±
and
I2mP1 (K,Γ), 1 ≤ m ≤ ∞.
Proof. Let V ∈ I2mP1 (K,Γ), and let V = UW be a decomposition as in Proposition 4.10. Then U ∈
I0P1(K,Γ)
+
since kerU11 = {0}. This implies U ∼ 1 by Araki’s result, hence V = UW ∼W .
Since V11 and V11
∗ both have infinite rank and since dimkerV11 = dim(V12(kerV22)) (cf. (23), (24)),
there exists an isometry Wˆ11 on K1 with ind Wˆ11∗ = dim(kerV11∗ ⊖ V12(kerV22)) = m (cf. (25)) and
Wˆ11(ranV11
∗) = ranV11, Wˆ11(kerV11) = V12(kerV22).
Let Wˆ := Wˆ11 + ΓWˆ11Γ ∈ I2mP1 (K,Γ) be the associated Bogoliubov operator with WˆWˆ ∗ = WW ∗.
Inserting the definitions, we find that
Uˆ := Wˆ ∗W ∈ I0P1(K,Γ)
is a unitary Bogoliubov operator with Wˆ Uˆ =W and ker Uˆ11 = kerV11, hence χ(Uˆ) = χ(V ).
Now let V ′ ∈ I2mP1 (K,Γ) be another Bogoliubov operator with corresponding operators W ′, Wˆ ′ ∈
I2mP1 (K,Γ), Uˆ ′ ∈ I0P1(K,Γ). By Lemma 5.1, Wˆ ∼ Wˆ ′ since both are diagonal. Assume that χ(V ) = χ(V ′).
Then Uˆ ∼ Uˆ ′ by Araki’s result, and we conclude
V ∼W = Wˆ Uˆ ∼ Wˆ Uˆ ′ ∼ Wˆ ′Uˆ ′ =W ′ ∼ V ′.
Therefore either of the two subsets I2mP1 (K,Γ)
±
:= {V ∈ I2mP1 (K,Γ) | χ(V ) = ±1} is arcwise connected.
Below, we give an example of a continuous curve in I2mP1 (K,Γ) which connects I2mP1 (K,Γ)
+
to I2mP1 (K,Γ)
−
.
Hence I2mP1 (K,Γ) itself is connected. Of course, V ∼ V ′ cannot hold if indV 6= indV ′. ✷
Example. Let V (ϕ) be the Bogoliubov operator introduced in the example in Section 3.2 (with P = P1).
Then V (ϕ) ∈ I2P1(K,Γ) since V (ϕ)12
∗V (ϕ)12 = (SV (ϕ))22 = (1−λϕ)E0 has finite rank, and ϕ 7→ V (ϕ) is
a continuous curve in I2P1(K,Γ). We have kerV (ϕ)11 = ker(SV (ϕ))11 = ker(λϕE0 +
∑
n≥1En), hence
χ(V (ϕ)) =
{
1, ϕ /∈ (4Z+ 3)π/4
−1, ϕ ∈ (4Z+ 3)π/4.
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Let V ∈ I2m−2P1 (K,Γ) with [P1, V ] = 0. Then χ(V V (ϕ)) = χ(V (ϕ)) since V11 is isometric, so ϕ 7→ V V (ϕ)
is a continuous curve in I2mP1 (K,Γ) which connects I2mP1 (K,Γ)
+
to I2mP1 (K,Γ)
−
. This completes the proof
of Theorem 5.2.
V (ϕ) may also serve to illustrate that χ is not multiplicative on IP1(K,Γ). Define a Bogoliubov oper-
ator U := 2−1/2f+0 〈f+0 + f−1 , . 〉 − 2−1/2f+1 〈f−0 − f+1 , . 〉 + 2−1/2f−0 〈f−0 + f+1 , . 〉 − 2−1/2f−1 〈f+0 − f−1 , . 〉+∑
n≥2(En +En). Then U ∈ I0P1(K,Γ), and a calculation shows that U11 = 1√2 (E0 +E1) +
∑
n≥2En and
UV (3π4 ) = V (
π
2 ). This entails
1 = χ
(
UV (3π4 )
)
6= χ(U)χ
(
V (3π4 )
)
= −1
since kerU11 = kerV (
π
2 )11 = {0}, but kerV (3π4 )11 = Cf0. We finally note that the eigenvalues ±(1−λϕ)
of P1 − SV (ϕ) = (1− λϕ)(E0 −E0) have multiplicity one if λϕ 6= 1, in contrast to the unitary case where
the multiplicities of eigenvalues in (0,1) are always even [15].
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