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Abstract
The theoretical foundation for a number of model selection criteria is es-
tablished in the context of inhomogeneous point processes and under various
asymptotic settings: infill, increasing domain, and combinations of these. For
inhomogeneous Poisson processes we consider Akaike’s information criterion
and the Bayesian information criterion, and in particular we identify the point
process analogue of ‘sample size’ needed for the Bayesian information criterion.
Considering general inhomogeneous point processes we derive new composite
likelihood and composite Bayesian information criteria for selecting a regres-
sion model for the intensity function. The proposed model selection criteria are
evaluated using simulations of Poisson processes and cluster point processes.
Keywords: Akaike’s information criterion, Bayesian information criterion, com-
posite information criterion, composite likelihood, inhomogeneous point process,
intensity function, model selection.
1 Introduction
Fitting a regression model to the intensity function of a point process is one of the
most fundamental tasks in statistical analysis of point pattern data , see e.g. Møller
and Waagepetersen [2017] or Coeurjolly and Lavancier [2019] for a recent review of
this problem. If the data in question can be viewed as a realization of a Poisson
process, regression parameters are usually estimated by maximum likelihood. If
the point process is not Poisson, the likelihood function is often computationally
intractable. In such cases the Poisson likelihood function can still be used as a
composite likelihood function for estimating regression parameters. This is e.g.
the approach underlying the popular spatstat R package [Baddeley et al., 2015]
procedure kppm.
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Considering regression models, model selection is often a pertinent task. In case
of a Poisson process, the Akaike information criterion (AIC) [Akaike, 1973] seems an
obvious approach (and implemented in the function logLik.ppm of spatstat) since
in this case the likelihood function is available. If the assumption of a Poisson pro-
cess is not tenable, generalization of the AIC to a composite likelihood information
criterion (CIC) [Varin and Vidoni, 2005] is relevant. Yet another alternative is the
Bayesian information criterion (BIC) [Schwarz, 1978]. The classical framework for
the information criteria mentioned typically involves a sample of independent obser-
vations where the sample size plays a crucial role for the BIC. However, in the case
of a unique realization of a point process, it is not obvious how to define sample size.
In some sense, it is one, but this choice is obviously not useful for asymptotic jus-
tifications of information criteria. Instead, sample size must be linked to properties
of the observation window or the point process intensity function. Several proposals
for defining ‘sample size’ have been considered in the literature. Choiruddin et al.
[2018] use the size of the observation window while Thurman et al. [2015] consider
the number of observed points. Jeffrey et al. [2018] use the sum of the number of
data points and the number of dummy points used in a numerical approximation of
the likelihood [Berman and Turner, 1992].
In this paper we first establish the theoretical foundation for AIC and CIC
in the context of intensity function model selection for a point process. This in-
cludes asymptotic results for estimates of the ‘least false parameter value’, see e.g.
Claeskens and Hjort [2008, Section 2.2]. Next we derive the BIC in case of a Poisson
process and we thus identify what is the meaning of sample size in this context.
We also consider the generalization of BIC to composite likelihood BIC (CBIC)
[Gao and Song, 2010] using a concept of effective degrees of freedom derived for the
CIC. Our asymptotic developments are established under an original setting which
embraces both infill asymptotic (the number of points in a fixed domain increases)
and increasing domain asymptotics (the volume of the observation window tends to
infinity) which are often considered in the literature.
The rest of the article is organized as follows. The problem of selecting a model
for the intensity function is specified in Section 2. In Section 3 we discuss asymp-
totic results for intensity function regression parameter estimators under a ’double’
asymptotic framework. We derive the AIC and CIC for spatial point processes in
Section 4 and develop the BIC and CBIC in Section 5. The different model selec-
tion criteria are compared in a simulation study in Section 6. Section 7 gives some
concluding remarks. Proofs are given in the Appendices A-E.
2 Intensity model selection
A spatial point process X defined on Rd is a locally finite random subset of Rd.
If for bounded B ⊂ S we denote by N(B) the cardinality of X ∩ B, locally finite
means that N(B) is a finite integer almost surely. For a bounded domain W ⊂ S,
|W | denotes the volume of W . The intensity function λ and the pair correlation
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function g of X are defined (if they exist) by the equations
EN(A) =
∫
A
λ(u)du
E {N(A)N(B)} =
∫
A
λ(u)du+
∫
A
∫
B
λ(u)λ(v)g(u, v)dudv
for any bounded A,B ⊂ Rd.
If the counts N(A) are Poisson distributed, X is said to be a Poisson pro-
cess. In this case counts N(B1), . . . , N(Bm) are independent whenever the subsets
B1, . . . , Bm are disjoint and the pair correlation function is identically equal to one.
For our asymptotic considerations, we assume that a sequence of spatial point pro-
cesses Xn is observed within a sequence of bounded windows Wn ⊂ Rd, n = 1, 2, . . ..
We denote by λn and gn the intensity and pair correlation function of Xn. With
an abuse of notation, we denote for any n ≥ 1 expectation and variance under the
sampling distribution of Xn by E and Var.
For modelling the intensity function we assume that p ≥ 1 covariates z1, . . . , zp
are available where for each i = 1, . . . , p, zi is a locally integrable function on Rd.
Let Il, l = 1, . . . , 2p, denote the subsets of {1, . . . , p} and let pl = |Il|+1 where |Il| is
the cardinality of Il. We consider models for λn specified in terms of the 2p subsets
of the covariates. For each l = 1, . . . , 2p and n ≥ 1 we define the log-linear model
ρl,n{u; zl(u);βl} = θn exp{β>l zl(u)} (1)
where βl = {β0, (βj)j∈Il} ∈ Rpl and zl(u) =
[
1, {zj(u)}j∈Il
]
. The quantity θn should
not be regarded as a parameter to be estimated. For n ≥ 1, θn could e.g. represent
a timespan over which Xn is observed. In the following, with an abuse of notation,
we just write ρn(u;βl) for ρl,n{u; zl(u);βl} and similarly for related quantities.
The problem we consider is to select among the 2p intensity models Ml, l =
1, . . . , 2p, given by
Ml = {ρn(·;βl) | βl = {β0, (βj)j∈Il} ∈ Rpl}, l = 1, . . . , 2p.
The distinction between β0 and the other parameters is necessary because our ob-
jective is to select among 2p different models which all contain an intercept term.
Note that the true intensity function λn does not necessarily correspond to any of
the suggested modelsMl, l = 1, . . . , 2p.
3 Estimation of the intensity function
In this section we discuss estimation of the intensity function using a Poisson likeli-
hood function and associated asymptotic results.
3.1 The Poisson likelihood function
The density of a Poisson point process with intensity ρn(·;βl) and observed in Wn
is given by (see e.g. Møller and Waagepetersen [2004])
pn(x;βl) =
{∏
u∈x
ρn(u;βl)
}
exp
{
|Wn| −
∫
Wn
ρn(u;βl)du
}
(2)
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for locally finite point configurations x ⊂ Wn. We emphasize that in the following
we assume neither that Xn introduced in the previous section is a Poisson process
nor that ρn(·;βl) coincides with the intensity function λn of Xn.
Combining (1) and (2), up to a constant, the log of (2) evaluated at Xn becomes
`n(βl) =
∑
u∈Xn
β>l zl(u)− θn
∫
Wn
exp{β>l zl(u)}du. (3)
Let en(βl) be the corresponding estimating function given by
en(βl) =
d
dβl
`n(βl) =
∑
u∈Xn
zl(u)− θn
∫
Wn
zl(u)ρn(u;βl)du. (4)
For any βl ∈ Rpl , the sensitivity (or Fisher information) matrix is
Sn(βl) = −E
{
d
dβ>l
en(βl)
}
= θn
∫
Wn
zl(u)zl(u)
>ρn(u;βl)du. (5)
We assume Sn(βl) is positive definite for all βl (see also condition C5 in the next
section). We can then define the estimator of βl as
βˆl,n = arg max
βl∈Rpl
pn(Xn;βl) = arg max
βl∈Rpl
`n(βl). (6)
If Xn is indeed a Poisson process with intensity function ρn(·;βl), then βˆl is the max-
imum likelihood estimator and the sensitivity (5) equals the observed information
matrix −den(βl)/dβ>l .
If Xn is not Poisson, βˆl,n may be viewed as a composite likelihood estimator
[Schoenberg, 2005, Waagepetersen, 2007]. In the situation where the intensity func-
tion ρn(·;βl) coincides with the true intensity function λn, asymptotic properties of
maximum likelihood or composite likelihood estimators obtained as maximizers of
Poisson likelihood functions have been established in various settings by Rathbun
and Cressie [1994], Waagepetersen [2007], Guan and Loh [2007] and Waagepetersen
and Guan [2009]. In the next section we investigate the more intriguing situation
where the intensity model is misspecified.
3.2 Framework and asymptotic results for misspecified inten-
sity functions
To handle the situation where ρn(·;βl) does not coincide with the intensity function
of Xn, we follow Varin and Vidoni [2005] and define a (composite) Kullback-Leibler
divergence between the modelMl with parameter βl and the true sampling distri-
bution. That is,
KLn(βl) = E {`n − `n(βl)} (7)
where `n is the Poisson log-likelihood obtained with the true intensity λn. For a
window Wn and modelMl we let
β∗l,n = arg max
βl∈Rpl
E`n(βl)
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denote the ‘least wrong parameter value’ under modelMl, provided the maximum
exists. It is easy to see by explicit evaluation of the right hand side that
− d
dβl
>
{
− d
dβl
E`n(βl)
}
= Sn(βl)
and so condition C5 stated below implies that β∗l,n is well-defined as a unique max-
imum when n is large enough. Also it is easy to see that
Een(β∗l,n) = 0, (8)
which means that βˆl,n given by (6) is a candidate to estimate β
∗
l,n.
The remainder of this section is devoted to asymptotic results for βˆl,n within the
above framework of a misspecified intensity function. We thereby extend the results
in the references mentioned in Section 3.1. In contrast to these references which
used either increasing domain or infill asymptotics, we moreover consider a ‘double
asymptotic’ framework as formalized by condition C3 presented below.
Two matrices are crucial for the asymptotic results. The sensitivity matrix Sn(βl)
is given by (5) regardless of whether the model is misspecified or not. The variance-
covariance matrix Σl,n of (4) is, using the Campbell theorem, given by
Σl,n =
∫
Wn
zl(u)zl(u)
>λn(u)du
+
∫
Wn
∫
Wn
zl(u)zl(u)
>λn(u)λn(v) {gn(u, v)− 1} dudv. (9)
Observe that Σl,n does not depend on βl (whence its notation). Our results will be
based on the following assumptions where for a square matrix M, νmin(M) (resp.
νmax(M)) stands for the smallest (resp. largest) eigenvalue. We use an  bn to
denote that an = O(bn) and bn = O(an).
[C1] As n→∞, supn≥1 ‖β∗l,n‖ = O(1).
[C2] zl : Rd → R is continuous, 0 < infu∈Rd ‖zl(u)‖ < supu∈Rd ‖zl(u)‖ <∞.
[C3] The sequence (τn := θn|Wn|)n≥1 is an increasing sequence, such that
lim infn→∞ θn > 0 and limn→∞ τn = ∞. The sets Wn are convex and com-
pact.
[C4] As n→∞, τ−1n en(β∗l,n)→ 0 almost surely.
[C5] For any βl ∈ Rpl and n ≥ 1, Sn(βl) is positive definite. In addition, for
any n ≥ 1, there exists a set Bn ⊆ Wn such that |Bn|  |Wn| and a c > 0
such that infn infφ∈Rpl ,‖φ‖=1 infu∈Bn |φ>zl(u)| ≥ c. Finally, we assume that
lim infn→∞ νmin (τ−1n Σl,n) > 0.
[C6] As n→∞, ‖Σl,n‖ = O(τn).
[C7] As n→∞, Σ−1/2l,n en(β∗l,n)→ N(0, Ipl) in distribution.
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We can then state the following asymptotic result which is verified in Ap-
pendix A.
Theorem 1.
(i) Assume conditions C1-C4 hold, then there exists v = vn(βˆl,n,β
∗
l,n), such that
almost surely
βˆl,n − β∗l,n =
zl(v)
‖zl(v)‖2 log
[
1 + τ−1n en(β
∗
l,n)
> zl(v)
‖zl(v)‖2 exp{−β
∗
l,n
>zl(v)}
]
. (10)
and βˆl,n − β∗l,n → 0 almost surely as n→∞.
(ii) Assume conditions C1-C3 and C5-C6 hold. Then, βˆl,n is a root-τn consistent
estimator of β∗l,n, i.e.
βˆl,n − β∗l,n = OP (τ−1/2n ). (11)
(iii) If in addition, C7 holds, then as n→∞,
Σ
−1/2
l,n Sn(β
∗
l,n)
(
βˆl,n − β∗l,n
)
→ N(0, Ipl) (12)
in distribution.
We stress that Theorem 1 (ii)-(iii) do not require the strong consistency of
τ−1n en(β
∗
l,n) to 0, i.e. condition C4. We conclude by some remarks regarding the
assumptions C1-C7. Condition C1 ensures that the sequence of ‘least wrong param-
eter value‘ does not diverge with n.
Condition C3 is different from existing conditions as it embraces both of the
standard asymptotic frameworks considered in the literature:
• infill asymptotics: Wn = W with W a bounded set of Rd and θn → ∞ as
n→∞.
• increasing domain asymptotics: θn = θ > 0 and (Wn)n≥1 is a sequence of
bounded domains of Rd such that |Wn| → ∞.
It is also valid if both asymptotics are considered at the same time. The assumed
convexity in C3 enables the use of the mean value theorem in the proofs of our
theoretical results.
In Condition C2, assuming an upper bound for ‖zl(u)‖ is quite standard. The
upper bound further implies that assuming a lower bound is not really restrictive
since for each covariate zj we can always find some k so that |zj(u) + k| 6= 0 for any
u ∈ Rd. Replacing zj by zj + k while changing the intercept from β0 to β0 − βjk
leaves the model unchanged. The continuity assumption is used to prove the strong
consistency of βˆl,n.
Condition C4 is also used to ensure the strong consistency of βˆl,n. This condition
can be seen as a law of large numbers. In Example 1, we present a class of models
where such an assumption is valid under the generalized asymptotic condition C3.
We can observe that if there exists p > 0 such that E{‖τ−1/2n en(β∗l,n‖p} = O(1) and
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∑
n τ
−p/2
n < ∞, then C4 ensues from an application of Borel-Cantelli’s lemma. At
least in the increasing domain framework, assuming such a moment assumption is
quite standard to derive a central limit theorem.
Condition C5 is very similar to the assumption required by Rathbun and Cressie
[1994] under the Poisson case or by Waagepetersen and Guan [2009] for more general
point processes, within the increasing domain asymptotic framework. Note in partic-
ular that C5 combined with C1-C2 ensures that lim infn→∞ νmin{τ−1n Sn(β∗l,n)} > 0.
Under the Poisson case, gn = 1 and so C6 is obviously satisfied if
supu∈Wn λn(u) = O(θn). For more general point processes, assume further that
gn = g does not depend on n and is invariant under translations. Then, thanks to
C2, the assumption ∫
Rd
{g(o, w)− 1}dw <∞.
will imply C6. This assumption is quite standard and satisfied by a large class of
models, see e.g. Waagepetersen and Guan [2009].
Continuing within the increasing domain framework, C7 was established by
Rathbun and Cressie [1994] in the Poisson case, by Guan and Loh [2007] and
Waagepetersen and Guan [2009] for α-mixing point processes, and by Lavancier
et al. [2020] for determinantal point processes. The infill asymptotic framework was
used to establish C7 in case of Poisson cluster processes in Waagepetersen [2007].
However, the ‘double’ asymptotic framework has never been considered. Below, we
provide an example of a model which satisfies C4, C6 and C7 under the new general
asymptotic setting C3.
Example 1. Let Cn be a homogeneous Poisson point process on Rd with intensity θn.
Given Cn, let Xn,c, c ∈ Cn, be independent inhomogeneous Poisson point processses
onWn with intensity αk(u−c)ρ(u) where α > 0, k is a symmetric density on Rd, and
ρ is a non-negative bounded function. Then, Xn = ∪c∈CnXn,c is an inhomogeneous
Poisson cluster point process (with inhomogeneous offspring). It can be shown that
λn(u) = θnαρ(u) and gn(u, v) = 1 + (k∗k)(v − u)/θn where the notation ∗ denotes
convolution. Assuming that supu ρ(u) = O(1), there exists K ≥ 0 such that
‖Σl,n‖ ≤ K
{
τn + θ
2
n
∫
Wn
∫
Wn
|gn(u, v)− 1|dudv
}
≤ K
{
τn + θn
∫
Wn
∫
Wn
|(k ∗ k)(v − u)|dudv
}
≤ K
{
τn + τn
∫
Rd
|(k ∗ k)(w)|dw
}
= O(τn).
Thus C6 is satisfied. In Appendix B we show that this model also satisfies C4 and
C7 within the ‘double’ asymptotic framework. Along the same lines one can show
that C7 holds for the inhomogeneous Poisson point process with intensity function
λn(u) = θnρ(u).
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4 Akaike and composite information criteria
One criterion for model selection would be to choose the model that minimizes
the Kullback-Leibler divergence, i.e. the model for which (7) evaluated at β∗l,n is
smallest. Of course this criterion is not useful in practice since the true model
is unknown. Following Varin and Vidoni [2005] we instead choose the model that
minimizes an estimate of the expected value of (7) evaluated at βˆl,n, or equivalently,
that minimizes an estimate of 2ECn(βˆl,n) with Cn(βl) = −E`n(βl). We follow Varin
and Vidoni [2005, Lemmas 1-2] to derive in our context the following result.
Proposition 1. Assume conditions C1-C3 and C5-C6 hold. Also assume that there
exists ε > 0 such that
sup
n
E
{ ∥∥en(β∗l,n)>Mnen(β∗l,n)∥∥1+ε } <∞ (13)
where Mn = Sn(β˜l,n)−1 − Sn(β∗l,n)−1 and β˜l,n is on the line segment between βˆl,n
and β∗l,n. Then,
E
{
Cn(βˆl,n)
}
= E
{
−`n(βˆl,n)
}
+ trace
{
Sn(β
∗
l,n)
−1Σl,n
}
+ o(1).
In other words, −2`n(βˆl) + 2trace{Sn(β∗l,n)−1Σl,n} is an asymptotically unbiased
estimator of 2E{Cn(βˆl,n)}.
Remark 1. The technical condition (13) implies that the sequence
{e˜n := en(β∗l,n)>Mnen(β∗l,n)}n≥1 is a uniformly integrable sequence of random vari-
ables. This ensures that convergence in probability of e˜n to 0 implies that Ee˜n = o(1).
To estimate the effective degrees of freedom p∗l = tr
{
Sn(β
∗
l,n)
−1Σl,n
}
we first
simply estimate Sn(β∗l,n) by Sn(βˆl,n). The estimation of Σl,n is more difficult. Fol-
lowing Claeskens and Hjort [2008, p. 31], note that if ρn(·;β∗l,n) coincides with the
true intensity function of Xn, then Σl,n coincides with Σn(β∗l,n) given by Sn(β
∗
l,n)+T2
where
T2 :=
∫
W 2n
zl(u)z
>
l (v)ρn(u;β
∗
l,n)ρn(v;β
∗
l,n) {gn(u, v)− 1} dudv.
In this case we get
trace{Sn(β∗l,n)−1Σn(β∗l,n)} = trace{Ipl + Sn(β∗l,n)−1T2}
= pl + trace{Sn(β∗l,n)−1T2}.
We propose to use p∗l,approx = pl + trace{Sn(β∗l,n)−1T2} as an approximation of p∗l .
In practice we replace β∗l,n by βˆl,n and gn by an estimate obtained by fitting a valid
parametric model for gn and thus obtain pˆ∗l,approx. Our composite model selection
criterion then becomes
CICl = −2ln(βˆl,n) + 2pˆ∗l,approx. (14)
For a Poisson process, gn = 1 in which case pˆ∗l,approx = pl and (14) reduces to
the popular Akaike’s information criterion. For a clustered point process, gn > 1
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meaning that pˆ∗l,approx > pl. Thus we penalize more the complexity of the model
in the case of a clustered point process. This seems to make sense since random
clustering of points (i.e. not due to covariates) may erroneously be picked up by
covariates that actually had no effect in the data generating mechanism. Hence
there is a greater risk of picking a too complex model for the intensity function in
case of a clustered point process than for a Poisson process.
5 Bayesian information criterion
The motivation of the Bayesian information criterion (BIC) is quite different from
the derivation of the AIC and CIC criteria considered in the previous section. A
main difference is that there is initially no reference to a Kullback-Leibler distance
or asymptotics related to a ‘least false parameter value’. Instead, the true model is
considered to be one of the modelsMl and the idea is to choose the model that has
maximum posterior probability within the specified Bayesian framework. However,
the asymptotic concepts again play a role in order to derive asymptotic expansions of
the posterior probabilities. Section 5.1 covers the Poisson process case. Section 5.2
proposes a composite likelihood BIC in the case where data is not generated from
a Poisson process. Note that in this case, it is still assumed that the true intensity
function corresponds to one of intensity functions for the modelsMl.
5.1 BIC in the Poisson process case
The BIC criterion (see e.g. Schwarz [1978], Lebarbier and Mary-Huard [2006]) de-
fines the best modelMBIC as
MBIC = arg max
Ml,l=1,...,2p
Pn (Ml | Xn) . (15)
From Bayes formula,
Pn(Ml | Xn) = pn(Xn|Ml)P(Ml)
pn(Xn)
.
Letting p(βl|Ml) denote the prior density of βl givenMl,
pn(Xn|Ml) =
∫
Rpl
pn(Xn; βl)p(βl|Ml)dβl
since pn(Xn; βl) is the conditional density of Xn given Ml and βl. We assume
that the prior distribution over models is non-informative, so that the BIC criterion
defines the best model as
MBIC = arg max
Ml,l=1,...,2p
pn (Xn | Ml) . (16)
In principle, one could evaluate the pn (Xn | Ml) using numerical quadrature
and then determine MBIC. However, this is computationally costly and also the
need to elicit a specific prior p(βl|Ml) for each model may be a nuisance. Our
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next result therefore proposes an asymptotic expansion of log pn (Xn | Ml). The
methodology is standard (basically a Laplace approximation) and well-known in the
literature, see Tierney and Kadane [1986] or e.g. Lebarbier and Mary-Huard [2006]
and the references therein. However, due to our spatial framework and the double
asymptotic point of view considered in this paper, the standard results do not apply
straightforwardly. Due to the use of asymptotic results we again need to rely on the
notions of a true model and the ‘least false parameter value’ β∗l,n.
We impose the following conditions on the prior for βl and the mean µn = EXn.
[C8] The prior density p(βl | Ml) of βl givenMl is continuously differentiable on
Rpl .
[C9] µn  τn.
Note that µn is the marginal mean of Xn under the true intensity model λn as
discussed in Section 2. Condition C9 seems reasonable since it would hold if λn
coincided with any of the specified parametric intensity models ρn(·;βl). We also
need to slightly strengthen assumption C1 and replace it by
[C1′] As n→∞, there exists β∗l ∈ Rpl such that limn→∞ β∗l,n = β∗l .
The following result is verified in Appendix D using Łapiński [2019, Theorem 2],
which is a rigorous statement of a multivariate Laplace approximation.
Proposition 2. Under the conditions C1′, C2-C5 and C8-C9, we have, almost
surely with respect to the distribution of {Xn}n≥1, as n→∞,
log pn(Xn | Ml) =`n(βˆl,n)−
pl
2
log (µn)
+
pl
2
log(2pi)− 1
2
log det{µ−1n Sn(βˆl,n)}
+ log p(βˆl,n | Ml) +O(µ−1/2n ). (17)
The criterion (16) is defined entirely within the specified Bayesian framework.
Hence no reference to a true model and no need for asymptotic results. However, this
is changed when we derive the expansion (17) for (16). The expansion is around βˆl,n
and for technical reasons, when applying the Laplace approximation, convergence
of βˆl,n is needed. Therefore we need the assumptions that ensure strong consistency
of βˆl,n.
Since µn  τn and from the strong consistency of βˆl,n, we have that
log det{µ−1n Sn(βˆl,n)} = OP(1) while C8 ensures that log p(βˆl,n | Ml) is OP(1). So,
if we neglect terms which are OP(1) in (17), we follow the standard heuristic and
suggest to define a first version of the BIC criterion as
− 2`n(βˆl,n) + pl log(µn) (18)
where we remind that pl is the length of βl.
In practice µn is not known. However, since VarN(Wn) = µn it follows that
N(Wn)/µn − 1 = OP(µ−1/2n ) = oP(1). This justifies to define the BIC criterion in
the following natural way
BICl = −2`n(βˆl,n) + pl log {N(Wn)} . (19)
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5.2 Composite likelihood BIC
Suppose Xn has an intensity function of the form (1) but is not a Poisson process.
Then as mentioned in Section 3.1, (3) may be viewed as a composite likelihood score
for estimating βl. In this case, following Gao and Song [2010], (16) may be viewed
as a composite likelihood BIC. Again we obtain (19) from (16) by Laplace approxi-
mation. However, Gao and Song [2010] suggest to replace pl by the ‘effective degrees
of freedom’ p∗l considered in Section 4. Thus our proposed composite likelihood BIC
is
CBICl = −2`n(βˆl,n) + p∗l,approx log
{
N(Wn)
}
which becomes equal to the ordinary BIC in (19) for a Poisson process. From a
practical point of view, we simply estimate p∗l,approx as in (14).
6 Simulation study
To evaluate the proposed model selection criteria we conduct two simulation studies
with p = 6 spatial covariates, of which four have zero effect. The first study in
Section 6.1 considers AIC and BIC in the Poisson point process case. The second
study considers the clustered Thomas point process where we employ the CIC and
CBIC criteria to select the best model and compare with results obtained using
AIC and BIC (assuming wrongly that the simulated data are from a Poisson point
process).
The covariates are obtained from the BCI dataset [Hubbell and Foster, 1983,
Condit et al., 1996, Condit, 1998] which in addition to locations of around 300
species of trees observed in W = [0, 1000] × [0, 500] (m2) contains a number of
spatial covariates. In particular, we center and scale the two topological covariates
(elevation and slope of elevation) and four soil nutrients (aluminium, boron, calcium,
and copper). The six covariates are depicted in Figure 1.
Figure 1: Maps of covariates used in the simulation study. From left to right: First
row: elevation (z1), slope (z2) and aluminium (z3); Second row: boron (z4), calcium
(z5) and copper (z6).
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Skipping the dependence on n in the notation, we model the intensity function
as
ρ(u,β) = ω exp{β1z1(u) + · · ·+ β6z6(u)}, (20)
where z1, · · · , z6 are the centered and scaled covariates as in Figure 1 and β1, · · · , β6
are the regression coefficients. We consider different settings for ω and W . Note
that ω plays the role of θ exp(β0) and will be adjusted to obtain desired expected
numbers of points µ in W . When the simulation involves an observation window W
different from [0, 1000]× [0, 500], the covariates are simply rescaled to fit W .
The model selection criteria are compared in terms of the true positive rate
(TPR), false positive rate (FPR), expected Kullback-Leibler divergence (MKL), and
mean integrated squared error of the intensity function (MISE). The TPR (resp.
FPR) are the expected fractions of informative (resp. non-informative) covariates
included in the selected model. For a point process observed on W , with intensity
ρ(;β∗) where β∗ stands for the true parameter estimated by βˆ, MKL and MISE are
estimated by averaging the following KL and ISE across simulations:
KL =
∫
W
[
ρ(u;β∗) {log ρ(u;β∗)− 1} − ρ(u; βˆ)
{
log ρ(u; βˆ)− 1
}]
du
ISE =
∫
W
{
ρ(u;β∗)− ρ(u; βˆ)
}2
du.
6.1 Poisson point process model
We consider two different scenarios to illustrate both types of asymptotics.
• Scenario 1 (infill asymptotics). W = [0, 1] × [0, 0.5]. We adjust ω =
θ exp(β0) such that µ equals either 50 or 200.
• Scenario 2 (increasing domain asymptotics). W = [0, 500] × [0, 250] or
[0, 1000]× [0, 500] and ω is chosen so that µ = 200 or µ = 800.
For each scenario and the choices ofW and ω, 500 simulations are generated from
inhomogeneous Poisson point processes with intensity function given by (20) using
the function rpoispp from the spatstat R package. We set β1 = 0.5 and β2 = −0.25
to represent moderate effects of elevation and slope, and set β3 = · · · = β6 = 0.
For each simulation, parameters are estimated by maximizing the Berman-Turner
approximation [see e.g. Baddeley and Turner, 2000] of the Poisson log-likelihood (3)
using a number m of quadrature dummy points to approximate the integral in (3).
The estimation is done using the ppm function. Then, the model is selected according
to the AIC and BIC-type criteria. We consider different variants of the BIC criterion,
namely
BICl(pi) = −2`(βˆl) + p∗l,approx log(pi) l = 1, · · · , 64,
where pi represents a penalty. Note that (omitting dependence on l)
AIC = BIC{exp(2)} and that BIC(N) (N = N(W )) corresponds to the criterion
used by Thurman et al. [2015] and is also the criterion suggested by the present pa-
per. We also consider BIC(|W |) used by Choiruddin et al. [2018] and BIC(N +m)
considered by Jeffrey et al. [2018].
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AIC BIC(pi), pi =
N N + 400µ |W |
W = [0, 1]×[0, 0.5] TPR 70 59 49 100
µ = 50 FPR 16 5 1 100
MISE 6.5 6.0 6.0 7.9
MKL 3.0 2.9 2.9 3.6
W = [0, 1]×[0, 0.5] TPR 94 83 63 100
µ = 200 FPR 17 2 0 100
MISE 2.6 2.3 3.3 3.2
MKL 2.9 2.8 4.2 3.5
W = [0, 500]×[0, 250] TPR 95 83 63 62
µ = 200 FPR 16 2 0 0
MISE 1.0 0.9 1.3 1.3
MKL 2.8 2.7 4.1 4.2
W = [0, 1000]×[0, 500] TPR 100 99 99 98
µ = 800 FPR 18 1 0 0
MISE 10.4 6.5 6.7 7.0
MKL 2.9 1.8 1.9 2.0
Table 1: True positive (TPR) and false positive (FPR) rates in percent, MISE, and
MKL, estimated from 500 simulations of inhomogeneous Poisson point processes on
different observation domains. Model selections are based on AIC or BIC criteria
of the form BICl = −2`(βˆl) + pl log pi (l = 1, . . . , 64) for different penalty terms
pi = N,N + 400µ, |W |. For convenience, the four rows with MISE are multiplied by
respectively .001, .01, 100, and 1000.
For both scenarios, we perform estimation with m = 4µ (the rule of thumb sug-
gested by spatstat) and model selection with the criteria AIC, BIC(N), BIC(N +
4µ) and BIC(|W |). Similar results are obtained with BIC(N) and BIC(N + 4µ) and
we omit the results for the latter. We also perform estimation and selection with
m = 400µ and only report results for BIC(N + 400µ) since the results with the cri-
teria AIC, BIC(N) and BIC(|W |) are similar to those obtained when the estimation
is performed with m = 4µ.
When |W | is small, especially when log |W | < 0, the criterion BIC(|W |) obviously
fails as it selects the most complex model regardless of the value of µ. Thereby the
FP rate becomes 100%. In addition, as indicated in the second and third rows of
Table 1 where the point patterns have the same average number of points, it is worth
noticing that BIC(|W |) selects pretty different models. In particular this criterion
has an undesirable strong dependence on the choice of length unit.
The criterion BIC(N + m) with a large m also fails since the TPR with this
criterion and m = 400µ is very small compared to the other criteria, especially when
the expected number of points is small or moderate. The AIC criterion achieves a
high TPR in all situations but fails since it suffers from a high FPR, even in the
scenario 2 where µ = 800.
In all cases, BIC(N) provides the best trade-off between TPR and FPR and the
results improve when ω or |W | is increased. The minimal values of MKL and MISE
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are further always obtained with BIC(N). In case of a Poisson process, we therefore
recommend BIC(N) (simply denoted BIC in the following).
6.2 Thomas point process model
To generate a simulation from a Thomas point process with intensity (20), we first
generate a parent point pattern from a stationary Poisson point process C with
intensity κ > 0. Given C, clusters Xc, c ∈ C, are generated from inhomogeneous
Poisson point processes with intensity functions
ρc(u;β) = ω exp{β1z1(u) + · · ·+ β6z6(u)}k(u− c; γ)/κ,
where k(u − c; γ) = (2piγ2)−1 exp(−‖u − c‖2/(2γ2)) is the density for N (0, γ2I2).
Finally, X = ∪c∈CXc is an inhomogeneous Thomas point process with intensity (20).
The regression parameters are set as follows: β1 = 2, β2 = −1, β3 = · · · = β6 = 0.
We consider κ = 4 × 10−4 and two scale parameters γ = 5 and γ = 15. A lower
value for γ tends to produce more clustered patterns. We consider the observation
domains W = [0, 500]× [0, 250] and W = [0, 1000]× [0, 500] with ω adjusted to give
expected numbers of points µ = 400 and µ = 1600 for the two windows. The chosen
value of κ implies on average 50 parent points on W = [0, 500] × [0, 250] and 200
parent points on W = [0, 1000]× [0, 500].
The R function rThomas is used to simulate the point patterns and the function
kppm to estimate the regression parameters. We use m = 16µ dummy points for
the different integral approximations. Models are then selected using four criteria:
AIC, BIC, CIC and CBIC. When using AIC or BIC we implicitly assume wrongly
that the simulated patterns come from a Poisson point process and thus we set
p∗l,approx = pl. For the composite likelihood type criteria CIC and CBIC, we compute
pˆ∗l,approx using the R function vcov.kppm. The parameters κ and γ are estimated
using minimum contrast estimation with the tuning parameter rmax [Waagepetersen
and Guan, 2009] set to 20 when γ = 5 and to 50 when γ = 15.
Results are reported in Table 2. The AIC and BIC criteria ignore the second-
order structure of the simulated point patterns and we observe that overall AIC and
BIC produce high TPR but also very high FPR. The CIC and CBIC give much
more reasonable trade-offs between TPR and FPR and also (with one exception)
give smaller MKL and MISE than AIC and BIC.
Focusing on CIC and BIC, we first notice that the means of the estimates of
p∗l,approx are high. This is because the considered clustered point processes are far
from Poisson models. We also notice that even when the number of points is quite
large, the estimation of p∗l,approx is inaccurate with standard deviations of the esti-
mates of the same order as the means. Nevertheless, the resulting CIC and CBIC
give reasonable results. Comparing CIC and CBIC, CIC in general has a higher
FPR than CBIC but on the other hand always gives the smallest MKL. The TPR
and MISE are quite similar for CIC and BIC. Hence in the case of the clustered
point process considered here, CIC and CBIC clearly outperform AIC and BIC but
there is not a clear winner between CIC and CBIC.
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AIC BIC CIC CBIC
W = [0, 500]×[0, 250] TPR 98 96 88 81
µ = 400 FPR 81 65 24 17
γ = 5 MISE 4.5 4.4 2.7 2.5
MKL 9.7 9.6 7.5 9.1
Mean(pˆ∗l ) - - 103.6 76.6
SD(pˆ∗l ) - - 122.7 70.1
W = [0, 1000]×[0, 500] TPR 100 100 97 94
µ = 1600 FPR 81 65 20 11
γ = 5 MISE 3.9 3.8 2.6 2.4
MKL 10.3 10.2 7.9 8.2
Mean(pˆ∗l ) - - 101.1 81.3
SD(pˆ∗l ) - - 104.6 70.2
W = [0, 500]×[0, 250] TPR 100 99 95 93
µ = 400 FPR 70 49 43 32
γ = 15 MISE 2.1 2.0 1.8 1.8
MKL 5.2 5.0 4.9 5.4
Mean(pˆ∗l ) - - 48.9 40.9
SD(pˆ∗l ) - - 77.3 61.3
W = [0, 1000]×[0, 500] TPR 100 100 96 94
µ = 1600 FPR 78 57 36 24
γ = 15 MISE 2.8 2.8 2.3 2.5
MKL 7.7 7.5 7.3 9.3
Mean(pˆ∗l ) - - 96.1 78.1
SD(pˆ∗l ) - - 172.1 124.6
Table 2: True positive (TPR) and false positive (FPR) rates in percent, MISE, MKL
(divided by 10), and mean and standard deviations of estimates of p∗l,approx, based on
500 simulations from inhomogeneous Thomas point processes with κ = 4×10−4 and
scale parameter γ = 5 or 15, observed on different observation domains. Parameters
are adjusted to have on average µ = 400 points in the small window and 1600 points
in the larger one. Model selection is based on AIC, BIC, CIC, and CBIC.
7 Discussion
In this paper we establish a theoretical foundation for various model selection crite-
ria for inhomogeneous point processes under various asymptotic settings. In case of
a Poisson process a main contribution is to identify in relation to BIC, the correct
interpretation of ‘sample size’ which based on our theoretical derivation is the ex-
pected number of points which in practice is estimated by the observed number of
points. This interpretation is supported by our simulation study which also supports
the common understanding that BIC may be preferable to AIC which tends to pick
too complex models.
More generally for selecting a regression model for the intensity function of a
general point process we develop composite model selection criteria, CIC and CBIC
that clearly outperform AIC and BIC in the simulation study for a clustered point
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process. One issue regarding CIC and BIC is to estimate the bias correction for the
estimate of the composite Kullback-Leibler divergence which depends on the un-
known true intensity function and pair correlation function. Here, inspired by the
approach underlying AIC, for a given model we simply plug in the fitted intensity
function and pair correlation function for the model in question. This is compu-
tationally convenient and we leave it as an open problem to develop more precise
estimates.
Further interesting topics for future research would be to study the theoretical
foundation of criteria for selecting models for the conditional intensity of a Gibbs
process fitted by pseudo-likelihood. Another interesting problem is selection of the
penalization parameter when the intensity function is estimated using regularization
methods like the lasso [see e.g Thurman et al., 2015, Choiruddin et al., 2018]. This is
not covered by our theoretical results which rely on asymptotic results for unbiased
estimating functions or Bayesian considerations.
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A Proof of Theorem 1
Proof. (i) Using a zero order Taylor expansion of en(βˆl,n) (which equals zero by
definition) around β∗l,n expressed with integral remainder term, we have
en(β
∗
l,n) =
(∫ 1
0
∫
Wn
θnzl(u)zl(u)
> exp
[{
β∗l,n + t(βˆl,n − β∗l,n)
}>
zl(u)
]
dudt
)
×
(
βˆl,n − β∗l,n
)
.
By rearranging the right-hand side of the latter equation and using Fubini’s theorem,
we have
en(β
∗
l,n) =θn
[ ∫
Wn
zl(u) exp
{
β∗l,n
>zl(u)
}
×∫ 1
0
{
(βˆl,n − β∗l,n)>zl(u)
}
exp
{
t(βˆl,n − β∗l,n)>zl(u)
}
dt
]
du
=θn
∫
Wn
zl(u) exp
{
β∗l,n
>zl(u)
}[
exp
{
(βˆl,n − β∗l,n)>zl(u)
}
− 1
]
du.
Now, using C2-C3, we can apply a mean value theorem for multiple integrals: there
exists v = vn(βˆl,n,β
∗
l,n) ∈ Wn such that
en(β
∗
l,n) = τnzl(v) exp
{
β∗l,n
>zl(v)
}[
exp
{
(βˆl,n − β∗l,n)>zl(v)
}
− 1.
]
(21)
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Since ‖zl(v)‖ > 0 almost surely by condition C2, we deduce (10) from (21) using a
little algebra. Let
An = τ
−1
n en(β
∗
l,n)
> zl(v)
‖zl(v)‖2 exp{−β
∗
l,n
>zl(v)}.
By conditions C1-C4, it is clear that An → 0 almost surely as n → ∞. Us-
ing the continuity of t 7→ log(1 + t) and again condition C2, we deduce that
log(1 + An)zl(v)/‖zl(v)‖2 tends to 0 almost surely.
(ii) The proof consists in applying a modified version of Waagepetersen and Guan
[2009, Theorem 2] to the sequence of estimating functions en(βl). The modification
is given in Appendix E and is needed to handle a sequence of ‘least false’ parameter
values θ∗n instead of a unique ‘true’ value θ
∗. Thus, we need to prove the assumptions
G1-G4 in Appendix E. We leave the reader to check that conditions C3 and C5 imply
conditions G1 and G2 with Vn =
√
τnIp and Jn(θ∗n) = Sn(β
∗
l,n).
To prove assumption G3, we have to prove that as n→∞,
sup√
τn‖βl−β∗l,n‖≤d
‖Sn(βl)− Sn(β∗l,n)‖M
τn
→ 0,
where ‖M‖M = maxij |Mij|. Consider a βl such that
√
τn‖βl − β∗l,n‖ ≤ d. Under
conditions C1-C3, there exist K1, K2, K <∞ such that
‖Sn(βl)− Sn(β∗l,n)‖M = ‖θn
∫
Wn
zl(u)zl(u)
> {ρ(u;βl)− ρ(u;β∗l,n)} du‖M
≤ K1 τn‖βl − β∗l,n‖ exp
{
K2
(‖β∗l,n‖+ d/√τn)}
≤ Kτn‖βl − β∗l,n‖ = O(
√
τn) = OP(√τn). (22)
To verify condition G4, it is sufficient to note that condition C6 implies that the
variance of τ−1/2n en(β∗l,n) is bounded. Letting βˆl,n denote the (unique for n large
enough) solution of en(βl) = 0 or, equivalently,
βˆl,n = arg max
βl∈Rpl
`n(βl)
we can then conclude that βˆl,n is a root-τn consistent estimator of β
∗
l,n, that is,√
τn(βˆl,n − β∗l,n) is bounded in probability, which proves (11).
(iii) We use a Taylor expansion around β∗l,n: there exists t ∈ (0, 1) and β˜l,n =
βˆl,n + t(β
∗
l,n − βˆl,n) such that
en(β
∗
l,n) = en(β
∗
l,n)− en(βˆl,n) = Sn(β˜l,n)(βˆl,n − β∗l,n)
= Sn(β
∗
l,n)(βˆl,n − β∗l,n) + BnS′n
where Bn =
√
τn(βˆl,n − β∗l,n) and where S′n = τ−1/2n
{
Sn(β˜l,n)− Sn(β∗l,n)
}
. We now
show that BnS′n = OP(1). Let d and K be given as above and let K3 ≥ d2K.
Using (22) we obtain
P (‖BnS′n‖M ≥ K3) ≤ P (‖BnS′n‖M ≥ K3, ‖Bn‖ < d) + P (‖Bn‖ ≥ d)
≤P (dK‖Bn‖ ≥ K3) + P (‖Bn‖ ≥ d) ≤ 2P (‖Bn‖ ≥ d)
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Now from (ii), for any ε > 0, by choosing d large enough, P (‖Bn‖ ≥ d) ≤ ε/2 for n
sufficiently large whereby P (‖BnS′n‖M ≥ K3) ≤ ε for n sufficiently large.
Finally, since by condition C5, ‖Σ−1/2l,n ‖ = O(τ−1/2n ), we conclude that
Σ
−1/2
l,n Sn(β
∗
l,n)
(
βˆl,n − β∗l,n
)
= Σ
−1/2
l,n en(β
∗
l,n) + Σ
−1/2
l,n OP (1)
= Σ
−1/2
l,n en(β
∗
l,n) + oP(1)
which yields the result using condition C7 and Slutsky’s lemma.
B Conditions C4 and C7 for the inhomogeneous
Poisson cluster point process
In this section, we show that the inhomogeneous Poisson cluster point process pre-
sented in the end of Section 3.2 satisfies C4 and C7. Recall λn(u) = θnαρ(u) where
supu ρ(u) = O(1).
Proof. For k = 1, . . . , bτnc, let Cn,k be independent inhomogeneous Poisson point
processes with intensity θn/bτnc. By the property of any Poisson point process, Cn
has the same distribution as ∪kCn,k. Define An =
∑
u∈Xn zl(u). Then,
An =
bτnc∑
k=1
Zn,k where Zn,k =
∑
c∈Cn,k
∑
u∈Xc
zl(u).
Using twice the Slivnyak-Mecke Theorem [see e.g. Theorem 3.1 in Møller andWaagepetersen,
2004],
EZn,k = bτnc−1
∫
Wn
zl(u)λn(u)du
VarZn,k = bτnc−1
{∫
Wn
zl(u)zl(u)
>λn(u)du
+
∫
Wn
∫
Wn
zl(u)zl(v)
>λn(u)λn(v) (gn(u, v)− 1) dudv
}
where gn(u, v) = 1 + θ−1n (k ∗ k)(v − u). Hence,
EAn =
∫
Wn
zl(u)λn(u)du and VarAn = Σl,n.
Moreover, by (8), ∫
Wn
zl(u)λn(u)du = θn
∫
Wn
zl(u)ρn(u;β
∗
l,n)du
so that en(β∗l,n) = An − EAn =
∑bτnc
k=1 Z˚n,k with Z˚n,k = Zn,k − EZn,k. Since C6
is satisfied as shown in Example 1 it follows that the elements of Var(Z˚n,k) are
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O(1) whereby ∑k≥1Var(Z˚n,k)/k2 < ∞ (elementwise). Therefore, we can apply
Kolmogorov’s strong law of large numbers to establish that bτnc−1en(β∗l,n) tends
almost surely to 0. Using the same conditions and C5, we can also apply the
Lindeberg-Feller theorem and obtain that as n → ∞, Σ−1/2l,n en(β∗l,n) → N(0, Ipl) in
distribution.
C Proof of Proposition 1
For a multi-index α ∈ Np with cardinality |α| = α1 + · · · + αp and a |α| times
differentiable function f : Rp → R we define for u ∈ Rp,
∂αf(u) =
∂|α|f(u)
∂uα11 . . . ∂u
αp
p
.
and we also use the notation uα = uα11 . . . u
αp
p .
Proof. We follow the sketch of the proof of Varin and Vidoni [2005, Lemmas 1-
2]. Let Zn be an independent copy of Xn. Let `n(βl,Zn) and en(βl; Zn) be the
composite likelihood and its corresponding estimating equation evaluated at Zn.
And we remind the notation `n(βl) = `n(βl; Xn), Cn(βl) = −E`n(βl), en(βl) =
en(βl; Xn) and βˆl,n = argmaxβl`n(βl). We have
ECn(βˆl,n) = −E
[
E
{
`n(βˆl,n; Zn)
} ∣∣Xn] .
Using a first order Taylor expansion of `n(·; Zn) around β∗l,n with integral remainder
term, we have
`n(βˆl,n; Zn) = `n(β
∗
l,n; Zn) + en(β
∗
l,n; Zn)
>∆n + Rn(β
∗
l,n, βˆl,n; Zn)
where ∆n = βˆl,n − β∗l,n and where the integral remainder term can be expressed as
Rn(β
∗
l,n, βˆl,n; Zn) =2
∑
α∈Npl ,|α|=2
[
(β∗l,n − βˆl,n)α
α!
×
∫ 1
0
(1− t)∂α`n
{
βˆl,n + t(β
∗
l,n − βˆl,n); Zn
}
dt
]
.
It is worth noticing that for any βl ∈ Rpl and any α ∈ Npl such that |α| = 2,
∂α`n(βl; Zn) is a deterministic function of βl. Therefore Rn(β
∗
l,n, βˆl,n) := Rn(β
∗
l,n, βˆl,n; Zn)
does not depend on Zn. Using this and the unbiasedness of en(β∗l,n; ·) we have
E
{
`n(βˆl,n; Zn)
∣∣Xn} = E{`n(β∗l,n; Zn)}+ Rn(β∗l,n, βˆl,n)
Hence,
E
{
Cn(βˆl,n)
}
= −E{`n(β∗l,n)}− E{Rn(β∗l,n, βˆl,n)} . (23)
Now, using a first order Taylor expansion of −`n(·) around β∗l,n, we have
− `n(βˆl,n) = −`n(β∗l,n)− en(β∗l,n)>∆n −Rn(β∗l,n, βˆl,n). (24)
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Combining (23) and the expectation of (24) we obtain
E
{
Cn(βˆl,n)
}
− E
{
−`n(βˆl,n)
}
=E
{
en(β
∗
l,n)
>∆n
}
. (25)
Since by definition of βˆl,n, ∆n = S−1n (β˜l,n)en(β
∗
l,n) where β˜l,n = βˆl,n + t(βˆl,n−β∗l,n)
for some t ∈ (0, 1) we continue with
E
{
Cn(βˆl,n)
}
− E
{
−`n(βˆl,n)
}
=E
{
en(β
∗
l,n)
>Sn(β
∗
l,n)
−1en(β
∗
l,n)
}
+ E
{
en(β
∗
l,n)
>Mnen(β
∗
l,n)
}
=trace
{
Sn(β
∗
l,n)
−1Σl,n
}
+ E
{
en(β
∗
l,n)
>Mnen(β
∗
l,n)
}
(26)
where Mn = Sn(β˜l,n)−1 − Sn(β∗l,n)−1. Since en(β∗l,n)/
√
τn is bounded in probability
by C6 and τnMn converges in probability since ∆n converges to zero in probabil-
ity, we obtain en(β∗l,n)>Mnen(β
∗
l,n) converges in probability. This combined with
uniform integrability (13) implies E
{
en(β
∗
l,n)
>Mnen(β
∗
l,n)
}
= o(1).
D Proof of Proposition 2
Proof. We remind the notation τn = θn|Wn|.
pn(Xn | Ml) =
∫
Rpl
pn(Xn,βl | Ml)dβl
=
∫
Rpl
pn(Xn;βl)p(βl | Ml)dβl
=
∫
Rpl
p(βl | Ml) exp {τn `n(βl)/τn} dβl. (27)
Now, we are in the situation where we can apply Łapiński [2019, Theorem 2], which
gives rigorous conditions under which a multivariate Laplace approximation holds.
First, condition C8 ensures that p(βl | Ml) is regular enough. Second, condition C5
ensures that τn`n(βl) has a nonsingular Hessian matrix for any βl. Third, for α ∈ Npl
with |α| ≤ 3, we have for any βl (since zα00l = 1α0 = 1)
∂α{τ−1n log pn(Xn;βl)} =−
1
|Wn|
∫
Wn
∏
j∈Il
z
αj
j (u)ρ(u;βl)du.
Therefore, under condition C2, ∂α{τ−1n log pn(Xn;βl)} is uniformly bounded for βl
in any compact subset of Rd.
The fact that
∫
p(βl | Ml)dβl = 1 < ∞ is sufficient to ensure Łapiński [2019,
condition (5)]. Finally, by the strong consistency of βˆl,n−β∗l,n to 0 and from condition
C1′, the last condition to check is formulated as follows: we need to verify that there
exists n0 ∈ N such that for n ≥ n0, τ−1n `n(βl) has a unique maximum in a closed
ball B(β∗l , ε) for some ε > 0 where β
∗
l is given by condition C1′) and such that
∆ = inf
n≥n0,βl∈Rpl\B(β∗l ,ε)
τ−1n
{
`n(βˆl,n)− `n(βl)
}
> 0. (28)
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By condition C5, for any n ≥ 1, `n (and thus τ−1n `n) has indeed a unique maxi-
mum. Letting ε > 0 there exists n0 ∈ N such that almost surely βˆl,n ∈ B(β∗l , ε/2).
Consider ∆ with such n0 and ε. Note that for large n and any βl ∈ Rpl \ B(β∗l , ε),
‖βˆl,n − βl‖ ≥ ε/2 almost surely.
Using a first order Taylor expansion around βˆl,n and using the fact that en(βˆl,n) =
0, we have
τ−1n
{
`n(βl)− `n(βˆl,n)
}
= Rn(βˆl,n,βl,n)
where the remainder term Rn(βˆl,n,βl,n) is
2
τn
∑
α∈Npl ,|α|=2
[
(βl,n − βˆl,n)α
α!
×
∫ 1
0
(1− t)∂α`n
{
βˆl,n + t(βl,n − βˆl,n); Xn)
}
dt
]
=
−2
|Wn|
∑
α∈Npl ,|α|=2
[
(βl,n − βˆl,n)α
α!
×
∫ 1
0
(1− t)
∫
Wn
zα(u)ρ(u; βˆl,n + t(βl,n − βˆl,n))dudt
]
=
−2
|Wn|
∫
Wn
∑
α∈Npl ,|α|=2
(βl,n − βˆl,n)α
α!
zα(u)
× exp{βˆl,nzl(u)}
exp{(βl,n − βˆl,n)>zl(u)} − (βl,n − βˆl,n)>zl(u)− 1
{(βl,n − βˆl,n)>zl(u)}2
du
=
−1
|Wn|
∫
Wn
exp{βˆ>l,nzl(u)} f
{
(βl,n − βˆl,n)>zl(u)
}
du
where f(t) = exp(t) − 1 − t. Consider the set Bn given by C5. Since for large n,
‖βˆl,n − β∗l ‖ ≥ ε/2 and since f is non negative and has a unique minimum at zero,
we have by condition C5 that
inf
u∈Bn
exp{βˆ>l,nzl(u)} > exp(−‖βˆl,n‖c) and inf
u∈Bn
f
{
(βl,n − βˆl,n)>zl(u)
}
≥ δ > 0
for some δ > 0. Therefore,
Rn(βˆl,n,βl,n) ≤
−1
|Wn|
∫
Bn
exp{βˆ>l,nzl(u)} f
{
(βl,n − βˆl,n)>zl(u)
}
du
≤ −δ |Bn||Wn| exp(−‖βˆl,n‖c).
Again, by definition of Bn, the strong consistency of βˆl,n and condition C2, we
conclude that for large n there exists δ′ > 0 such that Rn(βˆl,n,βl,n) ≤ −δ′ < 0
whereby we deduce that ∆ > 0.
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The previous statements allow us to conclude by Łapiński [2019, Theorem 2]
that
pn(Xn | Ml)
=
p(βˆl,n | Ml)
det{τ−1n Sn(βˆl,n)}1/2
exp{`n(βˆl,n)}
(
2pi
τn
)pl/2
+ exp{`n(βˆl,n)}
(
2pi
τn
)pl/2
O(τ−1/2n ).
This gives
log pn(Xn | Ml)− log
p(βˆl,n | Ml)
det{τ−1n Sn(βˆl,n)}1/2
− `n(βˆl,n)−
pl
2
log
2pi
τn
=
log
[
1 +
det{τ−1n Sn(βˆl,n)}1/2
p(βˆl,n | Ml)
O(τ−1/2n )
]
.
Proposition 2 now follows since
log
[
1 +
det{τ−1n Sn(βˆl,n)}1/2
p(βˆl,n | Ml)
O(τ−1/2n )
]
= log{1 +O(τ−1/2n )} = O(τ−1/2n )
and using condition C9.
E Modified version of Theorem 2 in Waagepetersen
and Guan [2009]
Consider a sequence of estimating functions un : Rp → Rp, n ≥ 1 whose distribution
is determined by some underlying probability measure generating the data at hand.
For a matrix A = [aij], ‖A‖M = maxij |aij|, and we let Jn(θ) = − ddθun(θ), assuming
that un is differentiable.
Theorem 2. Assume that there exists a sequence of invertible symmetric matrices
Vn and a sequence of parameter values θ∗n ∈ Rp such that
G1 ‖V−1n ‖ → 0.
G2 There exists an l > 0 so that P(ln < l) tends to zero where
ln = inf‖φ‖=1
φ>V−1n Jn(θ
∗
n)V
−1
n φ.
G3 For any d > 0,
sup
‖Vn(θ−θ∗n)‖≤d
‖V−1n {Jn(θ)− Jn(θ∗n)}V−1n ‖M = γnd → 0
in probability under P .
G4 The sequence un(θ∗n)V−1n is bounded in probability (i.e. for each  > 0 there
exists a d so that P(‖V−1n un(θ∗n)‖ > d) ≤  for n sufficiently large).
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Then for each  > 0, there exists a d > 0 such that
P
{
∃θ˜n : un(θ˜n) = 0 and ‖Vn(θ˜n − θ∗n)‖ < d
}
> 1−  (29)
whenever n is sufficiently large.
Proof. The event
{∃θ˜n : un(θ˜n) = 0 and ‖Vn(θ˜n − θ∗n)‖ < d}
occurs if φ>V−1n un(θ
∗
n + V
−1
n φ) < 0 for all φ with ‖φ‖ = d since this implies
un(θ
∗
n + V
−1
n φ) for some ‖φ‖ < d [Lemma 2 in Aitchison and Silvey, 1958]. Hence
we need to show that there is a d such that
P
{
sup
‖φ‖=d
φ>V−1n un(θ
∗
n + V
−1
n φ) ≥ 0
}
≤ 
for sufficiently large n. To this end we write
φ>V−1n un(θ
∗
n + V
−1
n φ) = φ
>V−1n un(θ
∗
n)− φ>
∫ 1
0
V−1n Jn(θn(t))V
−1
n dtφ
where θ(t) = θ∗n + tV−1n φ. Then
P
{
sup
‖φ‖=d
φ>V−1n un(θ
∗
n + V
−1
n φ) ≥ 0
}
≤
P
{
sup
‖φ‖=d
φ>V−1n un(θ
∗
n) ≥ inf‖φ‖=dφ
>
∫ 1
0
V−1n Jn(θn(t))V
−1
n dtφ
}
≤
P
[
‖V−1n un(θ∗n)‖ ≥ d inf‖φ‖=1
{
φ>V−1n Jn(θ
∗
n)V
−1
n φ
}− dpγnd]] ≤
P
(‖V−1n un(θ∗n)‖ ≥ dln/2)+ P (pγnd > ln/2) .
The first term can be made arbitrarily small by picking a sufficiently large d and
letting n tend to infinity. The second term converges to zero as n tends to infinity.
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