The data set was designed to provide a range of difficulty for pattern matching and detection of expression changes. mRNA samples A through T from 20 different cell lines and tissues listed in Table   S1 were combined in different ways to provide condition pairs with both subtle and moderate expected expression differences. Figure S1 summarizes the sample pairings for the two-color hybridizations. Each connecting line segment represents a pair of arrays where each array is hybridized with the two samples but the assignment of fluorescent labels is reversed. This fluor reversal strategy allows removal of most of the biases caused by dye-specific interactions during the process. Each fluor-reversed-pair (FRP) of arrays in which the samples in Cy3 and Cy5 were non-identical was repeated to provide the redundancy crucial to the proposed Type 2 figure of merit evaluation method. Thus each connector in Figure S1 actually represents four microarray hybridization experiments.
experimental pairings with in silico estimates of these pairings. An evaluation method for this experiment design is described below utilizing control 'A vs. A' pairings and the Type 1 figure of merit.
The near-reference Pool 1 was formed from the 20 samples A through T (see Table S1 ). The distant far-reference Pool 2 was formed from 10 cell line or tissue samples that were not included in A through T. In order to produce expression differences in a moderate and small amplitude range appropriate for challenging methods development, we formed samples "Pool 1 + αX" (X = A through T) as shown in Figure S1 . For samples A through J, α = ε = 0.3, and for samples K through T, α = δ = 0.01-0.1 (see 4th column in Table S1 ). In the following, we often refer to 2-color hybridization "Pool 1 + αA vs. Poo1 1 + αB" as "A vs. B" (profile A against B), "Pool 1 + αX vs. Pool 1" " as "X vs. Pool 1" (profile X against near-reference), and "Pool 1 + αX vs. Pool 2" as "X vs. Pool 2" (profile A against farreference). With this construction, the two pools will have substantial expression differences, and each pool will contain a substantial fraction of measurably expressed genes. The spoke pairings of individual samples Pool 1 + αA through Pool 1 + αJ with Pool 1 in Figure S1 will show subtle and moderate differences of each individual sample with respect to the reference Pool 1. The spoke pairings of individual samples Pool 1 + αA through Pool 1 + αJ with Pool 2 in Figure S1 will show pronounced systematic expression differences. Modulation of these differences by changes in the intensity-abundance relation for each reported gene in each hybridization will therefore challenge correct pattern matching of duplicates among the spoke experiments. This feature of the experiment design addresses an important issue in data processing and experiment design: using a reference condition that is too different from the conditions being studied, for example referencing many tumor samples to a normal tissue or cell line pool instead of to a pool of the tumors, reduces the ability to discriminate subtle differences between the samples (van 't Veer et al., 2002 , van de Vijver et al., 2002 . However, this approach is sometimes necessary to provide a common reference to diverse experiments, so optimizing data processing to be tolerant of this type of difficulty is a worthwhile goal.
Control experiments involved sample pairs that were nominally the same, but independently derived either from the same amplified cRNA material or from the same labeled ccDNA sample. Labeled ccDNA samples processed independently from the identical cRNA were hybridized to the same array.
These control experiments are used to assess false positives in post-amplification steps in microarray profiling. They can also potentially be used to develop gene-specific or probe-specific error models and to support the Type 1 figure of merit for detection performance. Since we did not derive the mRNA independently, there is no biological variability reflected in the resulting profiles. This confines our tests to assay variability. However, our methodology can be easily generalized to include biological variability in future studies. There are in total 88 experiments (10 duplicated experiments against the near-reference pool, 10 duplicated experiments against the far-reference pool, and the 20 duplicated experiment along the ring, and 4 duplicated experiments on chords) and 14 'same vs. same' controls. Needless to say, the design presented in Figure S1 is a compromise between multiple analysis objectives and resources.
Chip Design and Rationale
Multiple probes per gene and per exon were desired to provide tests of probe-specific error models and of benefits derived from probe averaging. Also, when two probes are known to come from the same exon, co-regulation across multiple conditions provides a test that fits within the Type 2 figure of merit framework. A large number of reported genes was desired to provide robustness when assessing detection and pattern matching performance. Also, different kinds of control spots were desired to test correction schemes for background and cross-hybridization. These three goals are in conflict given the constraint of a single ~25,000 reporter array design. The adopted compromise design has 2,466 RefSeq genes represented by 22,657 probes (1 or 2 probes per exon, 5-10 probes per transcript with an average of 8 probes per gene). All probe sequences were 60 nucleotides long (see Methods for details).
The array also includes probes for housekeeping and array manufacturing quality control purposes. In addition, 51 negative control sequences were distributed 6 times over the array. These sequences were chosen to have little or no affinity to any expected sequence in the biological samples or positive control spike-ins. See Methods for details concerning gene selection strategy, probe selection criteria, control probe sequences, and array layout. Chips were synthesized by Agilent Technologies as described in Hughes et al., 2001 .
Sequence Selection and Array Design
5,703 RefSeq sequences were selected as candidates for inclusion on the basis of showing significant regulation in previous microarray experiments (data not shown). A subset of 3,141 sequences that could be effectively mapped to the draft human genome sequence and that contained at least 5 exons were divided into exons and carried forward for probe design. The adopted final design has 2,466 RefSeq genes represented by 22,657 probes (1 or 2 probes per exon, 5-10 probes per transcript with an average of 8 probes per gene).
Oligonucleotide probes were selected to represent specific exons from the candidate transcript sequences. Up to 10 oligonucleotide probes were selected for each of the RefSeq sequences. Probe selection was constrained by the presence of repeat and vector sequences, exon length, probe overlap and predicted probe performance. For each of the selected exons, the probe performance was evaluated using an algorithm that takes into account binding energies, base composition, sequence complexity, crosshybridization binding energies, and secondary structure (T. Hughes et. al., 2001) . The resulting array design carries 2,353 control probes and 22,657 probes for 2,466 RefSeq sequences.
Sample Preparation and Hybridization Protocols
Procedures used in our microarray experiments are sketched in Figure S2 . mRNA samples were purchased from Clontech (see Table S1 for details). For duplicate hybridizations, the same intermediate cRNA product (Figure S2 -B) was split and the two halves were processed independently through the remainder of the protocol.
We describe procedures used in our microarray experiments as sketched in Figure S2 . Extraction of mRNA from tissues or cell lines listed in Figure S2 -A was not done in house; instead, we purchased mRNA samples from Clontech (see Table S1 for details). A randomly primed amplification protocol was used to generate full-length cDNA for use in the hybridization in procedure B. The second RT reaction in C produces ccDNA samples that are ready for dye coupling and hybridization. Procedures in D are part of data extraction and analysis. After hybridization, slides were washed and scanned using a confocal laser scanner (Agilent Technologies). Fluorescence intensities on scanned images were quantified, corrected for background and normalized.
Two types of control experiments were carried out. cRNA-to-end control experiments include variations resulting from the second reverse transcription reaction, purifying ccDNA, coupling Cy-dyes to ccDNA, cleaning up uncoupled dye, hybridization, microarray synthesis, post-hybridization washing, scanning and image processing. Hybridization-to-end control experiments include only variations resulting from hybridization, microarray synthesis, post-hybridization washing, scanning and image processing.
Baseline Image Processing, Background Determination, Normalization, and De-trending
Fluorescent images obtained with the Agilent scanner were quantitated using an in-house image processing code called Qhyb. Segmentation identifies the most trustworthy regions of each spot and pixels for local background estimation. Automated artifact recognition flags suspicious spots based on a neural net classifier that uses measures such as color ratio uniformity and pixel intensity distribution shape and that was trained on human-selected spot training sets. Typically ~1% of spots are flagged as artifacts in this way.
Although negative control spots are included on the array, the baseline processing uses local outof-spot background pixels averaged over regions ~ 10 by 10 spots in size to estimate the background signal. Correction for sequence specific cross-hybridizations was not attempted. Out-of-spot background often provides insufficient background subtraction; however, this bias works primarily to move the operating point of the detector along the ROC performance curve, trading false positives against positives, and only secondarily hurts the overall detection performance. The background-subtracted intensities from two channels are initially normalized by the mean intensity of each channel, excluding control spots. The second step in background subtraction balances the background bias between two color channels. This step is carried out by selecting low intensity spots and performing a linear fit between intensities from the two colors. The offset is subtracted from the channel with extra background residual.
The two background-balanced channels are further re-normalized and de-trended by first binning the data according to logarithmic intensity (geometrical mean of both channels), and then fitting a linear relation between two channels using mean logarithmic intensity from each bin. The offset is due to the gain difference between two channels, and the coefficient to the logarithmic intensity could be due to the slight non-linearity of the scanner used. Both effects are corrected in the red channel. This correction is essential to avoid artifactual pattern similarities when looking for patterns composed of subtle expression changes.
Baseline Error Model for a Single Microarray
The repeatability of measured expression change for each gene across multiple nominally identical independent experiments is the strongest input to the assignment of confidence value. However, in order to average repeated experiments with appropriate relative weights, and to avoid underestimates of variance due to small sample sizes with consequent false positives, a model for the uncertainties in individual array experiments is required. We assign statistical significance to observed change via the statistic : (1)
where a 1,2 are the mean-pixel intensities measured in the two channels for each spot, σ 1,2 are the (additive) uncertainties due to background subtraction, and f is a fractional (multiplicative) error such as would come from hybridization non-uniformities, fluctuations in the dye incorporation efficiency, scanner gain fluctuations, etc. Note that while we often refer to ratio and log(ratio) profiles in the text, the underlying error model begins with expression differences. It tends to approximate log(ratio) behavior at the larger intensities as well as for small to moderate expression changes. Equation (1) is empirically motivated in the sense that X is observed to be approximately normal for many different array technologies and experimental conditions.
Ideally, σ and f are chosen so that X has unit variance and tracks the increase in fractional error toward lower-intensity spots. σ tends to vary from array to array and so is derived for each array based on the background fluctuation level. The σ of background was first estimated in each panel by averaging over 4 pixels excluding outlier pixels whose intensities are 3 times or more brighter than the median intensity, and then taking the standard deviation of the remaining pixels. For a single slide, we employ conservative adjustments to the mean σ by scaling these values by a factor of 2.5 for all panels and taking these scaled values as the background fluctuation for the slide. We have found f to be fairly constant from array to array across a number of control experiments where nominally the same sample is hybridized in both channels (data not shown).
We opted for a very conservative value f =0.2 for our baseline processing.
The two-sided probability for an observed regulation of magnitude |X| is then
Because of its conservative nature, it should be pointed out that our P-Value was designed for the purpose of ranking the significance of the differential regulation, not for accurately estimating the false positives.
For display and array averaging purposes it is useful to express measurements and errors in terms of log 10 (a 2 /a 1 ). This requires somewhat arbitrarily repairing negative values to a small positive value equal to a scanner raw count; we also cap the resulting ratios to lie between 0.01 and 100. The uncertainty in the log(Ratio) is then defined as σ log10(a2/a1) = log 10 (a 2 /a 1 ) / X
and this allows weighted combining of multiple observations of log(Ratio). Measurements that come from faint spots near the background will have small values of X, large errors, and will be given low weight when combining repeated measurements. This kind of conversion from linear to log is only approximately right when X is small. However, for the purposes of ranking significances, even large values of X fit well within this framework.
Baseline Combining Replicates and Redundant Probes
Linear averaging of intensities, rather than averaging of the log(Ratio), is possible, but leads to poorer accuracy in technologies where the absolute intensity calibration is uncertain from array to array. We use the minimum-variance weighted average to compute the mean log 10 (a 2 /a 1 ) of each reported gene:
Here σ i is the error of log 10 (a 2 /a 1 ), x i stands for i-th measurement of log 10 (a 2 /a 1 ), and n is the number of repeats.
The error of x can be computed in two ways. One is to propagate the errors σ i , and another is from the scatter of x i :
The propagation error σ p relies totally on the error estimation of each individual slide, and therefore is subject to bias or systematic uncertainties. Whereas the error from the scatter of the data, σ s , is an unbiased measure, but has large fluctuations when the number of repeats is small. Ideally, we would like to use σ p when there is only one measurement, and gradually shift to σ s when the number of repeats is large. We can accomplish this by doing a weighted mean of error. Statistically, the error of σ s is expressed as:
From Eqn. (8) we can conclude that the weight for combining is proportional to n. We therefore combine the two errors as:
The above procedure was also used to combine multiple probes representing the same exon or gene. 
Virtual Combining of Profiles
Although the errors are in fact correlated over the index k, the error model for σ k attempts to estimate the uncorrelated component. The statistic X and corresponding p-value can then be computed as above using LR and σ, with σ LR X = .
(13)
Cluster Analysis Based on Similarities
We used several clustering algorithms including agglomerative hierarchical clustering and k-means and kmedian clustering (Hartigan, 1975) . To drive clustering we used the correlation based similarity metric in which
is the error-weighted correlation coefficient between experiments i and j calculated using the log 10 (expression ratio) values and their associated errors xik σ ik . We also used conventional Euclidean distance.
RESULTS

Ring vs. Spoke Sample Referencing Schemes
For the purpose of comparing ring-type and spoke-type sample pairing schemes, we conducted four direct , 3, 5, 8, 12, 15, 17, and 18 steps, respectively. The degradation is much more severe according to this measure than it is based on mean-squared error.
Among the potential advantages of the ring-type experiment design are that one may use the minimal number of chips and that one can always sequentially add more experiments as a project expands. These advantages may be more than compensated by the loss of data quality when all virtual pair-wise comparisons are needed among profiled samples. In our case the unique signatures associated with each tissue (C, D, F, I vs. A) were strong enough that we were still able to achieve the same level of Table S1 . mRNA samples from human tissues or cell lines that were profiled in the standard data set. Pool 1 is made of equal portion of 20 samples A through T. Pool 2 was made of equal portions of 10 samples a through j, disjoint from A through T. α is the mixture factor ε or δ in Figure S1 . The last column contains the number of differentially expressed genes with P-value < 0.01 and |log(ratio)| > 0.3 using the Rosetta 25k human chip (Hughes et al., 2001 ) in a previous study (Shoemaker et al., 2001) . Pool 2 is an average of 10 tissue or cell line samples other than A through T and so provides a distant farreference, such as would occur if cancer profiles were compared to normal rather than to a common pool of affected individuals. Loops indicate "same vs. same" control experiments (cRNA-to-end in blue color and hybridization-to-end in brown) in which can be used to generate estimates of false positive rates and more detailed error models. For details of sample information and ε and δ, see Table S1 . 
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