We consider the problem of off-policy evaluation-estimating the value of a target policy using data collected by another policy-under the contextual bandit model. We establish a minimax lower bound on the mean squared error (MSE), and show that it is matched up to constant factors by the inverse propensity scoring (IPS) estimator. Since in the multi-armed bandit problem the IPS is suboptimal [Li et al., 2015] , our result highlights the difficulty of the contextual setting with non-degenerate context distributions. We further consider improvements on this minimax MSE bound, given access to a reward model. We show that the existing doubly robust approach, which utilizes such a reward model, may continue to suffer from high variance even when the reward model is perfect. We propose a new estimator called SWITCH which more effectively uses the reward model and achieves a superior bias-variance tradeoff compared with prior work. We prove an upper bound on its MSE and demonstrate its benefits empirically on a diverse collection of datasets, often seeing orders of magnitude improvements over a number of baselines.
Introduction
Contextual bandits refer to a learning setting where the learner repeatedly observes a context, takes an action and observes a reward signal for the quality of the chosen action in the observed context. Crucially, there is no information on the quality of all the remaining actions that were not chosen for the context. As an example, consider online movie recommendation where the context describes information about a user, actions are possible movies to recommend and a reward can be whether the user enjoys the recommended movie. The framework applies equally well to several other applications such as online advertising, web search, personalized medical treatment, etc. The goal of the learner is to come up with a policy, that is a scheme for mapping contexts into actions. A common question which arises in such settings is, given a candidate target policy, what is the expected reward it obtains? A simple way of answering the question is by letting the policy choose actions (such as make movie recommendations to users), and compute the reward it obtains. Such online evaluation, is typically costly and time consuming since it involves exposing users to an untested experimental policy, and does not easily scale to evaluating the performance of many different policies.
Off-policy evaluation refers to an alternative paradigm for answering the same question. Suppose we have existing logs from the existing system, which might be choosing actions from a very different logging policy than the one we seek to evaluate. Can we estimate the expected reward of the target policy? This question has been extensively researched in the contextual bandit model (see, e.g., , Bottou et al., 2013 , Oh and Scheuren, 1983 , Little and Rubin, 2002 and references therein). In particular, there are several estimators which are unbiased under mild assumptions, such as inverse propensity scoring (IPS) [Horvitz and Thompson, 1952] , and sharp estimates on their mean squared error (MSE) for policy evaluation are well-known [Dudík et al., 2014] .
While the IPS-style methods make no attempt at all to model the underlying dependence of rewards on contexts and actions, such information is often available. The simplest approach to off-policy evaluation, given such a model, is to simply use the model to predict the reward for the target policy's action on each context. We call this estimator the model-based approach or the direct method (DM). The key drawback of DM is that it can be arbitrarily biased when the model is misspecified. Some approaches, such as the doubly-robust method (DR) [Dudík et al., 2014] (also see the references therein for its origin in statistics and application in causal inference, e.g., Rotnitzky, 1995, Bang and Robins, 2005] ), combine the model with an IPS-style unbiased estimation and remain consistent, with known estimates for their MSE.
All these works focus on developing specific methods alongside upper bounds on their MSE. Little work, on the other hand, exists on the question of the fundamental statistical hardness of off-policy evaluation and the optimality (or the lack of) of the existing methods. A notable exception is the recent work of Li et al. [2015] , who study off-policy evaluation in multi-armed bandits-a special case of our setting, without any contexts-and provide a minimax lower bound on the MSE. Their result shows the suboptimality of IPS (and DR) due to an excessive variance of the importance weights. This result is rather intriguing as it hints at one of two possibilities: (i) IPS and variants are also suboptimal for contextual bandit setting and we should develop better estimators, or (ii) the contextual bandit setting has qualitatively different upper and lower bounds that match. In this quest, our paper makes the following key contributions:
1. We provide the first rate-optimal lower bound on the MSE for off-policy evaluation in contextual bandits. In contrast with context-free multi-armed bandits [Li et al., 2015] , our lower bound matches the MSE upper bound for IPS up to constants, so long as the contexts have a non-degenerate distribution. This highlights the challenges of the contextual setting; even if the reward as a function of contexts and actions has no variance, the lower bound stays non-trivial in contrast with context-free multi-armed bandits.
2. We propose a new class of estimators called the SWITCH estimators, that adaptively interpolate between an available reward model and IPS. We show that SWITCH has MSE no worse than IPS in the worst case, but is robust to large importance weights. We also show that SWITCH can have a drastically smaller variance than alternatives for combining IPS with a reward model, such as DR.
3. We conduct experiments showing that the new estimator performs significantly better than existing approaches on simulated contextual bandit problems using real-life multiclass classification data sets.
The rest of this paper is organized as follows. In Section 2 and 3, we recap the formal setup of off-policy evaluation and present a lower bound on the minimax risk for model-free off-policy evaluation in contextual bandits. In Section 4, we discuss the need to have adaptive estimators that can take advantage of a given reward model and present the SWITCH estimator along with its theoretical properties. Lastly, the experimental comparison of the proposed methods and existing approaches are given in Section 5.
Setup and related work
We use the standard setup for off-policy evaluation in contextual bandits as in prior works Dudík et al. [2014] . We start with the formal setup and then discuss the related work.
Formal setup
In contextual bandit problems, the learning agent observes a context x, takes an action a and observes a scalar reward measuring the quality of the chosen action for the context. Here the context x is a feature vector from a finite set X , possibly {0, 1} d or a machine-precision encoding of R d for some large d. The stationary distribution of contexts is denoted by λ. Actions, denoted as a, are drawn from a finite set A. Rewards r have a distribution conditioned on x and a denoted by D(r|x, a). The decision rule of the agent is called a policy, which is a function from contexts to distributions over actions to allow for randomized action choice. We will use µ(a|x) and π(a|x) to denote the logging and target policies respectively. Given a policy π which is a distribution over actions given contexts, we extend it to a joint distribution over triples (x, a, r) , where x is drawn according to λ, action a according to π(a|x), and r according to D(r|x, a). With this notation, the goal of off-policy evaluation is to evaluate the expected reward of π, given samples where actions are chosen according to µ. Formally, given n samples of the form (
where we have x ∼ λ, a ∼ π(· | x), and r ∼ D(r | a, x).
(1)
In order to correct for the mismatch in the action distributions under µ and π, it is typical to use importance weights, and it will be convenient to introduce the shorthand ρ(x, a) = π(a|x)/µ(a|x). In order to facilitate consistent estimation, it is typical to assume that ρ(x, a) = ∞, meaning that whenever π(a|x) > 0, then µ(a|x) > 0 as well. We will make this same assumption throughout our upper and lower bounds. We conclude the setup by giving one concrete example for estimating the quantity v π to aid the reader's intuition. The simplest estimator in this setting, called Inverse Propensity Scoring (IPS) [Horvitz and Thompson, 1952] is defined as:
In the sequel, we will discuss properties of this estimator, as well as improvements upon it for off-policy evaluation.
Related work
We now review the related work. There are several works that focus on creating estimators for the off-policy evaluation problem, and provide upper bounds on the Mean Squared Error (MSE) of these estimators, as discussed in the introduction. The study of lower bounds on the MSE of any possible estimator for this problem is relatively new, on the other hand. Li et al. [2015] first studied this question under a minimax setup, but focused on the multi-arm bandits problem. As we will show, the naive extension of their results to contextual bandits yields a suboptimal lower bound. Jiang and Li [2016] built on top of Li et al. [2015] proves a Cramer-Rao-style lower bound for policy-evaluation in reinforcement learning, but the assumption of a small number of observed states precludes contextual bandits from being a special case. Cortes et al. [2010] studied the related covariate shift problem in the statistical learning setting and proved upper bounds and lower bounds of the minimax excess risk that depends on the Renyi divergence of the two covariate distributions. This is related to our problem in the following sense: we can formulate off-policy evaluation as a statistical learning problem of predicting reward r using feature vector (x, a), and off-policy evaluation corresponds to exactly the covariate shift problem (when we know how the covariate has shifted). However, as the minimax problems are defined differently 1 , their results (especially the lower bound) are not applicable to our problem. On the complementary question of developing techniques for off-policy evaluation and understanding their theoretical properties, there is a considerably larger body of work in both the statistics and machine learning literature. In statistics, this is studied as the problem of mean estimation for treatment regimes in the causal inference literatre (see e.g. [Horvitz and Thompson, 1952 , Holland, 1986 , Bang and Robins, 2005 , Rotnitzky et al., 2012 as well as the references in [Dudík et al., 2014] ). The "doubly robust" estimation techniques [Cassel et al., 1976, Robins and Rotnitzky, 1995] , were recently used for off-policy value estimation in the contextual bandits problem [Dudík et al., 2011 [Dudík et al., , 2014 and reinforcement learning [Jiang and Li, 2016] . These also provide error estimates for the proposed estimators, which we will compare with the lower bounds that we will obtain. The doubly robust techniques also have a flavor of incorporating existing reward models, an idea which we will also leverage in the development of the SWITCH estimator in Section 4. We note that similar ideas were also recently investigated in the context of reinforcement learning by Thomas and Brunskill [2016] .
Limits of off-policy evaluation
In this section we will present our main result on lower bounds for off-policy evaluation. We first present the minimax framework to study such problems, before presenting the result and its implications.
Minimax framework
Off-policy evaluation is a statistical estimation problem, where the goal is to estimate v π given n iid samples generated according to a policy µ. We study this problem in a standard minimax framework and seek to answer the following question. What is the smallest mean square error (MSE) that any estimator can achieve in the worst case over a large class of contextual bandit problems. As is usual in the minimax setting, we want the class of problems to be rich enough so that the estimation problem is not trivialized, and to be small enough so that the lower bounds are not driven by complete pathologies. In our problem, we make the choice to fix λ, µ and π, and only take worst case over a class of reward distributions. This allows the upper and lower bounds, as well as the estimators to adapt with and depend on λ, µ and π in interesting ways. The family of reward distributions D(r | x, a) that we study is a natural generalization of the class studied by Li et al. [2015] for multi-armed bandits.
To formulate our class of reward distributions, assume we are given maps R max : X × A → R + and σ : X × A → R + . The class of conditional distributions R(σ, R max ) is defined as
Var D [r|x, a] ≤ σ 2 (x, a) for all x, a .
Note that σ and R max are allowed to change over contexts and actions. Formally, let an estimator be any functionv : (X × A × R) n → R that takes n data points collected by µ and outputs an estimate of v π . The minimax risk of off-policy evaluation over the class R(σ 2 , R max ) is defined as
Recall that the expectation here is taken over the n samples collected according to µ, along with any randomness in the estimator. The main goal of this section is to obtain a lower bound on the minimax risk. To state our bound, recall that ρ(x, a) = π(a | x)/µ(a | x) is an importance weight at (x, a). We make the following technical assumption on our problem instances, described by tuples of the form (π, λ, µ, σ, R max ):
This assumption is fairly mild, as it is only a slight strengthening of the assumption that E µ [(ρR max ) 2 ] and E µ [(ρσ) 2 ] be finite, which is required for consistency of IPS (see, e.g., the bound on the variance of IPS in Dudík et al. [2014] , which assumes the finiteness of these second moments). Our assumption holds for instance whenever the context space is finite and π cannot pick actions that receive zero probability under µ, since both ρ and R max are bounded in this case. The latter assumption is quite standard and important in the off-policy evaluation literature as we observed in Section 2.1.
Minimax lower bound for off-policy evaluation
With the minimax setup in place, we now give our main lower bound on the minimax risk of off-policy evaluation and discuss its conclusions. In order to describe our result, we define one convenient piece of notation
Theorem 1 (Minimax lower bound). For any problem instance satisfying Assumption 1 with and any
, the minimax risk satisfies the lower bound
is the largest probability of a single context.
The theorem is proved in Appendix A and uses a reduction to hypothesis testing, followed by an argument due to Le Cam. We now discuss several aspects of the above result.
Pre-conditions of the theorem The theorem assumes the existence of a (problem-dependent) constant C which depends on variance moments of the importance weighted rewards. The stated lower bound holds as long as the number of samples n is large enough relative to C and some other parameters. Assuming that the constant C is finite, then the condition on n is eventually satisfied as long as the random variable σ/R max has a bounded variance. We believe this is quite reasonable, since the problems of interest typically have heavy tails in the importance weights but not the reward functions. In terms of the importance weights, we require the random variables ρR max and ρσ to have appropriate moment bounds. In particular, whenever Assumption 1 is satisfied, then it is easy to see that C < ∞. In particular, under tail decay conditions on these two random variables, the precondition of the theorem is met for a reasonable number of samples. An extreme case where the preconditions will be violated are if R max ≡ 0, in which case the estimation problem is indeed trivial. For the remainder of this discussion, we will assume that n is appropriately large so that the preconditions of the theorem are met.
Comparison with upper bounds In typical contextual bandit settings, the contexts are drawn from either a continuous distribution, or an extremely large, but finite set. In either case, the probability of observing any particular context is vanishingly small, so that it is reasonable to expect λ 0 → 0 as n → ∞. Consequently, the lower bound becomes Ω E µ [ρ 2 (σ 2 + R 2 max )]/n . Comparing with the upper bounds on the MSE for existing estimators, we find that this lower bound precisely matches the upper bound for the IPS estimator [Horvitz and Thompson, 1952] (defined in Equation 2). We present the upper bound here for completeness.
Lemma 1 (IPS estimator [Horvitz and Thompson, 1952] ). Withv π IPS defined in Equation 2, we have
We conclude that IPS is unimprovable, in the worst case, beyond constant factors. Another implication is that the lower bound is sharp for our setting, and cannot be improved any further unless we change the minimax framework to consider smaller classes of reward distributions or allow other side information. In particular, we can combine the upper and lower bounds for a precise characterization of the minimax risk.
Corollary 1. Under conditions of Theorem 1, for sufficiently small λ 0 and large enough n:
Comparison with the multi-armed bandit setting of Li et al. [2015] The most closely related prior result was due to Li et al. [2015] , who showed matching upper and lower bounds on the minimax risk for multi-armed bandits. The somewhat surprising conclusion of their work was the sub-optimality of IPS, which might appear at odds with our conclusion regarding IPS above. However, this difference actually highlights the additional challenges in contextual bandits beyond multi-armed bandits. This is best illustrated in a noiseless setting, where σ = 0 in the rewards. This makes the multi-armed bandit problem trivial, we can just measure the reward of each arm with one pull and find out the optimal choice. However, there is still a non-trivial lower bound of Ω(E µ [ρ 2 R 2 max ]/n) in the contextual bandit setting, which is exactly the upper bound on the MSE of IPS when the rewards have no noise.
This difference crucially relies on λ 0 being suitably small relative to the sample size n. When the number of contexts is small, independent estimation for each context can be done in a noiseless setting as observed by Li et al. [2015] . However, once the context distribution is rich enough, then even with noiseless rewards, there is significant variance in the value estimates based on which contexts were observed. This distinction is further highlighted in the proof of Theorem 1, and is obtained by combining two separate lower bounds. The first lower bound considers the case of noisy rewards, and is a relatively straightforward generalization of the proof of Li et al. [2015] . The second lower bound focuses on noiseless rewards, and shows how the variance in a rich context distribution allows the environment to essentially simulate noisy rewards, even when the reward signal itself is noiseless.
Incorporating model-based approaches in policy evaluation
Amongst our twin goals of optimal and adaptive estimators, the discussion so far has centered around the optimality of the IPS estimators in a minimax sense. However, real datasets seldom display worst-case behavior, and in this section we discuss approaches to leverage additional structure in the data, when such knowledge is available. We begin with the necessary setup, before introducing our new estimator and its properties. Throughout this section, we drop the superscript π from value estimators, as the evaluation policy π is fixed throughout this discussion.
The need for model-based approaches
As we have seen in the last section, the model-free approach has a information-theoretic limit that depends quadratically on R max , σ and importance weight ρ. This is good news in that it implies the existence of an optimal estimator-IPS. However, it also substantially limits what policies can be evaluated, due to the quadratic dependence on ρ. If µ(a | x) is small for some actions, as is typical when number of actions is large or in real systems with a cost for exploration, the policies π which can be reliably evaluated cannot put much mass on such actions either without resulting in unreliable value estimates. The key reason for this limitation is that the setup so far allows completely arbitrary reward models-E[r | x, a] can change arbitrarily across different actions and contexts. Real data sets are seldom so pathological, and often we have substantial intuition about contexts and actions which obtain similar rewards, based on the specific application. It is natural to ask how can we leverage such prior information, and develop better estimators that improve upon the minimax risk in such favorable scenarios.
In the presence of additional domain information, a common approach is to construct an explicit model for the expected reward, given context and action. Based on the existing logs according to µ: (x i , a i , r i ) n i=1 , one can then fit the parameters in such a model to form a reward estimatorr(x, a). The task of policy evaluation is now simply performed by scoring π according tor aŝ
where the DM stands for direct method, a name for this approach which has been used in prior works [Dudík et al., 2014] . This approach appears attractive whenr is a close to E[r | x, a]. Crucially,r can be evaluated for any x, a pair, meaning that there is no need to do use importance weights unlike in IPS. This suggests that we might completely eliminate any dependence on ρ using this approach., and it is easily seen that given any estimatorr such th which takes values in [0, R max (x, a)] for any x, a, the variance satisfies:
That is, there is a linear, rather than quadratic dependence on ρ, unlike in the worst case minimax risk of Corollary 1. The catch, however, is that such estimators can have an uncontrolled bias of O(E π [R max ]) in the worst case, meaning that even asymptotic consistency is not guaranteed. Prior works have addressed the bias of DM, while trying to reduce the variance of IPS by using doubly robust estimators. A concrete estimator previously used for off-policy evaluation in Dudík et al. [2014] is defined asv
The theory of these methods suggests that the variance ofv π DR can be smaller than IPS, ifr is a good reward estimator. Does this imply that DR is the right model-based adaptive estimator?
An interesting benchmark to consider is when one has a prefect reward estimator, that isr(x, a) = E[r | x, a] almost surely. In this case,v DM has no bias, and hence its MSE is identical to its variance, with a linear dependence on importance weights as in Equation 6. However, based on the results of Dudík et al. [2014] , the MSE of the DR estimator in this special case is
Crucially, the MSE still has a dependence on ρ 2 in it as long as the variance σ is non-trivial. Comparing Equations 6 and 8, it would be better to usev DM instead in this case. Also note that ρ instead of ρ 2 term multiplying R max does not contradict the lower bound in Theorem 1, since the bound (8) assumes access to the expected reward function which is information an estimator does not have in our minimax setup and which cannot be computed from the samples in general.
We conclude that while DR improves upon IPS in some cases, the estimator still does not adapt enough in the presence of good reward models, when the rewards have a non-trivial variance. We next present an estimator which utilizes the reward model in a different way, with an eye towards a more favorable bias-variance tradeoff.
The SWITCH estimators to incorporate reward models
We now present a class of estimators which incorporate any available reward models very differently from the DR approach. The starting point for our method is the observation that insistence on maintaining unbiasedness puts the DR estimator at one extreme end of the bias-variance tradeoff. Prior works have considered ideas such as truncating the rewards, or importance weights when the importance weights get large (see e.g. Bottou et al. [2013] for a detailed discussion), which can often reduce the variance drastically at the cost of a little bias. We take the intuition a step further, and propose to estimate the rewards for actions differently, based on whether they have a large or a small importance weight given a context. When importance weights are small, we continue to use our favorite unbiased estimators, but switch to using the (potentially biased) reward model on the actions with large importance weights. Here small and large are defined via some threshold parameter τ . Varying this parameter between 0 and ∞ leads to a family of estimators which we call the SWITCH estimators as they switch between a model-free and model-based approach.
We now formalize this intuition, and begin by decomposing the value of π according to importance weights:
Conceptually, we split our problem into two. The first problem always has small importance weights, so we can use unbiased estimators such as IPS or DR as before. The second problem, where importance weights are large, is essentially addressed by DM. Writing this out leads to the following estimator:
Note that the above estimator specifically uses IPS on the first part of the problem. We will mention an alternative using the DR estimator for the first part at the end of this section. We first present a bound on the MSE of the SWITCH estimator using IPS, for a given choice of the threshold τ .
x] be the bias ofr and assumer(x, a) ∈ [0, R max (x, a)] almost surely. Then for every n = 1, 2, 3, . . . , and for the τ > 0 used in Equation 9, we have
where quantities R max , σ, ρ, and are functions of the random variables x and a, and we recall the use of π and µ as joint distributions over (x, a, r) tuples.
Remark 1. The proposed estimator is an interpolation of the DM and IPS estimators. By taking τ =, we get SWITCH coincides with DM while τ → ∞ yields IPS. Several estimators related to SWITCH have been studied in the literature, and we discuss a couple of them here.
• A special case of SWITCH usesr ≡ 0, meaning that all the actions with large importance weights are essentially eliminated from consideration. This approach, with a specific choice of τ was described in Bottou et al. [2013] and will be evaluated in the experiments under the name Trimmed IPS.
• Thomas and Brunskill [2016] study a similar estimator in the more general context of reinforcement learning. Their approach can be seen as using a number of candidate threshold τ 's and then evaluating the policy as a weighted sum of the estimates corresponding to each τ . They address the questions of picking these thresholds and the weights in a specific manner for their estimator called MAGIC, and we discuss these aspects in more detail in the following subsection.
Remark 2. The MSE bound in Theorem 2 is easily interpreted. The first term is the MSE of IPS on the region where it is used, while the second and third terms capture the variance and squared bias of DM on its region respective. Consequently, our matches the result for IPS when τ → ∞, meaning that the SWITCH estimators are also minimax optimal when τ is appropriately chosen. At the other extreme, we can consider the case of τ = 0 and a perfect reward predictor so that ≡ 0. In this case, the MSE bound matches that of DM in Equation 6. More generally, the estimators are robust to heavy-tails in the distribution of importance weights, unlike both IPS and DR estimators.
Remark 3. The policy value in the region where the importance weights are small can be estimated using any unbiased approach rather than just IPS. For instance, we can use the DR, giving rise to the estimator, which we denote SWITCH-DR. For any reward estimatorr to construct the DR estimator, we get
Note thatr andr need not be the same direct estimators. When they are indeed the same,v SWITCH-DR can be rewritten as essentially a modified doubly robust estimator where all the importance weights above τ are clipped to zero, so that the importance weighted part of DR makes no contribution. The analysis in Theorem 2 still applies, replacing the variance of IPS with that of DR from Dudík et al. [2014] . Since no independence was required in our analysis between the IPS and the DM parts of the estimator, the result is also robust to the use of a common data-dependent estimatorr =r in SWITCH-DR (10).
Automatic parameter tuning
So far we have discussed the properties of the SWITCH estimators, assuming that the parameter τ is chosen well. On the other hand, the estimator can be as bad as DM in the worst-case if τ is poorly chosen, as evidenced by the bias term in Theorem 2. For the estimators to be useful in practice, it becomes essential to have a procedure to select a good value of τ . A natural criterion for selecting τ would be to pick one that minimizes the MSE of the resulting estimator. Since we do not know the precise MSE (as v π is unknown), an alternative is to minimize a data-dependent estimate for it. Recalling that the MSE can be written as the sum of variance and squared bias, we estimate and bound the terms individually.
We can estimate the variance of the SWITCH estimator in a straightforward manner from the data. Let Y i (τ ) denote the estimated value that π obtains on the data point x i according to the SWITCH estimator with the threshold τ , that is
Since the x i are i.i.d., the variance ofv SWITCH can be simply estimated as
where the approximation above is clearly consistent since the random variables Y i are appropriately bounded as long as the rewards are bounded, with the importance weights capped at the threshold τ . Note that we have explicitly denoted the dependence on τ in the SWITCH estimator above.
Next we turn to the bias term. For understanding bias, we look at the MSE bound in Theorem 2, and observe that the last term in that theorem is precisely an upper bound on the bias. Rather than using a direct bias estimate, which would require knowledge of the error inr, we will upper bound this term. For now, let us assume that the function R max (x, a) is known. In many practical applications, this is not a limiting assumption at all, where an apriori bound on the rewards is known ahead of time anyways. Then we can upper bound the bias term as
Note that this estimate of the squared bias is not as straightforward as the one for variance, since we independently use sample-based unbiased approximations of the expectation of R max and the probability of large importance weights, and then multiply them. However, standard arguments can be used to show that the resulting estimates are still consistent under mild conditions. As a special case, if R max ≡ R, where the uniform upper bound R is known, then the first average simplifies to R making the bias estimate rather straightforward.
With these estimates, we pick the value of τ that minimizes
Notice that the upper bound on the bias is rather conservative in that it upper bounds the error of DM at the largest possible value for every data point. This has the effect of favoring the use of the unbiased part in SWITCH whenever possible, unless the variance would overwhelm even an arbitrarily biased DM. While this might appear overly conservative, this does imply the minimax optimality of the SWITCH estimator using τ almost immediately: the incurred bias is no more than our upper bound, and we incur it only when the minimax optimal IPS estimator would be suffering an even larger variance. Finally, we should mention that this development is quite related to the MAGIC estimator of Thomas and Brunskill [2016] , which was discussed following Theorem 2. The key differences are that we pick only one threshold τ , while they compute the estimates with many different τ 's. Rather than picking just one of these estimates, they further learn a more general weighting over the estimates. In that sense, our estimator can be seen as a special case which puts the entire weight on one choice. Like us, they also pick this weighting function by optimizing a bias variance tradeoff. However, we use very different estimates for bias and variance than their estimator. In the experiments, we did evaluate their approach for picking the threshold τ and found that the choice τ in Equation 13 generally works better.
Experiments
In this section, we conduct an experimental evaluation of the proposed SWITCH estimators. We will be using the same 10 UCI data sets that was used previously by Dudík et al. [2011] and convert the multi-class classification problem to contextual bandits by 1. making it a sequential learning task, where the learner receives one example at a time, and guesses its label using policy µ.
2. providing a reward of 1 (and hence revealing the correct label) only if the guess is correct; otherwise providing a 0-reward. Note that this means R max ≡ 1 is a valid bound. The target policy π we used is the deterministic decision of a learned logistic regression classifier, while the logging policy µ we used is the probability estimates of a learned logistic regression classifier on a covariate-shifted data set. We simulate the covariate-shifted data set using the same technique as in Dudík et al. [2011] , which follows standard practice as was described by Gretton et al. [2009] .
In each data set with n rows, we treat the uniform distribution over the data set itself as a surrogate of the population distribution so that we know the ground truth of the rewards. Then, in the simulator, we randomly draw i.i.d. data sets of size [100, 200, 500, 1000, 2000, 5000, 10000, . ..] until it reaches n, each repeating for 500 times, then compare different candidate estimators' MSE, estimated using the empirical averages of the square error over the 500 replicates, which we can calculate exactly since we know v π . It is worth pointing out that for some of the baselines that we compare to, e.g., IPS and DR, their distribution of square errors can have very large variance due to the potentially large importance weights. This leads to very large error bars if we aggregate their MSE with even 500 replicates. To circumvent this issue, we report a clipped version of the MSE that truncates any square errors to 1 if it is larger than 1, namely
This allows us to get valid confidence intervals for our empirical estimates of this quantity. Note that this does not change the MSE estimate of our approach at all, but is significantly more favorable towards IPS and DR. In this section, whenever we refer to"MSE", we are referring to the truncated version.
We will compare the SWITCH-IPS and SWITCH-DR against the following baselines:
1. IPS estimator 2. Direct method via logistic regression Figure 2 : MSE of different methods over input data size. The first row is the "optdigit" dataset, the second row is the "letter" data set, and the third row are the results from the "page-blocks" data set.
Doubly robust estimator
4. Truncated and reweighted IPS
Trimmed IPS
The doubly robust is constructed by randomly splitting the data set into two halves, estimating DM on one half, combining with IPS on the other half, then switching the two sets and doing it again. The final estimate is the average of the two. This approach was suggested by Dudík et al. [2011] , and is standard practice of doubly robust estimators when the direct method (or the oracle estimator) needs to be estimated from the data. We also consider two additional variants of IPS, where importance weights are either capped at τ and renormalized [see, e.g., Bembom and van der Laan, 2008] , or the terms with weights larger than τ are removed altogether as described in Bottou et al. [2013] . Note that the trimmed IPS is a special case of SWITCH when the direct estimator ≡ 0.
For both our methods (as well as the two IPS variants) we tune the parameter τ by the method described in Section 4.3. So everything is implementable in practice. As a reference, we are also including in the plot the results for the optimally tuned τ from hindsight, as well as the alternative ensemble approach via MAGIC. This allows us to gauge how well our automatic parameter tuning procedure works on these data sets.
In addition, we repeated the same experiments for a more challenging setting where the feedbacks are noisy. This is simulated by only revealing the correct reward with probability 0.5 and outputting a random coin toss with probability the other 0.5. Theoretically, this should lead to bigger σ 2 and larger variance in all estimators.
In order to stay comparable across data sets, we use relative MSE with respect to the IPS. For each estimatorv, report the relative MSE with respect to the IPS estimator
such that the numerical value is comparable across data sets and is independent to n.
The results are summarized in Figure 1 2 , in which methods that achieve smaller values of MSE are towards the top-left corner of the plot. In general, we want to maximize the area under the curve as these are CDF plots, and we notice the logarithmic scale for the relative MSE values on the X-axis. As we see, SWITCH-DR dominates all other methods and our empirical tuning of τ is not too far from the optimal possible. The advantage of SWITCH-DR is even stronger in the noisy-reward setting, where we add label noise to UCI data.
In Figure 2 , we illustrate the convergence of MSE as n increases. In particular, we selected three data sets and show how SWITCH and SWITCH-DR perform against baselines in three typical cases: (i) when the direct method works better than IPS and DR; (ii) when the direct method works well initially but then as n gets large outperformed by IPS and DR; (iii) when the direct method works extremely poorly. In the first two cases, SWITCH-DR outperforms both DM and IPS, while DR only improves over IPS slightly. In the third case, SWITCH-DR performs about as well as IPS and DR despite that DM is very bad. In all cases, SWITCH-DR is robust to additional noise in the reward.
Conclusion
In this paper we carried out minimax analysis of off-policy evaluation in contextual bandits and showed that IPS is optimal in the worst-case. This result highlights the need for using side information, potentially provided by modeling the reward directly, especially when importance weights are too large. Given this observation, we proposed a new class of estimators called SWITCH that can be used to combine any importance sampling estimators, including IPS and DR, with DM. The estimator involves adaptively switching to DM when the importance weights are large and switching to either IPS or DR when the importance weights are small. We showed that the new estimator has favorable theoretical properties and also works well on real-world data.
A Proof of Theorem 1
In this appendix we prove the minimax bound of Theorem 1. The result is obtained by combining the following two lower bounds:
Theorem 4 (Lower bound 2). For each problem instance such that
where λ 0 = max x∈X λ(x) is the largest probability of a single context.
The first bound captures the intrinsic difficulty in the variance of reward. The second result shows the additional dependence on R 2 max , even when σ ≡ 0, whenever the distribution λ is sufficiently spread out over contexts, as quantified by the largest context probability λ 0 . We next show how these two lower bounds yield Theorem 1 and then return to their proofs.
Proof of Theorem 1. We begin by simplifying the two lower bounds. Assume that Assumption 1 holds with and let p = 1 + /2 and q = 1 + 2/ , i.e., 1/p + 1/q = 1. Then the definition of C means that
and by Markov's inequality, Cauchy-Schwartz inequality, and Eq. (15)
For the correction term in Theorem 4, we similarly have 
Using Eq. (16), the bound of Theorem 3 simplifies as R n (π; λ, µ, σ, R max )
Similarly, by Eq. (17), Theorem 4 simplifies as
where in the last line we used (a − b) 2 ≥ a 2 − 2ab. Combining the two simplified bounds yields R n (π; λ, µ, σ, R max )
It remains to prove Theorems 3 and 4. They are both proved by a reduction to hypothesis testing, and invoke Le Cam's argument to lower-bound the error in this testing problem. As in most arguments of this nature, the key novelty lies in the construction of an appropriate testing problem that leads to the desired lower bounds. Before proving the theorems, we recall the basic result of Le Cam which underlies our proofs. We point the reader to the excellent exposition of Lafferty et al. [2008, Section 36 .4] on more details about Le Cam's argument.
Theorem 5 (Le Cam's method Lafferty et al., 2008, Theorem 36.8) . Let P be a set of distributions. For any pair P 0 , P 1 ∈ P,
where ∆ = d(θ(P 0 ), θ(P 1 ))
While the proofs of the two theorems share a lot of similarities, they have to use reductions to slightly different testing problems given the different mean and variance constraints in the two results. We begin with the proof of Theorem 3, which has a simpler construction.
A.1 Proof of Theorem 3
The basic idea of this proof is to reduce the problem of policy evaluation to that of Gaussian mean estimation where there is a mean associated with each x, a pair. We now describe our construction.
Creating a family of problems Since we aim to show a lower bound on the hardness of policy evaluation in general, it suffices to show a particular family of hard problem instances, such that every estimator requires the stated number of samples on at least one of the problems in this family. Recall that our minimax setup assumes that π, µ and λ are fixed and the only aspect of the problem which we can design is the conditional reward distribution D(r | x, a). For Theorem 3, this choice is further constrained to satisfy E[r | x, a] ≤ R max (x, a) and Var(r | x, a) ≤ σ 2 . In order to describe our construction, it will be convenient to define the shorthand E[r | x, a] = η(x, a). We will identify a problem in our family with the function η(x, a) as that will be the only changing element in our problems. For a chosen η, the policy evaluation question boils down to estimating v π η = E[r(x, a)], where the contexts x are chosen according to λ, actions are drawn from π(x, a) and the reward distribution D η (r | x, a) is a normal distribution with mean η(x, a) N (η(x, a) , σ 2 ).
Clearly this choice meets the variance constraint by construction, and satisfies the upper bound so long as η(x, a) ≤ R max (x, a) almost surely. Since the evaluation policy π is fixed throughout, we will drop the superscript and use v η to denote v e r π in the remainder of the proofs. With some abuse of notation, we also use E η [·] to denote expectations where contexts and actions are drawn based on the fixed choices λ and µ corresponding to our data generating distribution, and the rewards drawn from η. We further use P η to denote this entire joint distribution over (x, a, r) triples.
Given this family of problem instances, it is easy to see that for any pair of η 1 , η 2 which are both pointwise upper bounded by R max , we have the lower bound:
where we have introduced the shorthand η i (v) to denote the squared error ofv to v η i . For a parameter > 0 to be chosen later, we can further lower bound this risk as
where the last inequality lower bounds the maximum by the average. So far we have been working with an estimation problem. We next describe how to reduce this to a hypothesis testing problem.
Reduction to hypothesis testing For turning our estimation problem into a testing problem, the idea is to identify a pair η 1 , η 2 such that they are far enough from each other so that any estimator which gets a small estimation loss can essentially identify whether the data generating distribution corresponds to P η 1 or P η 2 . In order to do this, we take any estimatorv and identify a corresponding test statistic which mapsv into one of η 1 , η 2 . The way to do this is essentially identified in Equation 19, and we describe it next. Note that since we are constructing a hypothesis test for the specific family of distributions P η 1 and P η 2 , it is reasonable to consider test statistics which have knowledge of η 1 and η 2 , and hence the corresponding distributions. Consequently, these tests also know the true policy values v η 1 and v η 2 and the only uncertainty is which of them gave rise to the observed data samples. Therefore, for any estimatorv, we can a associate a statistic φ(
Given this hypothesis test, we are interested in its error rate P η (φ(v) = η). We first relate the estimation error ofv to the error rate of the test. Suppose for now that
so that at least one of the losses is at least . Suppose further that φ(v) = η 1 , so that we know η 1 (v) ≤ η 2 (v).
Then we are assured that η 1 (v) ≤ assures the test's correctness by Equation 20, since the other loss is guaranteed to be at least in this condition. The reasoning for the loss under η 2 being small is similar, so that a valid upper bound on our test's error (under a uniform choice of η 1 , η 2 ) is given by
where the final inequality uses our earlier lower bound in Equation 19.
It remains to establish our earlier supposition (20) to finish the relating our testing and estimation problems. Assume for now that η 1 and η 2 are chosen such that
Then an application of Cauchy-Shwartz inequality (a + b) 2 ≤ 2a 2 + 2b 2 yields
which yields the posited bound 19.
Invoking Le Cam's argument So far we have identified a hypothesis testing problem and a test statistic whose error is upper bounded in terms of the minimax risk of our problem. In order to complete the proof, we now place a lower bound on the error of this test statistic. Recall the result of Le Cam 18, which places an upper bound on the attainable error in any testing problem. In our setting, this translates to
Since the distribution of the rewards is a spherical Gaussian, the KL-divergence is given by the squared distance between the means, scaled by the variance, that is
where we recall that the contexts and actions are drawn from λ and µ respectively. Since we would like the probability of error in the test to be a constant, it suffices to choose η 1 and η 2 such that
Picking the parameters So far, we have not made any concrete choices for η 1 and η 2 , apart from some constraints which we have introduced along the way. Note that we have the constraints (22) and (23) which try to ensure that η 1 and η 2 are not too close that an estimator does not have to identify the true parameter, or too far that the testing problem becomes trivial. Additionally, we have the upper and lower bounds of 0 and R max on η 1 and η 2 . In order to reason about these constraints, it is convenient to set η 2 ≡ 0, and pick η 1 (x, a) = η 1 (x, a) − η 2 (x, a) = ∆(x, a). We now write all our constraints in terms of ∆. Note that v η 2 is now 0, so that the first constraint (22) is equivalent to
where the importance weighting function ρ is introduced since P η 1 is based on choosing actions according to µ and we seek to evaluate π. The second constraint (23) is also straightforward
The bound constraints are respected by imposing 0 ≤ ∆(x, a) ≤ R max (x, a) almost surely. The minimax lower bound is then yielded by the largest in the constraint (22) such that the other two constraints can be satisfied. This gives rise to the following variational characterization of the minimax lower bound
Instead of finding the optimal solution, we show a feasible setting of ∆ here. We set
This setting satisfies the bound constraints by construction. A quick substitution also verifies that the second constraint is met. Consequently, it suffices to set to the value attained in the first constraint. Substituting the value of ∆ in the constraint, we see that
.
Taking squares and dividing by 4 (since this is the lower bound on 2 √ yields the statement of the theorem.
A.2 Proof of Theorem 4
We now give the proof of Theorem 4. This shares a lot of common ideas with the proof of Theorem 3, but with a crucial difference. In Theorem 3, there is non-trivial noise in the reward function, unlike in Theorem 4. This allowed the proof to work with just two candidate mean reward functions, since any realization in the data is corrupted with noise. However, in the absence of added noise, the task of mean identification becomes rather trivial: an estimator can just check whether η 1 or η 2 matches the observations exactly. In order to avoid this pathology, we instead construct a richer family of reward functions which will be described next. In this construction, rather than just two mean rewards, the construction will involve a randomized design of the expected reward function from an appropriate prior distribution. The draw of the mean reward from a prior will essentially generate noise even though any given problem is noiseless. The construction will also highlight the crucial sources of difference between the contextual and multi-armed bandit problems, since the arguments rely on having a rich context distribution.
Creating a family of problems As before, we fix π, µ and λ and parametrize the problem distribution in terms of the mean reward function η(x, a). However, now η(x, a) is itself a random variable, which is drawn from a prior distribution. The distribution of η(x, a) is a scaled Bernoulli, parametrized by a prior function θ(x, a) as described below:
η(x, a) = R max (x, a) with probability θ(x, a) 0 with probability 1 − θ(x, a) .
We now set D η (r | x, a) = η(x, a). This clearly satisfies the constraints on the mean 0 ≤ E[r | x, a] ≤ R max (x, a) by construction, and also Var(r | x, a) = 0 as per the setting of Theorem 4. The goal of an estimator is to take n samples generated according with x ∼ λ, a | x ∼ µ and r | x, a ∼ D η and output an estimatev such that E η [(v − v π η ) 2 ] is small. We recall our earlier shorthand v η to denote the value of π under the reward distribution generated by η. For showing a lower bound on this quantity, it is clearly sufficient to pick any prior distribution governed by a parameter θ as in Equation 25, and instead lower bound
If the expectation is large for an estimatorv, then there must be at least one function η(x, a) which induces a large error forv which is the goal of the lower bound. Consequently, we focus in the proof on lower bounding this quantity, which can be decomposed by Cauchy-Shwartz inequality into:
Then we can further take a worst-case over all problems in the above inequality to obtain
This decomposition is rather interesting. It says that the expected MSE of an estimator in estimating v η can be related to the MSE of the same estimator in estimating the quantity E θ [v η ], as long as the variance of the quantity v η under the distribution generated by θ is not too large. This is a very important observation, since we can now choose to instead study the MSE of an estimator in estimating E θ [v η ] as captured by T 1 . Unlike the distribution D η which is degenerate, this problem has a non-trivial noise arising from the randomized draw of η according to θ. Thus we can use similar techniques as the proof of Theorem 4, albeit where the reward distribution is a scaled Bernoulli instead of Gaussian. For now, we focus on controlling T 1 , and T 2 will be handled later.
In order to bound T 1 , we will consider two carefully designed choices θ 1 and θ 2 to induce two different problem instances and show that T 1 is large for any estimator under one of the two parameters. In doing this, it would be convenient to use the additional shorthand θ (v) = (v − E θ [v η ]) 2 . Proceeding as in the proof of Theorem 3, we have
Reduction to hypothesis testing As in the proof of Theorem 3, we now reduce the estimation problem into a hypothesis test for whether the data was generating according to the parameters θ 1 or θ 2 . The arguments here are similar to the earlier proof, and we will be a bit terse in this presentation. As before, our hypothesis test has entire knowledge of D η as well as θ 1 and θ 2 . Consequently, we construct a test based on picking θ 1 whenever θ 1 (v) ≤ θ 2 (v). As before, we will ensure that
so that for any estimatorv, we have
By a similar argument, we further conclude that the error of our hypothesis test under a uniform prior on the choices of θ is at most
Invoking Le Cam's argument Once again, we can lower bound the error rate of our test by invoking the result of Le Cam. Doing so, requires an upper bound on the KL-divergence D KL (P θ 1 P θ 2 ). The only difference from our earlier argument is that these distributions are now Bernoullis instead of Normals based on the construction in Equation 25. More formally, we have D KL (P θ 1 P θ 2 ) = log p(r; θ 1 (x, a)) p(r; θ 2 (x, a)) dp(r; θ 1 (x, a)) dp(x) dµ(a|x)
= ED KL (Ber(θ 1 (x, a) Ber(θ 2 (x, a)))).
Invoking Lemma 4, we can further upper bound this as
Picking the parameters It remains to carefully choose θ 1 and θ 2 . We define θ 2 to be a uniform prior: θ 2 (x, a) ≡ 0.5, and let θ 1 (x, a) = θ 2 (x, a) + ∆(x, a), where ∆(x, a) will be chosen to satisfy certain constraints as before. Collecting the constraints, we get the maximization problem For some α > 0 to be determined shortly, we pick
The bound constraints are satisfied by construction and we set α = 4 log 2 E µ ρ 2 R 2 max /n to satisfy the second constraint. A feasible choice of then yields
Collecting our arguments this far, we have established that
In order to complete the proof, we need to further upper bound T 2 in the decomposition (26). This is done in Lemma 2, and plugging this upper bound in Equation 26 completes the proof.
Lemma 2. Let λ(x) be any context distribution. Then for any distribution θ over the random variable η(x, a) = E[r | x, a], satisfying 0 ≤ η(x, a) ≤ R max (x, a), we have
where λ 0 = max x∈X λ(x).
Proof. We start by bounding the range of (v η − E θ [v η ]) 2 , viewed as a random variable under θ. From the definition of v η ,
, and we obtain the bound
because ρR max ≥ 0. The proof proceeds by applying Hoeffding's inequality to control the probability that (v η − E θ [v η ]) 2 ≥ t 2 for a suitable t. Then we can, with high probability, use the bound (v η − E θ [v η ]) 2 ≥ t 2 , and with the remaining small probability apply the bound of Eq. (27).
To apply Hoeffding's inequality, we write v η explicitly as That is, the quantity v η can be written as a sum of a finite number of independent random variables, where we use the fact that the number of contexts is finite. Note that µ(a|x) ≤ 1 and λ(x) ≤ λ 0 , so each summand obeys .
Take t = λ 0 log(4/λ 0 )E µ [R 2 max ρ 2 ]/2 in the above bound, which yields
Thus, using Eq. (27), we have Proof of Theorem 2. Denote A x ⊆ A to be A x = a ∈ A π(a|x) µ(a|x) ≤ τ . For brevity, we also denote A i := A x i . We decompose the mean square error and control each term separately.
B Other proofs

MSE(v SWITCH
We first calculate the bias. Note that bias is incurred only in the terms that fall in A C x , so that where we recall that (x, a) =r(x, a) − E[r| x, a].
Next we upper bound the variance. Note that the variance contributions from the IPS part and the DM part are not independent, since the indicators ρ(x i , a) > τ and ρ(x i , a) ≤ τ are mutually exclusive. To simplify the analysis, we use the following inequality that holds for any random variable X and Y :
Var(X + Y ) ≤ 2Var(X) + 2Var(Y ).
This allows us to calculate the variance of each part separately. 
Var(v
C Utility Lemmas
Lemma 3 (Hoeffding, 1963, Theorem 2) . Let X i ∈ [a i , b i ] and X 1 , ..., X n are drawn independently. Then the empirical meanX = 1 n (X 1 + ... + X n ) obeys
Lemma 4 (Bernoulli KL-divergence). For 0 < p, q < 1, we have D KL (Ber(p) Ber(q)) ≤ (p − q) 2 ( 1 q + 1 1 − q ).
Proof.
D KL (Ber(p) Ber(q)) = p log(
