Abstract-The smart grid is seen as a power system with real-time communication and control capabilities between the consumer and the utility. This modern platform facilitates the optimization in energy usage based on several factors including environmental, price preferences, and system technical issues. In this paper, a real-time energy management system (EMS) for microgrids or nanogrids was developed. The developed system involves an online optimization scheme to adapt its parameters based on previous, current, and forecasted future system states. The communication requirements for all EMS modules were analyzed and are all integrated over a data distribution service Ethernet network with appropriate quality-of-service profiles. The developed EMS was emulated with actual residential energy consumption and irradiance data from Miami, Florida, and proved its effectiveness in reducing consumers' bills and achieving flat peak load profiles.
with a smart infrastructure such as smart meters and intelligent controllable devices with advanced two-way communication channels [1] . The latter will facilitate the adoption of distributed energy management systems (EMS) [2] , [3] .
The concept behind energy management is to utilize this twoway communication technology in order to achieve more resilient and sustainable power grids by properly adjusting the power flow from and to the main grid based on present and forecasted pricing, generations, and load information. This is to meet certain operational objectives such as cost minimization [3] , [4] . The EMS enables energy consumers to change their consumption patterns by providing them with incentives in a strategy referred to as real-time pricing where utilities vary the energy price in accordance to real-time generation cost [5] . Consumers' bills are thus reduced while achieving flat demand peaks [6] .
There have been significant efforts in recent literature on EMS dealing with different points of view and utilizing different modeling and implementation techniques. In the energy trade decision making processes, most developed EMS models rely on data from current and forecasted observations. One of the main contributions of the work in this paper is the utilization of history, present, and forecasted future data to design an EMS with fine-tuned energy trade decisions. That is, the developed EMS controller makes its decision based on current and forecasted observations, while its parameters are being adapted and optimized by running exploration simulation scenarios based on highly correlated short-term history data. To the best of the author's knowledge, this is the first time that such a decision making approach in EMS is being done.
The work presented here in this paper develops a complete energy EMS framework for small microgrids or nanogrids which is practical and scalable. As the expertise and manpower present in large utility systems is not always available for operating small microgrids, the communication requirements for EMS in small microgrids are more stringent. Such EMS must be designed for ease of installation, support, and maintenance. This requires a robust, resilient, and distributed communication infrastructure with failover mechanisms. Therefore, another contribution of this paper is the utilization of the data distribution service (DDS) standard from Object Management Group (OMG) as the communication backbone for all involved entities in the developed EMS, as shown in Fig. 1 . The DDS is a relatively new peer-to-peer data centric protocol capable of meeting the required performance metrics of EMS for small microgrids as explained in details in Section II. Some of the recent works in the literature proposed the utilization of IEC 61850 as the communication framework for EMS for interoperability purposes. However, such implementation utilize manufacturing message service (MMS) protocol for high-level control applications, generic object-oriented substation events (GOOSE) protocol for event triggered signals, and sampled measured values (SMV) protocol for sensor measurements. The drawback of this is that the MMS messages are based on client-server communications making the EMS not fully distributed. The GOOSE and SMV messages on the other hand are nonroutable and have a lot of security issues because they are unencrypted broadcast messages. More details on IEC 6180 can be found in [7] . It is noteworthy to mention that the DDS middleware is expandable and provides a standard API that allows its integration with different systems. The DDS is a data centric communication middleware which means the message structure is driven from the system data model. This allows mapping standard data models, such as IEC 61850, into DDS.
The developed EMS was tested on load consumption data for residential areas in Miami, FL, USA, for the year 2014 [8] applied on simulated microgrids models on SIMULINK MATLAB environment. The developed modules were converted into a C code and are run in real time. To account for practical networking issues, software modules were integrated with a DDS communication middleware to exchange the data over a real Ethernet network [9] . Additionally, an appropriate qualityof-service (QoS) profile was set for each application, as will be explained later. The final contribution of this paper is the creation of a hybrid modeling environment that allows accurate emulation of the proposed EMS as an integrated cyber physical system. This will be done by merging real network hardware and simulation software. Real-time pricing and time-of-use (TOU) price schemes were adopted in different case studies for months in winter and summer seasons. The results showed that the developed EMS was successful in providing significant savings in the microgrids power consumption cost and, in some cases, achieve profit.
The rest of this paper is divided as follows. Section II discusses related work. Section III describes the real-time communication infrastructure required for microgrid control and explains how the proposed DDS infrastructure achieves those requirements. Section IV details the different parts of the proposed EMS. Section V explains the development and implementation of the online optimization routine. Section VI presents and analyzes the results of applying the developed EMS on a small microgrid with renewable resources and energy storage. Finally, Section VII concludes this paper.
II. RELATED WORK
There has been a plenty of work in the literature dealing with microgrid EMSs. The work in [10] investigated the use of electric vehicles (EVs) as energy transporters to balance the power demand in different districts in a given geographical area. In this regard, EVs were used to couple the demand management response of each district and the synchronization of complex networks methods is used to analyze the dynamic behavior of the overall coupled mobile energy network. The results demonstrated are based on the solution of the developed state-space model where scalability is an issue due to which the model is hard to expand and needs to be reformulated as the power network expands. The work in [11] focused on building a testbed to evaluate the performance of their proposed demand response management scheme for smart residential grids. However, in this paper, small residential grids data are collected in a centralized database making the proposed system suffer from a single point of failure. Also, data structures are exchanges with extensible messaging and presence protocol (XMPP) over the cloud, which does not allow the system to operate in real time. In addition, XMPP uses XML for message encoding which results in larger message size and traffic. Basit et al. [2] propose a near-optimal low computational complexity framework for scheduling appliances within a given residential unit to minimize its electricity cost. The efficiency of such an algorithm depends on the number of appliances that can be rescheduled. The author assumes 8/10 appliances that can be rescheduled, which is a very high proportion. The proposed scheduling scheme also assumes the presence of centralized home EMS, which collects data from the smart meter and in-home appliances. Here again, the proposed scheme suffers from a centralized server bottleneck. Also, centralized schemes are known to infringe customer privacy information as it is all located in a single place. Zhao et al. [3] utilized a consensus-based distributed approach to formulate an energy management scheme for distributed generation units and responsive demands. The optimization problem was solved based on the social welfare paradigm with and without transmission losses. Although the scalability of the proposed EMS is plausible through the multiagent approach, the communication requirement for successful implementation of the EMS was not evaluated. Finally, in [4] , an EMS for a multimicrogrid model in a wholesale market was proposed and implemented based on the IEC 61850 standard stipulations. The algorithm is designed for microgrids participating in wholesale energy markets with availability of t the price for the next 24 h. The focus of this paper is small microgrids, or nanogrids, that receive hour-by-hour prices. Also, although the problem in [4] is distributed over local agents, the EMS still assumes the presence of a microgrid centralized control center, which coordinated with the distributed local agents to achieve the overall EMS cost optimization objective.
III. REAL-TIME COMMUNICATION INFRASTRUCTURE FOR MICROGRID CONTROL
Microgrid distributed control requires data exchange between different components and applications for efficient energy management and economic operation. For instance, during its decision making process, an energy management control system requires information exchange with smart meters, energy forecasting systems, energy storage, and other entities to decide on an appropriate energy transaction. Also, a demand-side management application needs to exchange information pertaining load priorities and price information to send appropriate control commands to smart loads. Embedded controllers for power electronics converters, which manage the direction and amount of power flow, need to receive real-time control commands and send feedback signals to the control system as well. Moreover, the balancing between loads and generation in small microgrids with variable renewable energy sources and/or low inertia generators relies on fast communication and data exchange to maintain the overall system stability. Each of the aforementioned applications and components have different communication requirements and require different security levels.
In terms of the communication media, there are a lot of emerging technologies that establishes communication links between devices. Given the current trend to shift into decentralized and fully distributed control in the smart grid, wireless communication becomes viable to establish communication links between distributed remote terminal units and controllers. However, the harsh physical nature of the smart grid makes the latter a tough challenge. Khan et al. [12] and Kantarci and Mouftah [13] present comprehensive surveys on information and communication technologies in the smart grid. Khan et al. [12] discuss the unique challenges of smart grid communications as they relate to the harsh wireless communication conditions since the smart grid comprises a range of different settings from homes to outdoor areas and electrical distribution stations. Khan et al. [12] argue that cognitive radio is a viable solution to mitigate these harsh conditions. In the same line of thought, the work in [14] proposes a cross-layer platform that utilizes the cognitive radio technology to reduce noise and manage congested platforms in wireless communication channels in the smart grid. A distributed control algorithm is presented to support different QoS profiles by managing data flow, scheduling, and routing decisions.
In terms of networking, in distributed control, there are different types of communication networking schemes that can be used [15] . On one hand, client-server communication networks are widely present in the industry. Supervisory control and data acquisition systems are usually implemented on client/server communication networks. These networks are centrally managed by a server and the communication is initiated by a request from the client, the fact that makes them lack the flexibility and reliability required by wide spread distributed control applications. The server in this type of communication represents a single point of failure that reduces the network reliability [16] . Moreover, most of the current control networks use message centric communication paradigms. In message centric communication, the communication is done by passing messages between different nodes in the distributed network. A set of predefined messages based on expected information required by each node is defined. Expanding the systems by adding unexpected new types of nodes or services require modifying the predefined messages. Here, the communication infrastructure is not aware of the message content. This implies that for proper operation, each application needs to implement its own message filtering, consider all the communication details, and ensure correct message format [17] . This communication paradigm limits the system scalability, especially with modern distributed systems that possess expandable features and components. On the other hand, the peer-to-peer socket-based communication establishes direct connection between different nodes without a central server or a message broker [18] . In this paper, a communication infrastructure based on the DDS standard from OMG is utilized in order to meet the requirement of the microgrid distributed control.
DDS for real-time systems is an open specification datacentric middleware defined to standardize the real-time publish-subscribe (RTPS) communication model targeting mission critical real-time applications [9] , [19] . It is a military grade hardened communication standard with interesting properties such as connectionless communication, multicasting, and automatic network discovery capabilities. DDS possess a rich set of QoS rules that reduce the complexity of control networks while maintaining predictable performance under various operation scenarios [20] . It has been successfully implemented in many defense and aerospace applications. The unique flexibility, reliability, and security of DDS started to attract more attention in industrial and utility applications. As a network middleware, DDS provides a model for sending and receiving messages, events, and commands in the control network without the need for a message broker. DDS utilizes the RTPS protocol as an underlying data transport protocol that ensures the interoperability between different DDS middleware from different vendors. DDS also delivers high reliability and availability, with automatic failover mechanisms, configurable retries, and supports redundant publishers and subscribers. Moreover, publishers and subscribers can start in any order and dynamically connect or disconnect from the network at any time [21] .
To develop an efficient DDS control network, the communication requirement for each component such as data rate, QoS, data types, allowed latency, jitter, and relation between the system components should be defined. In this paper, a DDS control network for a small microgrid was developed. A distributed simulation model for the distributed control of two microgrids was built to evaluate the developed control network. Each microgrid consists of renewable energy sources (photovoltaic (PV) cells), loads, energy storage devices, and power electronics enabling devices. The distributed models share information in a global data space (GDS) computing environment. The data and events were exchanged among different simulation models using the developed DDS network. Fig. 1 shows the proposed DDS network structure and the logical relations between various publishers and subscribers. In this study, the communication requirements for each type of application and component were analyzed to determine the updating data rate and QoS required for each one. Redundancy paths and failover mechanisms to ensure operation continuity under communication failure or cyber-attack incidents were also studied. The prototype network showed excellent efficacy to exchange the data between the simulation models in a timely manner while reducing the network overhead by using user datagram protocol (UDP) and multicasting. Assigning proper QoS profile for each type of data ensures predictable behavior under different communication load.
A benchmark testing for the communication network and DDS communication middleware was performed to ensure that the selected communication scheme can meet the real-time performance required by a practical system. About 10 000 messages were transmitted and the latency for each message was recorded.
The tests were performed utilizing the best effort QoS profile for unicast and multicast transmissions. Fig. 2 shows the performance results where the latency in microseconds was plotted against the message size in bytes.
The performance test as summarized in Table I shows that the utilized infrastructure has a high update rate and low latency, which are suitable for real-time applications. The benchmarks show that the DDS can achieve 1000 Msg/s with a maximum 0.385 ms latency.
IV. INTELLIGENT MICROGRID CONTROL

A. Energy Management System
The system under study in this paper is composed of an electric power utility and a scalable set of N microgrids as shown in Fig. 3 . Overall system topology. Fig. 3 . Each microgrid has its own renewable energy generation resources, energy storage devices, and local loads. At all times, it is assumed that the microgrids are operating in grid-connected mode via a bidirectional grid-tied inverter. Two scenarios arise here: the first is when the microgrid has excess energy and needs to sell power to the utility, and the second is when the microgrid has deficit energy and needs to buy power from the utility. As can be seen in Fig. 3 , the migration between the two modes of operation is decided upon by the control signal, direction of power flow, coming into the grid-tied inverter. Moreover, not only does the controller decide on the direction of the power flow, but also it decides on the percentage of the power to be sold to or bought from the grid. That is, in the excess energy case, and after covering the microgrid's local load, the controller outputs a power reference signal that dictates what percentage of excess energy is to be stored in local energy storage devices and what percentage is to be sold to the utility. Contrary to this, in the energy deficiency case, the controller checks how much power is needed to cover the local load and purchases that amount from the utility. The controller presented is based on a set of fuzzy logic rules and takes its decision based on several input parameters, which will be detailed in the following sections.
B. Advanced Metering Infrastructure (AMI) and Energy Pricing Mechanism
AMI allows bidirectional information exchange between smart meters and utility control centers. Smart meters send consumption information usually on hourly bases and receive price information and control commands from the smart meter head-end. The main target of an AMI implementation is to allow demand-side management and cost management [22] . To achieve this goal, the AMI standard allows exchanging information between smart meters and customer devices and systems through the customer gateway. The smart meter sends small data packets for basic power consumption information [22] . The transmission rate of the formal could be defined per minute or per hour depending on the application need. Usually, sensitivity of smart meter information exchange to communication delays inside a microgrid control network is relatively low; however, smart meter data require high level of availability. Some application utilizing smart meter data such as load and price forecasting depends on current and previous data to be persistent. Data persistence means that the device that joins the control network at any time will be able to receive the past N data samples [23] . Data persistence can affect the performance of such applications, especially in case of losing and restoring communication. From a cyber-security point of view, smart meter data need high level of confidentiality to ensure customer privacy and data authentication to prevent replay and false data injection attacks. DDS supports persistence and encryption features.
Two pricing mechanisms were adopted in our case studies. The first is a real-time pricing scheme, whereas the second is a TOU pricing scheme. For real-time pricing, the EMS will receive hourly pricing via AMI or web service. The utility company will change the energy price based on the forecasted load and generation status. The utility controller takes generators statuses and total forecasted load as inputs and outputs the current and next hour energy price (current price (CP) and next hour price (NHP), respectively). The price of electricity is decided upon hourly bases by a state flow control logic shown in Fig. 4 and is divided into two categories: Low (10 cents/kWh) and High (14 cents/kWh). Here, a gateway is utilized to exchange pricing information between the EMS and the smart meters. This gateway receives the real-time pricing from smart meters over a ZigBee wireless link and publishes it using publisher/subscriber protocol. The published price is available on the GDS for all interested applications such as the EMS and forecasting modules shown in Fig. 1 . Since the price signal has a low update rate, a persistence QoS feature has been enabled for it. A persistence QoS feature allows the communication middleware to deliver a copy of last updated samples to late joined devices or applications. This feature ensures delivery of the last price to newly joined devices without periodically retransmitting the data.
For the TOU pricing scheme, a predefined price schedule is set for on-peak and off-peak energy consumption hours. The adopted profile is that set by Florida Power and Light Company (FPL) with two sets of prices. One for on-peak hours with a positive rate of 9.154 c/kWh and another for off-peak hours with a negative price rate of -4.072 c/kWh [24] . For this pricing scheme, no communication is required since the pricing profile is predefined for a long period of time.
C. EMS Fuzzy Logic Controller
The microgrid controller is a fuzzy controller based on the Sugeno-like model. The controller takes the batteries state-ofcharge (SOC), CP, NHP, available energy (AE), and forecasted local load demand (FLD) as inputs and produces the microgrid's reference power (P ref ) as output as follows:
By this method, the fuzzy logic controller decision is based on current and future observations of the microgrid state. The decision of the fuzzy controller is based on a rule surface composed of a set of 90 logic rules. Each of the five inputs (SOC, CP, NHP, AE, and FLD) are passed through trapezoidal membership functions spanning the complete range of their corresponding inputs. The firing strength of each rule is then evaluated and a crisp value of the output is calculated using the weighted average defuzzification method.
The controller output P ref is used to control the direction and amount of power flow through the grid-tied inverter. Therefore, the charge control (CC) signal for the energy storage devices is defined as follows:
This means that the battery will be charging either from the renewable energy sources in the case of AE > P ref or from the utility when P ref < 0 indicating a reverse power flow from the ac side to the dc side on the grid-tied inverter. The SOC of the energy storage devices depends on the total amount of energy transferred to the storage devices minus the losses due to devices' efficiency as
where W ES is the total energy stored, ESC is energy storage capacity, and η is the energy storage efficiency. The net power sold to or purchased from the utility is expressed as follows:
where a positive P utility indicates purchasing energy from the utility, while a negative P utility indicates selling energy back to the utility. The energy transaction logic is shown in Fig. 6 .
D. Forecasting
A feedforward neural network trained using the LevenbergMarquardt backpropagation algorithm was used in order to forecast the hourly load demand and the anticipated power generated from the renewable energy sources in the microgrid. In most applications, neural networks are trained offline using bulk datasets to obtain a fixed set of weights and biases that are used afterward over the entire forecasting horizon. This strategy will be fine if applied to a simple problem or if the forecasting is done over a small-time scale.
However, in the case of individual load demands for small microgrids, especially in the era of information security, a large amount of customer data for training could put customers at risk if disclosed. For that, this paper used an adaptive training technique entailing online update of the neural network's weights and biases over short time periods. In the adopted online training technique, the load of each next hour is compared with its forecasted value and the error is backpropagated to fine-tune the weights and biases as mentioned earlier.
The load forecasting module receives data from the GDS shown in Fig. 1 . Since the forecasting algorithm depends on current and previous data samples, communication loss could impact the forecasting performance drastically. The DDS QoS could minimize the impact of communication loss on the forecasting algorithm by keeping N history samples. These samples will be delivered instantly to the corresponding subscribers upon communication restoration. Fig. 5 shows the performance of the forecasting module upon losing samples 12 and 13. In Fig. 5(a) , a historical length (N = 2) is defined, whereas in (b) this QoS feature was not activated. As can be appreciated from the figure, the forecasting module was immediately able to catch up after the communication was restored, while in case (b), it took the forecasting module 2 samples to catch up. 
V. REAL-TIME ONLINE OPTIMIZATION OF CONTROLLER PARAMETERS
As discussed earlier, the purpose of the EMS is shifting peak loads of individual microgrids from high energy price periods to lower energy price periods. In order to ensure minimal expenditure and maximal profit for the microgrid, an online parameter optimization scheme based on particle swarm optimization for the fuzzy logic controller parameters was developed.
The optimization process proposed in this paper is periodic with a period of 1 day. That is, at the beginning of each day, the collected data are fed into the optimizer and the optimization process is initiated to come up with the new optimized controller parameters for that day. Fig. 7 shows the chronological order of the optimization process. It can be seen that the optimization process requires some time to finish and this depends on the adopted processor's speed. In this study, the maximum optimization time recorded was 23 min on an Intel core i7 processor (3.50 GHz). This time could be further reduced by implementing parallel processing utilizing multiple processor cores simultaneously. It is worth noting that the optimization process in this paper falls into the category of exploration simulation. That is, during the second day, while the system is up and running, the optimization process is being executed in the background on a simulated microgrid model to explore the performance of the new optimized parameters. Once the processes finalizes, the controller's parameters are updated online without any disturbance to the overall system operation.
Consider the three-day period shown in Fig. 7 . During the past 24 h, measurement units in the microgrid are continuously collecting data about AE, local load demand, CP, NHP, and SOC of the microgrid's energy storage devices. All collected data for the past 24 h window are stored in the microgrid's database. At the end of the first day, the optimization process initiates. First, a search space is randomly generated by defining a population of varying combinations of membership functions. The population generation process is bounded by a vector of lower bounds (LB) and upper bounds (UB) for each of the vertices of the membership functions. Proper definition of the LB and UB is critical for the success of the optimization process. Fig. 8 shows the search space for a given trapezoidal membership function. In order to ensure proper operation of the fuzzy controller, the condition that A < B < C < D must be met. Also, assume that red membership function corresponds to a low SOC and the green membership function corresponds to a high SOC. Thus, it is important that the green membership function remains to the right of the red one. All these conditions have been taken into account in the setting of the LB and the UB vectors. The objective function to be minimized is as follows:
In a unique exploration simulation approach for fitness function evaluation, a software model of the physical microgrid with its controller was developed and used to simulate the response of the microgrid to the various particles in the swarm and evaluate the profits and expenditures. In all situations, the optimization process is bound by the constraints of checking that the microgrid is covering its base load and that the energy storage devices are maintained at a proper SOC that does not deteriorate them. For example, lead-acid battery life could be extended significantly if its SOC does not fall below 40% [25] . The optimization process is repeated until the combination of membership functions that results in better utilization of the microgrids energy storage to shift peak loads to low price periods is achieved.
VI. RESULTS AND DISCUSSION
The microgrids, EMS algorithm, energy storage, renewable resources, and load models are developed on SIMULINK MAT-LAB and converted to a C code to run in real time. Instead of having all the modules exchange data internally within the MAT-LAB environment, the developed modules are integrated with a DDS communication middleware to exchange the data over a real Ethernet network. This approach was adopted in order to account to networking issues such as packet drop, latency, and QoS. An appropriate QoS profile was set for each application as explained earlier. The merging of real network hardware and simulation software creates a hybrid modeling environment that allows accurate emulation of the proposed EMS as an integrated cyber physical system, as in Fig. 9 . Finally, a software module representing a smart meter head-end collects all consumption measurements, feeds the data to the utility pricing module, and publishes back the real-time energy prices.
Here, we present the results of applying the proposed EMS with and without online optimization on the collected load and solar irradiance measurements from Miami, FL, USA, in winter and summer seasons. The month of January has been selected to represent the winter season, whereas the month August was selected to represent the summer season. Additionally, each case was repeated with two pricing profiles as explained before. The first is a real-time pricing scheme, while the other is a TOU scheme with values collected from FPL Company.
Figs. 10 and 11 show the result of applying the proposed energy management algorithm with real-time pricing scheme first without using optimized parameters in winter and summer seasons and second with using the daily optimized parameters in winter and summer seasons. Looking at the zoomed parts in the Fig. 8(a) , the original load profile had peaks during high energy prices periods. The proposed EMS was successful in reducing these peak values by managing the consumption from energy storage and renewable resources. In the winter season, the peak load at time t = 6.8 days which corresponds to a high price period, was reduced from 3600 W to 2571.3 W. Fig. 8(b) also emphasizes the importance of the proposed online optimization technique by further reducing the amount of consumed power during high prices to 0 W. This because that the optimized EMS has better utilization of the energy storage devices in the microgrid. Looking at the SOC profile, one notices that the SOC with optimization ranges between 60-100%, whereas with optimization it ranges between 40-100%. These results are also asserted in the summer season where the peak load at t = 7 days dropped from 3600 W to 2628.3 W without optimization and further reduced to 0 W with optimization. Similarly, the SOC with optimization ranges between 60-100%, whereas with optimization it ranges between 40-100%. Similarly, Figs. 12 and 13 show the result for the TOU pricing scheme. Looking at the zoomed parts in the Fig. 10(a) , during the on-peak period starting from t = 6.75 days to 6.917 days in winter season, the peak consumption was reduced from 2506 W to 1790 W. Here, the customer was still purchasing power from the grid. However, with the optimization algorithm, during this period, the consumer was selling 716.1 W to the utility. Again, this is due to an optimum decision of charging and discharging time of energy storage. Fig. 11 (a) and (b) shows that during the summer season with TOU pricing scheme, the original EMS controller parameters performed very well that the optimization scheme showed negligible improvements on the overall performance. Table II reflects the overall monthly cost of the proposed system for all case studies. For real-time pricing the overall savings with optimization in the winter and summer seasons was 14.86% and 18.56% respectively. For the TOU pricing scheme, the total savings were 107.5% and 915.30% for winter and summer seasons, respectively. Percentages higher than 100% means that the customer is making profit. Finally, a comparison between the proposed energy management scheme and that presented in [2] for a residential unit is performed. As mentioned earlier, the work in [2] solves an optimization problem to reschedule a set of smart loads in order to minimize the consumption cost. The EMS proposed in this paper utilizes energy storage to shift the peak loads to low price regions. Also, for the sake of the comparison, the PV module has been removed from the proposed model since the work in [2] does not include one. Fig. 14 shows the results of this comparison. The original load curve adopted from [2] for an 8-h period in the summer season is shown in the diagram at the top of Fig. 14 in blue. The results of the proposed EMS and the best results achieved in [2] are shown in red and black, respectively. It can be concluded from the diagram that keeping the original load profile, the total consumption cost for the 8 h is $3.5. The rescheduling algorithm in [2] was able to reduce the total cost to $3.04. The proposed EMS was able to further reduce the total cost to $2.77. This proved the efficacy of the proposed EMS in cost reduction for small microgrids or nanogrids. It is worth to mention that this cost reduction was achieved without compromising the customer's comfort level or affect his favorable behavior.
VII. CONCLUSION
In this paper, we developed an EMS for microgrids with an online optimization module accounting for history, current, and future system observations. The communication requirement for each module of the developed EMS (smart meters, load forecasting, controller, etc.) was studied and the required QoS profile was defined accordingly. The DDS middleware was selected as the communication backbone for the proposed framework for its robust failover mechanisms and rich set of QoS profiles. A hybrid exploration simulation framework that exchanges data over a real Ethernet network was developed to study the sensitivity of the system to networking issues such as transmission delays, data availability, and reliability among other factors. The EMS was exposed to actual residential energy consumption and irradiance data from Miami, Florida, and proved its effectiveness in reducing consumers' bills and achieving flat peak load profiles.
