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Diviseurs Premiers De Suites Recurrentes Lineaires
JEAN PAUL BEZIVIN
Let P be a polynomial with rational integer coefficients. In this paper, we study the rational
primes p with the following property: For any linear recurrent sequence of rational integers
U = U; n E N, with characteristic polynomial P, there is a positive integer n such that U (n ) ""O[ p ].
We show, when the polynomial P is irreducible modulo p, that there is a procedure to decide
when p satisfy this property. The procedure is connected with a cyclic difference set A depending
on p and P.
1. INTRODUCTION ET NOTATIONS
Soit P un polynome, a coefficients dans 7L, de terme constant non nul, de degre s
superieur ou egal a deux. Nous nous proposons d'etudier le probleme suivant. Trouver
une procedure permettant de decider, si un nombre premier p donne possede la propriete
suivante:
Pour toute suite recurrente lineaire, a valeurs dans 7L, de polyndme caracteristique P,
il existe un terme de cette suite divisible par p. Nous rappelons que si P est le polynome
a..xs+ .. '+ao appartenant a 7L[X], une suite recurrente lineaire U= U(n), nEN, de
polynome caracteristique P, est une suite (qui sera toujours supposee avaleurs dans 7L)
verifiant la relation:
asU(n + s)+ as- l U(n + s -1) +... + aoU(n) =0, 'tin EN.
Dans toute la suite, nous supposerons le polynome P unitaire, c'est-a-dire as = 1; ceci
n'est pas une restriction, en vertu du lemme de Fatou, (voir [2]). Soit W une suite
d'elements de 7L; nous dirons que le nombre premier p est un diviseur de la suite W; s'il
existe un element n de N tel que p divise W( n). Dans le cas s =2, ce probleme a ete
resolu par divers auteurs (voir [3], [6], et aussi [5] pour des generaiisations ades diviseurs
non forcemeat premiers).
Nous aurons besoin de quelques nouvelles notations pour expliciter les resultats du
cas s =2.
On pose P(X) = X 2 +aX + b, en supposant b non nul, et on definit une suite recurrente
lineaire R = R(n), n EN, de polynome caracteristique P, avaleurs dans 7L, par les valeurs
initialesRtu) =0 et R(l) = 1. Pour p ne divisant pas le terme constant b du polynome
P, on note r(p) le plus petit entier n strietement positif, tel que p divise R(n). On a alors
le resultat suivant:
THEOREME 1 ([3], [6]). Soit pun nombre premier ne divisant pas le terme constant du
polyniime P. Pour que p soit un diviseur de toute suite recurrente lineaire d' ordre 2, aoaleurs
dans 7L, de polyndme caracteristique P, il faut et il suffit que r( p) =p +1.
On dispose done dans ce cas d'une methode pour tester si un nombre premier p ne
divisant pas b est un diviseur de toute suite recurrente lineaire, a valeurs dans 7L, de
polynome caracteristique P.
On notera que la condition r(p) = p + 1 implique que Pest irreductible modulo p. Il
est d'ailleurs evident que si Pest reductible, alors P possede une racine t dans fp-{O},
et une suite U(n) recurrente lineaire, avaleurs dans 7L, de polynome caracteristique P
et telle que U(n)= t" [p] 'tin ne possede pas p pour diviseur. Notre propos est de
generaliser le theoreme 1 aux suites recurrentes d'ordre superieur.
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Malheureusement, l'enonce correspondant (theoreme 2 ci-dessous), n'est pas aussi
simple. Notons toutefois, que dans la mesure ou l'on connait un element primitif de IFpS
sur IFp» et l'ordre reduit du polyndme P modulo p (voir la definition 2), on a aussi une
methode, dans Ie cas ou Pest irreductible modulo p, pour decider si p est un diviseur
de toute suite recurrente lineaire, avaleurs dans Z, de polyndme caracteristique P. Bien
entendu, comme il n'y a qu 'un nombre fini de suites recurrentes lineaires, avaleurs dans
Fp» de polynome caracteristique l'image de P dans IFp[X], on peut aussi etudier chacune
de ces suites (qui sont periodiques).
2. NOTATIONS ET RApPELS
Nous rappelons tout d'abord la notion d'ensemble cyclique aux differences.
DEFINITION 1. Soit v un entier non nul, et A une partie de Z/ vZ. On dit que A est
un ensemble cyclique aux differences, de type v, k, A, si A est de cardinal k, et si, pour
tout element non nul c de Z/ vZ, I'equation a - b = c possede exactement A couples (a, b)
solutions dans A x A.
Pour tout ce qui conceme ce sujet , on renvoie a [1]. La notion d'ensemble cyclique
aux differences sera fondamentale dans tout ce qui suit.
Soit P un polynome de degre s superieur ou egal a2, unitaire et acoefficients dans Z.
On supposera, dans tout ce qui suit, que Ie polynome Pest irreductible dans Z[X].
On note alors I(P) I'ensemble des nombres premiers p tels que l'image de P dans
IFp[X] (image que nous noterons toujours P, conformement a l'usage) soit irreductible.
Pour s =2 ou 3, on sait que I(P) est un ensemble infini; pour s ~ 4, I(P) peut etre vide
(voir [4], p. 139, ex 5 et 6). Pour p appartenant a I(P), on note L un corps de rupture
de l'image de P dans IFp[X], et ai , 1,;;; i,;;; s, les racines de P dans L.
Soit G le sous-groupe multiplicatif de L* engendre par les quotients des racines de P
dans L.
Nous noterons h(p, P) (et pour simplifier h(p), quand il n'y aura pas de confusion
possible) l'ordre du groupe G.
DEFINITION 2. L'ordre h(p, P) du groupe G sera appele l'ordre reduit du polynome
P modulo p.
L'ensemble des suites recurrentes lineaires, avaleurs dans Z, de polynome caracteris-
tique P, sera note S(P). Pour p element de I(P), nous noterons de meme S(p, P)
l'ensemble des suites recurrentes lineaires, avaleurs dans IFp , de polynome caracteristique
PeIFp[X].
Enfin, nous noterons D(P) l'ensemble des nombres premiers p de I(P), tels que p soit
un diviseur de toute suite de S(P). On voit immediatement que p appartient a D(P), si
et seulement si toute suite de S(p, P) prend au moins une fois la valeur zero.
Nous dirons qu'un element p de D(P) est un diviseur universel de P.
3. FORMULATION DES RESULTATS
Nous allons demontrer les resultats suivants:
THEOREME 2. Soit P un polyniime unitaire, a coefficients dans Z, de degre s ~ 2,
irreductible, et p tel que P soit encore irreductible modulo p. On definit u et v par les relations :
uh (p) = v = 1+P+.. .r:'. 11 existe un ensemble cyclique aux differences A, de parametres
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v, k = (pS -':I_ 1)/(p - 1), A = (pS-2_ 1)/(p - 1) ne dependant que du nombre premier pet
de l'entier s, tel que (a) et (b) soient equiualentes:
(a) toute suite recurrentelineaireavaleurs dans 7L. admettant P comme polyniime caracteris-
tique possede un zero modulo p;
(b) la restriction aA de l' application canonique cp de Z/ v7L. dans 7L./ u7L. est surjective.
THEOREME 3. Sous les memes hypotheses que dans Ie theoreme 2 on a, pourp appartenant
aI(P) et s » 3, les resultats suiuants:
(a) h(p);a.[ps+(p-1)2/4r/2-(p-l)/2 entraine que toute suite recurrente lineaire a
valeurs dans 7L. admettant P comme polyniime caracteristique possede un zero modulo p;
(b) si toute suite recurrente lineaire a valeurs dans 7L. admettant P comme polyniime
caracteristique possede un zero modulo p, alors on a h(p);a. p + 1+.[p pour s =3 et h(p);a.
p +1 pour s ;a.4.
Dans le cas s =3, des resultats de meme nature que ceux du theoreme 3 ont ete
demontres par Ward sous la forme que voici:
THEOREME 4 (Ward, [7]). Sous les hypotheses du theoreme 2, et pour s = 3, chacune
des conditions (a), (b) ou (c) suioantes entraine que toute suite recurrente linea ire avaleurs
dans Z admettant P comme polyniime caracteristique possede un zero modulo p.
(a) h(p)=I+p+p2;
(b) 311+p+p2 et h(p)=(I+p+p2)/3;
(c) 711+p+p2 et h(p)=(I+p+p2)/7.
4. LEMMES PRELIMINAIRES
Dans tout ce qui suit, p est un element de I(P) (c'est adire Pest irreductible modulo
p).
LEMME 1. (a) L'ordre reduit h(p), defini plus haut, est Ie plus petit entier strictement
positif n tel que la condition suioante soit realisee: II existe a dans f p, tel que P divise Ie
polyniime X" - a dans Fs :
(b) L'ordre reduit divise v = 1+p+' .. +pS-1 = (pS -l)/(p- 1).
PREUVE. (a) pour tout couple (i,i) d'entiers compris entre 1 et s, on a a~(p) = a;(p)
d'apres la definition de h(p). Soit a la valeur commune des a~(p). L'element a est dans
f p et it est clair que P divise Xh(p) - a. Reciproquement, si P divise X" - a, alors nest
un multiple de h(p).
(b) Soit a, une racine de P dans L. La norme de a, sur f p est a)+P+" '+p'-' = a~ et
appartient donc af p; it en resulte que h (p) divise v.
DEFINITION 3. Soit (J un element de L*. On dit que (J est une racine pseudo-primitive
si l'image de (J dans Ie groupe L*If; en est un generateur.
LEMME 2. Soit (J une racine pseudo-primitive de L*, et Q son polyniime minimal. Alors
l' ordre reduit de Q est v = 1+P+... +pS-I. Soit W la suite recurreme lineaire d' elements
de f p , de polynome caracteristique Q definie par W(n) = L; (J? ou les (Ji' 1~ i~ S sont les
racines de Q. Toute suite U de S(p, P) est une sous-suite de W dans Ie sens suivant: II
existe b appartenant a f p , a appartenant af;, c dans N* et d dans 7L., tels que, pour tout
n dans 7L. on ait U(n)=ba"W(cn+d).
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PREUVE. La premiere assertion est evidente, puisque l'ordre du groupe L*/'f; est
1+p+' .. +pS-1 = v.
Soit U appartenant a S(p, P). On peut ecrire dans L, U(n) =I:=I Aia7, les Ai I:$; i:$; s
etant des elements de L. Puisque 6 = 61 est une racine pseudo-primitive, on peut ecrire
al = a6~ et Al = bet, avec c element de N*, a et b dans 'fp et d dans 7L..
11 resulte alors du fait que U est avaleurs dans 'fp, que l'on peut supposer, pour tout
i compris entre 1 et s:
ai = a6f et Ai = be1. Par consequent, on a:
U(n) =I:=I ba"6f"+d == ba"W(cn + d), ce qui demontre le lemme 2.
LEMME 3. On se place dans les conditions du lemme 2, et on note u Ie plus grand
commun diviseur de c et v == (pS -1)/ (p -1). On a alors la relation uh(p) = v.
PREUVE. On a al == a6 c = a6~, en utilisant les notations du lemme precedent. L'ordre
de l'image de al dans le groupe L*/'f; est alors egal a l'ordre dans L*/'f; de 6c, et
puisque 6 est une racine pseudo-primitive, l'ordre de e: est egal a v divise par le PGCD
de c et de v. D'ou le resultat, puisque l'ordre de al dans L*/'f; est aussi l'ordre reduit
modulo p du polynome P.
LEMME 4. Soit 6 une racine pseudo-primitive, et W la suite recurrente lineaire, Ii valeurs
dans 'f»» definie dans Ie lemme 2 precedent. On note B == {n E 7L.1 W( n) = O}. Alors l'lmage
de B dans 7L./ v7L. est un ensemble cyclique aux differences, de parametres v == (pS -1)/(p -1),
k = (pS-l_l)/(p -1), A == (ps-2_1)/(p -1). De plus, si b appartient Ii B, alors, pour tout
m dans 7L., b + mv appartient Ii B.
PREUVE. La premiere assertion se deduit de [1], chapitre V, page 103, on prend pour
forme lineaire la trace; voir aussi la remarque du bas de la page 103, pour le cas d'une
racine pseudo-primitive au lieu d'une racine primitive. La deuxieme assertion est evidente.
LEMME 5. Soit A un ensemble cyclique aux differences, de parametres v, 1<, A, et u
diviseur de v. On note, pour i appartenant Ii 7L./ u7L., b, Ie cardinal de l' ensemble des elements
a de A tels que cp (a) == i, au cp est la surjection canonique de 7L./ v7L. sur 7L./ u7L.. On a alors
les trois relations suivantes:
(a) I b, == k;
(b) Ib;==k-A+v/u;
(c) Ib jbj _ j==Av/u(jE7L./u7L.,j"#O).
au les trois sommations ant lieu sur les indices i appartenant a 7L./ u7L..
PREUVE. Voir [1], page 24.
5. PREUVE DES THEOREMES 2 ET 3
PREUVE DU THEOREME 2. D'apres le lemme 2, et en utilisant les notations qui y sont
introduites, toute suite U de S(P) admet p pour diviseur, pour p appartenant a I(P), si
et seulement si, pour tout element d de 7L., il existe un entier n tel que cn + d appartienne
a l'ensemble B des zeros de la suite W introduite dans le lemme 2.
Autrement dit, il est necessaire et suffisant que B rencontre toute classe modulo c.
Nous allons prendre pour l'ensemble A du theoreme 2 l'image de B dans 7L./ v7L. .
D'apres les proprietes de B (cf. lemme 4) on voit done qu'il suffit, pour demontrer le
theoreme 2, de montrer que la condition ' B rencontre toute classe modulo u' equlvaut
a: 'B rencontre toute classe modulo c'. (On rappelle que u est le plus grand commun
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diviseur de c et v). Si B rencontre toute classe modulo c, il est clair que B rencontre
toute classe modulo u, puisque u divise c. Reciproquement, supposons que B rencontre
toute classe modulo u. On pose ut = c et uq = v, avec t et q premiers entre eux.
Soit x appartenant a 71.. 11 existe b, appartenant a B tel que bl = x + ku; pour tout m
dans 71., on sait d'apres le lemme 4 que bl + mv appartient a B. On va done chercher m
dans 71. tel que b = bl + mv soit congru a x modulo c; ceci equivaut a trouver m tel que
mv + ku soit divisible par c, ou encore atrouver m tel que mq + k soit divisible par t, et
l'existence d'un tel m est evidente puisque t et q sont premiers entre eux, et ceci termine
la demonstration du theoreme 2.
On peut formuler de facon legerement differente le theoreme 2, en introduisant, pour
chaque nombre premier p et chaque entier s superieur ou egal a deux, un ensemble
cyclique aux differences A(p, s), de parametres (pS -1)/ (p -1), (pS-1 -1)/ (p -1), (pS-2_
1)/(p-1), provenant de l'extension de degre s de f p , en se fixant une fois pour toute
une racine pseudo-primitive de f p ' (par exemple une racine primitive).
On note alors D( p, s) I'ensemble des diviseurs h de v = (pS - 1)/ (p - 1) tels que si
v = hu, l'image de A( p, s) dans 71./ u71. soit 71./ u71. tout entier par l'application canonique
de 71./ v71. dans 71./ u71..
THEOREME 2'. Soit P un polyniime unitaire, a coefficients dans 71., de degre s;;;' 2,
irreductible dans 71.[X]. Soit pun nombre premier tel que P soit irreductible modulo p. Alors
p est un diviseur universel de P, si et seulement si l' ordre reduit de P modulo p appartient
aD(p, s).
On peut regarder plus precisement ce qui se passe pour s =2 et s =3. Dans les deux
cas, on voit facilement qu'il est necessaire, pour que p divise toute suite recurrente lineaire
avaleurs dans 71. de polynome caracteristique p, que P soit irreductible modulo p. (On
suppose que p ne divise pas le terme constant du polynome P; voir l'argument suivant
l'enonce du theoreme 1).
Dans le cas s = 2, on voit que v = p +1, k = 1, A= O. Done l'ensemble A(p, 2) a un seul
element, et par consequent, pour que la restriction de l'application canonique de 71./(p+
1)71. dans 71./ u71. aA(p, 2) soit surjective, il est necessaire et suffisant que u = 1; on retrouve
done le theoreme 1.
Dans le cas s = 3, un phenomene interessant se produit: il se peut que v = 1+P+p2
soit premier, ceci se realise pour p =2,3,5, 17,41, ... etc. 11 semble que de telles valeurs
de p soient assez nombreuses. 11 est clair que dans ce cas D(p,3) est reduit a {v}, et
qu'une condition necessaire et suffisante pour que le nombre premier p divise toute suite
recurrente lineaire a valeurs dans 71., de polynome caracteristique P, est que P soit
irreductible modulo p.
Pour toute valeur de s, le corollaire suivant au theoreme 2 est d'ailleurs evident:
COROLLAIRE. Soit Pun polyniime unitaire de degre s ;;;. 2, acoefficients dans 71., et p un
nombre premier tel que P soit irreductible modulo p. Alors, si l' ordre reduit de P modulo p
est egal av = 1+P+... +pS-I, toute suite recurrente lineaire avaleurs dans 71., admettant
P comme polyniime caracteristique, possede un zero modulo p.
Le theoreme 1 dit que pour s =2, la condition h(p) = vest necessaire et suffisante pour
que p appartienne aD(P). Dans le cas general, la situation est moins simple, comme le
montre le theoreme 3 dont nous allons maintenant donner la preuve.
PREUVE DU THEOREME 3. On suppose s;;;' 3, soit u un diviseur de v = 1+P+... +ps-I,
et h tel que uh = v. Nous utilisons les notations du lemme 5. 11 faut tout d'abord montrer
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que si h est plus grand que [p ' + (p _1)2/4r/2- (p -1)/2, on a b, y6 0 pour tout i dans
lL./ ulL.. Soit S = I (pb;- h) 2, la sommation etant faite sur les indices j dans lL./ ulL.. A l'aide
des relations (a) et (b) du lemme 5, on trouve:
S =p' - (p -1)h.
On raisonne alors par l'absurde, en supposant qu'il existe un indice io tel que bie, = O.
On a alors:
h2= (pbie, - h)2~ S= p' -(p -1)h,
d'ou h2+ (p -1)h ~ p', et la conclusion cherchee en resulte, Supposons maintenant b, y6 0
pour tout i dans lL./ ulL.. On peut alors ecrire b,= 1+ C; avec C; appartenant a N. On a
alors: I (l + c;) =k; et pour j dans lL./ ulL.,j y6 0, I (1+ Cj)(l + Cj_j) =Av/ u = Xh, les somma-
tions etant faites sur les indices i dans lL./ ulL..
On en tire I c;= k - u et 1: CjCj_j = Ah - 2k + u; la quantite Ah - 2k + u est done positive
ou nulle.
Ceci equivaut a (p'-2-1)h2-2(p·-I-1)h+p'-1 positive ou nulle, d'ou:
(
. -1 1)2 .-2
h-;.2=1 ;;,(p-1)2(P.P2_1)2'
II est d'autre part immediat que u ~ card (A) = k; puisque la restriction de l'application
canonique de lL./ vlL. sur lL./ ulL. a A est surjective. Done h » (p' -1)/ir: -1) =
p+(p-1)/(p.-I-l); pour s;;,3, on a done h;;,p+1. D'autre part pour s;;,3, p+l;;,
(p.-I_1)/(p.-2_1) et (*) implique alors
p.-I -1 p(.-2)/2
h » s 2 1+(P-1) s 2 t 'P - p-
Pour s =3, on trouve h;;, p +1+.fP; pour s;;' 4, on ne trouve pas mieux que l'inegalite
h ;;, p + 1 deja vue.
L'auteur remercie J. Berstel et les referees pour d 'interessantes suggestions de pres-
entation.
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