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CHERNOFF AND TROTTER-KATO THEOREMS FOR LOCALLY
CONVEX SPACES.
NEKLYUDOV A. Y.
Abstract. We develop new approach for studying the abstract Cauchy problem
x˙ = Ax, x(0) = x0 ∈ D(A), for linear operator A defined on locally convex space X.
This approach was firstly introduced in the paper ”Chernoff and Trotter type product
formulas” to study the problem for Banach spaces. In this paper we not only generalize
the results of the previous paper to more general topological spaces but also get new
results for Banach spaces. In particular, we prove the ”local” extension of Chernoff-
Trotter-Kato type theorems. Applying this result, we prove Chernoff, Lie-Trotter and
Trotter-Kato theorems for locally convex spaces. Also we find necessary and sufficient
conditions for the validity of the Chernoff and Trotter product formulas.
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1. Introduction
The paper is devoted to extensions of Chernoff, Lie-Trotter and Trotter-Kato theorems
for locally convex spaces. In the paper we have developed the approach which was firstly
introduced in [12] for studying the abstract Cauchy problem x˙ = Ax, x(0) = x0 ∈ D(A)
in Banach spaces. As a result, we not only generalize the results of that paper to more
general topological spaces, but also get new results for Banach spaces. In particular, we
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find new proofs of Chernoff, Lie-Trotter and Trotter-Kato theorems ([5]) and, moreover,
prove the local version of these theorems.
Chernoff, Lie-Trotter and Trotter-Kato theorems are classical results in the theory of
C0-semigroups in Banach spaces ([4], [5]). Initially the ”resolvent” technique was used to
prove these theorems. So, the development of this technique for the theory of semigroups
in locally convex spaces was one of the central problems in works [6], [7], [8], [14], [16], [20]
and others. Let us draw attention to [1]. There, applying the ”resolvent” technique de-
veloped in [14], the extensions of Trotter-Kato theorem were proved for locally equicon-
tinuous semigroups defined on sequentially complete locally convex spaces (Theorems
15, 17). However, unlike our variant of the extension of Trotter-Kato theorem (Theo-
rem 6.2), these results are not applicable to arbitrary equicontinuous semigroups. Indeed,
it suffices to construct a generator Z of the lC0-semigroups T, such that there doesn’t
exist λ ∈ C, for which the image of the operator λI− Z is dense in X (see the example
of such semigroup in Example 6.1).
Chernoff theorem [3] is the extension of Lie-Trotter theorem [19] and can be considered
as one of the central theorems in the theory of semigroups. Chernoff theorem is applied
to find representations of solutions for many equations in mathematical physics such as
Shro¨dinger equation and heat equation. In particular, E. Nelson [13] applied Lie-Trotter
formula for representing the solution of Shro¨dinger equation by Feynman path integrals
in phase space. Chernoff theorem was used in [18] to find the solution of heat equation
on a compact Riemannian manifold and it was also used in [17] to represent the solution
of Shro¨dinger equation by Feynman path integrals.
In the present paper we obtain Chernoff type formula for the local solution of the
abstract Cauchy problem
x˙ = Ax, x(0) = x0 ∈ D(A),(1.1)
for any linear operator A ∈ ZX on a locally convex space X (see Definitions 2.22, 4.1 and
Theorem 5.1). Applying this result, we find necessary and sufficient conditions for the
existence of the local solution of the abstract Cauchy problem 1.1 (see Theorems 7.1, 7.2
and Corollary 7.1). Moreover, we prove the extensions of Chernoff, Lie-Trotter and
Trotter-Kato theorems for sequentially complete locally convex spaces (see Theorems 6.1-
6.3). As a consequence of these results, we find necessary and sufficient conditions that
the closure of a linear operator A is the generator of the locally equicontinuous semigroup
(see Theorems 8.2-8.4, Corollaries 8.1-8.3 and Remark 8.2). In addition, we show that if
there exists a local solution of the abstract Cauchy problem
x˙ = Zx, x(0) = x0 ∈ D(Z),(1.2)
where Z is a densely defined dissipative linear operator in a Hilbert space X, then the
solution can be represented by Chernoff type formula (Corollary 9.4). In this case Cher-
noff theorem is not applicable because the closure of Z may not be the generator of the
C0-semigroup. By Theorem 5.1, we also easily get representations of the local solution
for Shro¨dinger equation by Feynman path integrals ([17]). In conclusion, note that the
proof of Theorem 5.1 can be used to find an estimate of the rate of convergence of the
approximation to the local solution of the abstract Cauchy problem (1.1).
Acknowledgments. The author expresses the gratitude to his PhD advisor Professor
O. G. Smolyanov for his attention to the work and helpful discussions. E. T. Shavgulidze,
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2. Preliminaries.
Let E be a locally convex space on the field T ∈ {R,C} with topology generated by
semi-norms ‖·‖α, α ∈ Ω; L(E) be the space of all bounded linear operators in E with the
topology of pointwise convergence (strong operator topology); I be the identity operator
in E. For any function C we denote D(C) the domain of C. Linear subspaces of E
will be considered as the locally convex spaces with topology generated by the natural
semi-norms (i.e. the semi-norms inherited from the locally convex space E). For any set
A ⊂ E let the function ‖ · ‖A : E 7→ [0, ∞) ∪ {∞} be defined by the equality
‖x‖A =
{
sup {t > 0|x/t /∈ A}, if {t > 0|x/t /∈ A} 6= ∅;
0, otherwise,
where x ∈ E; A◦ be the set consisting of all linear continuous functionals f on E such
that sup
x∈A
|f(x)| ≤ 1. For any set B denote 2B the set consisting of all subsets of B. For
any function S : [0, ∞) 7→ L(E) we denote S∗ the function from [0,∞) to L(E∗) such that
S∗(s) = (S(s))∗ for each s ≥ 0. Recall that the dual space E∗ is the locally convex space
of all linear continuous functionals on E with the topology generated by the semi-norms
of the form ‖ · ‖A◦ , where A is a bounded subset of E.
Further the expressions (x, φ) and ‖x‖φ, where x ∈ E and φ ∈ E
∗, is defined by the
equalities (x, φ) = φ(x) and ‖x‖φ = |(x, φ)|. It is not difficult to show that ‖f‖A◦ =
sup
x∈A
|(x, f)| for any f ∈ E∗.
Definition 2.1. Linear operator A : D(A) → E is closed if its graph {(x,Ax)|x ∈
D(A)} is closed in the product space E×E.
Definition 2.2. Linear operator A : D(A) → E is closable if the closure of its graph
{(x,Ax)|x ∈ D(A)} is the graph of the linear operator.
Definition 2.3. The set A ⊂ E is sequentially dense in E, if for each x ∈ E there
exists a sequence {xk}k∈N, xk ∈ A, such that there exists the limit limk→∞ xk = x.
Definition 2.4. The set A ⊂ E∗ is *-dense in E∗, if for each φ ∈ E∗ there ex-
ists a sequence {φk}k∈N, φk ∈ A, such that for each x ∈ E˜ there exists the limit
limk→∞ (x, φk) = (x, φ), where E˜ is the completion of the space E.
Definition 2.5. LetK be a non-empty set. A filter base F ⊂ 2K is a system of subsets
of K satisfying the following condition:
i) The intersection of any two sets of F contains a set of F.
ii) F is non-empty and the empty set is not in F.
Definition 2.6. Let G be a function from non-empty set K to E. Let F ⊂ 2K be a
filter base. The point x ∈ X is said to be a limit of the function G with respect to the
filter base F,
lim
F
G = x,
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if for any α ∈ Ω and ǫ > 0 there exists Lα,ǫ ∈ F such that ‖G(y) − x‖α ≤ ǫ for any
y ∈ Lα,ǫ.
Definition 2.7. Let G be a function from non-empty set K to R. Let F ⊂ 2K be a
filter base. The point x ∈ R is said to be the upper limit of the function G with respect
to the filter base F
lim sup
F
G = x
if for any L ∈ F and ǫ > 0 there exists Lǫ ∈ F such that Lǫ ⊂ L and
0 ≤ sup
y∈Lǫ
(G(y)− x) < ǫ.
Definition 2.8. A family of functions Gβ ∈ L(E), β ∈ Γ, is equicontinuous if for any
α ∈ Ω there exists {αi}
n
i=1, αi ∈ Ω, and {bi}
n
i=1, bi > 0, such that we have
sup
β∈Γ
‖Gβx‖α ≤
n∑
i=1
bi‖x‖αi
for each x ∈ E.
Definition 2.9. For any function F : [0,∞) 7→ L(E) and s ≥ 0 let BFs ⊂ L(E) be the
family of functions {Fm( d
n
)|md/n ≤ s, n, m ∈ N, d ≥ 0}.
Definition 2.10. The set EE is the set of all functions F : [0, ∞) 7→ L(E) such that
F(0) = I and the set BFs is equicontinuous for each s ≥ 0.
Definition 2.11. For any F ∈ EE, α ∈ Ω, s ≥ 0 let the function ‖ · ‖
F,s
α : E 7→ [0, ∞)
be defined by the equality ‖x‖F,sα = sup
g∈BFs
‖g(x)‖α, x ∈ E.
Definition 2.12. By Definition 2.11 and induction over n, for any {Fi}
n
i=1, Fi ∈
EE, α ∈ Ω, {si}
n
i=1, si ≥ 0, let the function
‖ · ‖F1,s1;F2,s2;...;Fn,snα : E 7→ [0, ∞)
be defined by the equality
‖x‖F1,s1;F2,s2;...;Fn,snα = sup
g∈BFnsn
‖g(x)‖F1,s1;F2,s2;...;Fn−1,sn−1α , x ∈ E,
for each natural n ≥ 2.
Remark 2.1. In the case of F ∈ EE, the set of semi-norms {‖ · ‖
F,s
α |α ∈ Ω, s ≥ 0}
generates the topology of the space E. It follows from the definition of equicontinuity. In
the same way if F1, F2, . . . ,Fn ∈ EE, then the set of semi-norms {‖ · ‖
F1,s1;F2,s2;...;Fn,sn
α |α ∈
Ω, s1, s2, . . . , sn ≥ 0} generates the topology of the space E.
Definition 2.13. For any function F : [0, ∞) 7→ L(E) let EF be the set consisting of
all f ∈ E such that there exists a sequence {fs}s≥0 that there exist the limits lim
h→0
fh = f
and lim
h→0
h−1(F(h)− F(0))fh.
Definition 2.14. By the (strong) many-valued effective derivative at the point 0 of a
function F : [0, ∞) 7→ L(E) we mean the linear map F′mef(0) : EF 7→ 2
E such that for
any f ∈ EF F
′
mef(0)f consists of all g ∈ E for which there exists a sequence {fs}s≥0 such
that there exist the limits lim
h→0
fh = f and lim
h→0
h−1(F(h)− F(0))fh = g.
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Definition 2.15. We say that F′mef(0) is single-valued if F
′
mef (0)f consists of one
element for each f ∈ EF.
Definition 2.16. Let F be a function from [0, ∞) to L(E) and F′mef(0) be single-
valued. We call the (strong) effective derivative at the point 0 of the function F the
linear map F′ef(0) : EF 7→ E such that for any f ∈ EF F
′
ef(0)f ∈ F
′
mef(0)f. So, we say
that there exists F′ef(0) if F
′
mef (0) is single-valued.
Definition 2.17. We call the (strong) derivative at the point 0 of a function F :
[0, ∞) 7→ L(E) the linear map F′(0) : D(F′(0)) 7→ E defined by the equality F′(0)ψ =
lim
h→0
h−1(F(h)ψ − F(0)ψ), ψ ∈ D(F′(0)), where D(F′(0)) is the space of all ψ ∈ E for
which the above limit exists.
Definition 2.18. A function T : [0, ∞) → L(E) is called a lC0-semigroup if the
following conditions hold:
1) T(0) = I, T(l +m) = T(l)T(m) for each l, m ∈ [0, ∞).
2) The function T is continuous.
3) T ∈ EE.
Definition 2.19. A linear operator Z is called the generator of the lC0-semigroup T
if Z is the (strong) derivative at the point 0 of the function T.
It is well-known fact that there exists one-to-one correspondence between lC0-
semigroups and its generators.
Definition 2.20. A set D is called a core of a generator Z of the lC0-semigroup T
if the closure of the subset {(x,Zx)|x ∈ D} of E × E coincides with the graph of the
generator Z.
Definition 2.21. The set FE is the set of all functions F : [0, ∞) 7→ L(E) such that
F ∈ EE and D(F
′
mef(0)) is dense in E.
Definition 2.22. The set ZE is the set of all densely defined linear operators Z in E
for which there exist F ∈ FE such that D(Z) ⊂ D(F
′
mef(0)) and Zf ∈ F
′
mef(0)f for each
f ∈ D(Z).
We show in Theorem 3.1 that the set ZE consists of closable operators. Moreover, if
E is a Hilbert space, then, by Proposition 3.4, the set of all dense defined dissipative
operators is contained in ZE.
In the article we assume that X is a Hausdorff locally convex space on the field T ∈
{R,C}) with the topology generated by semi-norms ‖ · ‖α, α ∈ Ω, and B is either a
separable reflexive Banach space or Hilbert space.
Remark 2.2. The Hausdorff condition on X is imposed for simplicity. Actually this
condition is not essential because instead of X we can consider its appropriate factor
space.
3. Existence of effective derivative S′ef(0) for S ∈ FX.
Lemma 3.1. Let F ∈ FX. Then there exists
lim
ti/k→0
(Fi(t/k)− I)g = 0, i, k ∈ N, t > 0,
for any g ∈ X.
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Remark 3.1. The limit in Lemma 3.1 is considered as a limit w. r. t. the filter base
consisting of the sets of the form {(i, k, t)| t i
k
< ǫ, i, k ∈ N, t > 0}, where ǫ > 0.
Proof of Lemma 3.1. Fix ǫ0 > 0. If g ∈ D(F
′
mef(0)), then there exists a sequence
{gs}s≥0 such that there exist the limits lim
s→0
gs = g, lim
s→0
s−1(F(s)− F(0))gs. Put
h = lim
s→0
s−1(F(s)− F(0))gs. Then for any α ∈ Ω and ǫ ∈ (0, ǫ0) the following chain
of the inequalities is satisfied:
‖(Fi( t
k
)− I)g‖α ≤ i
t
k
∥∥(F( tk )i−1+···+I
i
) (F( t
k
)gt/k−gt/k)
t
k
∥∥
α
+ ‖(Fi( t
k
)− I)(g − gt/k)‖α ≤ i
t
k
∥∥ (F( tk )gt/k−gt/k)
t
k
∥∥F,ǫ0
α
+ ‖(Fi( t
k
)− I)(g − gt/k)‖α ≤ 2ǫ‖h‖
F,ǫ0
α + 2‖g − gt/k‖
F,ǫ0
α
for ti/k < ǫ. Therefore, we have lim
ti/k→0
(Fi( t
k
)− I)g = 0.
If g /∈ D(F′mef(0)), then for any ε ∈ (0, ǫ0) and α ∈ Ω there exists g
′ ∈ D(F′mef(0))
such that ‖g − g′‖F,ǫ0α < ε/2 and
lim sup
ti/k→0
‖(Fi( t
k
)− I)g‖α ≤ lim sup
ti/k→0
‖(Fi( t
k
)− I)(g − g′)‖α
+ lim sup
ti/k→0
‖(Fi( t
k
)− I)g′‖α ≤ ε.
Since ε and α are arbitrary the Lemma is proved. 
Lemma 3.2. Let F ∈ FX and s > 0. Then for any g ∈ X there exists
lim
Fs
(Fi(t/k)− Fl(t/k))g = 0,
where the filter base Fs consists of the sets of the form {(i, l, k, t)| 0 < |t
i−l
k
| < ǫ, t i
k
≤
s, t l
k
≤ s, i, k, l ∈ N, t > 0}, where ǫ > 0.
Proof of Lemma 3.2. Fix s > 0 and α ∈ Ω. By Lemma 3.1,
lim sup
Fs
‖(Fi(t/k)− Fl(t/k))g‖α
≤ lim
Fs
‖(F|i−l|(t/k)− I)g‖F,sα = lim
ti/k→0
‖(Fi(t/k)− I)g‖F,sα = 0

Lemma 3.3. Let F ∈ FX and s > 0 be fixed. Then for any sequence {gs}s≥0, gs ∈ X,
such that there exist the limits lim
s→0
gs = g and lim
s→0
s−1(F(s)− F(0))gs = h, g, h ∈ X, we
have
lim
Fs
(Fi(t/k)− Fl(t/k))gt/k
(i− l)t/k
− (Fmin(i,l)(t/k))h = 0,
where the filter base Fs consists of the sets of the form {(i, l, k, t)| 0 < |t
i−l
k
| < ǫ, t i
k
≤
s, t l
k
≤ s, i, k, l ∈ N, t > 0}, where ǫ > 0.
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Proof of Lemma 3.3. Fix s > 0. For any α ∈ Ω choose α1, α2, ..., αn ∈ Ω and
β1, β2, ..., βn > 0 such that ‖x‖
F,s
α ≤ β1‖x‖α1 + β2‖x‖α2 + · · ·+ βn‖x‖αn , for each x ∈ X.
Then we have the following chain of the inequalities:
lim sup
Fs
‖
(Fi( t
k
)−Fl( t
k
))gt/k
(i−l) t
k
− (Fmin(i,l)( t
k
))h‖α
≤ lim sup
Fs
‖
(F|i−l|( t
k
)−I)gt/k
|i−l| t
k
− h‖F,sα
≤ lim sup
ti/k→0
‖
(Fi( t
k
)−I)gt/k
i t
k
− h‖F,sα
≤ lim sup
ti/k→0
∥∥(F( tk )i−1+···+I
i
)
(
(F( t
k
)gt/k−gt/k)
t
k
− h)
∥∥F,s
α
+ lim sup
ti/k→0
∥∥(F( tk )i−1+···+I
i
)
h− h
∥∥F,s
α
≤ lim sup
ti/k→0
∑n
l=1 βl
∥∥ (F( tk )gt/k−gt/k)
t
k
− h
∥∥F,s
αl
+ lim sup
ti/k→0
∥∥( (F( tk )i−1−I)+···+(I−I)
i
)
h
∥∥F,s
α
= 0,
where the last limit is equal to 0 by Lemma 3.1. 
Proposition 3.1. Assume that F ∈ FX, t > 0 and {nk}
∞
k=1 is a strictly increasing
sequence of natural numbers. Then for any separable closed linear space Φ ⊂ X and φ ∈ X∗
there exists a subsequence {gk}
∞
k=1 of the sequence {nk}
∞
k=1 such that there exists
lim
k→∞
({F( t
gk
)}[gks]g, φ)(3.1)
for any g ∈ Φ and s > 0. Furthermore, if such subsequence {gk}
∞
k=1 is chosen, then the
family of the functions Ts : Φ× {φ} 7→ T, s ≥ 0, defined by
(3.2) Ts(g, φ) = lim
k→∞
({F( t
gk
)}[gk
s
t
]g, φ),
satisfies the following conditions:
a) Ts(g, φ) is linear w. r. t. g;
b) Ts(g, φ) is continuous w. r. t. s for any g ∈ Φ;
c) If f ∈ Φ ∩ D(F′mef(0)) and h ∈ Φ ∩ F
′
mef (0)f, then there exists
(Ts(f, φ))
′
s = Ts(h, φ)
for each s ≥ 0.
Proof of Proposition 3.1. Choose a subsequence {gk}
∞
k=1 of the sequence {nk}
∞
k=1 such
that for any nonnegative rational r there exists
lim
k→∞
({F( t
gk
)}[gkr]g, φ), g ∈ C,
where C is a dense countable subset of Φ. Indeed, it is possible to find such subsequence
because the family BFs is equicontinuous for each s > 0 and we have a countable number
8 NEKLYUDOV A. Y.
of conditions imposed on sequence {gk}
∞
k=1. Hence, it follows from the density of C in Φ
that there exists
lim
k→∞
({F( t
gk
)}[gkr]g, φ)
for any g ∈ Φ and r ∈ [0, ∞) ∩ Q. Let us show that the last limit exists for any real
number r ≥ 0. Fix r > 0 and ǫ > 0. Put ǫ
′
= ǫ/3. By Lemma 3.2 we can choose ǫ
′′
(g, ǫ
′
)
such that the inequality
|((Fi(t/k)− Fl(t/k))g, φ)| < ǫ
′
follows from the inequalities |(i − l)/k| < ǫ
′′
and |t(i + l)/k| < 2r, where i, l, k ∈ N.
Choose positive s ∈ Q such that |r − s| < ǫ
′′
/2. There exists k0 ∈ N such that 2/gk0 <
ǫ
′′
/2. Thus, it follows that
|[gnr]− [gns]|/gn ≤ (|gnr − gns|+ 2)/gn ≤ ǫ
′′
for each natural n > k0. Now it follows from the existence of the limit
lim
k→∞
{(F( t
gk
)}[gks]g, φ)
that we can find n0 > k0 such that for any natural l, m > n0 we have the following
inequality
|(({F(t/gl)}
[gls] − {F(t/gm)}
[gms])g, φ)| < ǫ/3.
Therefore, we get the following chain of the inequalities:
|(({F(t/gl)}
[glr] − {F(t/gm)}
[gmr])g, φ)| ≤ |(({F(t/gl)}
[glr]
− {F(t/gl)}
[gls])g, φ)|+ |(({F(t/gl)}
[gls] − {F(t/gm)}
[gms])g, φ)|
+ |(({F(t/gm)}
[gms] − {F(t/gm)}
[gmr])g, φ)| ≤ ǫ/3 + ǫ/3 + ǫ/3 ≤ ǫ.
As a consequence, we see that there exists
lim
k→∞
({F( t
gk
)}[gks]g, φ), s ≥ 0, g ∈ Φ.
Thus, the first part of Proposition 3.1 is proved. Now let us consider parts (a) – (c) of
Proposition 3.1.
(a) Part (a) immediately follows from the definition of Ts.
(b) Fix g ∈ Φ. It follows from Lemma 3.2 that for any ǫ > 0 there exist v0 > 0, k0 ∈ N
such that
|({F( t
gk
)}[gk
s+v
t
]g, φ)− ({F( t
gk
)}[gk
s
t
]g, φ)| < ǫ, k ∈ N,
for any v ∈ [−s, ∞) ∩ (−v0, v0) and k > k0. Tending k to infinity, we get the inequality
|Ts+v(g, φ)− Ts(g, φ)| < ǫ.
From the arbitrariness of ǫ we easily infer part (b) of Proposition 3.1.
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(c) Assume that f ∈ Φ ∩ D(F′mef(0)) and h ∈ Φ ∩ F
′
mef(0)f . Let {fs}s≥0 be a sequence
such that lim
s→0
fs = f and lim
s→0
s−1(F(s)− F(0))fs = h. Fix arbitrary s > 0. It follows
from Lemma 3.3 that for any ǫ > 0 there exist v0 > 0, k0 ∈ N such that
|(F[gk
s
t
]( t
gk
)f t
gk
, φ)− (F[gk
s+v
t
]( t
gk
)f t
gk
, φ)− t
gk
([gk
s
t
]− [gk
s+v
t
])
× (Fmin([gk
s
t
],[gk
s+v
t
])( t
gk
)h, φ)| < ǫ|[gk
s
t
]− [gk
s+v
t
]| t
gk
, k ∈ N,
for any v ∈ [−s, ∞)∩ (−v0, v0) and k > k0. Tending k to infinity, by the equicontinuity
of BFp , p ≥ 0, we get the inequality
|Ts(f, φ)− Ts+v(f, φ)− vTmin (s,s+v)(h, φ)| ≤ ǫ|v|.
From the arbitrariness of ǫ we deduce part (c) of Proposition 3.1.

Proposition 3.2. Assume that F ∈ FX. Then the function F
′
mef(0) is single-valued.
Proof of Proposition 3.2. Fix f ∈ D(F′mef(0)). Assume that for any i ∈ {0, 1} there
exists the sequence {f is}s≥0 such that there exist lim
s→0
f is = f and lim
s→0
s−1(F(s)− I)f is =
gi, gi ∈ X. It is enough to show that g0 = g1. We will argue by contradiction. Assume
that g0 6= g1. Then there exists φ ∈ X
∗ such that (g0, φ) 6= (g1, φ). Let B be the closure
of the linear span of elements f, g0, g1. According to Proposition 3.1, there exists a
sequence {gk}
∞
k=1 such that we can define the family of the function Ts : Φ × {φ} 7→ T,
s ≥ 0, by formula (3.2) with Φ = B. Thus, by part (c) of Proposition 3.1, we infer that
(Ts(f, φ))
′
s=0 = (g0, φ) = (g1, φ).
Hence, we get contradiction with the assumption g0 6= g1. 
Corollary 3.1. Assume that F ∈ FX. Then there exists the (strong) effective derivative
F′ef(0).
Proposition 3.3. Assume that F ∈ FX. Then the operator F
′
ef(0) is closable.
Proof of Proposition 3.3. Assume that for any i ∈ {0, 1} and φ ∈ X∗ there exists the
sequence {f i,αk }k∈N, f
i,α
k ∈ D(F
′
ef(0)), such that there exist lim
k→∞
‖f i,αk − f‖α = 0 and
lim
k→∞
‖F′ef(0)f
i,α
k − gi‖α = 0 for some fixed f, gi ∈ X. It is enough to show that g0 = g1.
We will argue by contradiction. Assume that g0 6= g1. Then there exists φ ∈ X
∗ such
that (g0, φ) 6= (g1, φ). Put fk = f
1,α
k −f
0,α
k , k ∈ N, and h = g1−g0. Then (h, φ) 6= 0. Let
B be the closure of the linear span of elements fi and F
′
ef(0)fi, where i ∈ N. According
to Proposition 3.1, there exists a sequence {gk}
∞
k=1 such that we can define the family of
the function Ts : Φ × {φ} 7→ T, s ≥ 0, by formula (3.2) with Φ = B. Thus, by part (c)
of Proposition 3.1, we infer that
(Ts(fi, φ))
′
s = Ts(F
′
ef(0)fi, φ)
for any i ∈ N. Therefore,
(3.3) Ts(fi, φ)− (fi, φ) =
∫ s
0
Tt(F
′
ef(0)fi, φ) dt, i ∈ N.
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Putting i→∞ in expression (3.3), we get the equality
Ts(0, φ)− (0, φ) =
∫ s
0
Ts(h, φ) ds = 0, s ≥ 0.
Indeed, it immediately follows from (3.3) and the equicontinuity of the family of the
function {Tl(·, φ)| l ∈ [0, s]}. Hence, we get
(3.4) (
∫ s
0
Tt(h, φ) dt)
′
s = Ts(h, φ) = 0, s ≥ 0.
Put s = 0 in (3.4). Consequently, we have
Ts(h, φ) = (h, φ) = 0.
Thus, we get contradiction with the assumption g0 6= g1. 
As a consequence of Proposition 3.3, we get
Theorem 3.1. Let F ∈ FX. Let also a linear operator Z have the domain D(Z) ⊂
D(F′ef(0)) and
Zf = F′ef(0)f, f ∈ D(Z).
Then the operator Z possesses a closure.
From Theorem 3.1 it follows that any operator Z ∈ ZX is closable. Below we will often
use the fact that an operator Z ∈ ZX possesses a closure.
It turns out that if X is a Hilbert space then any dissipative densely defined operator
is contained in ZX.
Proposition 3.4. Let H a Hilbert space. Then ZH contains all dissipative densely defined
operators Z in H.
Proof of Proposition 3.4. See Proposition 4.2 in [12]. 
4. Uniqueness of solution for the abstract Cauchy problem.
Lemma 4.1. Suppose that the assumptions of Proposition 3.1 are satisfied. Assume also
that r > 0, fi ∈ D(F
′
ef(0)) ∩ Φ, F
′
ef(0)fi ∈ Φ for any i ∈ N. Furthermore, suppose that
lim
i→∞
‖fi − h‖
F,r
φ = 0, limi→∞
‖F′ef(0)fi − g‖
F,r
φ = 0.
Then the inequality
(Ts(h, φ))
′
s = Ts(g, φ)
holds for any s ∈ [0, r).
Proof of Lemma 4.1. Let Z = F′ef(0). Note that in the equalities
lim
l→0
l−1(Ts+l(fi, φ)− Ts(fi, φ)) = lim
l→0
l−1
∫ s+l
s
Tm(Zfi, φ) dm
= Ts(Zfi, φ), s ∈ [0, r),
we have the uniform convergence w.r.t. i ∈ N, because there exists
lim
i→∞
Ts(Zfi, φ) = Ts(g, φ), s ∈ [0, r),
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and the family of the functions {T·(Zfi, φ)| i ∈ N} is equicontinuous on [0, l]. Therefore,
we get
Ts(g, φ) = lim
i→∞
lim
l→0
l−1(Ts+l(fi, φ)− Ts(fi, φ))
= lim
l→0
lim
i→∞
l−1(Ts+l(fi, φ)− Ts(fi, φ))
= lim
l→0
l−1(Ts+l(h, φ)− Ts(h, φ)) = (Ts(h, φ))
′
s, s ∈ [0, r).

Lemma 4.2. Suppose that the assumptions of Proposition 3.1 are satisfied. If f ∈
D(F′ef(0)) ∩ Φ and F
′
ef(0)f ∈ Φ, then
(Ts(f, φ))
′
s = Ts(F
′
ef(0)f, φ).
Proof of Lemma 4.2. Fix r > 0. It follows from f ∈ D(F′ef(0)) that there exists a
sequence {fi}
∞
i=1, fi ∈ D(F
′
ef(0)), such that
lim
i→∞
‖fi − f‖
F, r
φ = 0
and
lim
i→∞
‖F′ef(0)fi − F
′
ef(0)f‖
F, r
φ = 0.
Let Φ′ be the minimal closed space such that Φ and fi, F
′
ef(0)fi for all i ∈ N. Then,
according to Proposition 3.1, we can choose a subsequence {mk}
∞
k=1 of the sequence
{gk}
∞
k=1 such that the family of the functions T
1
s : Φ
′ × {φ} 7→ T, s ≥ 0, is defined by
the equality
T1s(g, φ) = lim
k→∞
({F(t/mk)}
[mk
s
t
]g, φ), g ∈ Φ′.
Thus, it follows from Lemma 4.1 (applied with parameters h = f , g = F′ef(0)f) that
(T1s(f, φ))
′
s = T
1
s(F
′
ef(0)f, φ), s < r.
Since the restriction of T1s to the set Φ× {φ} coincides with Ts we see that
(Ts(f, φ))
′
s = Ts(F
′
ef(0)f, φ), s < r.
Since r is arbitrary the Lemma is proved. 
Definition 4.1. Let Z be closable operator in X. A function g : [0, l) 7→ X, l > 0, is
called a local solution of the system
f ′(t) = Zf(t), t ∈ [0, l),
f(0) = h ∈ D(Z),
(on semi-interval [0, l)), if the following conditions are satisfied:
1) g(s) ∈ D(Z) for any s ∈ [0, l).
2) g(0) = h and (g(s))′s = Zg(s), for any s ∈ [0, l).
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Proposition 4.1. Assume that F ∈ FX and t, l > 0. Assume that there exists a local
solution f : [0, l) 7→ X of the system
f ′(s) = F′ef(0)f(s), s ∈ [0, l),(4.1)
f(0) = h ∈ D(F′ef(0)).(4.2)
then the solution is unique and the following equality is valid:
f(s) = w- lim
n→∞
{F(t/n)}[n
s
t
]h, s ∈ [0, l).(4.3)
Proof of Proposition 4.1. Let f(s), s ∈ [0, l), be a local solution of system (4.1)-(4.2).
Fix φ ∈ X∗. Let B be the minimal closed linear subspace of X such that f(r) ∈ B for
any r ∈ Q ∩ [0, l). Hence, fs ∈ B for any s ∈ [0, l) and, consequently, F′(0)fs ∈ B
for any s ∈ [0, l). Let us choose a subsequence {gk}
∞
k=1 of arbitrary strictly increasing
natural sequence {nk}
∞
k=1 such that the family of the functions Ts : Φ×{φ} 7→ T, s ≥ 0,
is defined by the equality (3.2) with Φ = B. From Lemma 4.2 it follows that
(Ts(f(v), φ))
′
s = Ts(F
′(0)f(v), φ), s, v ∈ [0, l).
So, by Proposition 3.1,
(Ts(f(v − s), φ))
′
s
= lim
a→0
a−1(Ts+a(f(v − a− s), φ)− Ts(f(v − s), φ))
= lim
a→0
a−1(Ts+a((f(v − a− s)− f(v − s)), φ))
+ lim
a→0
a−1(Ts+a(f(v − s), φ)− Ts(f(v − s), φ))
= (−Ts(F′(0)f(v − s), φ))) + Ts(F′(0)f(v − s), φ) = 0,
for any v ∈ (0, l), s ∈ (0, v). From this we infer that the function Ts(f(v − s), φ) is a
constant w.r.t. s. Thus,
Tv(g, φ) = (f(v), φ), v ∈ [0, l).
Now the existence of limit (4.3) follows from the arbitrariness of the sequence {nk}
∞
k=1
for any fixed φ ∈ X∗. Therefore, f is unique. 
As a consequence of Proposition 4.1 we get
Theorem 4.1. Assume that F ∈ FX and t > 0. Assume also that a linear operator Z
has the domain D(Z) ⊂ D(F′ef(0)) and
Zg = F′ef(0)g, g ∈ D(Z).
If there exists a local solution f : [0, l) 7→ X of the system
f ′(s) = Zf(s), s ∈ [0, l),
f(0) = h ∈ D(Z),
then the solution is unique and the following equality is valid:
f(s) = w- lim
n→∞
{F(t/n)}[n
s
t
]h, s ∈ [0, l).
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Corollary 4.1. Assume that the conditions of Theorem 4.1 are satisfied. Then the
equality
f ′(s) = w- lim
n→∞
{F(t/n)}[n
s
t
]Zf(0),
holds for any s ∈ [0, l).
Proof of Corollary 4.1. Let B be the same as in the proof of Proposition 4.1. For any φ ∈
X∗ choose a subsequence {gk}
∞
k=1 of arbitrary strictly increasing sequence {nk}
∞
k=1, nk ∈
N, such that the family of the functions Ts : Φ × {φ} 7→ T, s ≥ 0, is defined by the
equality (3.2) with Φ = B. From Lemma 4.2 and Theorem 4.1 it follows that
(f ′(s), φ) = lim
k→∞
({F(t/gk)}
[gk
s
t
]Zf(0), φ), s ∈ [0, l).
Since {nk}
∞
k=1 is arbitrary for any fixed φ ∈ X
∗, the Corollary is proved. 
Theorem 4.2. Assume that F ∈ FX. Assume also that a linear operator Z has the
domain D(Z) ⊂ D(F′ef(0)) and the following equality is valid:
Zg = F′ef(0)g, g ∈ D(Z).
Let f : [0, l) 7→ X be a local solution of the system
f ′(t) = Zf(t), t ∈ [0, l),
f(0) = h ∈ D(Z).
Then f ∈ C1([0, l),X).
Proof of Theorem 4.2. It is sufficient to show that for α ∈ Ω, t ∈ [0, l) and ǫ > 0 there
exists δ > 0 such that ‖f ′(t) − f ′(s)‖α ≤ ǫ for s ∈ [t − δ, t + δ] ∩ [0, l). By Lemma 3.2,
we can choose δ0 > 0 and n0 ∈ N such that
‖{F(t/n)}[n
t
t
]Zf(0)− {F(t/n)}[n
s
t
]Zf(0)‖α ≤ ǫ, n ∈ N,
for s ∈ [t − δ, t + δ] ∩ [0, l), t ∈ [0, l) and n > n0. Fix s ∈ [t − δ, t + δ] ∩ [0, l). By
Hahn-Banach Theorem, there exists φ ∈ X∗ such that |(x, φ)| ≤ ‖φ(x)‖α for all x ∈ X
and (f ′(t)− f ′(s), φ) = ‖f ′(t)− f ′(s)‖α. By Corollary 4.1
{F(t/n)}[n
t
t
]Zf(0)− {F(t/n)}[n
s
t
]Zf(0)→ f ′(t)− f ′(s)
as n→ 0 in the weak topology. Thus,
lim
n→∞
({F(t/n)}[n
t
t
]Zf(0)− {F(t/n)}[n
s
t
]Zf(0), φ)
= (f ′(t)− f ′(s), φ) = ‖f ′(t)− f ′(s)‖α ≤ ǫ.
By the arbitrariness of s ∈ [t− δ, t + δ] ∩ [0, l) the Theorem is proved. 
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5. Chernoff type formula for local solution of the abstract Cauchy
problem.
Theorem 5.1. Assume that F ∈ FX. Assume also that a linear operator Z has the
domain D(Z) ⊂ D(F′ef(0)) and
Zg = F′ef(0)g, g ∈ D(Z).
If there exists a local solution f : [0, l) 7→ X of the system
f ′(t) = Zf(t), t ∈ [0, l),
f(0) = h ∈ D(Z),
then F( t
n
)nh tends to f(t) as n→∞ uniformly with respect to t ∈ [0, t0] for any t0 ∈ (0, l).
Remark 5.1. Closability of the operator Z of Theorem 5.1 follows from Theorem 3.1.
Proof of Theorem 5.1. Fix arbitrary t0 ∈ (0, l), α ∈ Ω and ǫ > 0. It is sufficient to show
that there exists n0 ∈ N such that
sup
t∈[0, t0]
‖F( t
n
)nh− f(t)‖α < ǫ
for any natural number n ≥ n0. Denote c1 = ǫ/8t0, c2 = ǫ/4t0 and ai =
min (ǫ/24i0, ǫ/32t0) for each i ∈ N. Further, for each i ∈ N choose a set Ai =
{yi0, y
i
1, . . . , y
i
i} ⊂ D(Z) such that
‖Zf( t0k
i
)− Zyik‖
F,t0;F,t0
α + ‖f(
t0k
i
)− yik‖
F,t0;F,t0
α < ai,(5.1)
where k ∈ [0, i] ∩ Z. By Theorem 4.2, we can choose m0 ∈ N such that
‖Zf(r)− Zf(s)‖F,t0;F,t0α + ‖f(r)− f(s)‖
F,t0;F,t0
α ≤ c1,(5.2)
if |r − s| < t0/m0, r, s ∈ [0, t0]. By Lemma 3.1, we can choose l0 > m0 such that from
t i
d
< t0/l0, i, d ∈ N, t ≥ 0, follows the inequality
‖(F( t
d
)i − I)Zf(t0
k
m0
)‖F,t0α ≤ c2(5.3)
for each k ∈ [0, m0 − 1] ∩ Z. By inequalities (5.2) and (5.3), we get
‖(F( t
d
)i − I)Zf(s)‖F,t0α ≤ c2 + 2c1, s ∈ [0, t0],(5.4)
if t i
d
< t0/l0, i, d ∈ N, t ≥ 0. Fix natural i0 ∈ (4l0, ∞). Let natural d0 > 2i0 such that
‖Zf(r)− Zf(s)‖F,t0;F,t0α + ‖f(r)− f(s)‖
F,t0;F,t0
α ≤ ai0 ,(5.5)
if |r − s| < t0/d0, r, s ∈ [0, t0]. Then for any natural n > d0 we can choose a set
{ln,d ∈ N ∪ {0}|d ∈ [0, i0] ∩ Z} such that ln,0 = 0, ln,i0 = n and
|t0ln,i/n− t0i/i0| < t0/d0.(5.6)
So, we have
0 < 1/i0 − 2/d0 < ln,i − i/i0 + 1/i0 + (i− 1)/i0 − ln,i−1(5.7)
= ln,i − ln,i−1 < 1/i0 + 2/d0 < 2n/i0, i ∈ [1, i0] ∩ N.(5.8)
By inequalities (5.1), (5.5) and (5.6) we get
‖Zf(
t0ln,i
n
)− Zyi0i ‖
F,t0;F,t0
α + ‖f(
t0ln,i
n
)− yi0i ‖
F,t0;F,t0
α < 2ai0(5.9)
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for each i ∈ [1, i0] ∩ N. Therefore, by inequalities (5.4) and (5.9), we get
‖(F(t/d)m − I)Zyi0i ‖
F,t0
α ≤ c2 + 2c1 + 4ai0(5.10)
for each i ∈ [1, i0] ∩ N, if t
m
d
< t0/l0, m, d ∈ N, t ≥ 0. Choose {v
i
s}s≥0, v
i
s ∈ X,
i ∈ [0, i0] ∩ Z, such that there exist lim
s→0
vis = y
i0
i and lim
s→0
s−1(F(s)− I)vis = Zy
i0
i . Choose
ki such that from s ∈ [0,
t0
ki
) follows
‖vis − y
i0
i ‖
F,t0
α + ‖s
−1(F(s)− I)vis − Zy
i0
i ‖
F,t0;F,t0
α ≤ ai0 .(5.11)
Define k = sup
i∈[0, i0]∩N
ki. Fix arbitrary t ∈ (0, t0] and natural n > max (d0, k). Let it,n =
sup
t0ln,i/n<t
(i+ 1). Denote gi = min (t0ln,i/n, t) and l
′
n,i = [ngi/t] for i ∈ [0, it,n] ∩ Z. Then
we have
‖F( t
n
)nf − f(t)‖α(5.12)
≤
it,n−1∑
i=0
‖F( t
n
)n−l
′(n,i)f(gi)− F(
t
n
)n−l
′(n,i+1)f(gi+1)‖α(5.13)
≤
it,n−1∑
i=0
‖F( t
n
)l
′(n,i+1)−l′(n,i)f(gi)− f(gi+1)‖
F,t0
α(5.14)
≤
it,n−1∑
i=0
‖F( t
n
)mif(gi)− f(gi +
t
n
mi)‖
F,t0
α ,(5.15)
where mi = l
′(n, i+ 1)− l′(n, i). For any i ∈ [0, it,n) ∩ Z we see that
‖F( t
n
)mif(gi)− f(gi +
t
n
mi)‖
F,t
α(5.16)
≤ ‖F( t
n
)mif(gi)− f(gi)−
t
n
miZf(gi)‖
F,t0
α(5.17)
+ ‖f(gi +
t
n
mi)− f(gi)−
t
n
miZf(gi)‖
F,t0
α(5.18)
= (Ai) + (Bi)(5.19)
By inequalities (5.11) and (5.9), we have
(Ai) = ‖F(
t
n
)mif(gi)− f(gi)−
t
n
miZf(gi)‖
F,t0
α(5.20)
≤ ‖F( t
n
)mivit/n − v
i
t/n −
t
n
miZy
i0
i ‖
F,t0
α(5.21)
+ 2‖vit/n − f(gi)‖
F,t0
α +
t
n
mi‖Zf(gi)− Zy
i0
i ‖
F,t0
α(5.22)
≤ ‖F( t
n
)mivit/n − v
i
t/n −
t
n
miZy
i0
i ‖
F,t0
α(5.23)
+ 2‖vit/n − y
i0
i ‖
F,t0
α + 2‖y
i0
i − f(gi)‖
F,t0
α(5.24)
+ t
n
mi‖Zf(gi)− Zy
i0
i ‖
F,t0
α(5.25)
≤ ‖F( t
n
)mivit/n − v
i
t/n −
t
n
miZy
i0
i ‖
F,t0
α(5.26)
+ 2ai0 + 4ai0 +
t
n
mi2ai0(5.27)
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for any i ∈ [0, it,n) ∩ Z. Note that
tmi
n
= t l
′(n,i+1)−l′(n,i)
n
≤ t (gi+1−gi)n/t+2
n
≤ gi+1 − gi + 2t0/n < t0(ln,i+1 − ln,i+1)/n+ 2t0/i0
< 2t0/i0 + t0/2l0 < t0/l0, i ∈ [0, it,n) ∩ Z.
Here we have used inequalities (5.7)-(5.8). So, by inequalities (5.10) and (5.11), we have
‖F( t
n
)mivit/n − v
i
t/n −
t
n
miZy
i0
i ‖
F,t0
α(5.28)
≤ t
n
‖mi
(F( t
n
)mi−1+···+I)
mi
n
t
(F( t
n
)− I)vit/n −miZy
i0
i ‖
F,t0
α(5.29)
≤ t
n
mi‖
(F( t
n
)mi−1+···+I)
mi
n
t
((F( t
n
)− I)vit/n − Zy
i0
i )‖
F,t0
α(5.30)
+ t
n
mi‖(
(F( t
n
)mi−1+···+I)
mi
− I)Zyi0i ‖
F,t0
α(5.31)
≤ t
n
mi‖
n
t
(F( t
n
)− I)vit/n − Zy
i0
i ‖
F,t0;F,t0
α(5.32)
+ t
n
mi‖(
(F( t
n
)mi−1+···+I)
mi
− I)Zyi0i ‖
F,t0
α(5.33)
≤ t
n
miai0 +
t
n
mi(c2 + 2c1 + 4ai0), i ∈ [0, it,n) ∩ Z.(5.34)
Combining inequalities (5.20)–(5.27) and (5.28)–(5.34), we get
(Ai) ≤ 6ai0 +
t
n
mi(c2 + 2c1 + 7ai0), i ∈ [0, it,n) ∩ Z.(5.35)
By inequality (5.5), we have
(Bi) = ‖f(gi +
t
n
mi)− f(gi)−
t
n
miZf(gi)‖
F,t0
α(5.36)
≤ ‖
∫ t
n
mi
0
Zf(gi + s) ds−
t
n
miZf(gi)‖
F,t0
α(5.37)
≤ ‖
∫ t
n
mi
0
Z(f(gi + s)− f(gi)) ds‖
F,t0
α ≤
t
n
miai0 , i ∈ [0, it,n) ∩ Z.(5.38)
Therefore, by inequalities (5.35) and (5.36)–(5.38) we infer that
(Ai) + (Bi) = 6ai0 +
t
n
mi(c2 + 2c1 + 8ai0), i ∈ [0, it,n) ∩ Z.(5.39)
Thus, by inequalities (5.12)–(5.15) and (5.16)–(5.19), we get
‖F( t
n
)nh− f(t)‖α ≤
it,n−1∑
i=0
6ai0 +
t
n
mi(c2 + 2c1 + 8ai0)(5.40)
≤ 6i0ai0 + t0(c2 + 2c1 + 8ai0) ≤ ǫ(5.41)
for n > n0 = max (d0, k). By the arbitrariness ǫ > 0, α ∈ Ω and t0 ∈ (0, l) the Theorem
is proved. 
Corollary 5.1. Assume that F ∈ FX. Assume also that a linear operator Z has the
domain D(Z) ⊂ D(F′ef(0)) and
Zg = F′ef(0)g, g ∈ D(Z).
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If there exists a local solution f : [0, l) 7→ X of the system
f ′(t) = Zf(t), t ∈ [0, l),
f(0) = h ∈ D(Z),
then F( t
n
)[sn/t]h tends to f(s) as n → ∞ uniformly with respect to s ∈ [0, t0] for any
t0 ∈ (0, l).
Proof of Corollary 5.1. Note that
F( t
n
)[sn/t]h− f(s) = (F( t[sn/t]/n
[sn/t]
)[sn/t]h− f(t[sn/t]/n))
+(f(t[sn/t]/n)− f(s)) = (A) + (B)
From Theorem 5.1 it follows that (A) tends to 0 as n → ∞ uniformly with respect
to s ∈ [0, t0] for each t0 ∈ (0, l). From Theorem 4.2 we infer that (B) tends to 0 as
n → ∞ uniformly with respect to s ∈ [0, t0] for each t0 ∈ (0, l). From this we get the
Corollary. 
Theorem 5.2. Assume that F ∈ FX. Assume also that a linear operator Z has the
domain D(Z) ⊂ D(F′ef(0)) and
Zg = F′ef(0)g, g ∈ D(Z).
If there exists a local solution f : [0, l) 7→ X of the system
f ′(t) = Zf(t), t ∈ [0, l),
f(0) = h ∈ D(Z),
then F( t
n
)nZh tends to Zf(t) as n → ∞ uniformly with respect to t ∈ [0, t0] for any
t0 ∈ (0, l).
Proof of Theorem 5.2. For arbitrary t0 ∈ (0, l) fix δ > 0 such that t0 + δ < l. From
Theorem 5.1 it follows that
F( t
n
)n(f(m)− h)/m→ (f(t+m)− f(t))/m(5.42)
as n → ∞ uniformly with respect to t ∈ [0, t0] for any m ∈ (0, δ]. Note that
lim
m→0
(f(m)− h)/m = Zh and the family of the operators {F( t
n
)n|n ∈ N, t ∈ [0, t0]}
is equicontinuous. From this it follows that there exists
lim
n→∞
F( t
n
)nZh = Zf(t)
for each t ∈ [0, t0] and the limit in expression (5.42) is uniform with respect tom ∈ (0, δ].
Thus, we infer that
lim
n→∞
F( t
n
)nZh = Zf(t)
is uniform with respect to t ∈ [0, t0]. By the arbitrariness of t0 ∈ (0, l), the Theorem is
proved. 
Corollary 5.2. Assume that F ∈ FX. Assume also that a linear operator Z has the
domain D(Z) ⊂ D(F′ef(0)) and
Zg = F′ef(0)g, g ∈ D(Z).
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If there exists a local solution f : [0, l) 7→ X of the system
f ′(t) = Zf(t), t ∈ [0, l),
f(0) = h ∈ D(Z),
then F( t
n
)[sn/t]Zh tends to Zf(s) as n → ∞ uniformly with respect to s ∈ [0, t0] for any
t0 ∈ (0, l).
Proof of Corollary 5.2. Note that
F( t
n
)[sn/t]Zh− Zf(s) = (F( t[sn/t]/n
[sn/t]
)[sn/t]Zh− Zf(t[sn/t]/n))
+(Zf(t[sn/t]/n)− Zf(s)) = (An) + (Bn)
From Theorem 5.2 we infer that (An) tends to 0 as n → ∞ uniformly with respect to
s ∈ [0, t0] for each t0 ∈ (0, l). From Theorem 4.2 it follows that (Bn) tends to 0 as n→∞
uniformly with respect to s ∈ [0, t0] for each t0 ∈ (0, l). 
6. Chernoff, Lie-Trotter and Trotter-Kato theorems for sequentially
complete locally convex spaces.
The following theorem is the extension of Chernoff theorem [3].
Theorem 6.1. Let Z be a generator of the lC0-semigroup in sequentially complete locally
convex space X and D be a core of the generator Z. Assume that there exists a function
F ∈ FX such that
F′ef(0)f = Zf
for each f ∈ D. Then F(t/n)nf converges to exp (tZ)f as n→∞ for all f ∈ X uniformly
with respect to t ∈ [0, t0] for any t0 > 0.
Proof of Theorem 6.1. From Theorem 5.1 it follows that for each f ∈ D F(t/n)nf tends
to exp (tZ)f as n → ∞ uniformly with respect to t ∈ [0, t0] for any t0 > 0. From
equicontinuity of the set of the functions {F( t
n
)n|n ∈ N, t ∈ [0, t0]} we deduce that
F(t/n)nf tends to exp (tZ)f as n → ∞ for each f ∈ X uniformly with respect to
t ∈ [0, t0] for any t0 > 0. 
The following theorem can be considered as a extension of Trotter-Kato theorem for
lC0-semigroups in sequentially complete locally convex spaces. It states the equivalence
between convergences of lC0-semigroups and their generators.
Theorem 6.2. For any s ≥ 0 let Zs be a generator of the lC0-semigroup in sequentially
complete locally convex space X. Let also the set
Al0 = {exp (lZs)|l ∈ [0, l0], s ≥ 0}
be equicontinuous for any l0 ≥ 0. Let D consist of all f ∈ D(Z0) for which there exists a
sequence {fs}s>0, fs ∈ D(Zs), such that
lim
s→0
fs = f
and
lim
s→0
Zsfs = Z0f.
Then the following conditions are equivalent:
CHERNOFF AND TROTTER-KATO THEOREMS FOR LOCALLY CONVEX SPACES. 19
i) exp (lZs)f converges to exp (lZ0)f as s → 0 uniformly with respect to l ∈ [0, t0] for any
t0 > 0 and f ∈ X.
ii) D is a core of the generator Z0.
Proof of Theorem 6.2. Put Ts(l) = exp (lZs). For any α ∈ Ω and d > 0 define the
function ‖ · ‖Adα : X→ R by the equality
‖x‖Adα = sup
g∈Ad
‖g(x)‖α, x ∈ X.
Firstly, let us show implication (⇒). It is easy to show that the set of elements of the
type ∫ s2
s1
Ts(l)f dl,
s1, s2 ≥ 0, f ∈ X, is a core of Zs for each s ≥ 0. Particularly, it follows from Theorem 8.1.
Note that for any element of the type∫ s2
s1
T0(l)f dl,
s1, s2 ≥ 0, f ∈ X, the following conditions are satisfied:
lim
s→0
∫ s2
s1
Ts(l)f dl =
∫ s2
s1
T0(l)f dl
and
lim
s→0
Zs
∫ s2
s1
Ts(l)f dl = lim
s→0
(Ts(s2)f − Ts(s1)f)(6.1)
= (T0(s2)− T0(s1))f = Z0
∫ s2
s1
T0(l)f dl(6.2)
Therefore, ∫ s2
s1
T0(l)f dl ∈ D
and we get implication (⇒).
Now let us show implication (⇐). We will argue by contradiction. Assume that impli-
cation (⇐) is not true. Then there exist α0 ∈ Ω, t0, δ > 0, g ∈ X, decreasing sequence
{sk}k∈N, sk > 0, such that lim
k→∞
sk = 0 and
lim inf
k→∞
sup
s∈[0, t0]
‖Tsk(s)g − T0(s)g‖α0 > δ.(6.3)
Firstly, let us show that
lim
l→0
sup
k∈N
‖ exp (lZsk)f − f‖α = 0(6.4)
for each f ∈ X and α ∈ Ω. Fix α ∈ Ω and ǫ > 0. If f ∈ D,then we can choose a sequence
{fs}s>0, fs ∈ D(Zs), such that
lim
s→0
Zsfs = Z0f.
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So, we have
‖Tsk(l)f − f‖α ≤ ‖Tsk(l)fsk − fsk‖α + ‖f − fsk‖α(6.5)
+ ‖Tsk(l)fsk − Tsk(l)f‖α ≤ ‖
∫ l
0
Tsk(r)Zskfsk dr‖α(6.6)
+ ‖f − fsk‖α + ‖Tsk(l)fsk − Tsk(l)f‖α(6.7)
≤ l‖Zskfsk‖
Al
α + 2‖f − fsk‖
Al
α(6.8)
Choose k0 ∈ N such that
‖Zskfsk − Z0f0‖
Al
α ≤ ǫ
and
‖f − fsk‖
Al
α <
ǫ
4
for any natural k ≤ k0. Denote
m = sup
k≤k0
(‖Zskfsk‖
Al
α + ‖Z0f0‖
Al
α ) + ǫ, k ∈ N,
and put l0 =
ǫ
2m
. Then, by inequalities (6.5)-(6.8), we deduce that
‖Tsk(l)f − f‖α < ǫ
for any l ∈ [0, l0]. By the arbitrariness ǫ we get inequality (6.4) for each f ∈ D. Therefore,
exp (lZsk)f converges to f as l → 0 uniformly with respect to k ∈ N for each f ∈ D. By
the density of D in X we easily infer that the latter fact and equality (6.4) are true for
each f ∈ X. Therefore, we can choose l1 > 0 such that
sup
k∈N
‖ exp (lZsk)g − g‖
At0
α0 < δ/3(6.9)
for each l ∈ [0, l1]. Fix arbitrary t ∈ (0, t0]. Define the function σ : [0, ∞) → R by the
following conditions:
i) σ(s) = s1, s ∈ [t, ∞).
ii) σ(s) = sk+1, s ∈ [
t
k+1
, t
k
), k ∈ N.
iii) σ(0) = 0.
Further, define the function F : [0, ∞)→ L(X) by the equality
F(s)f = Tσ(s)(s)f, s ≥ 0, f ∈ X.
It is evidently that F ∈ FX. Now let us show that F ∈ FX and
F′ef(0)f = Zf
for each f ∈ D. Fix arbitrary f ∈ D. Then there exists a sequence {fs}s>0, fs ∈ D(Zs),
such that lim
s→0
fs = f and
lim
s→0
Zsfs = Z0f.
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Note that
lim
s→0
‖s−1(F(s)− I)fσ(s) − Z0f‖α
= lim
s→0
‖s−1(Tσ(s)(s)− I)fσ(s) − Z0f‖α
= lim
s→0
‖s−1
∫ s
0
Tσ(s)(l)Zσ(s)fσ(s) dl − Zσ(s)fσ(s)
+ Zσ(s)fσ(s) − Z0f‖α
= lim
s→0
‖s−1
∫ s
0
(Tσ(s)(l)− I)Zσ(s)fσ(s) dl‖α
+ lim
s→0
‖Zσ(s)fσ(s) − Z0f‖α
= lim
s→0
‖s−1
∫ s
0
(Tσ(s)(l)− I)(Zσ(s)fσ(s) − Z0f) dl‖α
+ lim
s→0
‖s−1
∫ s
0
(Tσ(s)(l)− I)Z0f dl‖α
= lim
s→0
2‖Zσ(s)fσ(s) − Z0f‖
As
α = 0
Here we have used equality (6.4). Thus, F ∈ FX and F
′
ef(0)f = Zf for each f ∈ D.
Therefore, by Theorem 6.1, we infer that
lim
n→∞
F(t/n)ng = lim
n→∞
Tsn(t)g = T0(t)g
for arbitrary t ∈ (0, t0]. Therefore, by inequality (6.9) we have
sup
k∈N
‖ exp (lZ0)g − g‖
At0
α0 ≤ δ/3(6.10)
for each l ∈ [0, l1]. Put m0 = [t/l1] and define ti = il1 for each natural i ≤ m0. Choose
k0 ∈ N such that
‖Tsn(ti)g − T0(ti)g‖α < δ/3
for each natural numbers i ≤ m0 and n ≥ k0. Fix arbitrary s ∈ [0, t0]. Choose natural
k ≤ m0 such that |s− tk| ≤ l1. Then, by inequalities (6.9) and (6.10) we infer that
‖Tsn(s)g − T0(s)g‖α ≤ ‖Tsn(ti)g − T0(ti)g‖α
+ ‖Tsn(ti)g − Tsn(s)g‖α + ‖T0(ti)g − T0(s)g‖α
≤ δ/3 + ‖Tsn(|ti − s|)g − g‖
At0
α + ‖T0(|ti − s|)g − g‖
At0
α < δ
for each natural n ≥ k0. Then, by arbitrariness s ∈ [0, t0], it follows that
lim inf
k→∞
sup
s∈[0, t0]
‖Tsk(s)g − T0(s)g‖α0 ≤ δ.
Thus, we get contradiction with the initial assumption. 
The following theorem is the extension of Lie-Trotter theorem.
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Theorem 6.3. Let A, B and Z be generators of the lC0-semigroups in sequential-
ly complete locally convex space X and D be a core of the generator Z. Suppose that
D ⊂ D(A) ∩ D(B),
Zf = Af + Bf
for all f ∈ D and the function
{[0, ∞) ∋ s→ exp (sA) exp (sB)} ∈ EX.
Then (exp ( t
n
A) exp ( t
n
B))nf tends to exp (tZ)f as n → ∞ for all f ∈ X uniformly with
respect to t ∈ [0, t0] for any t0 > 0.
Proof of Theorem 6.3. Define the function F(·) by the equality
F(t) = exp (tA) exp (tB), t ∈ [0, ∞).
Then F(0) = I. Moreover, if f ∈ D, then
lim
t→0
t−1(F(t)f − f) = lim
t→0
(exp (At)t−1(exp (Bt)f − f))
+ lim
t→0
t−1(exp (At)f − f) = Bf +Af.
Thus, we can apply Theorem 6.1. 
In conclusion, let us show that results of [1], [2] are not applicable to arbitrary equicon-
tinuous semigroups in sequentially complete locally convex spaces. Indeed, it suffices to
construct a generator Z of the lC0-semigroups T, such that there doesn’t exist λ ∈ C, for
which the image of the operator λI − Z is dense in X. The following example presents
such generator.
Example 6.1. Let X = C(C,C) be the local convex space with topology generated
by semi-norms ‖ · ‖r, r > 0,, defined by the equality
‖f‖r = sup
|x|≤r
|f(x)|, x ∈ C,
for each f ∈ X. Define the multiplication operator Z : X→ X by the equality Z(f)(x) =
xf(x), f ∈ X, x ∈ C. Then Z generates lC0-semigroup T, defined by
T(s)(f)(x) = esxf(x), s ≥ 0, f ∈ X, x ∈ C.
Note that for any λ ∈ C the closure of the image of the operator λI− Z doesn’t contain
any f ∈ X for which f(λ) 6= 0. Thus, the image of the operator λI− Z isn’t dense in X
for any λ ∈ C.
7. Necessary and sufficient conditions of existence of local solution
for equation x˙ = Ax where A ∈ ZX.
Lemma 7.1. Let F ∈ FX and X be a sequentially complete locally convex space. Assume
that for some t, l > 0 and subspace Φ ⊂ X there exists a strictly increasing natural sequence
{fk}
∞
k=1 such that there exists the limit
(7.1) w- lim
k→∞
{F( t
gk
)}[gk
s
t
]g,
for any g ∈ Φ and rational s ∈ [0, l). Then limit (7.1) exists for any g ∈ Φ, s ∈ [0, l).
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Proof of Lemma 7.1. The fact that the sequence {{F( t
gk
)}[gk
s
t
]g}n∈N is a Cauchy sequence
in the topology σ(X,X∗) for any g ∈ Φ and s ∈ [0, l) follows from the condition F ∈ FX.
Thus, by Lemma 3.2, sequential completeness of the space X and the condition F ∈ FX,
we get the Lemma. 
Lemma 7.2. Let F ∈ FX andX be a locally convex space. Assume that for some t, l > 0
and separable closed linear subspace Φ ⊂ X there exists a strictly increasing natural sequence
{fk}
∞
k=1 such that there exists the limit
(7.2) w- lim
k→∞
{F( t
gk
)}[gk
s
t
]g,
for any g ∈ Φ and s ∈ [0, l). Then the family of the operators Φs : Φ 7→ X, s ∈ [0, l),
defined by the equality
(7.3) Ψsg = w- lim
k→∞
{F( t
gk
)}[gk
s
t
]g
satisfies the following conditions:
a) Ψsg is linear with respect to g for each s ∈ [0, l);
b) Ψsg is continuous with respect to s ∈ [0, l) for each g ∈ Φ;
c) If f ∈ Φ ∩ D(F′ef(0)), then the sequence {F(
t
gk
)}[gk
s
t
]F′ef(0)f , s ∈ [0, l), is a Cauchy
sequence in the topology σ(X,X∗) and there exists
(Ψsf, φ)
′
s = lim
k→∞
({F( t
gk
)}[gk
s
t
]F′ef(0)f, φ), s ∈ [0, l), φ ∈ X
∗;
d) If φ ∈ D(F∗′(0)), then
(Ψmf, φ)− (Ψpf, φ) =
∫ m
p
(Ψsf,F
∗′(0)φ) ds, m, p ∈ [0, l),
for any f ∈ Φ;
e) If φ ∈ D(F∗′(0)), then
(Ψsf, φ)
′
s = (Ψsf,F
∗′(0)φ)
for any f ∈ Φ;
f) Let f ∈ Φ ∩ D(F′ef(0)), Ψsf ∈ D(F
′
ef(0)) for any s ∈ [0, l) and D(F
∗′(0)) be *-dense in
X∗. If there exists
w- lim
k→∞
{F( t
gk
)}[gk
s
t
]F′ef(0)f = q(s) ∈ X˜, s ∈ [0, l),
where X˜ is the completion of the space X, then the following equality holds
(Ψsf)
′
s = F
′
ef(0)Ψsf = q(s)
for any s ∈ [0, l);
g) Let f ∈ Φ ∩ D(F′ef(0)), Ψsf ∈ D(F
′
ef(0)) for each s ∈ [0, l) and D(F
∗′(0)) be *-dense
in X∗. Then the following equality holds
(Ψsf)
′
s = F
′
ef(0)Ψsf
for each s ∈ [0, l).
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Proof of Lemma 7.2. Part (a) is trivial. Part (b) follows from part (b) of Proposition 3.1
and Lemma 3.2. Let us show part (c). Fix arbitrary subsequence {g′k}
∞
k=1 of the sequence
{gk}
∞
k=1. By Proposition 3.1, choose subsequence {fk}
∞
k=1 of the sequence {g
′
k}
∞
k=1 such
that we can define the set of the functions Ts : Φ
′ × {φ} 7→ T, s ≥ 0, by the inequality
Ts(g, φ) = lim
k→∞
({F(t/fk)}
[fk
s
t
]y, φ), y ∈ Φ′,
where Φ′ = span {f,F′ef(0)f}. Then, by Lemma 4.2, we infer that
(Ts(f, φ))
′
s = Ts(F
′
ef(0)f, φ), s ≥ 0.
Since
Ts(f, φ) = (Ψsf, φ), s ∈ [0, l),
and {g′k}
∞
k=1 is arbitrary we infer that the subsequence {F(
t
gk
)}[gk
s
t
]F′ef(0)f , s ∈ [0, l), is
a Cauchy sequence in the topology σ(X,X∗) and
(Ψsf, φ)
′
s = lim
k→∞
({F( t
gk
)}[gk
s
t
]F′ef(0)f, φ), s ∈ [0, l), φ ∈ X
∗.
Let us show part (d). Assume that φ ∈ D(F∗′(0)). Fix ǫ > 0 and m, l ∈ T such that
m > l ≥ 0. Choose r0, j0 such that
((F( t
gk
)
[gk
g
t
]
− F( t
gk
)
[gk
h
t
]
)f,F∗′(0)φ) < ǫ, k ≥ j0, |g − h| < r0,(7.4)
g, h ∈ [0, l).(7.5)
The existence of such r0, j0 follows from Lemma 3.2. Hence, we have
|Ψh(f,F
∗′(0)φ)−Ψg(f,F
∗′(0)φ)| ≤ ǫ,(7.6)
if |g − h| < r0, g, h ∈ [0, l). Therefore, we get
|
v0−1∑
v=0
Ψl+v(m−l)/v0(f,F
∗′(0)φ)((m− l)/v0)
−
∫ m
l
Ψs(f,F
∗′(0)φ) ds| ≤ ǫ|m− l|,(7.7)
v0 = [(m− l)/r0] + 1. Choose j1 > j0 such that
|Ψl+v(m−l)/v0(f,F
∗′(0)φ)− (F( t
gk
)
[gk(l+v(m−l)/v0)/t]f,F∗′(0)φ)| < ǫ
for any v ∈ {0, 1, . . . , v0}, k > j1. Thus,
|((m− l)/v0)
v0−1∑
v=0
(F( t
gk
)
[gk(l+v(m−l)/v0)/t]f,F∗′(0)φ)(7.8)
−
v0−1∑
v=0
Ψl+v(m−l)/v0(f,F
∗′(0)φ)((m− l)/v0)| < ǫ|m− l|.(7.9)
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Note that
Ψm(f, φ)−Ψl(f, φ)(7.10)
= lim
k→∞
(F( t
gk
)
[gk
m
t
]
f − F( t
gk
)
[gk
l
t
]
f, φ)(7.11)
= lim
k→∞
((F( t
gk
)− I)
[gk
m
t
]−1∑
i=[gk
l
t
]
F( t
gk
)
i
f, φ)(7.12)
= lim
k→∞
( t
gk
[gk
m
t
]−1∑
i=[gk
l
t
]
F( t
gk
)
i
f, gk
t
(F∗( t
gk
)− I)φ)(7.13)
= lim
k→∞
( t
gk
[gk
m
t
]−1∑
i=[gk
l
t
]
F( t
gk
)
i
f, gk
t
(F∗( t
gk
)− I)φ− F∗′(0)φ)(7.14)
+ lim
k→∞
( t
gk
[gk
m
t
]−1∑
i=[gk
l
t
]
F( t
gk
)
i
f,F∗′(0)φ)(7.15)
= lim
k→∞
( t
gk
[gk
m
t
]−1∑
i=[gk
l
t
]
F( t
gk
)
i
f,F∗′(0)φ)(7.16)
= lim
k→∞
t
gk
dk∑
s=0
(F( t
gk
)
[gk(l+s(
t
gk
))/t]
f,F∗′(0)φ)(7.17)
= lim
k→∞
v0−1∑
v=0
∑
s∈Bk,v,v0
t
gk
(F( t
gk
)
[gk(l+s(
t
gk
))/t]
f,F∗′(0)φ),(7.18)
where dk = [(m− l)
gk
t
] and
Bk,v,v0 = {s ∈ N| v(m− l)/v0 ≤ s
t
gk
< (v + 1)(m− l)/v0}.
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So, by inequality (7.6) and inequalities (7.10) — (7.18), we get
|
v0−1∑
v=0
(F( t
gk
)
[gk(l+v
m−l
v0
)/t]
f,F∗′(0)φ)(m−l
v0
)(7.19)
+ Ψl(f, φ)−Ψm(f, φ)|(7.20)
= | lim
k→∞
v0−1∑
v=0
∑
s∈Bk,v,v0
t
gk
(F( t
gk
)
[gk(l+s(
t
gk
))/t]
f,F∗′(0)φ)(7.21)
− ((m− l)/v0)
v0−1∑
v=0
(F( t
gk
)
[gk(l+v(m−l)/v0)/t]f,F∗′(0)φ)|(7.22)
≤
v0−1∑
v=0
| lim
k→∞
∑
s∈Bk,v,v0
t
gk
(F( t
gk
)
[gk(l+s(
t
gk
))/t]
f,F∗′(0)φ)(7.23)
− (m−l
v0
(F( t
gk
)[gk(l+v(m−l)/v0)/t]f,F∗′(0)φ)| < ǫv0
|m−l|
v0
.(7.24)
Combining inequalities (7.7), (7.8) — (7.9) and (7.19) — (7.24), we infer that
|Ψm(f, φ)−Ψl(f, φ)−
∫ m
l
Ψs(f,F
∗′(0)φ) ds| < 3ǫ|m− l|
So, part (d) of Lemma 7.2 follows from the arbitrariness of ǫ. Part (e) is a direct
consequence of parts (b) and (d). Let us prove part (f). Firstly, let us verify the equality
q(s) = F′ef(0)Ψsf , s ∈ [0, l). Note that for h ∈ D(F
′
ef(0)) there exists a sequence
{hs}s∈[0,∞) such that lim
s→0
hs = h and
lim
s→0
s−1(F(s)− I)hs = F
′
ef(0)h.
Therefore, we get
(F′ef(0)h, g) = lim
s→0
(s−1(F(s)− I)hs, g)(7.25)
= lim
s→0
(hs, s
−1(F∗(s)− I)g) = (h,F∗′(0)g)(7.26)
for each g ∈ D(F∗′(0)). Fix arbitrary w ∈ D(F′ef(0)) and g ∈ D(F
∗′(0)). Choose the
sequence {wk}
∞
k=1, wk ∈ D(F
′
ef(0)), such that there exist
lim
k→∞
(wk, u) = (w, u),
lim
k→∞
(F′ef(0)wk, u) = (F
′
ef(0)w, u)
for any u ∈ {g, F∗′(0)g}. Then, by equalities (7.25)-(7.26), we get
(F′ef(0)w, g) = lim
k→∞
(F′ef(0)wk, g)
= lim
k→∞
(wk,F
∗′(0)g) = (w,F∗′(0)g).
So, we infer that
(F′ef(0)w, g) = (w,F
∗′(0)g)
CHERNOFF AND TROTTER-KATO THEOREMS FOR LOCALLY CONVEX SPACES. 27
for any w ∈ D(F′ef(0)) and g ∈ D(F
∗′(0)). Therefore, by parts (c) and (e) we get
(Ψsf, φ)
′
s = lim
k→∞
({F( t
gk
)}[gk
s
t
]F′ef(0)f, φ)
= (q(s), φ) = (Ψsf,F
∗′(0)φ)
= (F′ef(0)Ψsf, φ), s ∈ [0, l), φ ∈ D(F
∗′(0)).
For arbitrary φ ∈ X∗ choose the sequence {φk}
∞
k=1, φk ∈ D(F
∗′(0)), such that there exists
lim
k→∞
(x, φk) = (x, φ)(7.27)
for each x ∈ X˜. Therefore, we get
(F′ef(0)Ψsf, φ) = lim
k→∞
(F′ef(0)Ψsf, φk) = lim
k→∞
(q(s), φk) = (q(s), φ),
for each φ ∈ X∗. Thus,
F′ef(0)Ψsf = q(s) = w- lim
k→∞
{F( t
gk
)}[gk
s
t
]F′ef(0)f.
So, by Lemma 3.2, we deduce that the function q(·) is continuous in X. Hence, we have
(Ψmf −Ψpf, φ) = (Ψmf, φ)− (Ψpf, φ)(7.28)
=
∫ m
p
(q(s), φ) ds = (
∫ m
p
q(s) ds, φ), m, p ∈ [0, l),(7.29)
for any φ ∈ X∗, where ∫ m
p
q(s) ds ∈ X˜.
By the arbitrariness of φ, we get the equality
Ψmf −Ψpf =
∫ m
p
q(s) ds, m, p ∈ [0, l).
Thus, by continuity of the function q(·), we infer that
(Ψsf)
′
s = q(s) = F
′
ef(0)Ψsf
for any s ∈ [0, l). Let us show part (g). Note that it follows from part (c) that the se-
quence {F( t
gk
)
[gk
s
t
]
F′ef(0)f}k∈N, s ∈ [0, l), is a Cauchy sequence in the topology σ(X,X
∗).
It suffices to prove that there exists
w- lim
k→∞
{F( t
gk
)}[gk
s
t
]F′ef(0)f = q(s) ∈ X˜,
where X˜ is the completion of X. Indeed, we can easily deduce part (g) from the lat-
ter fact and part (f). Below we will figure that the set {‖ · ‖α|α ∈ Ω} consists of
all continuous semi-norm of the space X. Let us show the fact that if a sequence
{xk}k∈N is a Cauchy sequence in the topology σ(X,X
∗) and for each α ∈ Ω there
exists {yk}k∈N such that there exists w- limn→∞ yn and lim supn→∞ ‖xn − yn‖α ≤ 1,
then there exists w- limn→∞ xn ∈ X˜. Define B = {Bα|α ∈ Ω}, where Bα = {y ∈
X|∃{yk}k∈N such that lim supn→∞ ‖xn − yn‖α ≤ 1 and y = w- limn→∞ yn}. Then B is a
filter base. Indeed, B is not empty, doesn’t contain empty set and for each α1, α2 ∈ Ω
there exists α3 ∈ Ω such that Bα3 ⊂ Bα1 ∩Bα2 , where α3 can be defined by the equality
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‖ · ‖α3 = ‖ · ‖α1 + ‖ · ‖α2 . Moreover, B is a Cauchy filter by construction. Thus, there
exists q ∈ X˜, which the filter B converges to. Hence, we easily deduce that there exists
w- limn→∞ xn = q. Now it suffices to prove that for each α ∈ Ω there exists a sequence
{yk}k∈N such that there exist w- limn→∞ yn and
lim sup
n→∞
‖{F( t
gk
)}[gk
s
t
]F′ef(0)f − yn‖α ≤ 1.(7.30)
Fix arbitrary α ∈ Ω. Let {fs}s≥0 be a sequence such that lim
s→0
fs = f and
lim
s→0
s−1(F(s)− F(0))fs = F
′
ef(0)f . By Lemma 3.3, we infer that there exist v0 > 0,
k0 ∈ N such that
‖F[gk
s
t
]( t
gk
)f t
gk
− F[gk
s+v
t
]( t
gk
)f t
gk
− t
gk
([gk
s
t
]− [gk
s+v
t
])
× F[gk
s
t
]( t
gk
)F′ef(0)f‖α < |[gk
s
t
]− [gk
s+v
t
]| t
gk
, k ∈ N,
for any v ∈ [0, 2v0) and k > k0. Therefore, the sequence {yk}k∈N defined by the inequal-
ities
yk = ([gk
s
t
]− [gk
s+v
t
]| t
gk
)−1(F[gk
s
t
]( t
gk
)f t
gk
− F[gk
s+v
t
]( t
gk
)f t
gk
), k > k0,
yk = 0, k ≤ k0,
holds inequality (7.30) and there exists w- limn→∞ yn = (Ψs+v −Ψs)/v. By the arbitrari-
ness of α ∈ Ω we get part (g). 
Theorem 7.1. Let Z ∈ ZX and t > 0. Assume that the function F ∈ FX satisfies the
following conditions:
i) D(F′ef(0)) ⊃ D(Z) and F
′
ef(0)g = Zg, g ∈ D(Z);
ii) D(F∗′(0)) is *-dense in X∗.
Then the local solution f : [0, l) 7→ X, l > 0, of the system
f ′(v) = Zf(v), v ∈ [0, l)
f(0) = h ∈ D(Z),
exists on the semi-interval [0, l) iff the following conditions are satisfied:
a) It is possible to choose a weakly convergent sub-subsequence for any subsequence of the
sequence {F[ns/t]( t
n
)h}n∈N, for any s ∈ [0, l);
b) For any s ∈ [0, l) there exists a sequence {f sn}
∞
n=1, f
s
n ∈ D(Z), such that there exists
w- lim
n→∞
(F[ns/t]( t
n
)h− f sn) = 0
and it is possible to choose a weakly convergent sub-subsequence for any subsequence of the
sequence {Zf sn}n∈N.
Moreover, if conditions (a)-(b) are satisfied, then
f(v) = lim
n→∞
{F(v/n)}nh, v ∈ [0, l).
Proof of Theorem 7.1. (⇒) It follows from Corollaries 5.1, 5.2 and f(v) ∈ D(Z) for any
v ∈ [0, l) (the last property is true because the weak closure of Z coincides with the
closure in the strong topology).
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(⇐) Let {sk}
∞
k=1 be a sequence of all nonnegative rational numbers contained in [0, l).
Fix a strictly increasing sequence {ni}
∞
i=1, of natural numbers. Choose a subsequence
{n1i }
∞
i=1 of the sequence {ni}
∞
i=1 such that there exists the limit w- lim
i→∞
F[n
1
i s1/t](t/n1i )h.
Further, choose a subsequence {n2i } of the sequence {n
1
i } such that there exists the
limit w- lim
i→∞
F[n
2
i s2/t](t/n2i )h. In the same way, for any natural k ≥ 3, we choose
the subsequence {nki }
∞
i=1 of the subsequence {n
k−1
i }
∞
i=1 such that there exists the lim-
it w- lim
i→∞
F[n
k
i sk/t](t/nki )h. Note that for diagonal sequence {n
i
i}
∞
i=1 there exists the
limit w- lim
i→∞
F[n
i
isk/t](t/nii)h for each k ∈ N. Thus, by Lemma 3.2, we infer that
{F[n
i
is/t](t/nii)h}
∞
i=1 is a Cauchy sequence in the topology σ(X,X
∗) for any s ∈ [0, l).
Therefore, by condition (a), there exists
w- lim
i→∞
F[n
i
is/t](t/nii)h
for any s ∈ [0, l). Denote di = n
i
i, i ∈ N, and
Tsg = w- lim
i→∞
F[dis/t](t/di)g, g ∈ span ({h}), s ∈ [0, l).
Fix arbitrary m ∈ [0, l). Choose a subsequence {d′k}k∈N of the sequence {dk}k∈N such
that there exists the limit w- lim
i→∞
Zfmd′i
. Thus, there exist w- lim
i→∞
fmd′i
, w- lim
i→∞
Zfmd′i
and,
therefore, from the coincidence of the weak closure of Z with the closure in the strong
topology it follows that Tmh ∈ D(Z) for anym ∈ [0, l). Then, from part (g) of Lemma 7.2
we infer that
(Tsh)
′
s = ZTsh
for each s ∈ [0, l). Consequently, Tsh is the solution of the equation
f ′(s) = Zf(s)
with the initial condition f(0) = h on the semi-interval [0, l). Thus, by Theorem 5.1, we
have
f(s) = lim
n→∞
F(s/n)nh, s ∈ [0, l).

Lemma 7.3. Let F ∈ FX. Assume that for some t, l > 0 and separable closed linear
subspace Φ ⊂ X there exists a strictly increasing natural sequence {gk}
∞
k=1, such that there
exists the limit
(7.31) lim
k→∞
{F( t
gk
)}[gk
s
t
]g
for any g ∈ Φ and s ∈ [0, l). Then the family of the operators Ψs : Φ 7→ X, s ∈ [0, l),
defined by the equality
Ψsg = lim
k→∞
{F( t
gk
)}[gk
s
t
]g,
satisfies the following condition: if f ∈ Φ∩D(F′ef(0)) andΨsf ∈ D(F
′
ef(0)) for any s ∈ [0, l),
then
(Ψsf)
′
s = F
′
ef(0)Ψsf = w- lim
k→∞
{F( t
gk
)}[gk
s
t
]F′ef(0)f
for each s ∈ [0, l).
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Proof of Lemma 7.3. Fix arbitrary φ ∈ X∗ and s ∈ [0, l). Denote
Φ′ = span {F′ef(0)Ψsf,Ψsf,F
′
ef(0)f, f, }.
By Proposition 3.1, we can choose a subsequence {fk}
∞
k=1 of the sequence {gk}
∞
k=1 such
that the family of the functions Tv : Φ
′ × {φ} 7→ T, v ≥ 0, is defined by the equality
Tv(g, φ) = lim
k→∞
({F(t/fk)}
[fk
v
t
]g, φ), g ∈ Φ′.
From Lemma 4.2 it follows that
(Tv(Ψsf, φ))
′
v = Tv(F
′
ef(0)Ψsf, φ).
Let us show that
(Tv(Ψsf, φ)) = (Ψs+vf, φ), v ∈ [0, l − s).
Note that
(Tv(Ψsf, φ)) = lim
k→∞
({F( t
fk
)}[fk
v
t
]Ψsf, φ)
= lim
k→∞
({F( t
fk
)}[fk
v
t
](Ψsf − {F(
t
fk
)}[fk
s
t
]f), φ)
+ lim
k→∞
({F( t
fk
)}[fk
v
t
]{F( t
fk
)}[fk
s
t
]f, φ)
= lim
l→∞
({F( t
fk
)}[fk
v
t
]{F( t
fk
)}[fk
s
t
]f, φ)
= lim
k→∞
({F( t
fk
)}[fk
v+s
t
]f, φ) = ((Ψs+lf, φ).
Thus, we have
(Tv(Ψsf, φ)) = (Ψs+vf, φ) = (Ts+v(f, φ)), v ∈ [0, l − s).
From this, by part (c) of Proposition 3.1, we deduce that
(Ψs+vf, φ)
′
v = (Tv(Ψsf, φ))
′
v = Tv(F
′
ef(0)Ψsf, φ)
= Tv+s(F′ef(0)f, φ), s ∈ [0, l).
So, by part (c) of Lemma 7.2, we get
(Ψsf, φ)
′
s = (F
′
ef(0)Ψsf, φ)
= lim
k→∞
({F( t
gk
)}[gk
s
t
]F′ef(0)f, φ), s ∈ [0, l).
By the arbitrariness of φ, we have
F′ef(0)Ψsf = w- lim
k→∞
{F( t
gk
)}[gk
s
t
]F′ef(0)f, s ∈ [0, l).
Therefore, by part (b) of Lemma 7.2, we deduce that the function F′ef(0)Ψsf , s ∈ [0, l),
is continuous with respect to s. Thus, we get
(Ψmf −Ψpf, φ) = (Ψmf, φ)− (Ψpf, φ)
=
∫ m
p
(F′ef(0)Ψsf, φ) ds = (
∫ m
p
F′ef(0)Ψsf ds, φ),
m, p ∈ [0, l),
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for arbitrary φ ∈ X∗; moreover, ∫ m
p
F′ef(0)Ψsf ds ∈ X˜,
where X˜ is the completion of the space X. By the arbitrariness of φ, we infer that
Ψmf −Ψpf =
∫ m
p
F′ef(0)Ψsf ds, m, p ∈ [0, l).
Consequently, by the continuity of the function F′ef(0)Ψsf with respect to s, we get
(Ψsf)
′
s = F
′
ef(0)Ψsf
for each s ∈ [0, l). 
Theorem 7.2. Let Z be a densely defined linear operator in X and t > 0. Assume that
there exists the function F ∈ FX such that D(F
′
ef(0)) ⊃ D(Z) and F
′
ef(0)g = Zg, g ∈ D(Z).
Then the local solution f : [0, l) 7→ X, l > 0, of the system
f ′(v) = Zf(v),
f(0) = h ∈ D(Z),
exists on the semi-interval [0, l) iff the following conditions are satisfied:
a) It is possible to choose a convergent sub-subsequence for any subsequence of the sequence
{F[ns/t]( t
n
)h}n∈N, for any s ∈ [0, l);
b) For any s ∈ [0, l) there exists a sequence {f sn}
∞
n=1, f
s
n ∈ D(Z), such that there ex-
ists w- lim
n→∞
(F[ns/t]( t
n
)h− f sn) = 0 and it is possible to choose a weakly convergent sub-
subsequence for any subsequence of the sequence {Zf sn}n∈N.
Moreover, if conditions (a)-(b) are satisfied, then
f(v) = lim
n→∞
{F(v/n)}nh, v ∈ [0, l).
Proof of Theorem 7.2. (⇒) It follows from Theorem 5.1 and f(v) ∈ D(Z) for any v ∈
[0, l).
(⇐) Let {sk}
∞
k=1 be a sequence of all nonnegative rational numbers contained in [0, l). Fix
a strictly increasing natural sequence {ni}
∞
i=1. Choose a subsequence {n
1
i }
∞
i=1 of the se-
quence {ni}
∞
i=1 such that there exists the limit lim
i→∞
F[n
1
i s1/t](t/n1i )h. Further, choose a sub-
sequence {n2i } of the sequence {n
1
i } such that there exists the limit lim
i→∞
F[n
2
i s2/t](t/n2i )h.
In the same way, for any natural k ≥ 3, we choose the subsequence {nki }
∞
i=1 of the
subsequence {nk−1i }
∞
i=1 such that there exists the limit lim
i→∞
F[n
k
i sk/t](t/nki )h. Note that
for diagonal sequence {nii}
∞
i=1 there exists the limit lim
i→∞
F[n
i
isk/t](t/nii)h for each k ∈ N.
Thus, by Lemma 3.2 we infer that {F[n
i
is/t](t/nii)h}
∞
i=1 is a Cauchy sequence in X for any
s ∈ [0, l). Therefore, by condition (a), there exists
lim
i→∞
F[n
i
is/t](t/nii)h
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for any s ∈ [0, l). Denote di = n
i
i, i ∈ N, and
Tsg = lim
i→∞
F[dis/t](t/di)g, g ∈ span ({h}), s ∈ [0, l).
Fix arbitrary m ∈ [0, l). Choose a subsequence {d′k}k∈N of the sequence {dk}k∈N such
that there exists the limit w- lim
i→∞
Zfmd′i
. Thus, there exist w- lim
i→∞
fmd′i
, w- lim
i→∞
Zfmd′i
and,
therefore, from the coincidence of the weak closure of Z with the closure in the strong
topology it follows that Tmh ∈ D(Z) for any m ∈ [0, l). Then, from Lemma 7.3 we infer
that
(Tsh)
′
s = ZTsh
for each s ∈ [0, l). Consequently, Tsh is the solution of the equation
f ′(s) = Zf(s)
with the initial condition f(0) = h on the semi-interval [0, l). Thus, by Theorem 5.1 we
get
f(s) = lim
n→∞
F(s/n)nh, s ∈ [0, l).

From Theorem 7.2 we get the following consequence.
Corollary 7.1. Let t > 0. Assume that C and D are generators of the lC0-semigroups
exp (sC) and exp (sD) in sequentially complete locally convex space X. Assume also, that
the following conditions are satisfied:
i) D(C) ∩ D(D) is dense in X;
ii) {[0, ∞) ∋ s 7→ exp (sC) exp (sD)} ∈ EX.
Then the local solution f : [0, l) 7→ X, l > 0, of the system
f ′(v) = (C + D)f(v),
f(0) = h ∈ D(C + D),
exists on the semi-interval [0, l) iff the following conditions are satisfied:
a) It is possible to choose a convergent sub-subsequence for any subsequence of the sequence
{{exp ( t
n
C) exp ( t
n
D)}[ns]h}n∈N, for any s ∈ [0, l/t);
b) For any s ∈ [0, l/t) there exists a sequence {f sn}
∞
n=1, f
s
n ∈ D(C + D), such that there
exists w- lim
n→∞
{exp ( t
n
C) exp ( t
n
D)}[ns]f − f sn) = 0 and it is possible to choose a weakly
convergent sub-subsequence for any subsequence of the sequence {(C + D)f sn}
∞
n=1.
Moreover, if conditions (a)-(b) are satisfied, then
f(s) = lim
n→∞
{exp ( s
n
C) exp ( s
n
D)}nf, s ∈ [0, l),
for each f ∈ X.
Proof of Corollary 7.1. Put F(s) = exp(sC) exp(sD), s ∈ [0, ∞). From
lim
s→0
s−1(F(s)f − F(0)f)
= lim
s→0
s−1(exp(sC) exp(sD)f − exp(sC)f)
+ lim
s→0
s−1(exp(sC)f − f) = Cf +Df, f ∈ D(C) ∩ D(D),
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it follows that D(F′ef(0)) is dense in X. Thus, from condition (ii), we deduce that F ∈ FX.
From Theorem 3.1 we infer that the operator C + D possesses a closure. Applying
Theorem 7.2 for the operator Z = C + D we get the Corollary. 
8. Criteria for closure of operator to be the generator of the
lC0-semigroup
Theorem 8.1. Let X be a complete locally convex space and F ∈ FX. Assume that a
linear operator Z has the domain D(Z) ⊂ D(F′ef(0)) and
Zg = F′ef(0)g, g ∈ D(Z).
Assume also that A ⊂ D(Z) is a dense linear subset of X and there exists a fixed l > 0 such
that there exists a local solution f : [0, l) 7→ X of the system
f ′(s) = Zf(s), s ∈ [0, l),(8.1)
f(0) = f0(8.2)
for each f0 ∈ A. Then the operator Z possesses a closure and its closure is the generator of
the lC0-semigroup S. Furthermore, the following equality is satisfied:
S(t)g = lim
n→∞
F(t/n)ng, t ≥ 0,(8.3)
for all g ∈ X.
Proof of Theorem 8.1. By Theorem 4.1, there exists
w- lim
n→∞
F(t/n)[ns/t]f, s ∈ [0, l),(8.4)
for each f ∈ A. From the density of A in X and Lemma 7.2 we easily infer that there
exists limit (8.4) for each f ∈ X. Put G(s)f = w- lim
n→∞
F(t/n)[ns/t]f, s ∈ [0, l), f ∈ X.
From the uniqueness of the local solution of system (8.1)–(8.2) we infer that
G(s1)G(s2)f = G(s1 + s2)f, s1, s2, s1 + s2 ∈ [0, l),(8.5)
for each f ∈ A. From this and part (a) of Lemma 7.2 it follows that equality (8.5) holds
for any f ∈ X. Define the function S : [0, ∞) 7→ L(X) by the equality
S(s) = {G(l/2)}[2s/l]G(s− [2s/l]l/2), s ≥ 0.
Then, from parts (a), (b) of Lemma 7.2 and the definition of S we easily deduce that
the function S is the lC0-semigroup. Furthermore, from part (c) of Lemma 7.2 it follows
that D(Z) ⊂ D(F′ef(0)) ⊂ D(S
′(0)) and, by the closedness of S′(0), Zf = S′(0)f for each
f ∈ D(Z). Let us show that D(Z) = D(S′(0)). Fix g ∈ A. Then
n∑
k=1
s
n
S(k s
n
)g ∈ D(Z), s ∈ [0, l/2],
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and, by properties of lC0-semigroups, we infer that there exist the limits
lim
n→∞
n∑
k=1
s
n
S(k s
n
)g =
∫ s
0
S(t)g dt,
lim
n→∞
Z
n∑
k=1
s
n
S(k s
n
)g =
∫ s
0
S(t)Zg dt = S(s)g − g, s ∈ [0, l/2].
Thus, by the closedness of Z, we deduce that
∫ s
0
S(t)g dt ∈ D(Z) and
Z
∫ s
0
S(t)g dt = S(s)g − g, s ∈ [0, l/2].
Let f ∈ X. Fix α ∈ Ω. Choose a sequence {fn}
∞
n=1, fn ∈ A, such that lim
n→∞
‖fn − f‖
F,l
α =
0. Then we have
‖ lim
n→∞
∫ s
0
S(t)fn dt−
∫ s
0
S(t)f dt‖α = 0,
‖ lim
n→∞
Z
∫ s
0
S(t)fn dt− (S(s)f − f)‖α
= ‖ lim
n→∞
S(s)fn − fn − (S(s)f − f)‖α = 0, s ∈ [0, l/2].
Therefore, by the arbitrariness of α ∈ Ω and the closedness of Z, we infer that∫ s
0
S(t)f dt ∈ D(Z)
and
Z
∫ s
0
S(t)f dt = S(s)f − f
for s ∈ [0, l/2]. Note that for f ∈ D(S′(0)) there exist
lim
s→0
s−1
∫ s
0
S(t)f dt = f,
lim
s→0
s−1Z
∫ s
0
S(t)f dt = lim
s→0
s−1(S(s)f − f) = S′(0)f.
So, by the closedness of Z it follows that f ∈ D(Z). Therefore, Z is the generator of the
lC0-semigroup S and, by Theorem 6.1, we get equality (8.3). 
Remark 8.1. If A is sequentially dense in X, then the condition that X is a com-
plete locally convex space in Theorem 8.1 can be changed to the condition that X is a
sequentially complete locally convex space.
Lemma 8.1. Let X be a sequentially complete locally convex space and a function T :
[0, ∞) → L(X) is a lC0-semigroup. Then D(T
∗′(0)) is *-dense in X∗, where T∗′(0) is the
(strong) derivative at the point 0 of the function T∗.
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Proof of Lemma 8.1. Firstly, consider the case in which X is a complete locally convex
space. Denote D((0, ∞)) the set of all smooth functions φ : (0, ∞) → R with compact
support suppφ ⊂ (0, ∞). Let Y consist of all f ∈ X∗ for which there exist g ∈ X∗,
φ ∈ D((0, ∞)) such that
f =
∫ ∞
0
φ(s)T∗(s)g ds,
where the integral is in the sense of Pettis with respect to the topology σ(X∗,X) ([15]).
Note thatY is *-dense inX∗. Indeed, we can choose a sequence of non-negative functions
φn, n ∈ N, φn ∈ D((0, ∞)), such that suppφn ∈ (0, 1/n] and
∫ ∞
0
φn(s) ds = 1.
Then φn tends to δ−function as n → ∞. Therefore, for any f ∈ X
∗ and x ∈ X we see
that
lim
n→∞
(x,
∫ ∞
0
φn(s)T
∗(s)f ds) = (x, f).
Now let us show that Y ⊂ D(T∗′(0)). Fix g ∈ X∗, φ ∈ D((0, ∞)) and a bounded set
A ⊂ X. Let supp φ ∈ (0, a), a > 0, and
f =
∫ ∞
0
φ(s)T∗(s)g ds.
Choose t0 > 0 such that [0, t0] ∩ supp φ = ∅. Then for t ∈ (0, t0) we have
‖T∗(t)f − f + t
∫ ∞
0
φ′(s)T∗(s)g ds‖A◦
= ‖
∫ ∞
0
φ(s)T∗(s+ t)g ds−
∫ ∞
0
φ(s)T∗(s)g ds
+
∫ ∞
0
tφ′(s)T∗(s)g ds‖A◦ = ‖
∫ ∞
t
φ(s− t)T∗(s)g ds
−
∫ ∞
0
φ(s)T∗(s)g ds+
∫ ∞
0
tφ′(s)T∗(s)g ds‖A◦
= ‖
∫ a+t0
t
(tφ′(s) + φ(s− t)− φ(s))T∗(s)g ds‖A◦
= ‖
∫ a+t0
t
∫ s
s−t
(φ′(s)− φ′(l)) dlT∗(s)g ds‖A◦ = (A)
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Denote b(s) = sup
|l−k|≤s
|φ′(l)− φ′(k)|, l, k ∈ (0, a). Then
(A) ≤ (t0 + a)tb(t) sup
s∈[0, a+t0]
‖T∗(s)g‖A◦
= (t0 + a)tb(t) sup
s∈[0, a+t0]
sup
x∈A
|(x,T∗(s)g)|
= (t0 + a)tb(t) sup
s∈[0, a+t0]
sup
x∈A
|(T(s)x, g)|
≤ (t0 + a)tb(t) sup
s∈[0, a+t0]
sup
x∈A
‖T(s)x‖g
≤ (t0 + a)tb(t)sup
x∈A
‖x‖T,a+t0g = (Bt).
Since the semi-norm ‖ · ‖T,a+t0g is continuous in X we infer that sup
x∈A
‖x‖T,a+t0g < ∞ and,
therefore, lim
t→0
t−1Bt = 0. By the arbitrariness of A, we infer that f ∈ D(T
∗′(0)). So,
we’ve shown the Lemma in the case under consideration.
Consider the general case in which X is a sequentially complete locally convex space.
Let X˜ be the completion of the space X and the function T˜ : [0, ∞)→ L(X˜) be defined
by the condition that T˜(s) is the continuous extension of T(s) to X˜ for each s ∈ [0, ∞).
Then T˜ is the lC0-semigroup, X˜
∗ = X∗ and T˜∗ = T∗. Now, the Lemma follows from
previous case. 
Theorem 8.2. Assume that Z is a densely defined linear operator in a complete locally
convex space X and t > 0. Assume also that there exists a function F : [0, ∞) → L(X)
such that:
i) F ∈ FX;
ii) D(F′ef(0)) ⊃ D(Z) and F
′
ef(0)g = Zg, g ∈ D(Z);
iii) D(F∗′(0)) is *-dense in X∗.
Then the operator Z possesses a closure and its closure is the generator of the lC0-semigroup
iff there exists a dense linear subspace A ⊆ D(Z) such that for any f ∈ A and s ≥ 0 there
exists a sequence {f sn}
∞
n=1, f
s
n ∈ D(Z), satisfying the following conditions:
a) w- lim
n→∞
(F[ns/t]( t
n
)f − f sn) = 0;
b) It is possible to choose a weakly convergent sub-subsequence for any subsequence of the
sequence {Zf sn}
∞
n=1;
c) It is possible to choose a weakly convergent sub-subsequence for any subsequence of the
sequence {f sn}
∞
n=1.
Proof of Theorem 8.2. (⇒) It follows from Theorem 7.1.
(⇐) By Theorem 7.1 there exists the solution of the equation
f ′(s) = Zf(s)
on [0, ∞) for any initial condition f(0) = g, where g ∈ A. Thus, by Theorem 8.1, Z is
the generator of the lC0-semigroup S and
S(t)f = lim
n→∞
F(t/n)nf, f ∈ X.

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Theorem 8.3. Assume that Z is a densely defined linear operator in a complete locally
convex space X and t > 0. Then the operator Z possesses a closure and its closure is the
generator of the lC0-semigroup iff there exists a function F ∈ FX such that:
i) D(F′ef(0)) ⊃ D(Z) and F
′
ef(0)g = Zg, g ∈ D(Z);
ii) D(F∗′(0)) is *-dense in X∗;
iii) There exists a dense linear subspace A ⊆ D(Z) such that for any f ∈ A, s ≥ 0 there
exists a sequence {f sn}
∞
n=1, f
s
n ∈ D(Z), satisfying the following conditions:
a) w- lim
n→∞
(F[ns/t]( t
n
)f − f sn) = 0;
b) It is possible to choose a weakly convergent sub-subsequence for any subsequence of the
sequence {Zf sn}n∈N;
c) It is possible to choose a weakly convergent sub-subsequence for any subsequence of the
sequence {f sn}n∈N.
Furthermore, if conditions (i)-(iii) are satisfied, then exp (tZ)f = lim
n→∞
F(t/n)nf for each
f ∈ X.
Proof of Theorem 8.3. (⇒) It follows from Theorems 8.2 and 6.1.
(⇐) It follows from Lemma 8.1 and Theorem 8.2. 
Corollary 8.1. Assume that Z is a densely defined linear operator in a complete locally
convex space X and t > 0. Then the operator Z possesses a closure and its closure is the
generator of the lC0-semigroup iff there exists a function F ∈ FX such that:
i) D(F′ef(0)) ⊃ D(Z) and F
′
ef(0)g = Zg, g ∈ D(Z);
ii) D(F∗′(0)) is *-dense in X∗;
iii) It is possible to choose a weakly convergent sub-subsequence for any subsequence of the
sequence {F[ns]( t
n
)f}n∈N, for any s > 0 and f ∈ X;
iv) There exists a dense linear subspace A ⊆ D(Z) such that for any f ∈ A and s ≥ 0 there
exists a sequence {f sn}
∞
n=1, f
s
n ∈ D(Z), such that
w- lim
n→∞
(F[ns]( t
n
)f − f sn) = 0
and
w- lim
n→∞
(F[ns]( t
n
)Zf − Zf sn) = 0.
Furthermore, if conditions (i)-(iv) are satisfied, then exp (tZ)f = lim
n→∞
F(t/n)nf for each
f ∈ X.
Proof of Corollary 8.1. It follows from Theorem 8.2. 
Corollary 8.2. Let C and D be generators of the lC0-semigroups exp (sC) and exp (sD)
in a complete locally convex space X and t > 0 be fixed. Assume that there exists a set
B ⊂ D((exp(sC)∗)′s=0) ∩ D((exp(sD)
∗)′s=0) and the following conditions are satisfied:
i) D(C) ∩ D(D) is dense in X;
ii) B is *-dense in X∗;
iii) {[0, ∞) ∋ s 7→ exp (sC) exp (sD)} ∈ EX;
iv) The function g(s, x) = exp (sD∗)x, s ≥ 0, x ∈ X, is continuous at the point s = 0 for
each x ∈ (exp(sC)∗)′s=0(B).
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Then the sum of C and D possesses a closure and its closure is the generator of the lC0-
semigroup iff there exists a dense linear subspace A ⊆ D(C) ∩ D(D) such that for any
f ∈ A and s ≥ 0 there exists a sequence {f sn}
∞
n=1, f
s
n ∈ D(C + D), satisfying the following
conditions:
a) w- lim
n→∞
((exp ( t
n
C) exp ( t
n
D))[ns]f − f sn) = 0;
b) It is possible to choose a weakly convergent sub-subsequence for any subsequence of the
sequence {f sn}
∞
n=1;
c) It is possible to choose a weakly convergent sub-subsequence for any subsequence of the
sequence {(C + D)f sn}
∞
n=1.
Furthermore, if conditions (a)-(c) are satisfied, then
exp (s(C + D))f = lim
n→∞
{exp ( s
n
C) exp ( s
n
D)}nf, s ≥ 0,
for each f ∈ X.
Proof of Corollary 8.2. Put F(s) = exp(sC) exp(sD) for any s ∈ [0, ∞). By
lim
s→0
s−1(F(s)f − F(0)f)
= lim
s→0
s−1(exp(sC) exp(sD)f − exp(sC)f)
+ lim
s→0
s−1(exp(sC)f − f) = Cf +Df, f ∈ D(C) ∩ D(D),
and
lim
s→0
s−1(F∗(s)− F(0))f
= lim
s→0
s−1{(exp(sD))∗(exp(sC))∗ − (exp(sD))∗}f
+ lim
s→0
s−1{(exp(sD))∗f − f} = lim
l→0
(exp(lD))∗(exp(sC)∗)′|s=0f
+ (exp(sD)∗)′|s=0f = (exp(sC)
∗)′|s=0f + (exp(sD)
∗)′|s=0f,
f ∈ B,
we deduce thatD(F′ef(0)) is dense in X andD(F
∗′(0)) is *-dense in X∗. Thus, by condition
(iii), we infer that F ∈ FX. From Theorem 3.1 it follows that operator C + D possesses
a closure. Therefore, applying Theorem 8.2 for the operator Z = C + D, we get the
Corollary. 
Theorem 8.4. Assume that Z is a densely defined linear operator in a complete locally
convex space X and t > 0. Assume also that there exists a function F ∈ FX such that
D(F′ef(0)) ⊃ D(Z) and F
′
ef(0)g = Zg, g ∈ D(Z). Then the operator Z possesses a closure
and its closure is the generator of the lC0-semigroup iff there exists a dense linear subspace
A ⊆ D(Z) such that for any f ∈ A and s ≥ 0 there exists a sequence {f sn}
∞
n=1, f
s
n ∈ D(Z),
satisfying the following conditions:
a) w- lim
n→∞
(F[ns]( t
n
)f − f sn) = 0;
b) It is possible to choose a convergent sub-subsequence for any subsequence of the sequence
{F[ns/t]( t
n
)f}n∈N;
c) It is possible to choose a weakly convergent sub-subsequence for any subsequence of the
sequence {Zf sn}
∞
n=1.
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Proof of Theorem 8.4. (⇒) It follows from Theorem 7.2.
(⇐) By Theorem 7.2 there exists the solution of the equation
f ′(s) = Zf(s)
on [0, ∞) for any initial condition f(0) = g, where g ∈ A. Thus, by Theorem 8.1, Z is
the generator of the lC0-semigroups S and
S(t)f = lim
n→∞
F(t/n)nf, f ∈ X.

Corollary 8.3. Let C and D be generators of the lC0-semigroups exp (sC) and exp (sD)
in a complete locally convex spaceX and t > 0 be fixed. Assume that the following conditions
are satisfied:
i) D(C) ∩ D(D) is dense in X.
ii) {[0, ∞) ∋ s 7→ exp (sC) exp (sD)} ∈ EX.
Then the sum of C and D possesses a closure and its closure is the generator of the lC0-
semigroup iff there exists a dense linear subspace A ⊆ D(C) ∩ D(D) such that for any
f ∈ A and s ≥ 0 there exists a sequence {f sn}
∞
n=1, f
s
n ∈ D(C + D), satisfying the following
conditions:
a) w- lim
n→∞
((exp ( t
n
C) exp ( t
n
D))[ns]f − f sn) = 0;
b) It is possible to choose a convergent sub-subsequence for any subsequence of the sequence
{F[ns/t]( t
n
)f}n∈N;
c) It is possible to choose a weakly convergent sub-subsequence for any subsequence of the
sequence {(C + D)f sn}
∞
n=1.
Furthermore, if conditions (a)-(c) are satisfied, then
exp (s(C + D))f = lim
n→∞
{exp ( s
n
C) exp ( s
n
D)}nf, s > 0,
for each f ∈ X.
Proof of Corollary 8.3. Put F(s) = exp(sC) exp(sD) for any s ∈ [0, ∞). By
lim
s→0
s−1(F(s)f − F(0)f)
= lim
s→0
s−1(exp(sC) exp(sD)f − exp(sC)f)
+ lim
s→0
s−1(exp(sC)f − f) = Cf +Df, f ∈ D(C) ∩ D(D),
we infer that D(F′ef(0)) is dense in X. Thus, by condition (ii), we deduce that F ∈ FX.
From Theorem 3.1 it follows that operator C+D possesses a closure. Therefore, applying
Theorem 8.3 for the operator Z = C + D, we get the Corollary. 
Remark 8.2. If A is sequentially dense in X, then the condition that X is a complete
locally convex space in Theorems 8.2-8.4 and Corollaries 8.1-8.3 can be changed to the
condition that X is a sequentially complete locally convex space. Indeed, it is enough to
apply Theorem 8.1 and Remark 8.1.
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9. Consequences for semigroups defined on Banach spaces.
If X is a reflexive separable Banach space or Hilbert space, then the formulations of
some previous theorems can be considerably simplified and we get the following results:
Corollary 9.1. Let Z : B ⊃ D(Z) → B be a densely defined linear operator and t > 0.
Then the operator Z possesses a closure and its closure is the generator of the lC0-semigroup
iff there exists a function F : [0,∞) 7→ L(B) such that:
i) F(0) = I and there exist a ∈ R and M ≥ 1 such that ‖Fm( s
n
)‖ ≤ M exp(asm
n
) for any
n, m ∈ N and s ≥ 0;
ii) D(F′ef(0)) ⊃ D(Z) and F
′
ef(0)g = Zg, g ∈ D(Z);
iii) D(F∗′(0)) is *-dense in B∗;
iv) There exists a dense linear subspace A ⊆ D(Z) such that for any f ∈ A and s ≥ 0 there
exists a sequence {fn}
∞
n=1, fn ∈ D(Z), such that there exists
w- lim
n→∞
(F[ns]( t
n
)f − fn) = 0,
and the sequences {Zfn}
∞
n=1 is bounded.
Furthermore, if conditions (i)-(iv) are satisfied, then exp (sZ)f = lim
n→∞
F(s/n)nf, s > 0, for
each f ∈ B.
Proof of Corollary 9.1. Since {(F[ns]( t
n
)f−fn)}
∞
n=1 is weak convergent and {(F
[ns]( t
n
)f)}∞n=1
is bounded we infer that {(F[ns]( t
n
)f − fn)}
∞
n=1 and {fn}
∞
n=1 are bounded. Note that for
any bounded sequences {gn}
∞
n=1, gn ∈ B, the following condition is satisfied: It is possi-
ble to choose a weakly convergent sub-subsequence for any subsequence of the sequence
{gn}n∈N. Therefore, by Theorem 8.3, we get the Corollary. 
Corollary 9.2. Let Z : B ⊃ D(Z) → B be a densely defined linear operator in B and
t > 0. Assume that there exists a function F : [0,∞) 7→ L(B) such that:
i) F(0) = I and there exist a ∈ R and M ≥ 1 such that
‖Fm( s
n
)‖ ≤M exp (asm
n
)
for any n, m ∈ N and s ≥ 0;
ii) D(F′ef(0)) ⊃ D(Z) and F
′
ef(0)g = Zg, g ∈ D(Z);
iii) D(F∗′(0)) is *-dense in B∗.
Then the operator Z possesses a closure and its closure is the generator of the lC0-semigroup
iff there exists a dense linear subspace A ⊆ D(Z) such that for any f ∈ A and s ≥ 0
there exists a sequence {fn}
∞
n=1, fn ∈ D(Z), such that w- lim
n→∞
(F[ns]( t
n
)f − fn) = 0, and
{F′ef(0)fn}
∞
n=1 is bounded.
Proof of Corollary 9.2. Since {(F[ns]( t
n
)f−fn)}
∞
n=1 is weak convergent and {(F
[ns]( t
n
)f)}∞n=1
is bounded we infer that {(F[ns]( t
n
)f − fn)}
∞
n=1 and {fn}
∞
n=1 are bounded. Note that for
any bounded sequences {gn}
∞
n=1, gn ∈ B, the following condition is satisfied: It is possi-
ble to choose a weakly convergent sub-subsequence for any subsequence of the sequence
{gn}n∈N. Therefore, by Theorem 8.2, we get the Corollary. 
Corollary 9.3. Let C and D be generators of the lC0-semigroups exp(sC) and exp(sD)
in B and t > 0. Assume that the following conditions are satisfied:
i) D(C) ∩ D(D) is dense in B;
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ii) D(C∗) ∩ D(D∗) is *-dense in B∗;
iii) There exist a ∈ R and M ≥ 1 such that
‖{exp ( s
n
C) exp ( s
n
D)}m‖ ≤M exp (asm
n
)
for any n, m ∈ N and s > 0.
Then the sum of C and D possesses a closure and its closure is the generator of the lC0-
semigroup iff there exists a dense linear subspace A ⊆ D(C)∩D(D) such that for any f ∈ A
and s ≥ 0 there exists a sequence {fn}
∞
n=1, fn ∈ D(C) ∩ D(D), satisfying the following
conditions:
a) w- lim
n→∞
((exp ( t
n
C) exp ( t
n
D))[ns]f − fn) = 0;
b) {(C + D)fn}
∞
n=0 is bounded.
Furthermore, if conditions (a)-(b) are satisfied, then
exp (s(C + D))f = lim
n→∞
{exp ( s
n
C) exp ( s
n
D)}nf, s > 0,
for each f ∈ B.
Proof of Corollary 9.3. Since {((exp ( t
n
C) exp ( t
n
D))[ns]f − fn)}
∞
n=1 is weak convergent
and {(exp ( t
n
C) exp ( t
n
D))[ns]f}∞n=1 is bounded we infer that {((exp (
t
n
C) exp ( t
n
D))[ns]f −
fn)}
∞
n=1 and {fn}
∞
n=1 are bounded. Note that for any bounded sequences {gn}
∞
n=1, gn ∈ B,
the following condition is satisfied: It is possible to choose a weakly convergent sub-
subsequence for any subsequence of the sequence {gn}n∈N. From Theorem 1.34 in [4] it
follows that exp(sC∗) and exp(sD∗) are lC0-semigroups and, therefore, condition (iv) of
Corollary 8.2 is satisfied for B = D(C∗) ∩ D(D∗). Thus, by Corollary 8.2, we get the
Corollary. 
Remark 9.1. If the operators iC and iD are self-adjoint, then conditions (ii), (iii) of
Corollary 9.3 can be omitted.
Corollary 9.4. Assume that B is a Hilbert space and Z is a densely defined dissipative
linear operator in B. Then there exists a function F ∈ FB such that
F ′(0)|D(Z) = Z.
Moreover, If there exist a local solution f : [0, l) 7→ B of the system
f ′(t) = Zf(t), t ∈ [0, l),
f(0) = h ∈ D(Z),
then F( t
n
)nh tends to f(t) as n→∞ uniformly with respect to t ∈ [0, t0] for any t0 ∈ (0, l).
Proof of Corollary 9.4. It follows from Theorem 5.1 and Proposition 3.4. 
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