We investigate the higher-order Voronoi diagrams of n point sites with respect to the geodesic distance in a simple polygon with h > 0 polygonal holes and c corners. Given a set of n point sites, the k thorder Voronoi diagram partitions the plane into several regions such that all points in a region share the same k nearest sites. The nearest-site (first-order) geodesic Voronoi diagram has already been well-studied, and its total complexity is O(n+c). On the other hand, Bae and Chwa [3] recently proved that the total complexity of the farthest-site ((n − 1) st -order) geodesic Voronoi diagram and the number of faces in the diagram are Θ(nc) and Θ(nh), respectively. It is of high interest to know what happens between the first-order and the (n − 1) storder geodesic Voronoi diagrams. In this paper we prove that the total complexity of the k th -order geodesic Voronoi diagram is Θ(k(n − k) + kc), and the number of faces in the diagram is Θ(k(n − k) + kh). Our results successfully explain the variation from the nearest-site to the farthest-site geodesic Voronoi diagrams, i.e., from k = 1 to k = n − 1, and also illustrate the formation of a disconnected Voronoi region, which does not occur in many commonly used distance metrics, such as the Euclidean, L 1 , and city metrics. We show that the k th -order geodesic Voronoi diagram can be computed in O(k 2 (n+c) log(n+c)) time using an iterative algorithm.
the plane into regions called Voronoi regions such that all points in a Voronoi region share the same k nearest sites of S. The nearest-site Voronoi diagram is the firstorder Voronoi diagram, and the farthest-site Voronoi diagram is the (n − 1)
st -order Voronoi diagram. Lee [12] first presented several important properties for the k th -order Voronoi diagram in any distance metric satisfying the triangle inequality and proved that the numbers of Voronoi regions, Voronoi edges, and Voronoi vertices are all O(k(n−k)), implying that the total complexity (size) in the Euclidean metric is also O(k(n−k)). Based on those properties, Lee also developed an iterative construction method in the Euclidean metric that takes O(k 2 n log n) time and O(k 2 n) space. Since then, the k th -order Voronoi diagram in the Euclidean metric has been well-studied. Chazelle and Edelsbrunner [5] adopted the notions of geometric duality and arrangements to develop two versions of an algorithm, which take O(n 2 log n + k(n − k) log 2 n) time and O(k(n − k)) space, and O(n 2 +k(n−k) log 2 n) time and O(n 2 ) space, respectively. Furthermore, there are randomized algorithms [1, 7, 16] , on-line algorithms [2, 4] , and higherdimensional results [8, 9] . Recently, Liu et al. [13] proved that the total complexity in the L ∞ metric is O(min{k(n − k), (n − k) 2 }), and Gemsa et al. [10] proved that the total complexity in the city metric is O(k(n − k) + kt) and Ω(n + kt), where t is the complexity of the underlying transportation network.
Consider a polygonal domain formed by a simple polygon P and a set H of h simple polygons, called holes, inside P . Let c denote the total number of corners of P and the holes in H. The geodesic distance between two points in such a polygonal domain is the length of the shortest path between them inside the polygon without intersecting any hole. In the last two decades, there were studies to extend the results known in the classical Euclidean metric to the geodesic distance in a polygonal domain, and there have been a lot of works on geodesic distance problems.
The nearest-site geodesic Voronoi diagram in a polygonal domain has been well-studied and shown to have a linear complexity of O(n + c). Mitchell [14] applied the continuous Dijkstra paradigm to develop the first subquadratic algorithm with O((n + c) 3/2+ϵ ) time and O(n + c) space, and Hershberger and Suri [11] improved the time complexity to be O((n+c) log(n+c)) using O((n + c) log(n + c)) space. On the other hand, Bae and Chwa [3] recently proved that the farthest-site geodesic Voronoi diagram has a quadratic complexity of Θ(nc), and the number of faces in the diagram is Θ(nh). This is dramatically different from the case in the Euclidean metric where the farthest-site Voronoi diagram has linear complexity.
Therefore, it is of high interest to study the k thorder geodesic Voronoi diagram for general k, 1 < k < n, and to obtain some result that can explain the variation between the first-order and the (n − 1)
st -order geodesic Voronoi diagrams, i.e., between the nearest-site and the farthest-site diagrams.
We have found that in the geodesic distance, there are three main differences when compared with the Euclidean distance:
1. A Voronoi edge can contain Θ(n) degree-2 vertices or can be a closed curve.
A Voronoi edge can consist of Θ(h) disjoint pieces.
3. A Voronoi region can be disconnected and can have Θ(h) disjoint faces.
In this paper, we investigate the k th -order geodesic Voronoi diagram in a polygonal domain with h > 0 holes, and obtain the following important results:
• Its total complexity is Θ(k(n − k) + kc).
• The number of its faces is Θ(k(n − k) + kh).
• It can be constructed in O(k 2 (n+c) log(n+c)) time.
These results successfully explain the variation between the first-order and the (n − 1) st -order geodesic Voronoi diagrams. Furthermore, The corresponding proofs not only describe the formation of the k th -order geodesic Voronoi diagram but also illustrate the formation of a disconnected Voronoi region, which does not occur in many commonly used distance metrics, e.g., L p norms.
In order to deal with the k th -order geodesic Voronoi diagram, we make use of two important techniques, the continuous Dijksta paradigm for the geodesic distance problems in Mitchell [14] and Mitchell et al. [15] and the iterative construction for the k th -order Voronoi diagram in Lee [12] . The former has been shown to be very useful in the geodesic distance, and the latter is applicable in any distance metric satisfying the triangle inequality.
We organize the paper as follows. In Section 2, we formulate the k th -order geodesic Voronoi diagram, and introduce the continuous Dijkstra paradigm and the iterative construction. In Section 3, we first derive several fundamental properties for the k th -order geodesic Voronoi diagram for which the continuous Dijkstra paradigm and the iterative construction are applicable. Then we combine the continuous Dijkstra paradigm and the iterative construction to analyze the total complexity. Finally we analyze the formation of a disconnected Voronoi region, and derive an upper bound for the total number of faces. In Section 4, we combine the iterative construction [12] and Hershberger and Suri's [11] nearest-site geodesic diagram algorithm to develop an iterative algorithm.
Gemsa et al. [10] also combined the continuous Dijkstra paradigm and the iterative construction to deal with the k th -order city Voronoi diagram. However, in the city metric, each Voronoi edge is connected, and it is nontrivial to deal with disconnected Voronoi edges in the polygonal domain. More importantly each Voronoi region in the city metric must be connected so that the number of faces in the city metric is still O(k(n − k)), while the number of faces in the geodesic distance is Θ(k(n − k) + kh). It is really a challenge to deal with disjoint faces of a disconnected Voronoi region.
Preliminaries 2.1 Formulation
Throughout the paper we use the following denotation: Let P be a simple polygon in the plane R 2 and H be a set of h > 0 disjoint polygons inside P . Let V denote the set of all corners of P and H, and let c denote |V |. Each polygon h ′ ∈ H is called a hole, and each edge of a hole or P is called an obstacle. For a subset A ⊂ R 2 , let intA, ∂A, and clA be the interior, the boundary, and the closure of A, respectively.
F := P \ ∪ h ′ ∈H inth ′ is called the free space. We only consider obstacle-free paths, i.e., paths inside the free space F. For any two points p, q ∈ F, any shortest path between them is a simple polygonal path and can be represented by a sequence of line segments connecting points in V ∪ {p, q} [14] . Let d(p, q) be the length of a shortest path between p, q ∈ F and denote the geodesic distance between them. Let Given a set S of n point sites in F, the k thorder geodesic Voronoi diagram V k (S) partitions F into Voronoi regions such that each point in a Voronoi region V k (H, S) is closer to a k-element subset H of S than to any other k-element subset of S in the geodesic distance.
The common boundary between two Voronoi regions We make the general position assumption in this paper as follows. No point in F is equidistant from more than 3 sites in S, and no corner in V is equidistant from 2 or more sites in S. The former makes the degree of a Voronoi vertex exactly 3, and the latter prevents a corner in V from being passed through by a bisector between two sites in S.
Lee [12] Bae and Chwa [3] proved that a bisector B(p, q) intersects each polygon in H ∪ P at most twice. Therefore we view the two intersections between P and B(p, q) as the starting and ending points of B(p, q) such that a hole in H, rather than P , can disconnect B(p, q).
Continuous Dijkstra Paradigm and Shortest Path Map
Mitchell [14] and Mitchell et al. [15] developed the continuous Dijkstra paradigm to simulate the wavefront propagation from a fixed point p ∈ F, where the wavefront W p at distance δ from p is the set of all points in F at distance δ from p. The idea is to separate the wavefront into several circular wavelets. At time 0, we propagate a circular wavelet w p (p) from p with unit speed. Let V p be V ∪ {p}, and for each vertex v ∈ V p , let w p (v) be a circular wavelet which propagates from v at time d(p, v) with unit speed. When a vertex z ∈ V p is first hit by a wavelet w p (u), u ∈ V p , we propagate a wavelet w p (z) from z. In general, all the points which are first hit by a wavelet at time δ form the wavefront at distance δ from p. Eventually each point r ∈ F will be first hit by a wavelet w p (v), for some v ∈ V p .
The shortest path map (SPM) with respect to p, denoted by SPM p , is a planar subdivision of F into regions SPM p (v), ∀v ∈ V p , such that all points r ∈ SPM p (v) are first hit by w p (v) and thus
is visible from v, and any shortest path from p to r must pass through v. For example, as shown in Fig. 1 , 
Iterative Construction
Lee [12] showed that the (j + 1) st -order Voronoi diagram V j+1 (S) can be constructed from the j th -order Voronoi diagram V j (S) in any distance metric satisfying the triangle inequality. Consider a j th -order Voronoi region Fig. 2 shows an example in the Euclidean metric. Solid segments represent V 1 (S), and dashed segments represent V 1 (Q), where Q = {q 1 , · · · , q 6 } and S = Q ∪ {p}. Since the grey region belongs to V 1 ({p}, S) and V 1 ({q 1 }, Q), each point in the grey region shares the same 2 nearest sites, p and q 1 , in S, implying that the grey region belongs to
intersects the boundary of V j (H, S) exactly on the n H new Voronoi vertices, and partitions the boundary of
is a path whose two endpoints are new Voronoi vertices and whose internal nodes are old Voronoi vertices.
Properties
In this section, we will prove that the k th -order geodesic Voronoi diagram V k (S) consists of Θ(k(n−k)+kh) faces, and its total complexity is Θ(k(n − k) + kc). In Section 3.1, we define degenerate Voronoi vertices so that the iterative construction is applicable in the geodesic distance. In Section 3.2, we use SPMs to define mixed vertices and their degenerate version, and then derive an upper bound for the total complexity of V k (S) in terms of the number of mixed vertices. In Section 3.3, we combine the continuous Dijkstra paradigm [14] and the iterative construction [12] to derive the number of mixed vertices (including degenerate ones), and thus obtain an upper bound O(k(n − k) + kc) for the total complexity. In Section 3.4, we explain the formation of a disconnected Voronoi region, and further use a wavefrontgrowth model to derive an upper bound O(k(n−k)+kh) for the total number of faces. In Section 3.5, we propose two worst-case constructions to derive lower bounds, Ω(k(n − k) + kc) and Ω(k(n − k) + kh), for the total complexity and the number of faces, respectively. From Section 3.1 to Section 3.4, we assume for simplification of the proofs that a Voronoi region is only disconnected by holes rather than by other Voronoi regions, and that 
two adjacent Voronoi regions share only one Voronoi edge. We will remove the assumption in Section 3.6.
Degenerate Voronoi Edges and Vertices
As described in Section 2.3, the iterative construction [12] is related to Voronoi vertices. However, in the geodesic distance, a Voronoi vertex may be degenerate. For example, let us refer to Fig. 3 . From the viewpoint of V 1 ({p}, S), when we visit along its boundary the two neighboring regions, V 1 ({q 1 }, S) and V 1 ({q 2 }, S), sequentially, there should be a Voronoi vertex v among V 1 ({p}, S), V 1 ({q 1 }, S), and V 1 ({q 2 }, S). However, the hole among them denies the formation of such a Voronoi vertex. Under these circumstances, we assume that there were a degenerate Voronoi vertex v inside the hole.
Normally, when we walk along the boundary of a Voronoi region, each change of the neighboring Voronoi region implies the existence of a Voronoi vertex. However, when k > 1, a Voronoi region can be disconnected into several disjoint faces, and the boundary of a Voronoi region can also be disconnected into several disjoint pieces. To define a walk along such a disconnected boundary, we introduce the notion of an extended Voronoi region EV k (H, S) for a Voronoi region V k (H, S) as follows. Fig. 4 , the three faces of V 2 ({s 1 , s 3 }, S) intersect h 1 , h 2 , and h 3 , and EV 2 ({s 1 , s 3 
By Definition 3.1, a walk along the boundary of a Voronoi region V k (H, S) is defined to be a walk along the boundary of the corresponding extended Voronoi region EV k (H, S) excluding the obstacles. As stated earlier, when the neighboring Voronoi region of
If such a Voronoi vertex does not exist, we assume that there were a degenerate Voronoi vertex. According to the reasoning in Lee [12] , the numbers O(k(n − k)) of Voronoi regions, Voronoi vertices, and Voronoi edges have already counted these degenerate Voronoi vertices.
Mixed Vertices and Their Degenerate Version
We first use SPMs to define a mixed vertex on a bisector of two points, which is similar to a mixed (Voronoi) vertex defined in [6, 10] . Then we introduce a degenerate mixed vertex to deal with disconnected bisectors. Finally we relate the total complexity of V k (S) to the number of mixed vertices.
Definition 3.2. For two points, p and q, a mixed vertex on the bisector B(p, q) is an intersection among
For example, as shown in Fig. 5 , the bold solid curve represents the bisector B(p, q), and it partitions F into two parts, V 1 ({p}, {p, q}) and V 1 ({q}, {p, q}), which are further partitioned by SPM p and SPM q , respectively. Since m 1 is at the intersection of SPM p (v 1 ), SPM p (p), and SPM q (q), m 1 is a mixed vertex. Actually every degree-2 vertex on a bisector is a mixed vertex.
For the proofs in Section 3.3, we further distinguish two types of mixed vertices, interior and exterior. Let v be a mixed vertex on the Voronoi edge e between V k (H 1 , S) and When a bisector B(p, q) is disconnected by a hole h ′ ∈ H, h ′ must deny the formation of at least one mixed vertex, and such a mixed vertex is said to be degenerate. This is because the boundary of a polygonal hole is an obstacle, it must belong to at least two different regions of an SPM. Thus when B(p, q) "crosses" a hole h ′ , the underlying region of SPM p or SPM q will change. For example, as shown in Fig. 6, when B(p, q) crosses the hole, its underlying region of SPM q changes from SPM q (v 1 ) to SPM q (v 2 ). In this situation, we assume that there were a degenerate mixed vertex inside the hole. Since the underlying regions of SPM p and SPM q may change at the same time, a hole may contain two degenerate mixed vertices of B(p, q). Proof. Recall that a Voronoi edge e is part of a bisector between two points. Assume that e has m = m 1 + m 2 mixed vertices, where m 1 denotes the number of (regular) mixed vertices and m 2 denotes the number of degenerate mixed vertices. As proved in [3] , a bisector can be disconnected by a hole at most once. By the definition of degenerate mixed vertices, if e is disconnected by a hole h ′ once, h ′ contains at least one degenerate mixed vertex such that e is disconnected into at most 1 + m 2 pieces. Therefore, e has at most 2(1 + m 2 ) degree-1 vertices and exactly m 1 degree-2 vertices, implying that its complexity is at most 2(1 + m 2 ) + m 1 ≤ 2m + 2.
where M is the number of mixed vertices.
Proof. Assume that V k (S) contains a set E of Voronoi edges. By Lemma 3.1, if an edge in E contains m e mixed vertices, its complexity is at most 2m e + 2. Therefore, the total complexity of V k (S) is ∑ e∈E (2m e + 2) = O(|E| + M ). Since Lee [12] proved |E| = O(k(n − k)) in any distance metric satisfying the triangle inequality, the total complexity of
An Upper Bound for the Total Complexity
We will combine the continuous Dijkstra paradigm [14] and the iterative construction [12] to interpret the formation of V k (S) in a new way. Throughout this section, we consider a j th -order Voronoi region V j (H, S),
In our new interpretation, we propagate a wavefront W q from each q ∈ Q with unit speed into V j (H, S). If a point r ∈ V j (H, S) is first hit by W q , r belongs to V j+1 (H ∪ {q}, S) since H is the set of the j nearest sites of r and q is the (j + 1) st nearest site of r. As mentioned in Section 2.2, a wavefront in the geodesic distance can be simulated by a set of circular wavelets. Consider B(q, H) for each q ∈ Q. If B(q, H)∩ V j (H, S) contains m q exterior mixed vertices (including degenerate ones) of V j (H, S), B(q, H)∩V j (H, S) crosses m q + 1 regions of SPM q . We denote these regions by SPM q (v z ) for 1 ≤ z ≤ m q + 1. Under these circumstances, instead of propagating a wavefront from q, we propagate m q +1 circular wavelets w q (v z ), namely one from each v z at time d(q, v z ). During the process, when a point r ∈ V ∩ V j (H, S) is first hit by a wavelet w q (v), we propagate a new circular wavelet w q (r) from r. Eventually, each point r ∈ V j (H, S) will be first hit by a wavelet w q (v), for some q ∈ Q and some v ∈ V q , and r belongs to V j+1 (H ∪ {q}, S).
Lemma 3.3. If V j (H, S) has m H exterior mixed vertices on its boundary and contains c H corners of
Therefore since a mixed vertex between two Voronoi regions is an interior mixed vertex of one region but is an exterior mixed vertex of the other, the number of mixed vertices of
is the sum of the numbers of interior mixed vertices of
(This is the same for the exterior mixed vertices.) By the definition of an interior mixed vertex in Section 3.2, the number of interior mixed vertices of Then we group the m q + 1 corresponding regions and R 2 \ V j (H, S) into a connected region, and we have c q + 1 connected regions in total. For each pair of regions, R 1 and R 2 , of the c q + 1 regions, if they were to form a sequence of R 1 , R 2 , R 1 , R 2 along B q , since R 1 is connected, the union of R 1 and B q would disconnect R 2 into two disjoint parts, contradicting to the fact that R 2 is also connected. Thus each pair of regions, R 1 and R 2 , of the c q + 1 regions will not form a sequence of R 1 , R 2 , R 1 , R 2 along B q , implying that the c q +1 regions form a Davenport-Schinzel sequence DS(c q + 1, 2) along B q . Since |DS(c q + 1, 2)| is at most 2c q + 1, the c q + 1 regions cause at most 2c q region changes of SPM q along B q .
As a result, for each q ∈ Q, ∂V j+1 (H ∪ {q}, S) ∩ V j (H, S) contains at most m q + 2c q interior mixed vertices, and thus 
Proof. Let m j be the number of mixed vertices in V j (S). By Lemma 3.4, m j+1 ≤ m j + 2c. Therefore,
An Upper Bound for the Number of Faces
We first explain the formation of a disconnected Voronoi region. Lee [12] proved that a (j + 1)
storder Voronoi region contains either (1) − k) )) plus the total number of additional faces. According to the formation of a disconnected Voronoi region, the number of additional faces of a k th -order Voronoi region is bounded by the number of old degenerate (k − 1) storder Voronoi vertices plus the number of additional fragments of (k − 1) st -order Voronoi edges. By the definition of an old degenerate Voronoi vertex, we prove Lemma 3.5. Then we explain the formation of additional fragments in V 1 (S), and extend the explanation to V j+1 (S). We propagate a wavefront W p from each site p ∈ S with unit speed, where W p at time δ is the set of all points in F at distance δ from p. If a point r ∈ F is first hit by W p , r belongs to V 1 ({p}, S), and if a point r ∈ F is first hit by W p and W q at the same time, r belongs to the Voronoi edge between V 1 ({p}, S) and V 1 ({q}, S). In other words, a Voronoi edge results from a collision of two wavefronts. During the process, when a wavefront touches a hole for the first time, we will split it into two disjoint parts, and if the two parts meet again later, they merge into one part. Under these circumstances, if the Voronoi edge between V 1 ({p}, S) and V 1 ({q}, S) is separated into m+1 fragments by m holes, h 1 , h 2 , · · · , h m ∈ H, both W p and W q are separated into m + 1 disjoint parts by the m holes, and thus each fragment of the Voronoi edge results from the collision between one part of W p and one part of W q . If a wavefront consists of m + 1 disjoint parts, m of them are said to be additional. By the above wavefront-growth model, we also prove Lemma 3.6. enclose all the m holes. Under these circumstances, we can charge each of the m holes for one additional fragment. Since there are h holes, V 1 (S) contains at most h additional fragments.
By Definition 3.3, the number of faces in V k (S) is the number of Voronoi regions (O(k(n
As stated in Section 3.3, V j+1 (S) ∩ V j (H, S) can be constructed by propagating a wavefront + 1 fragments, b 0 , b 1 , . . . , b m , inside  V j (H, S) by m holes, h 1 , h 2 , . . . , h m , both W q1 and W q2 are separated into m + 1 disjoint parts by the m holes. In this situation, we can relate the m holes to the m additional fragments, respectively, i.e., h i to b i , for (H, S) is a path consisting of Voronoi edges whose two endpoints are new Voronoi vertices while the internal nodes are old ones, h i either disconnects a Voronoi edge of V j (H, S) to cause an additional fragment b or covers an old degenerate Voronoi vertex v. Therefore, b i is said to be generated by b or v. Note that b i is a (j + 1) st -order fragment, but b is a j th -order fragment and v is a j th -order Voronoi vertex. Consider a fragment b of the Voronoi edge between V j (H 1 , S) and V j (H 2 , S), where H 1 = H ∪ {p}, H 2 = H ∪ {q}, and |H| = j − 1. When we compute V j+1 (S) in V j (H 1 , S) , we propagate the corresponding wavefronts into V j (H 1 , S) . b corresponds to a part of the wavefront W q . During the wavefront propagation, if this part collides with a part of (H 2 , S) , b corresponds to a part of W p , and may generate a fragment between V j+1 (H ∪ {p, q}, S) and V j+1 (H ∪ {p ′ , q}, S). Therefore, a fragment in V j (S) generates at most two fragments in V j+1 (S), and the two fragments separate three Voronoi regions of V j+1 (S). Moreover, when computing V j+2 (S), these two fragments, between V j+1 (H ∪ {p ′ , q}, S) and V j+1 (H ∪ {p, q}, S) and between V j+1 (H ∪{p, q}, S) and V j+1 (H ∪ {p, q ′ }, S), will not generate four fragments in V j+2 (S), but generate instead at most three fragments since these two fragments only create one fragment in the common region V j+1 (H ∪ {p, q}, S). For the same reasoning, a fragment in V j (S) generates at most k − j + 1 fragments in V k (S). For example, as shown in Fig. 7 , each fragment of the Voronoi edge between V 1 ({s 1 }, S) and V 1 ({s 6 }, S) causes 2 fragments in V 2 (S) and 3 fragments in V 3 (S).
Lemma 3.7. V j (S) has at most 4h(j + 1) additional fragments.
Proof. Consider a Voronoi edge e. If e is separated by m holes (h 1 , h 2 , . . . , h m ) into m + 1 fragments  (b 0 , b 1 , . . . , b m ), b 1 , b 2 , . . . , b m are called additional fragments (Definition 3.3) , each of which is related to exactly one of the m holes, i.e., b i is related to h i , for 1 ≤ i ≤ m. Therefore, according to the formation of a derivative additional fragment, if an original additional fragment b ′ is related to a hole h ′ ∈ H, any derivative additional fragment generated by b ′ must be related to h ′ . Let n t be the number of the original additional fragments in V t (S) which generate derivative additional fragments in V j (S), for 1 ≤ t ≤ j − 1, and let n j be the number of the original additional fragments in V j (S). We first show
S) which generates derivative additional fragments in V j (S). If b
′ is generated by a hole h ′ ∈ H, h ′ is entirely located in a Voronoi region of V t−1 (S), and thus no Voronoi edge of V t−1 (S) is separated by h ′ , i.e., no additional fragment in V t−1 (S) is related to h ′ , implying that the original additional fragments generated by h ′ before the t thorder will not generate derivative additional fragments in V j (S). Therefore, H generates at most h original additional fragments which generate derivative additional fragments in V j (S). If b ′ is generated by an old degenerate Voronoi vertex v of V t−1 (S) and v is covered by a hole h ′ ∈ H, according to the proof of Lemma 3.5, h ′ is enclosed by the three Voronoi regions of v, and thus no Voronoi edge of V t−1 (S) is separated by h ′ , i.e., no additional fragment in V t−1 (S) is related to h ′ , implying that other old degenerate Voronoi vertices covered by h ′ before the t th -order will not generate any original additional fragment which generates derivative additional fragments in V j (S). Since v generates at most three original additional fragments, each of which is located in one Voronoi region of v, old degenerate Voronoi vertices in V 1 (S), . . ., and V j−2 (S) generate at most 3h original additional fragments which generate derivative additional fragments in V j (S). In summary, since H and old degenerate Voronoi vertices in V 1 (S), . . ., and V j−2 (S) generate at most h and 3h original additional fragments which generate derivative additional Figure 7 : An original fragment generates at most j + 1 derivative fragments after j iterations.
′′ is entirely located in a Voronoi region of V j−1 (S), and thus H generates at most h original additional fragments in V j (S). If b ′′ is generated by an old degenerate Voronoi vertex v of V j−1 (S), since v is among three Voronoi regions, v generates at most 3 original additional fragments in V j (S), each of which is located in one Voronoi region of v. Furthermore, since V j−1 (S) has at most h old degenerate Voronoi vertices (Lemma 3.5), the old degenerate Voronoi vertices of V j−1 (S) generate at most 3h original additional fragments in V j (S). Therefore, n j ≤ h + 3h = 4h.
To conclude, since an original fragment in V t (S) generates at most j −t+1 derivative fragments in V j (S), the number of additional fragments in V j (S) is bounded by
Since the number of old degenerate Voronoi vertices in V k−1 (S) is O(h) (by Lemma 3.5) and the number of additional fragments in V k−1 (S) is O(hk) (by Lemma 3.7), the number of additional faces in V k (S) is O(hk), and thus we have the following theorem.
Lower Bounds
We will propose two worst-case constructions to derive lower bounds for the total complexity and the number of faces, respectively. The basic idea is to place n−k−1 sites and k+1 sites in the left part and the right part of a polygonal domain, respectively, and to make the distance between the two parts extremely large such that the left part hardly affects the combinatorial structure of V k (S) in the right part. Then since points in the regions sharing the same k nearest sites of k + 1 sites are the same as those in the regions sharing the same farthest site, the right part forms the farthest-site geodesic Voronoi diagram of the k + 1 sites. Finally, we try to make the farthest-site geodesic Voronoi diagram of the k + 1 sites to contain Ω(kc) degree-2 vertices or Ω(kh) additional faces.
Proof. We prove it by constructing a worst-case example. Let the polygonal domain P be an axis-parallel rectangle, and let the distance between the left boundary and right boundary of P extremely large. Let c be 2 * l + 7, where l is an arbitrary natural number. Let H contain one convex polygonal hole h 1 of c − 4 vertices as shown in Fig. 8(a) satisfying the following conditions:
• h 1 consists of one vertical edge tb and two convex polygonal chains of c−5 2 edges, from t to r and from b to r, where t, b, and r are the topmost, bottommost, and rightmost vertices of h 1 , respectively.
• The vertical segment tb is the left boundary of h 1 , and the rightmost vertex r of h 1 has the same ycoordinate as the midpoint m of tb.
• The two convex chains are symmetric with respect to the line L mr passing through mr.
Then let S be S 1 ∪ S 2 , where |S 1 | = k + 1 and |S 2 | = n − k − 1. Place the k + 1 sites of S 1 and h 1 in the right part of P and place the n − k − 1 sites of S 2 in the left part of P . Furthermore, place the k + 1 sites of S 1 left to h 1 as shown in Fig. 8(a) • All the sites, s 1 , s 2 , . . ., and s k+1 , of S 1 are placed evenly on a nearly vertical line parallel to tb.
• These sites are symmetrically placed with respect to the line L mr . s 1 is lower than t, and s k+1 is higher than b.
Finally place all the n − k − 1 sites of S 2 evenly on a nearly vertical line in the left part. Since S 1 and S 2 are placed so far apart, S 2 hardly affects the combinatorial structure of V k (S) in the right part. Since points in the regions sharing the same k nearest sites of k + 1 sites are the same as those in the regions sharing the same farthest site, V k (S) in the right part forms the farthest-site geodesic Voronoi diagram of the k + 1 sites, i.e., V k (S 1 ). According to the shape of h 1 and the locations of the k + 1 sites of S 1 , each Voronoi edge of V k (S 1 ) contains at least 2 × k = Ω(kc) degree-2 vertices. For example, as shown in Fig. 8(a) , the common Voronoi edge between V 3 ({s 2 , s 3 , s 4 }, S 1 ) and V 3 ({s 1 , s 3 , s 4 }, S 1 ) contains 5 degree-2 vertices, where c = 11.
Finally we perturb the n sites of S a little so that they are in convex position and the number of unbounded regions of V j (S) is n, for 1 ≤ j ≤ n − 1. According to Theorem 2 in [12] , this setting makes the number of Voronoi regions (vertices) of V k (S) to be Ω(k (n − k) ). Since the number of Voronoi vertices is Ω(k(n−k)) and the number of degree-2 vertices is Ω(kc), the total complexity of V k (S) is Ω(k(n − k) + kc).
Proof. We prove it by constructing a worst-case example. The setting for P and S is the same as the proof of Theorem 3.3. Let H be a set of h > 0 identical axisparallel rectangles, {h 1 , h 2 , · · · , h h }, which are placed from left to right evenly as shown in Fig 8(b) . We place the h holes of H in the right part of P , and place the n sites of S in the same manner as in the proof of Theorem 3.3.
Similar to the proof of Theorem 3. − k) ). Since the number of Voronoi regions is Ω(k(n−k)) and the number of additional faces is Ω(kh), V k (S) contains Ω(k(n − k) + kh) faces.
Exceptional Cases
In this section, we discuss the handling of two possible phenomena in the geodesic distance. The first phenomenon is that a Voronoi region can be disconnected by other Voronoi regions such that the corresponding extended Voronoi region will not be connected and the definition of degenerate Voronoi vertices will be ambiguous. In the case, we will view such a Voronoi region as more than one Voronoi region, and show that this handling will not increase the upper bound O(k(n − k)) for the number of Voronoi regions. The second phenomenon is that two adjacent Voronoi regions can share more than one Voronoi edge. As shown in [12] and mentioned before, a (j + 1) storder Voronoi region V j+1 (H, S) contains either (1) a new j th -order Voronoi edge e or (2) a connected component G consisting of old j th -order Voronoi edges whose leaves (degree-1 vertices) are new j th -order Voronoi vertices and whose internal vertices (degree-3 vertices) are old j th -order Voronoi vertices. According to the proof of Lemma 8 in Lee [12] , e or G generates V j+1 (H, S) , and e or G is entirely contained in V j+1 (H, S). Therefore, EV j+1 (H, S) is separated into r disjoint faces by other (j + 1) st -order Voronoi regions only if e or G is separated into r disjoint connected components by other j th -order Voronoi regions. In this situation, a Voronoi vertex will form between each connected component and a neighboring j th -order Voronoi region which separates the connected component from the other connected components. For example, as shown in Fig. 9(b) , EV 2 ({s 2 , s 4 }, S) = V 2 ({s 2 , s 4 }, S)∪{h 1 , h 2 } is separated into 2 disjoint faces because the common boundary, "Voronoi edge", between V 1 ({s 2 }, S) and V 1 ({s 4 }, S) as shown in Fig. 9(a) is separated into 2 disjoint pieces, e 1 and e 2 , by V 1 ({s 3 }, S). In this case, we assume that there were a degenerate Voronoi vertex between e 1 and V 1 ({s 3 }, S) in h 1 and a degenerate Voronoi vertex between e 2 and V 1 ({s 3 }, S) in h 2 . Thus, we consider that V 1 ({s 2 }, S) and V 1 ({s 4 }, S) share two Voronoi edges, e 1 and e 2 .
Therefore according to the proofs for the number of Voronoi regions of V k (S) in [12] , each connected component of e or G will also be charged for a (j + 1)
storder Voronoi region, and thus the O(k(n − k)) bound still holds in the first phenomenon. Now we discuss the second phenomenon. Fortunately also according to the proofs for the O(k(n − k)) bound in Lee [12] , we can view V j+1 (H ∪ H, S) as r different Voronoi regions in this situation. As a result, we will separate q into r copies, and the correctness of Lemma 3.3 still holds.
Algorithm
We present an iterative algorithm to compute V k (S) based on the idea in Section 3.3 and Hershberger and Suri's [11] O((n + c) log(n + c))-time algorithm for the first-order geodesic Voronoi diagram. Following the wavefront propagation in Section 3.3, our algorithm is applied to each Voronoi region V j (H, S) to obtain V j+1 (S). Let 
