Most robots currently being sold or developed are either stylized with white material or have a metallic appearance. In this research we used the shooter bias paradigm and several questionnaires to investigate if people automatically identify robots as being racialized, such that we might say that some robots are "White" while others are "Asian", or "Black". To do so, we conducted an extended replication of the classic social psychological shooter bias paradigm using robot stimuli to explore whether effects known from humanhuman intergroup experiments would generalize to robots that were racialized as Black and White. Reaction-time based measures revealed that participants demonstrated 'shooter-bias' toward both Black people and robot racialized as Black. Participants were also willing to attribute a race to the robots depending on their racialization and demonstrated a high degree of inter-subject agreement when it came to these attributions.
INTRODUCTION
When forming first impressions about other people, we often rely on social cues to categorize on the basis of age, gender, and race [15] . Previous research has shown that people use these social categories even in impression formation about nonhuman entities [11, 13] . For instance, manipulation of a robot's body shape [1] or hairstyle in a gender stereotypical fashion elicits the perception of gender in robots [11, 23, 33] .
Seeing that robots can be perceived as having gender on the basis of simple social cues such as stereotypic hairstyles or body shapes, and may give rise to significant social and ethical issues [35] , such as whether it is ethical to design a female sex robot that does not consent to sex or that consents all the time. The question thus arises whether they might also be perceived to have race if presented with cues stereotypic of various racial identities. That is, do people automatically identify robots as being racialized, such that we might say that some robots are "White" while others are "Asian" or "Black", and are there socioethical concerns therein?
Because race corresponds with complicated patterns of social relationships, economic injustice, and political power [29, 37] , the perception of race in the design space of robots has potential implications for HRI. In particular, an abundance of social psychological research shows that people have implicit racial biases which significantly affect their behavior [6, 17] (for a recent review, see [44] ). For example, people are quicker to categorize negative words after subliminal or supraliminal exposure to faces of Black people, whereas after similar exposure to White faces people are quicker to categorize positive words [9, 14] . Neuroscientific studies further reveal the automaticity and impact of such biases. For example, people's brain activity reflects greater vigilance when viewing Black faces relative to White faces [5, 27] . Such implicit tendencies have been found to impact people's behavior in a variety of contexts including people's nonverbal behavior in intergroup interactions (e.g., [7, 9] ), job discrimination [19, 30, 30, 43, 43] , voting patterns [8, 18] , and medical [16] and economic decisions [36] .
Determining whether people perceive robots to have race, and if so, whether the same race-related prejudices extend to robots, is thus an important matter. To investigate these questions, we adapted the shooter bias paradigm [4] -a well established method for investigating the automaticity of race-based categorization and of biased behavioral responding. In this paradigm, participants are asked to play the role of a police officer whose job it is to shoot Figure 1 : Example stimuli used in the experiment. Top row is robot and human holding an object, bottom row is robots and humans holding a gun. The left four images are our new robot photos while the right four images are the original images used in [4] .
(by pressing a button) individuals carrying a gun, while refraining from shooting people carrying harmless objects such as a soda can, wallet, or a cell phone. The task is carried out using imagebased stimuli on a computer, with multiple trials depicting the full manipulation of the individuals' race (Black versus White) crossed with the objects in hand. These trials occur on the screen in rapid succession to mirror the rapid context in which police officers are expected to make decisions.
Motivated by contemporary concerns regarding police brutality towards Black Americans, the shooter bias procedure was specifically designed to test the automaticity and severity of anti-Black racism. The effect (shooter bias) refers to people's tendency to more readily shoot Black agents over White agents [3, 4] (for a recent meta-analysis, see [21] ). Thus, if people also exhibit shooter bias towards robots, this would provide strong evidence of both the automaticity with which we attribute race to robots, as well as a significant degree to which this may influence human-robot interactions.
Research Questions
Here we explored two overarching research questions:
• Do people ascribe race to robots?
• If so, does the ascription of race to robots affect people's behavior towards them?
Using a close adaptation of the shooter bias paradigm in which we manipulated the appearance of a Nao robot, we looked at one specific racially-motivated behavior: whether anti-Black racism extends to robots when racialized as Black. Based on the aforementioned literature, such bias would be evidenced by participants being:
(1) faster to shoot armed agents when they are Black (versus White);
(2) faster to not shoot unarmed agents when they are White (versus Black); and (3) more accurate in their discernment of White (versus Black) aggressors
In addition, we explored whether people's self-reported attitudes and stereotypes about racial groups correlate with their implicit discrimination on the shooter bias task.
EXPERIMENT 1
Experiment 1 extended the shooter bias paradigm by Correll et al. [4] to realise a 2 (agent: human vs. robot) × 2 (race/racialization: Black vs. White) × 2 (object in hand: gun vs. benign object) withinsubjects design.
Participants
A total of 192 participants from the USA were recruited from Crowdflower [24] , an online platform similar to Amazon's Mechanical Turk. Of these participants, 29 failed a basic attention check question asking them to indicate the response '3' to a specific question, leaving a sample of 163 participants (80 male, 83 female). Participants' age varied from 18 to 73 years (M = 33.09, SD = 11.48). A majority of these participants identified as "White or European American" (N = 126), with the remaining participants identifying as "Hispanic or Latino American" (N = 21), "African American" (N = 7), "Asian American" (N = 3), "Native American" (N = 2), and "Other" (N = 4). Participants received $1.50 USD for completing the experiment. In addition, following the reward system of the original study [4] , they were informed that the top three scorers in the study would receive a prize bonus of $30, $15, and $10 respectively, and that the top 30% scorers would be able to enter a lucky draw where five winners would receive a bonus of $10 each.
Stimuli
We took photos of the Nao robot holding a gun, a remote control, a candy bar and a soda can, and did so against a green backdrop so that we could easily separate Nao and Photoshop it into the eight backgrounds from the original experiment [4] . To increase the realism of the scene, we edited the image so that Nao cast a shadow in the background (see Figure 1) . To give the Nao a racialized appearance (as Black and as White), we calibrated its color based on sampling the skin tones in a professional photograph of a Black woman and a White woman (see Figure 2) . We manipulated the Nao in this way to match the stimuli (wherein melanation was the most salient identifier of the Black versus White human exemplars) of the original experiment (see Figure 1 ). In total, we had 64 different pictures consisting of 8 backgrounds × 2 racializations × 4 objects (one gun and three benign object). We used the exact same size of the pictures as in the original study. In addition we had the 64 original images adding up to a total of 128 stimuli. The professional photograph used for the calibration of the NAO's racialization. We based the racialization on the skin tones of the Black (left) and White (right) women.
To ensure that participants did not ascribe a race to the robots because they were completed the shooter bias task and the selfreport measures about racial attitudes and stereotypes, we conducted another study recruiting a separate sample (N = 53) from Crowdflower. Participants in this new study were only asked to define the race of the robot with several options including "Does not apply". Data revealed that only 11.3% of participants and 7.5% of participants selected "Does not apply" for the black and white racialized robots, respectively. By comparison, 52.8% of participants indicated that the robot racialized as Black was indeed perceived as Black, while 67.9% indicated that the robot racialized as White was indeed perceived as White. These results suggest that robots may be ascribed a race even when no questions about race are included prior to making such judgements.
Procedure
Participants were recruited using CrowdFlower 1 where they were first provided with an information sheet which they could open and read, before being asked to give consent for their participation in the study. Participants then completed the self-report measures outlined below before being directed to a web link of Inquisit Web 2 which allowed us to record latency and error rates with millisecond precision.
On the Inquisit Web Player, participants were informed that they would be flashed several images of either humans or robots holding guns, and they were to shoot the ones holding a gun using either the 'A' or 'L' key (counterbalanced based on subject numbers), and to choose not to shoot the ones holding other objects using the other keys provided. Instructions on the monetary bonus rewards were also flashed again to reinforce their motivation to try their best.
When participants were ready, they could move on to the training session. This comprised of 20 practice trials of random conditions. Each trial included a fixation for 500ms, flashing a random number of empty backgrounds with replacement (between 1 to 4) for a random amount of duration (between 500 to 1000ms), followed by the image for a duration of 850ms. This was to ensure participants do not sink into a routine. Participants then received feedback (3000ms) on each trial as to how they performed.
After the practice trials, they were allowed to rest, and to continue to the main study when they were ready. The main study was comprised of 128 trials (16 backgrounds * 8 conditions) split into two blocks, where participants could take a break after 64 trials. It is important to note that the 4 objects held in the hand was folded into just two conditions: gun and no-gun.
Measures

Demographics.
Participants completed a demographic questionnaire including questions about their age, race, gender, nationality, and political ideology. In addition, participants also completed an attention check question ("This is an attention check. Please check 3. ") embedded in the middle of the questionnaire, as well as several self-report measures as detailed below.
Robot Race.
As a manipulation check, participants were shown two images of robots racialized as Black or White and were asked to indicate whether they thought the robot had a race. They also had the option to tick "Does not apply".
Attitudes toward Black and White Americans.
Participants completed a measure of their personal attitudes toward Black Americans and White Americans using a feeling thermometer where 0=Very Cold and 100=Very Warm [2] . The scale was presented as a 11-point Likert scale varying in 10 degree increments (i.e., 0=0, 1=10, 2=20, 3=30 . . . 10=100).
Personal Stereotypes about Black and White Americans.
In line with [5] , participants were asked to report the extent to which they personally felt that Black Americans and White Americans were aggressive and dangerous using a 10-point Likert scale (1=Not at all; 11=Very Much). These items showed high internal consistency and were therefore collapsed to form a single index of stereotyping (α Bl ackAmer icans = .90; α W hit eAmer icans = .87).
Cultural Stereotypes.
Likewise, based on previous research [5] , participants reported the extent to which they thought other Americans believed that Black and White Americans were aggressive and dangerous using a 11-point Likert scale (1=Not at all; 11=Very Much). Once again these items showed high internal consistency and were therefore collapsed into a single index of cultural stereotypes (α Bl ackAmer icans = 0.91; α W hit eAmer icans = 0.88).
Shooter Bias.
We assessed both participants' reaction times (RT) to decide whether to shoot/not shoot and accuracy (correct identification of aggressors versus non-aggressors) while completing the shooter bias task. The reaction time is measured as the time between the end of the stimuli being shown on the screen and the time when a key was pressed. Following the procedures outlined in [4] , we calculated the average latency and error for different types of trials for the variables of: agent (human vs. robot), race/racialization (Black vs. White), and object in hand (gun vs. benign object).
Procedure
Participants were recruited using CrowdFlower 3 where they were first provided with an information sheet which they could open and read, before being asked to give consent for their participation in the study. Participants then completed the self-report measures outlined above before being directed to a web link of Inquisit Web 4 which allowed us to record latency and error rates with millisecond precision.
Results
Following the procedures outlined in [4] , we calculated the average latency for different types of trials for the variables of: agent (human vs. robot), racialization (Black vs. White), and object in hand (gun vs. benign object) (see 1).
2.6.1 Manipulation Check: Attribution of Race to Robots. The vast majority of participants associated a race to the robot (see Table 2 ). Only 11% of the participants selected the "Does Not Apply" option. The robot racialized as Black was otherwise perceived to be Black while the robot racialized as White was perceived to be White. We can therefore conclude that our manipulation of stylization did serve to alter the race of the robot in the eyes of most participants. Table 1 . Additionally, there was a significant 2-way interaction between agent and object, (F (1, 162) = 12.44, p < 0.01, η 2 = 0.07). Decomposing this interaction further, it appeared that participants were significantly quicker to shoot an armed human (M = 600.94; SD = 70.91) than an armed robot, (M = 606.15; SD = 70.07), (t (162) = −2.17, p = 0.03, d = 0.07), and also significantly slower to refrain from shooting an unarmed human (M = 663.15; SD = 69.00) than unarmed robot, (M = 658.06; SD = 66.67), (t (162) = 2.59, p = 0.01, d = 0.08). All other interactions were non-significant.
We also conducted an ANOVA on accuracy rates. Once again, there was a significant 2-way interaction between racialization × object in hand, (F (1, 162) = 4.32, p < 0.04, η 2 = 0.03). Paired sample t-tests revealed that participants were marginally more accurate when a White agent had a gun (M = 0.866; SD = 0.195) compared to when a Black agent had a gun (M = 0.856; SD = 0.188), (t (162) 
Relationship between Shooter Bias and Explicit Bias.
To explore the relationship between indicators of implicit (shooter) and explicit anti-Black bias, we calculated a set of difference scores regarding the latencies derived from the shooter bias paradigm. This score was correlated with the difference of the average scores related to personal and cultural stereotypes about Whites subtracted from mean scores regarding Blacks, respectively.
Furthermore, we calculated an attitude difference score, subtracting personal attitudes towards Whites from personal attitudes towards Blacks. This was then correlated with the measure of implicit bias (the latency difference score) as well. Pearson correlation analyses revealed no significant statistical relationships between the level of personal stereotypes towards Blacks relative to Whites and implicit bias, (r (163) = −0.05, p = 0.56). Similarly, implicit bias was not correlated with the cultural stereotypes difference score, (r (163) = −0.05, p = 0.50). Personal attitudes were also not significantly correlated with implicit bias, (r (163) = −0.03, p = 0.73).
EXPERIMENT 2
Experiment 1 gave participants sufficient latency and thereby assumed that any shooter bias would reveal itself in latency differences as opposed to error rates since participants would make few mistakes. However, in subsequent work, [4] reduced the latency to better examine error rates as a potential index of shooter bias. Therefore in Experiment 2, we decided to make the task considerable harder by shortening the amount of time during which the participants were expected to respond. To be in line with the original work by [4] , we reduced the response window from 850ms to 
Participants
Similar to Experiment 1, we recruited a total of 172 participants from the USA using Crowdflower. Of these participants, 93 identified as male, 73 as female, and 6 as "Other". A total of 116 identified as "White, Caucasian, or European American", while 19 identified as "Black or African American", 18 as "Hispanic or Latino American", 9 as "Asian American", and 8 as "Other" (7 chose not to identify with any group). Participants ranged in age from 18 to 67 years (M = 32.94; SD = 11.67).
Measures
All measures were identical to that used in Experiment 1. The only difference was that instead of giving participants a latency of 850 ms, they had only 630 ms to respond in the shooting paradigm. This specific response window was chosen to mirror the original work by [4] in order to increase the number of error rates participants would likely make during the task. Note that similar to Experiment 1, there was high internal consistency between ratings of personal stereotypes for both Black Americans and White Americans allowing for these to form a indexes of personal stereotypes for both groups (α B lackAmericans = 0.86 for and α W hiteAmericans = 0.84). There was also high internal consistency between ratings of perceived stereotypes of others about both Black Americans and White Americans allowing for these to be averaged to form indexes of cultural stereotypes for both groups (α B lackAmericans = 0.89 and α W hiteAmericans = 0.87).
Results
Manipulation Check:
Attribution of Race to Robots. Similar to Experiment 1, our manipulation check revealed that participants racialized the two robots even when provided with the option to select "Does not apply" at the top of the list (see Table 3 ). 3.3.2 Explicit Bias. Unlike Experiment 1, no significant differences were found in participants' attitudes toward Black Americans (M = 7.51; SD = 1.86), (t (126) = −2.16, p = 0.03, d = 0.04) and White Americans (M = 7.40; SD = 2.03). There were similarly no significant differences in participants' personal stereotypes of Black Americans (M = 5.14; SD = 2.01) and White Americans (M = 5.10; SD = 2.00), (t < 1, p = 0.84, d = 0.01).
However, similar to Experiment 1, participants reported that others would have stronger stereotypes about Black Americans (M = 6.41; SD = 2.12) as aggressive and dangerous relative to White Americans (M = 4.73; SD = 2.16), (t (126) = 7.01, p < 0.001, d = 0.77).
Shooter Bias.
As Experiment 2 utilized a shortened the response window of 630ms, there were a number of trials on which errors were made. While this was expected, some participants made errors on more than three-fourths of the trials indicating that these participants were not carefully attending to the stimulus. This left a sample of 131 participants for the subsequent analyses.
With a shortened response window in Experiment 2, previous work [4] would suggest that shooter bias would more clearly emerge in accuracy rates. To find out, we calculated the average accuracy rate for different types of trials including: agent (human vs. robot), racialization (Black vs. White), and object in hand (gun vs. benign object). A 2 × 2 × 2 within-subjects ANOVA comparing mean accuracy rates showed no significant main or interaction effects.
We then also examined mean differences in latency similar to Experiment 1. To do so, we again conducted a 2 × 2 × 2 withinsubjects ANOVA. Similar to Experiment 1, there was a significant 2-way interaction between racialization × object in hand, (F (1, 130) These results are in contrast with previous work which found no effect of racialization and object on latency with a shortened response window, but found an effect on accuracy rates instead. Here, we instead found a racialization by object interaction on latency, but not on accuracy rates. This may be because the original [4] work had participants come into a lab to complete the study while we ran the study online, but future work is needed to examine this more closely.
Relationship between Shooter Bias and Explicit Bias.
As in Experiment 1, we computed Pearson correlation analyses to explore the relationship between indicators of implicit and explicit anti-Black bias using difference scores. These analyses revealed no significant relationship between implicit bias and explicit cultural stereotypes, (r (126) = 0.01, p = 0.91), nor between explicit personal attitudes and implicit bias, (r (126) = −0.03, p = 0.73). Implicit bias and personal stereotypes, however, were negatively correlated, (r (126) = −0.21, p = 0.02).
DISCUSSION 4.1 Summary of Findings
The present research examined the role of racialized robots on participants' responses on the shooter bias task, a task widely used in social psychological intergroup research to uncover automatic prejudice towards Black men relative to White men. We conducted two online experiments to replicate and extend the classic study on shooter bias toward Black agents [4] . To do so, we adapted the original research materials by [4] and sought to explore the shooter bias effect in the context of social robots that were racialized either as of Black or White agents. Similar to previous work, we explored the shooter bias using different response windows and focused both on error rates and latencies as indicators of an automatic bias.
4.1.1 Shooter Bias. Experiment 1 revealed that participants were quicker to shoot an armed Black agent than an armed White agent, and simultaneously faster to refrain from shooting an unarmed White agent than an unarmed Black agent regardless of whether it was a human or robot. These findings illustrate the shooter bias toward both human and robot agents. This bias is both a clear indication of racism towards Black people, as well as the automaticity of its extension to robots racialized as Black. Experiment 2 used a shorter response window in order to examine shooter bias via accuracy instead of latency. Similar to Experiment 1, participants were faster to not shoot at an unarmed White agent than an unarmed Black agent. However, there was no evidence of shooter bias on error rates.
Relationship between
Explicit and Implicit Bias. Since the original study [4] , subsequent work has shown that the bias appears to be influenced by harmful stereotyping of Black American men as dangerous [3, 5] . It has also been indicated that people with chronic beliefs in interpersonal threat can demonstrate shooter bias toward outgroups even when those groups are not believed to be particularly dangerous (e.g., artificial groupings and Asians in the USA; [22] ). The protocol has also been extended to test other forms of racism, such as Islamophobia. For example, Essien et al. [10] found shooter bias toward Muslims with a set of German participants completing the task involving Muslim vs. White German agents. This Islamophobic bias has been replicated with Middle Eastern participants and found to be exacerbated by traditional Muslim clothing [32] .
However, correlation analyses revealed no significant relationships between shooter bias and the explicitly measured constructs (personal attitudes, personal stereotypes, and cultural stereotypes). The lack of correlation between implicit and explicit measures might question the construct validity of the shooting bias paradigm. At the same time, it might simply reflect the dissociation between two types of attitudes, one that is directly measured whereas the other is indirectly measured. In that sense, these two distinct attitudes need not necessarily be statistically related. Future research should look into this further to explore whether this is systematic or rather a random null finding.
Other Findings.
Thus, further research is necessary, taking into account a variety of improvements. For one, the studies could be conducted in the lab setting and could make use of different experimental stimuli. While the images of the robots we used for these studies were images of humanoid robots, they were also very clearly images of machines. There is a clear sense, then, in which these robots do not have -indeed cannot have -race in the same way had by people. Nevertheless, our studies demonstrated that participants were strongly inclined to attribute race to these robots, as revealed both by their explicit attributions and evidence of shooter bias. The level of agreement amongst participants when it came to their explicit attributions of race was especially striking. Participants were able to easily and confidently identify the race of robots according to their racialization and their performance in the shooter bias task was informed by such social categorization processes. Thus, there is also a clear sense in which these robotsand by extension other humanoid robots -do have race.
Broader Implications
This result should be troubling for people working in social robotics given the profound lack of diversity in the robots available and under development today [40] . As Riek and Howard [28] have pointed out a Google image search result for "humanoid robots" shows predominantly robots with gleaming white surfaces or that have a metallic appearance (see Figure 3 ). There are currently very few humanoid robots that might plausibly be identified as anything other than White or Asian. Most of the main research platforms for social robotics, including Nao, Pepper, and PR2, are stylized with white materials and are presumably White. There are some exceptions to this rule, including some of the robots produced by Hiroshi Ishiguro's team, which are modelled on the faces of particular Japanese individuals and are thereby clearly -if they have race at all -Asian. Another exception is the Bina 48 robot that is racialized as Black (although it is again worth noting that this robot was created to replicate the appearance and mannerisms of a particular individual rather than to serve a more general role). This lack of racial diversity amongst social robots may be anticipated to produce all of the problematic outcomes associated with a lack of racial diversity in other fields. We judge people according to societal stereotypes that are associated with these social categories. Social stereotypes do, for example, play out at times in the form of discrimination [15] . If robots are supposed to function as teachers, friends, or carers, for instance, then it will be a serious problem if all of these roles are only ever occupied by robots that are racialized as White.
A design consideration for the field is how to represent/replicate racial identity. There are, for instance, numerous social contexts in multi-racial societies, wherein a person's race plays a key role in people's attitudes, beliefs, and behaviours toward them. If robots aren't perceived to have race, then, presumably they will be unable to replicate important aspects of human interactions in these contexts. Robots will be unable to serve as certain sorts of role models, be taken seriously on certain topics, or relate effectively to people when issues related to race would otherwise be anticipated to come to the forefront.For these reasons, the question of whether robots have race or not should be of vital concern to those working in the field of social robotics. Existing literature that has explored social categorization effects in the context of HRI, however, is sparse.
In German context, [12] , where prejudice against Turkish people is prevalent, German participants have shown less preference for a robot that was introduced as a Turkish product compared to the very same robot that had been presented as an ingroup prototype. In that study, robot group membership was conveyed through the name of the robot and the location of its production -which was manipulated as being German vs. Turkish, respectively.
Recent research by Eyssel and Loughnan [13] has even investigated the effect of visual cues for robot group membership in an experiment in which they manipulated the racialization of a robot. This work revealed that White American participants differentially attributed dimensions of mind perception (i.e., perceived agency and experience) to the robot racialized as Black vs. White. However, this was only the case for participants who scored high in selfreported modern-racist-attitudes. Ingroup bias, that is, favoring the White American ingroup over the outgroup was not demonstrated in the case of robots with a race.
At the very least, our results suggest that people's responses to the race of robots is a topic highly deserving of further study. Furthermore, it might be worthwhile to explore the notion of discrimination towards robots beyond the race category, replicating our findings with robots that may be categorized as Muslim by manipulating the s' headgear (i.e., a turban). Indeed, recent research by [39] revealed that German participant were more inclined to shoot at a Muslim s. Our study is inline with previous research that has shown that people perceive robots as racialized and judge them accordingly [11, 13] . These effects were shown with rather liberal university students, a sample we could also explore in further studies that should ideally be conducted in the laboratory setting. The work by Unkelbach also revealed an effect of participants' mood, with happy people being more likely to shoot Muslim s in particular, while angry participants showed aggressive tendencies across the board. Follow-up studies on shooter bias with a focus on robotic s could also explore the role of mood as a mediating variable to shed more light on the psychological underpinnings of the effect. Similarly, it might be worthwhile to explore as to whether participants with a high proclivity to anthropomorphize nonhuman entities [41] would show a stronger shooter bias towards humanlike robots.
More generally, we believe our findings also make a case for more diversity in the design of social robots so that the impact of this promising technology is not blighted by a racial bias. The development of an Arabic looking robot [20] as well as the significant tradition of designing Asian robots in Japan are encouraging steps in this direction. Especially since these robots were not intentionally designed to increase diversity, but they were the result of a natural design process. Finally, we hope that our paper might serve as a prompt for reflection on the social and historical forces that have brought what is now quite a racially diverse community of engineers to, almost entirely and seemingly without recognising it, design and manufacture robots that, our research suggests, are easily identified by those outside this community as being White.
Limitations and future work
We may speculate that different levels of anthropomorphism might result in different outcomes. If the robot would be indistinguishable from humans then we would expect to find the same results as the original study while a far more machine like robot might have yet to be determined effects. One may also speculate about the racialization approach we used. To best replicate the original shooter bias stimuli, we opted to utilized human-calibrated racialization of the NAO rather than employ the NAO's default appearance (white plastic) against it stylized with black materials. We are currently preparing a study that systematically varies anthropomorphism and color using the methodology described above and we hope to be able to report on it in due time.
It is important to note that the Nao robot did not wear any clothes while the people in the original study did. Strangely, the people in the original study did not cast a shadow. Given the powerful functions of Adobe Photoshop, we were able to include a more realistic montage of the Nao robot in the background by casting shadows. Future studies should include multiple postures of the Nao robot holding the gun and the objects.
A further potential limitation of the present work is the degree of embodiment (image-based depictions of the NAO), and whether this extends to more realistic human-robot interaction scenarios. However, previous work has suggested that interactions with embodied robots are not fundamentally different from interactions with virtual ones. For instance, several studies found no difference in behavioral and attitudinal responses for virtual agents and physical robots [25, 26, 38, 42] . Rosenthal-von der Pütten et al. [31] and Slater et al. [34] , indicated that virtual robots, too, are recognised as social agents. The images used in this study therefore are unlikely to elicit fundamentally different responses compared to using actual robots. By replicating Correll's original study that used still images we are able to compare our results and thereby ensure that we receive similar results. This chance to validate our results outweighed the benefits of using a physical robot. Moreover, if we had used a physical robot it would also be consistent to ask the participants to physically shoot the robot. Using a keyboard to symbolically shoot a physical robot would not be plausible. Having participants use a real gun to shoot a robot would, however, be a far more dramatic task than the one proposed by Correll and colleagues and may yield very different results.
We also need to acknowledge that we used categories in the race attribution question that experts consider to be inconsistent. More specifically we mixed categories of ethnicity and race. While we believe that most people would be able to understand the meaning of these categories, we cannot deny that the categories offered could be considered as inconsistent. We reported the categories as we had asked them. For us, the main question was if the participants choose anything but the "Does not apply" option. We therefore believe that the information obtained still has value.
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