Abstract. Let M and N be two closed C ∞ manifolds and let Diff c (M ) denote the group of C ∞ diffeomorphisms compactly supported and isotopic to the identity. We prove that any (discrete) group homomorphism between Diff c (M ) and Diff c (N ) is a continuous homomorphism. We also show that if a non-trivial homomorphism of this type exist, then dim(M ) ≤ dim(N ) and give a classification of all group homomorphisms in the case that dim(M ) = dim(N ).
Introduction
Let M be a C ∞ manifold. Let Diff c (M) be the group of C ∞ compactly supported diffeomorphisms isotopic to the identity. The fact that Diff c (M) is a simple group is a known theorem of Mather, Herman, Thurston, Epstein, etc. (see [3] ).
In [9] , Filipckewicz shows that given two manifolds M and N, the groups Diff c (M) and Diff c (N) are isomorphic(as discrete groups) if and only if the manifolds M and N are C ∞ diffeomorphic and the isomorphism of groups is obtained by conjugation with some fixed element of Diff(M). This implies that for example, given two different smooth exotic 7-spheres, there should be some algebraic property of their groups of diffeomorphisms that distinguish them.
The focus of this paper is the study of abstract group homomorphisms between groups of diffeomorphisms. Let M and N be two manifolds and let Φ : Diff c (M) → Diff c (N) be a group homomorphism (not necessarily continuous). Observe that the simplicity of these groups implies that Φ is either trivial or injective. Some examples of homomorphisms of this type are the following: If M ⊆ N is an open subset, there is a natural homomorphism induced by inclusion. Other examples come from covering maps: Every diffeomorphism of M isotopic to the identity can be lifted to some covering N of M (These lifts in some cases give a group homomorphism, see 3.2.2). Some classical bundles over M: The unit tangent bundle UT (M), the grassmanian Gr k (M), consisting of k-planes in T (M), and other bundles over M admit a natural action of Diff c (M). For example, on the unit tangent bundle, the map f → D(f ) gives a homomorphism Φ : Diff c (M) → Diff c (UT (M)) by the chain rule. One can also take products and compositions of these homomorphisms to obtain more examples.
Observe that all these homomorphisms are in fact continuous maps from Φ : Diff c (M) → Diff c (N). The main result of this paper shows that is always the case when M and N are closed, more concretely: Theorem 1.1. Let M and N be C ∞ manifolds, let N be closed and let Φ : Diff c (M) → Diff c (N) be a discrete group homomorphism, then Φ is weakly continuous.
The definition of weak continuity is given in 3.5 and in the case that M is closed is equivalent to Φ being continuous in the usual topology. It's also worth pointing out that there is no assumption on the dimensions of the manifolds. As a consequence, we are also going to obtain a classification of all possible homomorphisms in the case that dim(M) ≤ dim(N).
Mann [14] gave a classification of all the possible homomorphisms in the case that N is 1-dimensional. She showed using one dimensional dynamics techniques(Kopell's lemma, Szekeres theorem, etc.) that M should also be one dimensional and that all the homomorphisms in this case are what she called "topologically diagonal".
In the case M = N = R this means that Φ is given in the following way: Take a collection of finite disjoint open intervals I j and diffeomorphisms f j : M → I j , the action in each of the I j 's is given by conjugation, that is Φ(g)(x) = f i gf −1 i (x) for x ∈ I i and is trivial everywhere else. We're going to prove a generalization of this result: The definition of extended topologically diagonal is given in section 3 and is a generalization of what we previously described as topologically diagonal allowing the possibility of taking finite coverings of M and embedding them on N, see definition 3.11.
Observe that as a corollary of theorem 1.2 we obtain another proof of Filipckewicz theorem. The result also gives an affirmative answer to a question of Ghys(See [11] ) asking wether a non trivial homomorphism Φ as before implies that dim(N) ≥ dim(M).
1.1.
Ingredients and main idea of the proof. The key ingredient of the proof is Theorem 2.9 of Militon [16] that generalizes a result of Avila [2] about Diff(S 1 ) and is closely related to Calegari-Freedman [5] . This theorem provides us with an algorithm that takes as an input a sequence f n ∈ Diff c (M) converging to the identity at a definite speed, lets say d(f n , Id) ≤ ǫ n for some real sequence ǫ n going to zero. As an output, we get a finite set S ∈ Diff c (M), such that each f n can be written as a product of a specific number of elements of S, that is l S (f n ) ≤ k n for some sequence of integers k n (recall that l S (f ) denotes the word length of f in the generating set S, see 2.1). The important point here is that k n doesn't depend on the sequence f n and just on ǫ n and M.
This result is strongly related to the concept of distortion elements in geometry group theory (See Gromov [12] , Chapter 3). An element f of a finitely generated group G is called distorted if lim n→∞ l S (f n ) n = 0.
For example, let's consider the group BS(2, 1) = {a, b|bab −1 = a 2 }. This group can be realized as the transformations a : x → x + 1 and b : x → 2x in Diff(R). Observe that b n ab −n = a 2 n and therefore a is distorted (In some sense, it is exponentially distorted).
A related concept useful in our context is the concept of arbitrarily distorted elements. An element f of a group G(not finitely generated) is called arbitrarily distorted if for any diverging real sequence g(n) there exist a finitely generated subgroup G ′ with a generating set S and a subsequence {n i } such that l S (f n i ) ≤ g(n i ). Militon's theorem has as corollary the fact that every recurrent element f in Diff c (M), i.e. satisfying lim inf n d(f n , Id) = 0, is arbitrarily distorted. For example, an irrational rotation in Diff c (S 1 ) is recurrent and therefore arbitrarily distorted.
Observe that distortion is preserved under group homomorphisms, so if one is trying to understand the existence of a homomorphism it might be fruitful to understand the distortion elements of the groups involved in the homomorphism. One example of this approach can be seen in the work of Franks and Handel [8] . They proved that any homomorphism from a large class of higher rank lattices Γ into Diff µ (S)(group of diffeomorphisms of a surface preserving a measure µ) is finite using the fact that Γ has distorted elements and showing that a distorted element f ∈ Diff µ (S) fixes the support of the measure µ. For a more concrete statement of this and a clear exposition, see [7] .
A key example of how these concepts and results can be useful in this context is the following: Consider some homomorphism Φ :
. Let R be a finite order rotation in SO(3) and let C = Φ(R). C is an element of finite order. If one takes any riemannian metric g in S 2 and average it with respect to C, one obtains a metric g ′ that is invariant under C. It follows from the uniformization theorem of Riemman surfaces that this metric is conformally equivalent to the standard metric in S 2 were C is acting as a finite rotation.
In conclusion: finite order rotations are sent to conjugates of finite order rotations, as we would expect. Instead, If R was an irrational rotation, we can't conclude in the same way that C is conjugate to a rotation. In that case, we just know that C = Φ(R) is an infinite order element.
We can still try to imitate the proof in the finite order case: Let's take some arbitrary riemannian metric g and consider the sequence of average metrics g n = 1 n n i=0 (C n ) * g. If an appropriate subsequence of {g n } converges to a metric g ′ , this metric is invariant under C, and we can conclude that C is conjugate to a rotation arguing in the same way as in the finite order case. The problem is that to obtain such a convergent subsequence in a C ∞ fashion, we need bounds in all the derivatives of powers of C.
To show that the derivatives |D(C n )| of all the powers of C are bounded we are going to make use of Militon's theorem. If such a bound does not exist, there is a subsequence C n i , such that |D(C n i )| → ∞. Passing through a subsequence, we can assume that R n i is convergent, and let's assume it converges to the identity, if it converges to other rotation a similar argument works.
Passing through another subsequence, we can assume that d(R n i , Id) ≤ ǫ i (ǫ i as in Militon's theorem) and also that |D(C n i )| diverges as fast as one wants. We obtain then a contradiction, because on the one hand |D(C n i )| diverges as fast as one wants, and in the other, applying Militon's theorem to the sequence {R n i }, we obtain that |D(Φ(R) n i )| = |D(C n i )| is bounded for some function of k i by the chain rule, see lemma 2.6.
Arguing in a similar way we're going to obtain a proof of Lemma 2.12, a weak version of theorem 1.2.
1.2.
Outline. The paper is divided as follows. In section 2, we're going to use Militon's theorem to prove lemma 2.12, which is the main tool to prove theorem 1.1. In section 3, we prove theorem 1.2 assuming that Φ is weakly continuous, this section is independent of the other sections. In section 4, we establish some general facts about two constructions in group actions on manifolds that we are going to make use for the proof of theorem 1.1. In section 5, we show that Φ is weakly continuous using the results on section 2 and the facts discussed in section 4, finishing the proof of theorems 1.1 and 1.2. Finally, in section 6, we end up with some questions and remarks related to this work.
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Main technique
2.1. Notation. Throughout this section and for the rest of the paper M is a C ∞ manifold and we denote the group of compactly supported C ∞ diffeomorphisms isotopic to the identity by Diff c (M). The group Diff c (M) is endowed with the weak topology. This topology is not metrizable if M is not compact, but the restriction to the subset of diffeomorphisms supported in some compact set K is metrizable, so whenever we make reference to a metric d on Diff c (M), all the diffeomorphisms involved are going to be supported in a fixed compact set.
Definition 2.1. Let G be a finitely generated group and let S be a finite generating set. We're going to assume that S = S −1 . Given g in G, l S (g) is defined as the minimum integer n such that g can be expressed as a product g = s 1 s 2 ...s n where each s i ∈ S. In a more technical language, l S (g) is the distance of g to the identity in the Cayley graph corresponding to S.
2.2.
Norms of derivatives. In order to prove the main results of this section(theorem 2.6 and 2.12), we need to have some control over the derivatives of diffeomorphisms and metrics in a fixed manifold M. In order to do that, we introduce for r ≥ 0, norms . r in Diff c (M). In the case that M is compact these could be taken as the standard seminorms defining the standard topology of Diff c (M), but we need to modify the definition for technical reasons in the noncompact case.
This subsection and the next one are technical and might be a good idea to skip them in a first read. If the reader decides to do that, he/she should have in mind that . r measures how big the r-derivative of a diffeomorphism or a metric is and to take a look at lemma 2.5, where using the chain rule one obtain for any f, g ∈ Diff c (M) a bound for f • g r in terms of r-norms of f and g and should be thought of as an analog for higher derivatives of the fact that
Suppose M is endowed with a riemannian metric and f ∈ Diff c (M), let's define D(f ) + = sup v∈U T M |Df (v)|. We define the norm
This norm measures the maximum expansion or contraction of f . In what follows we're going to define "norms" . r , that are going to be analogs of this norm for higher order derivatives.
Let's deal first with the case where M ⊆ R n is an open subset. In that case we define for any compactly supported diffeomorphism f and for any r ≥ 1,
The maximum here is taken among all the partial derivatives of the different components of the diffeomorphism f and every x ∈ M.
For a given manifold M, let's take a complete riemannian metric g on M, which exists as a consequence of Withney's embedding theorem: every smooth manifold can be embedded as a closed set of some R d . And let's define for r = 0,
In order to define . r for r ≥ 1 in an arbitrary manifold, we're going to use a covering set {U i } i by coordinate charts satisfying the following properties:
There is a constant C, such that for every i, j satisfying
In the case that M is closed, we can take a finite number of coordinate charts covering M as ours U i 's. In the case that M is open one one have to be a little bit more careful.
In that case, we can construct such a covering in the following way: Let's take a complete riemannian metric on M and let's take an exhaustion of M by compact sets K i , that is M = K i and K i ⊂ K j if i < j. For each K i , given that the exponential map is differentiable, we can take r i small enough in such a way that the exponential map is a diffeomorphism defined at every point p of K i for a ball of radius r i around p. Then, for each point p, we define
given by the exponential map (we are using some identification of R n with T p (M) using the metric at the point p).
Using the differentiability of the exponential map, we can take r i small enough such that if d(p, q) < 2r i for some r i , then φ q •φ −1 p r ≤ C for a fixed constant C. This gives us an open cover U i of K i by balls of radius r i . We can suppose in addition that r j < r i for j < i and that
. Now, we can define U = i U i a cover of M and use the paracompacity of M to obtain a locally finite refinement of U with the desired properties.
Then, for a compactly supported diffeomorphism f , define:
The supremum here is taken over all the i, j's where the expression
i makes sense. Observe that this definition depends strongly on the preferred set of coordinates charts. In the previous definition the sup is taken over all the i, j's such that f −1 (U j ) ∩ U i = ∅. Also for all i, j's but a finite set we have that φ j •f •φ
i and then this maximum is always finite using the fact that φ j • φ −1 i r ≤ C. (This is also the reason why we need to take a covering with these special properties).
It's also worth observing that we have two different norms for the first derivative of a given f , namely D(f ) and f 1 . These two might not be equivalent a priori and the reason why they have to be introduced is technical(See lemma 2.3).
Lemma 2.2. Given a sequence f n in Diff c (M). If there exist constants C and C r such that D(f n ) ≤ C and f n r ≤ C r for every r ≥ 0 and every n. Then, there is a subsequence of f n converging in the C ∞ topology to a diffeomorphism f satisfying D(f ) ≤ C and f r ≤ C r .
Proof. Let's restrict first to a fixed compact set K ⊆ M. Using that f n 0 ≤ C 0 and D(f n ) ≤ C, we get that the sequence f n is equicontinuous and bounded in K and by Arzela-Ascoli's theorem we obtain a subsequence of f n converging uniformly to a continuous map
For a fixed r ≥ 1, using the fact that f n r ≤ C r , we can pass to a subsequence such that the r-derivatives in any coordinate chart around K converge. Using a diagonal argument we obtain a subsequence, that we denote f n (abusing notation), such that the all the r-derivatives of f n converge for every coordinate charts involving K. This implies that the map f is C ∞ in K.
Using an exhaustion of M by compact sets we can further pass to a subsequence converging to a C ∞ map f defined everywhere in M, that a priori might not be invertible.Using that D(f n ) ≤ C we obtain that f is bilipschitz and therefore invertible. In conclusion f is a diffeomorphism and satisfies D(f ) ≤ C.
Metrics. For a metric g
n , we define:
If a sequence of metrics g n satisfy g n r ≤ D r for some fixed constants D r , it's easy to show that in the same spirit of lemma 2.2 that g n has a subsequence converging to a C ∞ metric g ′ uniformly in each compact set. We will make use of the following fact that is a consequence of the chain rule:t Lemma 2.3. Let U, V be open sets of R n and let g be any riemannian metric defined in U, such that g r ≤ D r for some constants C r and
Properties of norms.
We're going to use many times the fact
For the r-norms, there are similar estimates. For example, for r = 0 it's easy to see that:
For the r-norm we have:
Lemma 2.5. For every r ≥ 2 there exist constants C r such that for every f, g ∈ Diff c (M) we have that:
Proof. Let's start with the case M = R n . Applying the chain rule r times to each of the components of the partial derivatives of f • g, we obtain a sum of terms, each of those terms is the product of at most r + 1 partial derivatives of some f i 's and g j 's( f i , g j are components of f and g). The number of terms in this sum is at most a constant C r just depending on r(also depending on n) and each of the terms is less than f l + g l for some 1 ≤ l ≤ r, so we get that:
For an arbitrary manifold M, we take a covering by coordinate charts (U i , φ i ) as in the definition of the r-norm. We get then that for every
Above, the first inequality follows from the R n case proved previously. We obtain therefore:
2.4. Main tools. We are now in position to state the main lemma to be used in the proof of Theorem 1.1 and that is the heart of this paper. Lemma 2.6. Let M, N be two manifolds and let Φ : Diff c (M) → Diff c (N) be a group homomorphism. Let h n be any sequence in Diff c ∞ (M) supported in a compact set K and such that:
Then, for each fixed r non negative integer, there exist constants C r (not depending on h n ) such that for n large enough Φ(h n ) r ≤ C r .
Remark 2.7. The same is true for the norm D() .
Remark 2.8. How large n has to be in order to Φ(h n ) r ≤ C r to hold might depend on r.
This lemma is going to follow as a corollary of the following theorem of Militon, see [16] . Theorem 2.9. Let M be a compact manifold. There exist sequences (ǫ n ) and (k n ) of positive real numbers such that for every sequence h n of diffeomorphisms in Diff c (M) satisfying
(1) h n belongs to the subgroup generated by
The previous theorem is also true in the case where M is not compact and all the h n are assumed to be supported in a fixed compact subset K of M.
This result is a generalization of a result of Avila [2] , where he proves the S 1 case and is similar to a construction of Calegari and Freedman [5] , where they show that an irrational rotation of a sphere is arbitrarily distorted in Diff c (S 2 ). The proof has two main steps: the first one is to show that an element close to the identity can be written as a product of a small number (just depending on M) of commutators of elements close to the identity, this allows to reduce the general case to the case where all the f n are commutators supported in a small open set, let's say f n = [h n , k n ]. The second part consist of encoding the sequences h n and k n in two diffeomorphisms H and K and using some clever algebraic tricks to construct a finitely generated group containing F and K with the desired properties (see [2] ).
In the proof of Lemma 2.2 we're going to make use of the following technical fact:
Proof. The proof goes by induction on k, the case k = 1 is obvious, let's suppose that it's true for k. Using lemma 2.5, we have that:
Using the fact that (r + 2) 2k+1 + (r + 2) ≤ (r + 2) 2(k+1) holds for r ≥ 1, the results follows for k + 1.
Proof. (Lemma 2.6):
Case D(.) : Arguing by contradiction, let's suppose that no such constant C exists, then, using a diagonal argument we can find a sequence h n converging to the identity and such that the sequence g(n) = D(Φ(h n )) diverges. Passing to a subsequence, we can assume that d(h n , Id) ≤ ǫ n and also that lim
Using lemma 2.9 we can find a finite
And so we get that
≤ ln(L) contradicting the fact that the left side diverges.
The case r = 0 can be proved in exactly the same way as for D(.) .
For r ≥ 1, we're going to make use of lemma 2.11. Suppose that such C r does not exist, then we can find a sequence h n converging to the identity and such that g(n) = Φ(h n ) r converges to infinity, passing to a subsequence, we can assume that d(h n , Id) ≤ ǫ n and also that lim n→∞ log log(g(n))
for the sequences (ǫ n ) and (k n ) in Lemma 2.9.
Using lemma 2.9, we can find a finite generating set S such that l S (h n ) ≤ k n . Let's take a constant L such that Φ(g)) r ≤ L for every g ∈ S and that satisfies the hypothesis of Lemma 2.11. Using this lemma, we get that for large enough n,
Then we get that log log(g(n)) ≤ 2k n log(r + 2) + log(log(L)) and that contradicts (1).
Theorem 2.12. Let M and N be C ∞ manifolds and let Φ : Diff c (M) → Diff c (N) be a group homomorphism. Suppose that h n is a sequence in Diff c (M) supported in a compact set K and such that
Then {Φ(h n )} has a convergent subsequence, converging to a diffeomorphism H, that is an isometry for a C ∞ Riemannian metric on N.
Proof. Using Theorem 2.6, we have for a fixed r that Φ(h n ) r ≤ C r , using lemma 2.2 we can obtain from Φ(h n ) a convergent subsequence, that is converging to a C ∞ diffeomorphism H. In fact, taking powers for every integer k, we get that Φ(h k n ) r ≤ C r for large enough n, applying limits for the subsequences in both sides, we get that H k r ≤ C r .
Let's take some fixed riemannian metric g on N and let's consider the sequence of metrics:
(H * g denotes the pullback of the metric under the map H). We're going to show that g n has a subsequence converging to a C ∞ metric g ′ that is invariant under H.
From the fact that D(H k ) ≤ C for each integer k, we get that for each vector v ∈ T M, each of the metrics g i satisfy
, that implies that any convergent subsequence of g i converge to a non degenerate metric. Let's show such a subsequence exist.
Let's take coordinate charts (U
Observe that to show such a convergent subsequence exists, we would only have to show such a convergent subsequence exists in each coordinate chart and then use a diagonal argument. That is, we need to show that for each i, the metrics defined in
Observe that g
is contained in a compact set for a fixed i and so it's contained in the union of a finite number of U j 's. Let's say it intersects nontrivially
Observe that for each integer k, and every point x ∈ U i , we have that
r for every r. It's easy to see this implies that g i n r ≤ D ′ r for every n ≥ 1. This implies that g i n has a convergent subsequence as we wanted. In conclusion, g n has a convergent subsequence using Cantor's diagonal argument. Let's denote by g ′ our limit metric.
Observe that for each vector v ∈ T N, we have that:
Taking limits for our subsequence in the previous inequality we obtain that the metric g ′ is invariant under H.
Continuous case
3.1. Notation. M and N denote two C ∞ manifolds of dimension m and n respectively. We're going to assume from now on that N is closed. If U is an open subset of M, we define:
A flux f t is defined to be the one parameter family of diffeomorphisms generated by a vector field X supported in M. Definition 3.1. A homomorphism Φ : Diff c (M) → Diff(N) is said to be weakly continuous if for any sequence f n such that f n → Id and such that f n is supported in a compact set K(not depending on n), we have that Φ(f n ) → Id.
In the case that M is closed, this is equivalent to Φ being continuous, in the case that M is not compact, it might still be equivalent, but to avoid proving this we prefer to use this notion as it give us the same results.
In this section we're going to assume always that Φ is weakly continuous, this assumption is very strong for a homomorphism of this type given that Diff c (M) is an infinite dimensional Lie group. As a proof of that, we recall the following classic result: Proof. H(t) = Φ(f t ) defines a homomorphism from R to Diff(M), it is continuous by the weak continuity of Φ and therefore is a C ∞ flow by theorem 3.2. We obtain that Φ(f t ) is generated by some vector field Y in N.
We're going to use the following known fact, for a proof see [3] . Proof. By conjugating with elements of Diff c (M) we get that for any embedded ball B ′ , Φ| Diffc(B ′ ) is continuous. Observe that the fragmentation lemma as it is stated above is not enough to prove the result, but one can see from the proof it (see Lemma 2.1.8 in [3] ) , that if f n → Id is supported in a compact set K and C is a finite covering of K by sufficiently small embedded balls, then for large n, f n can be written as a product of diffeomorphisms supported in open sets of C, with at most one factor for each open set of C and in such a way that these diffeomorphisms are also converging to the identity.
The main result of this section is theorem 3.13, that gives a characterization for all the possible homomorphisms Φ : Diff c (M) → Diff(N) where dim(M) ≥ dim(N) in the case that Φ is weakly continuous.
3.2.
Examples. In the case where dim(M) = dim(N), there are two fundamental ways of constructing examples of homomorphisms of the diffeomorphism groups, one is embedding copies of M into N and acting in these copies in the trivial way (topologically diagonal) and the second are homomorphisms that come from coverings. The main theorem of this section shows that if Φ is continuous, all the possible homomorphisms are combinations of these two examples. Let's discuss first these two examples. 
The fact that U i is a finite collection is necessary. Even though we may be able to embed an infinite collection of M's in a closed manifold N, if the collection is not finite, the homomorphism Φ is not well defined, there are always examples of f ∈ Diff c (M) such that Φ(f ) is not C ∞ .
To illustrate this point, lets suppose M = R n , and let's suppose there is an infinite collection of open sets U i ⊂ N giving rise to a topologically diagonal homomorphism Φ. We can take f , a diffeomorphism supported in the unit ball around the origin and such that f (0) = 0 and Df (0) = 2Id. Using the notation in definition 3.6, the sequence ρ i (0) = p i has an accumulation point p in N \ ∪ i U i . We have that D(Φ(f ))(p i ) = 2Id, therefore D(Φ(f ))(p) = 2Id. It's not difficult to see by the compactness of N that there is a set of points q i → p such that Φ(f )q i = q i and that D(Φ(f ))(q i ) = Id, and then D(Φ(f ))(p) = Id, a contradiction. → S 1 , the obvious 2 cover. In that case, any of the lifts of the rotation r 2 of order 2, has order 4, and then it is impossible to construct a homomorphism Φ that commutes with p. The obstruction as we will see, comes from the fact that π 1 (Diff 0 (S 1 )) ∼ = Z is generated by a full rotation around the circle and π : S 1 2 → S 1 corresponds to the subgroup 2Z of Z.
In more abstract terms, we have the following: Let G = Diff c (M), H be the group consisting of lifts of elements of G to Diff c (N) and L be the group of deck transformations corresponding to the covering map, then we have an exact sequence of discrete groups:
We are interested in understanding when this sequence splits. For sake of completeness, we mention a useful criterion for proving this. For a proof, see [4] .
The sequence e → L → H → G → e splits if and only if the two following conditions are satisfied:
(
(L)) defined by the exact sequence is trivial (Z(L) denotes the centralizer of L).
In our case, showing that the previous sequence splits discretely is going to be equivalent to show it splits continuously, that is, showing there exist a continuous homomorphism Φ : G → H which splits the sequence, this is much simpler. Observe that H is a covering map of G, and so the existence of such continuous section Φ, is equivalent to saying that the covering H is trivial. More clearly, H should consist of the union of some copies of G, and this happens if and only if every element of L lies in different components of H. In other words, if there is no deck covering transformation L isotopic to the identity in H.
Observe that if there is a path γ ∈ H connecting the identity to some deck transformation L, projecting down γ to G we obtain a loop γ ′ representing a non trivial in π 1 (G, e), the fundamental group of G based at the identity. Given x ∈ M, there is a natural map E x : Diff c (M) → M given by evaluation at x, so we have a natural homomorphism:
Observe the following fact:
Lemma 3.8. A loop γ ∈ π 1 (G, e) has a lift to H, connecting the identity to a non trivial deck transformation, if and only if E x * (γ) ∈ π 1 (N).
Proof. In one direction, if a loop γ ∈ π 1 (G, e) satisfies E x * (γ) ∈ π 1 (N), the lift of E x * (γ) to N is not a closed loop. Therefore, the lift of γ to H ⊂ Diff c (N)) starting at the identity has to have the other endpoint in a non trivial lift of the identity of Diff c (M), that is, a non trivial deck transformation. The other direction is trivial.
Summarizing the previous discussion, we have the following criterion: 
Observe that if f t is a path in Diff c (M) representing a loop γ of π 1 (Diff c (M)) based at the identity, and γ is a loop based at x, representing an element of π 1 (M), the family of paths {f t (γ)}, give us a homotopy between the loops γ and (E * x (f t )) −1 γ(E * x (f t )). This shows that the image of E x * is a central subgroup of π 1 (M), and therefore this image is independent of the base-point x. In particular, we obtain the following useful corollary: 
Where π * i : Diff c (M) → Diff c (M i ) are the homomorphisms coming from finite coverings as in the previous subsection.
Remark 3.12. The coverings have to be necessarily finite, otherwise there are examples of f ∈ Diff c (M) such that Φ(f ) is not C ∞ constructed similarly to the ones explained at the end of 3.2.1.
The main result of this section is: Definition 3.14. For each group G ⊆ Diff c (N), we define:
For each x ∈ M, let's define:
where U r is an open ball of radius r around x. We construct the sets S x thinking of constructing the maps ρ i in the definition of extended topologically diagonal. We would like to show that S x consists of a discrete set of points and that the correspondence S x → x give as a collection of coverings from some open sets of N to M. (1) S x is a nonempty set.
Proof. If p ∈ N ′ , there is an element f 0 of Diff c (M), such that Φ(f 0 )(p) = p. Using the fragmentation property we can express f as a product of diffeomorphims supported in balls of radius 1, so we can obtain f 1 supported in B 1 ⊂ M such that Φ(f 1 )(p) = p. We can iterate this inductive process and construct f n ∈ Diff c (M) supported in a ball B n of radius 1/n, such that B n ⊂ B n−1 and that Φ(f n )p = p. We define x := n B n . It is clear that p ∈ S x , so (3) follows.
Item (2) follows by conjugating f and applying Φ. (1) is a direct consequence of (2) and (3).
The following two lemmas are technical and are going to be used in the proof of lemma 3.18. Proof. Using coordinate charts is enough to check the case when M = R n and x 0 = 0. Let's take X i , 1 ≤ i ≤ n vector fields in R n supported in U such that {X i (0)} i is a linearly independent set and such that if f i t are the fluxes generated by X i , we have that
We can now define for t = (t 1 , t 2 ..., t n ) ∈ (−ǫ, ǫ) n , the map ρ :
...f n tn (0). By our choice of X i 's, for sufficiently small ǫ, ρ is a diffeomorphism onto a small neighborhood N 0 of 0 ∈ R n .
If ρ −1 (x) = (t 1 (x), t 2 (x), ..., t n (x)), we can define then the map Ψ : Let's take a maximal collection of vector fields X = {X 1 , X 2 , ...., X k } in N such that X 1 (p), X 2 (p), ..., X k (p) are linearly independent, and all the X j 's comes from fluxes in different Φ(G U i )'s. Observe that k ≤ n, so we can assume w.l.o.g. that if f t is any flux in G U n+1 and Y is the vector field corresponding to the flux Φ(f t ), then Y (p) is a linear combination of elements in {X 1 (p), X 2 (p), ..., X k (p)} and [Y, X i ] = 0.
If we consider the open set:
Then the vector fields in X define a foliation F on U by Frobenius integrability theorem. Let's call L, the leaf of F containing p. If g t ∈ G U n+1 is a flux and the flux Φ(g t ) is generated by a vector field Y , then as Y (p) is a linear combination of elements of {X 1 (p), X 2 (p), ..., X k (p)} and [Y, X i ] = 0 we have that Y is tangent everywhere to the leaves defined by X. From the fact that [Y, X i ] = 0 it also follows that if q ∈ U then Φ(g t )q ∈ U for every t. Therefore, we have that Φ(g t ) necessarily preserves L.
In conclusion, we have a non trivial homomorphism Ψ : G U n+1 → Diff(L). Even more, the image of this maps is abelian, since if Y and Z are vector fields coming from Φ(G U n+1 ), as Y, Z commute with all the elements of X, both should be linear combination of some vector fields in X and therefore both commute. This contradicts the simplicity of G U n+1 . Proof. From lemma 3.17, we get that for any n + 1 different points x 1 , x 2 ..., x n+1 in M we have that S x 1 ∩ S x 2 ∩ .... ∩ S x n+1 = ∅. Let's take k to be the largest integer such that there exists x 1 , x 2 , ..., x k distinct points on M such that S x 1 ∩ S x 2 ∩ .... ∩ S x k = ∅. We're going to show that k = 1.
Let's take p ∈ S x 1 ∩ S x 2 ∩ .... ∩ S x k . Using lemma 3.16, we can find pairwise disjoint neighborhoods N x i of M and continuous maps Ψ i : N x i → Dif f (M) such that Ψ i (y)(x i ) = y for every y ∈ N x i . Even more, we can suppose that the support of the elements in the image of Ψ i and Ψ j have disjoint support if i = j.
Ψ is continuous because Φ and all the Ψ i 's are continuous. Observe that (2) in lemma 3.15. Therefore by maximality of k we obtain that Ψ is injective. It follows then that dim(M k ) ≤ dim(N) and that implies that k = 1 and dim(M) = dim(N).
As a corollary of the last paragraph we obtain: Using the previous corollary, we obtain that 
In other words, Φ = π * as in subsection 3.2.2.
Proof. Let's define the map π :
Observe that the map is well defined by lemma 3.18 and is surjective by our transitivity assumption. Let's show that π is locally a C ∞ diffeomorphism.
Using lemma 3.16, we can find a neighborhood N x of M and a continuous map Ψ : N x → Diff(M) such that Ψ(y)(x) = y for every y ∈ N x . We can define the map ρ : N x → N given by
Observe that ρ is continuous because Φ is weakly continuous and injective because ρ(y) ∈ S y and lemma 3.18. We also have that π •ρ = Id which implies that π is a covering map. To show that π is C ∞ it is enough to show that ρ is a C ∞ diffeomorphism onto its image.
The fact that ρ is smooth follows from lemma 3.2: It's enough to prove that the image of a C ∞ curve γ passing through x is a C ∞ curve. Given γ, we can construct a C ∞ compactly supported vector field X such that γ is a flow line of this vector field. X defines a flux f t and by lemma 3.3 we have that Φ(f t ) is a C ∞ flux. Observe that ρ(f t (x)) ∈ S ftx = Φ(f t )S x . Using that ρ is locally a homeomorphism for t sufficiently small we have that ρ(f t (x)) = Φ(f t )p and therefore ρ(γ) is smooth.
Blow-ups and gluing of actions
In the proof of theorem 1.1 we are going to make use of the following two constructions on group actions on manifolds:
4.1. Blow-ups. Given a closed manifold N and a closed submanifold L ⊂ N of positive codimension, let Diff c (N, L) be the group of diffeomorphisms of N preserving L setwise. Suppose G ⊆ Diff c (N, L). We are going to show how to construct a natural action of G in a compact manifold with boundary N σ , the blow up of N along L.
Intuitively the blow up N σ is obtained by compactifying N\L by the unit normal bundle of L in N in a natural way. More concretely, let N(L) be the unit normal bundle of our submanifold L in some metric on N. The normal neighborhood theorem states that the map:
defined by sending (v, t) to the point γ v (t) at distance t along the geodesic with initial vector v is a diffeomorphism onto a neighborhood of L, for small ǫ.
We can define formally N σ , the blow up of N along L, as follows:
N σ is a compact manifold with N(L) as its boundary and there is a canonical smooth map π : N σ → N. The smooth structure on N σ does not depend on the metric. N σ can be also described as the compactification of N\L by the set of directions up to scale (by positive scalars) in
In order to describe the smooth structure on N σ in more detail, suppose from now on that L consists of a single point p, the more general case can be treated in a similar way. In this case, if x 1 , x 2 , ..., x n are coordinate charts around p in N, where x i (p) = 0, let v be a direction in the origin up to a positive scalar. Without loss of generality assume that v = v 1 , v 2 ...., v n−1 , 1 . We have coordinates ξ 1 , ξ 2 , ..., ξ n−1 , x n around v in N σ , where v corresponds to the point ξ i = v i , x n = 0 and the change of coordinates for x n > 0 is given by x j = x n ξ j . Lemma 4.1. There is a natural group homomorphism σ : Diff c (N, L) → Diff c (N σ ) such that for any h ∈ Diff c (N, L), if we define h σ := σ(h), the following diagram commutes:
On the boundary of N σ , we can define h σ as the projectivization (up to positive scale) of the map Dh(p) :
Suppose that in coordinate charts x 1 , x 2 , ...., x n around p in N, h is given locally by h = (h 1 , ..., h n ), where h(0) = 0. Given a direction up to positive scale v at the origin, such as v = v 1 , v 2 , ...v n−1 , 1 , there exists some j such that ∇h j (p)(v i , 1) = 0, say ∇h j (p)(v i , 1) > 0. Therefore, in our coordinate charts ξ 1 , ξ 2 , ..., ξ n−1 , x n explained previously, we have that
is given for i = j by:
Where ξ := ξ 1 , ξ 2 , ..., ξ n−1 .
When x n = 0, we have that:
Observe that ∂ ∂xn h j (x n ξ, x n ) = ∇h j (x n ξ, x n )(ξ, 1) and that ∇h j (0)(ξ, 1) = 0. All these formulas imply that all the derivatives of h σ exist and are continuous around x n = 0, and therefore h sigma ∈ Diff c (N σ ).
We still need to show that σ : Diff c (N, L) → Diff(N σ ) is a group homomorphism. In other words we need to show that for any
This condition is clear in N σ \∂N σ and it follows from the chain rule in ∂N σ .
For more details and other aspects about this blow-up construction for diffeomorphisms, see ([13] , sec 2.5). A related blow-up for diffeomorphisms is studied in great detail in [1] .
4.2.
Gluing actions along a boundary. Given N 1 and N 2 two compact manifolds with non empty boundary, suppose there is a diffeomorphism α :
the manifold obtained by gluing N 1 and N 2 along the boundary using α. Suppose we have actions Φ i : G → Diff c (N i ) such that the action of each element of g ∈ G coincides in the common boundary, more precisely, for each g ∈ G we have
In general, if we glue Φ 1 (g) and Φ 2 (g) along the common boundary, we do not obtain a C ∞ homeomorphism on N. Nonetheless, the following theorem of Parkhe(See [18] ), gives a way to glue the actions after some systematic modification near the boundary in such a way that the resulting action of G is a truly C ∞ action. 
Therefore, if we define new homomorphisms Φ In this section we will use the results of section 2 together with the facts discussed in section 4 to give a proof of theorem 1. This result along with 3.13 completes the proof of theorem 1.2.
From now on, we denote G = Diff c (R n ). As in section 3, if B is an embedded open ball contained in R n , we denote: We are going to use many times the following fact: Φ is weakly continuous if there is no sequence f n in G B , such that f n → Id and Φ(f n ) → A, where A is a non trivial isometry in some riemannian metric on N. This fact is an immediate consequence of lemma 2.12.
Let's assume such non trivial isometry A exist. If we take a ball B ′ disjoint from B, the actions of G B ′ and A commute. If A has a nontrivial fixed point set L, then G B ′ preserves L setwise, a lower dimensional manifold. Therefore, we can blow up the action at L and show by induction that Φ is continuous. If A acts freely, then we get an action of G B ′ on N ′ = N/H, where H = A is the closure of the subgroup generated by A. If H is infinite, N ′ is a lower dimensional manifold and we can proceed to prove the continuity by induction. If H is finite, we will show a way to replace H by a similar infinite group of isometriesĤ to finish the proof as in the previous case.
In the proof of theorem 1.1 we are going to make use of the following known fact:
Lemma 5.1. If N is a closed riemannian manifold and H is a closed connected subgroup of the group of isometries of N, then f ix(H) = {p ∈ N | h(p) = p for every h ∈ H} is a closed submanifold of positive codimension.
We will also need the following technical lemma:
is a weakly continuous homomorphism, then there exists an embedded open ball B 2 ⊂ B 1 and a point p ∈ N ′ such that for any f supported in B 2 , we have that Φ(f )p = p.
Proof. Let define n = dim(N) + 1. Take an arbitrary point p ∈ N. For 1 ≤ i ≤ n, let U i be disjoint embedded balls contained in B 1 . Using lemma 3.17, we conclude that for at least one of these balls, let's call it B 2 , Φ| G B 2 fixes p. Proof. We're going to proceed by induction on the dimension of N. The proof for the case n = 0 is trivial and the case n = 1 is proved in [14] .
Suppose that Φ is not weakly continuous, by lemma 2.12, there is a ball B 0 ⊂ R n and a sequence f n ∈ G B 0 such that f n → Id and Φ(f n ) → A, where A is a non trivial isometry for some riemmanian metric on N. Consider a ball B 1 disjoint from B 0 . Define H := A , H is a closed subgroup of the Lie group of isometries of N.
First we show that we can assume H acts freely: To prove that Φ is continuous we will make use of the following trick: Let N 1 and N 2 be two copies of N σ and let 
Observe that the previous homomorphisms defines an action of G B 1 on N ′ , but this action is not necessarily smooth in the glued boundaries. Using the gluing theorem described in section 4, we can conjugate the actions in each N i by homeomorphisms and obtain a smooth action
is weakly continuous. By lemma 2.12 is enough to show that if f n ∈ G B 1 is a sequence such that f n → Id and Φ(f n ) → A, where A is an isometry for N ′ , then A = Id. Observe that the action restricted to N 3 is continuous (we glue N 3 to N 1 and N 2 , instead of gluing them along the boundary, because we know that Φ ′ is continuous when is restricted to N 3 by induction). Therefore, A has to restrict to the identity inside N 3 , but since A is an isometry of some metric, A is necessarily the identity. Now we show that the weak continuity of Φ ′ implies that Φ is weakly continuous as well. If there is a sequence f n ∈ G B 1 such that f n → Id and Φ(f n ) → A, where A is an isometry of N, from the previous paragraph we have that Φ ′ (f n ) → Id. This implies that Φ σ (f n ) → Id (at least topologically) and therefore Φ(f n ) → Id so A = Id. By lemma 2.12, Φ is continuous.
We can now assume that the action of H in N is free. We are going to prove that if H is infinite, then Φ is continuous. Let us show that Φ| G B 2 is continuous. By lemma 2.12, is enough to show that if f n ∈ Diff c (B 2 ) is a sequence such that f n → Id and Φ(f n ) → A, being A an isometry of some metric on N, then A = Id. Taking a point q ∈ Hp, we have that Φ ′′ (f n ) → Id and therefore A(q) = q. We now prove that the derivative D q A is trivial:
We can split the tangent space T q (N) at q in N as
These two facts imply that the linear map D q A has a decomposition in blocks, corresponding to the subspaces T q (H p ) and W , where D q A is an upper triangular matrix and the diagonal blocks are the identity. Therefore all the eigenvalues of D q A are equal to one. Since A is an isometry, D q A is an orthogonal matrix, and so D q A = Id. In conclusion, we have that A(q) = q and D q A = Id, as A is an isometry, A is necessarily trivial.
The only remaining case to finish the proof of theorem 5.3 is the case where H is finite and H acts freely on N. We will show that if Φ were not continuous, we can replace H with an infinite and similar groupĤ that would reduce the proof to the previous two lemmas. Lemma 5.6 . If H is finite and acts freely then either:
(1) Φ is continuous (2) There exists an infinite closed subgroup of isometriesĤ of some metric on N and an embedded ball B ′ ⊂ R n such that G B ′ commutes withĤ.
Proof. Let's define N 0 := N, H 0 := H and N 1 := N 0 /H 0 . Φ descends to a homomorphism Φ 1 : G B 1 → Diff(N 1 ). Observe that if Φ 1 is continuous, then Φ is continuous. Therefore, if Φ 1 is not continuous, there is a sequence f n,1 ∈ G B 1 such that f n,1 → Id and that Φ 1 (f n,1 ) → A 1 ∈ Diff(N 1 ), where A 1 is a nontrivial isometry on some metric (Possibly different from the one for H). Let H 1 = A 1 . If H 1 does not act freely or H 1 is infinite, we can use lemmas 5.4 and 5.5 to conclude that Φ 1 is continuous, so we can assume H 1 is finite and fixed point free.
We can continue this inductive procedure constructing for each k,
Together with a sequence f n,k ∈ G B k such that as n → ∞, we have that f n,k → Id and Φ k (f n,k ) → A k , where A k is a nontrivial isometry on some metric on N k and the group H k = A k is a nontrivial finite group of diffeomorphisms acting freely on N k .
Observe that the only way this procedure can't be repeated infinitely times is if Φ k is continuous for some k, but this imply that Φ is continuous. Let's define:
Each element h k of H k can be lifted to a diffeomorphism of N, since A k is homotopic to the identity in N k being a limit of the sequence Φ k (g n,k ) → A k . Observe that in factĤ k is a finite subgroup of Diff c (N) and thatĤ k−1 ⊂Ĥ k , being this last inclusion strict.
Let's defineĤ = ∪ k≥0Ĥk .Ĥ is an infinite group, we will prove that H is invariant under a riemannian metric on N in a similar way that we prove lemma 2.12. In order to do that, let's show:
Lemma 5.7. Every element h ∈Ĥ k satisfies the bounds h r ≤ C r for every r and D(h) ≤ C for the constants in lemma 2.6
Proof. We're going to prove by induction in k that for every h ∈Ĥ k , there exist h n ∈ Diff c (N) such that h n → Id and Φ(h n ) → h. By lemma 2.6, this is enough to prove the desired bounds in the derivatives. This is true for j = 0. Let's suppose is true for j ≤ k − 1. Let's consider the projection homomorphism Ψ :Ĥ k → H k . Observe that the kernel of Ψ is exactlyĤ k−1 .
By definition H k = A k . Consider the sequence f n,k ∈ G B k such that as n → ∞, f n,k → Id and Φ k (f n,k ) → A k . For the sequence {Φ(f n,k )}, we have that for every n, Φ(f n,k ) is a lift of Φ k (f n,k ) to Dif f c (N). Using lemma 2.12, we can pass to a subsequence, let's say f n i ,k , such that Φ(f n i ,k ) → A To finish the induction, observe that as H k is cyclic, every element ofĤ k is a product of an element of ker(Ψ) =Ĥ k−1 and a power of A ′ k , therefore to conclude that every element ofĤ k satisfies the induction hypothesis it is enough to show that if f, g ∈Ĥ k satisfy the induction hypothesis then f g satisfies the hypothesis. This is easy, if there exist sequences {f n }, {g n } such that f n → Id, g n → Id and Φ(f n ) → f , Φ(g n ) → g, then the sequence {f n g n } satisfies that f n g n → Id and Φ(f n g n ) → f g.
To conclude the proof of 5.6, we take an arbitrary metric g ∈ N, and average g with respect toĤ k , that is, let's define:
Using the same argument as in lemma 2.12, we can obtain a subsequence g n i , converging to a C ∞ metric g ′ invariant underĤ. To finish the proof of lemma 5.6, take B ′ being any embedded ball disjoint from B n for every n.
6. Questions and Remarks.
6.1. Higher dimensions. Maybe the most natural question to ask in view of Theorem 1.2 is wether it is possible to obtain a characterization of homomorphisms Φ : Diff c (M) → Diff c (N) in the case that dim(M) < dim(N). All the known homomorphisms known to the author are built from pieces, each piece coming from some natural bundles over M or over Symm k (M) (the set of unordered k points in M). These bundles could be trivial(products), coverings, or somewhat similar to the tangent bundle or other bundles where one has some kind of linear action in the fiber. The pieces are glued along submanifolds where the actions in both sides agree.
6.2. Discrete homomorphism between Lie groups. One might also try to understand discrete homomorphisms between simple Lie groups. For example, one can shows that any discrete homomorphism from SO(3) to itself is conjugate to the standard one. The same is true for SL 2 (R). For SL 2 (C), this is not the case, one can use a non trivial field automorphism of C, to get a homomorphism from Sl 2 (C) to itself that is not measurable and therefore not conjugate to the trivial one. Nonetheless, one can show that all the homomorphisms between Sl 2 (C) and itself come from this construction.
An observation worth mentioning is that if the homomorphism Φ is measurable, then Φ is continuous and in fact C ∞ ( See [19] ). Therefore, a non standard homomorphism is necessarily not measurable(like in the examples for SL 2 (C) above).
Other more difficult set of questions related to the Zimmer program (see [6] ) come from asking wether a discrete homomorphism of groups from a simple lie group G to Diff c (M) comes from a standard one. For example, Matsumoto [15] shows that any action of P SL 2 (R) in Diff c (S 1 ) is conjugate to the standard action. One might wonder if that is also the case for S 2 and P SL 3 (R), does every homomorphism Φ : P SL 3 (R) → Diff(S 2 ) is conjugate to the standard embedding?
Using the fact that P SL 2 (C) acts in S 2 and SO(3) ⊂ P SL 2 (C) one can conjugate the action of P SL 2 (C) by one of the non trivial homomorphisms described above to obtain a non standard action of SO(3) in S 2 , nonetheless one can still ask the same question in the measure preserving case: 6.2.1. Question. Does there exist a homomorphism Φ : SO(3) → Diff µ (S 2 ) that is not conjugate to the standard one?
For this type of questions, the technique used here does not work(at least not directly), as the distortion elements in any linear group are at most exponentially distorted. Nevertheless, studying the distorted elements might give some useful information.
6.3. Distortion elements in groups of diffeomorphisms. It is worth pointing out that Militon's theorem implies that if M is a closed manifold and f is an infinite order isometry on M then f is arbitrarily distorted. The converse to this statement is not true, there are examples of elements in Diff c (M) that are recurrent lim inf n d(f n , Id) = 0 and as a consequence of Militon's theorem, arbitrarily distorted, but are not isometries. Some of these examples can be constructed using the Anosov-Katok method. For example, one can use the construction in [10] to get such examples.
6.3.1. Question. Is it possible to find f ∈ Diff(S 1 ) that is doubly exponentially(or arbitrarily) distorted, but not conjugate to a rotation?
This might be useful to show that certain discrete groups can't act by diffeomorphisms on the circle.
