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MATHER THEORY AND SYMPLECTIC RIGIDITY
MADS R. BISGAARD
Abstract. Using methods from symplectic topology, we prove existence of invariant
variational measures associated to the flow 휙퐻 of a Hamiltonian 퐻 ∈ 퐶∞(푀) on a sym-
plectic manifold (푀, 휔). These measures coincide with Mather measures (from Aubry-
Mather theory) in the Tonelli case. We compare properties of the supports of these mea-
sures to classical Mather measures and we construct an example showing that their
support can be extremely unstable when 퐻 fails to be convex, even for nearly integrable퐻 . Parts of these results extend work by Viterbo [54], and Vichery [52].
Using ideas due to Entov-Polterovich [22], [40] we also detect interesting invariant
measures for 휙퐻 by studying a generalization of the symplectic shape of sublevel sets
of 퐻 . This approach differs from the first one in that it works also for (푀, 휔) in which
every compact subset can be displaced. We present applications to Hamiltonian systems
on ℝ2푛 and twisted cotangent bundles.
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1. Introduction
Consider a symplecticmanifold (푀2푛, 휔) and a Hamiltonian퐻 ∈ 퐶∞(푀)with complete
flow 휙퐻 = {휙푡퐻}푡∈ℝ. This paper concerns the question of how to systematically determine
interesting invariant sets for 휙퐻 . The celebrated KAM theorem asserts (loosely speaking)
that, if 퐻 is non-degenerate and sufficiently regular, an invariant Lagrangian torus, on
which the dynamics of 휙퐻 has a Diophantine rotation vector, will persist under small
(sufficiently regular) perturbations of 퐻 . Mather [32] discovered that one can loosen the
regularity assumptions and the Diophantine condition in the KAM theorem and still find
plenty of interesting invariant sets which persist perturbations of퐻 , if one pays the price
of replacing the non-degeneracy condition with a stronger convexity assumption. One of
the aims of the current paper is to study, using methods coming from symplectic topol-
ogy, what happens when one relaxes the convexity assumption. It is interesting to un-
derstand the connection between Aubry-Mather theory and symplectic topology. Here
we hope to provide some understanding of how pseudo-holomorphic curve techniques
can explain phenomena fromAubry-Mather theory. A first indication that these theories
can be connectedwas obtained by Bernard [7]. The approachwe take here builds heavily
on Viterbo’s symplectic homogenization paper [53] as well as the Floer-homological ver-
sion studied byMonzner-Vichery-Zapolsky [34] and Vichery [52]. The second part of the
paper obtains interesting invariant measures by studying a generalization of the notion
of symplectic shape (due to Sikorav [47]) of sublevel sets of a Hamiltonian. It employs
ideas due to Buhovsky-Entov-Polterovich [15], Entov-Polterovich [22] and Polterovich
[40].
The contents of the paper are as follows: In Section 2 we present our results on exis-
tence of invariant measures using homogenized Lagrangian spectral invariants. Section
3 compares properties of these measures to Mather measures. Section 4 contains our
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results on invariant measures using the 퐶0-techniques developed by Buhovsky-Entov-
Polterovich. Finally, Section 5 and 6 contain preliminaries and proofs.
Setting and notation:(푋 ) will denote the space of Borel probability measures which
are compactly supported on 푋 ⊂ 푀 . We use the convention that the symplectic gradient푋퐻푡 associated to 퐻 ∈ 퐶∞(ℝ × 푀) is defined by 휄푋퐻푡휔 = −푑퐻푡 . The flow generated by 푋퐻푡
is denoted by 휙퐻 = {휙푡퐻}푡∈ℝ. We denote by(푋 ; 휙퐻 ) ⊂(푋 ) the subset of 휙퐻 -invariant
measures and write =(푀) as well as(휙퐻 ) =(푀 ; 휙퐻 ).
2. Symplectic "Mather-Floer theory"
Throughout this section (푀2푛, 휔)will denote a closedmonotone symplectic manifold.1
We consider a closedmonotone Lagrangian submanifold 퐿 ⊂ (푀, 휔)which is non-narrow
in the sense that its quantum homology 푄퐻∗(퐿;ℤ2) doesn’t vanish (see Section 5). In
this setting Leclercq-Zapolsky [31] recently developed a theory of Lagrangian spectral
invariants. We will denote by
푙퐿 ∶ H̃am(푀, 휔) → ℝ.
the Leclercq-Zapolsky spectral invariant associated to the unity in 푄퐻∗(퐿;ℤ2).2 An idea
due to Viterbo [53] says that homogenizing 푙퐿 gives rise to an analogue of Mather’s 훼-
function. The approachwe consider herewas first studied byMonzner-Vichery-Zapolsky
[34] and Vichery [52]. Denote by  ∶= {퐻 ∈ 퐶∞(푀) | ∫ 퐻휔푛 = 0} the space of normal-
ized Hamiltonians.
Definition 1. Associated to 퐻 ∈  we define a function 휎퐻∶퐿 ∶ 퐻 1(푀 ;ℝ) → ℝ by
(1) 휎퐻∶퐿(푐) = limℕ∋푘→∞ 푙퐿(휓
−1
1 휙̃푘퐻휓1)푘 ,
where 휓 ∶ [0, 1]×푀 → 푀 is any smooth symplectic isotopy with 휓0 = id and Flux(휓 ) =푐 ∈ 퐻 1(푀 ;ℝ), and 휙̃푘퐻 ∈ H̃am(푀, 휔) denotes the element represented by the path [0, 1] ∋푡 ↦ 휙푡푘퐻 in Ham(푀, 휔).
For more details on the construction and properties of 휎퐻∶퐿 we refer to Section 5 (see
in particular Theorem 39 on page 21). It turns out that 휎퐻∶퐿 is locally Lipschitz, so at
every point 푐 ∈ 퐻 1(푀 ;ℝ) it has a well-defined non-empty set of Clarke subdifferentials
(see Section 5.1)
휕휎퐻∶퐿(푐) ⊂ 퐻1(푀 ;ℝ) = 퐻 1(푀 ;ℝ)∗.
The dynamical information contained in 휎퐻∶퐿 is that it guarantees existence of analogues
of Mather measures (from Aubry-Mather theory) to the present setting, i. e. (휙퐻 )-
measures whose rotation vector (or asymptotic cycle, see Section 5.1) is prescribed by휕휎퐻∶퐿(푐).
Theorem 2. Let 퐻 ∈ . For any 푐 ∈ 퐻 1(푀 ;ℝ) and any Clarke subdifferential ℎ ∈휕휎퐻∶퐿(푐) ⊂ 퐻1(푀 ;ℝ) of 휎퐻∶퐿 at 푐, there exists a 휇 ∈(휙퐻 ) which has rotation vector
휌(휇) = ℎ.
For a more detailed discussion of how Theorem 2 relates to classical Aubry-Mather
theory we refer to Section 3.
1In order to avoid certain compactness issues, 푀 will be assumed compact in this section. See Section
2.1 for the non-compact (exact) case.
2In [31] our 푙퐿 goes under the name 푙+.
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Remark 3. After having proved the main part of Theorem 2 we learned about Vichery’s
[52], where a result similar to Theorem 2 is proved in the case where 퐿 is the zero-section
of a cotangent bundle as well as Viterbo’s [54] where results from [53] are applied to
yield a result similar to Theorem 2 for 푇 ∗핋푛. The main difference between our result and
Vichery’s is greater generality. Moreover, our approach detects the measures directly
using pseudo-holomorphic curve techniques and avoids the use of generating functions.
Remark 4. Fix 푐 = 0 and consider a measure 휇 ∈ (휙퐻 ) with 휌(휇) ∈ 휕휎퐻∶퐿(0) whose
existence is guaranteed by Theorem 2. As the proof of Theorem 2 will show, 휇 arises as
a convex combination of weak∗-limits of sequences (휇휍)휍∈ℕ ⊂ characterized by
(2) ∫ 푓 푑휇휍 = 1푘휍 ∫
푘휍
0
푓 휙푡퐻 (푥휍) 푑푡 ∀ 푓 ∈ 퐶0푏푑 (푀).
Here, (푥휍 )휍∈ℕ is a sequence of points with 푥휍 ∈ 휓휍 (퐿) for a sequence of symplectomor-
phisms (휓휍)휍∈ℕ ⊂ Symp(푀, 휔) satisfying
휓휍 휍→∞⟶ id
in the Whitney 퐶∞-topology, and (푘휍)휍∈ℕ ⊂ (0,∞) is a sequence of times with 푘휍 ↑ ∞. In
addition, 휙푘휍퐻 (푥휍) ∈ 휓휍 (퐿) for all 휍 ∈ ℕ and to each orbit 훾휍 = {휙푡퐻 (푥휍 )}푡∈[0,푘휍 ] is associated
an action퐻∶휓휍 (퐿)(훾휍) ∈ ℝ such that3
퐻∶휓휍 (퐿)(훾휍)푘휍
휍→∞⟶ 휎퐻∶퐿(0).
Wewill denote byM퐻∶퐿 ⊂(휙퐻 ) the set of measures 휇 ∈(휙퐻 )with 휌(휇) ∈ 휕휎퐻∶퐿(0)
arising as convex combinations of weak∗-limits of sequences (휇휍)휍 given by (2), such
that (푥휍)휍 and (푘휍 )휍 satisfy the criteria mentioned above. This notation is justified by
results, first due to Viterbo [53, Proposition 13.3] and later Monzner-Vichery-Zapolsky
[34, Theorem 1.11], saying that 휎퐻∶퐿 coincides with Mather’s 훼-function when 퐿 ⊂ 푇 ∗퐿
is the zero-section and 퐻 is Tonelli. In particular, M퐻∶퐿-measures are Mather measures
in this setting (see Remark 10 below). For a discussion about the extent to which M퐻∶퐿
coincides with the set of all Mather measures associated to 0 ∈ 퐻 1(푀 ; ℝ) we refer to
Remark 11 below.
Under certain circumstances, one can reduce the domain of 휎퐻∶퐿 further, thus get-
ting further restrictions on its subdifferentials. In the following we will denote by 푟퐿 ∶퐻 1(푀 ; ℝ) → 퐻 1(퐿; ℝ) and by 푖퐿 ∶ 퐻1(퐿; ℝ) → 퐻1(푀 ; ℝ) the (co)homological maps in-
duced by the inclusion 퐿 ↪ 푀 .
Corollary 5. Suppose 푟퐿 is surjective. Then 휎퐻∶퐿 descends to a locally Lipschitz function
훼퐻∶퐿 ∶ 퐻 1(퐿; ℝ) → ℝ.
In particular, for every 푐 ∈ 퐻 1(퐿; ℝ) and every subdifferential ℎ ∈ 휕훼퐻∶퐿(푐) ⊂ 퐻1(퐿; ℝ) there
exists a 휇 ∈(휙퐻 ) with rotation vector
휌(휇) = 푖퐿(ℎ) ∈ 퐻1(푀 ; ℝ).
Of course, the notation is meant to suggest that 훼퐻∶퐿 should play the role of Mather’s훼-function on a general symplectic manifold.
Polterovich [40] used Poisson bracket invariants to study invariant measures which
have "large" rotation vectors. In certain situations Corollary 5 allows us to sharpen his
result in the sense that we can detect that the rotation vector of the constructed measure
is contained in the subspace 푖퐿(퐻1(퐿; ℝ)) ≤ 퐻1(푀 ; ℝ).
3See Section 5 for a precise definition of퐻∶휓휍 (퐿)(훾휍 ).
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A smooth map 휓 ∶ [0, 1] × 퐿 → 푀 is said to be a Lagrange isotopy if each 휓푡 ∶퐿 → (푀, 휔) is a Lagrange embedding. We use the terminology that 휓 starts at 퐿 if휓0 ∶ 퐿 → 푀 is the inclusion 퐿 ↪ 푀 . To a Lagrange isotopy 휓 starting at 퐿 is associated
a class Flux퐿(휓 ) ∈ 퐻 1(퐿; ℝ) as follows: A smooth loop 훾 ∶ 푆1 → 퐿 gives rise to a cylinder
Γ ∶ 푆1 × [0, 1] → 푀 via Γ(푠, 푡) = 휓푡(훾 (푠)) and Flux퐿(휓 ) is characterised by
(3) ⟨Flux퐿(휓 ), [훾 ]⟩ = ∫푆1×[0,1] Γ∗휔.
For further details on Lagrange Flux (Flux퐿) we refer to [48, Section 6].
Corollary 6. Suppose 푟퐿 is surjective. For every 푐 ∈ 퐻 1(퐿; ℝ) there exists an ℎ ∈ 퐻1(퐿; ℝ)
such that 푖퐿(ℎ) ∈ 퐻1(푀 ; ℝ) is realized as the rotation vector of a(휙퐻 )-measure. Moreover,
⟨푐, ℎ⟩ ≥ sup휓 (min휓1(퐿)(퐻 ) − max퐿 (퐻 ))
where the supremum runs over all Lagrange isotopies 휓 ∶ [0, 1] ×퐿 → 푀 starting at 퐿 and
Flux퐿(휓 ) = 푐.
2.1. The non-compact setting. Here we will discuss the analogue of the above results
in the setting of a non-compact (푀, 휔). These can be stated for very general (푀, 휔), but
the best results are available for Liouvillemanifolds. This setting in particular generalizes
the case of cotangent bundles covered by Vichery [52].
Following [22] we will use the terminology that an exact symplectic manifold (푀, 휔)
is Liouville if the following two conditions are met:
(a) 푀 is equipped with a distinguished 1-form 휆 such that 푑휆 = 휔 and the Liouville
vector field 푍 ∈ X(푀) defined by 푖푍휔 = 휆 is complete.
(b) There exists a closed connected hypersurface Σ ⊂ 푀 , which is transverse to 푍 and
bounds a domain 푈 ⊂ 푀 whose closure is compact, such that
푀 = 푈 ⊔ (⋃푡≥0 휃푡(Σ)) ,
where (휃푡)푡∈ℝ denotes the Liouville flow generated by 푍 .
The last condition implies that (Σ, 휆0 ∶= 휆|Σ) is a contact manifold, called the ideal contact
boundary of푀 . For a Liouville (푀, 휔 = 푑휆), there is a diffeomorphism ∪푡∈ℝ휃푡(Σ) ≅ (0,∞)×
Σ which identifies 휆 with 푠휆0 on (0,∞) × Σ (here 푠 denotes the coordinate on (0,∞)). In
the following we will tacitly use the identification ∪푡∈ℝ휃푡(Σ) ≅ (0,∞) × Σ and think of
(0,∞) × Σ as a subset of 푀 with the property that 휆|(0,∞)×Σ = 푠휆0.
Let now (푀, 휔 = 푑휆) be a Liouville manifold and denote by 퐿 ⊂ (푀, 휔) a closed 휆-
exact Lagrangian submanifold.4Wewill denote by = (푀, 휔) the class of autonomous
Hamiltonians 퐻 ∈ 퐶∞(푀) whose Hamiltonian flow 휙퐻 = {휙푡퐻}푡∈ℝ is complete and satis-
fies the condition that +(푋 ) ⊂ 푀 is compact for every compact 푋 ⊂ 푀 . Here
+(푋 ) ∶= ⋃푡≥0 휙푡퐻 (푋 ).
Note that contains all proper Hamiltonians. Given 퐻 ∈ , every measure 휇 ∈ has
a well-defined action퐻,휆(휇) ∈ ℝ given by5
(4) 퐻,휆(휇) ∶= ∫ 퐻 − ⟨휆, 푋퐻⟩ 푑휇.
In order to define 휎퐻∶퐿 ∶ 퐻 1(푀 ; ℝ) → ℝ
4Recall that a Lagrangian 퐿 ⊂ (푀, 푑휆) is said to be 휆-exact if 휆|퐿 = 푑푓 for some 푓 ∈ 퐶∞(퐿).
5Recall that all-measures are required to have compact support.
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for 퐻 ∈  in this setting we make use of
Proposition 7. If (푀, 휔 = 푑휆) is Liouville, then every class 푐 ∈ 퐻 1푑푅(푀 ; ℝ) admits a repre-
sentative 휂 such that
(5) 휂|{푠}×Σ = 휂|{1}×Σ ∀ 푠 ∈ [1,∞).
Here the equality means the two 1-forms on Σ are the same. In particular, the vector field푋 ∈ X(푀) characterized by 푖푋휔 = 휂 is complete.
The proof is more or less immediate, but is carried out in Section 5. Given a class푐 ∈ 퐻 1푑푅(푀 ; ℝ) = 퐻 1(푀 ; ℝ) we define 휎퐻∶퐿(푐) by the formula (1), where (휓푡 )푡∈ℝ is the
flow generated by a vector field 푋 satisfying 푖푋휔 = 휂 for a closed 1-form 휂 ∈ 푐 meeting
condition (5). In Section 5 below we argue that the value of 휎퐻∶퐿(푐) depends neither on
the choice of 휂 in the class 푐 satisfying (5), nor on the choice of ideal contact boundary Σ
meeting condition (b) on page 4. The non-compact version of Theorem 3 now reads as
follows:
Theorem 8. Let 퐻 ∈ (푀, 푑휆). Then, for every 푐 ∈ 퐻 1(푀 ; ℝ) and every Clarke subdif-
ferential ℎ ∈ 휕휎퐻∶퐿(푐) ⊂ 퐻1(푀 ; ℝ), there exists a measure 휇 ∈ (휙퐻 ) whose action and
rotation vector satisfy
퐻,휆(휇) = 휎퐻∶퐿(푐) − ⟨푐, 휌(휇)⟩ and 휌(휇) = ℎ.
The following is the non-compact version of Corollary 5.
Corollary 9. Let 퐻 ∈ (푀, 푑휆) and suppose 푟퐿 is surjective. Then 휎퐻∶퐿 descends to a
locally Lipschitz function 훼퐻∶퐿 ∶ 퐻 1(퐿; ℝ) → ℝ.
In particular, for every 푐 ∈ 퐻 1(퐿; ℝ) and every Clarke subdifferential ℎ ∈ 휕훼퐻∶퐿(푐), there
exists a measure 휇 ∈(휙퐻 ) satisfying
(6) 퐻,휆(휇) = 훼퐻∶퐿(푐) − ⟨푐, 휌(휇)⟩ and 휌(휇) = 푖퐿(ℎ) ∈ 퐻1(푀 ; ℝ).
Remark 10. Suppose now that 푀 = 푇 ∗퐿 with 퐿 a closed manifold viewed as the zero-
section 퐿 ⊂ 푇 ∗퐿 and 휔 = 푑휆 with 휆 = 푝푑푞 being the canonical Liouville one-form. A
Tonelli Lagrangian 푙 ∈ 퐶∞(푇푁 ) (see [49, Definition 1.1.1]) sets up a Legendre transform
 ∶ 푇푁 → 푇 ∗푁 ,
so that the associated Tonelli Hamiltonian 퐻 and 푙 satisfy the equation푙(−1(푞, 푝)) = ⟨휆, 푋퐻⟩(푞, 푝) − 퐻 (푞, 푝) ∀ 푝 ∈ 푇 ∗푞푁 .
In particular, in this setting one sees that the condition on the action in (6) can be written
(7) − 훼퐻∶퐿(푐) = ∫ 푙◦−1 푑휇 − ⟨푐, 휌(휇)⟩.
As mentioned in Remark 4, it is known that 훼퐻∶퐿 coincides with Mather’s 훼-function in
this setting so (by [49, Section 3.1]) (7) implies that the measures detected in Corollary
9 are Mather measures in this setting.
Remark 11 (On the definition of M퐻∶퐿). In the Tonelli setting from the above Remark
10, a Mather measure associated to 0 ∈ 퐻1(퐿; ℝ) is a measure 휇 ∈(휙퐻 ) which satisfies
(6) with 푐 = 0. So why don’t we defineM퐻∶퐿 as the set of measures satisfying a condition
similar to (6) with 푐 = 0? The reason is quite simple: In the Tonelli setting all ergodic
components of a Mather measure associated to 0 ∈ 퐻1(푀 ; ℝ) are themselves Mather
measures associated to 0 ∈ 퐻1(푀 ; ℝ). In the general setting which we consider here this
need not be true. E.g. we have the following pathological example: Fix 푝0 ∈ ℝ푛⧵{0} and
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choose 푟 > 0 such that 0 ∉ 퐵2푟 (푝0). Pick any function ℎ ∈ 퐶∞(퐵푟 (푝0)) with ℎ(푝0) = 0
and 푑ℎ(푝0) ⋅ 푝0 = 0, but 푑ℎ(푝0) ≠ 0. Extend ℎ to 퐵푟 (푝0) ∪ (−퐵푟 (푝0)) by ℎ(푝) = ℎ(−푝)
for all 푝 ∈ −퐵푟 (푝0). Now extend ℎ to a function on all of ℝ푛 by cutting it off outside퐵2푟 (푝0)∪(−퐵2푟 (푝0)). The Hamiltonian퐻 ∈ 퐶∞(핋푛×ℝ푛) given by퐻 (푞, 푝) = ℎ(푝) is integrable
with 훼퐻∶핋푛 (0) = 0 and 휕훼퐻∶퐿(0) = {0}. Moreover, we have훼퐻∶핋푛 (푝0) = 훼퐻∶핋푛(−푝0) = 0 & 휕훼퐻∶핋푛 (푝0) = −휕훼퐻∶핋푛 (−푝0) = {푑ℎ(푝0)}.
In particular Corollary 9 guarantees the existence of (휙퐻 )-measures 휇1 and 휇2 such
that 휌(휇1) = 푑ℎ(푝0) = −휌(휇2) and
퐻,휆(휇1) = 훼퐻∶핋푛(푝0) − ⟨푝0, 휌(휇)⟩ = 0
퐻,휆(휇2) = 훼퐻∶핋푛(−푝0) + ⟨푝0, 휌(휇2)⟩ = 0.
Moreover, fromRemark 4 it is not hard to deduce that Supp(휇1) ⊂ 핋푛×{푝0} and Supp(휇2) ⊂
핋푛 × {−푝0}. In particular the measure 휇 ∶= 휇1+휇22 is 휙퐻 -invariant and satisfies
퐻,휆(휇) = 퐻,휆(휇1) +퐻,휆(휇2)
2
= 0 = 훼퐻∶핋푛 (0) − ⟨0, 휌(휇)⟩
and 휌(휇) = 0 ∈ 휕훼퐻∶핋푛 (0), so 휇 formally satisfies (6) with 푐 = 0. However, Supp(휇) clearly
carries no information about the "dynamics close to the zero-section 핋푛 × {0}".
This example shows that in the non-Tonelli setting the requirement (6) is not enough
to guarantee that the support of 휇 carries information about the dynamics of 휙퐻 close
to 퐿. The definition ofM퐻∶퐿 in Remark 4 guarantees thatM퐻∶퐿-measures do carry such
information. We do not know if M퐻∶퐿 contains all Mather measures when 퐻 is Tonelli.
Remark 12 (Superlinearity and coercivity of 훼퐻∶퐿). In Aubry-Mather theory, when 퐻 ∈퐶∞(푇 ∗퐿) is Tonelli, the associated function 훼퐻∶퐿 ∶ 퐻 1(퐿; ℝ) → ℝ is also convex and
superlinear. In particular, the set of all subdifferentials of 훼퐻∶퐿 is all of 퐻1(퐿; ℝ). Hence,
all vectors in 퐻1(퐿; ℝ) are realized as rotation vectors of some(휙퐻 )-measure. In the
setting of Corollary 9, if 퐻 ∈ 퐶∞(푀) is a Hamiltonian for which
(8)
훼퐻∶퐿(푐)|푐| |푐 |→∞⟶ ∞
(with respect to some norm on 퐻 1(퐿; ℝ)), then the same conclusion holds true.6 It is
interesting to understand which conditions should be imposed on퐻 to achieve (8). Since휌 ∶ (휙퐻 ) → 퐻1(푀 ; ℝ) is continuous (with respect to the weak∗-topology on(휙퐻 ))
it is easy to see that its image is compact if 푀 is compact (use weak∗-compactness of
(휙퐻 )). Hence, to achieve (8) one will need that 푀 be non-compact. However, even
on non-compact (푀, 휔) one might not be able to achieve (8) for any 퐻 as the following
example shows: Consider the two symplectic manifolds (푇 ∗푁 , 푑휆) and (핋2 = 푆1 × 푆1, 휔0)
for 푁 a closed manifold and 휔0 the standard area form on 핋2 with ∫핋2 휔0 = 1. Now take
(푀, 휔) ∶= (푇 ∗푁 × 핋2, 푑휆 ⊕ 휔0) and consider the Lagrangian 퐿 ∶= 푁 × (푆1 × {0}) ⊂ 푀 .
Denote by 휂 ∈ Ω1(푀) the closed 1-form obtained by pulling back the angle 1-form 푑휑 ∈
Ω(푆1) (with ∫푆1 푑휑 = 1) by the projection 푀 → 핋2 → 푆1 × {0} and denote by 휓 the
isotopy generated by the vector field 푋 ∈ X(푀) satisfying 휄푋휔 = 휂. Then the flow 휓
is 1-periodic, so 퐿 = 휓ℤ(퐿) and c) in Theorem 39 implies 훼퐻∶퐿(ℤ[휂]) = 훼퐻∶퐿(0) for all
admissible 퐻 ∈ 퐶∞(푀). In particular 훼퐻∶퐿(푡[휂]) will not tend to ∞ for 푡 → ∞. Of course
one could consider this a non-example: In fact 훼퐻∶퐿 naturally descends to a function on
the "cylinder" 퐻 1(퐿; ℝ)/ℤ[휂] ≅ 퐻 1(푁 ; ℝ) × 푆1 and, viewed as such a function, (8) will
certainly be true for some Hamiltonians 퐻 ∈ 퐶∞(푀).
6Use e.g. Lebourg’s mean value theorem from Section 5.1 below.
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On the other hand, if 퐻 ∈ 퐶∞(푇 ∗푁 ) satisfies퐻 (푞, 푝)
|푝| |푝|→∞⟶ ∞
and 퐻 1(푁 ; ℝ) admits a basis represented by closed 1-forms, all of which are nowhere
vanishing, then it is easy to check that (8) follows. This is in particular the case on 푇 ∗핋푛.
See also [54] for an in-depth discussion of this case.
3. Comparison with Mather’s theory
In this section we compare properties of the support of the measures whose existence
is guaranteed by Theorem 2 and 8 to those which arise in Mather’s theory and place
our results in a historical context. To accomplish this, it will suffice to consider (푀, 휔) =
(푇 ∗핋2, 푑휆). We will construct an 퐻 on 푇 ∗핋2 for which the support of M퐻∶퐿-measures
becomes extremely "wild". This phenomenon is closely related to diffusion phenomena
such as Arnold’ diffusion and superconductivity channels [14]. StudyingM퐻∶퐿-measures
in this setting was generously suggested to me by Vadim Kaloshin.
Consider ℝ2(푝) as well as 핋2 = ℝ2/ℤ2 equipped with the (mod ℤ2) coordinate 푞. Given
sufficiently smooth functions 퐻0 ∶ ℝ2 → ℝ and 퐹 ∶ 핋2 × ℝ2 → ℝ as well as 휖 ≥ 0 we
consider the Hamiltonian
퐻휖(푞, 푝) ∶= 퐻0(푝) + 휖퐹 (푞, 푝)
on (푇 ∗핋2 = 핋2 × ℝ2, 푑푝 ∧ 푑푞). Throughout this section we make use of the canonical
identification 퐻 1(푇 ∗핋2,ℝ) ≅ ℝ2. The flow 휙퐻0 is integrable in the sense that it leaves
every Lagrangian torus of the form 푇 (푝) ∶= 핋2 × {푝} invariant. KAM theory guarantees
that, if 퐻0 is non-degenerate in the sense that its Hessian satisfies
det(Hess(퐻0))(푝) ≠ 0 ∀ 푝 ∈ ℝ2,
then, for all small enough 휖 > 0, many Lagrangian tori 푇 (푝) persist. More precisely, if
the rotation vector of 휙퐻0 |푇 (푝) is Diophantine and 휖 > 0 is small enough, then there is
a Lagrangian torus which is invariant for 휙퐻휖 close to 푇 (푝). We are interested in what
happens to the invariant torus 푇 (푝) for 휖 > 0when 휙퐻0 |푇 (푝) does not haveDiophantine ro-
tation vector. Does it (at least partially) persist or does it disappear? Mather [32] studied
the case
(9) det(Hess(퐻0))(푝) > 0 ∀ 푝 ∈ ℝ2.
In this case all 푇 (푝) partially persist. The invariant set studied by Mather, which is to
be thought of as an "avatar" of 푇 (푝), is the 푝-Mather set Supp(M퐻휖∶푇 (푝)) ⊂ 핋2 × ℝ2.7 This
interpretation of the Mather set relies on two key properties exhibited by Supp(M퐻휖∶푇 (푝))
under assumption (9):
∙ Graph property: Supp(M퐻휖∶푇 (푝)) ⊂ 핋2 × ℝ2 is the graph of a Lipschitz function
defined on a subset of 푇 (푝).
∙ Localization property: In a suitable sense Supp(M퐻휖∶푇 (푝)) "is close" to (a subset of)푇 (푝) when 휖 > 0 is small.
The precise statement of the localization property takes different forms, depending on
the dynamics of 휙퐻0 |푇 (푝). Regardless of the dynamics of 휙퐻0 |푇 (푝) it is not hard to see that,
under assumption 9, one will always have
(10) Supp(M퐻0∶푇 (푝)) ∩ lim inf휖↓0 Supp(M퐻휖∶푇 (푝)) ≠ ∅,
7It is a consequence of Mather’s theory (or Theorem 8) that this set is always ≠ ∅.
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where lim inf is to be understood in the sense of Kuratowski. This follows simply be-
cause, under assumption (9),M퐻휖∶푇 (푝)-measuresminimize a Lagrange functional. Mather
[32, Section 5] studied the case when the rotation vector of 휙퐻0 |푇 (푝) meets a Diophan-
tine condition (i.e. when 푇 (푝) is a KAM torus). He found that, under this assumption,
Supp(M퐻휖∶푇 (푝)) converges to 푇 (푝) in the Hausdorff distance as 휖 → 0. The Diophantine
condition was later relaxed by Bernard [6, 8]. He studied the case when the dynam-
ics 휙퐻0 |푇 (푝) is resonant, but 푇 (푝) is foliated by invariant subtori on which the dynamics
of 휙퐻0 are "sufficiently irrational". In this case he found that Supp(M퐻휖∶푇 (푝)) Hausdorff
converges to one of the invariant subtori of 푇 (푝) as 휖 → 0 [6, Theorem 1].
Summing up, Mather’s theory (morally speaking) guarantees that, if (9) is satisfied,
then the system cannot be too unstable in the sense that every 푇 (푝)will partially survive
small perturbations of 퐻0. In a different direction, Arnold’ conjectured [1], [2] that the
Hamiltonian flow generated by a generic Hamiltonian 퐻 ∈ 퐶∞(푇 ∗핋푛), with 푛 ≥ 3, will
exhibit diffusing orbits (this phenomenon is today known as Arnold’ diffusion). Hence, if
Arnold’s conjecture holds true, then all systems with more than two degrees of freedom
will exhibit some instability.
When
(11) det(Hess(퐻0))(푝) < 0 ∀ 푝 ∈ ℝ2
the candidate for a perturbation of 푇 (푝) is again Supp(M퐻휖∶푇 (푝)). Do these sets satisfy
the graph property or the localization property? To our knowledge Herman [24] was
the first to observe that, in general, in the case (11) Supp(M퐻휖∶푇 (푝))will not be a Lipschitz
graph over 푇 (푝) (see also [17] for an English exposition of Herman’s example). Below
we construct an example showing that not only can the graph property be violated, but
so can the localization property. In fact the example violates even the simplest localiza-
tion property (10) in the worst possible way. The dynamics responsible for the failure
of this kind of convergence is a very fast type of diffusion arising from so-called super-
conductivity channels. We learned about this phenomenon from Bounemoura-Kaloshin’s
[14]. A first indication that symplectic methods can be used to study this phenomenon
was found in [22]. The concept of superconductivity channels goes back to the work of
Nekoroshev [36], [37] who discovered that for every 푥 = (푞, 푝) ∈ 핋2 ×ℝ2, 휙푡퐻휖 (푥) remains
close to 휙푡퐻0(푥) ∈ 푇 (푝) for |푡 | ≤ 푒푐휖−푎 for some positive constants 푐, 푎 > 0, as long as 휖 > 0
is sufficiently small and 퐻0 is steep.8 By a result due to Ilyashenko [27], the steepness
condition can be phrased as requiring that the restriction of 퐻0 to any 1-dimensional
linear subspace of ℝ2 has only isolated critical points. Hence, the philosophy we follow
is that, in order to find diffusion which is fast enough to "push" Supp(M퐻휖∶푇 (푝)) far away
from 푇 (푝), we should choose 퐻0 non-steep.
3.1. The example. Consider in symplectic coordinates 휃 = (휃1, 휃2) ∈ 핋2 and 퐼 = (퐼1, 퐼2) ∈
ℝ2 the Hamiltonian 퐻휖(휃, 퐼 ) = 퐼1퐼2 + 휖휑(퐼1) sin(2휋휃1),
where 휑 ∶ ℝ → [0, 1] is a smooth function with 휑(푡) = 휑(−푡) and
휑(푠) =
{
1 if |푠| ≤ 퐾
0 if |푠| > 퐾 + 1 , 휑′(푠)
{≥ 0 if 푠 ≤ 0≤ 0 if 푠 ≥ 0
for some large constant 퐾 > 0 (see Figure 1). Note that, if we view 퐻0 as a function on
ℝ2, then det(Hess(퐻0))(퐼 ) < 0 for all 퐼 ∈ ℝ2, so 퐻휖 fits into the framework we discussed
above. The resulting equations of motion are given by
8The "closeness" in this Nekoroshev estimate is in fact quantitative. For precise details we refer to [14,
Section 1.1.2]
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ℝ
ℝ1
−퐾 퐾
Figure 1. Graph of 휑 indicated in red.
(12)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
̇퐼1 = −2휋휖휑(퐼1) cos(2휋휃1)̇퐼2 = 0휃̇1 = 퐼2 + 휖휑′(퐼1) sin(2휋휃1)휃̇2 = 퐼1.
In particular, we see that +(푋 ) is compact for every compact 푋 , so Corollary 9 applies
to this system.
Remark 13. The superconductivity channels {퐼1 = 0} ∪ {퐼2 = 0} give rise to diffusion:
Consider initial conditions
(휃1(0), 휃2(0), 퐼1(0), 퐼2(0))
such that 퐼2(0) = 0, |퐼1(0)| < 퐾 and sin(2휋휃1(0)) = 0. Then 푡 ↦ 휃1(푡) is constant and퐼̇1 = ±2휋휖휑(퐼1),
so the function 푡 ↦ |퐼1(푡) − 퐼1(0)| is strictly increasing (assuming 휖 > 0). We denote by
 ∶= {(휃1, 휃2, 퐼1, 퐼2) | sin(2휋휃1) = 0, 퐼2 = 0, |퐼1| < 퐾}
the set of initial conditions with |퐼1(0)| < 퐾 which diffuse. Poincaré recurrence implies
(13) 휇() = 0 ∀ 휇 ∈(휙퐻휖 ),
for every 휖 > 0.
Note that if 휖 = 0, then (by Remark 4 and the fact that each 푇 (퐼1, 퐼2) is 휙퐻0-invariant)
Supp(M퐻0∶푇 (퐼1,퐼2)) ⊂ 푇 (퐼1, 퐼2).
In contrast, when 휖 > 0 we have
Proposition 14. Fix 퐼 ∈ (−퐾, 퐾 ) and denote by 퐵퐾 ⊂ ℝ2 the open 퐾-ball centered at 0. For
every 휖 > 0 we have
Supp(M퐻휖∶푇 (퐼 ,0)) ∩ (핋2 × 퐵퐾 ) = ∅.
Remark 15. This proposition exhibits the violation of the localization property for
M퐻휖∶퐿 when 퐻0 fails to meet the convexity condition (9) in the following sense: If we
impose the convexity hypothesis on퐻0, a result due to Bernard [6] implies thatM퐻휖∶푇 (퐼 ,0)
Hausdorff-converges to the circle
{( 1
4
, 휃2, 퐼 , 0) | 휃2 ∈ 푆1} ⊂ 푇 (퐼 , 0)
as 휖 ↓ 0 for all 퐼 ∈ ℝ⧵ℚ with |퐼 | < 퐾 . Clearly, Proposition 14 implies that this is not the
case forM퐻휖∶푇 (퐼 ,0) in our setting. To present how our example fits into Bernard’s theory
[6] we will from now on impose the assumption that 퐻0 be convex9 and check that,
after adding this hypothesis to our example, it formally fits into Bernard’s framework.
In Bernard’s terminology our 휙1퐻0 is denoted by Φ0, and its lift to ℝ2 × ℝ2 is denoted by
9Which, of course, it clearly is not.
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퐵퐾
퐼1
퐼2
Figure 2. The projection of Supp(M퐻0∶푇 (0,0)) to ℝ2 is contained in the red
spot in the center. For all 휖 > 0, the projection of Supp(M퐻휖∶푇 (0,0)) to ℝ2 is
contained in the blue regions.
휙0. Bernard’s Hypothesis 1 requires that there is a diffeomorphism 푤 ∶ ℝ2 → ℝ2 such
that10 휙0(Θ, 퐼 ) = (Θ + 푤(퐼 ), 퐼 ).
Clearly, in our case 푤(퐼1, 퐼2) = (−퐼2, −퐼1). A generating function 푆0 ∶ ℝ2 × ℝ2 → ℝ for 휙0
is a smooth function such that 휙0(Θ(0), 퐼 (0)) = (Θ(1), 퐼 (1)) if and only if퐼 (0) = 휕1푆0(Θ(0),Θ(1)) and 퐼 (1) = −휕2푆0(Θ(0),Θ(1)).
In our example we can take푆0(Θ(0),Θ(1)) = 퐻0(Θ(1) − Θ(0)) = (Θ1(1) − Θ1(0))(Θ2(1) − Θ2(0)),
so our imposed convexity condition on 퐻0 amounts to Bernard’s Hypothesis 2.
Bernard studies the Aubry-Mather set for the diffeomorphism Φ휖 ∶ 푇 ∗핋2 → 푇 ∗핋2
whose pull-back 휙휖 to ℝ2 × ℝ2 has as a generating function푆휖(Θ(0),Θ(1)) = 푆0(Θ(0),Θ(1)) + 휖푃 (Θ(0),Θ(1)),
for a function 푃 ∶ ℝ2 × ℝ2 → ℝ which satisfies an exactness condition (Bernard’s
Hypothesis 3). Moreover, as he explains, one can assume that 푆휖 is "standard at ∞"
(Hypothesis 4). Under our imposed convexity assumption on 퐻0, 휙1퐻휖 would also admit
a generating function 푆휖 of the type above, and the two latter assumptions would also
hold true in our setting (after perhaps adapting 푆휖 "at ∞"). Fix now 퐼 ∈ ℝ⧵ℚ such that|퐼 | < 퐾 . Then the torus 푇 (퐼 , 0) is foliated by an 푆1-family of 휙1퐻0-invariant circles 푆1(휃1) =
{(휃1, 휃2, 퐼 , 0) | 휃2 ∈ 푆1}, 휃1 ∈ 푆1. Bernard introduces the averaged perturbation which in
our situation is given by
(Θ1) = ∫푆1 푃 (Θ1,Θ2,Θ1,Θ2 − 퐼 )푑Θ2.
 descends to a function  ∶ 푆1 → ℝ and Bernard’s Hypothesis 5 requires that this
function have a unique non-degenerate minimum 휃 ∗1 ∈ 푆1. Once we have checked that
this is the case in our example (under our imposed convexity assumption) Bernard’s
[6, Theorem 1] would imply that M퐻휖∶푇 (퐼 ,0) Hausdorff-converges to the subset 푆1(휃 ∗1) ⊂푇 (퐼 , 0) as 휖 ↓ 0.
To see that  would have to have a unique non-degenerate minimum on 푆1 in our
example, note that 푆0 vanishes on 푇 (퐼 , 0), so in fact we have 푆휖 = 휖푃 on 푇 (퐼 , 0). Recall
[33, Section 9.1] that the generating function 푆휖 of the lift 휙휖 of 휙1퐻휖 is (up to addition by
10We denote by Θ = (Θ1, Θ2) standard coordinates on ℝ2 which project to (휃1, 휃2) on 핋2.
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a constant) given by the symplectic action in the following sense: Given (Θ(0),Θ(1)) ∈
ℝ2 × ℝ2 there exist (due to the convexity assumption) unique (퐼 (0), 퐼 (1)) ∈ ℝ2 × ℝ2 such
that 휙휖(Θ(0), 퐼 (0)) = (Θ(1), 퐼 (1)) and
푆휖(Θ(0),Θ(1)) = ∫ 1
0
⟨휆, 푋퐻휖⟩(Θ(푡), 퐼 (푡)) − 퐻휖(Θ(푡), 퐼 (푡)) 푑푡
= −휖 ∫ 1
0
(휑(퐼1(푡)) − 퐼1(푡)휑′(퐼1(푡))) sin(2휋Θ1(푡)) 푑푡
Now from (12) it follows that, if 휖 > 0 is small enough then |퐼1(푡)| < 퐾 for all 푡 ∈ [0, 1], so
that in particular Θ1(푡) = Θ1(0) for all 푡 ∈ [0, 1] (since 퐼2(푡) = 0). Hence, for such 휖 > 0 we
have 푆휖(Θ(0),Θ(1)) = −휖 sin(2휋Θ1(0)),
and thus
(휃1) = − sin(2휋휃1), 휃1 ∈ 푆1.
So clearly  would have a unique non-degenerate minimum at 휃 ∗1 = 14 . This finishes
the demonstration that our example, formally speaking, fits into Bernard’s framework if
only one imposes a convexity condition on 퐻0.
The rest of this section will be spent proving Proposition 14. To make the notation a
little less heavy we will write 훼퐻휖 (퐼1, 퐼2) = 훼퐻휖∶푇 (0,0)(퐼1, 퐼2) for (퐼1, 퐼2) ∈ ℝ2.
Remark 16. The conclusion of Proposition 14 resonates well with classical insight from
symplectic topology. For example, it is nowadays well understood that dimℝ 퐻∗(푀 ; ℝ) ≤
#Fix(휙) for non-degenerate 휙 ∈ Ham(푀, 휔) (this is one of the celebrated Arnol’d conjec-
tures). Symplectic topology can verify this inequality, but it cannot say anything about
where in 푀 the fixed points are located.
Lemma 17. For every 휖 ≥ 0 we have훼퐻휖 (퐼 , 0) = 0 ∀ 퐼 ∈ ℝ.
The proof of this lemma (which uses nothing but standard properties of Lagrangian
spectral invariants) is presented in Section 6.2. The proof of Proposition 14 consists in
studying carefully the solutions to (12). From Remark 4 and the proof of Theorem 2 we
know that, in order to study the support of M퐻휖∶푇 (퐼 ,0)-measures for 휖 > 0, it suffices to
study the support of 휇 ∈(휙퐻휖 )which arise as the weak∗-limits of sequence (휇휍)휍∈ℕ ⊂
characterizedby (2). In the current settingwe canwrite (푥휍)휍∈ℕ = (휃 휍1 (0), 휃 휍2 (0), 퐼 휍1 (0), 퐼 휍2 )휍∈ℕ
(퐼2 is an integral of motion). The conditions described in Remark 4 and in the proof of
Theorem 2 now amount to
(퐼 휍1 (0), 퐼 휍2 ) 휍→∞⟶ (퐼 , 0)(14)
퐻휖∶푇 (퐼 휍1 (0),퐼 휍2 (0))(훾휍)푘휍 휍→∞⟶ 훼퐻휖 (퐼 , 0) = 0.(15)
From the computation in Remark 45 on page 32 below, it follows that
퐻휖∶푇 (퐼 휍1 (0),퐼 휍2 (0))(훾휍)푘휍 = 퐻휖∶휆(휇휍) + ∫ ⟨휂휍 , 푋퐻휖⟩푑휇휍 ,
where the closed 1-form 휂휍 is given by휂휍 = 퐼 휍1 (0)푑휃1 + 퐼 휍2 (0)푑휃2.
Hence, as a consequence of the following claim we conclude that (15) amounts to saying
(16) 퐻휖∶휆(휇) = lim휍→∞퐻휖∶휆(휇휍) = 0.
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Claim. lim휍→∞ ∫ ⟨휂휍 , 푋퐻⟩푑휇휍 = 0
Proof. Suppose for contradiction that this were not the case. Then the rotation vector휌(휇) ∈ ℝ2 of the weak∗-limit 휇 of (휇휍)휍∈ℕ satisfies ⟨퐼 푑휃1, 휌(휇)⟩ ≠ 0. Since Supp(휇) ⊂ {퐼2 =
0}, this implies the existence of an ergodic measure 휈 ∈(휙퐻휖 ) with Supp(휈) ⊂ {퐼2 = 0}
such that ⟨퐼 푑휃1, 휌(휈)⟩ ≠ 0. By Birkhoff’s ergodic theorem 휈-almost every initial condition푥 would then satisfy
(17)
1푇 ∫ 푇0 ⟨퐼 푑휃1, 푋퐻휖⟩휙푡퐻휖 (푥) 푑푡 푇→∞⟶ 퐶
for some constant퐶 ≠ 0. However, as pointed out in Remark 13, if 퐼2 = 0 and sin(2휋휃1(푡0)) =
0 for some 푡0 then sin(2휋휃1(푡)) = 0 for all 푡 . In particular we have that either sin(2휋휃1(푡)) ≤
0 for all 푡 or sin(2휋휃1(푡)) ≥ 0 for all 푡 . In either case 푑휃1 is an exact 1-form on a neighbour-
hood of {휙푡퐻휖 (푥) | 푡 ∈ ℝ}, which contradicts (17). This contradiction finishes the proof of
the claim. 
Since
퐻휖∶휆(휇휍) = ∫ 퐻휖 − ⟨휆, 푋퐻휖⟩ 푑휇휍 = ∫ −퐼1퐼2 + 휖(휑(퐼1) − 퐼1휑′(퐼1)) sin(2휋휃1) 푑휇휍 ,
(16) can be written
0 = 퐻휖∶휆(휇) =휖 ∫ (휑(퐼1) − 퐼1휑′(퐼1)) sin(2휋휃1) 푑휇.(18)
To further understand Supp(휇), note that energy-preservation (i.e. 퐻휖(푥) = 퐻휖(휙푡퐻휖 (푥)))
implies the estimate
(19) |휑(퐼 휍1 (푡)) sin(2휋휃 휍1 (푡)) − sin(2휋휃 휍1 (0))| ≤ 2퐾휖 |퐼 휍2 |.
For this computation we assume that |퐼 휍1 (0)| < 퐾 , which will be true for large enough 휍
by (14) and the assumption that |퐼 | < 퐾 .
We will now use the estimates (18) and (19) to prove Proposition 14.11 We first claim
that these two estimates together imply that
(20) sin(2휋휃 휍1 (0)) 휍→∞⟶ 0.
Indeed, if we could extract a subsequence with sin(2휋휃 휍1 (0)) → 퐶 ≠ 0 then (19) would
imply that the functions 퐼1 ↦ 휑(퐼1) and 휃1 ↦ sin(2휋휃1) were bounded away from 0
on Supp(휇), and that the latter had a constant sign (equal to Sign(퐶)) on Supp(휇). In
particular (since −퐼1휑′(퐼1) ≥ 0 ∀ 퐼1) the function 퐼1 ↦ (휑(퐼1) − 퐼1휑′(퐼1)) would be positive
and bounded away from 0 on Supp(휇), so one would arrive at a contradiction to (18).
Together, (19) and (20) now imply
Supp(휇) ∩ {휑1(퐼1) > 0} ⊂ {sin(2휋휃1) = 0},
which by Remark 13 implies Supp(휇) ∩ {휑1(퐼1) > 0} = ∅. Hence, Proposition 14 follows.
11We thank the careful referee for suggesting the following elegant proof as a drastic simplifications of
our original (admittedly rather clumsy) proof.
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4. Symplectic "Mather theory" in the absence of intersections
From the point of view of the previous sections, it is tempting to say that the exis-
tence of Mather-like measures is a consequence of symplectic intersection phenomena.
In this section we study invariant measures in the "absence of intersections", e.g. when
every compact subset of (푀, 휔) can be displaced by a Hamiltonian diffeomorphism.More
precisely, we develop a 퐶0-approach to studying invariant measures of (autonomous)
Hamiltonian systems using ideas due to Entov-Polterovich [22] and Polterovich [40].
Our main application is to the study of Hamiltonian systems on twisted cotangent bun-
dles andℝ2푛. The setupwe consider here is slightly different from the one in the previous
section. Here (푀, 휔)will denote a symplectic manifold which is either closed or geomet-
rically bounded (see e.g. [3]) and 퐿 ⊂ (푀, 휔)will denote any closed (i.e. compact without
boundary) connected Lagrangian submanifold. Consider an autonomous Hamiltonian퐻 ∈ 퐶∞(푀) with complete flow 휙퐻 = {휙푡퐻}푡∈ℝ. Since 퐻 is an integral of motion, sublevel
sets Σ푘 = Σ푘(퐻 ) ∶= {퐻 < 푘} are invariant. As discussed previously, every 휇 ∈(Σ푘 ; 휙퐻 )
has a well-defined rotation vector or asymptotic cycle휌(휇) ∈ 퐻1(Σ푘 ; ℝ)
defined by (37). In the following we denote by 푒(푋 ) ∈ [0,∞] the displacement energy of
a subset 푋 ⊂ 푀 and by 푒푆(푋 ) the stable displacement energy of 푋 . We recall that푒(푋 ) ∶= inf{||퐻 || ∶ 퐻 ∈ 퐶∞푐 ([0, 1] ×푀) s.t. 휙1퐻 (푋 ) ∩ 푋 = ∅} ,
where we use the convention that the infimum over ∅ equals∞ and
||퐻 || ∶= ∫ 1
0
max푀 (퐻푡) − min푀 (퐻푡) 푑푡
denotes the Hofer norm of 퐻 . By definition, 푒푆(푋 ) = 푒(푋 × 푆1), where 푆1 ⊂ 푇 ∗푆1 denotes
the 0-section and푋×푆1 is viewed as a subset of the symplecticmanifold (푀×푇 ∗푆1, 휔⊕휔0),
with 휔0 the canonical symplectic form on 푇 ∗푆1. Clearly, 푒푆(푋 ) ≤ 푒(푋 ) for all 푋 ⊂ 푀 with
strict inequality in several important examples [42].
Theorem 18. Suppose (푀, 휔) is weakly exact and let 퐻 ∈ 퐶∞(푀) be proper and bounded
from below. Fix an energy value 푘 ∈ ℝ such that Σ푘 is stably displaceable. Suppose 퐿 ⊂
Σ푘 ⊂ (푀, 휔) is a Lagrangian with Abelian 휋1(퐿) and fix 푐̃ ∈ 퐻 1(퐿; ℝ) such that 휕푐̃|휋2(푀,퐿) ≡
[휔]|휋2(푀,퐿). Then for every 푎 ∈ 퐻 1(Σ푘 ; ℝ) satisfying
(21) 푎|퐿 ∈ (푒푆(Σ푘),∞) ⋅ 퐻 1(퐿; ℤ) − 푐̃ (⊂ 퐻 1(퐿; ℝ))
and every 휖 ∈ (0, 푘 − max퐿 퐻 ) there exists a measure 휇 ∈ (Σ푘 ; 휙퐻 ) satisfying the two
conditions
⟨푎, 휌(휇)⟩ ≤ max퐿 퐻 − 푘 + 휖퐻 (Supp(휇)) ⊂ [max퐿 (퐻 ) + 휖2 , 푘 − 휖2 ].
In this statement, (푒푆(Σ푘),∞) ⋅퐻 1(퐿; ℤ)− 푐̃ denotes the subset {푡 ⋅ 푐− 푐̃ | 푐 ∈ 퐻 1(퐿; ℤ), 푡 ∈
(푒푆(Σ푘),∞)} of 퐻 1(퐿; ℝ) and 휕 ∶ 퐻 1(퐿; ℝ) → 퐻 2(푀, 퐿; ℝ) denotes the cohomological
boundary map. Lemma 40 on page 23 below guarantees the existence of a 푐̃ ∈ 퐻 1(퐿; ℝ)
such that 휕푐̃|휋2(푀,퐿) = [휔]|휋2(푀,퐿) when (푀, 휔) is weakly exact (i.e. 휔|휋2(푀) ≡ 0) and 휋1(퐿) is
Abelian.
Remark 19. Of course, a class 푎 ∈ 퐻 1(Σ푘 ; ℝ) satisfying (21) might not exist. However, it
does exist if the restriction map 퐻 1(Σ푘 ; ℝ) → 퐻 1(퐿; ℝ) is surjective.
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Theorem 18 is in fact an application of a general existence result obtained in Theo-
rem 27 below. Before discussing the abstract setting, we present another consequence of
Theorem 27 (Theorem 22) as well as an example. To state Theorem 22 we need
Definition 20. Fix 푐 ∈ 퐻 1(퐿; ℝ). The (Lagrangian) (퐿, 푐)-shape of a subset 푋 ⊂ 푀 is
defined as the subset of 퐻 1(푋 ; ℝ) consisting of those classes 푎 for which there exists a
Lagrange isotopy 휓 ∶ [0, 1] × 퐿 → 푀 starting at 퐿 and ending in 푋 in the sense that휓1(퐿) ⊂ 푋 and which in addition satisfies the condition
Flux퐿(휓 ) − 푐 = 휓 ∗1푎 ∈ 퐻 1(퐿; ℝ).
We will denote the (퐿, 푐)-shape of 푋 by Sh(푋 ; 퐿, 푐) ⊂ 퐻 1(푋 ; ℝ). By the 퐿-shape of 푋 we
simplymean the (퐿, 0)-shapeof푋 and use the shorthand notation Sh(푋 ; 퐿) ∶= Sh(푋 ; 퐿, 0).
Of course it might be that Sh(푋 ; 퐿, 푐) = ∅.
Remark 21. The notion of symplectic shape was introduced by Sikorav [47] [46] and
later studied by Eliashberg [21]. The above definition is "modelled" on this classical con-
cept, but also makes sense for closed symplectic manifolds. In case (푇 ∗푁 , 휔 = 푑휆) is a
cotangent bundle, our definition of (푁 , 푐)-shape of 푋 ⊂ 푇 ∗푁 should be thought of as cor-
responding to the shape of 푋 in the sense of [21] computed with respect to the primitive휆 − 휂푐 of 휔, where 휂푐 is a closed 1-form representing 푐 ∈ 퐻 1(푁 ; ℝ) = 퐻 1(푇 ∗푁 ; ℝ).
For the next result we will use the following notation: Given our closed Lagrangian퐿 ⊂ (푀, 휔) and a class 푐 ∈ 퐻 1(퐿; ℝ), we denote by 훾퐿(푐) the positive generator of the
subgroup
(22) 퐿(푐) ∶= ⟨[휔] − 휕푐, 휋2(푀, 퐿)⟩ ≤ ℝ,
if this subgroup is discrete and non-trivial. If 퐿(푐) is trivial (i.e. 퐿(푐) = {0}) we set훾퐿(푐) = +∞ and we set 훾퐿(푐) = 0 if 퐿(푐) is not discrete. We say that 퐿 is rational if훾퐿(0) ∈ (0,∞).
Theorem 22. Let 퐿 ⊂ (푀, 휔) be a closed Lagrangian and let 퐻 ∈ 퐶∞(푀) be proper and
bounded from below. Suppose 푘 ∈ ℝ is an energy value and 푐 ∈ 퐻 1(퐿; ℝ) such that
(23) 푒푆(Σ푘) < 훾퐿(푐).
Then for every 푎 ∈ Sh(Σ푘 ; 퐿, 푐) ⊂ 퐻 1(Σ푘 ; ℝ) there exists an ergodic 휇 ∈ (Σ푘 ; 휙퐻 ) which
satisfies
(24) ⟨푎, 휌(휇)⟩ < 0.
Again, this is in fact a corollary of a more general result given below.
Remark 23. Note that if 퐿 is rational and 푒푆(Σ푘) < 훾퐿(0), then (23) holds for every element푐 in the lattice 훾퐿(0) ⋅ 퐻 1(퐿; ℤ) ≤ 퐻 1(퐿; ℝ):
퐿(푐) = ⟨[휔] − 휕푐, 휋2(푀, 퐿)⟩ ⊂ 훾퐿(0) ⋅ ℤ − ⟨푐, 휋1(퐿)⟩ ⊂ 훾퐿(0) ⋅ ℤ.
Remark 24. Theorem 22 deduces information about a Hamiltonian system using La-
grange isotopies which cannot be realized by globally defined symplectic isotopies. This
should be compared with information about invariant measures coming from Lagrange
isotopies induced by globally defined symplectic isotopies as in [40]. More precisely, the
Lagrange isotopies 휓 which are the source of information in Theorem 22 are those for
which Flux퐿(휓 ) does not lie in the image of the restriction map 퐻 1(푀 ; ℝ) → 퐻 1(퐿; ℝ).
To see this, note that, by the main result in Chekanov’s beautiful paper [16], no stable
Lagrange isotopy with flux in the image of 퐻 1(푀 × 푆1; ℝ) → 퐻 1(퐿× 푆1; 푅) can take 퐿× 푆1
into Σ푘 × 푆1 if 푒푆(Σ푘) < 훾 (퐿).
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Remark 25. Let’s explain how Theorem 18 follows from Theorem 22. Consider an en-
ergy level 푘 ∈ ℝ such that Σ푘 is stably displaceable as well as a 푐̃ ∈ 퐻 1(Σ푘 ; ℝ) such that
[휔]|휋2(푀,퐿) = 휕푐̃ |휋2(푀,퐿).12 If 푎 ∈ 퐻 1(Σ푘 ; ℝ) satisfies (21) then 푎|퐿 ∈ 퐻 1(퐿; ℝ) can be written
푎|퐿 = 푇푐′ − 푐̃ with 푇 ∈ (푒푆(Σ푘),∞) and 푐′ ∈ 퐻 1(퐿; ℤ). In particular
퐿(−푎|퐿) = ⟨[휔] + 휕(푇푐′ − 푐̃), 휋2(푀, 퐿)⟩ ⊂ 푇⟨푐′, 휋1(퐿)⟩ ⊂ 푇 ⋅ ℤ,
so 훾퐿(−푎|퐿) > 푒푆(Σ푘). Moreover, since 퐿 ⊂ Σ푘 , we have 푎 ∈ Sh(Σ푘 ; 퐿, −푎|퐿). To see this,
consider the constant Lagrange isotopy 휓 ∶ [0, 1] × 퐿 → 푀 given by 휓푡(푥) = 푥 . Then휓1(퐿) = 퐿 ⊂ Σ푘 and Flux퐿(휓 ) = 0, so
Flux퐿(휓 ) − (−푎|퐿) = 푎|퐿 = 휓 ∗1푎
and 푎 ∈ Sh(Σ푘 ; 퐿, −푎|퐿) as claimed. Hence, by Theorem 22 there exists a 휇 ∈ (Σ푘 ; 휙퐻 )
such that ⟨푎, 휌(휇)⟩ < 0.
This is essentially the statement of Theorem 18 (the additional estimates are a conse-
quence of Remark 28 below).
Example 26. Let’s illustrate the phenomenon captured in Theorem 22 by a very simple
example. Denote by ℎ ∶ [0,∞) → ℝ the function whose graph is illustrated in Figure
3 and consider the Hamiltonian 퐻 (푥, 푦) = ℎ(√푥2 + 푦2) on the plane. The symplectic
structure we use on ℝ2(푥, 푦) is 푑푥 ∧ 푑푦 . The sublevel set Σ3/2 is an annulus containing
[0,∞)
2
1
3 41 2
Graph(ℎ)
ℝ
Σ3/2
푎 푏
Figure 3. On the left Graph(ℎ) is indicated. On the right the sublevel set
Σ3/2 is indicated. The red dashed line indicates the level set {퐻 = 0}which
consists of fixed points for 휙퐻 . The arrows 푎 and 푏 indicate the direction
of 휙퐻 -flowlines.
periodic orbits of 휙퐻 which represent both positive and negative classes in 퐻1(Σ3/2; ℝ) ≅
ℝ. This is exactly what our theory detects:We choose the Lagrangian 퐿 ∶= {푥2+푦2 = 16},
so that 푒푆(Σ3/2) ≤ 푒(Σ3/2) < 16휋 = 훾 (퐿). Denote by 푑휑 the angle 1-form on 퐿 (so that
∫푙 푑휑 = 2휋 for 푙(푡) = (4 cos(푡), 4 sin(푡)), 푡 ∈ [0, 2휋]). According to (3), the Lagrange
isotopy 휓 which "shrinks" 퐿 to the Lagrangian {푥2 + 푦2 = 4} = {퐻 = 0} ⊂ Σ3/2 satisfies
⟨Flux퐿(휓 ), [푙]⟩ = 16휋 − 4휋 = 12휋,
so Flux퐿(휓 ) = 6[푑휑] ∈ 퐻 1(퐿; ℝ). Hence, 6[푑휑] ∈ Sh(Σ3/2; 퐿) ⊂ 퐻 1(Σ3/2; ℝ) and Theorem 22
guarantees the existence of a 휇 ∈(Σ3/2; 휙퐻 ) such that
⟨6[푑휑], 휌(휇)⟩ < 0 ⇔ ⟨[푑휑], 휌(휇)⟩ < 0,
12By Lemma 40 on page 23 such a 푐̃ exists if (푀, 휔) is weakly exact and 휋1(퐿) is Abelian.
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I.e. the motion detected by 휇 is that which is indicated by arrow 푏 in Figure 3. Moreover,
8[푑휑] ∈ 훾 (퐿) ⋅ 퐻 1(퐿; ℤ) and
−2[푑휑] = Flux퐿(휓 ) − 8[푑휑] ∈ Sh(Σ; 퐿, 8[푑휑]),
so Theorem 22 also detects the existence of a 휈 ∈(Σ3/2; 휙퐻 ) such that
−⟨2[푑휑], 휌(휈)⟩ < 0 ⇔ ⟨[푑휑], 휌(휈)⟩ > 0.
I.e. the motion detected by 휈 is that which is indicated by arrow 푎 in Figure 3. For more
sophisticated applications of the above results, see Section 4.1.
The theorems above are in fact corollaries of a general theorem based on the study of
a 휅-function which we now define. Given a Hamiltonian 퐻 ∈ 퐶∞(푀) which is bounded
from below we associate to it a function 휅퐻∶퐿 ∶ 퐻 1(퐿; ℝ) → ℝ ∪ {+∞} defined by휅퐻∶퐿(푐) ∶= inf휓 max휓1(퐿) (퐻 ), 푐 ∈ 퐻 1(퐿; ℝ),
where the infimum runs over all Lagrange isotopies 휓 ∶ [0, 1] × 퐿 → 푀 starting at퐿 and satisfying Flux퐿(휓 ) = 푐. Again we use the convention that the infimum over ∅
equals +∞. The motivation for this function comes from Aubry-Mather theory where
it was discovered by Contreras-Iturriaga-Paternain [19, Corollary 1] that the Mather훼-function, associated to a convex Hamiltonian on the cotangent bundle of a closed
manifold, can be defined in a similar way.
Theorem 27. Consider an autonomous Hamiltonian 퐻 ∈ 퐶∞(푀 ; ℝ) which is proper and
bounded from below. Let 푐 ∈ 퐻 1(퐿; ℝ) and suppose 푘 ∈ ℝ is an energy value such that푘 ≤ 휅퐻∶퐿(푐). Then for every 푎 ∈ Sh(Σ푘 ; 퐿, 푐)
there exists an ergodic 휇 ∈(Σ푘 ; 휙퐻 ) which satisfies
(25) ⟨푎, 휌(휇)⟩ < 0.
Remark 28. In fact the proof of Theorem 27 (presented in Section 6.1) provides infor-
mation both about ⟨푎, 휌(휇)⟩ as well as Supp(휇). More precisely, if 휓 ∶ [0, 1]×퐿 → (푀, 휔)
is a Lagrange isotopy with Flux퐿(휓 ) − 푐 = 휓 ∗1푎 and 휓1(퐿) ⊂ Σ푘 then for a given 휖 > 0 one
can find an ergodic 휇 ∈(휙퐻 ) achieving
⟨푎, 휌(휇)⟩ ≤ max휓1(퐿) (퐻 ) − 푘 + 휖퐻 (Supp(휇)) ⊂ [max휓1(퐿) (퐻 ) + 휖2 , 푘 − 휖2 ].
The proof of Theorem 27 relies heavily on beautiful ideas due to Buhovsky-Entov-
Polterovich [15], Entov-Polterovich [22] and Polterovich [40]. Of course this result is
only useful if we can find reasonable lower bounds for 휅퐻∶퐿. The main source of such
estimates come from rigidity results in symplectic topology, which is where 퐿(푐) from
(22) comes into play. This happens for the following reason: If 휓 ∶ [0, 1] × 퐿 → 푀 is a
Lagrange isotopy starting at 퐿 with Flux퐿(휓 ) = 푐 ∈ 퐻 1(퐿; ℝ), then the period group of휓1(퐿) ⊂ (푀, 휔) is exactly 퐿(푐):
(26) ⟨[휔], 휋2(푀, 휓1(퐿))⟩ = 퐿(푐).
The following Proposition was the original idea employed in [22]. For more quantita-
tive versions of this idea, see below.
Proposition 29 ([22]). Suppose 푐 ∈ 퐻 1(퐿; ℝ) satisfies 휕푐|휋2(푀,퐿) = [휔]|휋2(푀,퐿) and suppose
that (푀, 휔) does not admit any weakly exact Lagrangian submanifolds. Then 휅퐻,퐿(푐) = +∞
for all Hamiltonians 퐻 .
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Proof. There exists no Lagrange isotopy 휓 starting at 퐿 with Flux퐿(휓 ) = 푐. This follows
from (26) and our assumption. 
This proposition can be refined in several ways. Suppose (푀,푁 , 휔) is a subcritical
polarized Kähler manifolds in the sense of [10]. I.e. (푀, 휔) is a closed Kähler manifold
and 푁 ⊂ 푀 is a subset such that (푀⧵푁 , 휔) admits the structure of a subcritical Stein
manifold. In this situation we have the following estimate of 휅퐻∶퐿.
Proposition 30. Let (푀,푁 , 휔) be as above and suppose 퐻 ∈ 퐶∞(푀). If 퐿 ⊂ (푀, 휔) is a
closed Lagrangian and 푐 ∈ 퐻 1(퐿; ℝ) satisfies the condition that 휕푐|휋2(푀,퐿) = [휔]|휋2(푀,퐿) then
휅퐻∶퐿(푐) ≥ min푁 퐻.
Proof. Suppose 휓 ∶ [0, 1] × 퐿 → (푀, 휔) is a smooth Lagrange isotopy starting at 퐿 with
Flux퐿(휓 ) = 푐 ∈ 퐻 1(퐿; ℝ). It suffices to show that 휓1(퐿) ∩푁 ≠ ∅. Suppose for contradiction
that 휓1(퐿) ⊂ (푀⧵푁 , 휔). Since (푀⧵푁 , 휔) is subcritical Stein it follows from [9, Lemma
3.2] that 휓1(퐿) can be displaced by a compactly supported Hamiltonian diffeomorphism.
However, 퐿(푐) = {0}, which means that 휓1(퐿) is weakly exact, so it cannot be displaced
by a Hamiltonian diffeomorphism [39]. This finishes the proof. 
The following Proposition connects Theorem 27 to the main result in [40].
Proposition 31. Suppose that 푀 is closed, that the restriction map 푟퐿 ∶ 퐻 1(푀 ; ℝ) →퐻 1(퐿; ℝ) is surjective and that 퐿 is non-displaceable. I.e. 휙(퐿)∩퐿 ≠ ∅ for all 휙 ∈ Ham(푀, 휔).
Then
(27) 휅퐻∶퐿(0) ≥ min퐿 퐻 ∀ 퐻 ∈ 퐶∞(푀).
Proof. Let 휓 ∶ 퐿 × [0, 1] → 푀 be a Lagrange isotopy starting at 퐿 with Flux퐿(휓 ) = 0 ∈퐻 1(퐿; ℝ). By [48, Lemma 6.6] there exists a symplectic isotopy 휃 ∶ 푀 × [0, 1] → 푀 with휃0 = id such that 휃푡(퐿) = 휓푡 (퐿) for all 푡 ∈ [0, 1] and such that Flux(휃) = 0 ∈ 퐻 1(푀 ; ℝ). In
particular 휃1 ∈ Ham(푀, 휔). Hence, 휓1(퐿) ∩ 퐿 = 휃1(퐿) ∩ 퐿 ≠ ∅ which implies (27). 
The guiding philosophy above is that symplectic rigidity prevents a given Lagrangian
from being (Lagrangian) isotoped with a given (Lagrange) flux into a fixed sublevel set
of our Hamiltonian 퐻 . Perhaps the most fundamental situation where this idea can be
used to estimate 휅퐻∶퐿 from below is the following:
Proposition 32. Let 퐻 ∈ 퐶∞(푀 ; ℝ) be bounded from below. Suppose 푐 ∈ 퐻 1(퐿; ℝ) and푘 ∈ ℝ meet the condition
(28) 푒푆(Σ푘) < 훾퐿(푐).
Then
휅퐻∶퐿(푐) ≥ 푘.
Proof of Proposition 32. Consider a Lagrange isotopy 휓 ∶ [0, 1] × 퐿 → 푀 starting at 퐿
and satisfying
(29) Flux퐿(휓 ) = 푐.
We need to show that max휓1(퐿)(퐻 ) ≥ 푘. Since 푆1 ⊂ 푇 ∗푆1 is exact, 퐿(푐) coincides with the
period group of 휓1(퐿) × 푆1 ⊂ (푀 × 푇 ∗푆1, 휔 ⊕ 휔0). Hence, a fundamental result first due
to Polterovich [39] and later Chekanov [16] says that 훾퐿(푐) ≤ 푒(휓1(퐿) × 푆1) = 푒푆(휓1(퐿))
(i.e. 휓1(퐿) is stably non-displaceable if 훾퐿(푐) = ∞). It now follows from (28), that 푒푆(Σ푘) <
푒푆(휓1(퐿)) which in turn gives
휓1(퐿) × 푆1 ⊈ Σ푘 × 푆1,
or 휓1(퐿) ⊈ Σ푘 = {퐻 < 푘}. Thus, max휓1(퐿)(퐻 ) ≥ 푘 which finishes the proof.
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Remark 33. Together Theorem 27 and Proposition 32 establish a link between the fun-
damental notion of displacement energy in symplectic topology and the fundamental idea
of looking for invariant measures with a prescribed rotation vector in Aubry-Mather
theory. We hope to explore this idea further in future research. More precisely, we hope
to find conditions where one can make sense of thinking of the measures in Theorem
27 as Mather measures and derive more precise properties of these measures. Other re-
sults linking the idea of Hofer geometry/displacement energywith Aubry-Mather theory
known to the author are [45] and [50].
Proof of Theorem 22. Recall that we consider an energy value 푘 ∈ ℝ and a class 푐 ∈
퐻 1(퐿; ℝ) such that 푒푆(Σ푘) < 훾퐿(푐). By Theorem 27 it suffices to show that 휅퐻∶퐿(푐) ≥ 푘.
This is the content of Proposition 32. Note that in combination with Remark 25 on page
15 this in fact also proves Theorem 18. 
4.1. Examples.
Example 34. Considerℝ2푛 equippedwith the standard symplectic structure휔 ∶= ∑푛푙=1 푑푥푙∧푑푦푙 and denote by 푝 ∶ ℝ2푛 → ℝ2 the projection onto the first factor of ℝ2푛 = ℝ2 ×⋯×ℝ2.
Choose a Hamiltonian 퐻 ∈ 퐶∞(ℝ2푛)which is proper and bounded from below and fix an
energy value 푘 ∈ ℝ such that Σ푘 ≠ ∅. Choose 푟 > 0 such that 푝(Σ푘) ⊂ ℝ2 is contained
in the open disc of radius 푟 centered at the origin. Denote by 퐿 ⊂ (ℝ2푛, 휔) the split La-
grangian 퐿 = 푆1(푟 ) ×⋯ × 푆1(푟 ) which is the product of circles in ℝ2 of radius 푟 , centered
at the origin. Then 푒푆(Σ푘) ≤ 푒(Σ푘) < 푟 2휋 = 훾 (퐿), so Theorem 22 (in combination with
Remark 23) gives the following statement: For every 푐 ∈ 푟 2휋 ⋅ 퐻 1(퐿; ℤ) ⊂ 퐻 1(퐿; ℝ) and
every 푎 ∈ Sh(Σ푘 ; 퐿, 푐) there exists 휇 ∈(Σ푘 ; 휙퐻 ) such that
⟨푎, 휌(휇)⟩ < 0.
Remark 35. Suppose in the above example that 푛 = 2 and that Σ푘 contains a Lagrangian
2-torus 퐿′ ⊂ Σ푘 such that the restriction map 퐻 1(Σ푘 ; ℝ) → 퐻 1(퐿′; ℝ) is surjective. Then
it follows from [20, Theorem A] that there exists a Lagrange isotopy 휓 ∶ [0, 1] × 퐿 → 푀
such that 휓1(퐿) = 퐿′. In particular Sh(Σ푘 ; 퐿, 푐) ≠ ∅ for all 푐 ∈ 퐻 1(퐿; ℝ). Of course in this
case, one could also apply Theorem 18 instead of Theorem 22.
Apart from ℝ2푛, the main example we have in mind is that of Hamiltonian dynamics
on a twisted cotangent bundle.
Example 36. Consider the two-torus 핋2 = ℝ2/ℤ2 and denote byΩ a closed 2-form on핋2
such that ∫핋2 Ω = 1. The symplectic structure on the twisted cotangent bundle (푇 ∗핋2, 휔)
is defined by 휔 ∶= 푑휆핋2 + 휋 ∗Ω,
where 휋 ∶ 푇 ∗핋2 → 핋2 denotes the footpoint map and 휆핋2 denotes the Liouville 1-form.
Note that (푇 ∗핋2, 휔) is weakly exact. Let 퐻 ∈ 퐶∞(푇 ∗핋2) be a Hamiltonian which is proper
and bounded from below. By [23] every sublevel set Σ푘 = {퐻 < 푘} is displaceable. We
want to apply this fact to study the dynamics of 휙퐻 |Σ푘 . Suppose 퐿 ⊂ Σ푘 ⊂ (푇 ∗핋2, 휔)
is a Lagrangian 2-torus.13 Since 휋1(퐿) is Abelian, Lemma 40 on page 23 guarantees the
existence of a 푐̃ ∈ 퐻 1(퐿; ℝ) such that 휕푐̃|휋2(푀,퐿) ≡ [휔]|휋2(푀,퐿). Applying Theorem 18 we then
conclude that for any 푎 ∈ 퐻 1(Σ푘 ; ℝ) satisfying푎|퐿 ∈ (푒푆(Σ푘),∞) ⋅ 퐻 1(퐿; ℤ) − 푐̃
13There are several ways of finding Lagrangian 2-tori in (푇 ∗핋2, 휔). One can find "small" ones in Darboux
charts but there are also several other approaches. See e.g. Example 37. Note that, since every closed
Lagrangian in (푇 ∗핋2, 휔) is displaceable, it follows from the adjunction formula, that every closed orientable
Lagrangian in (푇 ∗핋2, 휔) is topologically a 2-torus.
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and any 휖 > 0 there exists a 휇 ∈(Σ푘 ; 휙퐻 ) such that
⟨푎, 휌(휇)⟩ ≤ max퐿 퐻 − 푘 + 휖.
Example 37. Consider the 2-sphere 푆2 equippedwith a closed 2-formΩ such that ∫푆2 Ω =
1. Denote by 휋 ∶ 푇 ∗푆2 → 푆2 the footpoint map. We want to apply our results above to
study Hamiltonian systems on the twisted cotangent bundle (푇 ∗푆2, 휔), where
휔 ∶= 푑휆푆2 + 휋 ∗Ω.
Clearly (푇 ∗푆2, 휔) is not weakly exact. There exists a rational Lagrangian 2-torus 퐿 ⊂
(푇 ∗푆2, 휔) with 훾퐿(0) = 1. Assuming this fact for now, let 퐻 ∈ 퐶∞(푇 ∗푆2) denote an au-
tonomous Hamiltonian which is proper and bounded from below and let 푘 ∈ ℝ denote
an energy value such that 푒푆(Σ푘) < 1. Then by Theorem 22 (and the following remark),
for every 푐 ∈ 퐻 1(퐿; ℤ) and every 푎 ∈ Sh(Σ푘 ; 퐿, 푐) there exists a 휇 ∈(Σ푘 ; 휙퐻 ) such that
⟨푎, 휌(휇)⟩ < 0.
For concreteness, consider 퐻 (푞, 푝) = |푝|2
2
+ 푈 (푞) for some Riemannian metric on 푇 ∗푆2 →푆2 and 푈 ∈ 퐶∞(푆2). By [42, Proposition 1.4] there exists a 훿 > 0 such that 푒푆({(푞, 푝) | |푝| ≤훿}) < 1. In particular we conclude that, for all sufficiently small 푘 > min(퐻 ) = min(푈 ),
we have 푒푆(Σ푘) < 1. Of course, if 푈 is constant then Σ푘 is simply connected for all 푘 ∈ ℝ,
but this is not the case if 푈 is not constant.
In order to see the existence of 퐿, let’s be explicit and view
푆2 = {(푥, 푦, 푧) ∈ ℝ3 | 푥2 + 푦2 + 푧2 = 1}.
Since Ω|푆2∩{푧>−1} is exact we can denote by 휉 a 1-form on 푆2 ∩ {푧 > −1} such that Ω = 푑휉
and choose a smooth function 휌 ∶ 푆2 → [0, 1] such that
휌(푥, 푦, 푧) =
{
1, if 푧 ≥ −1/2
0, if 푧 ≤ −2/3.
By Moser’s argument the symplectic manifold (푇 ∗푆2, 휔̃), where
휔̃ = 휔 − 푑휋 ∗(휌휉 ),
is symplectomorphic to (푇 ∗푆2, 휔). Denote by 푓 ∶ 퐵2(2) → 푆2 an embedding which iden-
tifies the closed 2-disc 퐵2(2) ∶= {(푥1, 푥2) ∈ ℝ2 | 푥21 + 푥22 ≤ 4} with the upper hemisphere푆2 ∩ {푧 ≥ 0}. Since 휔̃|푆2∩{푧≥0} = 푑휆푆2 |푆2∩{푧≥0} 푓 induces a symplectic embedding
퐹 = (푑푓 ∗)−1 ∶ (푇 ∗퐵2(2), 휆퐵2(2)) → (푇 ∗푆2, 휔̃)
Denote by 푇 ⊂ 퐵4(2) ⊂ 퐵2(2) × ℝ2 = 푇 2퐵2(2) a rational Lagrangian 2-torus with 훾 (푇 ) = 1.
We claim that 퐹 (푇 ) ⊂ (푇 ∗푆2, 휔̃) too is a rational Larangian 2-torus with 훾 (퐹 (푇 )) = 1.
In order to see this, let 푢 ∶ (퐵2(1), 휕퐵2(1)) → (푇 ∗푆2, 퐹 (푇 )) denote a smooth topological
disc on 퐹 (푇 ). It suffices to check that ∫푢 휔̃ ∈ ℤ. Since we clearly have ∫푢 푑휆푆2 ∈ ℤ it in
fact suffices to check that ∫푣(Ω − 푑(휌휉 )) ∈ ℤ, where 푣 = 휋◦푢. To see this we note that,
since 휋(퐹 (푇 )) ⊂ 푆2 ∩ {푧 ≥ 0} and 푆2 ∩ {푧 ≥ 0} is contractible, we can extend 푣 to a map
푣̃ ∶ 퐵2(2) → 푆2 such that 푣̃(휕퐵2(2)) = {(0, 0, 1)}. Since the 2-form (Ω − 푑(휌휉 )) vanishes
on 푆2 ∩ {푧 ≥ 0} we have ∫푣̃(Ω − 푑(휌휉 )) = ∫푣(Ω − 푑(휌휉 )) and since 푣̃(휕퐵2(2)) = {(0, 0, 1)}, 푣̃
induces a map 푣̂ ∶ 푆2 → 푆2. Now ∫푣̃(Ω − 푑(휌휉 )) is simply the degree of 푣̂. In particular it
is an integer. This proves the claim that 퐹 (푇 ) ⊂ (푇 ∗푆2, 휔̃) is a rational Lagrangian torus
with 훾 (퐹 (푇 )) = 1. Since (푇 ∗푆2, 휔̃) ≅ (푇 ∗푆2, 휔) we conclude that there exists a rational
Lagrangian torus 퐿 ⊂ (푇 ∗푆2, 휔) with 훾 (퐿) = 1.
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Remark 38. Of course the above examples can also be carried out for twisted cotangent
bundles of closed manifolds 푁 ≠ 핋2, 푆2. The main point is that if [휔] ≠ 0 then 푁 ⊂
(푇 ∗푁 , 휔) has stable displacement energy 0 by [42, Proposition 1.4], so if 퐻 ∈ 퐶∞(푇 ∗푁 ) is
mechanical14 then Σ푘 has small displacement energy for all small enough 푘 > min(퐻 ).
However, the choice of 푆2 in the above example is not coincidental: One could ask if it is
possible to study Hamiltonian systems on the twisted 푇 ∗푆2 from the previous example
using Lagrangian Floer homology. However, this approach seems unlikely to succeed.
Indeed, as pointed out to me by MathOverflow-user Nikolaki [38], if one manages to
find a Lagrangian 퐿 ⊂ (푇 ∗푆2, 휔) for which there exists a well-defined Floer homology
퐻퐹 (퐿), then probably 퐻퐹 (퐿) = 0. This follows from the fact that (if well-defined) 퐻퐹 (퐿)
should be a module over the symplectic homology 푆퐻 (푇 ∗푆2) of (푇 ∗푆2, 휔) and a result due
to Benedetti and Ritter [4, Theorem 1.1] says that 푆퐻 (푇 ∗푆2) = 0 (see also [41] as well as
Benedetti’s thesis [5] for applications of symplectic homology to Hamiltonian systems
on twisted cotangent bundles).
5. Preliminaries
Here we discuss some of the background material used frequently in the above sec-
tions. Recall that a Lagrangian submanifold 퐿 ⊂ (푀, 휔) is said to be monotone if there
exists a constant 휏퐿 ≥ 0 such that
휔|휋2(푀,퐿) = 휏퐿 ⋅ 휇|휋2(푀,퐿),
where 휔|휋2(푀,퐿) denotes integration of 휔 and 휇|휋2(푀,퐿) denotes the Maslov index. If in ad-
dition the minimal Maslov number of 퐿 is ≥ 2, then the quantum homology 푄퐻∗(퐿; ℤ2)
and Floer homology 퐻퐹 (퐿; ℤ2) of 퐿 are well-defined [11], [55]. Our main reference for
푄퐻∗(퐿; ℤ2) and 퐻퐹∗(퐿; ℤ2) is Zapolsky’s excellent [55]. In order to set the notation we
use here we will discuss a few details about 퐻퐹∗(퐿; ℤ2) and the construction of spectral
invariants. Recall that, given a Hamiltonian 퐻 ∈  such that 휙1퐻 (퐿) ⋔ 퐿 and a generic
path {퐽푡}푡∈[0,1] of 휔-compatible almost complex structures, 퐻퐹∗(퐿∶퐻, 퐽 ) is the homology
of a Morse-type chain complex (퐶퐹∗(퐿∶퐻, 퐽 ), 푑) generated by critical points of the action
functional
퐻∶퐿(훾̃ = [훾 , 훾̂ ]) = ∫ 1
0
퐻푡(훾 (푡)) 푑푡 − ∫ 훾̂ ∗휔.
Here the input 훾̃ consists of a smooth path 훾∶([0, 1], {0, 1}) → (푀, 퐿) as well as an equiv-
alence class of cappings 훾̂ of 훾 in the sense of [55]. The equivalence relation identifies cap-
pings which have the same symplectic area. As a result, generators of 퐶퐹∗(퐿∶퐻, 퐽 ) have
an associated action andwe denote by (퐶퐹 푎∗ (퐿∶퐻, 퐽 ), 푑) (푎 ∈ ℝ) the subcomplex generated
by elements whose action is < 푎. This is indeed a subcomplex as 푑 decreases action, and
its homology is denoted by 퐻퐹 푎∗ (퐿∶퐻, 퐽 ). The inclusion 푖푎 ∶ 퐶퐹 푎∗ (퐿∶퐻, 퐽 ) → 퐶퐹∗(퐿∶퐻, 퐽 )
induces maps 푖푎∗ ∶ 퐻퐹 푎∗ (퐿∶퐻, 퐽 ) → 퐻퐹∗(퐿∶퐻, 퐽 ). By standard arguments 퐻퐹∗(퐿∶퐻, 퐽 ) is
independent of the data (퐻, 퐽 ) and identifying all such groups via canonical continua-
tion isomorphisms we obtain a ring 퐻퐹 (퐿; ℤ2), which is isomorphic to 푄퐻 (퐿; ℤ2) via a
PSS-isomorphism
PSS ∶ 푄퐻∗(퐿; ℤ2) ≅→ 퐻퐹∗(퐿; ℤ2).
Under the assumption 푄퐻∗(퐿; ℤ2) ≠ 0, the Leclercq-Zapolsky spectral invariant 푙퐿 ∶
H̃am(푀, 휔) → ℝ which we consider is defined by
푙퐿(휙̃퐻 ) ∶= inf{푎 ∈ ℝ | PSS([퐿]) ∈ Image(푖푎∗ ) ⊂ 퐻퐹∗(퐿; ℤ2)},
14I.e. 퐻(푞, 푝) = |푝|22 + 푈 (푞) for some Riemannian metric and 푈 ∈ 퐶∞(푁 ).
MATHER THEORY AND SYMPLECTIC RIGIDITY 21
where 푖푎∗ ∶ 퐻퐹 푎∗ (퐿∶퐻, 퐽 ) → 퐻퐹∗(퐿∶퐻, 퐽 ) ≅ 퐻퐹∗(퐿; ℤ2) and [퐿] ∈ 푄퐻 (퐿; ℤ2) denotes the
"fundamental class", i.e. the unity for the ring-structure on 푄퐻∗(퐿; ℤ2). For further details
on 푙퐿 and the properties satisfied by 푙퐿 we refer to [31] and [34]. An important property
for us is that 푙퐿 satisfies the triangle inequality:
푙퐿(휙̃퐻 휙̃퐾 ) ≤ 푙퐿(휙̃퐻 ) + 푙퐿(휙̃퐾 ) ∀ 퐻, 퐾 ∈ .
As a consequence of this, the limit (1) exists and 휎퐻∶퐿 is well-defined. The following
theorem is due to [34] in a slightly different setting. In fact, [34] presents many more
properties of 휎퐻∶퐿 in the setting of a cotangent bundle. Here we only list the properties
which will be useful to us.
Theorem 39 ([34]). Given any 퐻 ∈ , the function 휎퐻∶퐿 ∶ 퐻 1(푀 ; ℝ) → ℝ from Defini-
tion 1 is well-defined and it satisfies the following properties
a) 휎퐻∶퐿 is locally Lipschitz with respect to any norm on 퐻 1(푀 ; ℝ). In particular 휎퐻∶퐿 is
differentiable almost everywhere.
b) Suppose 휓 = {휓푡}푡∈[0,1] is a symplectic isotopy with 휓0 = id. Then
min푥∈휓1(퐿)
퐻 (푥) ≤ 휎퐻∶퐿(푐) ≤ max푥∈휓1(퐿)퐻 (푥),
where 푐 ∶= Flux(휓 ) ∈ 퐻 1(푀 ; ℝ).
c) If 휓 = {휓푡}푡∈[0,1] ⊂ Symp(푀, 휔) is a path of symplectomorphisms with 휓0 = id and
푐′ ∶= Flux(휓 ) ∈ 퐻 1(푀 ; ℝ) then
휎퐻∶휓1(퐿)(푐) = 휎퐻∶퐿(푐 + 푐′) ∀ 푐 ∈ 퐻 1(푀 ; ℝ).
d) For every 휙 ∈ Ham(푀, 휔) we have 휎퐻∶퐿 = 휎퐻∶휙(퐿).
In [13] we obtained an alternative version of the last property: If 퐿′ ⊂ (푀, 휔) is another
monotone Lagrangian submanifold which is monotone Lagrangian cobordant to 퐿 then
휎퐻∶퐿 = 휎퐻∶퐿′ . We nowmake a few remarks concerning the definition of 휎퐻∶퐿 from Section
2.1. For this purpose, let (푀, 휔 = 푑휆) be a Liouville manifold with ideal contact boundary
(Σ, 휆0) (see page 4). We first prove Proposition 7.
Proof of Proposition 7. Fix a closed 1-form 휂0 on푀 satisfying [휂0] = 푐 ∈ 퐻 1푑푅(푀 ; ℝ). Define휂1 on (0,∞)×Σ as the pull-back of 휂0|{1}×Σ via the projection (0,∞)×Σ → Σ. By homotopy
invariance [휂0|(0,∞)×Σ] = [휂1] in 퐻 1푑푅((0,∞) × Σ; ℝ), so there exists 푓 ∈ 퐶∞((0,∞) × Σ) such
that 휂1 = 휂0|(0,∞)×Σ + 푑푓 . Choose a function 휒 ∈ 퐶∞((0,∞)) such that 휒 (푠) = 0 for all
푠 ∈ (0, 1
4
) and 휒 (푠) = 1 for all 푠 ∈ ( 3
4
,∞). Then
휂 ∶= 휂0 + 푑(휒푓 )
defines a closed 1-form on all of 푀 in the class 푐. Since 휂 = 휂1 on ( 34 ,∞) × Σ we have the
wanted property:
(30) 휂|{푠}×Σ = 휂|{1}×Σ ∀ 푠 ∈ [1,∞).
An easy computation using that휔 = 푑푠∧휆0+푠푑휆0 on (0,∞)×Σ shows that, if 휂 satisfies (30),
then the vectorfield푋 ∈ X(푀) characterized by 휂 = 푖푋휔 satisfies 푑푠(푋 )|(푠,푥) = 휂(푠,푥)(푅(푥)) =
휂(1,푥)(푅(푥)) for all (푠, 푥) ∈ [1,∞)×Σ (here 푅 denotes the Reeb vector field on (Σ, 휆0)). Since
Σ is compact, this implies that 푋 is complete. 
Suppose now that 휂1 and 휂2 are two closed 1-forms in the class 푐 satisfying (30) for
(potentially) different ideal contact boundaries (Σ1, 휆10) and (Σ2, 휆20) of (푀, 푑휆). Denote by
(휓 푘푡 )푡∈ℝ the flows generated by the vectorfields 푋푘 ∈ X(푀) characterized by 푖푋푘휔 = 휂푘 , 푘 =
1, 2. The symplectic isotopy 푡 ↦ 휓 1−푡휓 2푡 is generated by the time-dependent vectorfield
(휓 1−푡)∗푋2 − 푋1. Since
[푖(휓 1−푡 )∗푋2−푋1휔] = [푖(휓 1−푡 )∗푋2휔] − [휂1] = [(휓 1푡 )∗휂2] − [휂1] = 푐 − 푐 = 0
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it follows that 휓 1−푡휓 2푡 = 휙푡 for a (possibly non-compactly supported) Hamiltonian isotopy푡 ↦ 휙푡 . Since 휓 21 = 휓 11 휙1 it follows from arguments completely analogous to those in
[34] that for 퐻 ∈  we have
(31) limℕ∋푘→∞ 푙퐿((휓
1
1 )
−1휙̃푘퐻휓 11 )
푘 = limℕ∋푘→∞ 푙퐿((휓
2
1 )
−1휙̃푘퐻휓 21 )
푘 .
The crux of this argument (like in [34]) lies in the fact that, since +(퐿) is compact,
all Hamiltonians involved in the above computation can be cut-off outside a compact
set without changing the spectral invariants. Hence, ultimately one only has to work
with compactly supported Hamiltonians (for which (31) is standard). This concludes
the reasoning that 휎퐻∶퐿(푐) is well-defined in the non-compact setting. Moreover, it is
Lipschitz by exactly the same arguments as in [34], so it has a non-empty set of Clarke
subdifferentials at every point 푐 ∈ 퐻 1(푀 ; ℝ).
5.1. Subdifferentials and rotation vectors. In this section we recall a few basic facts
about the Clarke subdifferential 휕푓 of a function 푓 as well as about the approximate
subdifferential 휕퐴푓 which is needed in the proofs below. For further references on the
Clarke subdifferential we refer to [18] and for further references on the approximate
subdifferential we refer to [28]. Denote by 푉 a finite dimensional vector space over ℝ
and by 푓 ∶ 푉 → ℝ a function which is locally Lipschitz (with respect to any norm on
푉 ). The generalized directional derivative 푓 ◦(푥, 푣) of 푓 at 푥 ∈ 푉 in direction 푣 ∈ 푉 is by
definition the number
푓 ◦(푥, 푣) ∶= lim sup푦→푥휏↓0
푓 (푦 + 휏푣) − 푓 (푦)
휏 .
푓 ◦(푥, 푣) is a real number because 푓 is locally Lipschitz. The Clarke subdifferential (or
generalized derivative) of 푓 at 푥 ∈ 푉 is by definition the non-empty subset
휕푓 (푥) = {푣∗ ∈ 푉 ∗ | ⟨푣∗, 푣⟩ ≤ 푓 ◦(푥, 푣) ∀ 푣 ∈ 푉 }
of 푉 ∗. Note that since 푓 is Locally Lipschitz it is differentiable almost everywhere.15 A
key property of 휕푓 is [18, Theorem 2.5.1], according to which, for any Lebesgue 0-set
푆 ⊂ 푉 containing the non-differentiability points of 푓 we have
(32) 휕푓 (푥) = conv({ lim휍→∞ 푑푓 (푥휍) | (푥휍 )휍∈ℕ ⊂ 푉 ⧵푆 s.t. 푥휍 → 푥}),
where conv(푋 ) ⊂ 푉 denotes the convex hull of the subset 푋 ⊂ 푉 . I.e. 휕푓 (푥) is the convex
hull of the set of all limit points of sequences of differentials 푑푓 (푥휍 ) of 푓 with (푥휍)휍∈ℕ ⊂
푉 ⧵푆 a sequence such that 푥휍 → 푥 . Another important property which will be used below
is Lebourg’smean value theorem for 휕푓 [18, Theorem 2.3.7]: For every pair 푥, 푦 ∈ 푉 there
exists a 푡 ∈ (0, 1) such that for some푣∗ ∈ 휕푓 (푡푦 + (1 − 푡)푥)
we have ⟨푣∗, 푥 − 푦⟩ = 푓 (푥) − 푓 (푦).
We will now discuss some of the basic properties of the approximate subdifferential휕퐴푓 of 푓 due to Ioffe [28]. We point out that the 휕퐴푓 makes sense also if 푓 is not locally
15This should be understood in the following sense: If we identify 푉 ≅ ℝ푘 by choosing a basis, then the
set of points in ℝ푘 at which 푓 isn’t differentiable is a Lebesgue 0-set.
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Lipschitz, but here we restrict ourselves to considering the case when 푓 is locally Lips-
chitz. For 푥, 푣 ∈ 푉 , the lower Dini directional derivative of 푓 at 푥 in direction 푣 is defined
by 푑−푓 (푥 ; 푣) ∶= lim inf휏↓0 푓 (푥 + 휏푣) − 푓 (푥)휏 ∈ ℝ
and the Dini subdifferential 휕−푓 (푥) ⊂ 푉 ∗ of 푓 at 푥 is the subset
(33) 휕−푓 (푥) ∶= {푣∗ ∈ 푉 ∗ | ⟨푣∗, 푣⟩ ≤ 푑−푓 (푥 ; 푣) ∀ 푣 ∈ 푉 }
of 푉 ∗. Finally the approximate subdifferential of 푓 at 푥 is defined as the subset16
(34) 휕퐴푓 (푥) ∶= ⋂훿>0 ⋃||푧−푥 ||<훿 휕−푓 (푧),
of 푉 ∗. A key property of 휕퐴푓 (when 푓 is locally Lipschitz) is [28, Theorem 2], according
to which the Clarke subdifferential and the approximate subdifferential are related by
(35) 휕푓 (푥) = conv(휕퐴푓 (푥)) ∀ 푥 ∈ 푉 .
Our main interest in 휕퐴 is that it behaves well under uniform approximation: By a result
due to Jourani [29, Theorem 3.2], if (푓휍)휍∈ℕ is a sequence of locally Lipschitz functions푉 → ℝ such that 푓휍 휍→∞⟶ 푓
uniformly, then
(36) 휕퐴푓 (푥) ⊂ lim sup휍→∞푦→푥 휕퐴푓휍 (푦) ∀ 푥 ∈ 푉 ,
where
lim sup휍→∞푦→푥 휕퐴푓휍(푦) ∶= ∞⋂휍=1 ⋂훿>0 ⋃푘≥휍0<|푥−푦|<훿 휕퐴푓푘(푦).
We point out that this result is a generalization of Ioffe’s result [28, Theorem 3].
We are interested in the subdifferential of 휎퐻∶퐿 ∶ 퐻 1(푀 ; ℝ) → ℝ because its ele-
ments are rotation vectors of(휙퐻 )-measures (Theorem 2). We recall that, under the
canonical identification 퐻1(푀 ; ℝ) = 퐻 1푑푅(푀 ; ℝ)∗, the rotation vector 휌(휇) ∈ 퐻1(푀 ; ℝ) of a휙퐻 -invariant measure 휇 ∈(휙퐻 ) is given by
(37) ⟨[휂], 휌(휇)⟩ = ∫ ⟨휂, 푋퐻⟩ 푑휇, [휂] ∈ 퐻 1푑푅(푀 ; ℝ).
For further details and in-depth explanations of rotation vectors we refer to [44] or [49].
6. Proofs of results
Before proving the results from Section 2 we present the remaining proofs of results
from Section 4. This means proving Theorem 22. Before doing that we prove a lemma
which was implicitely used in the statement of Theorem 18.
Lemma 40. Let (푀, 휔) be weakly exact (i.e. 휔|휋2(푀) ≡ 0) and denote by 퐿 ⊂ (푀, 휔) a
Lagrangian satisfying either the condition that 휋1(퐿) is Abelian or that the map 휋1(퐿) →휋1(푀) is trivial. Then there exists 푐̃ ∈ 퐻 1(퐿; ℝ) such that휕푐̃|휋2(푀,퐿) ≡ [휔]|휋2(푀,퐿).
16|| ⋅ || is any norm on 푉 .
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Proof. Since (푀, 휔) is weakly exact we may view [휔] as a homomorphism휋2(푀, 퐿)/휋2(푀) → ℝ.
By the long exact sequence for homotopy groups we may view 휋2(푀, 퐿)/휋2(푀) as a sub-
group 휋2(푀, 퐿)/휋2(푀) ≤ 휋1(퐿). If 휋1(퐿) → 휋1(푀) is trivial then휋2(푀, 퐿)/휋2(푀) ≅ 휋1(퐿),
so [휔] gives rise to a homomorphism 휋1(퐿) → ℝ which is given by an element 푐̃ ∈퐻 1(퐿; ℝ). In case 휋1(퐿) is Abelian (so 휋1(퐿) = 퐻1(퐿; ℤ)) [휔] descends to a homomorphism퐺 → ℝ, where 퐺 denotes the image of 휋2(푀, 퐿)/휋2(푀) under the quotient map휋1(퐿) → 휋1(퐿)/Torsion.
Any homomorphism 퐺 → ℝ extends to a homomorphism 휋1(퐿)/Torsion → ℝ by ele-
mentary algebra (use e.g. [26, Chapter II, Theorem 1.6]). The composition휋1(퐿) → 휋1(퐿)/Torsion → ℝ
extends [휔] and corresponds to an element 푐̃ ∈ 퐻 1(퐿; ℝ). 
6.1. Proof of Theorem 27. The proof relies heavily on the work of Entov-Polterovich
[22] as well as the work of Polterovich [40]. Given a 1-form 휂 on푀 we denote by 푋휂 the
vector field defined by requiring 휄푋휂휔 = 휂.
Given an autonomous Hamiltonian 퐻 ∈ 퐶∞(푀), the Poisson bracket {퐻, 휂} is the func-
tion given by
{퐻, 휂} ∶= 휔(푋휂, 푋퐻 ) = 휂(푋퐻 ) = 푑퐻 (푋휂).
Given an open subset 푈 ⊂ 푀 we consider the following quantity which is a slight mod-
ification of a quantity appearing in [40].푝푏+퐻,푈 (푐) ∶= inf휂∈푐 max푥∈푈 {퐻, 휂}(푥), 푐 ∈ 퐻 1(푈 ; ℝ).
If 푋 ⊂ 푈 is a compact subset we also define푝푏+퐻,푈 (푐;푋 ) ∶= inf휂∈푐 max푥∈푋 {퐻, 휂}(푥), 푐 ∈ 퐻 1(푈 ; ℝ).
The following theorem which is due to Polterovich is the main tool which allows us to
construct invariant measures with given rotation vectors using 푝푏+퐻,푈 . In [40] the state-
ment appears in a slightly different form, but the version presented here follows directly
from the theory developed in [40].
Theorem 41 ([40]). Let 퐻 ∈ 퐶∞(푀) be an autonomous Hamiltonian which is proper and
bounded from below. Given 푘 ∈ ℝ and 훿 > 0 we set 푋 ∶= {퐻 ≤ 푘 − 훿}. Suppose for some푐 ∈ 퐻 1(푈 ; ℝ) there exists 휖 > 0 such that푝푏+퐻,Σ푘 (푐;푋 ) ≥ 휖.
Then there exists a 휇 ∈(Σ푘 ; 휙퐻 ) with Supp(휇) ⊂ 푋 , which satisfies⟨푐, 휌(휇)⟩ ≥ 휖.
The following proof is a small variation of the proof of the main technical result
(Proposition 5.1) in Entov-Polterovich’s [22].
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Proof of Theorem 27. Recall that we consider 푐 ∈ 퐻 1(퐿; ℝ) and 푘 ∈ ℝ such that푘 ≤ 휅퐻∶퐿(푐).
Fix now 푎 ∈ Sh(Σ푘 ; 퐿, 푐) ⊂ 퐻 1(Σ푘 ; ℝ).
This means (by definition) that there exists a Lagrange isotopy 휓 ∶ [0, 1] × 퐿 → 푀 ,
starting at 퐿, which satisfies
(38) 퐿1 ∶= 휓1(퐿) ⊂ Σ푘 and Flux퐿(휓 ) − 푐 = 휓 ∗1푎 ∈ 퐻 1(퐿; ℝ).
Choose 훿 > 0 so small that max퐿1(퐻 ) + 훿 < 푘 − 훿 . For every 휖 > 0 we can find a smooth
function 푢 ∶ ℝ → ℝ such that푢(푡) = { max퐿1(퐻 ) + 훿, if 푡 ≤ max퐿1(퐻 ) + 훿푘 − 훿, if 푡 ≥ 푘 − 훿,
and 0 ≤ 푢′(푡) ≤ 1 + 휖. Consider now the Hamiltonian퐹 ∶= 푢◦퐻 − (푘 − 훿).
Setting 푋 ∶= {퐻 ≤ 푘 − 훿} it suffices (by Theorem 41) to show that푝푏+퐻,Σ푘 (−푎, 푋 ) ≥ Δ ∶= 푘 − max퐿1 (퐻 ) − 2훿 > 0.
Sincemax푋{퐹 , 휂} ≤ (1 + 휖) max푋{퐻, 휂} for every 1-form 휂 it suffices (by letting 휖 ↓ 0) to
show that 푝푏+퐹 ,Σ푘 (−푎, 푋 ) ≥ Δ. To see that this inequality holds we choose a closed 1-form 휂
on Σ푘 with [휂] = −푎. Our task is to show thatmax푋{퐹 , 휂} ≥ Δ. Suppose for contradiction
that this were not the case, i.e. that
max푋 {퐹 , 휂} < Δ.
Exactly as in [22] we then have that the closed 2-form
휔푠 ∶= 휔 − 푠푑퐹 ∧ 휂
is symplectic for all 푠 ∈ [0, 푇 ], where 푇 ∶= 1
Δ
. Note that 휔푠 is a well-defined 2-form on
all of 푀 because 푑퐹 = 0 on 푀⧵푋 . Hence, we can define a family of vectorfields (푌푠)푠∈[0,푇 ]
by requiring
(39) 휄푌푠휔푠 = 퐹휂.
Since 퐹 is compactly supported we see that 푌푠 is compactly supported, so it integrates
to an isotopy (휌푠)푠∈[0,푇 ] which by Moser’s argument [35] satisfies 휌∗푠휔푠 = 휔 for all 푠 ∈
[0, 푇 ]. Since 퐿1 ⊂ (푀, 휔) is Lagrangian and 퐹 is constant on 퐿1 we have 휔푠 |퐿1 ≡ 0, so휌−1푠 (퐿1) ⊂ (푀, 휔) is also Lagrangian for all 푠 ∈ [0, 푇 ]. Hence, we obtain a Lagrange isotopy
휓̃ ∶ [0, 1] × 퐿 → 푀 by defining
휓̃푡 ∶=
{ 휓2푡 , if 푡 ∈ [0, 12 ]휌−1(2푡−1)푇 ◦휓1, if 푡 ∈ [ 12 , 1],
which starts at 퐿 and is smooth after a reparametrisation.Nownote that becauseSupp(퐹 ) ⊂푋 it follows from (39) that Supp(푌푠) ⊂ 푋 for all 푠 ∈ [0, 푇 ]. In particular 휌푠 |푀⧵푋 = id푀⧵푋 for
all 푠 ∈ [0, 푇 ]. Since 퐿1 ⊂ 푋 it follows that 휓̃1(퐿) = 휌−1푇 (퐿1) ⊂ 푋 , meaning
(40) max휓̃1(퐿) 퐻 ≤ 푘 − 훿.
Since the family of vectorfields (푍푠)푠 generating (휌−1푠 )푠 is given by푍푠(푥) = −푑휌−1푠 (휌푠(푥)) ⋅ 푌푠(휌푠(푥))
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it is easy to check that
휔(푍푠, 푣) = −휌∗푠(퐹휂)(푣) ∀ 푣 ∈ 푇푥푀.
From 퐹 |퐿1 ≡ −Δ it now follows that
Flux퐿1((휌−1푠 )푠∈[0,푇 ]) = ∫ 푇
0
Δ[휂|퐿1]푑푠 = −푎|퐿1 ∈ 퐻 1(퐿1; ℝ),
and thus (using (38))
Flux퐿(휓̃ ) = Flux퐿(휓 ) − 휓 ∗1푎 = 푐.
In particular we can estimate
max
휓̃1(퐿)
퐻 ≥ 휅퐻∶퐿(푐) ≥ 푘.
But this contradicts (40). This contradiction shows that max푀{퐹 , 휂} ≥ Δ which by The-
orem 41 finishes the proof of the existence of 휇. In order to see that 휇 can be chosen to
be ergodic we consider the function푅 ∶(푋 ; 휙퐻 ) → ℝ, 휈 ↦ 푅(휈) ∶= ⟨푎, 휌(휈)⟩.
Image(푅) is a closed interval: Image(푅) = [퐴, 퐵]. The above proof shows that 퐴 < 0.
By [12, Lemma 2.2.1] there exists an ergodic 휈 ∈ (푋 ; 휙퐻 ) such that 푅(휈) = 퐴. Since
(푋 ; 휙퐻 ) ⊂(Σ푘 ; 휙퐻 ) this finishes the proof of Theorem 27. 
Remark 42. Combining the proof of Theorem 41 and the above proof, it is easy to
deduce that the constructed measure 휇 satisfies 퐻 (Supp(휇)) ⊂ [max퐿1 퐻 + 훿, 푘 − 훿].
6.2. Proofs of results from Section 2.
Proof of Corollary 5. We first prove that 휎퐻∶퐿 descends to a Lipschitz function
훼퐻∶퐿 ∶ 퐻 1(퐿; ℝ) → ℝ
under the assumption that 푟퐿 ∶ 퐻 1(푀 ; ℝ) → 퐻 1(퐿; ℝ) is onto. Suppose 푐, 푐′ ∈ 퐻 1(푀 ; ℝ)
satisfy 푟퐿(푐) = 푟퐿(푐′) ∈ 퐻 1(퐿; ℝ). Fix a closed 1-form 휂 on 푀 with [휂] = 푐 − 푐′ and denote
by 휓 = {휓푡}푡∈ℝ the symplectic isotopy generated by the vector field 푋휂 characterised by휄푋휂휔 = 휂.
By property c) of Theorem 39 we can now compute
휎퐻∶퐿(푐) = 휎퐻∶퐿(푐′ + (푐 − 푐′)) = 휎퐻∶휓1(퐿)(푐′).
We can view 휓 as a Lagrange isotopy starting at 퐿
(41) 휓 |퐿 ∶ [0, 1] × 퐿 → 푀,
with Lagrangian Flux path 푠 ↦ Flux퐿({휓푡 |퐿}0≤푡≤푠) ∈ 퐻 1(퐿; ℝ). We compute that
Flux퐿({휓푡 |퐿}0≤푡≤푠) = ∫ 푠
0
푟퐿[휄푋휂휔]푑푡 = 푟퐿(푐 − 푐′)푠 = 0 ∈ 퐻 1(퐿; ℝ)
for all 푠 ∈ [0, 1]. Hence, (41) is an exact Lagrange isotopy, so there exists 휙 ∈ Ham(푀, 휔)
such that 휙(퐿) = 휓1(퐿). Applying property d) of Theorem39we conclude that휎퐻∶휓1(퐿)(푐′) =휎퐻∶휙(퐿)(푐′) = 휎퐻∶퐿(푐′). It follows that, under the assumption that 푟퐿 ∶ 퐻 1(푀 ; ℝ) →퐻 1(퐿; ℝ) is onto, 훼퐻∶퐿 ∶ 퐻 1(퐿; ℝ) → ℝ,훼퐻∶퐿(푟퐿(푐)) ∶= 휎퐻∶퐿(푐), 푐 ∈ 퐻 1(푀 ; ℝ)
is well-defined. Clearly 훼퐻∶퐿 is Lipschitz. The second part of Corollary 5 follows from
Theorem 2 if only we prove that휕휎퐻∶퐿(푐) = 푖퐿(휕훼퐻∶퐿(푟퐿(푐))) ∀ 푐 ∈ 퐻 1(푀 ; ℝ),
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which can be seen as follows.17Note first that, under the canonical identification퐻1(−; ℝ) ≅퐻 1(−; ℝ)∗ this equality can be written휕휎퐻∶퐿(푐) = 푟 ∗퐿(휕훼퐻∶퐿(푟퐿(푐))) ∀ 푐 ∈ 퐻 1(푀 ; ℝ).
The "⊃" inclusion is not hard to see: By definition, we have ℎ′ ∈ 휕훼퐻∶퐿(푟퐿(푐)) if and only
if
∀ 푐′ ∈ 퐻 1(퐿; ℝ) ∶ ⟨푐′, ℎ′⟩ ≤ 훼 ◦퐻∶퐿(푟퐿(푐), 푐′).
In particular, if ℎ′ ∈ 휕훼퐻∶퐿(푟퐿(푐))) then
∀ 푐′ ∈ 퐻 1(푀 ; ℝ) ∶ ⟨푐′, 푟 ∗퐿(ℎ′)⟩ = ⟨푟퐿(푐′), ℎ′⟩ ≤ 훼 ◦퐻∶퐿(푟퐿(푐), 푟퐿(푐′)) = 휎 ◦퐻∶퐿(푐, 푐′),
where in the last equality we use that 푟퐿 is linear. This shows휕휎퐻∶퐿(푐) ⊃ 푟 ∗퐿(휕훼퐻∶퐿(푟퐿(푐))).
For the "⊂" inclusion, note thatℎ ∈ 휕휎퐻∶퐿(푐) ⇒ (∀ 푐′ ∈ ker(푟퐿) ∶ ⟨푐′, ℎ⟩ ≤ 휎 ◦퐻∶퐿(푐, 푐′) = 훼 ◦퐻∶퐿(푟퐿(푐), 0) = 0) .
I.e. 휕휎퐻∶퐿(푐) ⊂ ker(푟퐿)⟂, where the latter denotes the annihilator of ker(푟퐿). Since the
image of 푟 ∗퐿 coincides with the annihilator of ker(푟퐿) (because 퐻 1(푀 ; ℝ) and 퐻 1(퐿; ℝ) are
finite dimensional), this is equivalent to 휕휎퐻∶퐿(푐) ⊂ Image(푟 ∗퐿). I.e. if ℎ ∈ 휕휎퐻∶퐿(푐) thenℎ = 푟 ∗퐿(ℎ′) for some ℎ′ ∈ 퐻 1(퐿; ℝ)∗ and
∀ 푐′ ∈ 퐻 1(푀 ; ℝ) ∶ ⟨푟퐿(푐′), ℎ′⟩ = ⟨푐′, ℎ⟩ ≤ 휎 ◦퐻∶퐿(푐, 푐′) = 훼 ◦퐻∶퐿(푟퐿(푐), 푟퐿(푐′)).
Since 푟퐿 is assumed surjective we conclude that ℎ′ ∈ 휕훼퐻∶퐿(푟퐿(푐)), which shows휕휎퐻∶퐿(푐) ⊂ 푟 ∗퐿(휕훼퐻∶퐿(푟퐿(푐))).

Proof of Corollary 6. Consider the path 훾 ∶ [0, 1] → 퐻 1(퐿; ℝ) given by 훾 (푡) = 푡푐. By
Lebourg’s mean value theorem (see Section 5.1) there exists 푠 ∈ (0, 1) and ℎ ∈ 휕훼퐻∶퐿(훾 (푠))
such that ⟨푐, ℎ⟩ = 훼퐻∶퐿(푐) − 훼퐻∶퐿(0).
The existence of 휇 ∈(휙퐻 ) with 휌(휇) = 푖퐿(ℎ) now follows from Corollary 5. To get the
estimate note that, given a Lagrange isotopy 휓 ∶ [0, 1] × 퐿 → 푀 with 휓0 the inclusion
and Flux퐿(휓 ) = 푐 there exists (by a result due to Solomon [48, Lemma 6.6]) a symplectic
isotopy 휓̃ ∶ [0, 1] ×푀 → 푀 such that 휓̃푡(퐿) = 휓푡(퐿) and such that 푟퐿(Flux(휓̃ )) = 푐. Using
property b) of Theorem 39 we can therefore estimate⟨푐, ℎ⟩ ≥ min
푥∈휓̃1(퐿)
퐻 (푥) − max푥∈퐿 퐻 (푥) = min푥∈휓1(퐿)퐻 (푥) − max푥∈퐿 퐻 (푥).

Proof of Lemma 17. Recall that we need to show 훼퐻휖 ,푇 (0,0)(퐼 , 0) = 0 for 퐼 ∈ ℝ, where
퐻휖(휃, 퐼 ) = 퐻0(퐼 ) + 휖퐹 (휃, 퐼 ),
for
퐻0(퐼 ) = 퐼1퐼2 & 퐹 (휃, 퐼 ) = 휑(퐼1) sin(2휋휃1).
By Theorem 39 we have
훼퐻휖 ,푇 (0,0)(퐼1, 퐼2) = 훼퐻휖 ,푇 (퐼1,퐼2)(0, 0) ∀ (퐼1, 퐼2) ∈ ℝ2.
Now fix 퐼 ∈ ℝ. We need to show that 훼퐻휖 ,푇 (퐼 ,0)(0, 0) = 0. We will think of 핋2 × ℝ2 =
(푆1 × ℝ) × (푆1 × ℝ) with coordinates (휃1, 퐼1) on the first factor and (휃2, 퐼2) on the second.
17I am grateful to the anonymous referee whose careful advice significantly simplified this part of the
proof.
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Choose an embedded circle 푆 ⊂ (푆1 × ℝ) such that 푆 is Hamiltonian isotopic to {퐼1 = 퐼}
and
푆 ∩ {퐼1 ≤ 퐾 + 2} = {(휃1, 퐼1) | 휃1 ∈ {0, 12} & |퐼1| ≤ 퐾 + 2}.
Then there exists 휙 ∈ Ham(핋2×ℝ2, 푑휆) such that 휙(푇 (퐼 , 0)) = 푆×{퐼2 = 0} ⊂ (푆1×ℝ)×(푆1×ℝ)
and applying Theorem 39 gives
훼퐻휖 ,푇 (퐼 ,0)(0, 0) = 훼퐻휖 ,푆×{퐼2=0}(0, 0).
Since퐻휖 |푆×{퐼2=0} ≡ 0 for all 휖 ≥ 0 it follows frompoint b) of Theorem 39 that 훼퐻휖 ,푆×{퐼2=0}(0, 0) =
0 for all 휖 ≥ 0. This finishes the proof. 
The next several pages take up the proof of Theorem 2. First let’s consider the setup:
Set 푚 = dimℝ 퐻 1(푀 ; ℝ) and fix once and for all a basis 푒1,… , 푒푚 for 퐻 1(푀 ; ℝ). Choose
closed one forms 휂1,… , 휂푚 on푀 such that 푒푙 = [휂푙] and define vector fields 푋휂1 ,…푋휂푚 by
requiring
휄푋휂푙휔 = 휂푙 ∀ 푙 = 1,… , 푚.
Denote the symplectic isotopy generated by 푋휂푙 by 휓 푙 = {휓 푙푡 }푡∈ℝ. For each 푘 ∈ ℕ we
define a function 푎푘 ∶ 퐻 1(푀 ; ℝ) → ℝ by
푎푘(푐) = 푙퐿(휓푚−휅푚 ⋯휓 1−휅1휙̃푘퐻휓 1휅1 ⋯휓푚휅푚)푘
if 푐 = ∑푚푙=1 휅푙푒푙 . The following lemma is due to Vichery [52]. In [52] the case of the
zero-section in a cotangent bundle is considered. But in the general case the same proof
applies.
Lemma 43 ([52]). The sequence (푎푘)푘∈ℕ converges uniformly to 휎퐻∶퐿 on compact subsets.
Proposition44. Let ℎ ∈ 퐻1(푀 ; ℝ) be aDini subdifferential of 푎푘 at the point 푐 = ∑푚푙=1 휅푙푒푙 ∈퐻 1(푀 ; ℝ).18 We associate to any 푐′ = ∑푚푙=1 휅′푙 푒푙 ∈ 퐻 1(푀 ; ℝ) the symplectic isotopy
(42) 휓휏 ∶= 휓 1휅1+휏휅′1 ⋯휓푚휅푚+휏휅′푚
and denote by 푋휏 (휓휏 (푥)) ∶= 푑푑푠 ||푠=0 휓푠+휏 (푥) its infinitesimal generator. Then there exists a
point 푥 ∈ 휓0(퐿) such that 휙푘퐻 (푥) ∈ 휓0(퐿) and
(43) ⟨푐′, ℎ⟩ ≤ 1푘 ∫ 푘0 ⟨푑퐻 , 푋0⟩휙푡퐻 (푥) 푑푡 .
Moreover, the curve 훾 ∶ ([0, 푘], {0, 푘}) → (푀, 퐿) given by 훾 (푡) = 휙푡퐻 (푥) represents the
trivial element in 휋1(푀, 휓0(퐿)) and there exists a capping 훾̂ of 훾 such that
푎푘(푐) = 1푘 ∫ 푘0 퐻 (훾 (푡)) 푑푡 − 1푘 ∫ 훾̂ ∗휔.(44)
Proof. Let us first prove the result under the non-degeneracy assumption
(45) 휙푘퐻휓0(퐿) ⋔ 퐿.
The Hamiltonian 푘퐻 generates the isotopy 푡 ↦ 휙푡푘퐻 . Choose a generic path 퐽 = {퐽푡}푡∈[0,1]
of 휔-compatible almost complex structures so that we have a well-defined Floer chain
complex (퐶퐹 (퐿∶푘퐻휓0, 퐽 ), 푑). Choose a function 휒 ∈ 퐶∞(ℝ; [0, 1]) such that휒 (푠) = { 0, if 푠 ≤ 0
1, if 푠 ≥ 1
18See (33).
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and 휒 ′ ≥ 0. Now fix 휏 > 0 so small that 휙푘퐻휓휏 (퐿) ⋔ 퐿 and consider the 푠-dependent
Hamiltonian19
(46) 퐹 휏푠 (푥) = 푘퐻휓0(푥) + 휒 (푠)(푘퐻휓휏 (푥) − 푘퐻휓0(푥)).
There exists a regular homotopy of Floer data (퐾휏 ,푠, 퐽 휏 ,푠)푠∈ℝ which is stationary for 푠 ∉
(0, 1) such that |퐹 휏 − 퐾 휏 |퐶∞(푀×[0,1]×[0,1]) ≤ 휏 2(47) |퐽 − 퐽 휏 ,푠 |퐶∞(푀×[0,1]) ≤ 휏 2 ∀ 푠 ∈ (0, 1),
The Floer continuation map
Φ ∶ 퐶퐹∗(퐿∶푘퐻휓0, 퐽 ) → 퐶퐹∗(퐿∶푘퐻휓휏 , 퐽 휏 ,1)
is defined "by counting" finite-energy solutions 푢 ∈ 퐶∞(ℝ × [0, 1];푀) to the problem
(48)
{ 휕푠푢 + 퐽 휏 ,푠푡 (푢)(휕푡푢 − 푋퐾푠 (푢)) = 0푢(ℝ × {0, 1}) ⊂ 퐿,
where the energy of 푢 denotes the non-negative quantity
퐸퐽 휏 (푢) = ∫ ∞
−∞
∫ 1
0
휔(휕푠푢, 퐽 휏 ,푠(푢)휕푠푢) 푑푡푑푠.
By a very general result due to Usher [51, Theorem 1.4], there exists a cycle
c ∈ 퐶퐹∗(퐿∶푘퐻휓0, 퐽 ),
all of whose elements have action ≤ 푙퐿(휓 −10 휙̃푘퐻휓0) and which satisfies [c] = PSS([퐿]) ∈퐻퐹∗(퐿∶푘퐻휓0, 퐽 ).20 Since we also have Φ(c) = PSS([퐿]), at least one of the Hamiltonian
chords of the cycle Φ(c)must have action ≥ 푙퐿(휓 −1휏 휙̃푘퐻휓휏 ). We hence deduce the existence
of a finite-energy solution 푢휏푠 (푡) = 푢휏 (푠, 푡) to (48) such that
(49) 푘퐻휓0∶퐿(푢휏−∞) ≤ 푙퐿(휓 −10 휙̃푘퐻휓0) and 푙퐿(휓 −1휏 휙̃푘퐻휓휏 ) ≤ 푘퐻휓휏∶퐿(푢휏∞).
Here 푢휏−∞ (respectively 푢휏∞) denotes one of the elements of the chain c (respectively Φ(c)).
Integrating by parts reveals that 푢휏 satisfies the energy identity
0 ≤ 퐸퐽 휏 (푢휏 ) = 푘퐻휓0∶퐿(푢휏−∞) −푘퐻휓휏∶퐿(푢휏∞) + ∫ ∞
−∞
∫ 1
0
휕푠퐾푠(푢휏 (푠, 푡))푑푡푑푠.(50)
Using (47) and (49), this identity implies the estimate푎푘(푐 + 휏푐′) − 푎푘(푐)휏 = 푙퐿(휓 −1휏 휙̃푘퐻휓휏 ) − 푙퐿(휓 −10 휙̃푘퐻휓0)푘휏≤ 푘퐻휓휏∶퐿(푢휏∞) −푘퐻휓0∶퐿(푢휏−∞)푘휏≤ 1푘휏 ∫ ∞−∞ ∫ 10 휕푠퐾푠(푢휏 (푠, 푡))푑푡푑푠(51) ≤ 1푘휏 ∫ ∞−∞ ∫ 10 휕푠퐹 휏푠 (푢휏 (푠, 푡))푑푡푑푠 + 휏푘
= ∫ ∞
−∞
∫ 1
0
휒 ′(푠)(퐻휓휏 (푢휏 (푠, 푡)) − 퐻휓0(푢휏 (푠, 푡))휏 ) 푑푡푑푠 + 휏푘 .
19Here and in the rest of the proof one should not think of 휏 as a continuous variable, but as a fixed
parameter.
20See Section 5 for the notation used here.
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Moreover, we can use the energy identity together with (49) to estimate the energy of푢휏 from above:
퐸퐽 휏 (푢휏 ) ≤ 푙퐿(휓 −10 휙̃푘퐻휓0) − 푙퐿(휓 −1휏 휙̃푘퐻휓휏 ) + 푘max푀 |퐻휓휏 − 퐻휓0| + 휏 2(52) ≤ 2푘max푀 |퐻휓휏 − 퐻휓0| + 휏 2.
The last inequality makes use of the Lipschitz property of Lagrangian spectral invariants
(see [31]). Choose now a sequence (휏휍)휍∈ℕ ⊂ (0, 1) such that 휏휍 ↓ 0 and
(53)
푎푘(푐 + 휏휍푐′) − 푎푘(푐)휏휍 휍→∞⟶ lim inf휏↓0 푎푘(푐 + 휏푐′) − 푎푘(푐)휏
For each 휏휍 we find a Floer trajectory 푢휍 ∶= 푢휏휍 meeting the requirement (49) with 휏 = 휏휍 .
Applying Gromov convergence to the sequence (푢휍)휍∈ℕ we obtain a subsequence (still
denoted by (푢휍)휍∈ℕ) which 퐶∞푙표푐-converges. This follows from a result due to Hofer [25,
Proof of Proposition 2] saying that, in our setup, the obstruction to 퐶∞푙표푐-precompactness
is "bubbling off" of a non-constant holomorphic disc or sphere. However, this cannot
occur to (푢휍)휍∈ℕ since the estimate (52) implies
퐸퐽 휏휍 (푢휍) 휍→∞⟶ 0.
By Fatou’s lemma, this also implies that the pointwise limit 푢 of (푢휍)휍∈ℕ is an 푠-independent
map given by 푢(푠, 푡) = 푢(푡) = 휙푡푘퐻휓0(푦) for some 푦 ∈ 퐿. Now, using 휒 ′ ≥ 0 and the mean
value theorem, we find for every (푠, 푡) ∈ ℝ × [0, 1] a 휏 ′휍 (푠, 푡) ∈ (0, 휏휍) such that|||||휒 ′(푠)(퐻휓휏휍 (푢
휍(푠, 푡)) − 퐻휓0(푢휍(푠, 푡))휏휍 )||||| = 휒 ′(푠)|⟨푑퐻 , 푋휏 ′휍 (푠,푡)⟩|(휓휏 ′휍 (푠,푡)(푢휍(푠, 푡)))≤ 휒 ′(푠) max
(휏 ,푧)∈[0,1]×푀 |⟨푑퐻 , 푋휏⟩|(푧)
Since ℎ is a Dini subdifferential of 푎푘 at 푐 and
∫ ∞
−∞
∫ 1
0
휒 ′(푠) max
(휏 ,푧)∈[0,1]×푀 |⟨푑퐻 , 푋휏⟩|(푧) 푑푡푑푠 = max(휏 ,푧)∈[0,1]×푀 |⟨푑퐻 , 푋휏⟩|(푧) < ∞,
we can apply Lebesgue dominated convergence in the estimates (51) to conclude that
⟨푐′, ℎ⟩ ≤ lim휍→∞∫ ∞−∞ ∫ 10 휒 ′(푠)(퐻휓휏휍 (푢휍(푠, 푡)) − 퐻휓0(푢휍(푠, 푡))휏휍 )푑푡푑푠
= ∫ ∞
−∞
∫ 1
0
휒 ′(푠) lim휍→∞(퐻휓휏휍 (푢휍(푠, 푡)) − 퐻휓0(푢휍(푠, 푡))휏휍 )푑푡푑푠
= ∫ ∞
−∞
∫ 1
0
휒 ′(푠)⟨푑퐻 , 푋0⟩휓0(푢(푡))푑푡푑푠 = ∫ 1
0
⟨푑퐻 , 푋0⟩휙푘푡퐻 휓0(푦)푑푡,
where we use the fact that 휓0휙푡푘퐻휓0(푦) = 휙푡푘퐻휓0(푦) = 휙푘푡퐻 휓0(푦). By changing variables
to 푠 = 푘푡 one now concludes that (43) holds for 푥 ∶= 휓0(푦) ∈ 휓0(퐿). In order to find a
capping 훾̂ for 훾 (푡) = 휙푡퐻 (푥), 푡 ∈ [0, 푘] such that (44) holds, we first note that
(54) 푘퐻휓0∶퐿(푢휍−∞),푘퐻휓휏휍 ∶퐿(푢휍∞) 휍→∞⟶ 푙퐿(휓 −10 휙̃푘퐻휓0),
which is easily seen using the estimates (49) and (50). By 퐶∞푙표푐-convergence we may
choose 휍 so large that the curve [0, 1] ∋ 푡 ↦ 푢휍푠 (푡) = 푢휍(푠, 푡) is 퐶0-close to 푢 for ev-
ery 푠 ∈ [−2, 2]. In particular we can choose 휍 so large that the areas of the two cappings
of 푢, obtained by adjusting the cappings of 푢휍−2 and 푢휍2 given by 푢휍 slightly, differ by less
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than 휏퐿. Hence, by monotonicity of 퐿 they have the same area and thus define a class of
cappings 푢̃ of 푢. Given 휖 > 0 we can in addition achieve|푘퐻휓0(푢휍−2) −푘퐻휓0(푢̃)| < 휖 and |푘퐻휓휏휍 (푢휍2) −푘퐻휓휏휍 (푢̃)| < 휖.
Since푘퐻휓휏휍 (푢̃) → 푘퐻휓0(푢̃) for 휍 → ∞ these estimates together with
0 ≤ 푘퐻휓휏휍 ∶퐿(푢휍2) −푘퐻휓휏휍 ∶퐿(푢휍∞) ≤ 퐸퐽 휏휍 (푢휍) 휍→∞⟶ 0
0 ≤ 푘퐻휓휏0∶퐿(푢휍−∞) −푘퐻휓0∶퐿(푢휍−2) ≤ 퐸퐽 휏휍 (푢휍) 휍→∞⟶ 0
and (54) imply that
푘퐻휓0(푢̃) = 푙퐿(휓 −10 휙̃푘퐻휓0).
Hence, the cappings of 푢̃ give rise to a capping 훾̂ of 훾 such that (44) holds.
Let’s now discuss how to deal with the case when assumption (45) is violated. Then
we proceed as follows: Again we choose a sequence (휏휍)휍∈ℕ such that 휏휍 ↓ 0 and (53) is
satisfied as well as a path 퐽 = {퐽푡}푡∈[0,1] of 휔-compatible almost complex structures. For
each 휍 we choose 퐻 휍 ∈ 퐶∞([0, 1] ×푀) satisfying
(55) |퐻 휍 − 푘퐻 |퐶∞([0,1]×푀) ≤ 휏 2휍
as well as 휙1퐻 휍휓0(퐿) ⋔ 퐿 and 휙1퐻 휍휓휏휍 (퐿) ⋔ 퐿.
Now choose paths of compatible almost complex structures 퐽 휍 = {퐽 휍푡 }휏∈[0,1] which are
regular in the sense that we have well-defined Floer chain complexes
(퐶퐹 (퐿∶퐻 휍휓0, 퐽 휍), 푑), (퐶퐹 (퐿∶퐻 휍휓휏휍 , 퐽 휍), 푑)
and such that 퐽 휍 satisfies |퐽 휍 − 퐽 |퐶∞([0,1]×푀) ≤ 휏 2휍 .
For each 휍 we obtain by the above procedure a Floer trajectory 푢휍 ∶= 푢휏휍 such that (49)
is satisfied with 퐻 = 퐻 휍 and 휏 = 휏휍 . In particular (52) follows with 퐻 = 퐻 휍 and 휏 = 휏휍 .
Using (51) and (55) as well as the Lipschitz property of Lagrangian spectral invariants
[31], we can estimate푎푘(푐 + 휏휍푐′) − 푎푘(푐)휏휍 = 푙퐿(휓 −1휏 휙̃푘퐻휓휏 ) − 푙퐿(휓 −10 휙̃푘퐻휓0)푘휏≤ 푙퐿(휓 −1휏 휙̃1퐻 휍휓휏 ) − 푙퐿(휓 −10 휙̃1퐻 휍휓0)푘휏휍 + 2휏휍푘(56) ≤ 1푘 ∫ ∞−∞ ∫ 10 휒 ′(푠)(퐻 휍푡 휓휏휍 (푢휍(푠, 푡)) − 퐻 휍푡 휓0(푢휍(푠, 푡))휏휍 )푑푡푑푠 + 3휏휍푘≤ ∫ ∞
−∞
∫ 푘
0
휒 ′(푠)(퐻휓휏휍 (푢휍(푠, 푡)) − 퐻휓0(푢휍(푠, 푡))휏휍 )푑푡푑푠 + 5휏휍푘 .
Again, by applying Hofer’s compactness argument [25, Proof of Proposition 2], we may
assume that (푢휍)휍∈ℕ 퐶∞푙표푐-converges. Exactly as above the pointwise limit 푢 is a 푠-constant
map given by 푢(푡) = 휙푘푡퐻휓0(푦) for some 푦 ∈ 퐿. Via dominated convergence the estimate
(56) now gives ⟨푐′, ℎ⟩ ≤ 1푘 ∫ 푘0 ⟨푑퐻 , 푋0⟩휙푡퐻 (푥) 푑푡
for 푥 = 휓0(푦) ∈ 휓0(퐿) and the existence of a capping is obtained exactly as before. This
finishes the proof. 
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Remark 45. Suppose now that 휔 = 푑휆 is exact with 휆|퐿 = 푑푓 for some 푓 ∈ 퐶∞(퐿).
In this case we need to relate the action appearing in (44) to the one appearing in (4).
Choose a closed one form 휂 in the class 푐 ∈ 퐻 1(푀 ; ℝ). An easy computation shows that
[휆|휓0(퐿)] = [휂|휓0(퐿)] ∈ 퐻 1(휓0(퐿); ℝ), so in fact 휂 can be chosen to satisfy (휆 − 휂)|휓0(퐿) ≡ 0. In
particular we then have
∫ 훾̂ ∗휔 = ∫ 푑훾̂ ∗(휆 − 휂) = ∫ 푘
0
⟨휆, 푋퐻⟩훾 (푡)푑푡 − ∫ 푘
0
⟨휂, 푋퐻⟩훾 (푡)푑푡,
so (44) reads
(57) 푎푘(푐) = 퐻,휆(휇훾 ) + ∫ ⟨휂, 푋퐻⟩푑휇훾 ,
where 휇훾 is the Borel probability measure obtained by pushing forward the normalized
Lebesgue measure on [0, 푘] to 푀 via 훾 .
Though we are mainly interested in the Clarke subdifferentials of 훼퐻∶퐿, the proof of
Theorem 2 goes via the so-called approximate subdifferential due to Ioffe [28].
Proposition 46. Let ℎ ∈ 휕퐴푎푘(푐) ⊂ 퐻1(푀 ; ℝ) be an approximate subdifferential of 푎푘
at 푐 = ∑푚푙=1 휅푙푒푙 ∈ 퐻 1(푀 ; ℝ).21 Given a fixed 푐′ = ∑푚푙=1 휅′푙 푒푙 ∈ 퐻 1(푀 ; ℝ) we consider the
symplectic isotopy (42) and denote its infinitesimal generator by 푋휏 . Then there exists a
point 푥 ∈ 퐿 such that the curve [0, 푘] ∋ 푡 ↦ 훾 (푡) = 휙푡퐻휓0(푥) satisfies (43) and (44).
Proof. By (34) there exists a sequence (푐휍)휍∈ℕ ⊂ 퐻 1(푀 ; ℝ) such that ℎ is a Dini subdiffer-
ential of 푎푘 at 푐휍 and 푐휍 휍→∞⟶ 푐(58)
Writing 푐휍 = ∑푚푙=1 휉 휍푙 푒푙 we define the symplectic isotopy휐휍휏 ∶= 휓 1휉 휍1 +휏휅′1 ⋯휓푚휉 휍푚+휏휅′푚
and denote by 푋 휍휏 the infinitesimal generator of 휏 ↦ 휐휍휏 . By Proposition 44 there exists
a sequence of points (푥휍)휍∈ℕ with 푥휍 ∈ 휐휍0 (퐿) such that the curves [0, 푘] ∋ 푡 ↦ 훾휍(푡) ∶=휙푡퐻 (푥휍 ) have cappings 훾̂휍 for which
⟨푐′, ℎ⟩ ≤ 1푘 ∫ 푘0 ⟨푑퐻 , 푋 휍0 ⟩(훾휍(푡))푑푡푎푘(푐휍) = 1푘 ∫ 푘0 퐻 (훾휍(푡))푑푡 − 1푘 ∫ 훾̂ ∗휍휔.
By compactness of 푀 , we may assume that 푥휍 → 푥 for some 푥 ∈ 푀 , after passing to
a subsequence. The claim now follows by passing to the limit, using the fact that 푎푘 is
locally Lipschitz with respect to any norm on 퐻 1(푀 ; ℝ). 
Proof of Theorem 2. Consider the set퐾 ∶= {휌(휇) ∈ 퐻1(푀 ; ℝ) | 휇 ∈(휙퐻 )}
of rotation vectors realized by (휙퐻 )-measures. Clearly 퐾 ⊂ 퐻1(푀 ; ℝ) is non-empty,
convex and compact. Hence, 퐾 is characterized by its support function [43, Section 1.7.1]휒퐾 ∶ 퐻 1(푀 ; ℝ) → ℝ, defined by휒퐾 (푐′) ∶= maxℎ∈퐾 ⟨푐′, ℎ⟩, 푐′ ∈ 퐻 1(푀 ; ℝ).
21See (34).
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The characterization is that ℎ ∈ 퐾 if and only if
(59) ⟨푐′, ℎ⟩ ≤ 휒퐾 (푐′) ∀ 푐′ ∈ 퐻 1(푀 ; ℝ).
We need to show that 휕휎퐻∶퐿(푐) ⊂ 퐾 for all 푐 ∈ 퐻 1(푀 ; ℝ). In fact, by property c) of The-
orem 39, it suffices to show that 휕휎퐻∶퐿(0) ⊂ 퐾 . Moreover, since 휎퐻∶퐿 is locally Lipschitz
and 퐾 is convex and closed, it suffices (by (35)) to show that
(60) 휕퐴휎퐻∶퐿(0) ⊂ 퐾.
Fix some ℎ ∈ 휕퐴휎퐻∶퐿(0). By the above discussion we need to show that (59) holds, so
choose some 푐′ = ∑푚푙=1 휅′푙 푒푙 ∈ 퐻 1(푀 ; ℝ). By Lemma 43 푎푘 → 휎퐻∶퐿 uniformly on compact
subsets. Hence, applying (36) we can find an increasing sequence (푘휍)휍∈ℕ ⊂ ℕ as well as
sequences (푐휍)휍∈ℕ ⊂ 퐻 1(푀 ; ℝ) and (ℎ휍)휍∈ℕ ⊂ 퐻1(푀 ; ℝ) such that ℎ휍 ∈ 휕퐴푎푘휍 (푐휍) and푐휍 휍→∞⟶ 0 and ℎ휍 휍→∞⟶ ℎ.
Writing 푐휍 = ∑푚푙=1 휅휍푙 푒푙 we define a symplectomorphism 휓휍 by휓휍 ∶= 휓 1휅휍1 ⋯휓푚휅휍푚
and denote by 푋 휍휏 the infinitesimal generator of the symplectic isotopy휏 ↦ 휓 1휅휍1+휏휅′1 ⋯휓푚휅휍푚+휏휅′푚
Applying Proposition 46 we obtain for each 휍 the existence of 푥휍 ∈ 휓휍 (퐿) such that
⟨푐′, ℎ휍⟩ ≤ 1푘휍 ∫ 푘휍0 ⟨푑퐻 , 푋 휍0 ⟩휙푡퐻 (푥휍 ) 푑푡 .
Denote by22 휇휍 ∈ the unique probability measure characterized by
∫ 푓 푑휇휍 = 1푘휍 ∫ 푘휍0 푓 휙푡퐻 (푥휍 ) 푑푡 ∀ 푓 ∈ 퐶0(푀),
so that
(61) ⟨푐′, ℎ휍⟩ ≤ ∫ ⟨푑퐻, 푋 휍0 ⟩ 푑휇휍 .
By weak∗-compactness of we may after passing to a subsequence (still denoted by
(휇휍)휍∈ℕ) assume that 휇휍 푤∗⇀ 휇 ∈.
By the classical Krylloff-Bogoliouboff argument [30] 휇 is 휙퐻 -invariant (see also [49,
Proposition 3.1.1]). Passing to the limit in (61) we conclude that
(62) ⟨푐′, ℎ⟩ ≤ ∫ ⟨푑퐻, 푌⟩ 푑휇,
where 푌 = 푚∑푙=1 휅′푙푋휂푙 .
In particular (using ⟨푑퐻 , 푋휂푙⟩ = ⟨휂푙 , 푋퐻⟩) we obtain⟨푐′, ℎ⟩ ≤ 푚∑푙=1 휅′푙 ∫ ⟨휂푙 , 푋퐻⟩푑휇 = 푚∑푙=1 휅′푙 ⟨푒푙 , 휌(휇)⟩ = ⟨푐′, 휌(휇)⟩ ≤ 휒퐾 (푐′).
Since 푐′ ∈ 퐻 1(푀 ; ℝ)was arbitrary we conclude that (59) holds, so ℎ ∈ 퐾 and the proof is
done. 
22Recall that denotes the space of compactly supported Borel probability measures on 푀 .
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We will now discuss the adaptions required to prove the results in the non-compact
setting from Section 2.1.
Sketch of proof of Theorem 8 and Corollary 9. Recall that in the non-compact setting we
consider a Liouville manifold (푀, 휔 = 푑휆) and assume that 휆|퐿 = 푑푓 for some 푓 ∈ 퐶∞(푀).
One then defines each 푎푘 exactly as above, except that 휂1,… , 휂푚 are closed 1-forms which
represent a basis for퐻 1푑푅(푀 ; ℝ) and satisfy condition (5). Now Proposition 44 and 46 hold
exactly as in the compact setting. Fix some 푐 = ∑푚푙=1 휅푙[휂푙] ∈ 퐻 1푑푅(푀 ; ℝ) and denote by퐶 ⊂ 푀 the closure of the smallest 휙퐻 -invariant set containing the subset⋃
(푠1 ,…,푠푚)∈[0,1]푚휓 1휅1+푠1 ⋯휓푚휅푚+푠푚(퐿).
Since 퐻 ∈ , 퐶 is a compact subset of 푀 . Now define퐾 ∶= {휌(휇) ∈ 퐻1(푀 ; ℝ) | 휇 ∈(퐶; 휙퐻 ) with퐻,휆(휇) + ⟨푐, 휌(휇)⟩ = 휎퐻∶퐿(푐)}.퐾 is again a convex compact subset of 퐻1(푀 ; ℝ), so it is characterized by its support
function 휒퐾 ∶ 퐻 1(푀 ; ℝ) → ℝ. Given ℎ ∈ 휕퐴휎퐻∶퐿(푐) and 푐′ ∈ 퐻 1(푀 ; ℝ), an argument
similar to that of the proof of Theorem 2 shows the existence of a 휇 ∈(퐶; 휙퐻 ) satisfying
(63) ⟨푐′, ℎ⟩ ≤ ⟨푐′, 휌(휇)⟩.
Moreover, applying the statement of Proposition 4623 togetherwith theweak∗-convergence
it follows that 휎퐻∶퐿(푐) = 퐻,휆(휇) + ⟨푐, 휌(휇)⟩,
which implies that 휌(휇) ∈ 퐾 and (63) now implies ⟨푐′, ℎ⟩ ≤ 휒퐾 (푐′). Since 푐′ ∈ 퐻 1(푀 ; ℝ)
was arbitrary this shows that ℎ ∈ 퐾 , finishing the proof of Theorem 8. The proof of
Corollary 9 is identical to that of Corollary 5. 
Remark 47. Suppose each 푎푘 is 퐶1, 훼퐻∶퐿 is 퐶1 and that (푎푘)푘∈ℕ 퐶1-converges to 훼퐻∶퐿. In
this setting one can avoid applying Jourani’s result and "upgrade" the proof of Theorem
2 to show the following: For every 푐 ∈ 퐻 1(퐿; ℝ) there exists a measure 휇 ∈(휙퐻 ) with
rotation vector 휌(휇) = 푑훼퐻∶퐿(푐), whose support satisfies
Supp(휇) ⊂ ⋃푡∈ℝ휙푡퐻 (퐿).
In particular, if 퐿 is 휙퐻 -invariant then Supp(휇) ⊂ 퐿.
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