During these epochs, inertial navigation operates in coasting mode while GNSS-supported trajectory acts as a reference. As the overall performance of inertial navigation is strongly dependent on the errors corrupting its observations, the benefits of using the more appropriate error models (with respect to simpler ones estimated using classical AV graphical identification technique) are demonstrated by a significant improvement in the trajectory accuracy.
such situations, the classical identification approach via Allan Variance (A V) analyses fails due to the difficulty of separating the error-processes in the spectral domain. For this purpose we propose applying a recently developed estimation method, called the Generalized Method of Wavelet Moments (GMWM), that is excepted from such inconveniences. This method uses indirect inference on the parameters using the wavelet variances associated to the observed process. In this article, the GMWM estimator is applied in the context of modeling the behavior of low-cost inertial sensors. Its capability to estimate the parameters of models such as mixtures of GM processes for which no other estimation method succeeds is first demonstrated through simulation studies. The GMWM estimator is also applied on signals issued from a MEMS-based inertial measurement unit, using sums of GM processes as stochastic models. Finally, the benefits of using such models is highlighted by analyzing the quality of the determined trajectory provided by the INS/GNSS Kalman filter, in which artificial GNSS gaps were introduced.
During these epochs, inertial navigation operates in coasting mode while GNSS-supported trajectory acts as a reference. As the overall performance of inertial navigation is strongly dependent on the errors corrupting its observations, the benefits of using the more appropriate error models (with respect to simpler ones estimated using classical AV graphical identification technique) are demonstrated by a significant improvement in the trajectory accuracy.
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I. INTRODUCTION
Alternatively, a recent research (see [1] ) has proposed to automate this process by maximizing the likelihood func tion of the assumed state-space models of interest using a constrained version of the expectation-maximization (EM) algorithm (see [2] ). This research has demonstrated that the EM-based approach is able to estimate models on which the AV identification fails. Nevertheless, in more complex cases where highly nonlinear likelihood surfaces are present (e.g. sum of several GM processes), an EM-based algorithm is likely to converge to a wrong maximum. In such situations, the classical identification via AV analyzes also fails due to the difficulty of separating the GM processes in the spectral domain. For this reason we propose employing a recently developed estimation method, called the Generalized Method of Wa velet Moments (GMWM) for such purpose. GMWM has been developed for the estimation of composite stochastic processes (i.e. stochastic processes that can be written as sums of different stochastic processes) and is excepted from the previously mentioned inconveniences. The theoretical basis of this estimation approach was first introduced in [3] . This method relies on Wa velet Variances (WV) which can be seen a generalization of AY.
In this article, the GMWM estimator is applied in the context of MEMS-Inertial Measurement Unit (IMU) when characterizing the stochastic processes of its individual sensors (i.e. gyroscopes and accelerometers). The model-parameters are represented by several GM processes. The resulting mix ture reaches such complexity that no other estimation method is successful in recovering the underlying parameters. The performance of the GMWM estimator is first demonstrated using a synthetic error signal issued from a process model. Then, the estimator is applied on signals supplied from a Stochastic modeling is a challenging task for low-cost real MEMS-IMU, using sums of GM processes as stochastic Micro-Electro-Mechanical System (MEMS) inertial sensors models. Finally, the benefits of using correct model parameters whose errors can have complex spectral structures. This is highlighted by analyzing the quality of the determined makes the tuning process of the INS (Inertial Navigation trajectory provided by the INS/GNSS Kalman filter (KF). System)/GNSS (Global Navigation Satellite System) Kalman For that purpose, artificial outages are introduced in the Filter (KF) often sensitive and difficult. For example, first-GNSS observations during which inertial navigation operates order Gauss-Markov (GM) processes are very commonly used in coasting mode while GNSS-supported trajectory acts as a in inertial sensor models. But the estimation of their param-reference. As the overall performance of inertial navigation eters is a non-trivial task if the error structure is mixed with is strongly dependent on the uncompensated errors corrupt other types of noises. Such an estimation may be attempted ing its observations, the benefits of using appropriate error by computing and interpreting Allan Variance (AV) plots. models (with respect to simpler ones estimated using classical 849 978-1-4673-0387-3/12/$31.00 ©20 12 IEEE AV graphical identification technique) is demonstrated by a significant improvement in the trajectory accuracy. This paper is organized as follows. Sec. I introduces the employed notation and the adopted convention. In Sec. II, a review of the main existing sensor calibration techniques together with their limitations is provided. The GMWM es timator as well as the WV are introduced in Sec. III. A simulation study is then presented in Sec. IV that compares the GMWM with existing methods. Sec. V illustrates the benefits of the GMWM with real inertial signals. Finally, a few concluding remarks and perspectives of future work are outlined in Sec. VI.
NOTATION AND CONVENTIONS
Let Fe be the parametric model associated to an univariate Gaussian time series {yt, t E Z} that is stationary or non stationary but with backward difference I of order d and let { Yt, t = 1, 2, ... , T} be the corresponding observed outcome.
Particularly, this outcome could be the signal of an accelerom eter or gyroscope acquired during static conditions (i.e. input signal is a constant) where the mean has been removed. The remaining signal represents therefore the varying error which we are interested to model. (Note that a residual constant error may be later modeled as a random-bias within a Kalman filter).
Let 0 E E> <:;; �p be the parameter vector of the model of interest where E> is an open subset of �p. M <: reover, let 0 0 be the parameter vector of the true value and 0 its estimator.
The GMWM approach offers an alternative to the estimation based on the likelihood. It is straightforward to implement and often the only feasible estimation method when using complex models. The GMWM is generally based on Haar wavelet filters whose coefficients variances are equal to the half of the AV computed at the associated scales. It uses the unique relationship that exists (under some conditions) between a hypothetical model Fe and the WV, denoted v2 (see Sec. III-A for details), implied by it. Intuitively, the WV implied by Fe is a function (or a mapping) defined as o rl v2(O), \10 E e. The GMWM approach inverses this mapping and tries to approximate the point O(i/2) where i/2 is the WV computed on the data at hand. Indeed, the GMWM aims to find the value of 0 implied by i/2. The task is in practice realized by minimizing the distance between i/2 and V2(O). The solution of this optimization problem corresponds to the closest possible approximation of the observed WV (or AV) by the WV (or AV) implied by the parametric model Fe.
Tab. I summaries the different notation and conventions used in the article. In addition, the random processes considered here to model IMU error behavior are (Gaussian) White Noise (WN), Random Wa lk (RW), first-order Gauss-Markov (GM), Bias Instability (EI), Rate Ramp (RR) and Qu antization Noise (QN) which are presented in the frequency and in the time domain in App. C (see Tab. VII).
I The first order backward difference of Yt is yP) = Yt -Yt-l and the 
II. MOTIVATIONS
The most commonly used method for model identification and sensor calibration is the well known variance analysis technique based for example on the Allan Variance (AV) [4] or other metrics such as the Hadamard Variance (H V) or the Total Variance (TV) [5] [6] [7] [8] . This approach is a well established method for identifying stochastic processes affecting the out put of a sensor. It can also be used to estimate the parameters of some model that is believed to describe the stochastic processes of interest. Although this method was originally intended for studying the stability of oscillators, it has been successfully applied to problems dealing with different types of sensors, among which stands the modeling of inertial sensor errors [9] [10] [11] [12] [13] [14] . The AV at scale T (denoted as o"�(T)) is defined as: can be found in [l1]). In general, only five aSlC processes are considered with the AV: QN , WN, BI, RW and RR. These processes correspond to linear regions in a "0"1I(T) v.s. T" log log plot. Therefore, 0 is usually estimated by performing linear regression of (visually) identified linear regions in such plots. Unfortunately, this methodology suffers from sever drawbacks:
• When more than one process has to be estimated, the re sulting estimator is in most cases not consisten ! . Loosely speaking, this implies that the distribution of 0 does not tend to concentrate near 0 0 as the sample goes to infinity.
An example of this statement is given in Appendix A.
• • The conventional AV methodology is limited to models composed of processes characterized by linear regions in a "ay(T) v.s. T" log-log plot and therefore this approach is far from being general.
As an alternative to the AV approach, [1] proposed esti mating 0 by maximizing the log-likelihood of the state space model associated to the model Fe of interest using the EM algorithm [2] . This approach is more general than the AV approach and works very well with relatively simple models. Unfortunately, when the model complexity increases, this methodology becomes numerically challenging as it becomes very sensitive to the initial approximation of parameters and the convergence to global minimum is not guaranteed.
III. ESTIM ATION THEORY FOR COMPOSITE STOCHASTIC PRO CESSES
This section provides a short introduction to the theory of WV and presents the GWMW estimator which relies on it.
A. Wavelet Variance Estimation
As pointed out by [15] , the WV can be interpreted as the variance of a process after it has been subject to an approximate bandpass filter. Indeed, the WV can be built using wavelet coefficients issued from a modified Discrete Wa velet Transform (DWT) (see e.g. [16, 17] ) called the Maximal Overlap DWT (MODWT) (see [15, 18] ). The wavelet coefficients are built using wavelet filters {hj,t}, j = 1, ... , J which for j = 1 and for the MODWT must satisfy L,-1 L,-1 00
{hj,t} of length Lj = (2 j -l)(Ll -1) + 1 can be obtained by computing the inverse discrete Fourier Transform of
The MODWT filter is actually a rescaled version of the DWT filter hj,l, i.e. hj,l = hj,t!2 j �2. Filtering an infinite sequence {Yt; t E Z} using the filters {hj, t } yields the MODWT wavelet
The WV at dyadic scales Tj = 2 j -1 , are defined as the variances of { W j, t }, i.e. (2) Notice that the WV are assumed not to depend on time. The condition for this property to hold is that the time series at hand is either stationary or non-stationary but with stationary backward differences of order d satisfying d :s; L 1 /2. In addition, {hj,t} must be based on a Daubechies wavelet filter (see [17, 19] ). This is due to the fact that Daubechies wavelet filters of width Ll contain an embedded backward difference filter of order L 1 /2.
A consistent estimator for v; as defined in (2) is given by J the MODWT estimator defined in [20] (see also [21] 
hj,IY t-l, t E Tj and where Tj is 
These results were extended to the multivariate case in [3] who have demonstrated that under some regularity conditions the asymptotic distribution of i/2 is given by cross spectral densities with cross-covariances 'Y k l (T) cov( W f , t , Wl : t+T )· The estimation of !J� l is in general straightforward and [3] proposed the following estimator
A particular choice for the wavelet filter is given by the Haar wavelet filter which first
with length L 1 = 2. If the process is stationary with backward differences of order d > 1 other wavelet filters such as
Daubechies can be used [19] . Note that when WV is evaluated with Haar wavelet filters, it is actually equal to half the AV [4] .
B. The GMWM Estimator
Under the settings defined in section III-A the series { W j,d are stationary with PSD SW j(J) = IHj(JWSFe(J). This implies that the variance of wavelet coefficients' series is equal to the integral of its PSD [20] , i.e.
Therefore, there exist a mapping
Such a mapping defines the theoretical WV implied by the parametric model Fe. The connexion between the WV and () is exploited in [3] to define an estimator for () by trying in some sense to inverse (8) . This inverted map is used to compute the estimator {j = (}(,)2) where ,)2 is the estimated wv. Finding explicitly an inverse mapping is in general impossible since this mapping is in most cases implicit. However, it is possible to inverse the map in a specific point such as ,)2 by calibrating the value of () in order to match v2 ((}) with its empirical counterpart ,)2. Therefore, the GMWM estimator proposed by [3] is the solution of the following optimization problem
e Ee in which 0, a positive definite weighting matrix, is chosen in a suitable manner (see below) such that (9) leading then to V (j = D V ,) -. n practice, t e matnx D is computed at {j.
The analytical expressions of the WV v2 ((}) used in (9) us ing the Haar wavelet filter (6) can be computed for several well known models such as AR(P), sums of AR(p), ARMA(p,q) and others using the general results of [22] on the AV In addition, the analytical WV of sums of independent processes correspond to the sum of the WV of individual processes within the model. Indeed, when the process is made up of the sum of independent processes, i.e. yt = L k xi k ) , (7) can be expanded to
with S X(k) the PSD and V� , Tj its WV at scale Tj of xi k ) .
Therefore, when an analytical expression for v2((}) is avail able, the estimator defined in (9) can be seen as a Generalized Method of Moments (GMM) estimator (see [23] for details) based on the J x 1 moment conditions:
However, when analytical expressions for v2((}) are not avail able or too complicated to compute, one can resort to simula tions to approximate v2 ( ()). This places the GMWM estimator in the framework of indirect inference [24] [25] [26] . Indeed, v2((}) can be approximated by computing the WV, denoted v*2((}), of a simulated series {y; ((}), t = 1, ... , R· T} , R 2: 1 from Fe. Alternatively, we can compute R WV estimates ,);2 ((}) on simulated series {y; ( r ) ((}), t = 1, ... ,T} and obtain ,)*2 ((}) = * L� =l ,);2 ((}). As R increases, the quality of the approximation increases. When R -7 00, the approximation is perfect and ,)*2 ((}) can be used in (9) instead of ,)2 ((}).
The properties of such an estimator are described in [25] , but also rely on the conditions set in [3] . In particular, for R sufficiently large, V {j ;::: :; BV ,j, BT. A schematic illustration of the estimation algorithm is given in Figure 1 .
IV. SIMUL AT IONS
As the first step of the validation procedure of the GMWM estimator several simulations were performed. Composite stochastic processes {yt : t = 1, ... , N} associated with models Fe of increasing complexity were simulated at a sampling interval of D.t, which is assumed to have physically meaningful units (e.g. deg/s, /-Lg/s). The GMWM approach was applied to estimate () and these results were compared to alternative estimation methods (i.e. AV and EM based approaches).
Step 4 Calibration � Indirect inference H simulation for a given 0 Yl,· .. , Yh·T
Step 
EM EM' AV GW
In Fig. 2 , the GMWM estimates are compared to the estimates computed using the unconstrained EM algorithm and to what would be obtained by fitting lines (using OLS) to the linear regions of the log-log plot of AY. The latter correspond either to WN (slope is -1/2), RW (slope is 1/2) or RR (slope is 1). As noted by [1], the EM based approach is very sensitive to the initial values of (). When (}(O) is "far" from (}o this approach is likely to converge to a local minima. The EM and EM* columns correspond to the results obtained by the EM approach when started at Tab. VII). Therefore, we have (19) In practice, estimating the parameters of such a model is diffi cult, not to say impossible, using the classical AV identification technique and is therefore omitted from this comparison. The EM can fairly well estimate such a model but on the condition that w is removed by OLS adjustment prior to estimation. This makes the comparison possible yet unfair with respect to the GMWM algorithm that operates the orig inal signal without preprocessing. Nevertheless, the GMWM method was able to estimate correctly 0 without any prior manipulation, which is a clear advantage regarding inference on iJ. Moreover, the performance of the GMWM estimator is comparable to the EM approach (with prior drift removal) for -'-...
Performance comparison between the GMWM (GW), the EM algorithm with prior estimation of w by OLS (EM) and without (EM*) for 200 simulated signals issued from a sum of WN, GM and RR process. The true values of the parameters are marked by horizontal lines.
C. Sum of Three First-Order Gauss-Markov Processes
Three mixed GM processes are impossible to discriminate using the method of AV analysis. Also, the EM approach systematically diverges in such complex scenarios. Therefore, an attempt to retrieve the correct values of the individual model parameters is carried only with the GMWM estimation. The composite stochastic process we wish to estimate can be expressed as where � ( � M is a GM process as defined in Appendix C (see Tab. VII) ' with parameters {(3k, a3 M .k }' Thus, the goal of this simulation is to estimate the following parameter set: (Jo = {0.008, 2.5 · 10 -6,0.05, 4.5 . 10 -6,2.0, 29.50 . 1O -6} Fig. 4 depicts the values (j and reveals that the GMWM technique is able to retrieve correctly the parameters of such complex model. Again, the initial values of (J were all set to 1.0, and with exception of 2 runs out of 200, the GMWM estimator converged (i.e. the success of convergence without aiding was 99%). In these 2 cases, a grid search algorithm was employed to provide a "better" initial guess of (Jo to the GMWM and convergence occurred. Note also that the same simulation was repeated by setting all initial parameters to various values, and no significant difference was observed with respect to the results in Fig. 4 . RMSE and R-RMSE values are listed in Tab. IV.
It should be noted that the sum of three GM processes can be reparametrized as an ARMA(3,2) process (see e.g. [28, 29] ), so that one could in principle estimate the latter instead the former. However, when one of the GM process lies very near a unit root (as it is often the case with inertial sensors and in the simulation at hand), the estimation of the associated ARMA model is rarely possible. Moreover, even if the estimation of the ARMA model is possible, the results shall be inverted to GM-like representation since in many cases, and in particular in the simulation at hand, a sum of several GM models explains better the real underlying process (see [30, 31] ). Indeed, to recover the sum of GM process-parameters from an estimated ARMA process together with their standard errors, several conditions need to be satisfied:
• The roots of the processes must lie outside the unit circle.
• The Jacobian matrix of the transformation between the two parametrizations must be invertible in order to apply the delta method (see [32, 33] ).
Wi th the signals generated here, the estimated processes have roots that are near the unit circle. Moreover, the Jacobian ma trix of the transformation evaluated at the (j is not invertible. In that case at least, estimating an ARMA process and converting the estimated model and performing an inference to the sum of GM processes is infeasible.
V. EX PERIMENTS
Static data were collected during 4.5 hours at 100 Hz under constant temperature conditions from a XSens MTi-G MEMS based IMU. After mean removal, the signals at hand contain measurement errors namely driven by stochastic processes issued from an unknown Fe . First, classical calibration proce dure using AV will be performed on the X-axis gyroscope and the Z-axis accelerometer. Second, the GMWM estimator will be applied on the same signals using a more sophisticated model. Finally, the two resulting models will be used in an Extended Kalman Filter (EKF) that performs INS/GNSS integration and the quality of the obtained navigation solution will be evaluated with respect to the reference.
A. Modeling using Allan Variance
Classical stochatic calibration procedure consists in com puting the AV and estimating the process parameters by OLS on the linear parts of the AV curve. Fig. 5 shows the Allan deviation (i.e. the root AV) curves of both signals under study.
Three random processes were identified. First, a� N can be identified on the left part of the curve that slopes at T = 1 by -1/2. Second, a bias instability (BI) due to flicker noise in the measurements can be identified at the lowest point in the curve (see Appendix C for details). Flicker noise is often approximated using GM processes (or more generally AR processes) that overbound it [34] . In the case of the gyroscope signal only, the GM parameters were iteratively hand-tuned according to a� I and T81, while for the accelerometer, only a RW model was used. The RW parameter akw can be deduced from a slope of 1/2 on the right-part of AV plot. However, 
B. KF-(Self)-Tuning Approach
According to [35] , the parameters obtained by AV analysis are considered as an initial approximation which is further tuned manually within a KF by analyzing errors in inertial coasting (e.g. by invoking artificial outages of GNSS obser vations). The AV is therefore often used as starting point for further tuning, which is performed by analyzing position drift during GNSS outages. In this section, a KF-tuned of such type is considered. In fact, this model is derived from the research of [36] which used MTi-G IMUs for reconstructing trajectories of skiers. This model was typically tuned on datasets of short duration (i.e. a few minutes) using reference trajectories provided by integrating LlIL2 carrier-phase differential GNSS with a tactical-grade IMU. Moreover, this tuning was itera tively repeated for each new dataset. Both sensors are modeled using the same composite process which can be written as: C. Modeling using GWMM
The GMWM estimator was employed on both signals under the settings defined in Sec. III-B. The Haar Wa velet Deviation v resulting from the MODWT filtering (see (1) and (2)) and on the observed sensors outputs {yd are shown in Fig. 6 as black circles. The associated error bars are issued from the diagonal elements of V,, 2 which was computed using (5). We considered the following models to describe the sensors errors: and are the result of (9) .
Note that the results presented here are based on analytical expressions for V2(O) using Haar wavelet filters. In the case of a WN process we have that:
er WN , e = er� N T GM process can be re-parametrized as an autoregressive model of order 1, denoted AR(l). Indeed,
iid N( 2) yt = 1>yt -l + W, W rv O,er (21) where 1> = ej3t:,. t and er2 = er3 M ( 1-e2j3t:,. t ) is equivalent to a GM as defined in Appendix C. Using the analytic expression for v2 (0) defined for an AR( 1) we can deduce its counterpart for GM process which is given by:
where yt W Nand yt G M are defined according to Appendix , , 2 J T C, Tab 
D. Validation
cally tactical/navigation-grade IMUs, LUL2 carrier-phase differential GNSS positioning).
• The real static error signals acquired by the sensor under study (in our case the signals of the XSens MTi-G) are added to the synthetic inertial signals emulated along the reference trajectory.
• Artificial outages in GNSS position/velocity observations are added to the dataset which is subsequently pro cessed by a MEMS-IMU/GNSS integration implementing a closed-loop EKF. The in-house developed software enables flexible design in augmenting the error-states of the EKF by the sensor models under study.
• The quality of the model is judged by analyzing the actual navigation error as well as KF-predicted accuracy during inertial coasting mode. Fig. 7 shows an extract of a trajectory issued from a helicopter flight performing Airborne Laser Scanning. The laser data were georeferenced using a trajectory obtained by integrating observations from a tactical-grade IMU (Litton LN200) and a Javad Legacy LlIL2 GNSS receivers (rover and master station). This trajectory will serve as a reference (dotted black line) to which the navigation solutions computed with the three sensor models (i.e. AV, KF-tuned and GMWM) are compared. It can be seen that the GMWM-based model (black dashed line in Fig. 7 ) limits significantly the error growth during the GNSS-signal outage of 1 min duration as compared with the other two estimated models. Moreover, the effect of an incorrect error feedback (i.e. the closed-loop architecture) is revealed by the large positioning deviations for the other two estimated models. Beside the positioning error, the EKF estimated covariance matrix P needs to be evaluated for each model. Fig. 8 depicts the true navigation errors (full lines) during the GNSS outage period together with the predicted navigation precision, i.e. the root of the diagonal elements of P), estimated by the EKF (dashed lines) for the East, North and Vertical components, respectively. The estimated precision overbounds the true error for both, the self-tuned and the GMWM-based models on all three components. However, the estimated precision is clearly underestimated on the East component when using the AV-based model. This confirms the note in [35] that AV analysis often underestimates the real sensor errors.
Validating and comparing the quality of the estimated mod-A particular attention is given to the KF-tuned model which els in practice is a non-trivial task for several reasons. First, the revealed similar performances to the GMWM-based approach true Fe influencing the sensor-error behaviour is not known. during several tests. For example, Fig. 9 shows true errors Second, the parameter calibration was performed on signals (in planimetry and altimetry) from a trajectory acquired with acquired in static environment of a constant temperature. A a car, where reference data were provided by a navigation hypothesis that at least part of the error may vary with dynamic grade INS (lxsea) integrated with Javad Delta LIlL2/Glonass and/or changing environmental conditions is certainly realistic. GNSS receivers. Two GNSS outages were introduced: the This fact could make the comparison less relevant as the first (first column, duration of 50 sec.) after 6 min. and actual stochastic behaviour may be masked by unmodeled the second (second column, duration of 40 sec.) after 18 effects that were absent during the calibration phase. (Note: min. of operation. It can be seen that the GMWM-based extension for considering dynamically-dependent sensor errors model does not perform significantly better than the KF-tuned is discussed in Sec. VI). For these reasons, the following model during the first GNSS-outage period. However, in the validation procedure is used here:
second outage where dynamic is more complex the GMWM- designed for runs of short duration during which the correlated noise is not observed. Such model maybe relevant for some applications as those considered in [36] . However, if longer runs are considered, the effects of correlations cannot be neglected and the modeling by composite GM processes becomes appropriate and superior to simplified models.
VI. CONCLUSION AND PERS PE CTIVES
This paper proposes a new framework for stochastic cali bration of inertial sensors using the GMWM estimator. This method enables the estimation of complex error models for which the AV-based technique fails and the EM-algorithm does not converge. Indeed, the simulations presented in Sec. IV demonstrates that the GMWM approach revealed the capability of estimating composite stochastic models, such as sum of several GM processes, which was not the case for the classical estimation approaches.
The GMWM estimator was further applied for modeling error signals acquired with a real MEMS-based IMU in static environment and constant temperature. The estimated GMWM-based model, together with a second model based on AV-analysis, and a third KF-tuned model designed through experience in previous research, were then implemented in an EKF. The EKF was run on an emulated data where synthetic inertial observations along a real trajectory were corrupted by errors observed in static conditions. Since the main purpose was to validate the estimated model, this strategy prevented possible masking effect due to dynamically-dependent sensor errors that were not present in model establishment. The main conclusions from these experiments are that the GMWM es timator was able to model complex-composite models which, under the hypothesis that error structure does not depend § �------------------------------------, --- O"h w i.e , log (7) log (0"17 ( 7)) = log ( O"w N ) --2 -+ Er , 7 = 1, ... , k where 0-17 (7) is the square root of the MODWT AV estimator (see [15, 18] for details) and Er are errors assumed to be iid with expectation 0 and variance 0";. It is shown in Appendix B that the assumptions on the distribution of errors is not justified but let us assume for the moment that it is. An estimator for O" i:v N would then be
Serroukh et al. [20] have proven the consistency (in probabil ity) of the MODWT Wa velet Variance (WV) estimator which implies the same property for the MODWT AV estimator. Therefore, we can study the consistency of this estimator
If the variance of RW O"hw = 0, then 2 0" i:v N log (7) 0" 17 (7) = -7 -{o} log (0"17(7)) = log ( O"WN ) --2 -
and thus we have process, denoted as v'f, were determined. Then, the empirical covariance (and correlation) of v 2 were computed using
where iJ 2 is the sample mean. For large B , the matrix i;B is a fairly good approximation of � and corresponds to the (parametric) bootstrap estimator of cov (v 2 ). Fig. 10 shows the variances of v; (i.e. the diagonal of �) estimated using the asymptotic (see (5) which was derived in [3] ) and the bootstrap estimator (i.e. i;B ). The variance (i.e. 0-;) implied by the model 0";1 is also depicted. As expected, the bootstrap and asymptotic estimators are very close and therefore this demonstrates, at least in this example, the validity of (5).
In addition, these two estimates are very far from 0-; which illustrates the fact that standard regression approach used in the AV methodology is unsuitable in terms of efficiency. Fig. 11 presents the correlations estimated with the bootstrap and the asymptotic estimators which are also very close. However, we can note the WV are highly correlated between neighboring scales. This also confirms the inadequacy of the implicit model 0";1. The Section presents a small simulation study that aims to illustrate how "far" the matrix � is from 0";1 which assump tion is a common assumption in the standard AV methodology.
Indeed, B WN processes, say yi, t = 1, ... , 1000, i = 1, ... , B
with unit variance were generated, and the WV of each 
