Abstract: This paper presents an effective parameter-less graph based clustering technique (GCEPD). GCEPD produces highly coherent clusters in terms of various cluster validity measures. The technique finds highly coherent patterns containing genes with high biological relevance. Experiments with real life datasets establish that the method produces clusters that are significantly better than other similar algorithms in terms of various quality measures.
Introduction
In recent years, microarray technology has enabled the monitoring of expression levels of thousands of genes simultaneously, across different conditions and over different time points (Stekel, 2003) . Analysis of microarray data provides useful insight into characteristic functions of genes and regulatory life cycle mechanisms. The critical bottleneck is to derive knowledge from such large datasets and extract the patterns hidden in them. Cluster analysis of gene expression patterns aims at finding and grouping genes that manifest similar traits and serves as a fundamental step in addressing this challenge.
Clustering of gene expression data groups co-expressed and similar genes into the same cluster. Different gene expression data clustering techniques have been developed. These include K-means (Stekel, 2003) and Self Organizing Maps (SOMs) (Tamayo et al., 1999) . However, the specification of the number of clusters in advance is necessary in these approaches. QT (Quality Threshold) (Heyer et al., 1999) clustering begins by choosing a user-specified maximum diameter for clusters. The Self-Organizing Tree Algorithm (SOTA) (Herrero et al., 2005) combines the concepts of both hierarchical clustering and Self-Organizing Maps (SOM). Gene expression data often contain embedded and intersecting clusters the identification of which is very tough (Jiang et al., 2003) . The Density-Based Hierarchical clustering method (DHC) (Jiang et al., 2003) can identify embedded clusters in the dataset even in presence of outliers and can effectively visualize the internal structure of the data set. In , a density based method (DGC) is presented for clustering gene expression data using a twoobjective function. The method uses regulation information as well as a suitable dissimilarity measure to cluster genes into regions of higher density separated by sparser regions. In (Das et al., 2008) , the authors propose a frequent itemset nearest neighbor (FINN) based approach for clustering genes. FINN is also capable in obtaining the embedded clusters in the dataset. The GenClus algorithm presented in (Sarmah et al., 2010) , is a density based clustering approach which finds useful subgroups of highly coherent genes within a cluster and obtains a hierarchical structure of the dataset where the sub-clusters give the finer clustering of the dataset. An effective tree-based clustering technique (GeneClusTree) for finding clusters in gene expression data is presented in (Sarmah et al., 2011) . GeneClusTree finds all the clusters over subspaces using a tree-based density approach by scanning the whole database in minimum possible scans and is free from the restrictions of using a normal proximity measure.
Usually graph-based clustering algorithms do not need the number of clusters to be specified in advance, but requires some parameter to be provided by the user . CLuster Identification via Connectivity Kernels (CLICK) (Sharan et al., 2000) is appropriate for subspace and high dimensional data clustering. A novel algorithm for cluster analysis that is based on graph theoretic techniques is presented in (Hartuv et al., 2000) . Unlike other methods, it does not assume that the clusters are hierarchically structured and does not require prior knowledge on the number of clusters. The Cluster Affinity Search Techniques (CAST) by (Ben-Dor et al., 1999) relies on the concept of a clique graph and is a divisive approach. In CAST non-hierarchical clustering is obtained where cluster boundaries are determined without user intervention and the number of clusters is determined by the algorithm instead of being an input parameter. However, CAST uses a fixed initial threshold value to start clustering and the algorithm requires a final cleaning step to relocate the data points among the existing clusters. E-CAST (Bellaachia et al., 2002) is an enhanced version of CAST which uses a dynamic threshold. In (Das et al., 2009 ), a new graph based clustering method is presented to cluster the genes on the basis of a repulsion factor. In , a Minimum Spanning Tree (MST) is constructed from the graph representing the samples, by removing inconsistent edges from the graph, which are identified on the basis of the associated distances of the edges and a threshold determined by Fuzzy C-Means algorithm. Breitling et al. (2004) introduces a statistical method known as graph-based iterative group analysis (GIGA), to detect active subgraphs in the biological knowledge graph built by connecting genes sharing an annotation. (Wang et al., 2009) uses complex relationships of genes to perform gene-based clustering from the perspective of topological features. This approach involves demonstration of a gene regulatory network via a graph and showing the complex relationships of genes via extraction of topological features of the graph. A graphbased clustering method is presented in (Kim et al., 2009) , which uses linear programming to decompose a graph into disjoint r-regular graphs followed by its further refinement through optimization of the normalized cluster utility. In (Baya et al., 2011) , Penalized k-Nearest-Neighbor-Graph (PKNNG) based metric (a new tool for evaluating distances) has been used for clustering arbitrary manifolds as could be the case of some gene expression datasets. The PKNNG metric is based on a two-step method: first it constructs the k-Nearest-Neighbor-Graph of the dataset using a low k-value and then it adds edges with a highly penalized weight for connecting the sub-graphs produced by the first step.
Discussion
Most clustering algorithms are invariably dependent on input parameters like the number of clusters or certain threshold value(s). However, algorithms based on graph theory are able to detect clusters of various shapes and sizes, at least for the case in which they are well separated and are suitable for data that do not follow a Gaussian or spherical distribution . Also, such algorithms do not need any specification of the number of clusters apriori and are very suitable for clustering large datasets of high dimensions such as gene expression data. In this paper, we present a Graph based Clustering technique with Embedded Pattern Detection (GCEPD) that extracts highly coherent patterns in derived coarse clusters to keep the biological relevance of the genes intact. Our automated method can identify embedded patterns in the dataset and our algorithm does as well as other less automated methods in quality.
The Proposed Technique
The Graph based Clustering technique with Embedded Pattern Detection (GCE PD) works in two steps. In the first step, the gene expression data is clustered using a graph theoretic approach as in (Priyadarshini et al., 2010) and in the second step, the resulting clusters from the first step are checked for the presence of highly coherent embedded subclusters. These two steps are discussed in detail in the next subsections. GCEPD is formulated on the basis of the E-CAST (Enhanced Cluster Affinity Search Technique) (Bellaachia et al., 2002) algorithm. Following are some of the key concepts that have been used in GCEPD.
Definition 3.1: Affinity: The affinity of a gene g i to a cluster C i is defined as:
( 1) where S(g i , g k ) is the similarity between a pair of genes g i and g k and S is any similarity measure. Here, S was chosen as Pearsons Correlation Coefficient (Priyadarshini et al., 2010) .
Definition 3.2: Affinity Threshold: The affinity threshold T is an input parameter used to determine membership of node (gene) in a cluster. This is calculated dynamically as,
where,
and U is the set of unclustered genes and U is the set of all genes. In our experiments, α = 80% of (β), gave the best results. Definition 3.3: Connectivity Threshold: The connectivity threshold δ of a cluster C i is defined as: δ = T | C i |, where |C i | is the cardinality of C i .
Definition 3.4: High Connectivity Node: A high connectivity node g i is a node that will be added to a cluster if its affinity satisfies the following: a(g i ) ≥ δ.
Definition 3.5: Low Connectivity Node: A low connectivity node g i is a node that will be removed from a cluster if its affinity satisfies the following: a(g i ) < δ.
Definition 3.6: Cluster: A Cluster C consists of a subset of genes g k (k = 1, 2, · · · , c), where c is the number of genes in the subset such that a(g k ) ≥ δ.
The above definitions are used in describing step 1 of GCEPD where it detects clusters.
Step 2 uses the cluster results of step 1 and detects the embedded patterns in the clusters.
Step I: Cluster Detection
Step I of the GCEPD algorithm starts by making the affinity of all genes equal to zero. Then, a gene g i with the maximum similarity among all genes g x ∈ U is selected as the seed for the current cluster (C open ) under consideration and g i is added to C open . After the initial steps of choosing the seed and adding it to C open , the algorithm iteratively performs the addition steps followed by the removal steps. In the addition step, the genes having high affinity are selected in decreasing order of their affinity and added to C open one at a time, until the maximum affinity amongst the unclassified genes falls below the connectivity threshold (T ). Similarly, in the removal steps, the genes having low affinity are selected individually in increasing order of their affinity and removed from C until the minimum affinity amongst the genes in the cluster C is above the connectivity threshold (T ). The addition and removal steps are iterated until no more unclassified genes can be added or removed to the current cluster C open . The process then restarts with another unclassified gene having the maximum similarity w.r.t. all genes in g x ∈ U . The pseudo-code for the first step of the method, i.e., the clustering of gene expression data is provided in Fig. 1 and Fig. 2. 
Step II: Highly Coherent Embedded Pattern Identification
Gene expression datasets usually have embedded patterns within them (Jiang et al., 2003) . We therefore check for the existence of highly coherent patterns in a cluster that have been obtained in the first step of GCEPD. The second step of GCEPD focuses on detecting embedded patterns from the clusters obtained after the first step. We use a regulation matching approach to determine the match between two genes. Here, the regulation, i.e., up-or down-regulation in each of the conditions for a particular gene, plays a key role. Suppose, U is the set of all genes and S is the set of all conditions. Let g i ∈ U be the i th gene and j ∈ S be the j th Cluster Formation 
/ Update affinity of all nodes δ = T |C open | //update threshold δ and minimum affinity end while end while end while Figure 1 The algorithm for Step I of GCEPD.
calculate threshold() //executed before each new cluster Copen is created T = 0; count = 0; β = calculate beta() for all gi ∈ U and gj ∈ U such that gi = gj and S(gi, gj) ≥ β T = T + (S(gi, gj) − β) count + + T = (T /count) + β return T calculate beta() for all gi ∈ U and gj ∈ U total = total + S(gi, gj) β = total/ | U | 2 return β Figure 2 The algorithm for calculating threshold, T and β.
condition. Let the total number of genes be N and the total number of conditions be T . The expression value of gene g i at condition j is given by ξ i,j . The regulation pattern of each gene is obtained as follows:
Each gene will now have a regulation pattern (R i ) of 0, 1, and 2 across the conditions or time points. This regulation pattern is used to find the match between two genes g i and g j as follows.
Definition 3.7: Match: Let R i and R k be the regulation patterns of two genes g i and g k . The match (M ) between g i and g k is given by the number of agreements (No Agreements) (i.e., the number of condition-wise common regulation values) between the two regulation patterns i.e.,
Embedded pattern detection starts with a cluster C i , i = 1, 2, · · · , N c (where N c is the total number of clusters detected in step I), and finds a gene, g i ∈ C i , with the maximum affinity. The process then checks for all other genes in C i and finds the next maximum affinity gene with which g i satisfies the conditions in Definition 3.8.
Definition 3.8: Embedded patterns in a cluster: Two genes g i , g k ∈ EC i , where EC i is the set of embedded patterns of cluster C i , iff 1. a(g i ) ≥ δ and a(g k ) ≥ δ //Initially all genes are unclassified(0)
Repeat steps 2 to 15 for all cluster Ci(i = 1, · · · , Nc) while(Ci contains embedded patterns) Create an empty set of embedded patterns ECi Select a gene gi ∈ Ci such that gi.classif ied = 0 and a(gi) = max{a(g k )| g k ∈ Ci, k = 1 to |Ci|} ECi ← ECi ∪ gi and gi.classif ied = 1 Ci ← Ci − gi Select another gene gm ∈ Ci such that gm.classif ied = 0 and a(gm) = max{a(g k )|g k ∈ Ci and k = (1, · · · , |Ci|) − gi} while(M (gm, gi) ≥ 80% of T )
ECi ← ECi ∪ gm and gm.classif ied = 1 Ci ← Ci − gm Select another gene gm ∈ Ci such that gm.classif ied = 0 and a(gm) = max{a(g k )|g k ∈ Ci} end while if (|ECi| ≥ 2)
ECi forms the set of embedded patterns of Ci end while Figure 3 The algorithm for step II of GCEPD.
2. M (g i , g k ) ≥ 80% of T (matching factor), and
If the genes satisfy the conditions, they are grouped into an embedded cluster, say EC i . The process continues until no more genes can be added to EC i . The whole process then restarts by selecting the next maximum affinity gene in C i . When no more embedded clusters can be formed in C i , the process checks for the presence of embedded clusters in another cluster C j . The algorithm for step II is given in Fig. 3 . We note that the two steps are not completely independent of each other; rather the output of one step is the input to the next step. The first step proceeds by alternating between two steps, namely the addition step where a gene is added to a cluster and the removal step where a gene is removed from a cluster (Fig.  1) . During the formation of a cluster, the affinity value of every gene is updated whenever it is added as a member of a cluster or removed from a cluster. So after a cluster has been formed, every member gene of that cluster has an affinity value of its own. To detect coherent patterns (embedded patterns) in such a cluster formed in the first step, these affinity values of genes are used to choose the candidate genes for the identification of embedded patterns in the second step. The second step thus works on the output generated by the first step, avoiding the overhead for computating the affinity values during the second step. The second step therefore chooses coherent genes on the basis of their affinity values and forms the set of embedded patterns within a single cluster taking into account a matching factor (Definition 3.8) criterion. To assess the quality of our method, we need an objective external criterion as a quality measure. We have used four different quality measures in this paper, namely average homogeneity (Sharan et al., 2000) , separation (Sharan et al., 2000) , z-score (Gibbons et al., 2002) and p-value (Berriz et al., 2003) . Average homogeneity reflects the compactness of the clusters while separation reflects the overall distance between clusters. It should be noted that higher average homogeneity and lower average separation suggests an improvement in clustering. Note also, that even though homogeneity and separation are precisely defined, they have opposing objectives: The better the homogeneity the poorer the separation, and vice versa.
We have used Gibbons Cluster Judge tool (Gibbons et al., 2002) to calculate z-score, by investigating the relation between a clusters obtained in an experiment and the functional annotation of the genes in the cluster. The larger the z-score, the better is the clusters.
We have obtained p-value using the software FuncAssociate (Berriz et al., 2003) , which is a web-based tool that accepts as input a list of genes, and returns a list of GO attributes that are over-(or under-) represented among the genes in the input list. P-value represents the probability of observing the number of genes from a specific GO functional category within each cluster. A low p-value indicates that the genes belonging to the enriched functional categories are biologically significant in the corresponding clusters.
GCEPD was compared with several competitive algorithms on four real life datasets given in Table 1 . All datasets are first normalized to have mean 0 and standard deviation 1. No other normalization was performed on the datasets. Genes that have small variance over time were filtered out. We have used MeV (Howe et al., 2010) and EXPANDER (Sharan et al., 2003) to test the performance of the different clustering approaches on real life gene expression datasets. The Figure 4 Clusters obtained from Dataset 1 using GCEPD k-means algorithm was implemented in C in Linux environment as well as using EXPANDER. SOM and CLICK were also tested on EXPANDER in Windows environment. Apart from these algorithms, CAST, SOTA and QT clustering methods were tested on MeV in Linux environment. Since we could not obtain the source code for E-CAST, we have implemented it for comparison with our GCEPD. The performance of our method (Step I) has been compared with that of k-means, SOM, CLICK, CAST, E-CAST, QTClust and SOTA.
The clusters detected by GCEPD in Dataset 1 and in Dataset 2 are shown in Fig. 4 and Fig. 5 , respectively. The clusters obtained from Dataset 2 on executing ECAST is given in Fig. 4. Figures 7(a) , 7(b), 8(a) and 8(b) show the result of k-means, CAST, SOM and QT clustering, respectively, using Dataset 1. It can be seen visually that our method gave much more compact clusters in comparison with its counterparts. This fact is supported by the homogeneity and separation values in Table 2 . We can see from the table that only ECAST had better homogeneity values than GCEPD but, ECAST gave many singleton clusters. Figures 9 and 10 show the cluster results of GCEPD on Dataset 3 and Dataset 4, respectively. Fig. 11(b)-(f) show some of the embedded clusters detected by GCEPD from a cluster (Fig. 11(a) ) of Dataset1. Fig. 12 shows the embedded clusters detected by GCEPD on Dataset 4. To restrict the size of the article we have shown only two clusters from two different datasets and their corresponding embedded clusters. The figures show that the embedded patterns are the highly coherent patterns in the data. The homogeneity and separation values of Dataset 2 and Dataset 3, for various algorithms are given in Table 3 and Table 4 respectively.
We note here that most of the algorithms require an input parameter to be specified (number of clusters in k-means, threshold values in CLICK and CAST and so on) and this input parameter severely affects clustering as demonstrated by the variation in cluster validity measures with change of values for these parameters. On the other hand, the GCEPD method is completely parameter independent and yields comparable results. From the performance of the various clustering algorithms shown in Tables 2, 3 and 4, we infer that the method GCEPD (first step) yields quite satisfactory results. The E-CAST algorithm results in a slightly higher value of homogeneity than GCEPD. However, E-CAST gives a much higher number of clusters which also includes a number of singleton clusters. Obtaining a number of singleton clusters defeats the actual purpose of clustering. On the other hand, GCEPD ensures a better distribution of genes in the clusters with comparable value of homogeneity. In addition to that, GCEPD gives better values for separation between clusters than E-CAST as observed from Tables 2, 3 and 4 indicating that the clusters are well-separated (i.e., inter-cluster similarity is low). Another merit of GCEPD is that it is fully automated and also gives the embedded clusters with high coherency in the dataset. That the embedded patterns are highly coherent can be inferred from Table 5 , where we see that the embedded clusters have high homogeneity values. The clusters obtained in Dataset 1 were compared in terms of z-score measure (Gibbons et al., 2002) and the result is reported in Table 6 . We see that the z-score value of GCEPD is much better than other comparable algorithms. In order to give the biological relevance of our work we have used the FuncAssociate (Berriz et al., 2003) tool to find out the p-values. We report functional categories of only one cluster with p-value < E − 08 in order to restrict the size of the article. The enriched functional categories for cluster 1 obtained by GCEPD on Dataset 1 are listed in Table 7 . The functional enrichment of each GO category in each of the clusters is calculated by its p-value. The values shown in Table 7 indicate that the genes categorized in the corresponding clusters through this algorithm are biologically significant in the respective clusters due to their low p-values. The cluster C1 contains several enriched categories on 'DNA'.The highly enriched category in C1 is the 'DNA metabolic process' with a p-value of 1.34e-26. The GO categories 'DNA replication' and 'DNA repair' are also highly enriched in this cluster with p-values of 1.63e-25 and 1.23e-24 respectively. A comparison of pvalues of CAST, QT clustering and ECAST is given in Table 8 for cluster C1 of  Table 7 . We have reported the p-values < E − 08 and we see from the Table 8 that CAST and QT gave very less number of highly functionally related genes. ECAST gave almost similar result as that of GCEPD for that cluster. However, the GO category 'chromosomal part' has the lowest p-value (2.98E-27) in GCEPD while for ECAST it is 5.71E-26. Therefore GCEPD has the lowest p-value w.r.t. the GO categories.
Conclusions and Future work
This paper presents a graph based clustering algorithm that can detect embedded patterns in gene expression data without the use of any input parameters. The clustering is based on a connectivity threshold which is calculated dynamically during the clustering process. Moreover, the embedded pattern discovery process is also parameter independent and is based on a simple matching technique. The embedded patterns are the highly coherent patterns in the dataset which are biologically also very similar. Experimental results in terms of homogeneity, separation, z-score and p-values are reported to establish the superiority of the technique in comparison with other similar algorithms using several real-life datasets. As a future direction of our work, we plan to incorporate biological knowledge in the clustering step itself. 
