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ABSTRACT. We consider point sets in the m-dimensional affine space Fmq where each squared Euclidean
distance of two points is a square in Fq . It turns out that the situation in Fmq is rather similar to the one of
integral distances in Euclidean spaces. Therefore we expect the results over finite fields to be useful for the
Euclidean case.
We completely determine the automorphism group of these spaces which preserves integral distances.
For some small parameters m and q we determine the maximum cardinality I(m, q) of integral point sets
in Fmq . We provide upper bounds and lower bounds on I(m, q). If we map integral distances to edges in a
graph, we can define a graph Gm,q with vertex set Fmq . It turns out that Gm,q is strongly regular for some
cases.
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1. INTRODUCTION AND NOTATION
Integral point sets, i. e. point sets with pairwise integral distances in Euclidean space, have been consid-
ered since the time of the Pythagoreans, who studied rectangles with integral side lengths and integral
diagonal. Even nowadays there are a lot of unsolved problems concerning integral point sets [5, section
5.11]. E. g. it is not known whether a perfect cuboid, that is a box with integer edges, face diagonals, and
body diagonal, exists [8, Problem D18].
Applications originate from chemistry (molecules), physics (wave lengths), robotics, architecture, see
[9]. The concept of integral point sets can be generalized to commutative rings in order to study the
underlying structure suppressing number theoretical difficulties. Here, we consider point sets in m-
dimensional affine space Fmq where each squared Euclidean distance of two points is a square in Fq .
It turns out that the situation in Fmq is rather similar to the one in Euclidean spaces. Therefore we expect
the results over finite fields to be useful for the Euclidean case.
In this context we would like to remark the famous problem of P. Erdo˝s who asked for seven points in
the plane, no three on a line, no four on a circle with pairwise integral distances [8, Problem D20], [12].
Several conjectures and incorrect proofs circulated that such a point set cannot exist. In [14] the authors
find corresponding examples over F2q consisting of nine points which finally lead to the discovery of an
integral heptagon in the Euclidean plane in [15].
There has been done a lot of work on integral point sets in Euclidean spaces, see e. g. [9, 15, 16, 18, 19].
Some authors also consider other spaces, e. g. Banach spaces [7], integral point sets over rings [14], or
integral point sets over finite fields [1, 6, 11, 17]. In [17] one of the authors of this article determines the
automorphism group for dimension m = 2, and in [11] integral point sets over F2q , which are maximal
with respect to inclusion, were classified for q ≤ 47. For m = 2 and q ≡ 3 (mod 4) the graphs Gm,q
from Section 4 are isomorphic to Paley graphs of square order. So in some sense these graphs Gm,q
generalize Paley graphs. In [2] Blokhuis has determined the structure of cliques of maximal size in Paley
graphs of square order. Since, whenever two points in Fmq are at integral distance the whole line through
these points is an integral point set, integral point sets over Fmq correspond to point sets with few directions
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being contained in a given set. From this point of view methods from Re´dei’s seminal work [21] can be
applied to obtain results for point sets with few directions, see e. g. [3, 4, 22].
Here, after giving the basic facts on integral point sets over affine planes in Section 2, we completely
determine the automorphism group of Fmq with respect to integral distances in Theorem 3.2 and analyze
its operation on Fmq in Section 3. We introduce and analyze the graphs of integral distances Gm,q for
m ≥ 3, 2 - q in Section 4. They arise from 3-class association schemes. The determination of some of
their parameters let us conjecture that they are strongly regular for even dimensions m. In Section 5 we
consider the maximum cardinality I(m, q) of integral point sets over Fmq and provide some new exact
numbers for dimension m = 3. For general dimension m we state upper bounds and some constructions
yielding lower bounds. We finish with a conclusion and an outlook in Section 6.
We end this introduction with some notation we will keep throughout the paper. Let p be a prime and
let q = pr be a power. We write Fq for the field with q elements and F∗q := Fq\{0} for the units of Fq .
Our notation for the general linear group, i. e. the set of invertiblem bymmatrices over Fq , isGL(m, q).
By
O(m, q) :=
{
A ∈ GL(m, q) | ATA = AAT = E(m)
}
,
where E(m) is the m ×m identity matrix, we denote the orthogonal group in dimension m. We remark
that for even dimension 2n the orthogonal group comes in two types O+(2n, q) and O−(2n, q), and the
group we defined above is isomorphic to O+(2n, q) in this case. By AΓL(m, q) we denote the affine
general semilinear group over Fq and by
OZ(m, q) :=
{
A ∈ GL(m, q) | ATA = AAT ∈ F∗q · E(m)
}
,
we denote the smallest group containing O(m, q) and the center of GL(m, q), i. e. the diagonal matrices
with equal entries at the diagonal.
Originally integral point sets were defined in m-dimensional Euclidean spaces Em as sets of n points
with pairwise integral distances in the Euclidean metric, see e. g. [9, 15, 16, 18, 19] for an overview on
the most recent results. Here we consider integral point sets in the affine spaces Fmq . We equip those
spaces with a bilinear form
〈u, v〉 := uT v =
m∑
i=1
uivi
and a squared distance
d2(u, v) := 〈u− v, u− v〉 = (u− v)T (u− v) =
m∑
i=1
(ui − vi)2 ∈ Fq
for any two points u =
(
u1 . . . um
)T
, v =
(
v1 . . . vm
)T
in Fmq . We say that two points u, v ∈
Fmq are at integral distance if d2(u, v) is contained in the set q :=
{
α2 | α ∈ Fq
}
consisting of the
squares in Fq . As in the Euclidean space we define the cross product of two vectors u, v ∈ F3q by
u× v := ((u2v3 − u3v2) (−u1v3 + u3v1) (u1v2 − u2v1))T ∈ F3q.
The proofs of some of the common formulas for the cross product do not depend on any specific attributes
of the Euclidean space, so they still hold in F3q . Especially this is true for the formulas
〈u× v, u〉 = 〈u× v, v〉 = 0
and
〈u× v, u× v〉 = 〈u, u〉 · 〈v, v〉 − 〈u, v〉2
we will use later on. The notation
U⊥ := {v ∈ Fmq | 〈u, v〉 = 0 for all u ∈ U}
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for a subspace U ⊆ Fmq is also inspired by the notation for the Euclidean space. As a shorthand we use
u⊥ instead of {u}⊥ for a vector u ∈ Fmq .
We have the equation
〈Au,Av〉 = (Au)T (Av) = uTATAv = uT v = 〈u, v〉
for all u, v ∈ Fmq and all A ∈ O(m, q). If we have a matrix A ∈ GL(m, q) with 〈Au,Av〉 = 〈u, v〉 for
all u, v ∈ Fmq , then we have
uTATAv = (Au)T (Av) = 〈Au,Av〉 = 〈u, v〉 = uT v
for all u, v ∈ Fmq , i. e. ATA = E(m) and so A is an element of O(m, q).
2. INTEGRAL POINT SETS
A set P of points in Fmq is called an integral point set if all pairs of points are at integral distance, i. e.
if d2(u, v) ∈ q for all u, v ∈ P. As a shorthand we define ∆ : Fmq × Fmq → {0, 1},
(u, v) 7→
{
1 if u and v are at integral distance,
0 otherwise. .
By I(m, q) we denote the maximum cardinality of an integral point set in Fmq .
Lemma 2.1.
q ≤ I(m, q) ≤ qm.
Proof. For the lower bound we consider the line P =
{(
α 0 . . . 0
)T | α ∈ Fq}. 
Lemma 2.2. If 2 | q then we have I(m, q) = qm.
Proof. For two points u =
(
u1 . . . um
)T
, v =
(
v1 . . . vm
)T
in Fmq we have
d2(u, v) =
m∑
i=1
(ui − vi)2 =
(
m∑
i=1
ui + vi
)
︸ ︷︷ ︸
∈Fq
2
.

So in the remaining part of this article we consider only the cases where 2 - q.
The lower bound of Lemma 2.1 is attained in some cases, too, see e. g. [17] for a proof:
Theorem 2.3.
I(2, q) = q for 2 - q.
3. AUTOMORPHISMS PRESERVING INTEGRAL DISTANCES
The primary object of this section is to determine the automorphism group of Fmq with respect to ∆.
We first have to define what we consider as an automorphism.
Definition 3.1. An automorphism of Fmq with respect to ∆ is a bijective mapping ϕ ∈ AΓL(Fq ,m) with
∆ (u, v) = ∆ (ϕ(u), ϕ(v))
for all u, v ∈ Fmq . The group of automorphisms with respect to ∆ is denoted by Aut(m, q).
4 SASCHA KURZ AND HARALD MEYER
In other words this definition says that ϕ has to map affine subspaces, like points, lines, or hyperplanes,
to affine subspaces with equal dimension, and has to preserve the integral distance property. It is easy
to find the automorphisms with respect to ∆, see Lemma 3.8. The difficult part is to show that these are
all automorphisms for m ≥ 3. Here, the translations and Frobenius homomorphisms do not cause any
problems, so the most important part of the determination of the automorphism group is to determine the
linear automorphisms. The main theorem of this section is:
Theorem 3.2.
Aut(m, q) ∩GL(m, q) = OZ(m, q) for 2 - q and m ≥ 3.
The idea of the proof of this theorem is to do induction using the results for the case of dimension
m = 2 one of the authors achieved in [17]. But for the proof we need a lot of facts about squares in
and about the action of the automorphism group on Fmq . We will prove these facts step by step in several
lemmas. We start with some statements about roots in Fq and the set of solutions of quadratic equations
in Fq .
Definition 3.3. Let q ≡ 1 mod 4. By ωq we denote an element with ω2q = −1.
Lemma 3.4. For a finite field Fq with q = pr and p 6= 2 we have −1 ∈ q iff q ≡ 1 mod 4, ωq ∈ q
iff q ≡ 1 mod 8, and 2 ∈ q iff q ≡ ±1 mod 8.
Proof. The multiplicative group of the units F∗q is cyclic of order q − 1. Elements of order 4 are
exactly those elements α with α2 = −1. A similar argument holds for the fourth roots of −1. For
the last statement we have to generalize the second auxiliary theorem (Erga¨nzungssatz) of the quadratic
reciprocity law to Fq: If q = p is prime then the statement is true by the second auxiliary theorem. If 2
is a square in Fp then 2 is also a square in Fpr and from p ≡ ±1 mod 8 we get q = pr ≡ ±1 mod 8,
i. e. the statement is true in this case. If 2 is not a square in Fp then the polynomial x2 − 2 ∈ Fp[x]
is irreducible and 2 is a square in Fp[x]/
(
x2 − 2) ∼= Fp2 . Hence 2 is a square in Fpk iff 2 | k. As p
is an odd prime with p ≡ ±3 mod 8 we obtain p2 ≡ 1 mod 8 and also p2k ≡ 1 mod 8 as well as
p2k+1 ≡ ±3 in this case. 
Definition 3.5. A triple (α, β, γ) is called Pythagorean triple over Fq if α2 + β2 = γ2.
In the following it will be useful to have a parametric representation of the Pythagorean triples over
Fq .
Lemma 3.6. For 2 - q let γ ∈ Fq and let Hγ be the set of Pythagorean triples (α, β, γ) over Fq .
(a) If γ = 0 then
H0 =
{
{(τ,±τωq, 0) | τ ∈ Fq} if q ≡ 1 (mod 4),
{(0, 0, 0)} if q ≡ 3 (mod 4),
and
|H0| =
{
2q − 1 if q ≡ 1 (mod 4),
1 if q ≡ 3 (mod 4).
(b) If γ 6= 0 then
Hγ = {(±γ, 0, γ)} ∪ {(0,±γ, γ)} ∪
{(
τ2−1
τ2+1 · γ, 2ττ2+1 · γ, γ
)
| τ ∈ F∗q , τ2 6= ±1
}
and
|Hγ | =
{
q − 1 if q ≡ 1 (mod 4),
q + 1 if q ≡ 3 (mod 4).
(c) There are exactly q2 Pythagorean triples over Fq .
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Proof. Part (a) is easy to verify. For part (b) there are 4 solutions withαβ = 0, these are {(0,±γ, γ), (±γ, 0, γ)}.
For αβ 6= 0 we get:
α2 + β2 = γ2 ⇔ γ − α
β
· γ + α
β
= 1.
Setting τ := γ+αβ ∈ F∗q we obtain τ−1 = γ−αβ , hence
α
β
=
τ − τ−1
2
and
γ
β
=
τ + τ−1
2
.
Because of α 6= 0, γ 6= 0 we have τ 6= ±τ−1, i. e. τ2 /∈ {−1, 1}. It follows
α =
τ − τ−1
τ + τ−1
· γ and β = 2
τ + τ−1
· γ.
It is easily checked that for all admissible values of τ , the resulting triples (α, β, γ) are pairwise different
Pythagorean triples.
The expression for the number of solutions follows because −1 is a square in Fq exactly if q ≡ 1
(mod 4).
With part (a) and part (b) we get the number of Pythagorean triples over Fq as∑
γ∈Fq
|Hγ | = |H0|+ (q − 1) · |H1| = q2.
So also part (c) is shown. 
From this lemma we can deduce the following corollary.
Corollary 3.7. If Iγ :=
{
(α, β) | α2 + β2 = γ} then we have
|I0| =
{
2q − 1 if q ≡ 1 (mod 4),
1 if q ≡ 3 (mod 4),
and
|Iγ | =
{
q − 1 if q ≡ 1 (mod 4),
q + 1 if q ≡ 3 (mod 4)
for γ 6= 0.
Proof. For γ ∈ q (this includes γ = 0) the formulas were proven in Lemma 3.6. So let γ ∈ Fq be
a non-square. As the squares q\{0} form a subgroup of F∗q , the non-squares have the form γ · δ2 with
δ 6= 0. If α2 + β2 = γ then (αδ)2 + (βδ)2 = γδ2. Therefore the number of solutions (α, β) is the
same for all non-squares and we can determine the number of solutions by counting: There are q2 pairs
(α, β) ∈ Fq × Fq . As there are q−12 squares and non-squares in F∗q we obtain
q − 1
2
· |Iγ | = q2 − (2q − 1)− q − 1
2
· (q − 1) = 1
2
q2 − q + 1
2
=
1
2
(q − 1)2
for q ≡ 1 (mod 4) and
q − 1
2
· |Iγ | = q2 − 1− q − 1
2
· (q + 1) = 1
2
(q − 1)(q + 1)
for q ≡ 3 (mod 4), which yields our statement. 
Now we want to study the automorphism group of Fmq with respect to ∆. As already mentioned it is
easy to determine the automorphisms:
Lemma 3.8. Examples of automorphisms of Fmq with respect to ∆ are given by:
(1) ϕv(u) =
(
u1 + v1 . . . um + vm
)T
for v ∈ Fmq ,
(2) ϕ˜α(u) = α · u for α ∈ F∗q ,
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(3) ϕ˜A(u) = A · u for A ∈ O(m, q), and
(4) ϕ̂i(u) =
(
up
i
1 . . . u
pi
m
)T
for i ∈ {1, . . . , r − 1} and q = pr.
Proof. The first two cases are easy to check. For the third case we consider
d2(Au,Av) = 〈A(u− v), A(u− v)〉 = (u− v)TATA(u− v)
= (u− v)T (u− v) = 〈u− v, u− v〉 = d2(u, v)
and for the fourth case we have
d2 (ϕ̂i(0), ϕ̂i(u)) =
m∑
j=1
(
up
i
j
)2
=
m∑
j=1
(
u2j
)pi
=
 m∑
j=1
u2j
p
i
= d2(0, u)p
i
.

We would like to remark that the orders of the groups O(m, q), GL(m, q), and OZ(m, q) are as
follows:
(1) |GL(m, q)| =
m−1∏
i=0
(
qm − qi) for all m ∈ N.
(2) |O(2n+ 1, q)| = 2qn ·
n−1∏
i=0
(
q2n − q2i) for n ∈ N.
(3) |O(2n, q)| = 2 (qn − 1) ·
n−1∏
i=1
(
q2n − q2i) for n ∈ N and −1 ∈ q .
(4) |O(2n, q)| = 2 (qn + (−1)n+1) · n−1∏
i=1
(
q2n − q2i) for n ∈ N and −1 /∈ q .
(5) |OZ(m, q)| = q−12 · |O(m, q)| for all m ∈ N\{1}.
As the Frobenius homomorphisms and the translations are automorphisms with respect to ∆ it suffices
to determine the matrix group Aut(m, q)∩GL(m, q) of all matrices that are automorphisms with respect
to ∆ in order to determine the whole automorphism group. Due to Lemma 3.8 we have OZ(m, q) ≤
Aut(m, q) ∩GL(m, q). Thus for dimension m = 3 we have (q − 1)2q(q + 1) | |Aut(3, q) ∩GL(3, q)|.
We will prove later on that OZ(3, q) is already isomorphic to Aut(3, q) ∩GL(3, q).
Firstly we summarize our knowledge on Aut(m, q):
Theorem 3.9. We have
(1) Aut(m, q) = AΓL(m, q) for 2 | q,
(2) Aut(1, q) = AΓL(1, q),
(3) Aut(2, q) ∩GL(2, q) = OZ(2, q) for 2 - q, q /∈ {5, 9},
(4) Aut(2, 5) ∩GL(2, 5) > OZ(2, 5), |Aut(2,5)∩GL(2,5)||OZ(2,5)| = 2, and
(5) Aut(2, 9) ∩GL(2, 9) > OZ(2, 9), |Aut(2,9)∩GL(2,9)||OZ(2,9)| = 3.
Proof. (1) and (2) hold as for m = 1 or 2 | q all distances are integral. So in general we assume
dimension m ≥ 2 and odd characteristic 2 - q if not stated otherwise in the rest of this article. For the
proof of (3), (4), and (5) we refer to [17]. 
Next we prove some results on the orbits of Fmq under the groups O(m, q) and OZ(m, q). Therefore
we need:
Definition 3.10. By Pτ we denote the set
{
u ∈ Fmq \{0} | d2(0, u) = τ
}
, where the parameters q and m
are provided by the context.
Lemma 3.11. For every τ ∈ Fq the group O(2, q) acts transitively on Pτ .
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Proof. Firstly we consider τ 6= 0. Therefore let u = (u1 u2)T and v = (v1 v2)T be two
points in F2q with u21 + u22 = v21 + v22 = τ 6= 0. With α = u1v1+u2v2τ and β = u2v1−u1v2τ we have
α2 + β2 =
(u21+u
2
2)·(v21+v22)
τ2 = 1. Thus the matrix A =
(
α β
−β α
)
is an element of O(2, q) which maps
u to v.
Now we deal with the remaining case τ = 0. If −1 /∈ q then we have |P0| = 0. Thus we may
assume −1 ∈ q . For α, β ∈ Fq with α2 + β2 = 0 we have either α = β = 0 or α, β 6= 0. In the latter
case we have
(
α
β
)2
= −1, which has two solutions αβ = ωq and αβ = −ωq , where ωq is a square root
of −1. Thus we can write all elements of P0 as
(
ν ±νωq
)T
with ν ∈ F∗q . Now we apply all matrices
of the form B :=
(
γ δ
−δ γ
)
with γ2 + δ2 = 1 to the vector
(
1 ωq
)T
. By definition these matrices are
elements of O(2, q). If we parameterize γ and δ as in Lemma 3.6 we get B
(
1 ωq
)T
=
(
ν νωq
)T
,
where ν = τ−τ
−1
τ+τ−1 +
2
τ+τ−1 · ωq . By a small computation we check that
f : Fq\ {0, ωq,−ωq} → Fq\{−1, 0, 1}, τ 7→ τ − τ
−1
τ + τ−1
+
2
τ + τ−1
· ωq
is well defined and injective. Thus all points
(
ν νωq
)T
are in the same orbit as
(
1 ωq
)T
under the
action of O(2, q). As
(−1 0
0 1
)
∈ O(2, q), the points (ν −νωq)T are also contained in this orbit and
the proposed statement holds. 
Lemma 3.12. For each u ∈ F3q with u21 + u22 + u23 = 1 there exist v =
(
v1 v2 v3
)T
, w =(
w1 w2 w3
)T ∈ F3q fulfilling v21 + v22 + v23 = w21 + w22 + w23 = 1, such that 〈u, v〉 = 〈u,w〉 =
〈v, w〉 = 0.
Proof. The set u⊥ of vectors v˜ solving the linear equation 〈v˜, u〉 = 0 forms a 2-dimensional vector
space. Let v˜ ∈ u⊥ be an arbitrary element with v˜ 6= 0. Then v˜⊥ is also a 2-dimensional vector space and
certainly u ∈ v˜⊥. Thus we get v˜⊥ 6= u⊥. Therefore the orthogonal vector space u⊥ is non-degenerate
in the sense of [10, II.10.1]. By [10, II.10.2 b)] there is an orthogonal basis {vˆ, wˆ} of u⊥, i. e. we have
〈vˆ, wˆ〉 = 0 and 〈vˆ, vˆ〉, 〈wˆ, wˆ〉 6= 0. For α, β ∈ Fq we obtain
〈αvˆ + βwˆ, αvˆ + βwˆ〉 = α2〈vˆ, vˆ〉+ β2〈wˆ, wˆ〉.
As 〈vˆ, vˆ〉, 〈wˆ, wˆ〉 ∈ F∗q there exist α, β ∈ Fq such that
〈αvˆ + βwˆ, αvˆ + βwˆ〉 = 1
by [23, Lemma 11.1]. Therefore there is a vector v ∈ F3q such that 〈u, v〉 = 0 and 〈v, v〉 = 1. Now w can
easily be constructed: The cross product w := u× v is a vector with 〈u,w〉 = 〈v, w〉 = 0 and
〈w,w〉 = 〈u, u〉 · 〈v, v〉 − 〈u, v〉2 = 1.

From the previous lemma we can easily deduce:
Lemma 3.13. The group O(3, q) acts transitively on Pτ for all τ ∈ Fq .
Proof. For τ = 0 we refer to [23, Theorem 11.6]. Thus we may assume τ 6= 0. Firstly we consider
τ ∈ q . Let u˜ ∈ F3q such that 〈u˜, u˜〉 = ν2 = τ 6= 0. We put u := ν−1u˜. Then 〈u, u〉 = 1 and by
Lemma 3.12 there are v, w ∈ F3q such that A =
(
u v w
)
is an orthogonal matrix. Thus the vectors(
1 0 0
)T
and u are in the same orbit of O(3, q). Thus all u˜ with 〈u˜, u˜〉 = ν2 6= 0 and the vectors(±ν 0 0) are in the same orbit.
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Now we deal with the remaining cases τ /∈ q . Let u ∈ Pτ be an arbitrary vector. We show that there
exists an element A ∈ O(3, q) such that the third coordinate of Au is equal to zero. This reduces the
problem to the 2-dimensional case where we can apply Lemma 3.11, as we can extend a 2-dimensional
matrix A′ ∈ O(2, q) to a matrix A ∈ O(3, q) by adding a third row and a third column consisting of a
one in the diagonal and zeros elsewhere.
If u22+u
2
3 = ν
2 6= 0 then due to Lemma 3.11 there is an elementA′ ∈ O(2, q) which maps (u2 u3)T
to
(
ν 0
)T
. Thus we can extend A′ to a desired matrix A ∈ O(3, q) such that the third coordinate of Au
is equal to zero. Since u21 + u
2
2 + u
2
3 /∈ q we cannot have u2i + u2j = 0 for i 6= j. So we can assume
u2i + u
2
j /∈ q for i 6= j.
For the remaining cases we use another technique. We set
Pτ,µ :=
{
v ∈ F3q\{0} | v1 = µ, v21 + v22 + v23 = τ
}
.
By Lemma 3.11 all points of Pτ,µ are contained in the same orbit under O(3, q). From Corollary 3.7 we
deduce |Pτ,µ| = q − 1 for q ≡ 1 (mod 4) and |Pτ,µ| = q + 1 for q ≡ 3 (mod 4). Hence we have
|Pτ | =
∑
µ∈Fq
|Pτ,µ| = q · |Pτ,0| .
Now let us consider an arbitrary point v ∈ Pτ,µ and set λ = v21 + v22 . As v21 + v22 + v23 = τ /∈ q we have
λ 6= 0. Due to Lemma 3.11 all points w ∈ F3q with w21 +w22 = λ lie in the same orbit as v under O(3, q).
Due to Corollary 3.7 we have at least q + 1 solutions (u1, u2) of the equation u21 + u
2
2 = λ for q ≡ 3
(mod 4) and q+12 of the u1 are pairwise different. This means that every point in Pτ lies in an orbit with
at least q+12 · |Pτ,u1 | = (q+1)
2
2 >
|Pτ |
2 =
q(q+1)
2 points. Thus there can only be one orbit.
For q ≡ 1 (mod 4) we similarly conclude that every point in Pτ lies in an orbit with at least (q−1)
2
2
points. As |Pτ | = (q − 1)q and |Pτ,µ| = q − 1 for all µ ∈ Fq there can exist two orbits at most and
the length of every orbit has to be divisible by |Pτ,µ| = q − 1. If there exist exactly two orbits B1, B2
then we have w.l.o.g. |B1| = q−12 · (q − 1) and |B2| = q+12 · (q − 1). Due to |B1|
∣∣∣ |O(3, q)| we have
(q−1)2 | 4 ·(q−1)q(q+1). Using gcd(q−1, q) = 1 we conclude q−1 | 4(q+1). Thus we have q−1 | 8,
which is equivalent to q ∈ {3, 5, 9}. As 3 6≡ 1 (mod 4) we only have to consider the cases q = 9 and
q = 5. In F9 ' F3[x]/(x2 + 1) we have 9 = {0, 1, 2, x, 2x}. As we have either vi = 0 for some i or
|{v1, v2, v3} ∩ {1, 2}| ≥ 2 or |{v1, v2, v3} ∩ {x, 2x}| ≥ 2 there exist i, j with v2i + v2j ∈ 9 in this case
and we can apply our reduction to the 2-dimensional case.
For q = 5, τ = 2 we have
B1 =
{(
v1 v2 v3
)T | v1, v2, v3 ∈ {2, 3}} ,
B2 =
{(
0 v1 v2
)T
,
(
v1 0 v2
)T
,
(
v1 v2 0
)T | v1, v2 ∈ {1, 4}} ,
and for q = 5, τ = 3 we have
B1 =
{(
v1 v2 v3
)T | v1, v2, v3 ∈ {1, 4}} ,
B2 =
{(
0 v1 v2
)T
,
(
v1 0 v2
)T
,
(
v1 v2 0
)T | v1, v2 ∈ {2, 3}} .
By considering the matrix B =
1 2 42 1 4
1 1 3
 in O(3, 5) we conclude that in both cases B1 and B2 are
contained in the same orbit. 
Lemma 3.14. For dimension m ≥ 4 and u ∈ Fmq there exists an element A ∈ O(m, q) such that the
m-th coordinate of Au is equal to zero.
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Proof. If one of the ui is equal to zero then there obviously exists such a matrix A. So we assume
ui 6= 0 for 1 ≤ i ≤ m.
If u2h + u
2
i + u
2
j = 0 for all pairwise different 1 ≤ h, i, j ≤ m then we would have u = 0 or 3 | q:
As m ≥ 4, there is at least one further index k. If we replace uh by uk then u2k + u2i + u2j = 0 and
u2h + u
2
i + u
2
j = 0 results in u
2
h = u
2
k. Replacing ui and uj by uk leads to u
2
h = u
2
i = u
2
j = u
2
k, so we
obtain 3u2i = 0 and thus u = 0 if 3 - q.
For 3 | q the same computation leads to ui = ±uj for all i, j. W.l.o.g. let u1 = 1. Then we have
u2i + u
2
j = 2 for all i, j > 1. By Lemma 3.11 the group O(2, q) acts transitively on P2. As we can extend
2-dimensional orthogonal matrices by ones in the diagonal we can assume ui = 1 for 1 ≤ i ≤ m. As the
matrix
A′ =

1 1 1 1
1 1 2 2
1 2 1 2
1 2 2 1
 ∈ O(4, q)
maps
(
1 1 1 1
)T
to
(
1 0 0 0
)T
, we can extend A′ to a matrix A in O(m, q) such that Au has
a zero at coordinate m.
So we may assume 0 6= u2m−2 +u2m−1 +u2m =: µ. As there exist α, β ∈ Fq with α2 +β2 = µ 6= 0 by
[23, Lemma 11.1] we can apply Lemma 3.13 to deduce that there exists an element A′ ∈ O(3, q) which
maps
(
um−2 um−1 um
)T
onto
(
α β 0
)T
. Clearly we can extend A′ to obtain the desired matrix
A ∈ O(m, q) mapping v onto a point with m-th coordinate being equal to zero. 
Theorem 3.15. For dimension m ≥ 2 the group O(m, q) acts transitively on Pτ for all τ ∈ Fq .
Proof. We prove the theorem by induction and use Lemma 3.11 and Lemma 3.13 as induction basis.
Now let u, v ∈ Pτ be arbitrary. Due to Lemma 3.14 there exist A,B ∈ O(m, k) such that the m-th
coordinate of u˜ = Au and the m-th coordinate of v˜ = Bv are both equal to zero. Deleting the last
coordinate from u˜ and v˜ yields two vectors uˆ and vˆ in Pτ , respectively. Due to our induction hypothesis
there exists an element C ′ ∈ O(m − 1, q) with C ′uˆ = vˆ. Clearly we can extend C ′ to a matrix C ∈
O(m, q) with Cu˜ = v˜. With D = B−1CA we have D ∈ O(m, q) and Du = v. 
Definition 3.16. We set
P+ :=
⋃
τ∈q\{0}
Pτ and P− :=
⋃
τ /∈q
Pτ .
Lemma 3.17. For 2 - q and m ≥ 2 the orbits of Fmq under the group OZ(m, q) are P+, P0, and P−.
Proof. From the previous lemmas we know that O(m, q) acts transitively on Pτ for 2 - q, m ≥ 2, and
τ ∈ Fq . Thus OZ(m, q) acts transitively on P+, P0, and P−. (For A ∈ O(m, q) and α ∈ F∗q we have
B := α ·A ∈ OZ(m, q) and 〈Bu,Bu〉 = α2〈u, u〉 for all u ∈ Fmq .) 
Lemma 3.18. Let u, v ∈ F3q with u, v 6= 0. If 〈u, u〉 = 〈u, v〉 = 0 and Fq · u 6= Fq · v then we have
〈v, v〉 ∈ q if q ≡ 1 (mod 4) and 〈v, v〉 /∈ q if q ≡ 3 (mod 4).
Proof. If the ui are non-zero we can assume w.l.o.g. that u3 = 1. From 〈u, v〉 = 0 we conclude
v3 = −v1u1 − v2u2. Using u21 + u22 + 1 = 0 this results in
〈v, v〉 = v21 + v22 + v21u21 + v22u22 + 2v1v2u1u2
= −u22v21 − u21v22 + 2v1v2u1u2
= −(u2v1 − u1v2)2.
As −1 /∈ q iff q ≡ 3 (mod 4) by Lemma 3.4 we have
〈v, v〉 /∈ q\{0} for q ≡ 3 (mod 4) and
〈v, v〉 ∈ q for q ≡ 1 (mod 4)
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in this case.
Let us assume q ≡ 3 (mod 4) and 〈v, v〉 = 0 for a moment. As −1 /∈ q we have u1, u2 6= 0 using
u21+u
2
2+1 = 0. Thus we have v1 = v2
u1
u2
. Inserting it yields v =
(
v2
u1
u2
v2
(
−v2 u1u2 · u1 − v2u2
))T
=
v2
u2
· u. As u, v 6= 0 we would have Fq · v = Fq · u. Thus we even have 〈v, v〉 /∈ q for q ≡ 3 (mod 4).
In the remaining case we assume w.l.o.g. u3 = 0. As u21 +u
2
2 = 0 we have−1 ∈ q , q ≡ 1 (mod 4),
and u1, u2 6= 0. We can further assume w.l.o.g. u1 = 1 and u2 = ωq , where ω2q = −1. With this
〈u, v〉 = 0 is equivalent to v2 = ωqv1. Thus we have 〈v, v〉 = v23 ∈ q . 
Lemma 3.19. For 2 - q and m ≥ 3 the orbits of Fmq under the group Aut(m, q)∩GL(m, q) are P+, P0,
and P−.
Proof. As OZ(m, q) ≤ Aut(m, q)∩GL(m, q) and due to Lemma 3.17 it may only happen that some
elements of P+, P0, and P− are contained in the same orbit. Due to Definition 3.1 P− forms its own
orbit. Thus only P+ and P0 may be contained in the same orbit. Now we show that this is not the case.
In Section 4 we introduce the graph Gm,q of integral distances corresponding to Fmq and its integral
distances. Due to Lemma 4.5 for dimension m = 3 and 2 - q the graph G3,q is not strongly regular. Thus
P+ and P0 are disjoint orbits.
For m ≥ 4 let us assume that there exists an element u in Fmq with 〈u, u〉 = 0 and there exists a matrix
A in Aut(m, q) ∩ GL(m, q) with 〈A−1u,A−1u〉 ∈ q\{0}. W.l.o.g. we assume A−1u = e(1), where
e(i) is a vector in Fmq consisting of zeros and a single one at coordinate i, this is the i-th unit vector. So we
have Ae(1) = u and we set w(i) := Ae(i) ∈ Fmq , µi := 〈u,w(i)〉 for 2 ≤ i ≤ 4. Now we show that there
exists a vector v ∈ Fmq with 〈e(1), v〉 = 0, 〈v, v〉 6= 0, and 〈Ae(1), Av〉 = 0. If there exists 2 ≤ i ≤ 4 with
µi = 0 then we may choose v = e(i). Otherwise we have µ2, µ3, µ4 6= 0. We remark that
(
µi
µj
)2
= −1
is equivalent to
(
µj
µi
)2
= −1 for all 2 ≤ i, j ≤ 4. Due to
(
µ1
µ2
)2
·
(
µ2
µ3
)2
·
(
µ3
µ1
)2
= 1 6= −1 there exist
i and j with i 6= j,
(
µi
µj
)2
6= −1. We set v := −µje(i) + µie(j) which yields
〈e(1), v〉 = 0,
〈v, v〉 = µ2i + µ2j 6= 0, and
〈Ae(1), Av〉 = 〈u,−µjw(i) + µiw(j)〉 = −µj〈u,w(i)〉+ µi〈u,w(j)〉 = 0.
Let χ be the characteristic function of q , this is χ(α) = 1 for α ∈ q and χ(α) = 0 for α /∈ q . We
set τ := 〈v, v〉 6= 0 and ν := 〈Av,Av〉. For all λ1, λ2 ∈ Fq we have
d2
(
0, λ1e
(1) + λ2v
)
= 〈λ1e(1) + λ2v, λ1e(1) + λ2v〉 = λ21 + τ · λ22 and
d2
(
0, A(λ1e
(1) + λ2v)
)
= 〈λ1u+ λ2Av, λ1u+ λ2Av〉 = ν · λ22.
As A ∈ Aut(m, q) ∩ GL(m, q) we have χ (λ21 + τ · λ22) = χ (ν · λ22) for all λ1, λ2 in Fq . Inserting
λ2 = 1 yields χ(ν) = χ(λ21 + τ) for all λ1 ∈ Fq . Due to
∣∣∣ {λ21 + τ | λ1 ∈ Fq} ∣∣∣ = q+12 we conclude
χ(ν) = χ
(
λ21 + τ
)
= 1. W.l.o.g. we may assume τ = 1 ∈ q\{0}. Thus for q = pr and α ∈ q we
have
ν = χ(α) = χ(α+ 1) = χ((α+ 1) + 1) = χ((α+ 2) + 1) = · · · = χ((α+ p− 2) + 1).
We conclude p
∣∣∣ |q| = q+12 = pr+12 , which is a contradiction. 
Lemma 3.20.
Aut(3, q) ∩GL(3, q) = OZ(3, q) for 2 - q.
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Proof. Let A ∈ Aut(3, q)∩GL(3, q) be an automorphism. The idea of the proof is to use the fact that
A takes every vector v of integral norm 〈v, v〉 6= 0 to another vector of integral norm 6= 0 with the aim to
construct an automorphism in Aut(2, q). Using the classification of the 2-dimensional automorphisms in
Theorem 3.9, see also [17], we conclude A ∈ OZ(3, q).
Obviously, A is uniquely defined by its images of e(1) =
(
1 0 0
)T
, e(2) =
(
0 1 0
)T
, and
e(3) =
(
0 0 1
)T
. Due to Lemma 3.17 and Lemma 3.19 we can assume A · e(1) = e(1). We set
A · e(2) =: (α β γ)T , where we have
α2 + β2 + γ2 = ν2 ∈ q\{0}
due to Lemma 3.19. Let χ : Fq → {0, 1}, where χ(τ) = 1 iff τ ∈ q , be the characteristic function of
q . By applying A on
(
λ µ 0
)T
we obtain
χ
(
λ2 + µ2
)
= χ
(
λ2 + 2αλµ+ ν2µ2
)
for all λ, µ ∈ Fq. (1)
Inserting λ = −2α, µ = 1 yields χ (4α2 + 1) = χ (ν2) = 1. Now we prove χ (α2 + 1) = 1. Putting
λ = 2τα, µ = 1 for an arbitrary τ ∈ Fq in Equation (1) we obtain
χ
(
4τ2α2 + 1
)
= χ
(
(4τ2 + 4τ)α2 + ν2
)
.
Inserting λ = −2(τ + 1)α, µ = 1 yields
χ
(
4(τ + 1)2α2 + 1
)
= χ
(
(4τ2 + 4τ)α2 + ν2
)
,
hence we get
χ
(
(2τ)2α2 + 1
)
= χ
(
(2τ + 2)2α2 + 1
)
for all τ ∈ Fq . For τ = 1 we have χ
(
4α2 + 1
)
= 1, therefore we obtain χ
(
(2τ)2α2 + 1
)
= 1 for all
τ ∈ Fp (but not necessarily for all τ ∈ Fq). As we have p 6= 2, we can take τ = 2−1 ∈ Fp and get
χ
(
α2 + 1
)
= 1.
If we insert λ = −α, µ = 1 in Equation (1) we obtain
1 = χ
(
α2 + 1
)
= χ
(
λ2 + µ2
)
= χ
(
λ2 + 2αλµ+ ν2µ2
)
= χ
(
ν2 − α2) .
Thus a pi ∈ Fq with α2 + pi2 = ν2 exists. Let us consider the matrix B =
(
1 α
0 pi
)
. As we have
χ
(
λ2 + µ2
)
= χ
(
λ2 + 2αλµ+ (α2 + pi2)λ2
)
for all λ, µ ∈ Fq the matrix B is an automorphism for F2q
with respect to ∆.
For q 6= {5, 9} we can apply Theorem 3.9.(3) and conclude α = 0, β2 + γ2 = pi2 = ν2 = 1. Now we
set A · e(3) =: (α˜ β˜ γ˜)T and similarly conclude α˜ = 0, β˜2 + γ˜2 = 1. Therefore A has the form
A =
1 0 00 b β˜
0 c γ˜
 =:
 1 0 00
0 A
′
 .
By applying A to all vectors
(
0 µ κ
)
for µ, κ ∈ Fq we see that A′ is an element of Aut(2, q) ∩
GL(2, q). Due to Theorem 3.9.(3) the matrix A′ is orthogonal and we conclude A ∈ O(3, q).
We deal with the missing cases q ∈ {5, 9} using the classification of the 2-dimensional automorphism
group Aut(2, q) as follows. Either we use the precise classification in [17] or we use an exhaustive
enumeration of the elements in GL(2, q) to conclude α = 0, β2 + γ2 = pi2 = ν2 = 1 for q = 5 and
α = 0, β2 + γ2 = pi2 = ν2 ∈ {±1} for q = 9. Now we set A · e(3) =: (α˜ β˜ γ˜)T and similarly
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conclude α˜ = 0, β˜2 + γ˜2 = 1 for q = 5 and β˜2 + γ˜2 ∈ {±1} for q = 9. Therefore A has the form
A =
1 0 00 b β˜
0 c γ˜
 =:
 1 0 00
0
A′
 .
Additionally we have 〈Ae(2), Ae(3)〉 = 0 in both cases, where we refer to [17] or an exhaustive enumer-
ation. Next we exclude the case β2 + γ2 = −1 for q = 9. We use F9 ' F3[x]/(x2 + 1) and assume the
contrary β2 + γ2 = −1. As A is an automorphism of F39 with respect to ∆ we have
χ
(
λ2 + µ2 + κ2
)
= χ
(
λ2 +
(
βµ+ β˜κ
)2
+ (γµ+ γ˜κ)
2
)
= χ
(
λ2 +
(
β2 + γ2
)
µ2 +
(
β˜2 + γ˜2
)
κ2
)
for all λ, µ, κ ∈ F9. Inserting λ = 1, µ = 1, and κ = x+ 2 yields
χ
(
λ2 + µ2 + κ2
)
= χ
(
2 + x2 + 4x+ 4
)
= χ (x+ 2) = 0
and
χ
(
λ2 +
(
β2 + γ2
)
µ2 +
(
β˜2 + γ˜2
)
κ2
)
= χ
((
β˜2 + γ˜2
)
κ2
)
= 1,
a contradiction. Thus due to symmetry we have β2 + γ2 = β˜2 + γ˜2 = 1 and A ∈ O(3, q) in both cases.

Proof of Theorem 3.2. We prove the theorem by induction on the dimension m. For the induc-
tion basis we refer to Lemma 3.20. Now let m ≥ 4 and A ∈ Aut(m, q) ∩ GL(m, q) be an au-
tomorphism. Due to Lemma 3.17 and Lemma 3.19 we can assume A · e(1) = e(1), where e(i) =(
0 . . . 0 1︸︷︷︸
i-th position
0 . . . 0
)T
again denotes the i-th unit vector. For 2 ≤ i ≤ m we set
A · e(i) =: (v1,i . . . vm,i)T , where we have
m∑
j=1
v2j,i = ν
2
i ∈ q\{0}.
Using a similar calculation as in the proof of Lemma 3.20 we obtain v1,i = 0 and
m∑
j=1
v2j,i = 1 for all
2 ≤ i ≤ m. Therefore A has the form
A =

1 0 0 . . .
0 v1,2 v1,3 . . .
0 v2,2 v2,3 . . .
...
...
...
. . .
 =:
 1 0 . . .0
... A
′
 .
AsA is an automorphism of Fmq with respect to ∆ the matrixA′ is an automorphism of Fm−1q with respect
to ∆. Due to
m∑
j=1
v2j,i = 1 for all 2 ≤ i ≤ m and the induction hypothesis we have A′ ∈ O(m − 1, q).
Thus we have A ∈ O(m, q). 
4. GRAPH OF INTEGRAL DISTANCES
It turns out that it is useful to model integral point sets as cliques of certain graphs. For a given prime
power q = pr and a given dimension m we define a graphGm,q with vertex set Fmq , where two vertices u
and v are adjacent if d2(u, v) ∈ q . In this section we want to study the properties ofGm,q . A motivation
for this study is that the graph G2,q for dimension m = 2 is a strongly regular graph. A graph is strongly
regular, if there exist positive integers k, λ, and µ such that every vertex has k neighbors, every adjacent
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pair of vertices has λ common neighbors, and every nonadjacent pair has µ common neighbors, see e. g.
[24]. If we denote the number of vertices by v, our graph G2,q has the parameters (v, k, λ, µ) =(
q2,
(q − 1)(q + 3)
2
,
(q + 1)(q + 3)
4
− 3, (q + 1)(q + 3)
4
)
for q ≡ 1 (mod 4)
and the parameters
(v, k, λ, µ) =
(
q2,
q2 − 1
2
,
q2 − 1
4
− 1, q
2 − 1
4
)
for q ≡ 3 (mod 4).
See e. g. [11] for this fact, which is easy to prove.
For 2 | q or m = 1 the graph of integral distances Gm,q is equivalent to a complete graph on qm
vertices. Thus we assume 2 - q and m ≥ 3 in the following.
As the translations of Fmq are automorphisms with respect to ∆ acting transitively on the points we
know that Gm,q is a regular graph, which means that every vertex u has an equal number of neighbors,
called the degree of u. Thus we can speak of a degree of Gm,q .
Lemma 4.1. The degree of G3,q is given by
D(3, q) =
{
(q − 1) · (q+2)(q+1)2 if q ≡ 1 (mod 4),
(q − 1) · q2+q+22 if q ≡ 3 (mod 4).Proof. It suffices to determine the number of vectors
(
α β γ
)T 6= 0 fulfilling α2 + β2 + γ2 ∈ q .
So let α2 + β2 + γ2 = ν2. If ν = 0 then we have α2 + β2 = −γ2. Using Corollary 3.7 we obtain q2 − 1
solutions in this case. For ν 6= 0 we have q−12 possible values for ν2. Using Corollary 3.7 we obtain
the number of solutions (α, β) of the equation α2 + β2 = ν2 − γ2 for all possible values of γ and ν.
Summing up everything yields the stated formula. 
To determine the degree D(m, q) of the graph of integral distances Gm,q in arbitrary dimension we
define the three functions
S(m, q) :=
∣∣∣∣∣
{
u ∈ Fmq
∣∣∣ m∑
i=1
u2i ∈ q\{0}
}∣∣∣∣∣ ,
Z(m, q) :=
∣∣∣∣∣
{
u ∈ Fmq
∣∣∣ m∑
i=1
u2i = 0
}∣∣∣∣∣ , and
N (m, q) :=
∣∣∣∣∣
{
u ∈ Fmq
∣∣∣ m∑
i=1
u2i /∈ q
}∣∣∣∣∣ .
We would like to remark that S(m, q) = |P+| andN (m, q) = |P−|, where P+ and P− denote the sets of
Definition 3.16. The first few functions are given by
S(1, q) = q − 1,
Z(1, q) = 1,
N (1, q) = 0,
S(2, q) =

(q−1)2
2 if q ≡ 1 (mod 4),
q2−1
2 if q ≡ 3 (mod 4),
Z(2, q) =
{
2q − 1 if q ≡ 1 (mod 4),
1 if q ≡ 3 (mod 4), and
N (2, q) =

(q−1)2
2 if q ≡ 1 (mod 4),
q2−1
2 if q ≡ 3 (mod 4),
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see Corollary 3.7. To determine these functions recursively we can use:
Lemma 4.2. Let I0 and I1 be the sets defined in Corollary 3.7. Then for dimension m ≥ 3 we have
Z(m, q) = Z(m− 2, q) · |I0|+
(
qm−2 −Z(m− 2, q)
)
· |I1| ,
S(m, q) = q − 1
2
·
(
N (m− 2, q) + Z(m− 2, q)
)
· |I1|+ q − 3
2
· S(m− 2, q) · |I1|
+S(m− 2, q) · |I0| ,
N (m, q) = qm − S(m, q)−Z(m, q), and
D(m, q) = S(m, q) + Z(m, q)− 1.
Proof. We rewrite the equation
m∑
i=1
u2i = τ as u
2
1 + u
2
2 = τ −
m∑
i=3
u2i and apply Corollary 3.7. 
Theorem 4.3. Let m ≥ 1 be arbitrary. For q ≡ 1 (mod 4) we have
Z(m, q) =
{
qm−1 for m odd,
qm−1 + q
m
2 − qm−22 for m even,
S(m, q) =

1
2
(
qm − qm−1 + qm+12 − qm−12
)
for m odd,
1
2
(
qm − qm−1 − qm2 + qm−22
)
for m even,
N (m, q) =

1
2
(
qm − qm−1 − qm+12 + qm−12
)
for m odd,
1
2
(
qm − qm−1 − qm2 + qm−22
)
for m even,
D(m, q) =

1
2
(
qm + qm−1 + q
m+1
2 − qm−12
)
− 1 for m odd,
1
2
(
qm + qm−1 + q
m
2 − qm−22
)
− 1 for m even.
For q ≡ 3 (mod 4) we have
Z(m, q) =
{
qm−1 for m odd,
qm−1 + (−q)m2 + (−q)m−22 for m even,
S(m, q) =

1
2
(
qm − qm−1 − (−q)m+12 − (−q)m−12
)
for m odd,
1
2
(
qm − qm−1 − (−q)m2 − (−q)m−22
)
for m even,
N (m, q) =

1
2
(
qm − qm−1 + (−q)m+12 + (−q)m−12
)
for m odd,
1
2
(
qm − qm−1 − (−q)m2 − (−q)m−22
)
for m even,
D(m, q) =

1
2
(
qm + qm−1 − (−q)m+12 − (−q)m−12
)
− 1 for m odd,
1
2
(
qm + qm−1 + (−q)m2 + (−q)m−22
)
− 1 for m even.
Proof. Induction on m using Lemma 4.2. 
With strongly regular graphs in mind we consider the number of common neighbors.
Theorem 4.4. If A(m, q) denotes the number of common neighbors of 0 and e(1) = (1 0 . . . 0)T
in Fmq \{0, e(1)}, then for m ≥ 1 we have
A(m, q) =

qm−2·(q+1)2+(−1)
(m−1)(q−1)
4 ·qm−32 ·(3q2−2q−1)
4 − 2 for m odd,
qm−2·(q+1)2+2·(−1)
m(q−1)
4 ·qm−22 ·(q−1)
4 − 2 for m even.
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Proof. Clearly we have A(1, q) = q − 2. For m ≥ 1 we count the number of solutions (v1, . . . , vm)
of the equation system
v21 +
m∑
i=2
v2i = α
2,
(v1 − 1)2 +
m∑
i=2
v2i = β
2.
There are
(
q+1
2
)2
different pairs
(
α2, β2
)
for α, β ∈ Fq . For given α2, β2 we have v1 = α
2−β2+1
2 and
m∑
i=2
v2i =
4α2β2−(α2+β2−1)2
4 = −
(
α2−β2−1
2
)2
+ β2 =: τ . Each of the
(
q+1
2
)2
cases leads to a specific
τ ∈ Fq . Now let aν be the number of pairs (α2, β2) which result in τ = ν. Then we obtain∑
ν∈Fq
aν =
(
q + 1
2
)2
. (2)
By bm,ν we denote the number of vectors
(
v2 . . . vm
) ∈ Fm−1q with m∑
j=2
v2j = ν. With this we have
A(m, q) =
∑
ν∈Fq
aν · bm,ν − 2. (3)
Due to A(1, q) = q − 2 and b1,ν = 0 for ν 6= 0 we have a0 = q. If ν, µ ∈ q\{0} or ν, µ /∈ q then we
have bm,ν = bm,µ. Next we show
a+ :=
∑
ν∈q\{0}
aν =
{
(q+1)(q−1)
8 for q ≡ 1 mod 4
(q−1)(q−3)
8 for q ≡ 3 mod 4,
(4)
from which we can conclude
a− :=
∑
ν 6∈q
aν =
{
(q−1)(q−3)
8 for q ≡ 1 mod 4
(q+1)(q−1)
8 for q ≡ 3 mod 4,
due to Equation (2). We use the information for dimension m = 2. For ν /∈ q we have b2,ν = 0 and for
ν ∈ q\{0} we have b2,ν = 2. For q ≡ 3 (mod 4) we have b2,0 = 1 and for q ≡ 1 (mod 4) we have
b2,0 = 1. Inserting this and the formula for A(2, q) in Equation (3) yields Equation (4).
Using bm,0 = Z(m−1, q), bm,ν = 2q−1 ·S(m−1, q) for ν ∈ q\{0}, and bm,ν = 2q−1 ·N (m−1, q)
for ν /∈ q we get
A(m, q) = q · Z(m− 1, q) + a+ · 2
q − 1 · S(m− 1, q) + a− ·
2
q − 1 · N (m− 1, q)− 2
and we obtain the stated formula by using Theorem 4.3. 
So for dimension m = 3 we have A(3, q) = q3+5q2−q−94 for q ≡ 1 (mod 4) and A(3, q) =
q3−q2+3q−7
4 for q ≡ 3 (mod 4).
Lemma 4.5. For odd dimension m ≥ 3 the graph of integral distances Gm,q is not a strongly regular
graph.
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Proof. Let us assume that Gm,q is strongly regular. Then there exist corresponding parameters
(v, k, λ, µ) with
v = qm,
k = D(m, q), and
λ = A(m, q).
For a strongly connected graph we have the identity (v − k − 1)µ = k(k − λ− 1), see e. g. [24]. Using
Theorem 4.3 and Theorem 4.4 we can use this identity to determine µ. For q ≡ 1 (mod 4) and m odd
we have
k(k − λ− 1) =
q
m−3
2 (q − 1)(q + 1)
(
q
m−1
2 − 1
)(
qm + qm−1 + q
m+1
2 − qm−12 − 2
)
8
,
v − k − 1 =
q
m−1
2 · (q − 1) ·
(
q
m−1
2 − 1
)
2
, and
µ =
(q + 1) ·
(
qm + qm−1 + q
m+1
2 − qm−12 − 2
)
4q
.
For q ≡ 3 (mod 4) and m odd we obtain
k(k − λ− 1) =
q
m−3
2 (q − 1)(q + 1)
(
q
m−1
2 − (−1)m−12
)
8
·(
qm + qm−1 − (−q)m+12 − (−q)m−12 − 2
)
,
v − k − 1 =
q
m−1
2 · (q − 1) ·
(
q
m−1
2 − (−1)m−12
)
2
, and
µ =
(q + 1) ·
(
qm + qm−1 − (−q)m+12 − (−q)m−12 − 2
)
4q
.
As for oddm ≥ 3 the denominator of µ is divisible by q and the numerator is not divisible by q, the graph
of integral distances Gm,q is not a strongly regular graph in these cases. 
If we accomplish the same computation for even m then for q ≡ 1 (mod 4) we get
k(k − λ− 1) =
qm−2 · (q − 1) · (q + 1) · (qm2 − 1) · (qm2 + qm−22 + 2)
8
,
v − k − 1 = q
m−2
2 · (q − 1) · (qm2 − 1)
2
, and
µ =
q
m−2
2 · (q + 1) ·
(
q
m
2 + q
m−2
2 + 2
)
4
,
and for q ≡ 3 (mod 4) we obtain
k(k − λ− 1) =
qm−2(q − 1)(q + 1) (qm2 − (−1)m2 ) (qm2 + qm−22 + 2 · (−1)m2 )
8
,
v − k − 1 = q
m−2
2 · (q − 1) · (qm2 − (−1)m2 )
2
, and
µ =
q
m−2
2 · (q + 1) ·
(
q
m
2 + q
m−2
2 + 2 · (−1)m2
)
4
.
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So in both cases we have µ ∈ N for even dimension m. Therefore the graph Gm,q could be strongly
regular for even dimension m, and indeed this is our conjecture:
Conjecture 4.6. If B(m, q) denotes the number of common neighbors of 0 and an element v with 〈v, v〉 =
0 in Fmq \{0, v}, then for m ≥ 2 we have
B(m, q) =
{
A(m, q) for m even,
A(m, q)− (−1) (q−1)(m−1)4 · qm−32 · q2−14 for m odd.
For even dimension m the graph of integral distances Gm,q is a strongly regular graph.
We remark that due to Lemma 3.19 B(m, q) is well defined. For q = p1 being a prime we have verified
Conjecture 4.6 for small values using computer calculations. More explicitly, Conjecture 4.6 is valid for
(m = 3, p ≤ 2029), (m = 4, p ≤ 283), (m = 5, p ≤ 97), (m = 6, p ≤ 59), (m = 7, p ≤ 31), and
(m = 8, p ≤ 23).
5. MAXIMUM CARDINALITY OF INTEGRAL POINT SETS IN Fmq
In Section 2 we have introduced the notion I(m, q) for the maximum cardinality of an integral point set
over Fmq . As for m = 1 or 2 | q all distances in Fmq are integral, we have I(m, q) = qm in these cases.
We have already stated I(2, q) = q for 2 - q in Theorem 2.3. Combining this with the obvious bound
I(m, q) ≤ q · I(m− 1, q) we obtain
I(3, q) ≤ q2
for 2 - q and the next open case of dimension m = 3.
Theorem 5.1. If q ≡ 1 (mod 4) then we have I(3, q) = q2.
Proof. Consider the point set
P := {(α, ωqα, β) | α, β ∈ Fq} .
This point set is an integral point set of cardinality q2. 
We remark that the constructed point set geometrically is a hyperplane of F3q .
Using the graph of integral distances Gm,q from Section 4 the problem of determining I(m, q) is
transferred to the well known problem of the determination of the maximum cardinality of cliques, these
are complete subgraphs, in Gm,q . For the latter problem software packages as e. g. CLIQUER [20] are
available.
Thus for small values m and q the maximum cardinality I(m, q) can be exactly determined using
computer calculations. In the remaining part of this section we will deal with the cases q - 2, m ≥ 3.
As Gm,q consists of qm vertices one should reduce the problem whenever possible. One possibility is to
prescribe points that must be contained in the clique. Due to Lemma 3.19 it suffices to investigate the two
cases where we prescribe 0 ∈ Fmq and an arbitrary element of P+ or P0.
Let us consider the special case of dimension m = 3 and q ≡ 3 (mod 4). Due to I(m, q) ≥ q we
can restrict our search on cliques D with cardinality at least q + 1. Thus there exists γ ∈ Fq such that the
hyperplane
{(
α β γ
)T | α, β ∈ Fq} contains at least two points of a cliqueDwith cardinality at least
q + 1. We assume γ = 0 and as for q ≡ 3 (mod 4) the equation α2 + β2 = 0 has the unique solution
α = β = 0 w.l.o.g. we prescribe the points
(
0 0 0
)T
and
(
1 0 0
)T
. Additionally we know the
following: Either in such a cliqueD there exists a third point in the hyperplane with third coordinate being
equal to zero, or there exist two points in a hyperplane with third coordinate being equal to an element
of F∗q , or every hyperplane with fix third coordinate contains at least one element of the clique D. Using
theses properties we were able to determine the following values of I(3, q) for small q:
q 3 5 7 11 13 17 19 23 27 29 31 37 41
I(3, q) 4 25 8 11 169 289 19 23 28 841 31 1369 1681
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For any given point u ∈ F3q\{0} the point set u · Fq is an integral point set over F3q of cardinality
q. For q ≡ 3 (mod 4) there is another nice construction of an integral point set in F3q with cardinality
q. Firstly we construct an integral point set on a circle, see [11]. Therefore we consider the field F′q :=
Fq[x]/(x2+1). For ζ = α+βx ∈ F′q with α, β ∈ Fq we set ζ := α−βx ∈ F′q , which mimics the complex
conjugation. Now let ζ be a generator of the cyclic group F′q\{0}. We define D′ :=
{
ζ ∈ F′q | ζζ = 1
}
.
It is not difficult to check that D′ corresponds to an integral point set over F2q of cardinality
q+1
2 , see [11].
By D we denote the corresponding integral point set over F3q , where the third coordinates of the points
are equal to zero. Now we define the set L :=
{
τ | τ2 + 1 ∈ q
}
which has cardinality q−12 for q ≡ 3
(mod 4). With this notation we can state:
Lemma 5.2. For q ≡ 3 mod 4 the set D∪(0 0 1) ·L is an integral point set over F3q with cardinality
q.
Lemma 5.3. For q ≡ 3 (mod 4) there exists a hyperplane H with squared distances being either 0 or
non-squares.
Proof. Due to Corollary 3.7 there exist α, β ∈ Fq with α2 + β2 = −1. We set u :=
(
α β 1
)T
and v :=
(−β α 0)T . This yields 〈u, u〉 = 0, 〈v, v〉 = −1 /∈ q , and 〈u, v〉 = 0. Now let
H := {τu+ νv | τ, ν ∈ Fq}. The squared distance of two elements τiu+ νiv ∈ H, i = 1, 2, is given by
(ν1 − ν2)2 · 〈v, v〉 /∈ q\{0}. 
Corollary 5.4. Let P be an integral point set in F3q for q ≡ 3 (mod 4). Either |P| ≤ q or some squared
distances are equal to zero.
Proof. We consider a covering of F3q by q translations of the plane of Lemma 5.3. 
We remark that our two examples of integral point sets of cardinality q for q ≡ 3 (mod 4) do not
contain a squared distance being equal to zero.
As for q ≡ 3 (mod 4) integral point sets over F3q of cardinality q + 1 seem to be something special
we want to list the examples that we have found by our clique search. For q = 3 we have{
(0, 0, 0), (1, 0, 0), (2, 1, 1), (2, 2, 1)
}
and for q = 7 we have{
(0, 0, 0), (1, 0, 0), (0, 0, 1), (1, 5, 5), (2, 1, 3), (3, 1, 2), (5, 5, 1), (6, 3, 6)
}
as examples. For I(3, 27) = 28 an example is given by{
(2 + 2w + 2w2, 2 + w2, w2), (0, 2w + 2w2, 1 + 2w), (1, 1 + w + w2, w), (2, 0, 0),
(2, w2, 2 + w), (2, 2w2, 1 + 2w), (2, 2w + 2w2, 1 + 2w), (w, 2 + 2w, 2 + 2w + 2w2),
(2w, 2w2, 2 + 2w + w2), (2 + 2w,w2, 2 + w + w2), (2 + 2w,w + 2w2, w + 2w2),
(2 + 2w, 2w + 2w2, 2w), (w2, 2 + w + w2, 1 + 2w2), (1 + w2, 2w + 2w2, 2w),
(0, 0, 0), (2 + w2, 1 + 2w, 2w2), (1 + w + w2, w2, 2 + w2), (2 + w + w2, w2, 0),
(1, 0, 0), (2w + w2, 1 + 2w + 2w2, 2 + 2w + 2w2), (2 + 2w + w2, 2 + 2w2, 1),
(1, 0, 1 + w2), (1 + 2w2, w + w2, 2w), (w + 2w2, 1 + w2, 1 + w + 2w2),
(2 + w + 2w2, 2 + w, 2 + w + 2w2), (2 + w + 2w2, 2 + 2w, 2w + w2),
(1 + 2w + 2w2, 2 + w + w2, 2w + w2), (1 + 2w + 2w2, 2w + 2w2, 2w)
}
.
where we use F27 ' F3[w]/(w3 + w2 + w + 2).
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For higher dimensions we know some more exact numbers, see [13, 14]: I(4, 3) = 9, I(5, 3) = 27,
I(6, 3) = 33, I(4, 5) = 25, I(5, 5) = 125, I(4, 7) = 49, I(5, 7) = 343, and I(4, 11) = 121.
To obtain lower bounds we can consider pairs of integral point sets P1 ⊂ Fm1q and P2 ⊂ Fm2q , where
all squared distances in P2 are equal to zero. An integral point set of cardinality |P1| · |P2| in Fm1+m2q is
given by
{(
u
v
)
| u ∈ P1, v ∈ P2
}
.
Theorem 5.5. For q ≡ 1 (mod 4), m ≥ 1, and 2n ≤ m we have
I(m, q) ≥ qn · I(m− 2n, q) ≥ qdm2 e,
where we set I(0, q) = 1.
Proof. We set P2 :=
{(
α1 α1ωq . . . αn αnωq
)T | α1, . . . , αn ∈ Fq} in the above described
construction. Thus we have I(m, q) ≥ qn · I(m− 2n, q) for all 2n ≤ m. The remaining inequality can
be proven by induction on m using I(m, q) ≥ q. 
We would like to remark that the lower bound of Theorem 5.5 is sharp for m ≤ 3 and q = 5, m ≤ 5.
Lemma 5.6. There exists an integral point set P2 in F4q of cardinality q2, where all squared distances are
equal to zero.
Proof. Let (α, β) be a solution of α2 + β2 = −2 in Fq . By Corollary 3.7 there are at least q − 1 ≥ 1
such solutions. We consider the vectors u =
(
α β 1 1
)T
and v =
(−β α −1 1)T . Obviously
u and v are linearly independent and fulfill 〈u, v〉 = 0, 〈u, u〉 = 0, and 〈v, v〉 = 0. We set P2 :=
{τu+ νv | τ, ν ∈ Fq}. It suffices to check d2 (0, τu+ νv) = 0 for all τ, ν ∈ Fq . Indeed we have
d2 (0, τu+ νv) = 〈τu+ νv, τu+ νv〉 = τ2〈u, u〉+ 2τν〈u, v〉+ ν2〈v, v〉 = 0.

Theorem 5.7. For q ≡ 3 (mod 4), m ≥ 1, and 4n ≤ m we have
I(m, q) ≥ q2n · I(m− 4n, q) ≥ q2·b
m
4 c+
⌈
m
4 −bm4 c
⌉
≥ qbm2 c,
where we set I(0, q) = 1.
Proof. We choose P2 as the n-fold cartesian product from the integral point set of Lemma 5.6 in the
construction described above Lemma 5.5. Thus we have I(m, q) ≥ q2n · I(m − 4n, q) for all 2n ≤ m.
The remaining inequality can by proven by induction on m using I(m, q) ≥ q. 
The lower bound of Theorem 5.7 is sharp for m ≤ 2 and q = 7, 11, m = 3, 4.
6. CONCLUSION AND OUTLOOK
For the study of discrete structures the knowledge of their automorphism group is very important. In
Section 3 we have completed the determination of the automorphism group of Fmq with respect to integral
distances.
The graphsGq,m of integral distances are interesting combinatorial objects. We were able to determine
a few parameters and properties, but the large part remains unsettled. It would be nice to have a proof
of Conjecture 4.6, which maybe is not too difficult. We would like to remark that for all dimensions
m ≥ 3 the graph of integral distances Gm,q is at least a slight generalization of a strongly regular graph,
a so-called three class association scheme.
Section 5 provides a first glimpse on the maximum cardinalities I(m, q) of integral point sets over
Fmq . It remains a task for the future to determine some more exact numbers or lower and upper bounds.
For small q we have no idea for a general construction of integral point sets with maximum cardinality. A
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detailed analysis of the parameters of the 3-class association schemes including the eigenvalues of the cor-
responding graphs could be very useful to use some general upper bounds on clique sizes. A geometrical
description of the point sets achieving I(3, q) = q + 1 for q ≡ 3 (mod 4) would be interesting.
There are some similarities between integral point sets over Fmq and integral point sets over Euclidean
spaces Em. For example the constructions which lead to the maximum cardinality I(m, q) in Fmq often
coincide with the constructions which lead to integral point sets over Em with minimum diameter, see
[16, 18, 19].
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