Abstract
Introduction
Pseudo-random generators, although originally defined for specific usages, have turned out to be fundamental objects with applications in many diverse areas. There exist two types of such generators: one computable in exponential-time in their seed length (defined by Nisan and Wigderson [17] for derandomization purposes), and the other computable in polynomial-time in their seed length (defined in [5, 21] for cryptographic purposes). In this paper, we provide yet another application of pseudo-random generators by using both types of generators to prove structural theorems on complete degrees of NP and other classes.
Background
The structure of complete sets for classes NP, E, NE etc. has received much attention over the years. Polynomialtime many-one reductions (in short, m-reductions) are considered to be the "most appropriate" notion for defining complete sets for these classes. The strongest possible structure of complete sets for a class is p-isomorphism: any two sets are reducible to each other via a polynomial-time computable and invertible isomorphism. It has been a longstanding open question whether complete sets for any of the above classes are all p-isomorphic to each other. Berman and Hartmanis [4] showed that two sets are p-isomorphic to each other iff they are reducible to each other via 1-1, sizeincreasing, and p-invertible m-reductions. They also conjectured (the isomorphism conjecture) that all NP-complete sets are p-isomorphic to each other. However, until now, only partial results are known in this direction:
Berman [3] showed that all sets complete under mreductions (in short, Ô Ñ -complete sets) for E, and deterministic classes above, are also complete under 1-1 and size-increasing reductions (in short, Ô ½ Ð -complete). His argument also shows that all Ô Ñ -complete for deterministic classes that diagonalize over P are also Ô Ð -complete.
Ganesan and Homer [8] showed that all Ô Ñ -complete sets for NE, and non-deterministic classes above, are also
No results are known for NP-complete sets even under the assumption P NP. In fact, it is now widely believed that complete sets for NP, E, NE, etc are not all p-isomorphic to each other. The reason being the widely believed existence of 1-1, one-way functions-these are polynomial-time computable 1-1 functions that are pinvertible on only a very small fraction of outputs. Joseph and Young [13] (essentially) conjectured that there is no p-invertible reduction of SAT to ´SATµ, where is a 1-1 one-way function. This conjecture was given the name encrypted complete set conjecture by Selman [19] . Since both SAT and ´SATµ are NP-complete, the conjecture implies that NP-complete sets are not all p-isomorphic to each other. The same intuition can be used to argue that complete sets for E and NE are also not all p-isomorphic to each other. Adding weight to this conjecture, Kurtz, Mahaney and Royer [14] showed that the conjecture holds (for all classes) relative to a random oracle.
Even if one believes that the isomorphism conjecture is false, the structure of Ô Ñ -complete sets for NP (and other standard classes except E) remains unclear. For example, are all NP-complete sets Ô ½ Ð -complete, or at least Ô Ð -complete? As is clear from the abovementioned results, we do not know much about these questions. Even for much bigger non-deterministic classes like NE we do not have a complete answer to these questions. For NE this is a little surprising since for a smaller class E we do know that 
Our Results
We provide, for the first time, strong evidence that Ô Ñ -complete sets for NP and other non-deterministic classes are Hypothesis A: There exists a set in E such that any nonuniform family of circuits computing the set has size ¾ ª´Òµ .
Hypothesis B:
The RSA problem or the Discrete Log problem is ¾ Ò¯-secure for some¯ ¼ (see next section for definitions).
Both the above hypotheses are widely believed to be true. Impagliazzo and Wigderson [12] constructed a true pseudorandom generator using Hypothesis A. Goldreich et. al. [9] constructed a one-way permutation using Hypothesis B. From these one-way permutations, Yao [21] constructed a cryptographic pseudo-random generator (see next section for definitions). We will make use of these two generators in our proofs.
We This result nicely complements the result for deterministic classes that diagonalize over P [3] . Is this result true for NP? Unlikely. Firstly, it is unlikely that NP diagonalizes over P (this would mean that all polynomial time sets can be accepted by an NP machine in time Ç´Ò µ for some fixed ¼). Secondly, there cannot be a relativizable proof of above theorem for NP since relative to an oracle for which P NP, Hypothesis A is true and Ô Ñ -complete degree for NP is clearly not Ô Ð -complete. So for the class NP, we perhaps require a different hypothesis. Using the Hypothesis B, we prove the following for NP:
Theorem 4 If Hypothesis B holds, then for every class closed under non-deterministic polynomial-time reductions, if is
We can eliminate non-uniformity for the size-increasing part of the above result using Hypothesis A. By using a hypothesis stronger than A, we can reduce the non-uniformity for the 1-1 part. The stronger hypothesis that we need is: Hypothesis A £ : There exists a set in E such that any nonuniform family of non-deterministic circuits computing the set has size ¾ ª´Òµ .
With this hypothesis we get: 
Definitions

Classes, Reductions, Completeness
We assume the definitions of standard complexity classes [15] .
For a class , (
Ñ -hard set is a set that is hard for under (respectively size-increasing, 1-1, 1-1 and size-increasing, 1-1 and size-increasing and pinvertible) polynomial-time reductions. Similarly, one defines the various completeness notions. We often refer to A non-deterministic polynomial-time reduction of set to is a (possibly multi-valued) function computable by a non-deterministic polynomial-time TM that, on its guess paths on input Ü, either aborts or outputs a string with the property that Ü ¾ iff the string output is in .
A class that is closed under polynomial-time reductions diagonalizes over P if the set Ø DTM Å accepts within Ø´ µ · steps for some monotonically increasing function Ø´ µ, is in
is an enumeration of all deterministic TMs). This definition is more general than the usual definition in which, instead of a non-uniform family of circuits, a probabilistic algorithm is considered [11] . We would need this more general definition in our proofs.
Secure problems
A function Ò Ò ¼ ½ Ò ¼ ½ Ñ´Òµ ,
RSA and Discrete Log problems
The RSA problem: Given numbers Ò, , and Ý such that Ò is the product of two equal sized primes, is relatively prime to ´Òµ, ½ ´Òµ, and Ý is relatively prime to Ò, ½ Ý Ò , find number Ü such that Ý Ü ´mod Òµ. The security of the RSA public-key encryption algorithm [18] relies on the hardness of this problem.
The Discrete Log problem: Given numbers Ô, the prime factorization of ´Ôµ, , and Ý such that Ô is prime, is a primitive element of £ Ô , and
find number Ü such that Ý Ü´m od Ôµ. The security of many cryptographic protocols, including the El Gamal public-key encryption algorithm [7] and DiffieHellman key-exchange algorithm [6] , is based on the hardness of this problem. 2 It is widely believed that both the above problems are ¾ Ò¯-secure for some¯ ¼ even under the more general notion of security that we consider.
One-way permutations
Function Ô is a ×´Òµ-secure one-way permutation if Ô is a 1-1, length preserving, and polynomial-time computable function, and function Ô ½ is ×´Òµ-secure.
In [9] , Goldreich, Levin and Nisan showed how to construct permutations from the RSA or Discrete Log problem. These permutations are ×´Ç´Òµµ-secure one-way permutations provided the RSA and Discrete Log problem are ×´Òµ-secure respectively. In [21, 5] etc. a ×´Òµ Ò Ç´½µ -secure crypto pseudo-random generator is constructed from a ×´Òµ-secure one-way permutation. So assuming that there exist ¾ Ò¯-secure one-way permutation, it follows that there exist ¾ Ò AE -secure crypto pseudo-random generators for ¼ AE . In [12] , Impagliazzo and Wigderson constructed a true pseudo-random generator-we will refer to it as Á Ï -using the assumption that there exists a set in E such that any non-uniform family of circuits accepting the set has size ¾ ª´Òµ .
Cryptographic pseudo-random generators
Function Ò Ò ¼ ½ Ò ¼ ½
True pseudo-random generators
Proof of Theorem 1
Let be a , and select the index value, say , for which ´Ü Ù µ is maximum. Output´Ü Ù µ.
Clearly, is a polynomial-time reduction of to , and therefore, AE is a polynomial-time reduction of to . We now prove that is both 1-1, and size-increasing. Since both and are 1-1, must be 1-1. Consider any string Ü, Ü Ò. 
Proof of Theorem 4
When is an m-reduction, we cannot use the above argument. Instead, we use a completely different argument based on Hypothesis B.
Let Ô be a ¾ Ò¯-secure one-way permutation (as constructed in [9] from Hypothesis B). Goldreich and Levin [10] The size of circuit is a polynomial in Ò. Therefore, the security of
To obtain a reduction of to that is sparsely many-one on entire ¼ ½ Ò , we need another iteration of the above argument (with a different definition of ).
Define
Set ¼ "collects" all the strings that are not in the range of Ä . Observe the following:
Proof. A non-deterministic TM accepting the above set is defined as follows: 
Stage 2
For this stage, we need a pairwise-independent genera-
Ò, Ò Ñ´Ü½ Ö µ and Ò Ñ´Ü¾ Ö µ should be independently and uniformly distributed over ¼ ½ Ñ when Ö is uniformly chosen from ¼ ½ . There are many ways in which such a generator can be definedwe choose the one in which Ö is a Ñ¢Ñ matrix over GF [2] , Ü is treated as Ñ ¢ ½ vector over GF [2] (by padding Ñ Ò trailing zeroes to it, so Ñ Ò), and Ò Ñ´Ü Öµ Ü ¡ Ö.
Clearly, Ò Ñ is computable in polynomial-time.
We now proceed with our construction. Let ¾ . By non-uniformly fixing an appropriate value for Ö (one such value for each Ò) so that Ö Ò is 1-1 and size-increasing, we obtain a reduction of to that is size-increasing and 1-1 on ¼ ½ Ò for every Ò. Notice that this function may not be 1-1 everywhere, e.g., there could be two string of different lengths that are mapped to the same string by the function.
Stage 3
Finally, we use a standard padding trick to show that is 
Remarks and Future Work
Until now, results about the structure of m-complete degrees were obtained using diagonalization. 3 Pseudorandom generators, in a sense, provide a strong form of diagonalization. So it is logical (at least on hindsight) that we have been able to obtain stronger results using them.
Also, so far, for proving structure of complete degrees, non-determinism was a drawback instead of a resource. With the help of pseudo-random generators, we have shown how to exploit non-determinism as a resource (we have obtained stronger results for some non-deterministic classes than corresponding deterministic ones).
Many questions remain unanswered. The most important ones are:
1. Can we remove the non-uniformity from Theorems 4 and 5?
2. Can one disprove (or prove!?) the isomorphism conjecture under a similar plausible hypothesis?
3. Can one weaken the hypothesis B to the existence of any one-way function? Notice that the only place we need Hypothesis B is for obtaining sparsely many-one reductions. And this appears to require the stronger hypothesis of one-way permutations.
4. Can one prove that relative to a random oracle, all NPcomplete sets are also complete under 1-1 and sizeincreasing reductions? This would nicely complement the result of [14] . The problem here is that of obtaining one-way permutations relative to a random oracle.
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