On the basis of an unified theoretical formulation of resonances and resonance states in the rigged Hilbert spaces the spectral analysis of the Frobenius-Perron operators corresponding to the exactly solvable chaotic map has been developed. Tent map as the simplest representative of exactly solvable chaos have been studied in details in frames of the developed approach. An extension of the Frobenius-Perron operator resolvent to a suitable rigged Hilbert space has been constructed in particular and the properties of the generalized spectral decomposition have been studied. Resonances and resonance projections for this map have been calculated explicitly.
Introduction
The statistical description of the dynamical systems in terms of ensembles have been introduced by Gibbs and Einstein. It allowed to calculate "suitably" the averages and, what is more important, the notion of the ensembles proved necessary for the description of the thermodynamical equilibrium. In general, one can understand the thermodynamical properties systems in terms of ensembles but not in the terms of the trajectories [8] , [24] . So, the distribution of the probabilities becomes the main value. Then the question appears: to which functional space the probability should belong. E. g. for the Bernoulli shift one can construct the spectral representation in the Hilbert space L 2 (0, 1) [9] . But the spectrum of the Bernoulli shift which is isomorphic to the unilateral shift [6] is not linked in L 2 (0, 1) with Lyapunov time and, so, does not allow to describe the approach to equilibrium. If we examine the Frobenius-Perron operator [7] , [15] for the Bernoulli shift not in L 2 (0, 1) but in the rigged Hilbert space Φ ⊂ L 2 ⊂ Φ × one should change the notion of the spectral representation [10] , [14] . The structure of the rigged Hilbert space Φ ⊂ H ⊂ Φ × allows to include into the spectral decomposition the strong irregular functions which do not belong to L 2 (0, 1). In the papers on the spectral analysis of the Frobenius-Perron operator in the rigged spaces [1] , [4] , [18] it was noted that the "non-Hilbert" spectrum is linked directly with Lyapunov time and so characterizes the temporary horizon of the chaotic systems.
It should be noted that the trajectories for the Bernoulli shift can be represented by the delta-function δ(x − x n ) where x n = S n x 0 and, formally, the Frobenius-Perron operator for the Bernoulli shift can act on the delta-function too. Indeed, since the action to the densities is given by the formula [6] (U ρ)(x) = 1 2 ρ x 2 + ρ 1 + x 2 (1) so U : δ(x − x n ) → δ(x − 2x n ) at x n ≤ 1/2 and U : δ(x − x n ) → δ(x + 1 − 2x n ) at 1/2 ≤ x ≤ 1 . But the spectral representation in the rigged Hilbert space Φ ⊂ H ⊂ Φ ×
is applicable only to smooth densities ρ ∈ Φ. It is because the left eigenvector B n | is some functional of delta-like type. So, the spectral representation for U in Φ ⊂ H ⊂ Φ × is correct only for the smooth set of the trajectories but not for the individual trajectory separately. It is the fundamental result which states that for the chaotic systems the description on the language of the distributions can not be reduced to the description on the terms of the trajectories. It is the principal difference of the approach based on the spectral representation in rigged Hilbert space from the theory of the Gibbs-Einstein.
In general, one should use the different approaches for constructing the spectral representation for one or another class of the operators . So, e. g. for the self-adjoint, unitary or normal operators the classical spectral theorem works good. For the operators more "complicated" than the above-mentioned something more suitable should be developed. For the arbitrary compact operators, in particular, the spectral theorem can not give the exhaustive description [11] . The typical contr-example is the operator (T ρ)(x) = x 0 ρ(x ′ ) dx ′ in L 2 (0, 1). The operator T has no eigenvalues and its spectrum is localized at zero: σ(T ) = {0}. The reconstruction of the spectral theory of such type of operators needs approaches different from the spectral theorem [26] .
In present paper we use the approach of the rigged Hilbert spaces [13] , [14] and construct the generalized spectral decomposition of the Frobenius-Perron operator for the tent-map based on the extensions of its resolvent. This approach has been proposed in [1] and applied, in particular, for constructing of the spectral analysis of the Frobenius-Perron operator for the Renyi map. In [1] , [4] it has been noted that the generalized spectrum for this map consists of the points z n = β −n , n ≥ 1, β ≥ 2 and the left and right eigenfunctions ψ n | and |ψ n belong to Φ × and Φ respectively. So, the different modes of ρ(x) approach to the equilibrium distribution ρ * (x) with the characteristic Lyapunov times γ n = nlnβ . This fact follows directly from the spectral decomposition for the corresponding Frobenius-Perron operator [1] , [4] :
As it mentioned above we study the dynamic of the chaotic tent map
on the base of the spectral representation of its Frobenius-Perron operator U T in the suitable rigged space Φ ⊂ L 2 ⊂ Φ × . So, instead of studying individual trajectories, generating by the iterations of the map S: x n = S n x 0 , x 0 ∈ [0, 1] we use an approach characteristic for the nonequilibrium statistical mechanics [12] , i.e. we observe the evolution in the time of the densities ρ(x) ∈ Φ. The evolution of the latter is given by the operator U t T , t = 1, 2, 3 . . . , i.e. ρ(x, t) = U t T ρ 0 (x), where ρ 0 (x) is an initial density of the distribution. In our approach the rate of the decay of the initial density is determined by the non-Hilbert spectrum σ(U t T )
of the Frobenius-Perron operator. In frames of the approach developed in [21] the rates of the decay correspond to the poles of the Fourier transformation of the correlation function and so, are interpreted as the resonances of the dynamical system. We note that for some dynamical systems these poles has been studied in [27] , [28] , [29] on the basis of the theory of the periodical orbits and dynamical ξ-function [19] , [20] . So, the generalized spectrum in our approach coincides with what is known as Ruelle-Pollicott resonances. The detailed operator construction, using in this work, is described briefly in following section. Here we note only that our approach is similar to the methods of [4] , [1] , [16] , [22] and is different essentially from the technique used e.g. in [19] .
Spectral decomposition in rigged Hilbert spaces
In this section we introduce necessary notions and describe briefly the approach based on the extensions of the Frobenius-Perron operator for one-dimensional maps.
Let
x]} and let ρ(x) be a density on [0, 1] . We suppose that ρ(x) is so, that all integrals below exist. Then the Frobenius-Perron operator U associated with the map S is given by the formula [7] , [15] 
The Koopman operator V for the map S can be defined as [7] , [15] (V ρ)(x) = ρ(Sx).
We shall start with the densities ρ such that
Then, denoting inner product in H as < · , · > using (5), (6) one can show that for any functions f and g from H,
So, the Koopman operator V is adjoin to Frobenius-Perron operator U , i. e.
Equations (8) and (9) give a possibility to calculate U if we know V and vice verse. For the tent-map one can obtain
and
It means that U T reads as
On the other hand, according to (8) , (4) one have
that leads again to the equation (12) . In terms of Frobenius-Perron operator it is possible to determine the stationary (equilibrium) density ρ * (x) and corresponding invariant measure µ * (x). Namely ρ * (x) is determined by the equation
and µ * (x) is given by the formula
Solving the functional equation for the equilibrium density ρ *
one can find that ρ * (x) = 1 (15) and hence
So the invariant measure of the tent-map is the Lebegues measure. We shall study the operators U T and V T in the rigged Hilbert spaces and in this connection, we shall describe the scheme of the spectral analysis in these spaces [1] below.
The space Φ is a test space for the operator U T if: 1) Φ is a locally convex topological vector space with topology stronger than the Hilbert space topology H;
2) Φ is continuously and densely embedded in H; 3) Φ is invariant to the adjoin operator U * T : i. e. to V T : U * T Φ ⊂ Φ. The dual space Φ × to Φ we shall consider as the linear continuous functionals on Φ. It is clear, that the topology in Φ × is weaker that in H. The space Φ ⊂ H ⊂ Φ × we shall call rigged Hilbert space or Gelfand triplet. The coupling in Φ ⊂ H ⊂ Φ × we shall denote as < · | · >.
The operatorŨ T is called an extension of the operator U T to the dual space Φ × ifŨ T acts on linear functionals f | ∈ Φ × as:
for all test functions ϕ ∈ Φ. We define the extended resolventR U (z) to a rigged Hilbert space as follows [1] : we shall call the operator-valued functionR U (z) an extended resolvent of the operator U in a suitable rigged Hilbert space Φ ⊂ H ⊂ Φ × if: 1)R U (z) satisfies the resolvent identity in the weak sense:
where z is not a singular point of theR U (z); 2)R U (z) satisfies a completeness condition in a weak sense, i. e.
where the contour Γ encircles all the singularities of the integrand in (19) in the positive direction. Then, from (18) the dependence between the extended operatorŨ T and the extended resolventR U (z), is, as usual,R
So the extended operatorŨ T corresponds to the extended resolventR U (z). We define the Gelfand spectrumσ(Ũ T ) of the operatorŨ T as a set of singularities of the extended resolventR U (z) on the complex plane z ∈ C. We shall not give here the detailed classification of the spectral components ofσ(Ũ T ) and restrict ourselves by the case when all singularities of the extended resolventR U (z) are the poles:σ(Ũ T ) = {z ν }. The residues in the poles {z ν } ofR U (z) will be referred as the generalized spectral projections of the operatorŨ T :
For the case of simple poles Π ν is one-dimensional projection:
where |ψ ν and ψ ν | are the generalized right and left eigenvectors of the corresponding extended operatorŨ T :Ũ
Then, from the decomposition (19) it follows that the generalized spectral decomposition forŨ T looks likeŨ
The latter is considered as decomposition of density ρ ∈ Φ by the (biorthogonal) system of eigenfunctions {|ψ ν , ψ ν |}:Ũ
The described construction can be used also for the extension of the Koopman operator V T [1] , [16] .
Summarizing we can formulate the following algorithm for the construction of the spectral analysis of the Frobenius-Perron operator in the triplet Φ ⊂ H ⊂ Φ × :
1. Fixe the test space Φ in H and study the restriction R U (z)| Φ of the resolvent of the operator U T .
2. Make the extension of the resolvent R U (z)| Φ toR U (z) and find all singularitiesR U (z) in the complex plane z ∈ C.
3. Construct the decomposition of theR U (z) in weak sense, i. e. verify the conditions of the completeness (19) .
4. If all singularities ofR U (z) are the poles, then calculate the generalized spectral projections Π ν .
5. Study the convergence of the generalized spectral decomposition (24) in the sense of (25) . In the following sections this algorithm shall be realized for the Frobenius-Perron operator corresponding to the tent map. 
and the series in (28) converges in L 2 -norm. Let us calculate the action of the operatorÛ T = F U T F −1 :
the coefficients of these series are given by the expression
Dividing the latter series into two series with summation by even and odd indices we have
The first integral in the right hand side of this expression equals to δ km . So we have
where we used the relation
The representation (29) can be used for finding the solution of the equation
which is the base for obtaining the resolventR
of the operatorÛ T . Indeed, in an explicit form (30) reads for m = 0 as
and for m = 0 as
It is possible to solve (31) by iteration, as it was done in [1] , [4] for the Renyi map. But the iteration procedure for the equation (31) turns out to be very cumbersome. Therefore we shall use an additional trick based on the Feshbach projection technique [2] and the properties of symmetry [3] of the map with respect to the point x = 1/2.
The solution of the equation for the resolvent by the Feshbach projection method
Let us define for all functions f , f ∈ A[0, 1] the operator R of the reflection with respect to the point x = 1/2 by the formula
and in terms of R on A[0, 1] we define the pair of the operators
Obviously, that the operators P ± satisfy the following equations:
which mean that P + , P − is the pair of the orthoprojections in
of the even and odd functions with respect to the point x = 1/2 respectively.
Following [1] we rewrite the equation for the resolvent
in the form:
Acting by P + from the left on (35) one can obtain according to (34)
Similarly, acting on (35) by the operator P − from the left we get
Denoting P ± ρ = ρ ± , P ± f = f ± , we obtain from (36), (37) the set of equations with respect to the vector ρ + ⊕ ρ − :
Let us note that for the functions symmetrical with respect to the point x = 1/2
for the functions antisymmetrical with respect to the point x = 1/2. Indeed, for the symmetrical functions ρ(x) :
and analogously for the antisymmetrical functions ρ(x). Then from (39), it follows, that
It means that for the solution of the system (38) in the Fourier representation only P + U T P + ρ + , and P − U T P + ρ + blocks should be calculated. Namely:
Since 1 + e −iπn = 0 for n = 2m + 1 , then
and we find
In the same manner
Since 1 − e −iπn = 0 for n = 2m, so
Hence,
.
So the set of equations (38) in the Fourier representation gets the form ( for m = 0 ):
For the case m = 0 the solution ρ 0 is given by the formula (32). Let us note that in (43) only the first equation for ρ + m is essential because if ρ + m is founded, then ρ − m is reconstructed from the second equation of the set:
On the other hand, the first equation of the set (43)
coincides with the equation for the resolvent of the Frobenius-Perron operator corresponding to the Bernoulli shift [1] and its solution is given by the formula (for m = 0)
The series in (46) converges absolutely if |z| > 1/2, [1] andf ∈Â[0, 1] ⊂ l 2 . In terms of ρ + m one can reconstruct ρ + m :
Taking into account (40) we can rewrite (38) as
Comparing (48) with the presentation of the resolvent for the operator U T :
we find that the complete resolvent (U T − z) −1 can be reconstructed from the partial resolvent (P + U T P + − z) −1 by the formula
It is obvious that f ± n = 1 2 (f n ± f −n ) . Then from (46) and (47) we find for n = 0 the Fourier presentation for (49):
Let us show that both series in (50) converges absolutely in z if |z| > 1/2. Since ρ(x) ∈ A[0, 1] then integrating (28) by parts we obtain:
where ρ ′ (x) denotes the derivative. Denoting
we are convinced that 0 < c ρ < ∞ and
Sincef ∈ A[0, 1] then analogously we obtain that
where c f is some constant. It means that at k → ∞ the following estimation
is valid. Hence the first series in (50) converges absolutely at
Obviously, this condition is enough for the absolute convergence of the second series in (50). Taking into account (50) we obtain the matrix elementsR mn (z) of the resolvent of the Frobenius-Perron operator U T for the tent map as (for n = 0):
and for n = 0:R
From (56), (57) it follows that the resolventR(z) = {R mn } is the meromorphic function in the domain |z| > 1/2 with a single simple pole at z = 1. Obviously the same is valid for the resolvent
The residue of the resolventR(z) at the point z = 1 is given by the integral
where the contour Γ is given by
In virtue of the analyticity ofR(z) only (57) gives the contribution in the residue. Then, denoting byΠ 0 the operator with the matrix elementsΠ nm = δ n,0 δ m,0 , we see that
Let us note, that introduced operatorΠ 0 is the projection on the vectorq, q n = δ n,0 . In the space A[0, 1] the corresponding operator Π 0 = F −1Π 0 F ,
has the kernel
where 1(x) is the function from A[0, 1] which identically equals to one on the interval [0, 1]. Using bra-and ket-Dirac notions, the action of the operatorΠ 0 one can write formally as
5 The extension of the resolvent and the generalized spectral decomposition for the tent map
According to the general approach [1] one should extend the resolvent of the tent map outside its own domain of analytically C 1/2 = {z : |z| > 1/2} i.e. into the circle C 1/2 . According to [1] the extension of the resolvent into this circle is possible in the topology weaker than Hilbert topology.
To build this extension, at first we calculate the kernel R(x, x ′ , z) of the resolvent R(z) = (U T − z) −1 = F −1R (z)F in the initial space A[0, 1]. This kernel is given by
and hence for all functions ρ ∈ A[0, 1] we have
where
(67) Let us calculate the series Σ 1 , Σ 2 , Σ 3 from (64) separately.
At first, let us consider the integral 1 0 e 2iπmx ρ(x) dx, m ∈ Z. Then, integrating N times by parts, we have
We note now that in Σ 1 and Σ 3 one should integrate by parts the expression
where for Σ 1 m = n2 k is integer and for Σ 3 m = (2l + 1)n2 k is integer. Then, similar to (68) we have
In the right hand side of (70) the zero terms of the first sum correspond to odd l. Then, taking l = 2s and replacing N → 2N + 1 from (70) we obtain
Let us note that in the expression Σ 2 there are the integrals of the type (69), but with the difference of its components. Consider such integral and integrating by parts we get
In the right hand side of (72) zero terms of the first sum correspond to even l. Then, taking l = 2s + 1 and replacing N → 2N + 2, from (72) we obtain
Then, according to (70), (71) we obtain at m = n2 k the expression for Σ 1 :
Now we restrict our consideration by the set of all densities ρ(x) such that the series in the right hand side of (74) converge when N → ∞. In the domain z > 1/2 this condition is the condition of the convergence of the series:
The condition
guaranties that the latter term in the right hand side of (74) including the integral converges to zero at N → 0. So, keeping the condition (75), (76) in the limit when N → ∞ we obtain for the Σ 1 the expression
If 1 z2 2l < 1 i.e. |z2 2l | > 1 for any l, l ≥ 1 , then the following is valid:
So, if |z| > 1/4 we obtain from (77) and (78):
We reconstruct the expression (78) in the following way:
Let us use now the formula for the Bernoulli polynomials [5] :
Then, the equation (79) can be written as
Taking this into the account we obtain for the Σ 1 the following representation
Let us consider now the contribution of Σ 2 (see (66)) into the resolvent (64). For the calculation Σ 2 we use the formula (73) and obtain
At the same conditions (75), (76) one can consider a limit at N → ∞ and as a result we have
We rewrite the inner sum in (84) as follows:
Once again we use the formula for the Bernoulli polynomials [5] :
and find that (85) can be written in the form
Then, for the contribution of Σ 2 we have
Now let us calculate Σ 3 . For this purpose we substitute (71) into (67) at m = (2l + 1)2 k :
Since the series over n in the equation (89) does not converges absolutely one can not take the limit at N → ∞ in (89). Therefore in the first term in (89) we change the places of the last finite sum which depends on n and the series which depend on l, n. Then, the first term in (89) has the form
We consider the series which depend on n in (90) and transform them in the following way:
where M = 2l + 1 . We use now the Poisson formula for the summation of the series [30] . Let g(x) be a function of the bounded variation on the interval (−∞, +∞) such that the integral in the Poisson summation formula converges (for example in the sense of the principal value). Then, the Poisson summation formula has a form
Now we use equation (92) for summation of the series (91). In our case
and hence from (91) we get
Let us denote α = x − n . Then, depending on the sign of α one should calculate the integral in (94) by residues closing the contour into the upper (α > 0) or into the lower (α < 0) halfplane. Consider the contour Γ R consisting of two intervals of the real axis: [−R, −ε] and [ε, R], ε > 0; the halfcircumference C ε with the radius ε > 0 lying in the upper complex halfplane and of the halfcircumference C R with the radius R > ε > 0 lying also there. Then (the direction of the clockwise or contra clockwise turning is noted by arrows):
One could show that
By means of (95) -(97) we obtain for α > 0:
Quite similar for α < 0, closing the contour into the low halfplane, we obtain V.p.
Turning back to the series (91) one can see that these series are splited into two series in depending on the sign of x − n, x ∈ (0, 1). Namely
Hence n 1 2π
Since for every M, n we have
It means that two latter series in (102) are cancelled, and we obtain n e 2iπnx 2πn − πM = n 1 2π
However in (104) we are interested in the series of the left hand side not for all n, but only for n = 0. So, from (91) it follows that
We substitute now this expression in the series depended of l in (90) and obtain
The latter series in the right hand side in (106) obviously is equals to zero:
Taking into account relations written above let us consider now the limit at N → ∞ in Σ 3 . At the same conditions as above the terms in Σ 3 including the integrals of ρ 2N +1 (x) tend to zero and so in the limit N → 0 we get
We use the fact that if |z| > 1/4 (see (78)) then
and for the contribution of Σ 3 in the resolvent we obtain the following representation:
Now we use the well-known [5] Euler polynomials representation:
and obtain for Σ 3 :
To get the desired expression for Σ 3 we shall transform the denominator in (112). Namely, since
and hence
we finally obtain for Σ 3
Now we return again to the presentation (64) of the resolvent. As a result of the above calculations we find the expressions for the contributions of Σ 1 , Σ 2 , Σ 3 in the terms of the Bernoulli and Euler polynomials. We sum this contributions according to (64) and collect the terms at the different peculiarities by z. Namely collecting terms at 1/z according (115), (88) we obtain
Here
We collect now the terms at the pole peculiarities z −
in the resolvent (64) using (112), (82):
From (116) - (119) according to (64) we obtain the action of the resolvent R(z) in the form
This formula (as one for the Renyi map [1] , [4] ) determine the continuation R c (z) of the resolvent R(z) of the operator U T to the whole complex plane C of the spectral parameter z. The continuation R c (z) needs the restriction U T to the suitable functional space Φ ⊂ A[0, 1]. In the examining case the choice of Φ is caused by the reasons of the rightness of the developing above calculations, i. e. the functions ρ(x), ρ ∈ Φ should satisfy the conditions (75), (76). As for the Renyi map [1] , [4] , the detailed description of the test space can be found in [16] . It follows from (120) that the continuation R c (z) of the restricted resolvent R(z)| Φ can be written in the form
where the functions ψ m and ϕ 2l−1 are determined by (117) and (119) respectively. By ψ m | and φ 2l−1 | are denoted functionals over the Φ (i. e. the elements of the dual space Φ × ) which are acting to ρ ∈ Φ ⊂ A[0, 1] according to the rules
It follows from these formulas that the functionals ψ m | and φ 2l−1 | can be represented in the form of the derivatives of δ-functions:
Coming back to the representation(121), it should be checked, that ϕ 2l−1 (x) satisfy the equation
or, what is the same, the equation
where ϕ 2l−1 (x) is given by(119). To prove (127) we use the known formulas [5] :
Then, by means of (128) - (130), we have
Hence to prove (127), it is necessary to be sure that
It follows from (132) that
Substituting this relation to the right hand side of (132) we obtain the identity
which proves (127) and hence (126). It means that ϕ 2l−1 (x) are the eigenfunctions of the Frobenius-Perron operator U T | Φ , restricted to the test functions space Φ ⊂ A[0, 1] . Let us mention that ϕ 2l−1 (x) can be expressed in the terms of even Bernoulli polynomials. Namely using (133) we see that
Similarly one can check that the functions ψ m (x) ∈ Φ ⊂ A[0, 1] , given by the equation (117), are included in kerU T | Φ i. e. satisfy the equation
Therefore they are the eigenfunctions of U T | Φ corresponding to the eigenvalue z = 0 of the infinite degeneracy. Turning again to the (121) we determine the extended resolventR V (z) of the Koopman operator V T for the tent map by duality, which is defined in the Introduction. Then on the base of (121) we have forR V (z) :
Now we simplify the notations in (122), (123), taking into account that the functionals ψ m | and φ 2l−1 | act to ρ ∈ Φ equally. Namely, we determine the functional χ m | by its action on ρ ∈ Φ as follows
(here the prime means the derivative by x). From (144) it follows that
It is well known [5] also that 
On the base of (145) and (146) 
Again using (146) we find
and hence the second equation is proved. Now let us act by the operator U T to the decomposition (141) from the left. Then taking into account the propertiesŨ T |B 2l+1 = 0,
which follow from (131), (132), (135), we obtain the generalized spectral decomposition of the Frobenius-Perron operatorŨ T corresponding to the extended resolvent R c (z) :
This is the main result of the work. It can be rewritten using the projections which are different from ones in (142). Namely let us determine the operatorŝ
and rewrite (152) in the formŨ
We shall check that operatorsΠ l are the orthoprojections again, i. e.
Π lΠm = δ l mΠm , Π 0Πl = 0.
Indeed from (36) it follows thatΠ
and in order to prove (155) it is enough to verify that
The latter is checked by the direct calculation:
(1/2) − B 
where we use the properties of the Bernoulli polynomials: The second equation in (155) is also can be obtained directly by using the properties of the Euler polynomials: Π 0Πl = |1 1|B 2l − l E 2l−1 χ 2l−1 |.
According to (150) 1|B m = 0 for all m and so we have to calculate
Using the fact that E 2l (1) = E 2l (0) we get sure that Π 0 ·Π l = 0 . We have proved above (see (126), (127)) that the original operator U T acts to the right eigenfunctions "correctly". Now we should check that the extended operatorŨ T given by the generalized spectral decomposition (154) in the Gelfand triplet Φ ⊂ L 2 (0, 1) ⊂ Φ × acts in its spectral representation in the following way: Indeed from (156), (157) it follows that Π l |B 2m x 2 = δ ml 1 2 2m |B 2m
and from (160), (161) it follows that Π 0 |B 2m x 2 = 0, Π 0 |E 2l−1 (x) = 0.
Consequently from the equation (150) one can obtain Π 0 |B 2m+1 (x) = 0,
Π l |B 2m−1 (x) = 0.
Finally from the fact [17] that the Euler polynomials belong to the set of the Appel polynomials also (see 145) and from the property E 2n (1) = E 2n (0) it follows that Π l |E 2m−1 (x) = 0 .
Collecting the formulas (162)- (166) we obtain (5).
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