Introduction
Traditional methods of data collection are often expensive and time consuming. We propose a novel data collection technique, called Bayesian Adaptive Sampling (BAS), which enables us to capture maximum information from minimal sample size. In this technique, the information available at any given point is used to direct future data collection from locations that are likely to provide the most useful observations in terms of gaining the most accuracy in the estimation of quantities of interest. We apply this approach to the problem of estimating the amount of carbon sequestered b y t r e e s . D a t a m a y b e c o l l e c t e d b y a n autonomous helicopter with onboard instrumentation and computing capability, which after taking measurements, would then analyze currently available data and determine the next best informative location at which a measurement should be taken. We quantify the errors in estimation and work towards achieving maximal information from minimal sample sizes. We conclude by presenting experimental results that suggest our approach towards biomass estimation is more accurate and efficient as compared to random sampling. Bayesian Adaptive Sampling (BAS) is a methodology that allows a system to examine currently available data in order to determine new locations at which to take new readings. This procedure leads to the identification of locations where new observations are likely to yield the most information about a process, thus minimizing the required data that must be collected. As an example of the application of this methodology, we examine the question of standing woods in the United States. In order to estimate the amount of carbon sequestered by trees in the United States, the amount of standing woods must be estimated with quantifiable uncertainty (Wheeler, 2006) . Such estimates come from either satellite images or near ground measurements. The amounts of error in the estimates from these two approaches are currently unknown. To this end, an autonomous helicopter with differential GPS (Global Positioning System), LIDAR (Light Detection and Ranging), stereo imagers, and spectrometers has been developed as a testing platform for conducting further studies (Wheeler, 2006) . These instruments are capable of measuring the reflectance data and the location of the Sun and helicopter in terms of the zenith and the azimuth angles ( Figure 1 ). The objective is to develop a controlling software system for this robotic helicopter, which optimizes the required ground 388 sampling. There are a number of methods by which data maybe collected. The first simplistic data collection method is to conduct an exhaustive ground sampling, that is, to send the helicopter to every possible location. The second approach is to perform random sampling until the estimates have acceptable standard errors. Although random sampling presents a possibility that the helicopter will take samples from the locations that offer the greatest amount of information, and therefore reduce the needed sample size, there is no guarantee that such a sample set will be chosen every time. The third and more efficient method is to take only a few samples from "key" locations that are expected to offer the greatest amount of information. The focus of this paper is to develop a methodology that will identify such key locations from which the helicopter should gather data. φ are the zenith and the azimuth angles of the view, respectively (Wheeler, 2006 ).
In the work described here, the key locations are identified using current and previously collected data. The software works in tandem with the sampling hardware to control the helicopter's position. Once a sample has been obtained, the data are fed into the system, which then calculates the next best location to gather further data. Initially, the system assumes an empirical model for the ground being examined. With each addition of data from the instruments, the parameter estimates of the model are updated, and the BAS methodology is used to calculate the helicopter's next position. This process is repeated until the estimated uncertainties of the parameters are within a satisfactory range. This method allows the system to be adaptive during the sampling process and ensures adequate ground coverage.
The application employs a bi-directional reflectance distribution function (BRDF), in which the calculation of the amount of reflection is based on the observed reflectance values of the object, and the positions of the Sun and the viewer (Nicodemus, 1970) . The advantage of using this function is that it enables the system to compensate for different positions of the Sun during sampling. Once the reflectance parameters are estimated, BAS uses the principle of maximum entropy to identify the next location where new observations are likely to yield the most information. In summary, the BAS methodology allows the system to examine currently available data in order to determine new locations at which to take new reflectance readings. This procedure leads to the identification of locations where new observations are likely to yield the most information.
Background and related work
Computing view points based on maximum entropy using prior information has been demonstrated by Arbel & Ferrie (1970) , where this technique was used to create entropy maps for object recognition. Vazquez et al. (2001) also demonstrated a technique for computing good viewpoints based on Information Theory. Whaite & Ferrie (1994) developed an autonomous explorer that seeks out those locations that give maximum information without using a priori knowledge of the environment. Makay (1992) used Shannon's entropy to obtain optimal sample points that would yield maximum information. The sample points are taken from the locations that have largest error bars on the interpolation function. In our work, the optimal locations that offer the maximum amount of information are identified using the principle of maximum entropy, where the maximization is performed using techniques suggested by . A simplified but elucidating version of an example given in is as follows: Suppose that the relationship between a dependent variable y and an independent variable x is known to be linear over the domain of interest x ∈ [1,4], and is known to be one of two equations with additive noise, y i = 5 + 7x i + ε i or y i = 17 + 3x i + ε i , each with a Bayesian prior belief to update of 1/2. the domain of interest. Our intuition tells us that an observation taken at x = 3 will not help us to discriminate between the two possible models, as the expected resonse, E( y|x=3) is the same for each of the two models. Our intuition further tells us that an observation taken at x = 1 will yield a response, y|x=1, providing the most "information" as to the correct model, since the two models are most distinct at x = 1. An application of the theorems of Sebastiani and Wynn show that the optimal location of the independent variable at which to take an observation that maximizes the entropy (expected information as defined by Shannon (1948) ) is at x* = arg x min{(5 + 7x) -(17 + 3x)} 2 = arg x min{144 -96x + 16x 2 } 1 = , which agrees with our intuition.
Application and model
Surface BRDF is often used to measure vegitation or other attributes of a surface. By it's very nature, BRDF requires measurements taken from a variety of viewing angles and sun positions (and hence different times of day), as solar radiation reflected by the surface is not uniform in all directions (Zhang et al., 1997) , nor is it uniform from the same direction when the sun is shining on the location from different directions, as can been seen in Figure 3 . This shows the importance of including not only the viewpoint position but also the position of the sun when taking reflectance measurements in order to accurately measure ground cover. The model for the data used in our framework is based on the semi-empirical MISR (multiangle imaging spectrometer) BRDF Rahman model (Rahman et al., 1993) :
is the measured reflectance, ρ is the surface reflectance at zenith, k is the surface slope of reflectance, b is a constant associated with the hotspot, or "antisolar point" (the point of maximum reflectivity, which is the position where the sensor is in direct alignment between the Sun and the ground target), π (horizontal to vertical) and the azimuth angle ranges from 0 to π 2 (all the way around a circle), thus the viewpoint (and the sun) are assumed on a half-hemisphere centered over the object or in this case region of land to be studied.
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With this application, the goal of this study is to estimate the parameters ρ , k and b to a predefined level of accuracy, or as some in the engineering field say, to ˝minimize the length of the error bars of the paramater estimates˝, with as few observations as is reasonably possible. 
Methodology
Our framework consists of the following two steps:
1. Parameter Estimation: In this step, we estimate the values of the parameters ( ρ , k and b ), and their covariance matrix and standard errors, given currently available data of the amount of observed reflected light, and the zenith and azimuth angles of the Sun and the observer. 2. Bayesian Adaptive Sampling (Optimal Location Identification): In this step, we use the principle of maximum entropy to identify the key locations from which to collect the data. Once the key location is identified, the helicopter goes to that location, and the instruments on the helicopter measure the reflectance information. These data are then fed into the calculated. This process is repeated (Fig. 4) until the standard errors of the parameter estimates achieve some predefined small value, ensuring adequacy of the estimated parameters. This process minimizes the required number of observations to be taken by ensuring that each new observation is taken from a location which maximizes the expected information obtained from the forthcoming observation, and using the then observed data in order to determine the location from which to take the subsequent observation. 
Implementation

Parameter estimation
The input to this step is the observed reflectance value (r ), zenith and azimuth angles of the Sun ) , ( [ ]
Next, linear regression is performed on the model in (7) 
Bayesian adaptive sampling
This step identifies the most informative location ( v v φ θ , ) to which to send the helicopter to take a new reflectance reading. We employ the principle of maximum entropy, in which the available information is analyzed in order to determine a unique epistemic probability distribution. The maximization is performed as per techniques suggested by , where in order to maximize the amount of information about the posterior parameters ( ρ , k and b ), we should maximize the entropy of the distribution function. where I is the identity matrix , our criteria reduces to maximizing the quantity given in (12).
Note that 2 σ and R are estimated in the Parameter Estimation step and are thus at this stage assumed to be known quantities. As described above, the matrix X contains functions of the zenith and azimuth angles of the Sun, ( )
, and the viewpoint/helicopter, ( )
at which future observations are to be taken (i.e., for each time i at which future observations are to be taken). Since the times at which future observations are to be taken are known, and thus the positions of the sun at these times are known, the only remaining unknown quantities in (12) are the values of ( ) v v φ θ , . Thus, the new location(s) to which the helicopter will be sent are the values of ( )
in the rows of X associated with new observations that maximize (12).
Initialization
Before data have been collected, one of course cannot calculate parameter estimates as described in section 5.1. Before parameter estimates are collected, one does not have an estimate of R or 2 σ to use in (12) from section 5.2. In order to initialize the procedure, one can use a Bayesian prior for these quantities, or equivalently, any estimate based upon prior knowledge of the quantities. In the absence of any prior knowledge, one may take an uninformative prior for R to be the identity matrix I, and any arbitrary estimate of 2 σ . See the appendix for a more thourough discussion of the quantity in (12) to be maximized.
Simulation
We conduct two simulated experiments in which the estimates of the model parameters are calculated. In the first experiment, "Estimation Using Random Observations", the data are collected by sending the helicopter to random locations. In the second experiment, "Estimation using BAS", the data are collected using BAS.
We note that the Sun moves through π 2 radians in a 24-hour period, i.e., at the rate of ≈ ) 60 * 24 ( 2π 0.004363323 or slightly less than 0.005 radians per minute. We will assume it takes about 2 minutes for the helicopter to move to a new location. Thus, the position of the Sun changes by approximately 0.01 radians between measurements. In our simulation, the true values of the parameters ρ , k and b are 0.1, 0.9, and -0.1, respectively. For the purpose of this paper, the observed values were simulated with added noise from the process with known parameters. This allows us to measure the efficacy of the algorithm in estimating the parameters and minimizing the standard errors of our estimates. In actual practice, the parameters would be unknown, and we would have no way of knowing how close our estimates are to the truth, that is, if the estimates are as accurate as implied by the error bars.
Estimation using observations taken at random locations
In this experiment, we send the helicopter to 20 randomly chosen locations to collect data. Starting with the fifth observation, we use the regression-fitting algorithm on the collected input data set (the observed reflectance information, and the positions of the Sun and the helicopter), to estimate the values of the parameters ρ , k , b as well as their standard errors. 
Estimation using BAS
In this experiment, the first five locations of the helicopter are chosen simultaneously using an uninformative prior distribution (i.e., as no estimate of R has yet been formed; it is taken to be and takes a reflectance reading, a new regression is performed on all data accumulated to this point, and the procedure is repeated. In practice, a computer onboard the helicopter would perform the regression, calculate the new next-best location, direct the helicopter to that location, take the reflectance reading, and repeat until some predetermined stopping point, which might include some fixed number of observations, or until the error bars have reached some predefined level indicating an acceptable accuracy in the parameter estimates, or perhaps until the helicopter has nearly exhausted it's fuel supply. In this simulation, we stop at the fixed number of 20 observations. Table 2 shows the results from this experiment. In both experiments estimates of the parameters, along with their standard errors, cannot be formed until at least five observations have been taken. Figures 5-7 show that the estimates using the data from the "well chosen" locations using BAS are closer to the true values, ρ = .1, k = 0.9 and b = −0.1, than the estimates based on data from the randomly chosen locations. Also, the error bars www.intechopen.com Efficient Data Collection with an Automated Robotic Helicopter Using Bayesian Adaptive Sampling Algorithms for Control 397 using BAS are much shorter, indicating higher confidence in the estimates of the parameters based on the "well chosen locations", e.g., the length of the error bar for the estimate calculated using data/observations from five well chosen locations is as short as the error bar based on data collected from 20 random locations. Within each figure, the horizontal axis indicates the number of observations between five and twenty that were used in forming the estimates. The vertical axis is on the scale of the parameter being estimated. Above each observation number, an "o" represents the point estimate (using the data from the first observation through the observation number under consideration) of the parameter using the randomly chosen locations and the observations from those locations. The "x" represents the point estimate of the parameter using observations taken at locations chosen through BAS. The bars are "error bars" and extend one standard error above and below the estimated parameter, based on the data collected at locations from the appropriate experiment. The horizontal line represents the true value of the parameter in our simulation. Note that in Figure 6 and Figure 7 , the error bars rarely overlap the true value of the parameter. This can be attributed to two factors. In large part, this is due to the fact that they are engineering "error bars" with a length of one standard error beyond the point estimate. Traditional 95% statistical confidence intervals based on two standard errors would in virtually every case overlap the true values. Additionally, these are cumulative plots, in which the same data are used, adding observations to form the parameter estimates as one moves to the right in each figure. Thus the point estimates and error bars are dependent upon one another within a figure, and not independent point estimates and confidence intervals.
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Finally, we see that the estimates using BAS (to select the points from which to take observation) are generally closer to the truth than when we use random points to take observations, and more importantly the standard errors associated with any given number of observations are much smaller. 
Conclusions and future work
Our initial results have shown that BAS is highly efficient compared to random sampling. The rate at which the standard errors, or the error bars, are reduced is much quicker, and hence the significant amount of information is found more quickly compared to other traditional methods. We have also shown that this methodology performs well even in the absence of any preliminary observations. Further simulation has shown evidence that BAS can be three times as efficient as random sampling. This efficiency amounts to savings of time and money during actual data collection and analysis. In addition to the application discussed in this paper, the theoretical framework presented here is generic and can be applied directly to other applications, such as, military, medical, computer vision, and robotics. Our proposed framework is based on the multivariate normal distribution. The immediate extensions of this framework will be to accommodate non-normal parameter estimate distributions. As part of our future study, we intend to employ sampling methodologies using Bayesian Estimation Methods for non-normal parameter estimate distributions. We also intend to use cost effectiveness as an additional variable. In this initial work, the focus was to identify the viewpoints that would give us the most information. However, it is not always feasible or efficient to send the helicopter to this next "best" location. As part of our future work, we intend to identify the next "best efficient" location for the helicopter from which it should collect data. T h i s w o r k w a s s u p p o r t e d i n p a r t b y t h e N A S A A m e s R e s e a r c h C e n t e r u n d e r G r a n t NNA05CV42A. We are appreciative of the help of Kevin Wheeler, Kevin Knuth and Pat Castle, who while at Ames suggested these research ideas, provided background materials, and assisted in securing funding. 1
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Appendix
In section 5, we noted that maximizing the entropy of the experiment is equivalent to maximizing the quantity R X X + ′ In summary, we find that maximizing the expected Shannon Information, i.e. the entropy, of an experiment, in which the experiment is associated with a regression fit where the errors are assumed to be Normally distributed, is equivalent to maximizing the determinent of the Fisher Information associated with that experiment. Further study is waranted in cases which are not regression based and/or where errors are not neccessarily Normally distributed.
