An exact form of the local Whittle likelihood is studied with the intent of developing a general-purpose estimation procedure for the memory parameter (d) that does not rely on tapering or differencing prefilters. The resulting exact local Whittle estimator is shown to be consistent and to have the same N(0, 1 4 ) limit distribution for all values of d if the optimization covers an interval of width less than 9 2 and the initial value of the process is known.
Introduction. Semiparametric estimation of the memory parameter (d) in fractionally integrated (I (d))
time series is appealing in empirical work because of the general treatment of the short-memory component that it affords. Two common statistical procedures in this class are log-periodogram (LP) regression [1, 10] and local Whittle (LW) estimation [5, 11] . LW estimation is known to be more efficient than LP regression in the stationary (|d| < 1 2 ) case, although numerical optimization methods are needed in the calculation. Outside the stationary region, it is known that the asymptotic theory for the LW estimator is discontinuous at d = 3 4 and again at d = 1, is awkward to use because of nonnormal limit theory and, worst of all, the estimator is inconsistent when d > 1 [8] . Thus, the LW estimator is not a good general-purpose estimator when the value of d may take on values in the nonstationary zone beyond 3 4 . Similar comments apply in the case of LP estimation [4] .
To extend the range of application of these semiparametric methods, data differencing and data tapering have been suggested [3, 15] . These methods have the advantage that they are easy to implement and they make use of existing algorithms once the data filtering has been carried out. Differencing has the disadvantage that prior information is needed on the appropriate order of differencing. Tapering has the disadvantage that the filter distorts the trajectory of the data and inflates the asymptotic variance. As a consequence, there is presently no general-purpose efficient estimation procedure when the value of d may take on values in the nonstationary zone beyond 3 4 . The present paper studies an exact form of the local Whittle estimator which does not rely on differencing or tapering and which seems to offer a good generalpurpose estimation procedure for the memory parameter that applies throughout the stationary and nonstationary regions of d. The estimator, which we call the exact LW estimator, is shown to be consistent and to have N(0, 1 4 ) limit distribution when the optimization covers an interval of width less than 9 2 . The exact LW estimator therefore has the same limit theory as the LW estimator has for stationary values of d. The approach seems to offer a useful alternative for applied researchers who are looking for a general-purpose estimator and want to allow for a substantial range of stationary and nonstationary possibilities for d. The method has the further advantage that it provides a basis for constructing asymptotic confidence intervals for d that are valid irrespective of the true value of the memory parameter.
The exact LW estimator given here assumes the initial value of the data to be known. This restriction can be removed by estimating it along with d, as shown by Shimotsu [14] . Also, computation of the estimator involves a numerical optimization that is more demanding than conventional LW estimation. Our experience from simulations indicates that the computation time required is about ten times that of the LW estimator and is well within the capabilities of a small notebook computer.
Exact local Whittle estimation.
We consider the fractional process X t generated by the model
d 0 X t = u t I {t ≥ 1}, t = 0, ±1, . . . , (1) where I {·} is the indicator function and u t is stationary with zero mean and spectral density f u (λ) ∼ G 0 as λ → 0. Expanding the binomial in (1) gives the form
where
is Pochhammer's symbol for the forward factorial function and (·) is the gamma function. When d 0 is a positive integer, the series in (2) terminates, giving the usual formulae for the model (1) in terms of differences and higher-order differences of X t. An alternative form for X t is obtained by inversion of (1), giving a valid representation for all values of d 0 , ,
where m is some integer less than n. We want to transform the likelihood function (4) to be data dependent.
If |d 0 | < 1 2 , it is known that I u (λ j ) can be approximated by λ 2d 0 j I x (λ j ) [10, 12] . Therefore, if one views I u (λ j ) as the j th observation of u t in the frequency domain, replacing I u (λ j ) in (4) with λ j I x (λ j ) no longer provides a good approximation of I u (λ j ). In this paper, we propose to use a "corrected" d.f.t. of X t that can approximate I u (λ j ) and validly transform (4) in such cases. Lemma 5.1 in Section 5 provides the necessary algebraic relationship for these quantities for any value of d 0 , namely,
where [8] ,
We propose to estimate d and G by minimizing Q m (G, d) , so that
where 1 and 2 are the lower and upper bounds of the admissible values of
where 
in which F t is the σ -field generated by ε s , s ≤ t, and there exists a random variable ε such that Eε 2 < ∞ and for all η > 0 and some
Assumptions 1-3 are analogous to Assumptions A1-A3 of [11] . However, we impose them in terms of u t rather than X t . Assumption 4 is slightly stronger than Assumption A4 of [11] . Assumption 5 restricts the length of the interval of permissible values in the optimization (6), although it imposes no restrictions on the value of d 0 itself. For instance, if we assume the data are overdifferenced at most once and hence
When one wants to allow the interval of permissible values to be wider than 9 2 , the tapered estimators with sufficiently high order of tapering provide useful alternatives.
Under these conditions we may now establish the consistency of d. 
The leakage from the last term prevents the uniform convergence of
and complicates the proof. When |d − d 0 | is larger, λ
has further additional terms [e.g., the equation below (51)], and we were able to show the necessary results only for |d − d 0 | ≤ 9 2 , which is why we need Assumption 5. Lemma 5.10 in Section 5 is the main tool in handling the effects of such additional terms. We could relax Assumption 5 if we could extend Lemma 5.10 to hold with more general summands (1 − e iλ j ) k Q k + · · · + Q 0 , but we were not able to do so. REMARK 1. An alternative way of accommodating a wider range of d without sacrificing efficiency is to use a two-step procedure. A two-step estimator based on the objective function R(d) that uses a (higher-order) tapered estimator in the first step would have the same asymptotic variance as the exact LW estimator. (Strictly speaking, the asymptotic properties of tapered estimators have been established only under the alternative type of fractionally integrated process generated as in (8) , although some results on the difference between their d.f.t.'s are available [12] .) REMARK 2. The model (1) assumes, in effect, that the initial value of X t is known. In practice, it is more natural to allow for an unknown initial value, μ 0 , and model X t as
Estimation of μ 0 affects the limiting behavior of the estimator. According to Shimotsu [14] , (i) if μ 0 is replaced with the sample average X = n −1 n t=1 X t , then the estimator is consistent for d 0 ∈ (− , 2), but simulations suggest that the estimator is inconsistent for d 0 ≤ 0. To accommodate unknown μ 0 , it is possible to extend Theorem 2.1 for X t generated by (7) by estimating μ 0 along with d 0 . For instance, Shimotsu [14] proposes estimating μ 0 by
where w(d) is a smooth (twice continuously differentiable) weight function such that (1) are more restrictive in some ways than the stationary frequency domain characterization used in [11] and elsewhere. It might be possible to extend the results in this paper to the class of nonstationary processes analyzed by [13] and seek to achieve a similar degree of generality to Robinson [11] , but we do not attempt to do so here. 
with corresponding extensions for larger values of d 0 , so that X t or its (higherorder) difference is stationary. While we do not explore the effects of these alternative generating mechanisms here, simulation results suggest that the version of the exact LW estimator in [14] is consistent for this type of fractionally integrated process.
Asymptotic normality.
We introduce some further assumptions that are used to derive the limit distribution theory. ASSUMPTION 1 . Assumption 1 holds, and also for some β ∈ (0, 2] 
ASSUMPTION 5 . Assumption 5 holds.
Assumptions 1 -3 are analogous to Assumptions A1 -A3 of [11] , except that our assumptions are in terms of u t rather than X t . Assumption 4 is slightly stronger than Assumption 4 of [11] .
The following theorem establishes the asymptotic normality of the exact local Whittle estimator for d 0 ∈ ( 1 , 2 ). (The approximate mean squared error and the corresponding optimal bandwidth can be obtained heuristically in the same manner as in [2] .) THEOREM 2.2. Suppose X t is generated by (1) 
as n → ∞.
3.
Simulations. This section reports some simulations that were conducted to examine the finite sample performance of the exact LW estimator (hereafter, exact estimator), the LW estimator (hereafter, untapered estimator) and the LW estimator with two types of tapering studied by Hurvich and Chen [3] and Velasco [15] with Bartlett's window [hereafter, tapered (HC) and tapered (V) estimator, resp.]. The tapered (HC) estimator and tapered (V) estimator are consistent and asymptotically normal for d ∈ (−0.5, 1.5) with limiting variances 1.5/(4m) and 2.1/(4m), respectively (see Remark 1). We generate I (d) processes according to (3) with u t ∼ i.i.d.N(0, 1). 1 and 2 are set to −6 and 6. Although this setting violates Assumption 5, it does not appear to adversely affect the performance of the exact estimator. The bias, standard deviation and mean squared error (MSE) were computed using 10,000 replications. The sample size and band parameter m were chosen to be n = 500 and m = n 0.65 = 56. Values of d were selected in the interval [−3.5, 3.5] . Tables 1 and 2 show the simulation results. The exact estimator has little bias for all values of d. The untapered estimator has a large bias for d > 1, corroborating the theoretical result that it converges to unity in probability [8] . When −0.5 < d < 1, the exact and untapered estimators have similar variance and MSE. The variances of the tapered estimators are always larger than those of the exact estimator. Again, this outcome corroborates the theoretical result that the tapered estimators have larger asymptotic variance. The tapered (HC) estimator has small bias and performs better than the tapered (V) estimator for −0.
However, the tapered (HC) estimator has around 50% larger MSE than the exact estimator even for those values of d due to its large variance. The sample size and m were chosen as n = 500 and m = n 0.65 , and 10,000 replications were used. When d = −0.7, the exact and tapered (V) estimators have symmetric distributions centered on −0.7, with the tapered estimator having a flatter distribution. The untapered and tapered (HC) estimators appear to be biased. When d = 0.3, the untapered and exact estimators have almost identical distributions, whereas the two tapered estimators have more dispersed distributions. When d = 1.3, the untapered estimator is centered on unity. In this case, the exact estimator seems to work well, having a symmetric distribution centered on 1.3. The tapered estimators have flatter distributions than the exact estimator but otherwise appear reasonable and they are certainly better than the inconsistent untapered estimator. When d = 2.3, the untapered and tapered (V) estimators appear centered on 1.0 and 2.0, respectively. In this case, the tapered (HC) estimator is upward biased. Again, the exact estimator has a symmetric distribution centered on the true value 2.3.
In summary, there seems to be little doubt from these results that the exact LW estimator is the best general-purpose estimator over a wide range of d values. 
Proofs.
In this and the following section, |x| + denotes max{x, 1} and x * denotes the complex conjugate of x. C, c and ε denote generic constants such that C, c ∈ (1, ∞) and ε ∈ (0, 1) unless specified otherwise, and they may take different values in different places.
Proof of consistency. Define
log j − (log m − 1)
and 
Then it follows (cf. [11] , page 1634) that
Therefore, by the fact that
Hereafter, we use the notation a t ∼ I (α) when a t is generated by (1) with
and reversing the role of X t and u t , we obtain
and A(d) can be written as, with [λ −2θ
For any η > 0, Lemma 5.2 and Assumption 1 imply that n can be chosen so that
The results in [11] , page 1637, imply that, uniformly in j = 1, . . . , m,
It follows from (18) and (19) that
Robinson ([11] , pages 1637-1638) shows (14), the fact that ||A| 2 −|B| 2 | ≤ |A + B||A − B| and the Cauchy-Schwarz inequality we have
.
From (19) and Lemmas 5.2 and 5.3, it follows that, uniformly in
Therefore, we obtain
and hence the first term in (16) is o p (1) . Using the same technique, we can show that the second term in (16) is o p (1) , and
, and (13) follows. Now we take care of 2 
where p = exp(m −1 m 1 log j ) ∼ m/e as m → ∞. Applying (17) with θ = 0 and proceeding similarly to the argument below (17), we obtain
as n → 0. Now, for any fixed κ ∈ (0, 1) we have
From Lemma 5.5, by choosing δ first and then κ sufficiently small, for large m we have
as n → ∞. We proceed to show (23) for subsets of 2 .
First we consider 1
, where (20) and (21) 
and it follows from Lemma 5. (2πI εj − 1)
(2πI εj − 1)
As in [11] , page 1637, write 
In conjunction with max 
and then applying (14) to
With a slight abuse of notation, rewrite
Therefore, (23) follows if, for θ ∈ 2 2 , Pr inf (1) follows straightforwardly from (31) and by the same argument as the one for θ ∈ 1 2 . For 1n (θ ), substituting (30) to the definition of 1n (θ ) gives
Equation (34) is almost surely nonnegative. Lemma 5.3 gives We proceed to show (40). First, there exists η > 0 such that, uniformly in θ ,
From (39) and Lemma 5.4, we have, uniformly in θ ,
For (38), it follows from (31), e iλ j = 1 + O(λ j ) and Lemmas 5.4 and 5.6 that
Therefore, we can write
where ω denotes an element of the sample space , and
Before showing (40), define
where is the domain of θ ( 1 2 in this case), so that 1
Therefore,
and it follows that Pr inf 
Then, applying (14) to ( Y t (θ ), u t ) gives . Using the decomposition (32) and the same argument as the one for θ ∈ 2 2 , we obtain
where o p (1) is uniform in θ ∈ 3 2 . Using (45), rewrite the first term on the righthand side as
Equation (46) 
for some η > 0. Therefore we can apply the argument following (42) with slight changes to show (23) for θ ∈ 3 2 . For 4 2 = {θ : (14), we obtain
and D nj (θ ) and U nj (θ ) satisfy (31) and (39). We proceed to evaluate the terms in
By applying Lemma 5.10(a) with
, there exists η > 0 such that, for sufficiently large n, 
and D nj (θ ) and U nj (θ ) satisfy (31) and (39). We can easily obtain
where o p (1) is uniform in θ ∈ 9 2 . For the first term on the right-hand side, from Lemma 5.10(b) we have, for large n and η > 0, (1) or almost surely nonnegative, and hence (23) follows.
4.2.
Proof of asymptotic normality. Theorem 2.1 holds under the current conditions and implies that with probability approaching 1, as n → ∞ d satisfies
we obtain
where (9) in the proof of Theorem 2.1 we have
Hence, in view of (10) 
Therefore, proceeding as in the proof of Theorem 2.1, we obtain [λ −2θ
Robinson ( [11] , (4.9), page 1643) shows
and it follows that 
Now we derive the approximation of
where the third line follows from (21) and Lemma 5.2. Since |j 2θ − 1|/|2θ | ≤ (log j )n 2|θ | ≤ (log j )n 1/ log n = e log j on M, we have
Therefore, in view of (58) and (14) and Lemma 5.9 we have
Then, since J n (e iλ j ) = O(log n), it follows from (59) and Lemmas 5. 
In conjunction with (59), J n (e iλ j ) = O(log n) and EI uj
For G 2 (d), the same line of argument as above with Lemma 5.9(c) gives
From (19) and Assumption 1 , we obtain
Therefore, in view of J n (e iλ j ) = O(log n), EI εj = 1, and
It follows that
From Lemma 5.8(a) and a routine calculation, we obtain
Therefore, 
where r nj is defined in Lemma 5.9(b), and
From Lemma 5.8(a) we have
For (62), in view of the fact that
we obtain the decomposition
Because the ε t are martingale differences, the second moment of (63) 
and, in view of the fact that
giving (62) = o p (1) . Therefore, we obtain
(log λ j )I uj + o p (1) .
where the fifth line follows from [11] , page 1644, completing the proof. [8] to hold uniformly in θ . Its proof follows easily from the proof of Lemmas A.2 and A.3 of [8] and is therefore omitted. 
Technical lemmas. Lemma 5.2 extends Lemma A.3 of Phillips and Shimotsu
PROOF. When θ = 0, the result follows immediately because U λ j n (0) = 0. When θ = 0, define a p = θ λ j p e −ipλ j so that U λ j n (θ ) = n−1 p=0 a p u n−p . We suppress the dependence of a p on θ and λ j . Summation by parts gives
Phillips and Shimotsu ([8] , page 670) show that (note that Phillips and Shimotsu use λ s instead of λ j to denote Fourier frequencies)
Then, since a n−1 = (−θ) n e −i(n−1)λ j /n!, we have
We proceed to show that the elements of n θ −1/2 j 1/2−θ U ·n (θ ) are of the stated order. First, for U 1n , we have
Therefore, if we have, uniformly in p = 0, . . . , n − 1 and j = 1, . . . , m,
it follows from Minkowski's inequality that 
where the last inequality holds because e γ /(γ + 1) is monotone increasing for γ ≥ 1. Since 2 e < 1, choosing κ sufficiently small gives the stated results. (r/m)
giving the required result.
PROOF. For part (a) see [9] , formula (32). For part (b), from Lemma 2.1 of 
PROOF. For (a), first we have
The first term on the right-hand side of (75) is equal to ([16] , page 5) j ) ), the right-hand side is equal to
For the second term on the right-hand side of (75), summation by parts gives 
where, uniformly in j = 1, . . . , m, as n → ∞,
For parts (a) and (b), from Lemma 5.7(b) we have
Since n t=1 e itλ j (e −iλ j L − 1) u t = − u n , taking the d.f.t. of the right-hand side gives
Note that Lemma 5.2(b) gives |D n (e iλ j ; θ)| ≤ cλ θ j . Therefore part (a) follows if Observe that
Then since a n−1 = n −1 e −i(n−1)λ j , we obtain 
we have
Therefore, it follows from (68) and Minkowski's inequality that
and hence (77) follows. Now we move to the proof of (78). When θ = 0, then D nλ j (e −iλ j L; θ) = 0, and (78) follows immediately. Assume θ = 0. If we have, uniformly in r = 0, 1, . . . ,
then (78) follows because Minkowski's inequality gives
We proceed to show (82). For r ≥ n, (82) follows immediately because L r D nλ j (e −iλ j L; θ) u n = 0. For r = 0, . . . , n − 1, using a decomposition similar to (67) gives
+ ), the arguments in the proof of Lemma 5.3 go through and E sup θ |n θ−1/2 j 1/2−θ × U 1n (θ )| 2 = O((log n) 2 ) holds. For U 2n (θ ), using a decomposition similar to (72) gives Since E( Since the first term on the right-hand side is uniformly O(p) from (68) and the second term on the right-hand side is equal to 2C(1) 2 (p + 1), the first part of (87) holds. For the second part of (87), note that the left-hand side of (87) is equal to (γ q = Eu t u t+q ) For part (c), first from Lemma 2.1 of [7] and Lemma 5.7 we have Applying (88) and the following argument with (91) and (92) gives part (b).
