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A b stra ct
The m ajor objective of this work has been to investigate methods of reconstructing 
tomographic images from incomplete projection data. Furthermore the practical appli­
cation of such techniques to industrial non-destructive testing has been considered with 
particular regard to the nuclear industry. Two distinct situations are considered, region 
of interest (ROI) tomography and limited angle of view (LV) tomography.
ROI tomography relates to situations where data  is limited in lineal' extent and can 
be used for high spatial resolution imaging of particular areas of interest within larger 
structures. D ata collection times aie reduced by concentrating on the ROI and the imaging 
of structures which cannot fit in the held of view of the scanner can be made possible. It 
has been shown that corrected ROI images can be of equal quality to those reconstructed 
from complete data.
The situation where data  is limited in angular range is known as LV tomography. Prac­
tical applications of such situations can include in situ imaging of objects which cannot 
be accessed at all required angles, and the imaging of time varying objects where lim ita­
tions on the data  collection times restrict the angular range of measurements. The use 
of the Gerchberg-Papoulis algorithm has been shown to signihcantly reduce the resulting 
artifacts.
The initial work involved investigation into the minimum data  requirements for tomo­
graphic imaging of objects without compromising image quality. The relative performance 
of filtered backprojection and ART iterative reconstruction algorithms were investigated 
and the superiority of ART in situations of limited data  was demonstrated.
The most im portant causes of SPECT image degradation are scattering and attenua­
tion of photons. For scatter correction the dual energy window and Wiener deconvolution 
correction methods have been investigated and the results compared. A number of attenu­
ation correction algorithms have also been investigated and their comparative performance 
evaluated.
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In tro d u ctio n
The development of tomography made it possible for the first time to produce images of 
sections through the body with minimal interference from other layers. Previous imaging 
modalities had suffered from images being degraded by interference from out of held 
objects. The result was tha t the images were often indecipherable to  an untrained eye 
and accurate analysis required many years experience. W ith the advent of tomography an 
image of a body section could be produced which would be instantly recognisable. As a 
result the introduction of transmission tomography in medical applications was immediate 
and widespread. The hrst scanner produced by Hounsheld [Hou73] for EMI Ltd. was a 
head scanner but it was only a short time before larger scanners capable of performing 
body scans were available.
Such transmission tomography scans provide structural information but do not pro­
vide physiological information. For this information it was necessary to  turn  to  nuclear 
medicine techniques. It had long been possible to image the distribution of a radionuclide 
in the body. In 1948 Ansell and Rotblat [Ans48] had produced a point by point image of 
the distribution of radioactive iodine in the thyroid and an autom atic 7 -scanner was in­
troduced by Mayneord in 1951 [Man51]. The field of nuclear medical imaging was further 
advanced when Anger produced a 7-camera based on scintillation detectors [Ang52]. Just 
as transmission tomography developed from a;-radiology so emission tomography devel­
oped from 7-scanning. The development of single photon emission computed tomography 
(SPECT) began in 1963 when Kuhl and Edwards [Kuh63] produced tomographic images 
of a number of radioactive sources. Clinical applications were slow to materialise however. 
It was not until 1978 th a t the first commercial scanner became available and until then 
any clinical applications were based on ‘home m ade’ scanners. However, in the subsequent 
decade clinical applications have become mucli more widespread. Alongside the develop­
ment of SPECT scanners has come the introduction of positron emission tomography 
(PE T ), whereby the pair of photons produced by electron-positron annihilation are used 
to map the distribution of a positron emitting radionuclide.
Naturally the development of tomographic imaging for medicine led to  a corresponding 
investigation into its suitability for industrial applications. Transmission tomography has 
found use in flaw detection in non-destructive testing (NDT) of a variety of materials. One 
advantage tha t the industrial applications have in general is th a t they are not constrained 
by the need to limit the dose to the object. However many industrial objects are of higher
density and atomic number compared to biological samples and consequently the effect of 
beam hardening of a  polyenergetic source may be more apparent. There is also a need 
to use higher energy sources to  provide sufficient penetration. These can be provided 
by lineal' accelerators, or an alternative approach is to use isotopic sources. The use of 
mono-energetic sources overcomes the effect of beam hardening and available energies can 
be much higher. However one drawback can be th a t, in general, these 7 -ray sources will 
tend to produce lower photon intensities than .'C-ray sources which can lead to longer count 
times being required.
The subsequent application of transmission tomography in NDT now covers a wide 
range of materials and situations. Conventional medical scanners have been used to ex­
amine low density objects such as wood, ceramics, plastics, and archaeological artifacts 
[Gil84,Rei80]. Low atomic number elements are frequently used as composite materials 
in the aviation industry often as critical items. The non-destructive examination of such 
materials for flaws can therefore take on critical importance, and can be examined using 
photon energies typical of medical applications, i.e. less than 200 keV [Seg82]. Higher 
energy x-ray sources have been used to examine high density materials such as oil in rocks 
using a IMeV source [Zol85] and steel pipes using a 350 keV source [Miy87]. There have 
also been the development of large scale specific application scanners which make use 
of very high energy sources. The use of linear accelerators to provide very high energy 
photons has been reported in a number of applications. This allows very large objects 
to be scanned such as rocket motors [Bur84] concrete waste drums [Ket88] and missiles. 
However, such equipment is too expensive for most applications and consequently in most 
situations where high energy sources are required gamma emitting radioisotopes are used. 
These allow a vast range of objects of varying density to be studied. Applications have in­
cluded inspecting live trees [Ono84j; imaging cracks in steel pipes [Saw86j; examining the 
internal structure of nuclear fuel elements [Vas83], examining concrete structures [Mor80j; 
and nuclear fuel assemblies [DeV82j.
The use of emission tomography as an industrial imaging technique has been less 
widespread however. The problems of introducing radioactive isotopes into industrial 
samples and situations has limited the number of possible applications. One exception is 
of course in the nuclear industry. Here the production of radioactive objects means th a t 
there are a  number of situations where non-destructive examination by emission tomog­
raphy could be useful. For example, post-irradiation fuel elements could be examined in 
order to determine the spatial distribution of radionuclides [PhiSlj. The information thus
gained can be useful in evaluating the operating characteristics of reactors. Considerable 
research has been carried out at Los Alamos Scientific Laboratories into the measurement 
of the spatial distribution of radioisotopes in fast reactor fuel pins [Phi75,Phi81]. This 
work was one of the first applications of industrial emission tomography but utilises to­
mographic techniques in a  crude form. Typical scans consisted of just two projections 
measured at 90° to each other. It is assumed that the distribution of the radionuclides 
varies smoothly between these positions and the unknown projections can then be ob­
tained by interpolation. An image produced this way will be smooth and exhibit minimal 
radial resolution. The technique has been used to study the ratio of and in
the inner and outer regions of a  fuel pin to calculate the rate of burn-up of fuel in the 
reactor [Bar79]. Similar measurements of burn-up profiles can be obtained by mapping 
the distribution of relatively immobile isotopes such as and [Phi75]. The
use of a  migrating isotope such as can be used to indicate tem perature gradients
in the fuel [Raw85]. Tomography is an ideal means by which the distribution of a wide 
range of fission products can be mapped non-destructively. These distributions can af­
fect the rate  of fuel swelling, the therm al conductivity and the fuel cladding interaction 
process [Ans69,Coii72]. Furthermore since the technique is non-destructive, fuel pins can 
be examined a number of times during their lifetime and returned to  the reactor for fur­
ther irradiation. Previously such examination would have been carried out destructively 
whereby the fuel pin would be sectioned and the faces of the sections scanned with a finely 
collimated detector [Bar77]. A tomographic scan could be used to produce the same infor­
mation non-destructively. A preliminary study has shown the possibilities of tomography 
in such an application on AGR fuel pellets [Hud86,Dav89].
A further im portant nuclear industrial application of tomography is in the monitoring 
of radioactive waste. Such monitoring has been carried out on the radioactive waste in a 
variety of forms including vitrified waste [Mos88] and in waste drums at BAM [Ket88] and 
in Japan [Kaw88j. Such analysis of nuclear waste is an im portant m ethod of assessing the 
total radioactivity contained within such objects and of their external dose rates [Kaw88].
The work in this study has been carried out within an ongoing project of development 
of nuclear industrial applications of tomography. The initial development of a laboratory 
scale tomographic scanner was carried out by Sanders [San82] and initial investigations 
carried out into the capabilities of transmission and emission scanning. The work was 
continued by Davies [Dav89] with particular emphasis on the application of emission to­
mography to industrial objects. This work included a preliminary study of irradiated fuel
pellets and demonstrated the capabilities of tomographic imaging of the spatial distribu­
tion of radionuclides in objects after irradiation [Dav89,Hud86].
This work is a continuation of these previous studies and as such has sought to further 
develop the scope of industrial tomographic applications. Consequently a principal area 
of interest in this study has been the reconstruction of images from incomplete data. That 
is, situations where there is some restriction on the measurement of da ta  which results in 
there being parts of the object which are insufficiently sampled. Two separate situations 
can be considered. One is where the spatial sampling is restricted resulting in only a region 
of interest within the larger object being fully sampled. The other is when the angular 
sampling is restricted leading to missing angular segments of da ta  around the object.
In industrial applications these techniques could be useful in a number of situations. 
W hen dealing with large structures it may be impractical to scan the object at the required 
resolution due to  the time such a scan would talce. Thus a lower resolution scan could 
be used to locate particular areas of interest which could then be scanned at increased 
resolution. An example, is in the use of a low resolution flaw detection scan which is 
followed by a high resolution flaw inspection scan over a restricted region. This has the 
further advantage tha t the information from the low resolution scan could be used to 
correct for artifacts tha t appear in the region of interest scan. Alternatively the scan may 
be restricted to a region of interest alone without any measurements in the external region.
The limited angle of view techniques can be applied to situations where complete access 
to an object is prohibited. Such situation could arise if considering in situ imaging; or 
if imaging a rapidly dynamic object where a scan is time limited before motion artifacts 
dominate. The latter aspect is unlikely to occur in emission tomography where the slow 
scan times means th a t the scanning of rapidly changing objects is not feasible, but could 
occur in transmission tomography.
In addition to the investigation into limited data  tomography, the minimum data 
requirements of conventional tomography have been considered. T hat is too say the min­
imum number of projections and raysums required to produce good quality artifact free 
images. Furthermore the intrinsic problems of the scattering and attenuation of pho­
tons which are associated with emission tomography have been considered and a number 
of methods of reducing their effect have been implemented. Results of such correction 
algorithms are also presented.
C h a p ter  1
T w o D im en sio n a l Im age  
R eco n stru c tio n  From  P ro jec tio n s
1,1 In trod u ction .
Image reconstruction from projections describes a mathematical process whereby a series 
of external measurements are used to produce an image of the internal structure of tha t 
object. A set of 2D external measurements will aUow a 3D image of the object to be 
produced whilst here we consider the formation of a 2D section through an object from a 
set of ID measurements. It is the nature of these external measurements which determine 
the internal characteristic of the object tha t is imaged. For example in SPECT the external 
measurements are of the photons emitted by the object and the image is thus of the 
distribution of photon emitters in the object; in .x-ray CT the external measurements 
are of the integral attenuation through the object and hence the image will represent the 
distribution of linear attenuation coefficients in th a t object.
The m athematical theory behind the reconstruction of an image from its projections 
demands an infinite number of projections to be measured from which an exact recon­
struction can be obtained [Radl7]. Practical applications obviously cannot meet this 
requirement and this results in the reconstructed image being the best estimate of the 
true image which is consistent with the available data. This loss of exactness is further 
exacerbated by the measured data being inconsistent due to the effects of statistical noise. 
These practical lim itations are discussed more fully later (section 1.6).
Figure 1.1: Transverse section through an object showing the co-ordinate system of refer­
ence.
1.2 P ro jectio n  F orm ation.
Figure 1.1 represents a section through the object to be reconstructed and the distribution 
of the property of interest is represented in polar coordinates by the function / ( r ,  0). A 
second coplanar reference frame (l ,s)  th a t has been rotated through an angle 9 is also 
defined. This angle of rotation, is known as the projection angle. A raysum is then 
defined as the integral of the function, f{r,(p),  along a line parallel to s through the object 
at a fixed distance from its centre. That is the raysum at (1,0) is given by
( 1 .1 )
A projection is hence defined as a infinite set of such raysums at tha t angle through the 
object. This equation represents a transformation from the (r, <^ ) space of the unknown 
function to the {U9) space of the measured projections and is known as the Radon trans­
form. It can be written as
^ [ / ( ^ 0 )] = ( 1.2)
where R [...] represents the Radon transform.
If an infinite set of such projections are measured at all angles around the object, then 
the function of interest can be recovered by applying the inverse Radon transform. That
IS
f{r,<l>) =  ] (1.3)
111 order to exactly reconstruct the function f { x , y )  an infinite number of such projections 
are required entirely around the object. Based on Radon’s theorem a number of practical 
solutions to the reconstruction problem have been developed independently in a variety of 
fields [Bra67,Cor63,Cro70,Gor70]. These solutions are discussed in the following section.
1.3 R econ stru ction  M eth od s.
It has already been stated th a t Radon’s theory [R adi7] of image reconstruction from 
projections requires an infinite set of projections for exact reconstruction. In practice only 
a finite set of such projections are available. It must be realised th a t a two dimensional 
continuous function cannot be uniquely determined from a finite set of its projections. This 
is true even if the projections are known precisely. However, if we consider a discretised 2D 
function then it is possible to uniquely define an image from its line integrals. This allows 
practical determination of a  discretised image to be recovered from a set of its projections.
The simplest m ethod of reconstructing an image from its projections is simple back 
projection. This technique is also known as linear superposition. It was the method used 
in some of the earliest attem pts at image reconstruction from projections e.g. Ol^ndorf 
[OleGl] and Kulil [Kuli63], and is based on simple summation. Each point in the recon­
structed image, /(æ ,?/), is given a value equal to the sum of all the raysums that pass 
through it. That is in discrete representation
N
/(a;, y) = Yl (1-4)
j= i
where N is the total number of raysums and A9  is the angular step size.
However this reconstruction m ethod does not produce good results, giving only a crude 
approximation of the object. It is degraded by a general 1 /r blurring around objects (see 
Figure 1.2) wliich can mask structure in the object. Some attem pts have been made at 
correcting for this blurring after reconstruction but with the development of other more 
accurate techniques the simple backprojection technique is no longer used.
The other more sophisticated techniques can be divided into two general groups; ana­
lytical and iterative techniques.
Figure 1.2: Reconstruction of an image using back-projection illustrating the 1/ r  blurring.
1.4 A n a ly tica l T echniques.
The analytical reconstruction methods rely on a direct solution of equation 1.1 to recover 
f { x , y ) .  These methods have a long history of tomographic application beginning with 
Brace well [Bra56]. They can be subdivided into two distinct categories :-
i) two dimensional Fourier reconstruction
ii) filtered back projection
These two categories are described in detail in the next sections.
1.4.1 T w o D im en sion a l Fourier R econ stru ction .
If we consider the 2-D Fourier transformation of the function of interest f ( x , y )  to be given
by / o o  too/ f{x,y)exp{2-Ki{kj;X kyy)} dkj;dky (1.5)■OO j  — OO
This can be simplified by converting to the rotated reference frame ( l ,s)  where the angle 
of rotation 9 is given by
9 = tan ^{kx/ky)  and k = ^Jk^ i- k \  (1.6)
lieiice equation 1.5 becomes
/ oo rco/  /(®5 y) ex2j{2Trikl} dlds  (1.7)-OO J — oo
This can then be separated and substitution for the projection integral, equation 1.1, gives
/ OO p{l^6)exp{2'Kikl} dl (1.8)-O O
The right hand side of this equation is simply a one dimensional Fourier transform of 
P(k ,d)  and therefore "we can write
F{kx,ky)  = P{k , e )  (1.9)
This equation is of fundamental importance and is known as the central section theorem. It 
provides a basis for reconstructing the object function from measurements of its projections 
and states th a t the 2D Fourier transformation of the object function is equivalent to the 
set of ID Fourier transforms of the projection data  measured at all angles around the 
object.
The reconstruction process can be outlined as follows. First from a set of measured 
projections p{l,9),  calculate the ID Fourier transforms P{k,6) .  The position of these 
transforms in Fourier space are defined by the polar angle 9 and hence they will not lie on 
a regular rectangular array. So interpolation to a rectangular array is required to  allow an 
inverse Fourier transformation to recover the image. Previous objections to this method 
were tha t, though it was simple in principle, practical implementation was restricted by 
the computing power required to carry out the Fourier transforms and interpolate to a
square array. However, with the recent rapid rise in computing power available these
objections are becoming less sustainable.
1.4 .2  F iltered  B ack -P ro jection .
As has been described above simple back-projection of the measured projection data  will 
result in an crude reconstruction which is degraded by a 1/ r  blurring, see Figure 1.2. 
Filtered back-projection (FBP) attem pts to improve this reconstruction by removing the 
cause of this blurring before reconstruction. The method is derived mathematically in the 
following way.
The back-projection equation 1.4 can be written in integral form as
fbi^^y)= [  v{l,Q)d9 ( 1.10)Jo
where fb(x^ij) represents the backprojected estimate of the value of the function at the 
point (x,y).
The projection data  can be represented in Fourier space as
/ oo P{k,  6) exp{27cikl] dk
combining equations 1.10 and 1.11 gives
/ OO rooI  P{k,0)exp{27rikl}dkd6-oo J  — CO
multiplying and dividing by | k | gives
fb{^,y)  -  [  [  "-f-- exp{2irikl} \ k \ dkddJ — OO J “ -C O  ^
( 1.12)
(1.13)
hence the num erator on the right hand side of equation 1.13 has the form of a two dimen­
sional Fourier integral in polar co-ordinates and can equilalently be written as
p { k , e yfbU’': y) =  F T - 1 k \ (1.14)
Furthermore, the central section theorem, equation 1.9, has shown that the inverse Fourier 
transform of P(k^6)  is equivalent to the object function f ( x , y ) .  Thus
1fb(x,y)  = f { x , t j ) ® F T - 1 k (1.15)
where O represents a  convolution.
Thus the back projected function is the true function of interest convolved with the 
inverse Fourier transform of the reciprocal spatial frequency. This is equivalent in real 
space to the reciprocal of radial distance i.e.
F T - 1 1 (1.16)
Hence the blurring function evident in Figure 1.2 is proportional to 1/r. In order to obtain 
the true image it is necessary to deconvolve this blurring function. This could be carried 
out either in Fourier space or in projection space. This la tte r m ethod is the m ethod 
generally used since it removes the requirement of carrying out Fourier transforms which 
are computationally time-consuming.
To remove the blurring function it is necessary to multiply the Fourier transform by 
a factor |k |  to cancel the denominator of equation 1.13. In the projection space imple­
m entation this is equivalent to convolving the measured projection data  with a suitable
1 0
filter function before the filtered projections are then backprojected. This filter function 
is equivalent to the inverse transform of | k |. That is
pt (r) =  p{r) (g) q{r — r') (1.17)
where q[r — r') is some filter function, and p^(r,d)  then represents the filtered projections 
which are backprojected to form the image.
If the Fourier transform of the projection data  were to be multiplied by the factor | k | 
then this will have the effect of increasing the high spatial frequencies in relation to the 
low spatial frequencies. Thus if it is implemented directly it will lead to a  large increase 
in the noise in the image since this tends to be of high spatial frequency. Similarly if the 
projection space filter function is talceii to be the inverse of this factor | k | then the image 
noise level will be enhanced. In order to reduce this noise amplification a filter which ‘rolls 
off’ at high spatial frequencies is used. However since these filters suppress the higher 
frequencies some blurring of sharp edges and loss of spatial resolution is inevitable. A 
number of su dr filters have been suggested [Ram71,She74]. For this work the Ram-Lak 
filter has been implemented. The discretised form of the filter function is given by
q{r — ?’') = 0 if r  — r' is even
, i f ’■is odd
This is shown in Figure 1.3 where the curve represents the continuous version of the 
filter and the circles mark the points used in the discrete implementation. The projections 
before and after filtering is shown in Figure 1.4. Here the data is represented as a sinogram 
with the vertical axis being the projection and the horizontal axis the raysum.
The negative side lobes of the filters are responsible for removing the 1 /r blurring 
and hence the improvement in the image as illustrated in Figure 1.5 which shows the 
image reconstructed using filtered back-projection. When compared to the unfiltered 
image, Figure 1.2, the improvement due to  the filtering of the projections is immediately 
apparent. The m ethod of filtered back-projection is quick, gives good results and is the 
algorithm used in most of the commercial CT scanners. They do, however, suffer when 
dealing with noisy and inconsistent da ta  and in these situations other algorithms may 
perform better.
1 1
-3 - 2 0 2 3
Figure 1.3: The continuous form of the filter given by q{r — r') with the circles indicating 
the points used in the discrete implementation. Taken from B arrett [Bar82],
1.5 Itera tiv e  M eth od s.
Iterative reconstruction algorithms attem pt to produce an image by successive approxi­
mations to an arbitrary initial image, which is consistent with the measured projection 
data  to within some pre-specified tolerance. The image is reconstructed on to  a square 
array of pixels of w idth equal to the linear sampling size. However the image is only fully 
sampled within a circle of diameter equal to the total width of the scan. The function 
of interest is now reduced from a continuous function, f {r ,0)  to an average value fi  for 
the pixel ‘F. This average is assumed to be the average of the continuous function over 
the square region defined by the pixel. The Radon transform, equation 1.2, can now be 
written in discrete form as j v
(1.18)Pi =  1 ]  ™ ij/ii=l
with N being the to tal number of pixels and Wij the contribution of the ith  pixel to the 
j t l i  raysum and is known as the weighting function.
This can be solved by using m atrix inversion techniques i.e.
M
fi =  Y^ ï^j P^jj=l (1.19)
where M  is the number of projections.
1 2
a)
b)
Figure 1.4: The projection before (a) and after (b) filtering with the filter given by q{r—r').
13
Figure 1.5: The image reconstructed using filtered backprojection.
Due to inconsistencies in the data  caused by noise and the fact tha t in general we 
will not have sufficient independent equations to form a solution, this m ethod of image 
reconstruction is not often attem pted.
The iterative algorithms start from an arbitrary initial image, from which a set of 
pseudo-projections are calculated using the discretised form of equation 1.1, i.e. equation 
1.18. These calculated projections are then compared to the measured data  raysum by 
raysum and the differences calculated i.e.
i p j  =  p j  -  pcj ( 1.20)
pj and pcj being the measured and calculated raysums at position j respectively.
This difference is then applied to each pixel contributing to the raysum in proportion 
to its contribution and normalised so th a t the to tal correction to the pixels of that raysum 
is equal to 6 p j .  Thus the correction factor for the pixel i, 6fi,  is given by
where the denominator is the normalising factor.
( 1.2 1 )
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The iterative methods are classified according to what order the corrections are cal­
culated and applied. This can either be a pixel by pixel correction applied for all rays 
th a t pass through th a t pixels (Simultaneous Iterative Reconstruction Technique - SIRT); 
or a ray by ray correction applied to all pixels in the ray (Algebraic Reconstruction Tech­
nique - ART - and Iterative Least Squares Technique - ILST). The la tter two methods 
are distinguished by the way th a t the corrections are applied. ILST involves calculating 
all the correction factors and applying these at the end of each iteration. ART, however, 
incorporates the correction factors into the image as they are calculated and hence takes 
into account the correction factors as the iteration proceeds. For this reason ART is the 
most computationally efficient of the iterative reconstruction techniques and is the iter­
ative algorithm th a t has been implemented for this study. One drawback of the ART 
algorithm is that it is susceptible to noise in the data which can lead to the image failing 
to converge to a stable solution. However, for these studies it is not expected tha t the 
noise level will be high enough to  cause problems for this algorithm.
In order to speed the convergence of this algorithm and to increase its efficiency some 
further optimisation procedures are included. Firstly the image is constrained so tha t 
negative pixels are reset to zero. It also has been shown [Her79] th a t the convergence 
can be accelerated by not using the projections in angular order but rather use them  in 
such a way th a t there is a large angular step size between the consecutive projections 
used. A further im portant factor in speeding the algorithm is the use of a relaxation 
param eter which is a factor th a t multiplies the correction factor given by equation 1.21 
before this is applied to the pixels. The relaxation param eter has the effect of damping 
the corrections and prevents a pixel oscillating about its true value. The effect of these 
acceleration procedures are examined next using the data used to reconstruct the image 
shown in Figure 1.5 and the image quality factors explained in section 2.7.
Firstly the effect of constraining the image is shown in Figure 1.6. W ith the non-zero 
constraint the image converges to a significantly higher final image quality. The image 
constraint could be made more effective by also including a maximum pixel value if this 
was known.
Next the effect of the order of the projections is considered. Figure 1.7 shows the vari­
ation of the quality factor at the end of each iteration with the projections used in angular 
order and when there is approximately 90° between the projections used consecutively. It 
can be seen that the later case converges to a higher image quality factor than  the former
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Figure 1.6: The variation of image quality with the number of iterations with and without 
the non-negativity constraint
case.
The relaxation param eter was varied from 0.2 to 1.0 and the reconstruction iterated 
for 20 iterations. Figure 1.8 shows tha t as the relaxation param eter changes so the speed 
of convergence and final image quality varies. At low relaxation the image is slow to 
converge but the final image quality is high. As the relaxation factor increases the speed 
of convergence is greater but for high relaxation the final image quality is lower than for 
low relaxation. For this example the optimum relaxation param eter can be seen to be 0.4. 
This is made evident in Figure 1.9 which shows the variation of final image quality with 
the relaxation param eter used in the reconstruction.
In order to term inate the iterative procedure some measure has to be used which 
will indicate when the image is near optimum. It is not always possible to use the image 
quality factors since these require some estimate of the ideal expected image. It is therefore 
necessary to use some intrinsic factor which will give an indication of when an image is 
optimised. The factor used here is the total correction factor i.e. the sum of equation 
1.20 over all raysums. When the difference between this factor at the end of consecutive 
iterations is less than a pre-specified percentage of its value at the end of the first iteration 
then the routine is term inated. T hat is
when Cfc —Cfc-l Cl < 6 then stop (1.22)
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Figure 1.7: The variation of image quality with the number of iterations using the projec­
tions in different orders.
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Figure 1.8: The variation of image quality with the number of iterations for various 
relaxation parameters.
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Figure 1.9: The variation of maximum image quality achieved with relaxation parameters 
ranging from 0.1 to 2.0.
Percentage change 
for term ination
Fidelity
10 0.837
1 0.839
.1 0.839
.01 0.840
.001 0.840
Table 1.1: Variation of the final image quality factors with the percentage change used to 
term inate iteration.
where Cjt =  with 6j)j taken from equation 1.20 and k is the iteration number.
Figure 1.10 shows the value of this factor and of the image quality as the number of 
iterations is increased. It can be seen th a t in both cases an optimum is reached at 3-4 
iterations. Furthermore Table 1.1 shows the effect of varying the term ination point for the 
iterations. This indicates tha t a term ination factor of 1% is sufficient to produce a near 
optimum image quality.
1.6 P ractica l L im itations on th e  R econ stru ction .
The reconstruction methods detailed in sections 1.2 to 1.4 will inherently impose some 
practical limitations on the accuracy of the reconstructed image. These reconstruction 
algorithms attem pt to deal with the likely practical situations i.e. a  finite set of measure-
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Figure 1.10; The variation of image quality and the sum of differences with the number 
of iterations,
ments and a discretised image. Furthermore they have to tolerate inconsistencies between 
measurements due to the effect of Poisson noise inherent in the measurements. In this 
section we examine the performance of the reconstruction algorithms as the initial data  
input varies. That is the number of projections, raysums and the noise in the image is 
varied. The effect these param eters have on the final image quality is then monitored.
In order to do this a  simulated phantom  was used consisting of four active objects in a 
zero level background, see Figure 1.11. In order to compare the reconstruction algorithms 
direct comparison was made to the ideal image using the image quality factors explained 
in full in section 2.7.
1.6,1 V ariation  o f Im age Q u ality  w ith  th e  N um b er o f  P ro jectio n s.
A perfect reconstruction requires infinite linear and angular sampling. In practice for a 
given linear sampling the final image quality will depend on the number of angular samples 
in the data  set. W ith very few angular samples the image will be seriously degraded by 
lines radiating from the centre of the image, see Figure 1,12, However, there will also be 
a situation where an increase in the number of angular sampling will have only a minimal 
effect on the final image quality, i.e. the extra information will be lai’gely redundant. An 
optimum situation will therefore exist where the image quality is neai’ maximum yet the 
number of projections used to achieve this is kept to a minimum.
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Figure 1.11: Simulation phantom used to examine minimum data  requirements for accu­
rate artifact free reconstructions
Figure 1.12: Simulated data  reconstructed from 10 projection using filtered backprojection.
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Figure 1.13: Variation of image quality with the number of projections used, for FBP and 
ART reconstructions in the ideal case of no noise.
There have been several attem pts to  develop a relationship between the linear and 
angular sampling which would lead to  a maximised final image quality [Klu72,Bud74, 
Bro76,Hue77j. The most commonly used expression is [Mas89,Mos88]
ttRP > (1.23)
where P is the number of projections and R is the number of raysums.
The relationship between the number of projections and the number of raysums has 
been investigated here using a simulated phantom of 40 raysums. The situation with and 
without noise has been considered and both ART and FBP algorithms have been used to 
reconstruct the images.
For a noise free data  set the variation of image quality with the number of projections 
is shown in Figure 1.13 for both ART and FBP reconstructions. Furthermore, to justify 
a direct comparison between ART and FBP, the FBP image was constrained so th a t all 
negative pixels were reset to zero.
The FBP method shows th a t the image quality is fairly consistent with 60 or more 
projections and decreases quite gradually as the number of projections reduces to 30.
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However as the number of projections is reduced below this the image deteriorates rapidly. 
The difference between the image reconstructed from 60 projections and 360 projections is 
just 0.5% and hence there is negligible advantage in increasing the number of projections 
used to  more than  60. This is consistent with equation 1.23 which predicted, for 40 
raysums, 63 projections as being the optimum. At 30 projections, however, the difference is 
only slightly more significant with the image quality being 5% less than  for 360 projections.
The ART reconstruction shows much improved image quality at all angular sampling 
compared to the FBP. This is especially marked at low numbers of projections where good 
quality images can still be achieved with very low angular sampling. It can be seen from 
Figure 1.13 tha t in general the ART reconstructions require less projections than the FBP 
to maximise the final image quality . For the ART reconstruction the difference between 
the image reconstructed from 30 projections and 360 projections is just 2% and even 
using just 20 projections produces only a 3% decrease in image quality. W hen the number 
of projections are low then although the ART algorithm requires more iterations to reach 
a solution this is balanced by the fact th a t there is less data to analyse which means tha t 
the overall reconstruction time is actually less at low numbers of projections. For the ART 
reconstruction there is therefore little advantage in using more than 30 projections.
The above discussion was applied to an ideal reconstruction i.e. noise free. In order 
to further test the algorithms noise was added to the projections at levels of 1%, 3% and 
10%. The number of projections were again varied and the results plotted in Figure 1.14 
for the filtered backprojection algorithm.
For the FBP reconstruction at the low noise level of 1% the situation is, not surprisingly, 
very similar to the no noise case. The difference between the 60 projections and 360 
projections is just 1%, though as the number of projections is reduced below 40 the images 
rapidly deteriorate and are considerably worse than  in the no noise case, see Table 1.2. 
As the noise level increases to 3% there is only a slight decrease in the image quality with 
only a 1.5% difference between 60 and 360 projections. Similarly at 40 projections the 
difference is only 3%. At the higher noise level of 10% noise however the deterioration in 
the image becomes more marked at 60 projections, with a 10% decrease compared to 360.
For the FBP reconstruction it can therefore be said tha t equation 1.23 does give a 
good indication for the minimum number of projections tha t are required to produce near 
maximum image quality. For the noise levels expected to be encountered in this study 
(<5% ) the use of equation 1.23, which suggested using approximately 60 projections, would
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Figure 1.14: Variation of image quality with the number of projections used for FBP 
reconstruction at noise levels of 1%, 3% and 10%
Number of 
projections used
noise level
1% 3% 10%
360 0.987 0.986 0.973
180 0.980 0.977 0.968
120 0.979 0.977 0.967
90 0.979 0.976 0.945
72 0.977 0.974 0.916
60 0.975 0.971 0.904
40 0.962 0.955 0.899
30 0.937 0.929 0.868
20 0.800 0.796 0.735
10 0.678 0.674 0.611
Table 1.2; Variation of fidelity factor with noise level and the number of projections used 
for the FBP reconstruction
23
only cause a drop of at most 1.5% in the image quality compared to using 360 projections. 
For low noise cases it is possible to decrease the number of projections still further yet 
only marginally decrease the image quality. This knowledge obviously allows the data 
measurements to be kept to a minimum and furthermore minimises the reconstruction 
time.
For the ART reconstructions the introduction of noise to the da ta  has a similar effect, 
though is more apparent at the higher noise levels, see Figure 1.15. At the 1% noise 
level the image deterioration is again only slight until the number of projections becomes 
less than  30. The difference between the image reconstructed from 30 projections and 
from 360 projections is just 0.4%. As the noise level increases to 3% there is a slight 
deterioration in image quality bu t again the image at 30 projections shows only a 2.2% 
deterioration from the image at 360 projections. It is only when the noise level reaches 
10% is there a significant decline in the image quality at all numbers of projections. This 
illustrates the intolerance of the ART algorithm to noise. Comparison of Tables 1.2 and 1.3 
shows tha t a t the 10% noise level the filtered back projection reconstruction is superior 
to the ART reconstruction except at low numbers of projections, i.e. <30 projections. 
At 30 projections the difference becomes 7.5% for the ART reconstruction. However, for 
these studies the noise levels are expected to be less than 5% and for these situations 30 
projections are sufficient to produce images which are only up to 2.2% worse than  images 
from 360 projections.
The superiority of the ART algorithm is illustrated in Figure 1.16, which shows an ob­
ject reconstructed from 10 projections with the ART and FBP reconstruction algorithms. 
The ART reconstruction shows none of the streaking artifacts tha t are apparent in the 
FBP reconstruction, and the background is much less noisy.
In order to establish tha t there truly was a relationship between the number of pro­
jections and raysums and not simply a minimum number of angular samples required 
whatever the size of the image, an object of 20 raysums square was used (previously the 
object had been 40 raysums square). A noise level of 3% was added to  the projections 
as this was expected to be the a typical noise level that would be encountered in these 
studies. Use of equation 1.23 would indicate that for 20 raysums, 32 projections should 
be used.
Figure 1.17 shows the image fidelity versus the number of projections for the FBP 
reconstruction. The difference between 30 projections and 360 projections is 5% and at 40
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Figure 1.15: Variation of image quality with the number of projections used for ART 
reconstruction at noise levels of 1%, 3% and 10%
Figure 1.16: Reconstruction of an object from 10 projections using (a) ART and (b) FBP 
algorithms.
25
Number of 
projections used
noise level
1% 3% 10%
360 0.995 0.993 0.962
180 0.997 0.990 0.964
120 0.996 0.994 0.963
90 0.997 0.988 0.922
72 0.995 0.988 0.901
60 0.995 0.991 0.900
40 0.993 0.985 0.898
30 0.991 0.971 0.890
20 0.956 0.947 0.885
10 0.881 0.866 0.834
Table 1.3: Variation of fidelity factor with noise level and the number of projections used 
for the ART algorithm
Number of 
projections used
FBP ART
120 0.950 0.997
90 0.950 0.993
72 0.946 0.994
60 0.953 0.994
40 0,934 0.994
30 0.900 0.992
20 0.833 0.991
10 0.189 0.809
Table 1.4: Variation of fidelity factor with the number of projections used to reconstruct 
an object of 20 raysums square and noise level of 3%
projections it is just 2%. It is only when 60 projections are used is the difference reduced 
to less than 1%. W ith less than  30 projections the image quality deteriorates rapidly, see 
Table 1.4.
For the ART reconstruction the images are once again superior to  the FBP recon­
struction at all projections used, see Figure 1.17. There is very little deterioration in the 
image until the number of projections used drops below 20. Even at 20 projections the 
deterioration is less than  1% compared to 360 projections.
In summary equation 1.23 can provide an useful estimate of the minimum number of 
projections required to  maximise the image quality for a given number of raysums when 
using the FBP reconstruction technique. However, if the ART algorithm is used then 
fewer projections are required. In fact it can be said tha t in general only half the number 
of projections are required for the ART algorithm as for the FBP. One further point to
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Figure 1.17: The variation of the image quality with the number of projections used for 
reconstruction using a simulated image of 20 raysums.
note is tha t at aU numbers of projections the ART algorithm will produce results superior 
to the FBP algorithm when the noise level is low. Even using ART with half as many 
projections as for FBP will produce an improved image. For ART reconstruction equation 
1.23 could therefore be replaced by
P > ttR (1.24)
1.6 .2  Odd num ber o f p ro jection s
The discussion so fax has concentrated on the use of an even number of projections for the 
reconstruction. It has been conventional to use an even number of projections in emission 
tomography as this allows for simple attenuation correction to take place by averaging the 
opposing views (see Chapter 3). However it has been suggested [Mas89,Ohy86] th a t the 
final image quality can be significantly improved by using an odd number of projections. 
The foundation for this can best be illustrated if we consider the situation in Fourier space. 
The one dimensional transforms of the projection data  produce lines through the origin in 
Fourier space at an angle equal to the projection angle. If an even number of projections 
are used then the opposing projections will transform to the same radial line in Fourier
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space. Thus there will be two estimates of the same Fourier components and the result 
will be an averaging of the information contained in the two projections. If there is an 
odd number of projections then each transform will uniquely define a radial line in Fourier 
space. Hence the odd number of projections will produce a better estim ate of the Fourier 
components. The Fourier discussion is only used to illustrate the advantage of using an 
odd number of projections. Similar improvements in information content will be achieved 
using odd numbers of projections with the non-Fourier methods. This discussion obviously 
only applies to SPECT imaging over 360° and not transmission tomography where it is 
im m aterial whether an odd or even number of projections are used, only the number of 
projections used m atters.
For perfect data, i.e. noise and scatter free, projections need only be measured over 
180° since projections measured opposite each other will be identical. Consequently there 
have been a number of studies into the use of data  collected over 180° rather than 360° 
for SPECT [Eis86]. As a result of this the degree to which the use of an odd number of 
projections will improve the image will depend on the degree of difference between the 
opposing projections. If the data  is of low noise and scatter then the difference between 
the opposing projections will be small, and hence collecting an even number of projections 
around 360° will only marginally increase the information content compared to half the 
number of projections collected over 180°. In this case the use of an odd number of 
projections is likely to greatly improve the image quality. However if there is significant 
scattering in the object then for an even number of projections the opposing projections 
will increase the information about the object. The use of an odd number of projections 
in this case would still lead to a  better image due to  the increased sampling but the 
improvement would be less significant.
Table 1.5 illustrates the effect of using odd numbers of projections. For the ideal 
data  it can be seen tha t using 45 projections produces an image comparable to an image 
reconstructed from 60 projections, but using 30 projections over 180° also produces an 
image of equal quality. For real da ta  such comparison was not possible because projections 
were not available at all angles. However for the comparison th a t could be made show 
that using 15 projections gives an image of higher in quality to that from 20 projections.
The use of an odd number of projections will not increase the maximum image quality 
attainable but can achieve this maximum using significantly less projections. That is if 
we consider Figure 1.13 we can see th a t the image quality levels off when the number of
28
Number of 
projections used
FBP
Simulated 360° 60 0.977
360° 45 0.980
180° 30 0.977
Real 360° 60 0.810
360° 20 0.735
360° 15 0.783
Table 1.5: Variation of fidelity factor with odd and even numbers of projections.
projections increases beyond 60. By using an odd number of projections it will not be 
possible to increase this maximum image quality but this maximum could be achieved 
with a significantly smaller number of projections.
1 .6 .3  T h e num ber o f raysum s
The rate of linear spatial sampling of the object will determine to a large degree the final 
image spatial resolution. The spatial resolution will be further reduced by the divergence 
of the collimator used, the degree of scattering in the medium, the collimator penetration 
and to a  minor extent the reconstruction algorithm. In this section the effect of the width 
of the ray sum, and hence the linear sampling rate, on the image is considered. For this 
reason the divergence of the collimators, the scattering of photons and the collimator 
penetration were ignored.
An ideal image was set up and the width of the raysum used to sample this was varied, 
thus varying the linear sampling rate. The effect of this is illustrated Figure 1.18 which 
shows images reconstructed using 10, 20, 40 and 80 raysums. The reconstruction algorithm 
used was FBP and the number of projections used was determined using equation 1.23. 
Figure 1.18 clearly shows the reduction in spatial resolution tha t becomes apparent as the 
number of raysums used is reduced. Furthermore as the width of the raysum is increased, 
partial volume effects can also become apparent, e.g. Figure 1.18d.
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Figure 1.18: Images reconstructed from 10, 20, 40 and 80 raysums
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C h a p ter  2
S y stem  H ardw are and  
P erform an ce E valu ation .
2.1 In trod u ction .
Ill this chapter the practical implementation of a tomographic imaging system is consid­
ered. This includes descriptions of the hardware used in the scanner and for the data 
acquisition and analysis. In order to characterise the system a number of measures of 
system performance are introduced including measurement of general aspects of the imag­
ing system, such as the point spread function (PSF) and modulation transfer function 
(M TF), which allow direct comparison of the imaging capabilities of different systems. 
Furthermore a number of image quality factors are introduced which make possible the 
comparison of reconstructed images to  ascertain the effects of various image processing 
techniques.
2.2 T h e T om ographic Scanner and C ontrol S ystem .
The m ajority of the experimental work contained in this study was performed at AEA 
Technology, Harwell and consequently, it is the experimental system there tha t is now 
described. However an equivalent system was also in operation at the University of Surrey 
and full details of the Surrey system are given in the Ph.D. thesis by Balogun [Bal86].
The scanning system at Harwell was developed by Sanders [San82], modified by Davies 
[Dav89] and a comprehensive description of the system is given in these theses. Here only 
details of the main features of the system and of recent modifications carried out in the 
course of this study aie presented.
The scanner itself is unchanged from previous descriptions [San82,Dav89]. It is of the
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Figure 2.1: Diagrammatic representation of tlie tomographic scanner at Harwell
first generation type whereby data  are collected by a single detector in a translate-rotate 
mode. That is, da ta  are collected one raysum at a time in a projection before rotation 
to the next projection and is hence the slowest of the scanner types since all raysums 
are measured separately. The system is shown in Figure 2.1. The linear and rotational 
motion is controlled by standard Unislide stepper motor units with motion precision of
0.05mm and 0.01°. The stepper motors are controlled via a standard Harwell MOUSE 
(Microcomputer Organised for USErs) unit which is in turn controlled by an IBM XT 
computer. The MOUSE units are pre-programmed to control the stepper motors under 
instruction from the controlling computer. T hat is the controlling computer need only 
specify the speed, direction and destination of the stepper motors and these instructions 
are then translated by the MOUSE into stepper motor control signals. Communication 
from the XT to the MOUSE units is via an IEEE 488 interface.
The scanner had previously been under the control of a Research Machines 380Z com­
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puter. As part of this study the control computer was upgraded to  an IBM XT which 
necessitated a complete re-write of all control software. The 380Z had previously been a 
limiting factor in the system because of its relatively slow speed and limited da ta  storage 
facilities. The XT is a considerably faster machine and data  storage was on an internal 40 
MByte hard disc. A typical scan required between 15 kBytes and 30 kBytes of memory so 
da ta  storage was no longer a  lim itation. Furthermore the floppy disc access time on the 
380Z was very slow, whereas the hard disc access time on the XT is considerably faster 
and hence da ta  storage time was no longer a  lim itation.
Previously, da ta  acquisition had been via a  number of single channel analysers (SCA) 
and this limited the number of channels tha t could be used to a  maximum of three due 
to the signal attenuation caused by splitting the amplifier output. If studying multiple 
energy spectra this means th a t repeated scans of the same object are likely to be necessary 
in order to collect information about all the energies emitted, especially if scatter energy 
windows are set. A more efficient m ethod of data  collection was therefore necessary. This 
was achieved by using a multi-channel analyser (MCA) to collect a  full energy spectrum 
and then to transfer the relevant channels of the regions of interest (ROI) of each energy 
required to the computer. This was carried out with a Canberra Series 20 MCA and serial 
interface . However, since serial data  transfer was being used this did add considerably to 
the overall scan time, typically 25 seconds of data  transfer time per raysum for 16 energy 
windows. This led to a to tal da ta  transfer time of 16 hours for a  scan of 60 projections 
with 41 raysums per projection. A further cause of this slow data  transfer time was th a t 
each channel of each energy window had to be transferred to the computer then summed 
to give a value for the energy window counts. It was not possible to simply transfer the 
to tal ROI counts from the MCA. Though fortunately it was possible to restrict the data  
transfer to the ROI alone and not having to transfer the full spectrum. Full control of 
the MCA was possible from the computer and hence all necessary commands (to set data  
collection time, start, stop count etc.) could be incorporated into the scanner control 
program.
As previously stated the use of SCA’s had hitherto limited the number of energy 
windows th a t could be used simultaneously to three. If each energy window was now 
delimited by a ROI on the MCA, then up to 50 energy windows could be supported as this 
was the maximum perm itted by the MCA. However if the whole spectrum  was transferred 
to the computer and the data  sorted into ROI by the computer then the number of energy
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windows would effectively be unlimited. In practice this is further limited by the XT 
which only allowed a maximum of 16 files to be opened at any one time. This could be 
circumvented by altering the data  storage m ethod so that the individual energy windows 
were not stored in separate files but stored together, and then sorted at the end of the 
scan. This extra da ta  manipulation would, of course, lead to some slight increase in the 
processing time.
Image reconstruction at Harwell was performed on an IBM AT computer. This is faster 
again than the XT and very much faster than the 380Z. Using the XT allowed a scan of 
60 projections and 41 raysums to be reconstructed in approximately five minutes. On the 
380Z the same reconstruction would have taken over one hour. However by transferring 
the da ta  to  the Prime minicomputer at the university the reconstruction time could be 
reduced to less than 10 seconds cpu time. Even at times of heaviest system usage this 
would be less than one m inute real time.
2.3 D etec tio n  S ystem ,
Two different detectors were used in this study; a sodium iodide (N al(Tl)) scintillation 
detector and a high purity germanium (HPGe) semiconductor detector. Full details of 
the general operational characteristics of these kinds of detectors can be found in Knoll 
[Kno89], whilst here only the aspects of particular importance to this study are considered.
For this study the im portant differences between the detectors are the energy resolution 
and detection efficiency of each of the detectors. The HPGe detector exhibits vastly 
superior energy resolution but has a significantly lower detection efficiency compared to 
the Nal(Tl) in the energy range of interest. The poor energy resolution of the Nal(Tl) 
means th a t for multiple energy imaging it may be impossible to separately resolve all the 
energies of interest. This is illustrated in Figure 2.2 which compares the energy spectrum 
of as measured by a HPGe and Nal(Tl) detector. The energies of the 7-rays emitted 
by the are given in Table 2.1. It can be seen that the Nal(Tl) detector is unable to 
distinguish between the 121 and 136 keV peaks or between the 265 and 280 keV peaks. 
A more complex energy spectrum may lead to more serious problems of peak resolution. 
Therefore for multiple energy spectra a high resolution detector, such as a HPGe, is 
essential to separately resolve the peaks. A further advantage of using a high resolution 
detector is the improved scattered photon rejection capabilities made possible by energy
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Energy (keV) Intensity
121 0.15
136 0.64
265 0.60
280 0.18
401 0.25
Table 2.1: 7 Ray Energies Em itted by Selenium-75 and their Intensities
windowing. This particular aspect is discussed in more detail in Chapter 3.
The advantage of using a Nal(Tl) detector is tha t of the increased detection efficiency 
in the energy range used in this study (100 to 400 keV). The HPGe detector is most 
efficient at low energies with its efficiency peaking at around 80 keV where its intrinsic 
efficiency is of the order of 75%. At 400 keV, however, its efficiency drops to below 10% 
and even at 250 keV the efficiency is only 12%. The NaJ(Tl) detector has an energy 
efficiency exceeding 25% throughout this energy range. The increased detection efficiency 
of the Nal(Tl) has significant importance to data  collection since it can lead to a greatly 
reduced overall scan time compared to when using the HPGe detector (assuming equal 
total counts are collected). Or for a given scan time and total count, the use of a Nal(Tl) 
detector can allow the sampling rate to  be increased, hence leading to improved image 
resolution. It should be noted however, tha t the increased scatter content of the Nal(Tl) 
data  will in general lead to reduced spatial resolution when compared to an equivalent 
HPGe image (see Chapter 3 for further details of the effect of scattered photons on the 
image resolution).
The choice of detectors thus becomes a balance between energy resolution, and overall 
scan time requirements. In this study since comparison between the two types of detector 
is required, all scans were carried out with both Nal(Tl) and HPGe detectors.
2.4  S y stem  P erform ance.
In order to evaluate the performance of an imaging system some means of assessing the 
image forming capabilities of the system is required. This can be done in a  general way by 
examining the system ’s response in such a way th a t direct comparison to the performance 
of other systems is possible. One such method is to record the systems response to a 
single point object - the point spread function (PSF). This is a commonly used measure 
of system performance since it allows quite different systems to be compared easily. Such
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Figure 2.2: Comparative spectra of a '^^Se source in water collected with (a) HPGE and 
(b) N al(Tl) detectors.
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Figure 2.3: (a) PSF with different background levels, (b) equivalent MTFs.
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2.5 T h e A p p lica tion  o f  th e  P S F  to  Im age R estoration .
The discussion of section 2.4 has outlined the use of the PSF and M TF as means of 
characterising the system performance and of parametising this. As mentioned above the 
PSF or M TF can be used to indicate some general capabilities of the system and allow 
comparison to other systems. The PSF has another im portant use in image restoration. 
As mentioned above the PSF represents the transformation of a delta function in object 
space to the image space. Consequently it indicates the degree of blurring which such a 
transform ation introduces. In image restoration the objective is to remove this blurring 
to restore the image to its ideal form. That is, from an estimate of the image and of the 
blurring function an estimate of the object is formed.
The process of forming an image of an object can be described as a transform ation of 
an object function, /(a ; ',2/'), to an image function, <7( ^ ,2/), via a transform ation function 
This transform ation function has coordinates of both the object and image 
planes to account for the transfer of information from one plane to the other. In a linear 
imaging system (i.e. a system in which T (/i  +  /g) = -^(/i) +  with L  being a linear
operator) the formation of the image can be described as
/ oo rooI h {x ,y ,x ' ,  y‘) / ( / ,  y') dx‘ dy’ (2.4)
-C O  j  — CO
If we consider / ( ^ ',  y') to represent the Dirac delta function, then we can see that 
equation 2.4 will represent the mapping of a point object to the image. T hat is h(z, %/, a;% y') 
represents the point spread function.
The use of all four coordinates to describe the PSF is the most general description 
since it allows the PSF to vary with position in both object and image planes. That is 
to say it describes a spatially variant PSF. In order to simplify the system it is assumed 
that the PSF is the same at all points in the image, that is each object point transforms 
with the same PSF to the image. Thus the PSF depends only on the difference between 
the coordinates in the two planes, th a t is h { x , y , x \ y ' )  now becomes h{x — x ' , y  — y').
The function h{x — x \ y  — y') now represents a spatially invariant PSF. Equation 2.4 
thus becomes / o o  r o o/  h{x -  x \  y -  y‘) f { x \  y') dx' dy' (2,5)-C O  J — 00
Equation 2.5 represents a 2-D convolution of the PSF, h{x — — y') with the object
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function f {x ' ,y ' ) .  It can also be written in vector m atrix form as
ÿ = [ff] /  (2.6)
where [H] is the m atrix representation of the PSF and /  and g vector representations of 
the object and image respectively.
In order to obtain an estimate of /  from knowledge of g it is thus necessary to find the 
inverse m atrix . Some situations may occur where no exact inverse function exists,
i.e. the problem is singular. However, while this means that mathematically /  cannot be 
exactly recovered from g, it may be possible to recover a very close estim ate of / .
So far the description of the image forming system has not included any noise. In
practice noise will be present in the measurements and will effect the restoration. The
addition of noise to this system gives
g = [ H ] f  + n  (2.7)
where n is the noise and is assumed to be independent of the object.
This extra noise term  can lead to a large inherent uncertainty on the solution i.e. it can 
cause the problem to be ill-conditioned. For example, an estimate of the image function /  
can be obtained by using the inverse of H ,  i.e. This gives the estimate of the image
to be
f  = [H]-^ g = f  + [H]-^n (2.8)
where /  is the estimate of / .
If [H] contains very small values then this can lead to very large value in its inverse 
This can lead to the noise term  dominating the estimate /  [Ral65].
The effect of ill-conditioning can mean that rather than there being an unique solution 
there is a  set of possible solutions. Some m ethod of determining the best solution is
therefore necessary. This is achieved by optimising the restoration with respect to some
param eter. For example, one approach would be to  find a solution which minimised the 
noise in some way. Another method would be to minimise the error between the original 
object and the estimated image. These types of constraints are discussed below.
Image restorations can be readily implemented by the use of Fourier computations. If 
we consider the Fourier transform (FT) of equation 2.6 we have
= H { u , v ) . F{uyv)  (2.9)
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where the capitol letters now represent the Fourier transforms of the functions in equation 
2.5.
The most direct m ethod would be to obtain an estimate of f { x , y )  by simple inverse 
filtering, i.e.
f { x , y )  =  F T -1 \G {u ,vY (2 .10)
It can be shown [And77] that such inverse filtering is equivalent to  optimising the 
solution with respect to the least squares minimisation of the noise as mentioned above.
The inverse filtering approach can, however, be seriously troubled by the ill-conditioned 
nature of the problem. As values in v) become small this can lead to large amplifica­
tion of noise in the restored image. This means tha t the inverse filter can only be used in 
situations of extremely low noise. Furthermore, if H{u,v )  is singular then a solution will 
not exist.
In order to overcome the problems encountered by inverse filtering, more powerful 
optimisation techniques are required. One approach used is to minimise the error between 
the restoration and the true object using the minimum mean square error (MMSE) as the 
optimisation criterion. This requires th a t the to tal error between the restored image and 
the object is a minimum over aU possible images.
It has been shown [Wie42] th a t the MMSE solution is given by
I
where H*{u^ v) is the complex conjugate of I f  (u, v) and 7 is the ratio of the power spectrum 
of the noise to tha t of the object i.e. 7 =  and Fn(u,v)  and F f (u ,v )  are the power
spectra of the noise and object respectively. The fraction on the R.H.S. of equation 2.11 
is known as the Wiener filter.
The use of the Wiener filter removes the ill-conditioned behaviour. If I I (u,  u) —^ 0 then 
the restoration is controlled by 7 . Conversely if the noise tends to zero then 7 =  0 and 
the filter becomes the inverse filter. In this way the Wiener filter has a two fold function, 
firstly it acts as a  restoration filter and secondly smooths the high frequencies to avoid the 
noise amplification. This can be illustrated if equation 2.11 is re-written as
where the first fraction represents the image restoration and the second fraction the 
smoothing.
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However, images restored by the Wiener filter do not always appear to be as good 
visually as restorations using other methods. This is because the smoothness the Wiener 
filter introduces is not appreciated by the human visual system which prefers to tolerate 
slightly higher levels of noise in order to gain the increased structural information this 
brings.
An attem pt to  overcome this problem can be made by using the param etric Wiener 
filter. This differs from the Wiener filter by the inclusion of an extra term  applied to 7 . 
This term , /5, can be set either to increase the emphasis (/5 > 1) or decrease the emphasis 
{P < 1) of the factor 7 in the restoration. Thus to sharpen the image and to allow the 
inverse filter to dominate up to higher frequencies then /3 would be set small, i.e. /3 < <  1. 
However care must be taken not to  set j3 so small tha t noise will once again dominate the 
restoration.
An alternative approach is to use the inverse and Wiener filters in a complementary 
approach. This is done in an attem pt to overcome the Wiener filters low frequency dom­
inance whilst still avoiding any singularities in the inverse filter. This filter is known as 
the geometrical mean filter and is given by
where 0 < a  <  1
If a: =  I  and H  =  H* then the filter is known as the power spectrum  equalization 
[Hoii89], filter given by
Alternatively, instead of using the Wiener filter the param etric Wiener filter can be 
used. The filter then becomes
Now both a  and /5 can be varied to subtly alter the characteristics of the final image. 
However, such manipulation of the image was not considered here and only the filter given 
by equation 2.13 was considered.
The image restoration methods presented thus far do not provide an exhaustive exam­
ination of the subject. Those methods listed above were chosen for the ease of their ap­
plication to tomographic imaging and for their efficiency of application. There exist other
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classes of image restoration techniques which have not been considered including singular 
value decomposition techniques, non-linear restoration algorithms and iterative methods 
These have not been considered since they are generally more time-consuming. A full 
discussion of such image processing techniques can be found in books such as those by An­
drews, Gonzalez, Oppenheim, P ra tt and Rosenfleld [And77,Goii87,Opp76,Pra78,Ros82].
The Wiener filter requires the power spectra of both the object and noise to be esti­
mated. The power spectrum of a  known function is given by
Pa(u,v) =1 S{u,v)  1^ (2.16)
where S{u ,v )  is the FT  of the known function s{x,y)  and Ps(w, u) is then its equivalent 
power spectrum.
However, since the object function is unknown, the object power spectrum  cannot be 
obtained in this way. Similarly the noise distribution and hence the noise power spectrum 
remain unknown. Goodman [Goo76] has shown that for object dependant Poisson noise, 
the noise power spectrum has a constant value equal to the total object count, i.e.
Pn{u,v) = N  (2.17)
where N  is the total number of counts in the image.
The image power spectrum is then given by [Kiii83]
Pg(u,  ^ ) =  iV+ I H{u, v) P,(u,  v) (2.18)
Thus the object power spectrum Pf{u ,v )  can be obtained by re-arranging equation
2.18 to  give
Pf{u ,v)  =1 M{u,v)  |-2  iPg{u,v) -  N )  (2.19)
This m ethod of calculating 7 has been used by a number of authors [Mil85,Kin83,
Goo76] for both simulated objects and in clinical applications. However, this re-introduces 
the problems associated with the singularities hi H(u ,  v). This is avoided by only using the 
measured value of H{u,v )  at low spatial frequencies since it is at high spatial frequencies 
tha t singularities are more likely to occur. Thus a cut-off point is set beyond which the 
value of jff(u, v) is obtained from a function fitted to the values of H{u,  v) below the cut-off. 
Obviously this fitted function is not allowed to go to zero in the range of application.
However, a  simpler approach is to set 7 to a constant value whidi removes the need 
to  determine the power spectrum [Yan88,Gon87,Bur80]. The choice of 7 is optimised by
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varying its value and observing its effect on the restored image. The restored image varies 
only slowly with 7 and hence order of magnitude variations in 7 are necessary to bring 
about significant change in the restored image. This is illustrated in Figure 2.4 which 
shows the Wiener filtered images for a range of values of 7 . W ith a high value of 7 the 
smoothing effect of the Wiener filter begins to dominate at lower spatial frequencies and 
the image is smoothed, e.g. Figure 2.4a. As the value of 7 is reduced so the restoration 
by the inverse filter dominates up to higher spatial frequencies and the image becomes 
sharper. However, this increased dominance of the inverse filter also causes the noise level 
to be increased. As the value of 7 is reduced still further the noise level will increase in 
the restored image and will eventually dominate the restoration, e.g. Figure 2.4f where 
7 =  10- ^
By using a constant value of 7 and choosing the optimum restored image visually then 
the smoothing effect of the Wiener filter can be reduced. If the true Wiener filter were 
to be used with 7 calculated from known values of the power spectra of noise and object 
then the result would tend to be a smooth low noise restoration, such as Figures 2.4a or 
2.4b. The performance of the true Wiener filter is shown in Andrews [And77j.
The performance of the geometrical mean filter is illustrated in Figure 2.5. In this case 
7 =  1.0 and a  was varied from 0.0 to 0.8. W ith a  = 0.0 the filter is simply the Wiener 
filter, and Figure 2.5a shows the smoothing effect of high values of 7 in the Wiener filter. 
This smoothing effect can be reduced by increasing the value of a  gradually sharpens the 
image as the dominance of the Wiener filter is reduced. Figure 2.5e shows the restoration 
with a = 0.5 which corresponds to the power spectrum equalization filter, as given by 
equation 2.14. It can be seen tha t as the value of a  increases further the noise level 
increases and as a  becomes greater than 0.7 the noise totally dominates the image. Any 
singularities in H{u,v )  can be overcome by setting a  =  0 at such a point, i.e. using the 
Wiener filter alone for tha t point.
Figures 2.4 and 2.5 illustrate how the image restoration can be controlled by manip­
ulation of a  and 7 . For the Wiener filter the use of a constant 7 removes the need to 
determine the power spectra of the object and noise. Furthermore by varying this factor 
smoothing of the image, which would be apparent if the true Wiener filter was used, can 
be reduced. Similarly the geometrical mean filter can be used to reduce the Wiener filter 
smoothing by increasing the dominance of the inverse filter. Thus this could be used with 
the true Wiener filter to reduce the smoothing in the restored image. However, the use
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a)  7  =  1 b) 7 =  10-1
c) 7 =  10— i n - 2 d) 7 =  10 ^
e) 7 = 10 4 f) 7 = 10— i n - 5
Figure 2,4: The effect of varying 7 in the Wiener filter.
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a) a = 0.0 b) 01= 0.2
c) 0 = 0.3 d) 0=0.4
e) 0 = 0.5 f) 0 = 0.6
g )  0 = 0 . 7 h) 0 = 0.8
Figure 2.5: The effect of varying o  in the geometrical mean filter with 7 kept constant at 
1.0 .
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of such factors to  control the image restoration means that the choice of the final opti­
mum image becomes purely subjective and is not related to any measured characteristic 
of the image. The choice of the best filter is similarly subjective and is not determined 
quantitatively.
This m ethod of image restoration by deconvolution of the PSF can also be regarded as 
a means of correcting for the scatter contribution to  tomographic images. The broadening 
of the PSF is primarily due to the divergence of the collimators and to the acceptance of 
scattered photons by the collimator. Therefore by deconvolving the PSF from the image, 
the scatter function is being removed from the image also. This method of correcting for 
the scatter contribution to tomographic images is discussed in Chapter 3.
2.6 T h e M easurem ent o f th e  S ystem  P S F .
The PSF of a single hole collimator depends on the divergence of the collimator, penetra­
tion of the collimator by photons and photons being scattered into the cone of acceptance 
of the collimator. This la tte r effect means tha t the PSF will depend on the medium that 
the source is contained within and the depth of the source in tha t medium. To minimise 
the contribution of scattered photons to the PSF the PSF is measured with the source 
in air, and is then considered to be essentially scatter free. However, the divergence of 
the collimator results in the PSF still depending on the distance of the source from the 
detector. Thus when defining the system PSF the location of the source relative to the 
detector should be noted.
For tomographic imaging the PSF will vary throughout the image depending on the 
position of the source relative to the detector and the depth of the medium between the 
source and detector. It is thus possible for the PSF to be different at each measurement 
position and the PSF is therefore spatially variant. In order to make use of the PSF in 
image restoration it would therefore be necessary to  fully define the PSF at all points in 
the image. However for most applications an average PSF is used to simplify m atters. 
Thus the system PSF is taken to be the PSF defined by a source located at the centre of 
the image which can then be used as a spatially invariant PSF in the image restoration 
techniques detailed in section 2.5.
In order to illustrate the variation of the PSF in a medium the PSF of a point source 
of was placed at different depths of water in front of the scanner. The results are
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shown in Figure 2.6 which plots the cross-section through the PSF at a  number of depths 
of water. The corresponding M TF’s are shown in Figure 2.7.
In order to use the PSF in image restoration it is necessary to somehow produce an 
estimate of the PSF for the particular image that is to be produced. Thus the PSF 
must be measured at the energy th a t is being used for image formation and with the 
same surrounding medium in order to simulate the scattering effects. Such a set up may 
be difficult to reproduce in practice due to problems associated with producing a point 
source, or line source, and placing it in a m atrix equivalent to that being imaged. In order 
to make the estimation of the PSF easier an imaging technique was used.
A source of known dimension was placed at the centre of a m atrix of the same medium 
as in the object to be imaged, and a tomographic scan carried out. The dimensions of 
this surrounding medium should be the same as tha t surrounding the object in order to 
simulate the scattering effects in the object. An ideal object could then be set up since the 
size and location of the source was known precisely. The blurring of the image produced 
would be due to the PSF of the system and could be recovered by deconvolving the ideal 
image from the reconstruction. The PSF thus obtained would be an average PSF and 
could then be used in restoring images of objects surrounded by similar' dimensions of the 
same medium. Furthermore if a multiple energy source was used then the PSFs for all the 
energies of tha t source could be obtained.
2.7  M easu rem en t o f  Im age Q uality
The measurement of image PSF and M TF are well established methods of measuring the 
general image forming capabilities of a system. They can be used to estimate the spatial 
resolution of the system and are hence useful system parameters to know in advance 
when considering applications. However, since the PSF represents a general aspect of 
the imaging system, it is often more useful to examine aspects of the image in more 
detail. In particular some means of directly comparing images formed by the same system 
is required. This will allow the effects of image processing algorithms to be monitored 
closely. For example images reconstructed with different reconstruction algorithms can be 
compared to some ideal image to quantify the capabilities of each algorithm.
In order to measure the difference between similar images, comparison to an ideal 
image is carried out. That is an ideal expected image is set up mathematically, and the
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measured image is compared to this pixel by pixel. A number of such measures have been 
implemented by various authors and are detailed below
i ) The Image Fidelity
This was first used by Linfoot [LinGO] in the field of Fourier optics as a 
means of comparing optical images. It was first applied to the quality 
evaluation of medical images by Evans [Eva82j. This is defined as
0 = 1 -  ~ (2.20)
where Ok is the pixel value in the ideal image, is the equivalent 
image pixel value and N is the total number of pixels in the image.
ii ) The Distance ‘d \
A number of ‘picture distance measures’ have been proposed by Herman 
[Her79]. Each one emphasizes a different aspect of the image. The 
distance ‘d ’ is defined as
-  ih f (2.21)
where is the average pixel value in the ideal image. This is a 
normalised root mean square measure which will emphasize the effect of 
a few large errors in the image.
iii ) The Distance V’,
This is another of the measures proposed by Herman [Her79]. This 
measure is designed to emphasize the cumulative effect of a large number 
of small errors throughout the image. It is given by
r = (2.22)
The above list is not exhaustive and a range of other measures of image quality have 
found application. These include the discrepancy [Bud74], mean square difference [Sob85], 
etc., together with measures such as image contrast and m ottle which have been widely 
used to describe image quality. However the measures listed above have been found to be 
useful in quantifying the relative quality of different images and have been used extensively 
in this study.
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Obviously these can only be used if the object is already known and thus an ideal 
image can be set up. They are thus widely used in simulation studies where the object 
is pre-defined mathematically. They can also be used on real objects if the object is 
known accurately. The measurements are commonly used in algorithm development as 
they provide a means of directly evaluating the effects of the correction algorithms.
It should be noted however, tha t to use any one measure alone can be misleading. For 
example, the distance V’ will increase rapidly as the image speckle increases i.e. as the 
noise level increases. The other measures are less affected by the increase in noise and show 
a proportionally smaller change. Thus the extent to which the image degradation will be 
noticed will depend on which image quality measure is being used. Image inspection is 
essential to  effectively monitor the changes in an image and these quantitative factors, 
though useful to monitor changes in an image, cannot be relied upon alone to determine 
the degree of image degradation.
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C h a p ter  3
In tr in sic  P ro b lem s in  
T om ograp h ic Im agin g .
3.1 In trod u ction .
The quality of images produced by emission tomography is mainly limited by three intrinsic 
factors. These are the Poisson statistics associated with the measurement of the ray sums; '
the influence of scattered radiation on the raysums; and the attenuation of photons in the 
medium between the source location and the detector.
The problem of Poisson noise in the image is due to the low count rates usually associ­
ated with emission tomography. These are caused by a need to  minimise the patient dose 
in medical imaging which minimises the activity of the source used. Furthermore the data  
collection time has to  be minimised to prevent motion artifacts appearing. In industrial 
applications both these limitations can be reduced. In general the object dose will not be 
a problem and hence higher activities can be introduced to objects, though the external 
dose rate  may eventually be a limitation. Object motion is unlikely to  be a problem unless 
time varying objects are being considered and hence longer data  collection times can be 
used. Thus the Poisson noise in the image may be reduced by increasing the to tal counts 
in the image.
The scattering and attenuation problems are however more difficult to deal with. Both 
must be accounted for if quantitative images are to be produced. No exact solutions are 
possible for these problems but a number of correction methods have been forwarded. In 
the next sections a number of these correction methods are discussed and implemented.
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3.2 S catter  C orrection ,
Wlien detecting radiation emitted by an object the detection system will not only register 
prim ary photons but will also include photons which have interacted with the medium 
between the source and detector. For the types of materials and 7 energies th a t are likely 
to be used in the applications considered here, the principle means of interaction will 
be Compton scattering. The scattered photons will blur the edges of the objects (thus 
reducing the spatial resolution), decrease the contrast, reduce the signal to noise ratio in 
the image and generally degrade the quality of the image. It is therefore necessary to 
compensate for effects of the scattered photons if we require quantitative information or 
even to improve the image quality.
Compton scattering results in some loss of energy and the Compton scattered photons 
will be of lower energy than  the primary photons. Therefore by using a narrow energy 
window about the full energy photopeak the number of scattered photons included in the 
data  can be reduced. However, due to the finite energy resolution of the detection system 
it is inevitable th a t some scattered photons will still be included in the photopeak window. 
Obviously by using a high resolution detector such as a high purity germanium (HPGe) 
detector it will be easier to separate the primary and scattered photons by energy discrim­
ination than when using a low energy resolution detector such as sodium iodide (Nal(Tl)). 
However even for HPGe detectors energy window discrimination will not remove all the 
scattered photons from the full energy photopeak window. Further corrections are still 
necessary. The methods of scatter correction can be subdivided into two groups depending 
on how the scatter contribution is estimated.
3.3 E nergy W in d ow  M eth od .
One method of estimating the number of scattered photons is to make use of two energy 
windows, one centred on the full energy photopeak and one immediately next to this at 
a  lower energy to  collect scattered photons. We make the assumption th a t the number of 
counts in the scatter window is related to the number of counts in the photopeak window 
in the following way
IXp — C . Tig (3.1)
where iig is the number of counts in the scatter window, rip is the number of scattered 
photons in the photopeak window and ‘c’ is some fraction.
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Thus by subtracting a fraction ‘c’ of the scatter window counts from the photopeaJc 
window counts it is possible to  correct for the scatter contribution. This corrected data  
can then be reconstructed to give a scatter free image. An alternative approach is to 
reconstruct two images, one using the scatter window counts and one using the photopealc 
window counts. The scatter image would then be multiplied by the same fraction ‘c’ 
and subtracted from the photopeak image. If linear reconstruction algorithms are used 
then the results from the two m ethods will be identical. Since the pre-reconstruction 
scatter subtraction requires less computation (only one image is reconstructed) this is 
the preferred approach. These were of the first scatter correction m ethods to be applied 
to tomographic images [San82,Jas84] and have been widely implemented [Lju90,Kor90, 
Low86,Dav89,Yan88].
One problem associated with window subtraction methods is due to the lim itations im­
posed by the photon statistics. T hat is, by subtracting counts from the photopeak counts 
we may increase the statistical noise in the image. Obviously this will be more im portant 
in situations where the scattered photons form a large proportion of the photopeak counts.
W hen using the window subtraction method as a means of correcting for scatter we 
malce a number of assumptions. Firstly we assume that the number of counts recorded in 
the lower energy window will be related to the number of counts in the  photopeak window 
as indicated by equation 3.1. We further assume that this relationship will be the same for 
each measurement position and will not be dependant on the source distribution. However 
there are limitations on these assumptions. The lower energy window is used to estimate 
the scatter content of the photopealî window but the scattered photons in each window will 
be of differing types. That is the lower energy window will contain proportionally more 
photons which have undergone large angle Compton scattering or multiple scattering. 
The scattered photons in the photopeak window will tend to be small angle first order 
scatter and coherently scattered photons. Thus the relationship between the number of 
photons in the photopeak and scatter windows will depend on the source configuration 
and the proximity of the detector to the scatter centres. Hence the relationship between 
the scatter window counts and the photopealc window counts is object dependant and 
may be different for each measurement position. Therefore the proportion of scatter 
window counts th a t should be subtracted from the photopeak counts will be different at 
each measurement position. For a known source distribution this relationship could be 
calculated using a Monte-Carlo technique but for an unknown source distribution it is
55
impossible to  determine this relationship beforehand. In order to  best estimate a value 
for ‘c’ it  was therefore necessary to  vary the scatter fraction subtracted (SFS) until the 
image is optimised in some way. Since it is impractical to use a different SFS for each 
measurement position a constant value was used.
From the above arguments it follows that the optimum SFS will differ for different 
objects and photopeak energies. Jaszczak’s [Jas84] approach was to  find a value of ‘c’ 
which would produce zero counts in a  large cold area within an uniform distribution of 
99m found to be 0.5, which was then followed up by a Monte-Carlo simulation
of the situation which gave a value of 0.57. The method used in this study was to  vary the 
value of the SFS until an optimum value of the image quality factors was reached. Results 
are presented in section 3.5.1
There has also been some discussion as to the optimum width of the scatter energy 
window. Sanders [San82] suggests using a scatter window of as narrow width as possible 
whilst m aintaining reasonable counting statistics (‘reasonable counting statistics’ meaning 
here th a t the statistical variation in the recorded scatter counts will not introduce further 
errors into the image). By doing this one would minimise the contribution of multiple 
scattered photons and large scatter angle photons since these would tend to be of lower 
energy. The scatter window counts would then more accurately represent the scattered 
counts in the photopealc window. All the scatter window counts were subtracted from the 
photopeak counts and improvement in the image quality was reported [San82]. Singh et 
al [Sin87] have investigated more fully the effect of the width of the energy window on 
the resulting image. They found th a t the optimum situation was achieved with a scatter 
window slightly larger than  the photopeak window. T hat is for (140 keV) they
used a photopeak window of 28 keV and suggested a scatter window of 32 keV. In our 
studies the window width was in general kept equal to the photopeak window width. The 
exceptions were in situations where this would have included the lead x-rays in the scatter 
window which would have lead to a spuriously large scatter window count, or when there 
was insufficient space between photopeaks. In these cases a window width equal to  half 
the photopeak window width was used.
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3.4 D econ vo lu tion  o f  S cattered  P h o to n s. j
I
A second method of scatter correction is based on deconvolving the scatter function from i
the image. The scatter degraded image g(x, y) can be regarded as being a convolution of 
the true image and an image degrading function h{x — x'.,y — y'). That is,
/CO poo/ /(æ , y) h{x -  x', y -  y') dx dy (3.2)- o o  J  — o o
Thus if we can obtain an estimate of the image degrading function h(x  — x', y — y') we 
will be able to  restore the image function f{x^y )  by deconvolving h{x — x ' , y — y') from 
g{x,y).  This m ethod of image restoration has been discussed in detail in Chapter 2.
The image degrading function is the point spread function (PSF) which is the response 
of the imaging system to a single point source in its field of view. As such it not only 
depends on the amount of scattered photons but also depends on geometrical factors, 
e.g. the divergence of the collimators used in the detection system. So by deconvolving 
this function from the image we will not only correct for the scattered photons but also 
compensate for the geometric response of the detection arrangement.
In order to carry out such a deconvolution it is first necessary to obtain an estimate 
of the system’s PSF. Details on how this was achieved is given in section 2.6. From the 
results shown there it can be seen tha t the PSF will vary with the depth of the source in 
the medium. Consequently the PSF will not be spatially invariant in the image. However 
since it is impracticable to determine the PSF at each position in the image, an average 
PSF is used instead.
The PSF can be deconvolved from the image using a number of image restoration 
algorithms. A number of different filters have been used but the most frequently used has 
been the Wiener filter [Wie42]. Details of this filter is given in section 2.5, and is defined 
as
where the capital letters represent the Fourier transforms of the functions in equation 3.2, 
the * represents the complex conjugate and 7 is the ratio of the power spectrum of the 
noise to  the power spectrum of the signal, though in this application 7 is considered to be 
a  constant.
Furthermore a second filter has been considered which is given by
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where a  is some constant which is varied to optimise the restoration.
This filter has been used to reduce the low frequency dominance of the Wiener filter. 
This is controlled by a  whereby increasing a  will reduce the role of the Wiener filter and 
increase the inverse filtering aspect. Any singularities in H~^{UyV) can be avoided by 
setting a  =  0 at th a t point, i.e. using the Wiener filter alone at th a t point.
The discussion in section 2.5 assumed throughout tha t the deconvolution would be 
carried out two dimensionaUy on the images. However an alternative approach is to 
deconvolve the one dimensional LSF from the measured projections [Yan88]. Both one 
and two dimensional deconvolution have been investigated using the filters of equations
3.3 and 3.4 and results are given in section 3.5.2.
The deconvolution methods do, however, suffer from the problem of noise amplification 
and care has to be talcen in the choice of a  and 7 to prevent the noise dominating the 
restoration.
3.5 R esu lts
3.5 .1  S ca tter  W in d ow  M eth o d
The scatter window m ethod of scatter correction makes use of a second energy window 
below that of the photopeak. It is then assumed that the counts contained in the scatter 
window will be related to the counts in the photopeak window as indicated by equation 
3.1. Measurements were made using both Nal(Tl) and HPGe detectors. It would be 
expected th a t the vastly different energy resolutions of the two detectors would lead to 
different scatter contributions to the photopeak windows in each case. For the high res­
olution HPGe detector it would be expected tha t there would be relatively little scatter 
contribution to  the photopeak window. An example of a HPGe detector spectrum is given 
in Figure 2.2a. The equivalent Nal(Tl) spectrum is shown in Figure 2.2b and comparison 
of the two shows vast superiority of the HPGe detector’s energy resolution. The effect of 
the energy resolution on the scatter content of the photopeak windows is illustrated in 
Table 3.1. It shows the Compton scatter angle associated with the lower energy of the 
photopeak window. This clearly shows the large scatter contribution th a t can occur when 
using Nal(Tl) detectors. For the Nal(Tl) detector a further complication can occur when 
considering low energy sources and using lead collimators (as was the case in this study). 
That is, the contribution of the lead .r-rays (74,85 keV) to  the low energy window. These
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Detector Energy Scatter angle associated 
with lower edge of peak window
Nal(Tl) 121/136 48"
265/280 42"
401 29"
HPGe 121 22"
136 20"
265 12"
280 10"
401 8°
Table 3.1: The Compton scatter angle associated with the lower edge of the photopealc 
energy window.
æ-ray lines can be seen on the HPGe spectrum shown in Figure 2.2a.
The photopeak windows were talcen to be the full width at one-tenth maximum 
(FW TM ) of the photopealcs and the scatter windows were the same width wherever this 
was possible, i.e. if there was enough space between the peaks, otherwise the scatter 
window width was fixed at one half the peaJc window width.
Previous work [Jas84] on the scatter subtraction method has suggested th a t the factor 
‘c’ in equation 3.1 should be 0.5, th a t is half the scatter counts should be subtracted from 
the photopeak window counts and this figure has been widely used. In order to test this 
the SFS was increased gradually from zero. The corrected data  was reconstructed and 
quality factors calculated.
The scattering medium th a t was considered was titanium . This was chosen for the 
following reason. For the size of phantom  used, diameter of 52mm, the overall attenuation 
undergone by the 265 and 280 keV energy 7-rays emitted by simulates the attenuation 
experienced by the 662 keV 7-rays of in a  fuel pin. Thus the results obtained using 
a titanium  phantom and a source could be used to estimate the equivalent effect of 
uranium  fuel pins on Two phantoms were considered; one consisted of a single
central source, whilst the second consisted of four sources of different dimensions. This 
was done to observe whether the object would affect the optimum SFS in any way.
H PG e D etector
The result of varying the SFS is shown in Figures 3.1 and 3.2. It can be seen tha t 
for the higher energies (265 keV and greater) any scatter subtraction results in image 
deterioration. This is because the photopeak window contains very little  scatter and
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by subtracting counts the image statistics are being reduced causing a deterioration in 
the image. One exception can be noted at 265 keV and the single source, where some 
improvement in image quality can be seen as the scatter fraction increases but this is only 
very slight. Only at the lower energies, 121 and 136 keV, is there any improvement after 
scatter subtraction.
It can therefore be said tha t for the HPGe detector and higher energy sources no scatter 
subtraction is required. In fact in these situations any attem pt at scatter subtraction is 
likely to result in an increase in the image noise and a decrease in the image quality. For the 
lower energies under consideration, 121 and 136 keV, some improvement can be seen after 
scatter subtraction. However the poor quality of these images before scatter correction is 
partially caused by the high background at these energies, this high background is caused 
by the scattering of higher energy photons and can be clearly seen in the spectra shown in 
Figure 2.2. This high background underlying the photopeaks of interest can be a problem 
when considering the multi-energetic sources where the lower energy sources will sit on a 
higher background caused by the multiple scattering of the high energy photons. In such 
a situation it would be expected th a t a higher SFS will be required to compensate for the 
scatter contribution than  in a mono-energetic case.
N al(T l) D etector
The procedure was repeated for the Nal(Tl) detector and the titanium  phantom  and the 
results shown in Figures 3.3 and 3.4. For both objects the 121/136 keV and 265/280 keV 
da ta  show improvement after scatter correction. This improvement is most marked at the 
lower energy where a substantial increase in the image quality is observed, but the initial 
images were very poor. At 265/280 keV the increase is less significant but does result in 
some improvement in image quality. In three of the above situations the optimum SFS 
occurred at 0.65, with steps of 0.05 being used, see Table 3.2. The exception was the 
single source imaged at 265/280 keV where the optimum SFS was higher a t 0.95. Thus in 
this case there does not appear to be an increase in optimum SFS at lower energies even 
though there was a significant background level.
For the 401 keV images the results are inconclusive. For the single source any scatter 
correction leads to reduced image quality. This might be expected since the background is 
low and the scatter contribution would be expected to be less at higher energies. However,
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Detector Energy Optimum SFS
Single source Four sources
Nal(Tl) 121/136 0.65 0.65
265/280 0.95 0.65
401 1.65 0.00
HPGe 121 0.80 0.70
136 1.10 0.55
265 0.30 0.00
280 0.00 0.00
401 0.00 0.00
Table 3.2: The optimum SFS for phantoms of single and four sources with Nal(Tl) and 
HPGe detectors.
for the four source object the optimum SFS was found to be 1.65. This is higher than for 
any of the lower energies and the resulting increase in image quality is significant. The 
reason for this unexpected behaviour is unknown.
3 .5 .2  D econ vo lu tion  o f S ca tter  F unction
The phantom  used to evaluate this correction m ethod consisted of four sources in a 
titanium  m atrix. The da ta  collected with the HPGe detector was not considered because 
it has been shown in section 3.5 th a t the scatter contribution only appears to be im portant 
at low energies, but the images at these low energies were of poor quality. Similarly the 
low energy Nal(Tl) images were of low quality and hence not considered. The data thus 
chosen to  evaluate this method was the 265/280 keV Nal(Tl) data.
When using the Fourier deconvolution techniques a constant problem is tha t of noise 
amplification. The Wiener filter attem pts to overcome this by selecting the solution which 
minimises the mean square error between the solution and the ideal. This can however 
lead to  low frequency dominance in the restored image and the image appearing very 
smooth. In order to reduce the low frequency dominance the factors cl and 7 were varied 
in the filter given by equation 3.4. By reducing a- and 7 the low frequency dominance is 
reduced but too low a value will cause excessive noise amplification. A compromise is thus 
sought between noise amplification and smoothing.
A consequence of increasing the high frequency contribution is an increase in the 
general background noise level. This can in turn  lead to a decrease in the image quality 
factors. As a result of this the image quality factors after deconvolution tend to be reduced 
even though visually some improvement in the image may be seen. As a result of this
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comparison of the image quality factors before and after deconvolution can be misleading. 
This fact has been noted by other researchers using deconvolution techniques [Sob85]. 
Instead images before and after deconvolution are presented to allow visual comparison of 
the images.
One-dim ensional D econvolution
The result of the 1-D deconvolution are shown in Figure 3.5 for a range of values of a  
and 7 . The procedure followed was to use the Wiener filter and vary 7 until an optimum 
restored image was found. Then this value of 7 was used in the filter given by equation
3.4 and a  varied. It can be seen that the noise rapidly begins to dominate if 7 is reduced 
too much. It can also be seen tha t the use of the filter given by equation 3.4 has little 
effect on the image after an optimum Wiener filter image has been reached.
It should again be noted th a t comparative evaluation of images is now purely subjective 
and cannot be quantified. The choice of an optimum restored ima,ge is made by choosing 
an image which shows reduced blurring but is not dominated by noise. As a result the 
‘fine tun ing’ of the values of a- and 7 becomes more difficult as the difference in the images 
become less perceptible visually. This is illustrated by the images in Figure 3.5e to f where 
altering a  results in little visual change to the restored image.
Two-dim ensional Deconvolution
The same procedure to select an optimum image was followed as in the 1-D deconvolution 
and the results are presented in Figure 3.6. In this case the use of the second filter does 
produce some improvement in the images after the optimum W iener filtered image has 
been selected. However, this may be due to insufficient ‘fine tuning’ of 7 in the Wiener 
filter itself. The choice of the optimum image is now purely subjective and can be time 
consuming with repeated restorations required and visual inspection of the image at each 
stage.
3 .5 .3  C onclusions
Comparison of the results from the one and two dimensional deconvolution techniques is 
difficult because of the subjective nature of the image evaluation employed. Visually the 
images appear to be very similar with neither method exhibiting any clear superiority over 
the other. However, there does appear to be some slightly better definition of the sources
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a ) 7  =  10 b) 7 =  5x10®
c) 7 =  10® d) 7 =  10®
d) q=0.4 e) a= 0 .5
f) a = 0.6
Figure 3.5: Effect of varying the filter parameters in optimising the image restoration 
using the 1-D deconvolution. a)-d) a  =  0 e)-g) 7 =  5x10®
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Figure 3.6: Effect of varying the filter parameters in optimising the image restoration 
using the 2-D deconvolution. a)-d) o = 0 e)-g) 7 =  5x10"®
6 8
with the 1-D deconvolution method. As regards the implementation of the algorithms 
again there is little difference. The one dimensional method is slower due the fact th a t 
each corrected data  set has then to be reconstructed. Obviously the reconstruction method 
used will determine how much slower the 1-D deconvolution m ethod becomes but it is 
only if using iterative reconstruction would a large difference in the processing times be 
expected.
In order to  compare the deconvolution and window scatter correction methods visual 
comparison has again to be used. Quantitative comparison via the image quality factors 
would suggest tha t the scatter window correction technique is far superior to the decon­
volution technique because of the low image quality factors the la tte r technique produces. 
However, as has already been noted these low image quality factors are due to the increase 
in the background noise level and inspection of the images is necessary to evaluate the 
comparative performance of the correction routines. Figure 3.7a shows the image obtained 
with the Nal(Tl) detector and the 265/280 keV energy emission. The images shown in 
Figures 3.7b-d are the results of the one and two dimensional deconvoltion correction and 
the optimum scatter window correction. The deconvolved images were chosen visually 
from Figures 3.5 and 3.6 as being the optimum restorations. It can be seen tha t each of 
the corrected images appear visually to be improved compared to the uncorrected image. 
As has been said before, there appears little difference between the one and two dimen­
sional deconvolution corrected images, Figures 3.7b and 3.7c, with the one dimensional 
deconvolution showing some slight superiority . However, both deconvolved images appear 
to be better than the scatter window corrected image with each of the sources appearing 
more clearly defined in the image. Though again it should be noted th a t this is a purely 
subjective interpretation of the images and is not based on any quantitative analysis.
3.6 A tten u a tio n  C orrection
In emission tomography the measured raysums are formed as a summation of sources along 
a line through the object. This is given in integral form by equation 1.1.
p(/, G) = j> / ( r ,  (j))ds (3.5)
where /(r,</>) represents the activity at the point {r (^})).
However, as the photons pass through the medium they are attenuated. This attenu­
ation will depend on the length of the medium th a t they pass through and the value of
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a)
b)
c)
d)
Figure 3.7: Comparison of the uncorrected and scatter corrected images, (a) the un cor­
rected image, (b) corrected using the 1-D deconvolution correction (c) 2-D deconvolution 
correction, (d) dual energy window correction with SFS=0.65.
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the  linear attenuation coefficient (LAC) at each point along the path  of the photons. In 
this Ccise the raysum integral becomes
p(Z, /(^ î (j>)exp ^  /i(r, (j))ds^ ds (3.6)
where p(r,9)  is the LAC at the point ( r ,0) and the inner integral represents the line 
integral of the LAC between the point of emission and the detector, i.e. it is the total 
attenuation.
The right hand side of this equation is not separable and hence recovering f [r,  6) is 
made more difficult.
3.6 .1  A tten u a tio n  C orrection  A lgorith m s
The attenuation correction algorithms vary in complexity of implementation and require 
different amounts of prior information about the distribution of LAC in the object. The 
simplest methods assume a constant LAC throughout the object and their accuracy will 
obviously depend on the accuracy of this assumption. More complex algorithms will make 
use of LAC maps of the object obtained either by prior knowledge of the object or via a 
transmission tomography scan. Again their accuracy will depend on the accuracy of these 
maps though they would be expected to perform better than those methods which assume 
a constant LAC throughout.
The corrections can be applied before, during or after reconstruction and a example 
of a m ethod applied at each of these times in given in the following sections.
Pre-reconstruction Correction
A number of algorithms have been developed based on the averaging of opposing pro­
jections before reconstruction. Obviously diametrically opposed projections are required 
and hence an even number of projections around the object is essential. The methods 
use either arithm etic [Kay75] or geometric [Sor74] averaging. These assume a constant 
LAC throughout the object and also require some estimate of the to ta l attenuation length 
between the opposing views.
The geometric mean has been implemented here and is based on the following assump­
tions. Assuming a point source then the opposite views will be given by
p{l,6) = Aexp{-f.d )  (3.7)
p{l^O + w) = A e x p {—p{L -  I)) (3.8)
71
where A is the true activity of the point, I is the length of attenuation of the medium 
between the point of emission and the detector and L  is the to tal attenuation length of 
the medium between the opposing detectors.
Taking the geometric mean of these gives
[p (? ,% (/,6> +  7t)]^ =  (3.9)
Thus the geometric mean of the opposing projections is equal to the actual activity 
modified by the factor ex p {^^^ } .  The corrected projections are then given by
Pc(l,d) = \p{l,0)p{l,e + 1:)]^ (3.10)
Thus the correction factor only depends on the to tal attenuation length L. After the 
corrections have been applied to all projections the data  will have been reduced to half 
the original number of projections and now only spread over 180°. Reconstruction of the 
corrected image can then take place using any reconstruction algorithm.
Correction During R econstruction
These methods include an extra term  in the reconstruction algorithm which attem pts to 
compensate for the photon attenuation. They have been applied to both filtered back 
projection reconstruction algorithms [Taii84] and iterative algorithms [Gul85]. For the fil­
tered back projection implementation a constant LAC has to be assumed but the iterative 
algorithms can incorporate variable LAC’s provided a LAC map of the object is available.
The version considered here is a modified form of the ART algorithm. An additional 
factor representing the attenuation is incorporated into the calculation of the projections.
The equation used to calculate the raysums, equation 1.18, then becomes
N
Pj =  f i  Wij aij (3.11)
t=i
where a{j is an extra attenuation factor which is equal to the total attenuation undergone 
by photons travelling from the pixel i to the detector along raysum j .  The distribution of 
the LAC can either be assumed to be constant, or if an accurate LAC map of the object is 
available, from a transmission scan for example, then vaiiable LAC can be accomodated.
Post-reconstruction Correction
The post-reconstruction correction m ethod considered was proposed by Chang [Cha78], 
though variations on the basic algorithm have also been used by others [Wal81,Moo81].
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An initial reconstruction is performed without any attenuation correction to produce a 
first order image. A correction m atrix is then calculated using the equation
1 ^=  Iff E  (3.12)fc=l
where N is the number of projections, p  is the LAC of the surrounding medium and Ik is 
the distance from pixel i to the edge of the medium in the direction of the fcth projection. 
Here a constant value of p  is assumed though a variable p  could be used with the factor 
plk being replaced by a summation from the pixel i to the edge of the medium.
The first order image is then corrected by dividing the reconstructed image by the 
correction m atrix pixel by pixel. Then new projection values are calculated by reprojecting 
the corrected image including an attenuation term , i.e.
M
Pcaic ~  ^  y (3.13)
i=l
where M  is the number of pixels th a t contribute to the projection and d ij  is the length 
of intersection of the raysum with the attenuating medium.
A set of error projections aie then calculated by subtracting these calculated raysums 
from the measured projections, Pmeas,
P err — P m eas Pcalc (3.14)
An error image is then reconstructed from these projections and corrected using the 
correction m atrix given by equation 3.13. This corrected error image is then added to 
the prim ary corrected image to  give a second order corrected image. This procedure can 
obviously then be iterated if necessary. In some applications a relaxation param eter is 
applied to the error image before adding to the primary image [Moo81,Wal81] though 
relaxation was not used in this study.
3.7 R esu lts
Two different phantoms were considered to compare these algorithms. One consisted of a 
solution of Iodine-125 in a container at the centre of the field of view. Iodine-125 emits 
a 7-ray of 35 keV which is significantly self-attenuated by the solution. As a result the 
central pixel values in the un corrected image will be depressed relative to the edge pixels 
(see Figure 3.8). This phantom  was used because it allows the effect of the correction
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algorithms to be clearly observed, though an algorithm which performs well in correcting 
this kind of image may not perform as well when considering a more complex non-uniform 
attenuation image. For this reason a more complex phantom was also considered. This 
was the same phantom as used when testing the scatter correction algorithms. It consisted 
of a titanium  object with four holes drilled in it which were filled with in solution. 
Thus the attenuation map would consist of high attenuation due to  the titanium  and 
significantly lower attenuation due to the selenium-75 solution. For both phantoms the 
linear attenuation coefficients were found by interpolation from the values given by Hubbell 
[Hub82].
3.7 .1  G eom etric  M ean  C orrection
This is a simple m ethod which is applied pre-reconstruction. It means, however, that it 
only allows for an uniform attenuating medium. Consequently it is not expected to  work 
well in situations with non-uniform attenuation. Its main advantage is the speed with 
which it can be applied. The resulting corrected data  can then be reconstructed using any 
reconstruction algorithm. Firstly the iodine phantom  is considered. The corrected image 
is shown in Figure 3.8. Comparison of the un corrected and corrected profiles shows tha t 
while some improvement has been made, there is some fluctuation in the corrected profile 
values which gives rise to a noisier result. This is due to the fact th a t this correction 
m ethod amplifies the measured projections by an amount determined by the length of 
intersection of the raysum with the object. Thus the differences between the pixels in 
the final image will be amplified. However, the level of activity in the corrected image is 
considerably increased and for quantitative evaluation of activity provides a more accurate 
result than  the uncorrected image.
W hen this method is applied to the titanium  phantom its deficiencies become more 
apparent, see Figure 3.9. The sources should be of the same specific activity. For this 
reason the profiles of this phantom  are plotted as normalised counts. This maices it easier 
to evaluate the relative activity of the sources before and after correction. It can be seen 
in Figure 3.9 th a t before correction the left hand source and central source are of reduced 
activity compared to  the right hand source. For the left hand source this is due to the 
partial volume effect since this is the smallest diameter source, whilst the centre source is 
of reduced activity due to  attenuation. It can be seen tha t after correction while there is 
a slight increase in the relative activity of the centre source, it still remains a considerably
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Figure 3.8: Effect of geometric mean correction algorithm on the source, 
below the activity assigned to the right hand source.
3.7 .2  In tr in sic  C orrection
The intrinsic correction m ethod of attenuation correction would be expected to perform 
better than the geometric mean correction because of its ability to take into account 
variations in attenuation coefficient within the object. This would of course be more 
apparent in the titanium  object than in the I  object.
The result of this correction m ethod is shown in Figure 3.10 for the iodine object. Here 
the central activity is less depressed and again there is some fluctuation in the corrected 
pixel values. However, for the titanium  object, see Figure 3.11, there appears to be little 
difference in the relative activities of the sources before and after correction. It had been 
expected tha t this correction m ethod would have produced result superior to  the geometric 
mean correction because it could take into account the variation of attenuation coefficients 
within the object, but this has not proved to be the case.
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Figure 3.9: Effect of geometric mean correction algorithm on the source
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Figure 3.10: Effect of the intrinsic correction algorithm on the source.
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Figure 3.11: Effect of the intrinsic correction algorithm on the source.
3 .7 .3  P o st-R eco n stru c tio n  C orrection
The post-reconstruction method as proposed by Chang [Cha78] has been applied by a 
number of authors and the reported results have been good [Fab84,Mac86]. I t ’s major 
drawback is th a t it is an iterative m ethod and therefore slow, but the improvement in 
the final image can warrant such extra computational time. When applied to the iodine 
data  the result does not appear to be superior to the other methods, see Figure 3,12. 
However when applied to the titanium  data  the effectiveness of the algorithm becomes more 
apparent, Figure 3.13, The central source is no longer depressed compared to the right 
hand source, though in fact there appears to be some slight over correction. Furthermore 
the left hand source also shows increased activity and whilst it is still of lower relative 
activity the differential is much reduced.
3 .7 .4  C onclusions
Of the attenuation correction algorithms implemented the post-reconstruction m ethod as 
proposed by Chang [Cha78] has been shown to be far superior to the other methods. For 
simple objects the geometric mean correction can produce good results and can provide a
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Figure 3.12: Effect of Cliaiig’s correction algorithm on the source.
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Figure 3.13: Effect of Chang’s correction algorithm on the source.
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quick simple correction method. However, it is incapable of correcting more complicated 
objects. For more complex objects Chang’s correction m ethod has been shown to effec­
tively reduce the attenuation algorithm though it is a slower method. However, the result 
shown in Figure 3.13 was after a single iteration of Chang’s algorithm and hence repeated 
iterations are not necessarily required. This means that the computational time can be 
kept to  minimum. The improvement in the images after correction using Chang’s m ethod 
can make this extra computational time worthwhile.
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C h a p ter  4
R eg io n  o f  In terest T om ography.
4.1 In trod u ction .
In general, tomographic imaging requires th a t the object is scanned at a  number of discrete 
linear and angular positions around the object. The data  is said to be complete if the 
angular sampling positions are evenly spaced entirely around the object and the linear 
sampling positions include all the objects in the held of view at all angles. If either of 
these conditions are not met then the data  is said to be incomplete. It should be noted tha t 
the term  complete da ta  does not mean that the object is inhnitely sampled. There are, 
however, situations where these complete da ta  criteria cannot be realised and the collection 
of data  is restricted in some way. This means th a t the object is not fully sampled and 
we would expect image artifacts to result from using this incomplete data. Thus if we 
are to produce reasonable quality artifact-free images from such data  then methods for 
accounting for the lim itations of the data  must be employed.
The incomplete da ta  problems can be divided into two separate situations depending 
on whether the linear or angular sampling is restricted. The two situations will produce 
different image artifacts and the solutions to these artifacts will be different in each case. 
In this chapter the situation where the data  is limited in spatial extent is considered. 
This is known as region of interest (HOI) tomography or limited field of view tomography. 
The situation where the data  is limited in angular sampling, limited view tomography, is 
examined in Chapter 5.
ROI tomography can be regarded as a limited data problem in th a t the entire object 
is not fully sampled. If we consider the ROI alone, the data  set is complete (that is 
providing sufficient projections have been measured with regai'd to the number of raysums 
in the ROI). The problem is thus one of removing extraneous information due to the
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contribution of objects external to the ROI. This means th a t all the information necessary 
to produce a ROI image is present and tha t we do not have to estimate missing information 
about the ROI. Our task in reducing the ROI image artifacts is to  estim ate the missing 
information outside the ROI. This is in contrast to the situation in limited angle of view 
tomography where some information about the area of interest is missing and has to  be 
estim ated (see Chapter 5). We would therefore expect to  be able to produce more accurate 
reconstructions from ROI information than we would from limited field of view da ta  since 
in the later case we have too little information whilst in the former we have too much.
The limitation on spatial sampling of the object may either be applied deliberately 
or may arise out of some physical lim itation which makes complete scanning of an object 
impossible. The reasons for deliberately restricting the data  are multifold. In clinical 
applications it is not always necessary to image the whole cross-section through a patient 
and if the scan is limited to the diagnostically im portant part then both  the patient 
dose and the scanning time can be reduced. In industrial applications the need for dose 
reduction may not be a problem but a reduction in scanning time may be welcomed 
especially when dealing with large objects and a high spatial resolution is required. ROI 
tomography malms it possible to  increase the spatial resolution over a ROI without making 
the overall scanning time impracticably long. One useful application is the use of ROI 
tomography in follow up studies where an initial low resolution scan has been used to 
detect an area of interest which can then be scanned in greater detail. This will allow for 
low resolution flaw detection and high resolution flaw inspection - a situation which may 
apply to many industrial applications.
Physical limitations on data  collection may also occur when complete access to an 
object is not possible This may be a particular problem if attem pting in situ imaging of 
an object. Here it may be impossible to obtain measurements fully around the object. 
One medical situation where this can be a problem is when the patient is too obese to be 
scanned fully by a fixed size detection array [HerSlj.
4.2 A rtifacts.
There are, however, problems associated with reconstructions from linearly restricted data. 
Objects outside the ROI will contribute to some, but not all, of the measured projections 
and their contribution is not easily separated from the data. This will lead to inconsis-
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Figure 4.1: Artifact in the ROI due to a single external source
tendes in the data  which in turn will produce artifacts in the reconstructed image. These 
artifacts have been discussed by Huang [Hua77] with regard to specific out of field objects 
(i.e. point and annulus sources) and the contribution these specific sources would make 
to ROI data has been calculated. In general these artifacts show up as rings or streaks 
of higher pixel values at the edge of the reconstructed image nearest the external object 
(see Figure 4.1). Obviously these artifacts may mask detail in the reconstructed ROI 
and must be corrected if useful ROI images are to be obtained. A ttem pts to circumvent 
these problems fall into two categories, those employing data extrapolation to the external 
region and those varying the sampling parameters in the two regions.
4.3 D ata  E xtrap o la tion  M eth od s.
The simplest of the extrapolation methods simply assign a constant value to the raysums 
external to the ROI [Opp77]. More sophisticated versions may make use of mathematical 
functions fitted to the measured data  to extrapolate to the missing region [Lew79]. This 
assumes that the data  is smoothly varying and can hence be represented by a smoothly 
varying function. Thus the fitted function can then be extrapolated to produce estimated
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raysum values in the unknown region. The extrapolated function can be sampled at all 
required points in the external region to give a ‘complete’ da ta  set. This ‘complete’ da ta  set 
can then be reconstructed using any conventional reconstruction algorithm. The success 
of these methods will obviously depend on the functions used in the fit and the degree of 
extrapolation required. All extrapolation methods are usually only successful close to the 
measured points and extrapolation to distant regions is generally not recommended.
These methods can be made more accurate by the incorporation of a priori information 
about the object. If, for example, the approximate location of the external objects are 
known then the raysums that they will contribute to can be calculated. This can result 
in a more realistic determination of the external raysums [Wag79].
4 .3 .1  E xtrap o la tion  M eth o d s Im plem en ted
M ethods of extrapolating data  to the external region vary from the simplest method 
of assigning a constant value to each raysum in the missing region, to more complex 
routines fitting functions to the measured data and extrapolating these to the external 
region. Oppenheim [Opp77] has reported good results using the simplest of these methods 
and consequently these were implemented. Furthermore a number of methods have been 
implemented which assign values to the external raysums which depend on their linear 
distance from the edge of the ROI. Details of the methods implemented are listed below.
i) All external regions set to zero
ii) All external raysums set equal to the raysum at the edge of the ROI.
iii) Raysum values reduced linearly from the edge raysum value to  zero .
iv) As (iii) but reduced as 1 /r where r is the linear distance to the edge of the
ROI.
v) As (iv) but (1-1/r) being the reduction factor .
4.4  V ariable Sam pling P aram eters.
In this method data  is not restricted to the ROI alone but includes measurements in the 
external region. In this respect it is similar to conventional tomography, but differs in 
tha t the sampling param eters are varied in the two regions. This can be described as
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coarse sampling of the external region and fine sampling of the ROI. This coarse and fine 
sampling can be in the form of different spatial sampling in the two regions [Nal79]; varying 
the data  collection times [StaSl]; or for transmission tomography varying the radiation 
intensities in the two regions [Wag79]. W hatever sampling param eter is varied the result is 
two distinct regions of data. The external region being underdetermined compared to the 
ROI. This m ethod is obviously not applicable to  situations where access to the external 
region is impossible.
The method considered here is one of varying the spatial sampling in the two regions. 
The ROI is sampled as in conventional tomography with adjacent raysums having no gaps 
between them. In the external region however, though the same raysum width is used, 
not every required raysum is sampled i.e. there are gaps between the measured raysums 
where no data  is collected. This method was chosen as it is directly applicable to the 
first generation scanner used in the study and such a scanner could be easily programmed 
to perform such a mode of da ta  collection. Thus in order to  test the effectiveness of 
this, complete da ta  collected in the conventional way could be used and some of the 
measured raysums simply ignored. Direct comparison could then be made between a 
complete reconstruction and a corrected ROI reconstruction. The method can then be 
tested directly on real da ta  without requiring simulations.
The correction procedure was as follows. Firstly a function was fitted to  the measured 
data  raysums and this fit then used to create a  ‘complete’ da ta  set by interpolating to 
all required raysums. This ‘complete’ da ta  set could then be reconstructed using any 
conventional reconstruction algorithm. The functions used to  fit the da ta  were both cubic 
splines and polynomials. These fitting routines were taken from the NAG library on Prime 
[NAG88].
4.5 R ep rojection  and S u b traction  o f E xtern a l A reas C on­
tr ib u tion  to  th e  R O I R aysum s
Once one of the correction methods described in section 4.3 and 4.4 has been implemented 
the ‘complete’ da ta  set produced can be reconstructed. Any conventional reconstruction 
algorithm can be used since this data  set can now be regarded as if it were obtained in 
a conventional way. This first order image will generally show some improvement over 
the ROI reconstruction though it may still include some artifacts (see section 4.6 for full
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details of results obtained using these methods). This image can subsequently be used to 
correct the original data. The pixels outside the ROI can be reprojected to form correction 
raysums which represent the contribution of the external region to the measured raysums. 
These correction raysums can then be subtracted from the ROI raysums and the resulting 
corrected raysums reconstructed to give a second order ROI image.
In the case of the data  extrapolation m ethod, this can easily be iterated. The second 
order d a ta  set can be extrapolated as the original data set was and reconstructed to  give a 
second order extrapolated image. Any number of further iterations can then be performed.
4.6 R esu lts .
In order to examine these correction methods a complete data set of 60 projections and 41 
raysums was used. The complete reconstruction is shown in Figure 4.2. This allows a ROI 
to be chosen which includes the three central sources to the exclusion of the fourth. As the 
ROI is reduced so the artifact will increase and the quality of the ROI image decrease. This 
is illustrated in Figure 4.3. The upper line represents the quality of the various dimension 
ROIs in the complete data image, and the lower line represents the images reconstructed 
from the ROI data  alone. At large ROI the difference is negligible because all four sources 
remain in the ROI. However at a ROI of 25 raysums the fourth source is just excluded 
from the ROI and hence we see a significant drop in the ROI image quality. As the ROI 
decreases in size we see tha t the differential between the quality of the full reconstruction 
and the ROI reconstruction decreases. This shows th a t the artifact in the image is at 
its greatest when the external object is just outside the ROI. At low ROI dimensions we 
again see the quality of the ROI image decrease rapidly as we begin to exclude some of 
the central sources. Consequently a ROI of dimensions equal to 25 raysums was chosen as 
this is where the error between the images was maximised with only one source excluded.
4 .6 .1  D a ta  E xtrap o la tion .
Firstly the performance of each of the simple extrapolation methods outlined in section
4.3 is considered. Results from these extrapolation methods are shown in Figure 4.4. 
It is immediately obvious th a t each of the extrapolation methods has either a null or 
detrimental effect on the ROI. The reason for this may be th a t whilst we do not include 
any a priori information about the object distribution, we are merely further inconsistent
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Figure 4.2: Complete da ta  reconstruction of phantom used for ROI studies
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Figure 4.3: Variation of fidelity with the radius of the ROI.
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Figure 4.4: Fidelity factors after correction using the extrapolation m ethods detailed in 
section 4.3.1.
values to the measured da ta  set we started  with. Thus we do not improve the quality of 
the data  in any way.
Inspection of the images (Figure 4.5) does, however, show that the external source is re­
constructed to some extent. Its approximate location is fixed and the pixel values assigned 
there are significantly higher than the background, though it is spread out more than in 
the full reconstruction (Figure 4.2). This suggests that a reprojection-subtraction routine 
as suggested in section 4.5 may be successful. Such a procedure was carried out, data  
reconstructed and the resulting images are shown in Figure 4. 7 with the corresponding 
image quality factor values given in Table 4.1. These results show a significant improve­
ment on the images shown in Figure 4.5 as is also indicated by the quality factors. These 
quality factors are superior to the ROI da ta  quality factors and represent improvement in 
the ROI image quality for all the extrapolation methods. The best results are achieved 
with method 1 which simply sets the external raysums to zero. One point to note is 
that this particular extrapolation m ethod is the least successful when considering simple 
extrapolation alone.
To further investigate this m ethod repeated iterations of simple extrapolation and 
reprojection-subtraction were carried out. The results are shown in Figure 4.6 for each 
extrapolation m ethod up to 10 iterations.
It is shown th a t in general the performance of the extrapolation methods follows that
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a) external raysums set to zero b) external raysums set equal to 
raysum at the edge of the ROI
c) external raysum values reduced 
linearly from edge value to zero
d) external raysum values reduced as 1 /r times the edge 
raysum value where r is linear distance to edge of ROI
e) external raysum values reduced as (1-1/r) times the
edge raysum value where r is linear distance to edge of ROI
Figure 4.5: Images corrected using each of the extrapolation methods detailed in section 
4.3.1,
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Figure 4.6: Images corrected using the reprojection-subtraction routine.
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a) external raysums set to zero b) external raysums set equal to 
raysum at the edge of the ROI
c) external raysum values reduced 
linearly from edge value to  zero
d) external raysum values reduced as 1 /r times the edge 
raysum value where r is linear distance to edge of ROI
e) external raysum values reduced as (1-1/r) times the
edge raysum value where r is linear distance to edge of ROI
Figure 4.7: Variation of fidelity factors with iterations of extrapolation and reprojection- 
subtraction.
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Fidelity
Full 0.765
R O I 0.715
Data extrapolation method
1 0.236
2 0.675
3 0.693
4 0.594
5 0.711
Reprojection-subtraction method
1 0.755
2 0.734
3 0.733
4 0.746
5 0.733
Table 4.1: Variation of Fidelity with D ata Extrapolation Method
of the reprojection-subtraction but lags behind by one iteration. T hat is the extrapola­
tion has little effect on the ROI since the quality factors for the resulting extrapolation 
image are almost identical to those for the previous reprojection-subtraction image. The 
exception to this is the first two iterations of m ethod 1, though later iterations follow the 
same routine as the other extrapolation methods. As regards the usefulness of repeated 
iterations, the behaviour varies with the extrapolation m ethod used. However, for all 
cases, the optimum situation is reached at one or two iterations. Subsequent iterations 
see deterioration of the images. For large numbers of iterations this can lead to images 
worse than the initial ROI reconstruction (e.g. after 10 iterations of method 2).
In summary, the m ethod of data  extrapolation alone produces poor results. Rather 
than improving the image quality it is reduced. However the reprojection of these images 
and subsequent subtraction of the contribution of the external pixels from the ROI ray­
sums will give rise to  a vastly improved image. Depending on the choice of extrapolation 
methods, corrected images can be near full da ta  quality. Subsequent iterations of the 
m ethod may improve results further though once an optimum has been reached repeated 
iterations will reduce image quality.
4 .6 .2  V ariable S am p lin g  P aram eters.
As has been outlined in section 4.4 this m ethod involves raysum sampling outside the 
ROI but this is done with different sampling parameters to those used within the ROI.
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Though the sampling param eter varied may be the count time or ray width we restrict our 
investigation to the case of a varying the raysum sampling rate. This method will result 
in a da ta  set with gaps between raysums in the area external to the ROI. Such data  sets 
are classified according to  the ratio of density of raysums in the two regions. For example 
if the internal region is sampled twice as frequently as the external region then the coarse 
to fine ratio will be 1:2, similarly sampling three times as frequently will give a coarse to 
fine ratio of 1:3 and so on.
The da ta  was corrected in the manner outlined in section 4.4 and then reconstructed 
as a  complete data  set. We have considered the effect of varying the coarse to fine ratio 
and the type of interpolation function used. Furthermore the number of points used to fit 
the function was also varied. The coarse to fine ratio was varied from 1:2 to  1:8 (the latter 
corresponding to only one raysum measured outside the ROI on each side) and both cubic 
spline and polynomials were used as the interpolating functions.
Cubic Spline Interpolation
Initially, it was necessary to investigate the number of raysums to  be used for the cubic 
spline fit. T hat is to say all the raysums in the external region will be used but the number 
of ROI raysums also included in the fit was varied. The cubic spline fit works by taking 
groups of four points within the total number of points and fits a cubic equation to these 
points. These cubics are chosen such tha t their first and second differentials are continuous 
at the end points. That is the cubics are smooth and do not show any discontinuities at 
the joins.
Figure 4.8 shows the variation of fidelity of the final image with the number of points 
used for the fit for coarse to fine ratios ranging from 1:2 to 1:8. It can be seen tha t 
for the coarse to fine ratios up to  1:5 the image quality levels off to  a  maximum as the 
number of points included is increased. However a t coarse to fine ratios greater than this 
increasing the number of ROI raysums used in the fit actually leads to a decrease in the 
image quality. It can also be seen th a t the image quality after interpolation is less than 
for the ROI reconstruction. Thus in situations of low external sampling the cubic spline 
interpolation can lead to a decrease in the image quality. This point is discussed further 
later in this section. The levelling off of the image quality can be seen to occur in each 
case as the number of ROI raysums included reaches two or three. Including further ROI
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Fidelity
Full 0.765
R O I 0.715
Coarse to Fine Ratio
1:2 0.765
1:3 0.755
1:4 0.713
1:5 0.681
1:6 0.674
1:7 0.697
1:8 0.654
Table 4.2: Variation of Fidelity with the Coarse to  Fine Ratio for Cubic Spline Fit
raysums has very little effect on the final image fidelity. It can therefore be said that when 
using a cubic spline fit the number raysums used should be the external raysums plus two 
or three of the ROI raysums.
For the cubic spline fit the variation in quality factors with coarse to  fine ratio is 
shown in Figure 4.9 and Table 4.2, Here the number of points used for the fit is as 
suggested above. At a  coarse to fine ratio of 1:2 the cubic spline interpolated image is of 
equal quality to the complete da ta  reconstruction, yet required only 33 raysums measured 
compared to  41 for the full data  set. This represents an approximately 20% reduction 
in da ta  and scan time, yet no loss of quality in the ROI. At a coarse to fine ratio of 
1:3 the interpolated image is again vastly improved over the ROI data  alone but does 
show some slight reduction in image quality compared to  the full data  image. However at 
coarse to  fine ratio’s greater than this the use of a  cubic spline fit does not improve the 
images. The reason for this can be seen if we consider a single projection and consider 
the cubic spline fit to this for different coarse to fine ratios. At a coarse to fine ratio of 
1:2 (Figure 4.10a) we see the fitted curve closely matches the measured da ta  and hence 
the interpolated values are closely representative of the true data. However, if we consider 
a lower coarse to fine ratio, (1:8 being the extreme case) as in Figure 4.10b, we can now 
see tha t the fitted function deviates considerably from the measured function and the 
interpolated values are unrepresentative of the true raysums. This leads to  inconsistencies 
between the projections and can lead to worse images than using the ROI da ta  without 
any interpolation.
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Figure 4.9: Variation of fidelity with the coarse to fine ratio for the cubic spline fit.
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Figure 4.10: Examples of cubic spline fits to single projections at coarse to fine ratios of 
1:2 and 1:8.
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Figure 4.11; Variation of fidelity with the order of the polynomial fit used. 
P o ly n o m ia l F i t t in g
When considering a polynomial interpolation the order of the fit used is obviously a crucial 
factor. If we use a low order polynomial then we will effectively smooth the data  and any 
true fluctuations in the data  may not be represented. Use of a high order polynomial 
will produce a closer fit to the measured raysum values but may consequently oscillate 
wildly between the measured points giving vastly inaccurate interpolated values. This 
la tte r point is particularly pertinent when dealing with large gaps between measured 
raysums. A balance is therefore needed between closeness of fit to the measured raysums 
and smoothness of function between these raysums. Furthermore, as in the case of cubic 
spline fitting, the number of points used in the fit will also affect the behaviour of the fit 
and hence the final image quality. So for each coarse to fine ratio it was necessary to vary 
both the order of the polynomial and the number of raysums used in the fit. In this case 
it was not even possible to estimate a cut off number of raysums to use, as was possible 
in the cubic spline fit.
The minimum number of raysums used for the fit was taken to be the external raysums 
plus one of the ROI raysums. At each coarse to fine ratio the number of raysums used in 
the fit was varied and for each number of raysums used the order of the polynomial was 
varied. The order of the polynomial which maximises the image quality varies for each of 
the number of raysums used. Furthermore the number of raysums used needs to be low to
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Figure 4.12: Variation of fidelity of the ‘best’ polynomial fit at a number of coarse to fine 
ratio.
maximise the fidelity as including many of the ROI raysums can lead to reduced quality 
images.
Consequently at each coarse to fine ratio a number of orders of fit were tried. The 
variation in the quality factors for each order of polynomial is shown in Figure 4.11 and 
Table 4.3 for a coai'se to hne ratio of 1:3. From Figure 4.11 it can be seen th a t when 
too high or too low a polynomial is used the resulting images can be worse than for the 
ROI data alone. This is due to the interpolated data  not being representative of the true 
data  (polynomial order too low) or unwanted fluctuations being introduced between the 
measured raysums (polynomial order too high).
The optimum polynomial fit was then found for each of the coarse to fine ratios from 
1:2 to 1:8 and the quality factors of the images plotted in Figure 4.12 and given in Table 
4.4. In this case the quality factor plotted is tha t of the best fit to the da ta  e.g. for coarse 
to fine ratio of 1:3 it is for a fourth order fit (see Figure 4.11). As for the cubic spline lit 
interpolation at coarse to fine ratios of 1:2 and 1:3 the images produced show very little 
deterioration from the full da ta  reconstruction. However, there is a rapid reduction in the 
image quality after interpolation as the coarse to fine ratio is reduced with the images 
rapidly becoming worse after interpolation than for the ROI data alone. Again the reason 
for this is th a t the large gaps between the measured raysums lead to unwanted fluctuations 
in the interpolated data  values, see Figure 4.13.
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Figure 4.13: Examples of polynomial fits to single projections at coarse to  fine ratios of 
1:2 and 1:8.
Fidelity
Full 0.765
RO I 0.715
Order of Polynomial
1 0.642
2 0.639
3 0.741
4 0.757
5 0.752
6 0.727
7 0.628
Table 4.3: Variation of fidelity with the order of the polynomial used for a coarse to fine 
ratio of 1:3
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Fidelity Order
Full 0.765
R O I 0.715
Coarse to Fine Ratio
1:2 0.765 5
1:3 0.757 4
1:4 0.716 4
1:5 0.676 3
1:6 0.669 3
1:7 0.690 3
1:8 0.673 3
Table 4.4: Variation of fidelity with the coarse to fine ratio for polynomial fit
4.7  C onclusions.
Region of interest (ROI) tomography is a means by which we can study an area within 
a larger object without needing to image the whole object. It has been shown that it is 
possible to  reconstruct an artifact free image of a ROI and hence produce images which are 
comparable to complete data  provided tha t some knowledge exists of the region external 
to the ROI. It is therefore a technique which may be used to reduce data  collection and 
scan tim e whilst not compromising the image quality.
Two methods of artifact correction have been investigated, da ta  extrapolation and 
interpolation after varying the sampling parameters for data  collection. The data  extrap­
olation m ethod has also been followed by the reprojection of the image and subtraction of 
the contribution of the external objects from the ROI raysums. Of the two methods the 
data  extrapolation and reprojection-subtraction allows most scope for reduction in data  
collection and scan time since they do not require any information from outside the ROI. 
Hence they can also be used where data  collection is impossible over the entire object. 
However, the data  extrapolation methods cannot remove the artifact entirely and some 
small errors remain, though these are greatly reduced from the ROI reconstruction alone. 
The variable sampling method has been shown to produce images which are equal to com­
plete data  reconstructions when the sampling rate in the external rate is not much less 
than  th a t in the ROI. This degree of artifact correction cannot be matched by the da ta  ex­
trapolation methods. However, as the amount of missing data  increases, the performance 
of the variable sampling param eter m ethod deteriorates rapidly and is outperformed by 
the data  extrapolation methods. Furthermore the variable sampling methods cannot be
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used where data  collection outside the ROI is impossible. However the most im portant 
property of the variable sampling methods is that they can allow near perfect reconstruc­
tions of the ROI whilst still allowing for considerable reduction in the quantity of data 
required.
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C h a p ter  5
L im ited  A n g le  o f  V iew  
T om ography
5.1 In trod u ction
III conventional tomography, as outlined in Chapter 1, data is collected at a number of 
discrete angular steps evenly spaced about the object. In limited angle of view tomog­
raphy (or limited view, LV, tomography) the angular sampling is restricted in some way 
which results in missing segments of data. This is not the same situation as when the 
object is not sampled at a sufficient number of angles around the entire object, which 
is examined in section 1.6. In LV tomography the projections in the measured segments 
are sampled sufficiently frequently such that if there were no missing segments, and the 
angular sampling continued at the same rate, then the total number of projections would 
satisfy the data  sampling requirements determined in section 1.6. T hat is the total number 
of projections would satisfy :
number o f  projec tions > — number o f  rays (5.1)
If this requirement were not satisfied then not only would we encounter artifacts due to 
the missing angular segments but also artifacts due to the insufficient sampling i.e. streaks 
around structures and radial lines in the image (see section 1.6 for further details of these 
insufficient angular sampling artifacts). The missing data  could either be restricted to a 
single segment or could be split into several segments with measured projections between. 
All the correction algorithms detailed in the following sections will work in either of these 
cases. In this study to simplify the analysis the situation where there was only one missing 
segment of da ta  was considered.
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5.2 A p p lica tion s
The angular restriction on data  collection can be encountered for one of two reasons. 
Either a  complete data set cannot be collected due to time constraints, i.e. for a rapidly 
changing object there is a  limit to the number of projections that can be measured before 
motion artifacts begin to degrade the image; or there is some physical lim itation on the 
number of projections tha t can be measured due to the fact th a t complete access to  the 
object is not allowed. Both these cases result in an incomplete data  set. The former reason 
for angular restriction on data  is likely to give rise to a single group of missing data  whilst 
the later restriction is equally likely to give rise to multiple groups of missing data.
Medical instances of LV tomography are generally caused by time constraints on the 
collection of data. The most frequent application occurs when imaging the heart [Rob79]. 
In this application, the motion of the beating heart allows only a limited amount of time 
to measure the projections and this is not sufficient to completely sample the projections 
at the required angular resolution. In industrial applications similar situations could occur 
ill scanning rapidly moving objects such as steel pipes emerging fi*om extrusion equipment 
[Hop81]. In this situation a source is faced by a bank of detectors which entirely enclose 
the object defining a single projection. This source-detector configuration is then rotated 
about the object to measure a number of projections. If a complete set of projections 
cannot be defined in the tim e allowed for the scan then LV tomography techniques can 
be used to  correct the images. The alternative is to use multiple sets of source-detectors 
which can be prohibitively expensive. If it can be shown th a t such correction techniques 
can effectively reduce the image artifacts to  below a tolerable level, then the extra expense 
of multiple source-detector aets can be avoided.
In industrial emission tomography a likely reason for only a limited da ta  set to be mea­
sured is th a t there is some physical lim itation on the collection of data. W hen considering 
objects in situ complete 360*^  access may not be possible. Surrounding structures may 
interfere with access and prevent da ta  being collected at all angular positions required 
aj'ound the object. An example is the in situ imaging of fuel pin bundles [DeV82]. Here 
shielding of the reactor core only allows for access at a  few positions. The use of LV 
tomographic techniques can enable such objects to be imaged even though access strictly 
limits the number of measurement positions. This allows objects to imaged in situ with­
out having to remove them, whicli may be hazardous, time consuming and may affect
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the internal structure or distribution of radionuclides. For example, such in situ imag­
ing could be carried out very soon after irradiation before cooling or mechanical stresses 
cause a re-distribution of the radionuclides [DeV82]. This may also give rise to a situation 
where there may be some time lim itation on the emission scan before the migration of 
radionuclides cause inconsistencies between measured projections.
5.3 A rtifacts
The angular restrictions on data  collection will give rise to a  missing segment of data  
around the object and reconstruction of such data  will produce an image which is geo­
metrically distorted. More precisely the image will be elongated in the direction of the 
measured data. A simple circular simulated object reconstructed from data  restricted 
to 300® is shown in Figure 5.1 together with the error image formed by subtracting the 
LV reconstruction from the ideal image. The image clearly shows significant geometric 
distortion with the circular object appearing elliptical. Obviously the degree of image ar­
tifact will depend on the size of the missing segment of data. This is illustrated in Figure
5.2 which shows the deterioration of the image quality as the size of the angular range of 
measured projections decreases.
Throughout the many publications on the subject of LV tomography the use of a 
priori information has been stressed [Dar83,Sat81,Tam81,Sez84,Sta81]. It is generally 
considered to be im portant to include any information that is known about the object 
into the correction algorithms in order to maximise the artifact reduction. Obviously 
the more detailed the information we have about the object then the more significant 
the effect of such a priori information will have on the image. However, even the use of 
modest amounts of information about the object can lead to  significant improvements in 
the image.
5.4 C orrection  A lgorith m s
There have been a number of approaches to the problem of reducing the artifacts due 
to LV tomography and a detailed bibliography is provided by Rangayyan et al [Raii85]. 
The methods th a t have been implemented here can be divided into two categories. The 
first category includes those methods which attem pt to remove the artifact by estim at­
ing the missing data  from knowledge about the measured data, i.e. the missing da ta  is
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Figure 5.1: (a) LV reconstruction from data limited to within 300® and (b) the error image 
obtained by subtracting the ideal image from the reconstruction.
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Figure 5.2: Variation of image quality with the angular range of the projections for the 
simulated object shown in Figure 5.1.
interpolated from the known data. The second category includes those methods which 
attem pt to remove from the images the distortion caused by the limited reconstruction. 
These correction algorithms are implemented in real and Fourier space and involve both 
one and two dimensional interpolation and deconvolution techniques. These methods are 
discussed fully in the next sections.
5.5 P ro jec tio n  Space In terp o la tion  T echniques
In order to estim ate the missing projection values, the measured d a ta  can be used to 
interpolate at the missing points using similar interpolation techniques to  those used in 
the variable sampling param eter m ethod in ROI tomography, section 4.4. Although in 
LV tomography rather than  interpolating between pairs of measured points the need is to 
interpolate at a number of points between groups of measured projections. A number of 
interpolation schemes have been used by other researchers including simple linear inter­
polation from the two nearest projections [Hef82], Fourier series interpolation [Ino79] and 
the use of cubic splines [Wag79]. Here the same interpolation techniques to those used 
in the ROI tomography case have been used. T hat is, both cubic spline and polynomial 
functions. Furthermore, as in ROI tomography the number of points used in the fitting 
routines has been varied and, in the case of polynomial fitting, the order of the polynomial
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lias been varied.
The interpolation techniques are implemented as follows. Initially the measured data  
is re-ordered so th a t the missing segment is central between two even (or near even) 
groups of measured data  values. This re-ordering is made possible by the cyclic nature 
of the measurements. Thus interpolation techniques can be used rather than  having to 
extrapolate from the measured projections to the unknown region which is a much less 
reliable technique. Both one and two dimensional fitting routines can be used to interpolate 
to the missing projection values.
In the case of one-dimensional fitting the interpolation takes place along corresponding 
raysums in each projection i.e. along vertical lines in a sinogram. This immediately 
produces a possible source of error in the interpolated values due to the way the data  has 
been collected. As the detectors rotate around the object during a scan the position of any 
given object in the field of view will give rise to sinusoidal variations in the sinogram. Hence 
by interpolating along vertical lines we are only likely to produce accurate interpolated 
values over small gaps in the measured projections. Instead the interpolation should take 
place along sinusiodal lines through the sinogram. However, since the exact sinusoidal 
variation th a t talces place depends on the location of the object with respect to  the centre 
of rotation, such variations cannot be predicted for an unknown object. T hat is unless 
information is talten from the observed variation in the measured part of the sinogram. 
Such a level of operator interaction is not considered in this study. The two-dimensional 
interpolation is similarly affected, though since in this case a number of raysums in each 
projection are talcen into account, it would be expected to perform mai'ginally better as 
the gap in the measured projections increases. The interpolation techniques would not, 
however, be expected to work well for large missing angles.
5.6 Fourier Space In terp olation
The central slice theorem (section 1.4) states th a t a one dimensional Fourier transform 
of a projection is identical to a line at that projection angle through the centre of the 
two dimensional Fourier transform of the image. However, if we have a missing segment 
of projection data  there will be a corresponding missing segment of Fourier components 
[Gan84,Sat81,Tam81]. It is possible to interpolate the missing values from the known 
Fourier values as in the projection space interpolation schemes, section 5.5, using a two
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dimensional interpolation scheme in Fourier space.
If we ai'e dealing with transmission measurements then the above arguments hold 
unchallenged. Since the one dimensional Fourier transformation of a projection will be a 
function symmetric about the origin the resulting missing part of the Fourier components 
will be two cones opposite each other (see Figure 5.3). For measurements over 360®, 
though, there is a different situation. Now there will be two different transformations lying 
along the same line in Fourier space since projections a t opposing angles will transform to 
the same line in Fourier space. A missing segment of less than 180® in measurements over 
360® will not lead to a missing segment in Fourier space but rather a region where only 
one value exists rather than  two. Thus there exists an estimate of all the points in Fourier 
space required to describe a complete da ta  set. To use this set of Fourier components is 
equivalent in projection space to  completing the LV set by using the opposing views at the 
missing angles. The method of completing the data  set by using the opposing projections 
is considered in section 5.10. The Fourier space interpolation is only applied to situations 
where the projections are measured over an angle of less than 180®. That is, the m ethod is 
applied to any LV case in transmission tomography, but only those situations in emission 
tomography where the measured angular range is less than 180®.
One way of applying this correction algorithm to situations in emission tomography 
where the measured angle is greater than 180®, is to use the symmetry properties of the 
Fourier transforms. When a projection is Fourier transformed the result is a function 
which is symmetric about the origin. Therefore aU the necessary information is contained 
in half of the function (the other half can be obtained by simply reflecting about the 
origin). Thus if the data  is taken to be just half of the transform plotted a t the measured 
angle, then even when in emission tomography the measured angle is greater than 180® 
there will be a missing segment in Fourier space. The 2-D interpolation routine can then 
be used to complete the data  set. However, this method would not expect to show any 
significant improvement over the opposing view method since in that case the projections 
are estimates of the true projections. Furthermore, if the missing angle is large then 
interpolation errors may become significant.
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Figure 5.3: Fourier transform of projection data  showing (a) complete data  (b) the ef­
fect of a missing segment of data, where the dark areas indicate the regions where no 
measurements are available.
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5.7 G erchberg-P apoulis A lgorith m
The Gerchberg-Papoulis algorithm [Ger74,Pap75] is an iterative technique first used in the 
field of super-resolution. It involves the iterative transformation of data  between image 
and Fourier space whilst applying constraints at each stage. In a tomographic application 
the procedure would be as follows.
The initial requirement is to produce an estimate of the Fourier components of the 
image. This can be achieved by using the m ethod of section 5.6 whereby the known pro­
jections are transformed and the Fourier components completed by interpolation. Any a 
priori information or constraints are then applied to  this first order Fourier estimate before 
an inverse Fourier transform is used to produce an image. Any further a priori information 
can then be applied to the image to give a first order corrected image. This m ethod can 
then be iterated by Fourier transforming the image but only retaining the Fourier compo­
nents corresponding to the missing angles. These are then used in conjunction with the 
Fourier components at the measured angles to produce a second order Fourier estimate. 
The a priori information can then be applied again and the whole procedure iterated.
The Gerchberg-Papoulis algorithm in this form is, however, susceptible to noise am­
plification through the Fourier transforms. As a result a modified form of the Gerchberg- 
Papoulis algorithm is used which does not require Fourier transforms and has been used by 
a number of authors [Hef82,Nas82]. In the modified form, rather than iterating between 
image and Fourier space, the iterations are carried out between image and projection 
space. Thus instead of using Fourier transforms. Radon transforms are used. This Radon 
transform is actually carried out by reprojecting the image to form estimated projections 
at the missing angles using a routine similar to tha t used in the reprojection-subtraction 
algorithm of section 4.5.
The procedure for the modified algorithm is as follows. An initial LV reconstruction is 
carried out using any standard reconstruction algorithm and any a priori information or 
constraints applied. This LV image is then reprojected at the missing angles and combined 
with the measured projections to produce a complete set. Any further constraints can 
also be applied to the projections. This complete set is then reconstructed and constraints 
applied to give a first order corrected image. The procedure is then iterated.
This algorithm can also be used in conjuction with any of the other correction algo­
rithms. T hat is, a first order image can be taken to be an image already corrected by
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some other correction algorithm. The Gerchberg-Papoulis algorithm can then be used to 
further improve the image and reduce the LV artifacts.
5.8 Fourier D econ vo lu tion  o f  G eom etric D isto rtio n
The characteristic geometric distortion caused by LV tomography has been illustrated in 
Figure 5.1. The methods outlined in section 5.5 and 5.6 attem pt to remove this distortion 
by filling in the missing segment of data  to prevent the artifact appearing. The Fourier 
deconvolution method, however, attem pts to remove the distortion by deconvolving infor­
mation about the distortion itself i.e. an estimate of the distortion function is deconvolved 
from the image.
In order to estimate the distortion of an image caused by the LV reconstruction an 
estimate is made of the distortion of a point source. The PSF of the system is obtained 
in the same way as outlined in Chapter 2. In this case the two dimensional estimate of 
the PSF is taken as the starting point for the estimate of the distortion. The PSF is 
reprojected to forai a set of projections at the same angles as in the LV measurements. 
A LV reconstruction of the PSF then takes place. Such a LV reconstruction is shown in 
Figure 5.4 for the case of 50 projections in 300® together with the complete data  PSF. 
The distorted PSF can then be deconvolved from the data in one or two dimensions.
For the two dimensional deconvolution the distorted PSF is simply deconvolved from 
the distorted image. For the one dimensional deconvolution it is first necessary to reproject 
the distorted PSF to form estimates of the one dimensional distortion functions. The 
LV image is similarly reprojected. Then each projection in turn  has its corresponding 
reprojection of the PSF deconvolved from it. In this case the reprojected PSF will not be 
the same at all angles.
This method would be expected to suffer from the intrinsic problem of such deconvo­
lution techniques, i.e. noise amplification. It is therefore necessary to ensure tha t other 
sources of noise in the image are kept to a minimum. That means tha t the measured data  
should have low statistical variance if we are to obtain useful results from this m ethod and 
hence high numbers of counts are required in the measured projection data.
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Figure 5.4: Point spread functions for (a) complete data and (b) LV data
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5.9 R esu lts
The deterioration of the image quality of a  simple simulated object is shown in Figure 
5.2. In order to evaluate the effectiveness of the various correction algorithms a more 
complex real object was used rather than this simple simulated objects. The object used 
was the same as th a t used in the ROI tomography work in Chapter 4 and a complete 
reconstruction, which consisted of 60 projections at 6® steps, is shown in Figure 4.2. The 
deterioration of the image quality with the angular range of measurements used in the 
reconstruction is shown in Figure 5.5. Initially it can be seen tha t the image quality 
decreases as the size of the measured angle decreases. However once the measured angle 
becomes less then 330® the image quality then remains fairly constant fluctuating about 
a fidelity value of approximatly 0.4. The image quality then increases to a  second peak 
when the measured angular range is 180®, though this is still poorer than the complete 
da ta  image. The cause of this peak at 180® can be explained in the following way. The 
extra information gained in extending the data  collection from 180® to 360® relates to the 
variation in scatter, attenuation and resolution th a t would be seen in two opposing views 
of the same object. The use of projections collected over 360® in the reconstruction will 
thus average the degrading effects of these factors. If we considered an ideal noiseless, 
scatter and attenuation free image then 180® da ta  acquisition would be sufficient since 
no additional information is gained by extending the measurements to 360®. The extra 
projections would be identical to their opposing views. The degree of image degredation 
caused by reconstructing from 180® da ta  will obviously thus depend on the degree of 
difference between the opposing views. There have been a number of investigations into 
the artifacts contained in images produced from 180® data  collection [Eis86] and these 
have shown th at the image degradation also depends on the position of the objects in 
relation to the projections measured i.e. the distribution of objects in the field of view 
[Eis86]. Thus although the 180® image would be expected to be of lower quality compared 
to the 360® image, this difference would not be expected to be great if the difference in 
the opposing projections is small.
An intermediate angular range, however, would give rise to a different situation. When 
the measured angular range is between 180® and 360® the image quality is lower than  at 
those two angular ranges. This is due to the effect of the image being fully defined at 
some angles but not at others. T hat is, opposing views exist at some angles but not at all
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Figure 5.5: Variation of fidelity with the angular range of measured projections without 
any a priori information.
angles. This can lead to the elongation artifact becoming apparent once more along the 
fully defined angles. However, the degrading effect is not as large as if information was 
only available for less than 180°. Thus in these intermediate situations the image quality 
can be less than if only 180° reconstruction was being used.
5.10 T h e U se  o f  O pposing V iew s to  C om p lete  th e  D ata .
Firstly the situation of a measured angle range of between 180° and 360° is considered. 
The easiest method of correcting such LV data is to replace the missing angles with 
their respective opposing views. This is only possible of course if exactly opposing views 
are available i.e. if the angular step size is such that the total number of projections 
in 360° is even. This is contrary to the suggestion made in section 1.6.2 th a t an odd 
number of projections should be collected in order to best make use of the information 
in each projection. If exactly opposite views are not available because the angular step 
size is such as to produce an odd number of projections in 360°, then an estimate of 
the opposing projections could be obtained by interpolating from the neai'est available 
opposite projections.
This opposing view m ethod has been implemented and the results plotted in Figure 
5.6 for a range of measured angular ranges between 180° and 360°. These results rep-
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Figure 5.6: The effect of correcting the data  shown in Figure 5.5 by using the opposing 
views at the missing projection angles.
resent a significant improvement over the images before correction took place. The 180° 
reconstruction remains the same because no extra information is being added to the re­
construction. So far these reconstructions have not included any a priori information. If 
some simple a priori information is included, such as the non-negativity of the image pix­
els, then the images before and after correction are improved. This is illustrated in Figure 
5.7. It can be seen tha t in this case that although the LV reconstructions are much less 
seriously degraded, the opposing views correction still improves the images and restores 
them  to near complete da ta  quality.
None of the other correction methods can match the improvement to the LV images 
tha t is made by the opposing views method. For this reason the use of the other correction 
methods is concentrated on the situation where the measured angle is less than 180° in 
emission tomography and for any LV case in transmission tomography.
5,11 T h e Effect o f  a priori In form ation ,
To indicate the improvement brought about by the inclusion of a priori information. Fig­
ure 5.8 shows the variation of the image quality with the angular range of the measured 
projections with and without the inclusion of a priori information. It can be seen tha t 
significant improvement is brought about by the inclusion of a priori especially when the
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Figure 5.7: The effect of correcting using the opposing views at the missing projection 
angles and also including a priori information in the reconstruction.
measured angular range is less than 180°. Although the information included is in itself 
simple (merely the non-negativity of image pixels) its effect in improving the images is 
significant. Though this information may at first seem basic, for the image tha t is being 
considered it represents a very considerable input of information, because of the nature 
of the image itself. Ideally the image would consist of a zero level background with high 
activity hot spots. In a real image, however accurately the projections are measured, it 
would be expected tha t rather than a perfectly zero background level some minor fluc­
tuations would appear. By resetting the negative fluctuations to zero we are effectively 
assigning perfect values to a large number of pixels in the image. Hence such simple a 
priori information becomes very powerful. Furthermore since the LV reconstruction not 
only cause geometric distortion but also lead to a greater fluctuation in pixel values, the 
inclusion of such a priori information will in fact be correcting a significant part of the 
LV artifact before other correction methods are applied. This has an im portant bearing 
on the effectiveness of such correction algorithms and reduces the improvement th a t such 
algorithms can produce (see results in sections 5.12 to 5.14 for further discussion of this 
point).
This situation would be different if the object under consideration consisted of a non­
zero background i.e. if the m ajority of the pixels in the image were non-zero. Such a
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Figure 5.8: The effect of including a priori information in the LV reconstruction.
situation could occur if considering high activity ‘hot spots’ in a generally uniform activity 
background. The non-negativity constraint would then be less powerful and less dominant. 
This non-zero background situation can also be achieved in transmission tomography 
where the object fills most of the field of view. Most of the image pixels would be non­
zero and hence the constraint would be expected to be less powerful. Thus to further test 
the algorithms in a  situation where the a pnorz information is less influential a transmission 
image was considered. This also has the advantage tha t the applicability of the algorithms 
for both transmission and emission tomography could be demonstrated.
The transmission image used consisted of a titanium  phantom which was scanned with 
a barium -133 source. A complete reconstruction is shown in Figure 5.9. As in the case of 
the emission image, the deterioration of the image quality as the measured angle decreases 
is first demonstrated in Figure 5.10. Again the a p n o n  information included was the non­
negativity of the image pixels. As the amount of a priori information is increased then 
so the image quality will further increase (see Figure 5,11). Firstly the known diameter 
of the object was included and all pixels outside this set to zero; then a maximum pixel 
value was set equal to the linear attenuation coefficient of titanium  at this energy. This 
clearly shows the improvement achievable with the inclusion of more and more a priori 
information.
In the following sections each correction algorithm is applied to both the emission
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Figure 5.9: The titanium  object used in the transmission scans.
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Figure 5.10: Variation of the image quality with the angular range of measurements for
the transmission reconstructions.
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Figure 5.11: Variation of the image quality with the angular range of measurements as 
the a priori information included in the transmission reconstructions is increased.
and transmission tomography data. In both situations the a priori information used is 
that of the non-negativity of the image pixels unless specifically stated otherwise. For the 
emission tomography data  where the missing angular range exceeds 180° the data  has been 
completed to 180° and the reconstruction cairied out over 180°. This was done because 
it has already been shown that 180° reconstructions show only slight deterioration from 
full reconstructions, see Figure 5.8, and extending the fitting routines to a full 360° would 
introduce larger errors. This is equivalent to using the opposing views in the fit at the 
positions of the missing views.
5.12 P ro jec tio n  Space In terp o la tion
These are the simplest and quickest of the interpolation techniques to  implement since 
they do not require any transformations of the data  and are not iterative. Details of both 
the one and two dimensional interpolation schemes are given in section 5.5. Firstly one 
dimensional interpolation is considered and as in the ROI tomography case both cubic 
spline and polynomial functions have been used for the interpolation. Also the number of 
points used for the fit and, for the polynomial fitting, the order of the fit has been varied.
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Figure 5.12: Variation of the image quality with the number of points used in the cubic 
spline interpolation routines.
5 .12.1  O n e-d im ension a l C ubic Sp line In terp o la tion  
Em ission Tomography D ata
Initially the number of points used for the cubic spline fit was varied in order to determine 
the optimum number of points th a t should be used. Typical results are shown in Figure 
5.12 for a measured angular range of 120°. It can be seen tha t the number of points used 
has a negligible effect on the final image as indicated by the almost constant value of the 
image quality. The choice of the number of points used for the cubic spline fit is therefore 
of minor importance and does not have to  be varied in order to optimise the final image.
The variation of the cubic spline fit with missing angular' range is shown in Figure 
5.13. It had been expected th a t this m ethod would be most accurate when the measured 
angular range was large. However the results show that when the measured angular range 
is between 120° and 180° the images after cubic spline interpolation do, in fact, show some 
slight deterioration from the LV reconstructions. It is only when the measured angular 
range is less than 120° th a t the interpolation routine actually improves the images. The 
reason for this can be illustrated if the a priori information is excluded. These results are 
now shown in Figure 5.14. This shows th a t the results are now reversed. The interpolated 
data  does now give improved images when the missing angular range is small, and causes 
deterioration of the image when the missing angular range is large.
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Figure 5.13: Variation of the image quality with the angular range of measured projections 
for the cubic spline interpolation with a priori information included in the reconstruction.
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Figure 5.14: Variation of the image quality with the angulai' range of measured projections
for the cubic spline interpolation without a priori information.
1 2 0
This occurs because a LV reconstruction not only causes distortion of the object, but 
cdso causes a greater fluctuation in the pixel values. Thus in the background area, where 
most pixels would ideally be zero, this causes a large number of pixels to  be negative. The 
non-negativity constraint then sets these negative pixels to their ideal value, zero, and 
hence corrects a significant source of error in the image without correcting the distortion at 
all. However, when the correction routines are applied they not only reduce the distortion 
but also reduce the fluctuations in the pixel values and hence the number of pixels which 
are negative is reduced. Thus the non- negativity constraint will have less effect on the 
corrected image leading to a lower image quality after correction than  before correction 
when a priori information is included.
Transmission Tomography D ata
To further test the actual capabilities of the correction method a transmission tomography 
data  set was considered. This would allow a LV situation to be corrected without the a 
priori information being too dominant on the final image quality. In this case the results 
vary as had been expected. When the measured angular range is near complete, i.e. 
> 150°, the cubic spline interpolation improves the images; whilst at smaller measured 
angular ranges the m ethod performs less well causing a decrease in the image quality, see 
Figure 5.15. The reason for this is as th a t as the size of the gap between the measured 
projections increases then so the interpolation errors increase. This can lead, as in the 
HOI case in section 4.6.2, to large fluctuations in the interpolated projection values which 
are unrepresentative of the true values. In this case the same a priori information has 
been included as in the emission tomography case (the non-negativity of image pixels) 
but here, because there are less pixels with values close to zero, the information is less 
dominant. Thus the true capabilities of the correction method can be seen. When the 
measured angular range is large, greater than 150°, the images can be improved but as 
the measured angular range becomes less than that the use of this interpolation method 
will cause the images to deteriorate severely.
5.12 .2  O ne-d im ensional P o lyn om ia l In terp o la tion
For the polynomial interpolation both the number of points used in the fit and the order 
of the polynomial was varied independently. The same criteria apply to the choice of the 
order of the polynomial as in the HOI tomography case. That is if a  low order polynomial is
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Figure 5.15: Variation of the image quality with the number of points used in the cubic 
spline interpolation routines for transmission reconstruction.
chosen then this will effectively smooth the missing values and any true fluctuations in the 
data  would not be represented. Too high a polynomial order may lead to lai'ge fluctuations 
being introduced between the measured values. However, in the LV tomography case since 
there is a single large gap in the measurements the choice of the order of the polynomial 
should err on the low order side, since it would be expected th a t a high order polynomial 
would introduce large fluctuations in the large gap between measured points. Futhermore 
the nature of the measurements would suggest a gradual change in raysum values from 
one projection to the next and hence a low order polynomial would be more appropriate 
to match the gradual change in raysum values.
A measured segment of 120° was chosen to test the variation of image quality with 
both the order of the fit and the number of points used for the fit. The results are shown 
in Figure 5.16 for a number of orders of polynomial. In this case there does not appear 
to be any correlation between the number of points used in the fit and the final image 
quality. For any given order of fit the image quality varies unpredictably with the number 
of points used in the fit. This is further illustrated in Figure 5.17. This shows the variation 
of the best image quality achieved for each order of fit. It shows tha t in this case the best 
result was achieved with a fourth order fit, though this was only marginally better than 
the second order fit.
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Figure 5.16: Variation of the image quality with the number of points and order of the 
polynomial used in the interpolation.
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Figure 5.17: Variation of the optimum image quality obtained with the order of the 
polynomial used in the interpolation.
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These results do show improvement over the LV reconstructions and are also slightly 
superior to those results obtained with the cubic spline fit. However, although the use 
of a  low order fit can be suggested, the number of points to be used in the fit cannot 
be predicted and the image quality varies unpredictably as the number of points used 
is changed. Hence a number of reconstructions are necessary to produce the optimum 
image. Consequently, since the improvement of the polynomial fit over the cubic spline 
fit is small it is suggested tha t the extra uncertainties in optimising the polynomial fit are 
not justified by the increase in final image quality. For this reason it was also not applied 
to the transmission data.
5 .12 .3  T w o-d im en sion a l In terp o la tion  
Em ission Tomography D ata
If the measured projections are considered to be a two dimensional function, with one 
axis being the projection angle and the other to be the raysum, then two-dimensional 
fitting and interpolation routines can be used. Since these take into consideration the 
two-dimensional variation of the raysum values they would be expected to  perform better 
than the one-dimensional interpolation when the missing segment of d a ta  is large. The 
results are shown in Figure 5.18 as the variation of the image quality with the range of 
the measured angles.
Again the results show deterioration in the images compared to the LV reconstructions 
alone when the measured angular range is large and superior when the measured angular 
range is small. Once more this is contrary to  the expectation that the reverse would be 
true i.e. the interpolation would work best over small missing angles. The reason for this 
is again the effect of the a priori information. This is illustrated by the results for the 
case where no a priori information is included in the reconstruction. Figure 5.19. Here it 
can be seen th a t the results are reversed and the images are improved when the missing 
angulai' range is small and deteriorate when the missing angular range is increased. Again 
it is the application of the non-negativity of the image pixels constraint which gives rise 
to the anomolous results. Comparing Figures 5.19 and 5.14 show that, as expected, the 
2-D interpolation works better at smaller measured angular ranges than the 1-D routines.
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Figure 5.18: Variation of the image quality with the angulai’ range of measurements for 
the 2D interpolation with a priori information included in the reconstruction.
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Figure 5.19: Variation of the image quality with the angular range of measurements for
the 2D interpolation without any a priori information in the reconstruction.
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Figure 5.20: Variation of the image quality with the angular range of measurements in 
transmission reconstruction for the 2D interpolation.
Transmission Tomography D ata
The correction m ethod was repeated on the transmission data  and the results are shown 
in Figure 5.20. Here the results show th a t the correction method works best when the 
measured angle is greater than 90®, and causes deterioration when the measured angle is 
less than this. Compaiison with the results for the cubic spline interpolation, Figure 5.15, 
also show that initially when the measured angle is greater than 150® the two methods 
produce comparable results. As the missing angle increases, however, the two-dimensional 
interpolation routine produces superior results to the one dimensional method. This is as 
had been expected since the two dimensional interpolation talces into account the variation 
between raysums in the same projection as well as between different projections.
5,13 Fourier Space In terp o la tion
Em ission Tomography D ata
When the LV projection data  collected over less than 180® is one dimensionally Fourier 
transformed, the result is a  missing segment of da ta  in Fourier space. A two dimensional 
fitting routine can be used to interpolate from the measured data to the missing regions. 
The two dimensional interpolation routine used is the same as used for the two dimensional 
projection space interpolation detailed in section 5.5. Figure 5.21 shows the results of
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Figure 5.21: Variation of the image quality with the angular range of measurements using 
Fourier interpolation correction with o. priori included.
such Fourier space interpolation and once more the corrected images show reduced image 
quality compared to  the LV reconstructions. The results without the inclusion of a priori 
information ai'e shown in Figure 5.22 and again illustrate tha t the problem is caused by 
the dominance of the non-negativity constraint. W ithout the a priori information the 
correction m ethod does improve the image but the results are inferior to the previous 
projection space interpolation methods.
Transmission Tomography D ata
The results for the application of this m ethod to the transmission data  is shown in Figure 
5.23. These results are superior to any of the previously mentioned correction algorithms 
and for large measured angles produce corrected images of almost full da ta  quality. The 
images continue to  show improvement over the LV reconstructions as long as the measured 
angle is exceeds 90°. As the measured angle becomes less than  90°, however, the image 
quality after correction deteriorates rapidly. This is due to the errors being introduced by 
the interpolation routine. It is more apparent than in the projection space interpolation 
where each interpolated point in a given missing projection is the same distance from the 
nearest measured points. In the Fourier space interpolation this is not the case as the 
interpolation is effectively along concentric rings. For the low spatial frequency part of
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Figure 5.22: Variation of the image quality with the angular range of measurements using 
Fourier interpolation correction without a p n o n  information.
the transform the separation between points is small but for the high spatial frequencies 
the separation is much larger. This causes the interpolation error to increase rapidly as 
the missing angle increases.
5.14 G erch b erg-P apou lis A lgorith m
The Gerchberg-Papoulis algorithm has been implemented in its modified form making use 
of transform ations between image and projection space rather than  image and Fourier 
space. In this implementation the initial requirement is an estimate of the image. Thus 
this estim ate can either be simply the LV reconstruction or an image corrected by one of 
the other LV correction algorithms. As such the Gerchberg-Papoulis algorithm could be 
used to further improve such images already corrected using one of the other algorithms.
E m ission  Tom ography
Initially the Gerchberg-Papoulis was implemented on a LV reconstruction without any 
other correction algorithm having been used. The result is shown in Figure 5.24 for up to 
10 iterations of the algorithm using an initial image reconstructed from 20 projections in 
120*^ . It can be seen th a t the image first improves up to the fifth iteration but thereafter 
deteriorates. This subsequent decrease in the image quality is caused by errors being
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Figure 5.23: Vai'iation of the image quality with the angular range of measurements using 
Fourier interpolation for the transmission reconstruction.
introduced by the reprojection routine. Hence the iterations should be stopped before 
these errors cause image deterioration. It can be seen tha t this eventually leads to the 
image becoming worse than the original reconstruction. One m ethod of deciding when to 
term inate the iterations is to measure the sum of the differences between the measured 
projections and the reprojections at the same angles.
The Gerchberg-Papoulis algorithm was then applied to the same da ta  set already 
corrected by other LV correction algorithms. Firstly the cubic spline corrected image was 
used. Once more the image is improved up to the fifth iteration after which it deteriorates, 
see Figure 5.25. The maximum image quality here is slightly higher than  when using the 
LV image as the start image even though the cubic spline corrected image was initially of 
lower image quality due to the effect of the a priori information.
Using the 2-D interpolation corrected image as the start image again produced a similar 
result. The image quality peaked after five iterations, see Figure 5.26, and was marginally 
higher quality than for the previous use of the Gerchberg-Papoulis algorithm, though the 
difference between these three applications was less than 1%.
When using the Fourier interpolated image as the start image the Gerchberg-Papoulis 
algorithm does bring about a slight improvement in the image, but the maximum image 
quality is well below th a t achieved when using other images as the prim ary image.
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Figure 5.24: Variation of the image quality with the number of iterations of the Gerchberg- 
Papoulis algorithm using the LV reconstruction from 120° measurement range as the 
primary image.
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Figure 5.25: Variation of the image quality with the number of iterations of the Gerchberg- 
Papoulis algorithm using the cubic spline interpolation corrected image at 120° measure­
ment range as the primary image.
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Figure 5.26: Variation of the image quality with the number of iterations of the Gerchberg- 
Papoulis algorithm using the 2D interpolation corrected image at 120^ measurement range 
as the prim ary image.
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Figure 5.27: Variation of the image quality with the number of iterations of the Gerchberg- 
Papoulis algorithm using the Fourier interpolation corrected image at 120*^  measurement 
range as the prim ary image.
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Figure 5.28: Variation of the image quality with the number of iterations of the Gerchberg- 
Papoulis algorithm using the LV transmission reconstruction at 120° measurement range 
as the primary image.
T ran sm iss io n  T o m o g ra p h y
The Gerchberg-Papoulis algorithm was also applied to the transmission LV reconstruction 
to illustrate the effect of increasing the a priori information in this method. Initially the 
only constraint was the non-negativity of the image pixels. The effect of the Gerchberg- 
Papoulis algorithm in this situation is shown in Figure 5.28. The image quality peaks 
after just one iteration and falls rapidly from the third iteration onwards. The a priori 
information was then increased to include the maximum object radius and the known 
attenuation coefficient of titanium  at the energy used. The result is shown in Figure 5.29. 
Again the optimum image is reached after the first iteration but in this case the image 
quality remains fairly constant until the sixth iteration when it begins to deteriorate 
rapidly. It is therefore unnecessary to proceed beyond the first iteration. Once more 
it is thought that errors introduced by the reprojection routine are responsible for this 
deterioration after repeated iterations
5,15 Fourier D econ vo lu tion
This method involves the deconvolution of the distorted PSF from the LV data. It can 
be performed in one dimension on the projection data  and in two dimensions on the LV
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Figure 5.29: Variation of the image quality with the number of iterations of the Gerchberg- 
Papoulis algorithm using the LV transmission reconstruction at 120° measurement range 
as the primary image with the inclusion of a priori information,
image. The distorted PSF was obtained in the m anner described in section 5.8. For the 
evaluation of this m ethod LV reconstructions of 20 and 26 projections were considered, 
coresspGliding to angular ranges of 120° and 156° respectively. The one dimensional 
deconvolution is considered first.
5.15 .1  O n e-D im en sion a l Fourier D econ vo lu tion
The result of the 1-D deconvolution of LV reconstructions from 156° and 120° angular 
ranges are shown in Figures 5.30 and 5.31 respectively. For the 156° reconstruction, 
visually, there does appear to be some improvement with the object distortion reduced 
somewhat. However, due to the problem of noise amplification this is not reflected in the 
quality factors which are lower then before correction. This is caused by an increase in 
the backgound noise level which is not apparent visually.
For the 120° reconstruction, Figure 5.31, the distortion can be seen to be more sig­
nificant. In this case the image after deconvolution does show a reduction in the artifact 
but the distortion still remains apparent after correction. Again the quality factors are 
reduced after correction due to the increase in the noise.
The 1-D deconvolution m ethod can thus be seen to reduce the object distortion, but 
direct quantitative comparison to the other correction algorithms is not possible due to
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Figure 5.30: 1-D deconvolved images originally reconstructed from data collect over an
angular range of 156°.
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Figure 5.31: 1-D deconvolved images originally reconstructed from data collect over an
angular range of 120°.
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the noise amplification apparent in the deconvolution technique.
5.15 .2  T w o-d im en sion a l Fourier D econ vo lu tion
The results of the two dimensional deconvolution are shown in Figures 5.31 and 5.32. On 
visual inspection there appears to  be little improvement in the images after the correction 
has been applied. Furthermore the method is also badly affected by the problem of noise 
amplification which is an inherent problem in the deconvolution techniques. As in the 1-D 
deconvolution the quality factors after deconvolution are worse than  before deconvolution 
and in the 2-D case the increase in the background noise level is also visually apparent 
unlike the 1-D deconvolution. This has been reported by other authors using the 2-D 
deconvolution technique for LV tomography [Sob85j. The 2-D deconvolution technique is 
the least effective of the correction algorithms because of the noise amplification, and is not 
as effective as the 1-D deconvolution. For this reason it is suggested th a t if a deconvolution 
technique is used the preference would be for the 1-D technique.
5.16 Sum m ary o f  th e  R esu lts and C onclusions
It has been shown that in emission tomography tha t if the measured segment of da ta  is 
greater than  180°, superior results can be achieved by replacing the missing views with the 
projections measured directly opposite. This is due to the fact th a t the difference bet weens 
opposite projections is due to the difference in the scatter, attenuation and resolution in 
the two views. If these degrading factors did not exist then the opposite projections would 
be identical and only 180° measurement would be necessary. Thus the use of the oposite 
projections will give a good estimate of the missing projections. The use of the opposing 
projections at the missing angles is the best m ethod of correcting the LV data  especially 
if the difference between the projections measured at opposing angles is small.
W hen the measured angular range is less than  180° in emission tomography or for 
any LV case in transmission tomography opposing projections are not available at all the 
missing angles and hence some other method of correcting the images is required. These 
methods can be divided into two groups. In one group are the methods which attem pt 
to estimate the missing projections, whilst the second group is made up of those methods 
which attem pt to deconvolve the distortion caused by the LV data  from the images. The 
la tter methods are not as successful as the former because of the noise amplification 
problems inherent in the deconvolution technique. However, some improvement can be
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Figure 5.32: 2-D deconvolved images originally reconstructed from data collect over an
angular range of 156°.
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Figure 5.33: 2-D deconvolved images originally reconstructed from data collect over an
angular range of 120°.
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achieved with the 1-D deconvolution technique without excessive noise amplification as is 
apparent with the 2-D technique.
Of the former methods the best results are achieved with the Gerchberg-Papoulis 
algorithm. This can not only be implemented on the LV data  but can also be implemented 
after one of the other correction algorithms. In this way the images can be further corrected 
and the artifacts further reduced.
The use of a priori information has been shown to be im portant in improving image 
quality and some constraints or a pnorz information is essential for the Gerchberg-Papoulis 
algorithm. It has been shown th a t as more and more a priori information is included the 
image quality is increased. However, in some cases the inclusion of a priori information 
can produce misleading results. It has been shown th a t in emission tomography where 
the background level is ideally zero, the use of a non-negativity condition can improve 
the LV reconstruction considerably without reducing the distortion at all. The correction 
algorithms can then reduce the distortion but actually decrease the image quality by 
increasing the background level slightly.
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C h a p ter  6
C on clu sion s
Tomography has over the last decade become established as an im portant tool for the 
non-destructive evaluation of industrial objects. It was the prim ary aim of this study 
to further demonstrate the capabilities of tomography in imaging industrial objects. As 
such the preliminary work considered the general aspects of tomography such as the data  
requirements and the intrinsic image degrading factors. Methods of quantifying the ca­
pabilities of the imaging system were also investigated together with means of evaluating 
reconstructed image quality. This was followed by an investigation into the image forming 
capabilities in the situation of incomplete data. A brief summary of the conclusions th a t 
can be drawn from the results presented in this work is now given.
When considering an object to be imaged tomographically the initial imaging parame­
ters have to be decided upon. T hat is the number of raysums and projections tha t need to 
be used. The number of raysums used should be sufficient to completely cover the object. 
The number of steps will thus be determined by the width of each step. It is then neces­
sary to determine the minimum number of projections required to produce a good quality 
image, free from artifacts caused by angular undersampling. It has been shown th a t the 
minimum data  requirements will depend on the type of reconstruction algorithm used and 
tha t if an iterative technique, such as ART, is used then the minimum number of pro­
jections required is half tha t required when using an analytical technique such as filtered 
back projection, FBP. This has im portant consequences for it can lead to a considerable 
reduction in data  collection time. Previous objection to the use of iterative techniques had 
been the considerable extra processing time that was required to reconstruct an image. 
However this extra computational time can be far outweighed by the reduction in the 
data  collection time. This is especially true if, as in this study, the scanner is of the first
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generation type whereby the raysums are collected one at a time. The reduction in data 
collection time can then be considerable. For example, for the source activities used in 
this study the tim e required to collect sufficient counts to  m aintain reasonable statistics, 
a  typical scan of 60 projections and 40 raysums took 4 days using the Nal(Tl) detector. 
For the same statistics using the HPGe detector the scans were of about 10 days duration. 
Obviously reducing the data  requirements by half represents a great tim e saving in such 
situations. This will be true whatever generation scanner is used, though since the scan 
times required when using later generation scanners are considerably less, then the actual 
time saved wiU be correspondingly less. The reduction in the amount of d a ta  will also lead 
to a decrease in the data  reconstruction time and reduce the time differential between the 
FBP and ART reconstructions. Typically on the Prime system a 60 projection 40 raysums 
data  set takes 9 seconds c.p.u. time to be reconstructed using FBP and a 30 projections 
40 raysum data  set would take only 32 seconds c.p.u. time for an ART reconstruction of 
5 iterations. Yet the final image quality will be comparable in both cases.
Further savings in the data  collection requirements can be achieved by making use of an 
odd sampling technique. T hat is by making use of an odd total number of raysums rather 
than an even number. Comparable image quality can be achieved with considerably less 
projections if odd sampling is used. For example, it has been shown th a t for simulated data 
an image produced from 9 projections is comparable in quality to one reconstructed from 
20 projections. Thus by using the odd sampling technique and an ART reconstruction 
algorithm the data sampling requirements can be reduced enormously without any loss of 
final image quality. This can make it possible to  consider applications where previously 
the data  collection times would have been prohibitively long. It is not unreasonable to 
contemplate a saving of 75% in data  collection time.
Even if the minimum sampling requirements have been satisfied and the Poisson noise 
level kept to a minimum, emission tomography images are still generally degraded by the 
inclusion of scattered photons in the da ta  and the attenuation of photons by the sur­
rounding medium. In order to reduce the detrimental effects of these factors a number 
of correction algorithms were implemented. These resulted in an increase in the image 
quality though the effect varied considerably with the m ethod used. The scatter contri­
bution can be decreased using either a  dual energy window m ethod or by deconvolving 
the scatter function from the images. Both methods lead to a reduction in the blurring 
in the images and whilst the deconvolution methods are superior to the dual energy win­
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dow correction, care has to be taken to avoid increasing the image noise level when using 
deconvolution techniques. Direct comparison of the methods is only possible visually and 
not quantitatively. The deconvolution methods are also more flexible and can also talœ 
into account the geometric factors involved in the image blurring.
The attenuation correction problem can be a significant cause of image degradation 
in tomographic images. In industrial applications the objects will tend to be of higher 
atomic number than in medical applications, and even though the 7-ray energies tha t are 
used will tend to  be of high energy also, the attenuation of photons can still be a serious 
problem. No single m ethod of attenuation correction has been shown to  accurately correct 
the problem under all circumstances. However, it has widely been reported [Fab84,Mac86] 
tha t most accurate results are achieved using iterative methods of the type proposed by 
Chang and Walters [Cha78,Wal81]. The same conclusion can also be drawn from the 
results presented in this study. For the simple uniform object all attenuation methods 
worked equally well, bu t for a more complex object it was necessary to use the iterative 
m ethod to  obtain worthwhile results. Thus, though the iterative correction was slow it 
does bring about a considerable improvement in the image and for this reason should be 
preferred over the other simpler correction algorithms.
The principal area of interest in this study was the problem of image reconstruction 
from incomplete data. The two separate situations that result, region of interest and 
limited view tomography, have been examined in considerable detail and the capabilities 
of various correction algorithms evaluated.
The opportunity of imaging part of a cross-section through an object without interfer­
ence from areas external to this, could have extremely valuable applications in industrial 
tomography. The need to image large objects in great detail can lead to overall scan­
ning times which are prohibitively long. However if particular areas of interest in such 
objects can be located then ROI tomography provides a means by which these areas can 
be scanned in very fine detail. This is particularly true where an initial low resolution 
scan can be used to locate areas for further high resolution imaging. In these situations 
some information about the external regions will exist and this can be used to reduce the 
artifact in the ROI images. Alternatively, the technique can be used in situations where 
complete access to the object is not possible for some reason and the scan has to be limited 
to a  region within the whole. In such a situation no information is available about the ex­
ternal regions and the solution to the problem becomes more difficult to solve. Both these
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situations have been examined and the potential of a number of correction algorithms 
evaluated.
It has been found that as expected superior final results wiU be achieved if some 
information is available of the external regions. In this study the external region was 
sampled at reduced spatial sampling rate and the gaps in data  filled by interpolation. In 
such situations the corrected images can be of near complete da ta  quality if the amount 
of missing data is small, i.e. if the missing raysums constitute less than 33% of number 
of sample points required to  define a complete data  set. In situations where the measured 
data  is less than 67% of the minimum required for a complete da ta  set then results can 
be worse than  in situations where no external information is available. This is caused 
by errors introduced by the interpolation routines when the separation of the measured 
raysums is large. In such situations improved results can be achieved by ignoring this 
external information and using other correction algorithms on the ROI data  alone.
In situations where no external information is known the m ethod of correction used 
was to extrapolate from the measured da ta  into the external region. The extrapolation 
methods chosen were simple methods such as linear extrapolation to  zero, because of the 
problems associated with extrapolating more complex functions over large distances. The 
result of such correction methods do show improvement over the ROI images alone though 
are not as good as the interpolation methods used when the amount of missing data  is 
small. However, these methods can be used when the scan is physically restricted to a ROI 
and access to the external regions prohibited. As such they provide a means of imaging 
pre-defined areas of interest in objects which previously had not been considered feasible 
to image due to  the scanning time requirements.
The limited view problem is another incomplete data  problem which could be encoun­
tered in industrial applications. Again there are a number of reasons why the data  is 
restricted to a  particular angular range though the reason for the restriction has no bear­
ing on the correction methods used. In industrial emission tomography the restriction is 
most likely to  be due to  complete access to an object being physically prohibited. This is 
obviously more likely to occur if considering in situ imaging where access may be limited 
by other structures, for example in situ imaging of nuclear fuel pins, [Saii79,DeV82,Hef82]. 
A limited angular range can also occur when considering rapidly dynamic studies whereby 
the number of projections tha t can be measured, before motion artifacts become apparent, 
do not entirely encompass the object. In industry this situation could occur in imaging fast
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moving steel pipes if very fast scanners were not available or prohibitive in cost [Hop81]. 
As in ROI tomography the diversity of possible applications makes the development of 
reliable and accurate correction algorithms for LV tomography im portant in extending 
the range of operations th a t industrial tomography can be applied.
In emission tomography when the missing angular range is less than  180° the most 
succesful m ethod of improving the image quality is to use at the missing angles the pro­
jections measured directly opposite. In this way the artifact is reduced to just the artifact 
caused by the diiference in spatial resolution of opposing views and the artifacts inherent 
in LV reconstruction, distortion of objects and increased fluctuation of pixel values in 
undersampled regions, are removed. Thus if the différence between the opposing views is 
small the final image obtained using this method will be near complete da ta  quality.
LV tomography correction algorithms can be divided into two broad groups. In the first 
group are the methods which attem pt to fill in the missing values by interpolation from the 
meaaured values, whilst the second group of methods aim to remove the artifacts from the 
reconstructed LV images. The latter group employs image processing techniques such as 
the Fourier deconvolution of the artifacts. As such care has to be taken to  avoid excessive 
noise amplification in the restored image and these methods are less succesful than  the 
former group because of this problem. Of the former methods the most improved results 
are achieved when using the Gerchberg-Papoulis algorithm. This is an iterative technique 
which makes use of a priori information to constrain the images and to converge to a best 
solution. It can be applied to a LV reconstruction or to an image already corrected by 
some other method. As such it can improve images already corrected by another method. 
It can be used with simple a priori information though final results would be expected to 
be further improved as the a priori information is increased. As it is an iterative method 
it can be slow, though it has been found th a t an optimum image is usually reached with 
less than 5 iterations. The final image quality can be comparable to complete data images 
when the measured angle is of 120° and greater, and even when the angular range of the 
measurements is less than this considerable, improvement can be achieved.
In summary, in this study a comprehensive investigation into the da ta  requirements 
for tomography has been carried out together will an analysis of methods which correct for 
artifacts which result from situations where these requirements cannot be met. Previously 
such situations would have been considered unsuitable for tomography because of the 
resulting image artifacts. It has now been shown how such artifacts can be overcome and
144
th a t the final corrected Images can be near complete da ta  quality.
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