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Abstract
In this paper, we study exterior Neumann problems with an asymptotically linear nonlinearity. We es-
tablish the existence of ground state solutions. Furthermore when the domain is a complement of a ball,
we prove the ground state solutions are not radially symmetric. We also give asymptotic profiles of ground
state solutions.
© 2007 Published by Elsevier Inc.
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1. Introduction
In this paper, we consider the following semilinear elliptic problem in an exterior domain with
the Neumann boundary condition:
−u+ u = f (u) in RN \Ω,
∂u
∂ν
= 0 on ∂Ω, (1.1)
where Ω ⊂ RN is an open bounded domain with ∂Ω ∈ C1, N  3, and ν is the interior unit
normal vector on ∂Ω .
We are interested in the existence of a ground state solution of (1.1). More precisely, we define
a functional IΩ : H 1(RN \ Ω) → R by
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∫
RN\Ω
|∇u|2 + u2 dx −
∫
RN\Ω
F(u)dx,
where F(s) = ∫ s0 f (t) dt . A solution of (1.1) is called the ground state solution of (1.1) if it
achieves inf{IΩ(u); u ∈ H 1(RN \ Ω) \ {0}, I ′Ω(u) = 0}. In [6] and [7], Esteban established the
existence of ground state solutions in the case f (s) = |s|p−2s, 2 <p < 2N
N−2 .
Our first purpose is to obtain the existence of ground state solutions of (1.1) with an asymp-
totically linear nonlinearity. We assume
(f0) f ∈ C1(R+,R), f (s) ≡ 0 for all s  0;
(f1) f (s)
s
→ 0 as s → 0+;
(f2) f (s)
s
→ a as s → ∞, 1 < a < ∞.
Let G(s) = 12f (s)s − F(s). Then
(f3) (i) G(s) 0 for all s  0,
(ii) there exists δ0 ∈ (0,1) such that if 2F(s)s2  1 − δ0, then G(s) δ0.
Then we obtain the following result.
Theorem 1.1. Let Ω be an open bounded domain with ∂Ω ∈ C1 and assume (f0)–(f3). Then
problem (1.1) has a ground state solution.
Our second purpose is to study a symmetry breaking phenomenon when Ω is a ball. In the case
f (s) = |s|p−2s, Esteban [6,7] also showed that ground state solutions of (1.1) are not radially
symmetric. Moreover recently, Montefusco [19] showed that the non-radial ground state solution
has an axial symmetry with respect to the line rP = 0P , where P is a maximum point. As for
other symmetry breaking phenomena, we refer [3,14].
Our question is that such a phenomenon occurs in the asymptotically linear nonlinearity case.
The next theorem gives a positive answer to the question.
Theorem 1.2. Let Ω = BR(0) := {x ∈ RN ; |x| < R} and assume (f0)–(f3). Then for every
R > 0, the ground state solution of (1.1) is not radially symmetric.
Finally we consider asymptotic profiles of ground state solutions of (1.1) when Ω = BR(0).
We give two asymptotic profiles; one is in the case R → ∞ and the other is in the case R → 0+.
Throughout this paper, we denote by χD the characteristic function of a set D ⊂RN .
Theorem 1.3. Let wR(x) be a ground state solution of (1.1) with Ω = BR(0). Then there exists
xR ∈ ∂BR(0) such that, passing to a subsequence,∥∥wR −w(· − xR)χRN \BR(0)(·)∥∥H 1(RN\BR(0)) → 0 as R → ∞,
where w(x) ∈ H 1(RN) is a ground state solution to the problem
−u+ u = f (u) in RN.
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yR ∈ RN \Ω such that, passing to a subsequence,∥∥wR −w(· − yR)χRN \BR(0)(·)∥∥H 1(RN\BR(0)) → 0 as R → 0.
Recently asymptotically linear problems on RN have been studied widely (see [4,11,12,15,18,
22,23]). Especially our assumptions on the nonlinearity f (s) are based on those in [12]. The main
difficulty of asymptotically linear problems is to obtain boundedness of Palais–Smale sequences
or Cerami sequences.
We also mention that to find a ground state solution in elliptic problems, it is usually assumed
that f (s) satisfies
s → f (s)
s
is non-decreasing. (1.2)
Actually if (1.2) is satisfied, then the Nehari manifold
NΩ =
{
u ∈ H 1(RN \ Ω) \ {0}; I ′Ω(u)u = 0}
has nice properties. More precisely, a ground state solution w(x) of (1.1) has the characterization
IΩ(w) = inf
u∈NΩ
IΩ(u) = inf
u∈NΩ
max
t>0
IΩ(tu). (1.3)
However in this paper, we do not require (1.2). We will find a Mountain Pass solution and after
that, we prove the existence of a ground state solution.
To prove Theorem 1.2, we will compare the ground state energy level for (1.1) with the radi-
ally symmetric one and obtain a strict gap between them. If f (s) satisfies
0 <μf (s) f ′(s)s for all s > 0, (1.4)
for some μ > 1, then we can see that for every u ∈ H 1(RN \ BR(0)) \ {0}, there exists a unique
k > 0 such that ku ∈ NBR(0). This fact and the characterization (1.3) are useful to show the energy
gap. However (1.4) implies f (s)s−q is non-decreasing for all 1 q  μ. This means that f (s)
never satisfy (1.4) and (f2) at the same time. Furthermore we cannot use the characterization
(1.3) because we do not assume (1.2). Making use of the Pohozaev type identity as a main tool,
we will prove Theorem 1.2 (see also Remark 7.3 below).
Interior and exterior Neumann problems which concern with the shape of least energy solu-
tions, multiplicity results and multipeak solutions have been studied in [2,5,9,10,20,21,24,26].
We note that our asymptotic profile of Theorem 1.3 corresponds to that of the singularly per-
turbed problem with a fixed radius:
−2u(x)+ u(x) = f (u(x)), x ∈RN \B1(0).
This paper is organized as follows. In Section 2, we recall some known results for the problem
in RN . In Section 3, we prove IΩ has the Mountain Pass geometry. We show boundedness of
Cerami sequences in Section 4. In Section 5, we give a global compactness result for IΩ . We
prove the existence of a ground state solution of (1.1) in Section 6. In Section 7, we prove
Theorem 1.2. Finally we show Theorems 1.3 and 1.4 in Section 8.
4 T. Watanabe / J. Differential Equations 240 (2007) 1–372. Some results for problems in RN
We consider the problem
−u = f (u)− u =: h(u) in RN. (2.1)
In this section, we recall some known results for (2.1). Although results below are obtained
under weaker assumptions on the nonlinearity, we do not provide precise statements here.
Proposition 2.1. (See [1].) Assume (f0)–(f2), then (2.1) has a positive ground state solution
w0(x) ∈ C2(RN) and it satisfies
(i) w0(x) is radially symmetric with respect to the origin (up to translation);
(ii) |Dαw0(x)|Ce−δ|x|, x ∈ RN , for some C, δ > 0 and for 0 |α| 2.
Proposition 2.2. (See [8,16].) Assume (f0)–(f2), then every positive solution of (2.1) is radially
symmetric with respect to the origin (up to translation) and satisfies (ii) in Proposition 2.1.
Proposition 2.3. (See [1].) Assume (f0)–(f2). Let u(x) be a solution of (2.1). Then u(x) satisfies
the Pohozaev type identity
N − 2
2
∫
RN
|∇u|2 dx = N
∫
RN
H(u)dx, (2.2)
where H(s) = ∫ s0 h(t) dt .
We define a functional I0 : H 1(RN) → R by
I0(u) = 12
∫
RN
|∇u|2 + u2 dx −
∫
RN
F (u)dx.
We denote by m0 a ground state energy level, i.e.
m0 = inf
{
I0(u); u ∈ H 1
(
R
N
) \ {0}, I ′0(u) = 0}.
Finally we define a Mountain Pass value of I0
c0 := inf
γ∈Γ0
max
t∈[0,1]
I0
(
γ (t)
)
,
Γ0 :=
{
γ ∈ C([0,1],H 1(RN )); I0(0) = 0, I0(γ (1))< 0}.
Proposition 2.4. (See [13].) Assume (f0)–(f2). Then c0 = m0, that is, the Mountain Pass value
of I0 is the ground state energy level.
T. Watanabe / J. Differential Equations 240 (2007) 1–37 53. Preliminaries and variational settings
3.1. Preliminaries
In this subsection, we note some facts which play an important role. First one is the spectral
properties in exterior domains, which we will use in Section 4.
We define an operator L : L2(RN \ Ω) → L2(RN \ Ω) by
Lu = −u, u ∈ D(L),
D(L) = H 2N
(
R
N \Ω) := {u ∈ H 2(RN \ Ω); ∂u
∂ν
= 0 on ∂Ω
}
.
Then the following statements hold.
Proposition 3.1. (See Wilcox [25].)
(i) L is a self-adjoint operator on L2(RN \Ω);
(ii) L has no eigenvalues;
(iii) σ(L) = [0,∞).
Next fact concerns with an extension operator which we will frequently use. It is well known
that C1-smoothness of ∂Ω admits the extension operator E : H 1(RN \Ω) → H 1(RN) such that
‖Eu‖H 1(RN )  C‖u‖H 1(RN\Ω) (3.1)
for some C > 0 and
Eu(x) = u(x) a.e. x ∈RN \ Ω. (3.2)
Finally let C := {φ ∈ C∞(RN \Ω); suppφ is compact in RN \ Ω}. Then C is dense in
H 1(RN \ Ω).
3.2. Variational settings
In this subsection, we will show that the functional IΩ has the Mountain Pass geometry.
Lemma 3.2. Assume (f0)–(f2). Then
IΩ(u) = 12‖u‖
2
H 1(RN\Ω) + o
(‖u‖2
H 1(RN\Ω)
)
,
I ′Ω(u)u = ‖u‖2H 1(RN\Ω) + o
(‖u‖2
H 1(RN\Ω)
)
as u → 0 in H 1(RN \ Ω).
Especially for any non-trivial critical point u of IΩ , it follows
‖u‖H 1(RN\Ω)  ρ (3.3)
for some ρ > 0.
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N−2 ). For any  > 0, there exists C > 0 such that for all s  0,
∣∣f (s)∣∣ |s| + C |s|p−1, ∣∣F(s)∣∣ 2 |s|2 + Cp |s|p. (3.4)
Then we have ∫
RN\Ω
f (u)udx = o(‖u‖2
H 1(RN\Ω)
)
,
∫
RN\Ω
F(u)dx = o(‖u‖2
H 1(RN\Ω)
)
as u → 0 in H 1(RN \Ω). 
Lemma 3.3. Assume (f0)–(f2). Then there exists v ∈ H 1(RN \Ω) \ {0} such that IΩ(v) < 0.
Proof. First we show that there exists u˜ ∈ H 1(RN \Ω) such that
‖u˜‖L2(RN\Ω) = 1 and ‖u˜‖2H 1(RN\Ω) < a. (3.5)
It is rather trivial once we know Proposition 3.1. However in this proof, we construct such a u˜
directly.
We fix ρ > 0 and r0 > 0 so that 1 + ρ < a and Ω ⊂ Br0(0). For λ > 1, we define
uλ(x) :=
⎧⎨
⎩
1, x ∈ Br0(0) \ Ω,
− 1
λ−1 |x| + λr0λ−1 , x ∈ Bλr0(0) \ Br0(0),
0, x ∈ RN \Bλr0(0).
Then trivially uλ(x) ∈ H 1(RN \ Ω). Now direct calculations show that
‖∇uλ‖2L2(RN\Ω) =
1
(λ − 1)2
(
λN − 1)rN0 ∣∣SN−1∣∣,
‖uλ‖2L2(RN\Ω) = rN0
∣∣SN−1∣∣− |Ω| + ∣∣SN−1∣∣ ∫
r0rλr0
(
− r
λ − 1 +
λr0
λ − 1
)2
rN−1 dr
= rN0
∣∣SN−1∣∣− |Ω|
+ 1
(λ− 1)2
∣∣SN−1∣∣( (λr0)N+2
N(N + 1)(N + 2) − r
N+2
0
(
1
N + 2 −
2λ
N + 1 +
λ2
N
))
.
Then we have
‖∇uλ‖2
L2(RN\Ω)
‖uλ‖2 2 N
= λ
NrN0 |SN−1| − rN0 |SN−1|
λN+2C(N)+ o(λN+2) → 0 as λ → ∞,L (R \Ω)
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‖∇uλ0‖2L2(RN\Ω)
‖uλ0‖2L2(RN\Ω)
< δ.
Putting u˜(x) = uλ0 (x)‖uλ0‖L2(RN \Ω) , we obtain (3.5).
Next we show that limt→∞ IΩ(tu˜)t2 < 0. We claim that
lim
t→∞
∫
RN\Ω
F(tu˜)
t2
dx = 1
2
a.
Now for x ∈RN \ Bλ0r0(0), we have
F(tu˜(x))
t2
= 0 = 1
2
au˜(x)2 for all t > 0.
On the other hand, for x ∈ Bλ0r0(0) \ Ω , we also have
lim
t→∞
F(tu˜(x))
t2
= lim
t→∞
F(tu˜(x))
(tu˜(x))2
(
u˜(x)
)2 = 1
2
au˜(x)2.
Thus we obtain
lim
t→∞
F(tu˜(x))
t2
= 1
2
au˜(x)2 a.e. x ∈RN \ Ω. (3.6)
Now from (f1) and (f2), there exist C > 0 and s0 > 0 such that
0 F(s)
s2
 C for all s  s0.
Thus for sufficiently large t > 0, we have
0 F(tu˜(x))
t2
 C
(
u˜(x)
)2
a.e. x ∈ RN \Ω. (3.7)
From (3.6) and (3.7), we can apply Lebesgue’s dominated convergence theorem, and from (3.5)
we obtain
lim
t→∞
∫
RN\Ω
F(tu˜)
t2
dx = 1
2
a
∫
RN\Ω
u˜2 dx = 1
2
a,
lim
t→∞
IΩ(tu˜)
t2
= 1
2
‖u˜‖2
H 1(RN\Ω) −
1
2
a = 1
2
(1 + ρ − a) < 0.
Putting v = t u˜ for sufficiently large t , we are done. 
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cΩ := inf
γ∈ΓΩ
max
t∈[0,1]
IΩ
(
γ (t)
)
,
ΓΩ =
{
γ ∈ C([0,1],H 1(RN \Ω)); γ (0) = 0, IΩ(γ (1))< 0}.
4. Boundedness of Cerami sequences
For c > 0, let {un} ⊂ H 1(RN \ Ω) be a sequence such that
IΩ(un) → c, I ′Ω(un)(1 + ‖un‖) → 0 as n → ∞. (4.1)
In this section, we show that the sequence {un} is bounded.
Suppose by contradiction that
‖un‖H 1(RN\Ω) → ∞ as n → ∞ (4.2)
and put
vn(x) := un(x)‖un‖H 1(RN\Ω)
. (4.3)
Then by concentration compactness principle [17] (see also [7]), one of the following state-
ments hold:
(1) (Vanishing) For all r > 0,
lim
n→∞ sup
y∈RN
∫
Br (y)\Ω
v2n dx = 0. (4.4)
(2) (Non-vanishing) There exist α > 0, r0 ∈ (0,∞) and {yn} ⊂RN \Ω such that
lim
n→∞
∫
Br0 (yn)\Ω
v2n dx  α. (4.5)
We show that both of them derive contradictions.
Lemma 4.1. Assume (f0)–(f3). Then vanishing of {vn} is impossible.
Proof. Suppose that the sequence {vn} vanish. Since IΩ(un) → c, it follows
IΩ(un)
‖un‖2 1 N
→ 0.H (R \Ω)
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lim
n→∞
∫
RN\Ω
F(un)
u2n
w2n dx =
1
2
. (4.6)
Now we let
Ωn :=
{
x ∈ RN \Ω; F(un(x))
un(x)2
 1
2
(1 − δ0)
}
,
where δ0 is the number defined in (f3). Then by the definition of Ωn, for all n ∈N, we have
∫
Ωn
F (un)
u2n
v2n dx 
1
2
(1 − δ0)
∫
Ωn
v2n dx.
From (4.6) and ‖vn‖H 1(RN\Ω) = 1, we get
lim inf
n→∞
∫
RN\(Ω∪Ωn)
F (un)
u2n
v2n dx 
δ0
2
> 0. (4.7)
We claim that lim supn→∞ |RN \ (Ω ∪ Ωn)| = ∞. Suppose by contradiction that
lim supn→∞ |RN \ (Ω ∪Ωn)| < ∞. From (f1) and (f2), we have∫
RN\(Ω∪Ωn)
F (un)
u2n
v2n dx  C
∫
RN\(Ω∪Ωn)
v2n dx. (4.8)
On the other hand, it is well known that any vanishing sequences strongly converge to zero in
Lq(RN \ Ω) for all q ∈ (2, 2N
N−2 ). Thus by Hölder’s inequality, we obtain
lim
n→∞
∫
RN \(Ω∪Ωn)
v2n dx = 0.
However from (4.7) and (4.8), this is a contradiction. Thus we have
lim sup
n→∞
∣∣RN \ (Ω ∪Ωn)∣∣= ∞.
Now from (f3), we have
∫
RN \Ω
G(un)dx 
∫
RN\(Ω∪Ωn)
G(un) dx  δ0
∣∣RN \ (Ω ∪Ωn)∣∣
and hence
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n→∞
∫
RN\Ω
G(un)dx = ∞.
On the other hand, we also have
∫
RN\Ω
G(un)dx = IΩ(un)− 12I
′
Ω(un)un → c < ∞.
This is a contradiction. 
Lemma 4.2. Assume that (f0)–(f2) hold and the sequence {yn} defined in (4.5) is bounded. Then
non-vanishing of {vn} is impossible.
Proof. Now we may assume that vn ⇀ v in H 1(RN \ Ω). We divide the proof into two steps.
Step 1. v(x) 0 a.e. x ∈RN \ Ω .
Now passing to a subsequence, we may also assume that yn → y0 ∈ RN \Ω . Since vn(x) is
non-vanishing, it follows v(x) ≡ 0. On the other hand, from (4.1), we have
I ′Ω(un)v−n → 0 where v−n (x) := max
{−vn(x),0}.
Then we obtain
〈o(1), v−n 〉
‖un‖H 1(RN\Ω)
=
∫
RN\Ω
∣∣∇v−n ∣∣2 + (v−n )2 dx −
∫
RN\Ω
f (un)
‖un‖H 1(RN\Ω)
v−n dx. (4.9)
Now from (4.3), vn(x) < 0 implies un(x) < 0. Thus from (f0),
∫
RN\Ω
f (un)
‖un‖H 1(RN\Ω)
v−n dx = 0.
Then from (4.9) and the boundedness of ‖v−n ‖H 1(RN\Ω), we obtain
‖v−n ‖H 1(RN\Ω) → 0 and vn(x) → v(x) = v+(x) a.e. x ∈RN \ Ω.
Step 2. For all φ ∈ C, v(x) satisfies
∫
RN\Ω
∇v∇φ + vφ dx = a
∫
RN\Ω
vφ dx. (4.10)
We fix φ ∈ C arbitrary. Now since I ′Ω(un)φ‖un‖ 1 N → 0, we haveH (R \Ω)
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∫
RN\Ω
∇vn∇φ + vnφ dx =
∫
RN\Ω
f (un)
un
vnφ dx + o(1).
We show that ∫
RN\Ω
f (un)
un
vnφ dx →
∫
RN\Ω
avφ dx.
Then we obtain (4.10). First we claim that
f (un(x))
un(x)
vn(x) → av(x) a.e. x ∈RN \ Ω.
Let x ∈RN \ Ω be a point such that v(x) = 0. Then
0
∣∣∣∣f (un(x))un(x) vn(x)
∣∣∣∣C∣∣vn(x)∣∣→ 0
and hence
f (un(x))
un(x)
vn(x) → 0 = av(x). (4.11)
Let x ∈ RN \ Ω be a point such that v(x) = 0. Then from (4.2) and (4.3), we have un(x) → ∞.
Thus from (f2), we also obtain (4.11).
Now we choose a compact subset Ω1 ⊂RN \Ω so that suppφ ⊂ Ω1. Then vn → v in L1(Ω1).
Especially there exists ψ(x) ∈ L1(Ω1) such that |vn(x)|ψ(x) a.e. x ∈ Ω1. Thus for all n ∈ N,∣∣∣∣f (un(x))un(x) vn(x)
∣∣∣∣Cψ(x) a.e. x ∈ Ω1.
By Lebesgue’s dominated convergence theorem, we obtain
∫
RN\Ω
f (un)
un
vnφ dx → a
∫
RN\Ω
vφ dx.
Now (4.10) implies that v(x) is an eigenfunction of − on L2(RN \Ω) corresponding to the
eigenvalue a − 1. However by Proposition 3.1, this is a contradiction. 
Lemma 4.3. Assume that (f0)–(f2) hold and |yn| → ∞. Then non-vanishing of {vn} is impossible.
Proof. We put u˜n(x) = Eun(x + yn), v˜n(x) = Evn(x + yn). Then from (3.1), ‖v˜n‖H 1(RN) is
bounded. Thus we may assume that v˜n ⇀ v˜ in H 1(RN). Arguing similarly as Lemma 4.2, we
have v˜(x) 0 a.e. x ∈RN .
Now we fix φ ∈ C∞(RN) arbitrary. Then from (3.2) and (4.1), we have0
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Thus we obtain
o(1) =
∫
RN
∇v˜n∇φ + v˜nφ dx −
∫
RN
f (u˜n)
u˜n
v˜nφ dx −
∫
Ω−yn
∇v˜n∇φ + v˜nφ dx
+
∫
Ω−yn
f (u˜n)
‖u˜n‖H 1(RN)
φ dx.
Now since |yn| → ∞, we have suppφ ∩ (Ω − yn) = ∅ for sufficiently large n. Thus∫
RN
∇v˜n∇φ + v˜nφ dx −
∫
RN
f (u˜n)
u˜n
v˜nφ dx = o(1).
Then arguing similarly as Lemma 4.2, we obtain
∫
RN
∇v˜∇φ dx = (a − 1)
∫
RN
v˜φ dx.
This implies that v˜(x) is an eigenvalue of − on L2(RN) corresponding to the eigenvalue a−1.
However it is well known that − on L2(RN) has no eigenvalues. Thus we get a conclusion. 
5. Global compactness results for IΩ
For c > 0, let {un} ⊂ H 1(RN \ Ω) be a sequence such that
IΩ(un) → c, I ′Ω(un) → 0, ‖un‖H 1(RN\Ω) is bounded. (5.1)
In this section, we give a global compactness result for IΩ .
Proposition 5.1. Assume that (f0)–(f2) hold and the sequence {un} satisfies (5.1). Then there
exist u0 ∈ H 1(RN \ Ω), l ∈ N ∪ {0}, {ykn} ⊂ RN \ Ω , wk ∈ H 1(RN), k = 1, . . . , l, such that,
passing to a subsequence,
(i) un ⇀ u0 in H 1(RN \ Ω), I ′Ω(u0) = 0;
(ii) |ykn| → ∞, |ykn − yk′n | → ∞, k = k′;
(iii) wk = 0, I ′0(wk) = 0, k = 1, . . . , l;
(iv)
∥∥∥∥∥un − u0 −
l∑
k=1
χ
RN \Ω(·)wk
(· − ykn)
∥∥∥∥∥
H 1(RN\Ω)
→ 0;
(v) IΩ(un) → IΩ(u0) +
l∑
k=1
I0
(
wk
)
.
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ness results in the case f (s) = |s|p−1s, p ∈ (2, 2N
N−2 ). Proposition 5.1 can be regarded as its
generalization. Although this kind of arguments is standard, we give a proof of Proposition 5.1
for the sake of completeness. As we will see later, we use decay properties of non-trivial critical
points of I0 (Proposition 2.2) in the proof.
Proof of Proposition 5.1. The proof consists of four steps.
Now since {un} is bounded, we may assume that un ⇀ u0 in H 1(RN \Ω). Then it is standard
to show that I ′Ω(u0) = 0. We put v1n(x) = un(x) − u0(x).
Step 1. Suppose that
sup
z∈RN
∫
B1(z)\Ω
(
v1n
)2
dx → 0. (5.2)
Then un → u0 in H 1(RN \Ω) and Proposition 5.1 holds provided l = 0.
We compute I ′Ω(un)v1n. Then
I ′Ω(un)v1n =
∫
RN\Ω
∣∣∇v1n∣∣2 + (v1n)2 dx +
∫
RN\Ω
∇u0∇v1n + u0v1n − f (un)v1n dx.
Thus we have
∥∥v1n∥∥2H 1(RN\Ω) = I ′Ω(un)v1n −
∫
RN\Ω
∇u0∇v1n + u0v1n dx +
∫
RN\Ω
f (un)v
1
n dx
= I ′Ω(un)v1n − I ′Ω(u0)v1n +
∫
RN\Ω
(
f (un)− f (u0)
)
v1n dx.
From (5.2), it follows ‖v1n‖Lq(RN\Ω) → 0 for all q ∈ (2, 2NN−2 ). Then from (3.4), (5.1) and
I ′Ω(u0) = 0, we obtain ‖v1n‖H 1(RN\Ω) → 0. The second claim is standard.
Step 2. Suppose that there exists {zn} ⊂RN \ Ω such that
lim
n→∞
∫
B1(zn)\Ω
∣∣v1n∣∣2 dx = d (5.3)
for some d > 0. Then passing to a subsequence, there exists w ∈ H 1(RN) \ {0} such that
(i) |zn| → ∞, (ii) Eun(· + zn) ⇀ w in H 1(RN), (iii) I ′0(w) = 0.
Now it is trivial that |zn| → ∞. We put u˜n(x) = Eun(x + zn). From (3.1) and (5.1), {u˜n}
is bounded in H 1(RN). Thus we may assume that u˜n ⇀ w in H 1(RN). From (5.3), it follows
w(x) = 0. Moreover, for all φ ∈ C∞0 (RN), we have I ′0(u˜n)φ − I ′0(w)φ → 0. Thus it is sufficient
to show that I ′(u˜n)φ → 0.0
14 T. Watanabe / J. Differential Equations 240 (2007) 1–37Now we fix φ ∈ C∞0 (RN) arbitrary. Then
o(1) = I ′Ω(Eun)φ(x − zn)χRN \Ω(x)
=
∫
RN
∇u˜n∇φ + u˜nφ − f (u˜n)φ dx −
∫
Ω−zn
∇u˜n∇φ + u˜nφ − f (u˜n)φ dx.
For sufficiently large n, suppφ ∩ (Ω − zn) = ∅. Thus we obtain I ′0(u˜n)φ → 0.
Step 3. Suppose that there exist m 1, {ykn} ⊂ RN \ Ω , wk ∈ H 1(RN) \ {0}, 1 k m, such
that |ykn| → ∞, |ykn − yk′n | → ∞, Eun(x + ykn)⇀wk(x) in H 1(RN), I ′0(wk) = 0. Then
(1) if
sup
z∈RN
∫
B1(z)\Ω
∣∣∣∣∣un − u0 −
m∑
k=1
wk
(
x − ykn
)
χ
RN \Ω(x)
∣∣∣∣∣
2
dx → 0, (5.4)
then
∥∥∥∥∥un − u0 −
m∑
k=1
wk
(· − ykn)χRN \Ω(·)
∥∥∥∥∥
H 1(RN\Ω)
→ 0;
(2) if there exists {z˜n} ⊂RN \Ω such that
lim
n→∞
∫
B1(z˜n)\Ω
∣∣∣∣∣un − u0 −
m∑
k=1
wk
(
x − ykn
)
χ
RN \Ω(x)
∣∣∣∣∣
2
dx = d (5.5)
for some d > 0, then passing to a subsequence, there exists wk+1 ∈ H 1(RN) \ {0} such that
(i) |z˜n| → ∞, |z˜n − ykn| → ∞, 1  k  m, (ii) Eun(x + z˜n) ⇀ wk+1(x) in H 1(RN) and
(iii) I ′0(wk+1) = 0.
First we assume (5.4). We put
ξn(x) := Eun(x) −Eu0(x) −
m∑
k=1
wk
(
x − ykn
) ∈ H 1(RN ).
Then from (5.4), we have
ξnχRN \Ω → 0 in Lq
(
R
N \Ω) for all q ∈ (2, 2N
N − 2
)
. (5.6)
Now we compute I ′Ω(un)(ξnχRN \Ω). Then
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∫
RN\Ω
|∇ξn|2 + ξ2n dx +
∫
RN\Ω
∇Eu0∇ξn +Eu0ξn dx
+
∫
RN\Ω
∇
(
m∑
k=1
wk
(
x − ykn
))∇ξn + m∑
k=1
wk
(
x − ykn
)
ξn dx
−
∫
RN\Ω
f (Eun)ξn dx.
From I ′Ω(u0) = 0 and I ′0(wk) = 0, direct computations show that
‖ξn‖2H 1(RN\Ω) = I ′Ω(un)ξn +
∫
RN\Ω
(
f (un)− f (u0)
)
ξn dx
+
m∑
k=1
∫
Ω
f
(
wk
(
x − ykn
))
ξn dx −
m∑
k=1
∫
RN\Ω
f
(
wk
(
x − ykn
))
ξn dx
+
m∑
k=1
∫
RN\Ω
∇wk(x − ykn)∇ξn +wk(x − ykn)ξn dx.
By definition of ξn and from (3.1), (5.1), we have ‖ξn‖H 1(RN) M for some M > 0. Then from
(5.1) and (5.6),
‖ξn‖2H 1(RN\Ω) =
m∑
k=1
∫
Ω
f
(
wk
(
x − ykn
))
ξn dx +
m∑
k=1
∫
RN \Ω
∇wk(x − ykn)∇ξn
+wk(x − ykn)ξn dx + o(1).
Now from (3.4), we have
∣∣∣∣
∫
Ω
f
(
wk
(
x − ykn
))
ξn dx
∣∣∣∣ M∥∥wk∥∥L2(Ω−ykn) +CM∥∥wk∥∥p−1Lp−1(Ω−ykn).
Thus we show that
∥∥∇wk∥∥
L2(Ω−ykn),
∥∥wk∥∥
L2(Ω−ykn),
∥∥wk∥∥
Lp−1(Ω−ykn) → 0.
Now since |ykn| → ∞, for any r > 0, there exists n0 ∈N such that
Br(0) ∩
(
Ω − ykn
)= ∅ for n n0.
16 T. Watanabe / J. Differential Equations 240 (2007) 1–37Since I ′0(wk) = 0, by Proposition 2.2, wk(x) is radially symmetric with respect to a point
x0 ∈RN . Then for r  |x0| and sufficiently large n, we have
∥∥∇wk∥∥2
L2(Ω−ykn) 
∫
Ω−ykn
Ce−2δ|x| dx Ce−2δr |Ω|.
Thus we have
lim sup
n→∞
∥∥∇wk∥∥2
L2(Ω−ykn)  Ce
−2δr |Ω|.
Since r is arbitrary, tending r → ∞, we obtain ‖∇wk‖L2(Ω−ykn) → 0. The same conclusion holds
for the other terms. Thus we have ‖ξn‖H 1(RN\Ω) → 0.
Finally we assume (5.5). We put u˜n(x) = Eun(x + z˜n). Arguing similarly as Step 2, we get a
conclusion.
Step 4. Conclusion.
Now if the assumption of Step 1 holds, then we are done. Otherwise, the statement of Step 2
holds. Then we put {y1n} = {zn}, w1 = w. We obtain Proposition 5.1 provided l = 1 if (5.4) holds.
If not, we put {y2n} = {z˜n}, w2 = w2. We continue these procedures. We show that it must end in
a finite steps.
Now we have
0 lim
n→∞
∥∥∥∥∥un − u0 −
m∑
k=1
wk
(· − ykn)χRN \Ω(·)
∥∥∥∥∥
2
H 1(RN\Ω)
= lim
n→∞
(
‖un‖2H 1(RN\Ω) − ‖u0‖2H 1(RN\Ω) −
m∑
k=1
∥∥wk∥∥2
H 1
(
RN
)
)
.
On the other hand, since I ′0(wk) = 0, it follows that ‖wk‖H 1(RN)  ρk for some ρk > 0. Thus
from (5.1), we can find a finite number l ∈ N so that (5.4) holds.
Finally we show that
IΩ(un) → IΩ(u0)+
l∑
k=1
I0
(
wk
)
.
Now we write un = u0 + (un − u0). Then we have
IΩ(un) = IΩ(u0)+ 12
∫
RN\Ω
∣∣∇(un − u0)∣∣2 + (un − u0)2 dx
+
∫
N
∇u0∇(un − u0)+ u0(un − u0) dx +
∫
N
F (u0) − F(un)dx.
R \Ω R \Ω
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l∑
k=1
wk
(· − ykn)χRN\Ω(·)
∥∥∥∥∥
H 1(RN\Ω)
→ 0, (5.7)
we have
‖un − u0‖2H 1(RN\Ω) =
∥∥∥∥∥
l∑
k=1
wk
(· − ykn)χRN \Ω(·)
∥∥∥∥∥
2
H 1(RN\Ω)
+ o(1).
Then we obtain
IΩ(un) = IΩ(u0) + 12
∫
RN\Ω
∣∣∣∣∣∇
(
l∑
k=1
wk
(
x − ykn
))∣∣∣∣∣
2
+
(
l∑
k=1
wk
(
x − ykn
))2
dx
+
∫
RN\Ω
∇u0∇(un − u0)+ u0(un − u0) dx +
∫
RN\Ω
F(u0)− F(un)dx.
Now for k = k′, we have∫
RN\Ω
∇wk(x − ykn)∇wk′(x − yk′n )dx

∥∥∇wk∥∥
L2(RN)
( ∫
RN\(Ω+ykn)
∣∣∇wk′(x − (yk′n − ykn))∣∣2 dx
) 1
2
.
By the decay property of wk and |ykn − yk′n | → ∞ for k = k′, we can show∫
RN\(Ω+ykn)
∣∣∇wk′(x − (yk′n − ykn))∣∣2 dx → 0.
Moreover, since un ⇀ u0 in H 1(RN \ Ω), we obtain
IΩ(un) = IΩ(u0)+ 12
l∑
k=1
∫
RN
∣∣∇wk∣∣2 + (wk)2 dx
+
∫
RN\Ω
∇u0∇(un − u0)+ u0(un − u0) dx +
∫
RN\Ω
F(u0)− F(un)dx + o(1)
= IΩ(u0)+
l∑
k=1
I0
(
wk
)+ ∫
N
F (u0)− F(un)dx +
l∑
k=1
∫
RN
F
(
wk
)
dx + o(1).R \Ω
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∫
RN\Ω
F(u0)− F(un) dx +
l∑
k=1
∫
RN
F
(
wk
)
dx
=
∫
RN\Ω
F(u0)+
l∑
k=1
F
(
wk
(
x − ykn
))− F(un)dx + l∑
k=1
∫
Ω+ykn
F
(
wk
)
dx.
By the decay property of wk , we have
l∑
k=1
∫
RN\Ω
F
(
wk
(
x − ykn
))
dx =
∫
RN\Ω
F
(
l∑
k=1
wk
(
x − ykn
))
dx + o(1),
l∑
k=1
∫
Ω+ykn
F
(
wk
)
dx = o(1).
Moreover, from (5.7),
∫
RN\Ω
F(u0)− F
(
l∑
k=1
wk
(
x − ykn
))− F(un)dx = o(1).
Thus we obtain
IΩ(un) = IΩ(u0)+
l∑
k=1
I0
(
wk
)+ o(1). 
6. Existence of ground state solutions
In this section, we establish the existence of a ground state solution of (1.1). We will also give
important properties of the ground state solution.
First we estimate a Mountain Pass value of IΩ . It is rather standard to show that cΩ  m0
where m0 is the ground state energy in the entire space, that is,
m0 = inf
{
I0(u); u ∈ H 1
(
R
N
) \ {0}, I ′0(u) = 0}.
We show that this inequality is strict.
Lemma 6.1. Assume (f0)–(f2). Then cΩ <m0.
Proof. By the definition of cΩ , it is sufficient to show that there exists a path γ ∈ ΓΩ such that
max IΩ
(
γ (t)
)
< m0.t∈[0,1]
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IΩ
(
w0
(
x − z
t
)
χ
RN \Ω(x)
)
< 0
for sufficiently large t .
Now a direct computation shows that
IΩ
(
w0
(
x − z
t
)
χ
RN\Ω(x)
)
= t
N−2
2
∫
RN\ 1
t
(Ω+z)
|∇w0|2 dx + t
N
2
∫
RN\ 1
t
(Ω+z)
w20 dx − tN
∫
RN\ 1
t
(Ω+z)
F (w0) dx
 t
N−2
2
∫
RN
|∇w0|2 dx − tN
∫
RN
H(w0) dx + tN
∫
1
t
(Ω+z)
F (w0) dx,
where H(s) = F(s) − 12 s2. By Proposition 2.3, we obtain
IΩ
(
w0
(
x − z
t
)
χ
RN \Ω(x)
)

(
tN−2
2
− N − 2
2N
tN
)
‖∇w0‖2L2(RN) + tN
∫
1
t
(Ω+z)
F (w0) dx.
Since w0(x) ∈ L∞(RN), we have
tN
∫
1
t
(Ω+z)
F (w0) dx  tN sup
x∈RN
∣∣F (w0(x))∣∣
∣∣∣∣1t (Ω + z)
∣∣∣∣= sup
x∈RN
∣∣F (w0(x))∣∣|Ω|.
Thus there exists t0 > 1 independent of z ∈RN such that
IΩ
(
w0
(
x − z
t0
)
χ
RN \Ω(x)
)
< 0. (6.1)
Next let 0 < δ <m0 be given. Then there exists t1 > 0 such that
IΩ
(
w0
(
x − z
t
)
χ
RN\Ω(x)
)
< δ (6.2)
for all 0 < t < t1 and z ∈RN . In fact, we have
IΩ
(
w0
(
x − z
t
))
 t
N−2
2
∫
RN
|∇w0|2 dx + t
N
2
∫
RN
w20 dx + tN
∫
RN
∣∣F(w0)∣∣dx.
Thus there exists t1 > 0 independent of z ∈RN so that (6.2) holds.
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max
t∈[t1,t0]
IΩ
(
w0
(
x − z
t
)
χ
RN \Ω(x)
)
<m0. (6.3)
Now we have
IΩ
(
w0
(
x − z
t
)
χ
RN\Ω(x)
)

(
tN−2
2
− N − 2
2N
tN
)
‖∇w0‖2L2(RN) −
tN
2
∫
1
t
(Ω+z)
w20 dx + tN
∫
1
t
(Ω+z)
∣∣F(w0)∣∣dx.
We claim that
max
t∈[t1,t0]
{
−1
2
∫
1
t
(Ω+z)
w20 dx +
∫
1
t
(Ω+z)
∣∣F(w0)∣∣dx
}
< 0
for some z ∈ RN . Now we fix 0 <  < 1 arbitrary. Then from (3.4), we have
−1
2
∫
1
t
(Ω+z)
w20 dx +
∫
1
t
(Ω+z)
∣∣F(w0)∣∣dx −12 (1 − )
∫
1
t
(Ω+z)
w20 dx +
C
p
∫
1
t
(Ω+z)
w
p
0 dx.
By Proposition 2.1, we have w0(x) Ce−δ|x| for all x ∈RN . We choose large r > 0 so that
1 − 
2
− CC
p
e−(p−2)δr > 0.
Moreover, since
1
t
(Ω + z) ⊂ 1
t1
(Ω + z) for all t > t1
and t1 is independent of z, we can choose z0 ∈ RN so that
1
t1
(Ω + z0)∩Br(0) = ∅.
Then we have
−1
2
(1 − )
∫
1
t
(Ω+z)
w20 dx +
C
p
∫
1
t
(Ω+z)
w
p
0 dx −
(
1 − 
2
− CC
p
e−(p−2)δr
) ∫
1
t
(Ω+z)
w20 dx < 0
for all t ∈ [t1, t0]. Thus we obtain for all t ∈ [t1, t0]
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(
w0
(
x − z0
t
)
χ
RN \Ω(x)
)
<
(
tN−2
2
− N − 2
2N
tN
)
‖∇w0‖2L2(RN).
Let A(t) = tN−22 − N−22N tN . Then A(t)A(1) for all t  0. By Proposition 2.3, we have
IΩ
(
w0
(
x − z0
t
)
χ
RN\Ω(x)
)
<
(
1
2
− N − 2
2N
)
‖∇w0‖2L2(RN) =
1
N
‖∇w0‖2L2(RN)
= I0(w0) = m0.
Now we define
γ0(t) :=
{
w0(
x−z0
t t0
), 0 < t  1,
0, t = 0.
Then from (6.1), γ0(t) ∈ ΓΩ . Moreover, since t0 is independent of the choice of z0, we obtain
from (6.1)–(6.3),
max
t∈[0,1]
IΩ
(
γ0(t)
)
<m0
and hence cΩ <m0. 
Now by Lemmas 4.1–4.3, Proposition 5.1 and Lemma 6.1, there exists u0 ∈ H 1(RN \ Ω)
such that
I ′Ω(u0) = 0 and IΩ(u0) = cΩ.
Since cΩ > 0, it follows u0 = 0. Especially,
{
u ∈ H 1(RN \ Ω) \ {0}; I ′Ω(u) = 0} = ∅.
Proposition 6.2. Assume (f0)–(f3). Then (1.1) has a ground state solution.
Proof. First we define the ground state energy level for (1.1) by
mΩ := inf
{
IΩ(u); u ∈ H 1
(
R
N \ Ω) \ {0}, I ′Ω(u) = 0}.
From (f3)(i), for any non-trivial critical point u of IΩ , we have
IΩ(u) = IΩ(u)− 12I
′
Ω(u)u =
∫
RN\Ω
G(u)dx  0.
Thus mΩ  0. On the other hand, it is trivial that mΩ  cΩ .
Now let {wn} ⊂ {u ∈ H 1(RN \ Ω) \ {0}; I ′Ω(u) = 0} be a sequence such that IΩ(wn) →
mΩ ∈ [0, cΩ ]. Then by Lemma 3.2, we have
lim inf‖wn‖H 1(RN\Ω)  ρ0.n→∞
22 T. Watanabe / J. Differential Equations 240 (2007) 1–37Arguing similarly as in Section 4, {wn} is bounded. Thus we may assume that wn ⇀ w in
H 1(RN \ Ω). By Proposition 5.1, we obtain IΩ(wn) → IΩ(w) because mΩ < m0. Thus we
have ‖w‖H 1(RN\Ω)  ρ0 and IΩ(w) = mΩ , that is, w(x) is a ground state solution. 
Theorem 1.1 is a consequence of Proposition 6.2.
In the proof of Proposition 6.2, we know that mΩ  0. We show that every critical value of IΩ
is positive.
Lemma 6.3. Assume (f0)–(f3). Let u(x) be a non-trivial critical point of IΩ . Then IΩ(u) > 0.
Proof. Now we define
Ω˜ :=
{
x ∈ RN \Ω; F (u(x)) 1
2
(1 − δ0)u(x)2
}
.
Then |Ω˜| < ∞. In fact, suppose that |Ω˜| = ∞. From (f3)(ii), we have
IΩ(u) =
∫
RN\Ω
G(u)dx 
∫
Ω˜
G(u)dx  δ0|Ω˜| = ∞.
This is a contradiction. Thus we obtain |Ω˜| < ∞ and
IΩ(u) δ0|Ω˜|. (6.4)
If |Ω˜| = 0, we are done. We suppose |Ω˜| = 0. Then by the definition,
F
(
u(x)
)
 1
2
(1 − δ0)u(x)2 a.e. x ∈RN \ Ω.
Then by Lemma 3.2, we obtain
IΩ(u) = 12
∫
RN\Ω
|∇u|2 dx −
∫
RN\Ω
H(u)dx  δ0
2
‖u‖2
H 1(RN\Ω) 
δ0
2
ρ2 > 0. 
Next we prepare a Pohozaev type identity which plays an important role.
Proposition 6.4. (i) Assume (f0)–(f1) and f (s) has a sub-critical growth at infinity. Let u(x) be
a solution of (1.1). Then u(x) satisfies the following Pohozaev type identity:
N − 2
2
∫
RN\Ω
|∇u|2 dx = N
∫
RN\Ω
H(u)dx −
∫
∂Ω
H(u)x · ν dσ, (6.5)
where ν is an interior unit normal vector on ∂Ω .
(ii) Assume (f0)–(f3). Moreover, we assume ∂Ω ∈ C2 and x · ν < 0 for all x ∈ ∂Ω . Then
|Ω˜| > 0 where Ω˜ is a subset of RN \Ω defined in the proof of Lemma 6.3.
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We show (ii). Let u(x) be a non-trivial critical point of IΩ . If ∂Ω ∈ C2, then by a standard
regularity theory, u(x) ∈ C0(RN \Ω).
Suppose that |Ω˜| = 0. Then
H
(
u(x)
)= F (u(x))− 1
2
u(x)2 −δ0
2
u(x)2 for all x ∈ RN \Ω.
On the other hand, from (6.5) and x · ν < 0, we have
0 <
N − 2
2
∫
RN\Ω
|∇u|2 dx −δ0
2
N
∫
RN\Ω
u2 dx + δ0
2
∫
∂Ω
u2x · ν dσ < 0.
This is a contradiction. Thus it follows |Ω˜| > 0. 
Finally as a consequence of (6.5), we obtain a non-existence result of (1.1).
Corollary 6.5. Assume (f0)–(f1), F(s)− 12 s2  0 for all s  0 and x · ν < 0 for all x ∈ ∂Ω . Then
(1.1) has no non-trivial solutions.
7. Absence of symmetry for ground state solutions
Hereafter in this paper, we consider problem (1.1) with Ω = BR(0):
−u+ u = f (u) in RN \ BR(0),
∂u
∂ν
= 0 on ∂BR(0). (7.1)
By Proposition 6.2, (7.1) has a ground state solution wR(x) for every R > 0. For simplicity,
we write mBR(0) = mR , cBR(0) = cR , IBR(0) = IR .
First we show that a radial ground state solution of (7.1) exists. To this aim, we define H ∗R :=
{u ∈ H 1(RN \BR(0)); u(x) = u(|x|)},
c∗R = inf
γ∈Γ ∗R
max
t∈[0,1]
IR
(
γ (t)
)
,
Γ ∗R =
{
γ ∈ C([0,1],H ∗R); γ (0) = 0, IR(γ (1))< 0},
m∗R = inf
{
IR(u); u ∈ H ∗R \ {0}, I ′R(u) = 0
}
.
Proposition 7.1. Assume (f0)–(f3). Then for every R > 0, there exists w∗R ∈ H ∗R such that
IR(w
∗
R) = m∗R .
Proof. First we establish the existence of a radial Mountain Pass solution.
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Let uλ(x) be a function defined in the proof of Lemma 3.3. By construction, uλ(x) ∈ H ∗R .
Then arguing similarly as Lemma 3.3, we can show that IR has the Mountain Pass geometry
in H ∗R .
Step 2. Boundedness of Cerami sequences.
Let {un} ⊂ H ∗R be a sequence such that
IR(un) → c > 0, I ′R(un)
(
1 + ‖un‖
)→ 0.
As in Section 4, we put
vn := un‖un‖H 1(RN\BR(0))
∈ H ∗R ⊂ H 1
(
R
N \BR(0)
)
.
Applying concentration compactness principle, we obtain the alternative:
(1) (Vanishing) For all r > 0,
lim
n→∞ sup
y∈RN
∫
Br(y)\BR(0)
v2n dx = 0.
(2) (Non-vanishing) There exist α > 0, r0 > 0, {yn} ⊂RN \ BR(0) such that
lim
n→∞
∫
Br0 (y)\BR(0)
v2n dx  α. (7.2)
In a similar argument as in Lemma 4.1, vanishing is impossible. Next if {vn} is non-vanishing,
then {yn} is bounded. In fact, since un ∈ H ∗R , we have
un(x)
CN
|x|N−12
‖un‖H 1(RN\BR(0)) for all x ∈ RN \BR(0)
(see [7] for the proof). Thus
vn(x)
CN
|x|N−12
, x ∈RN \ BR(0).
Suppose by contradiction that |yn| → ∞. Then for given R′ > R, there exists n0 ∈ N such
that
Br0(yn)∩ BR′(0) = ∅ for all n n0.
Thus we have
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Br0 (yn)
v2n dx 
C2N
(R′)N−1
∫
Br0 (yn)
dx = C
2
N
(R′)N−1
rN0
∣∣SN−1∣∣ for all n n0.
Since R′ is arbitrary, this is a contradiction to (7.2). Hence {yn} is bounded. Arguing similarly as
Lemma 4.2, non-vanishing is also impossible.
Step 3. Existence of a radial Mountain Pass solution.
By Step 2, there exists a sequence {un} ⊂ H ∗R such that
IR(un) → c∗R, I ′R(un) → 0, ‖un‖ is bounded.
By Step 2, {un} is bounded. Moreover, it is well known that the embedding H ∗R ↪→ Lq(RN \
BR(0)) is compact for all q ∈ (2, 2NN−2 ). Then there exists u∗R ∈ H ∗R(RN \BR(0)) \ {0} such that
IR
(
u∗R
)= c∗R, I ′R(u∗R)= 0 in (H ∗R)−1.
Once we know the set {u ∈ H ∗R \ {0}; I ′R(u) = 0} is non-empty, we can obtain a radial ground
state solution of (7.1) as in Proposition 6.2. 
Now we turn to the proof of Theorem 1.2. By definitions, it is trivial that mR m∗R . We show
that this inequality is strict for every R > 0. By Lemma 6.1, we already know that mR < m0
for every R > 0. Thus we have only to show that m0  m∗R . Indeed, we obtain the following
estimate.
Proposition 7.2. For every R > 0, m0 <m∗R .
Proof. Now by Proposition 2.4, we know c0 = m0. Thus it is sufficient to show that there exists
a path γ (t) ∈ Γ0 such that
max
t∈[0,1]
I0
(
γ (t)
)
<m∗R. (7.3)
The proof consists of three steps.
Step 1. Formulation of m∗R .
Let w∗R be a radial ground state solution of (7.1). Then by Proposition 6.4(i), w∗R satisfies
N − 2
2
∫
RN\BR(0)
∣∣∇w∗R∣∣2 dx = N
∫
RN\BR(0)
H
(
w∗R
)
dx +R
∫
∂BR(0)
H
(
w∗R
)
dσ
= N
∫
RN\BR(0)
H
(
w∗R
)
dx +RN ∣∣Sn−1∣∣H (w∗R(R)). (7.4)
From (7.4), we obtain
26 T. Watanabe / J. Differential Equations 240 (2007) 1–37m∗R =
1
2
∫
RN\BR(0)
∣∣∇w∗R∣∣2 dx −
∫
RN\BR(0)
H
(
w∗R
)
dx
= 1
N
∫
RN\BR(0)
∣∣∇w∗R∣∣2 dx + 1N RN
∣∣SN−1∣∣H (w∗R(R)). (7.5)
On the other hand, since w∗R(x) is radially symmetric, we may assume that w∗R(r) satisfies
the following ODE:
−(w∗R)′′(r) − N − 1r
(
w∗R
)′
(r) = h(w∗R(r)), R < r < ∞, (w∗R)′(R) = 0.
Multiplying (w∗R)′ in both sides and integrating over (R,∞), we obtain
−1
2
∞∫
R
d
dr
((
w∗R
)′)2
dr − (N − 1)
∞∫
R
((w∗R)′)2
r
dr =
∞∫
R
(
H
(
w∗R
))′
dr.
Thus we have
0 < (N − 1)
∞∫
R
((w∗R)′)2
r
dr = H (w∗R(R)).
Now for simplicity, we write
A =
∫
RN\BR(0)
∣∣∇w∗R∣∣2 dx, B = RN ∣∣SN−1∣∣H (w∗R(R)).
Then A, B > 0 and from (7.5), m∗R = 1N (A+B).
Step 2. Construction of a path.
Now we define
w˜R(x) =
{
w∗R(x), |x| >R,
w∗R(R), |x|R.
Then w˜R(x) ∈ H 1(RN) and
I0
(
w˜R
(
x
t
))
= t
N−2
2
∫
RN\BR(0)
∣∣∇w∗R∣∣2 dx − tN
∫
RN\BR(0)
H
(
w∗R
)
dx − tN
∫
BR(0)
H
(
w∗R(R)
)
dx.
From (7.4), we have
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(
w˜R
(
x
t
))
=
(
tN−2
2
− N − 2
2N
tN
) ∫
RN\BR(0)
∣∣∇w∗R∣∣2 dx + RN tN
∫
∂BR(0)
H
(
w∗R
)
dσ
− tN
∫
BR(0)
H
(
w∗R(R)
)
dx
=
(
tN−2
2
− N − 2
2N
tN
)
A+
(
1
N
− 1
)
tNB. (7.6)
Since A, B > 0, there exists t0 > 1 such that I0(w˜R( xt0 )) < 0. Putting
γR(t) :=
{
w˜R(
x
tt0
), 0 < t  1,
0, t = 0,
then γR(t) ∈ Γ0.
Step 3. Conclusion.
Now from (7.6), we have
I0
(
γR(t)
)= ( (t t0)N−2
2
− N − 2
2N
(tt0)
N
)
A+
(
1
N
− 1
)
(t t0)
NB =: C(t).
Then for t > 0, C′(t) = 0 if and only if t satisfies
1 = (t t0)2
(
1 + 2(N − 1)
N − 2
B
A
)
. (7.7)
We put
t1 := 1
t0
(
1 + 2(N − 1)
N − 2
B
A
)− 12
.
Since A, B > 0, we have t1t0 < 1. Moreover, C(t) C(t1) for all t ∈ [0,1]. Thus we get
I0
(
γR(t)
)
 C(t1) = (t1t0)N−2
(
A
2
− (t1t0)2
(
(N − 2)A+ 2(N − 1)B
2N
))
.
From (7.7), we have
I0
(
γR(t)
)
 1
N
(t1t0)
N−2A< 1
N
A <
1
N
(A +B) = m∗R.
Thus we obtain
max
t∈[0,1]
I0
(
γR(t)
)
<m∗R
and hence m0 <m∗R . 
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N−2 , Esteban [7] showed that
R → m∗R is increasing and lim
R→0+
m∗R = m0.
Same conclusions hold true under assumption (1.4), i.e.
0 <μf (s) f ′(s)s for all s > 0,
for some μ > 1 (see [3]). In their proofs, they used nice characterizations of m∗R (like (1.3) in
Section 1). In our proof, the key is the Pohozaev type identity, which is applicable to general
nonlinearities. Especially in the proof of Proposition 7.2, we do not require that f (s) is asymp-
totically linear.
Although we do not know whether such a monotonicity of m∗R does follow or not in our
situation, we can obtain the following.
Corollary 7.4.
(i) Let R′ > 0 be given. Then there exists 0 <R0 <R′ such that m∗R <m∗R′ for all R ∈ (0,R0).(ii) limR→0+ m∗R = m0.
Proof of Theorem 1.2. Now by Lemma 6.1 and Proposition 7.2, we have
mR  cR < m0 <m∗R  c∗R. (7.8)
This inequality implies that the ground state solution of (7.1) is not radially symmetric. 
As a corollary, we obtain the following result.
Corollary 7.5. Assume (f0)–(f3). Then problem (7.1) has at least two positive solutions; one is
radially symmetric and the other is non-radial.
Moreover, inequality (7.8) tells us that the Mountain Pass solution of (7.1) is also non-radial.
8. Behavior of ground state solutions
8.1. Behavior of ground state solutions for large R
In this subsection, we will give asymptotic profiles of ground state solutions of (7.1) as
R → ∞.
Let {wR} ⊂ H 1(RN \ BR(0)) be a sequence of ground state solutions such that
IR(wR) = mR ∈ (0,m0), I ′R(wR) = 0 for all R > 0. (8.1)
First we show the uniform upper bound of ‖wR‖ 1 N for large R.H (R \BR(0))
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‖wR‖H 1(RN\BR(0))  C
for some C > 0 independent of R.
Proof. Suppose that there exists a subsequence Rj → ∞ such that
‖wRj ‖H 1(RN\BRj (0)) → ∞.
Putting
vj (x) =
wRj (x)
‖wRj ‖H 1(RN\BRj (0))
,
we have ‖vj‖H 1(RN\BRj (0)) = 1.
Applying concentration compactness principle, we have the alternative: For all r > 0,
lim
j→∞ supy∈RN
∫
Br(y)\BRj (0)
v2j dx = 0 (8.2)
or there exist α > 0, r0 > 0, {yj } ⊂RN \BRj (0) such that
lim
j→∞
∫
Br0 (yj )\BRj (0)
v2j dx  α. (8.3)
Arguing similarly as Lemma 4.1, we can show that (8.2) is impossible.
We assume (8.3). Then up to rotation if necessary, we may assume that first N −1 components
of yj are zeros. We distinguish into two cases:
(i) |yj | −Rj → ∞, or
(ii) |yj | −Rj → c 0.
We assume (i). Then we put
w˜j (x) = EwRj (x + yj ), v˜j (x) = Evj (x + yj ).
Since {v˜j } is bounded, we may assume that v˜j ⇀ v˜ in H 1(RN). In a similar way as Lemma 4.3,
we obtain v˜(x) 0 and∫
RN
∇v˜∇φ dx = (a − 1)
∫
RN
v˜φ dx for all φ ∈ C∞0
(
R
N
)
.
This is a contradiction.
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w¯j (x) = EwRj (x + yj − c), v¯j (x) = Evj (x + yj − c).
Then v¯j (x) ⇀ v¯(x) 0 in H 1(RN) and∫
R
N+
∇v¯∇φ dx = (a − 1)
∫
R
N+
v¯φ dx for all φ ∈ C+,
where C+ = {φ ∈ C∞(RN+); suppφ is compact}. Since − has no eigenvalues on L2(RN+), this
is also a contradiction. 
Next we show the uniform lower bound of mR .
Lemma 8.2. There exists C > 0 such that mR  C for sufficiently large R > 0.
Proof. By Lemma 3.2, we have ‖wR‖H 1(RN\BR(0))  ρ > 0 where ρ is independent of R > 0.
Now we define
ΩR :=
{
x ∈RN \ BR(0); F(wR(x))
wR(x)2
 1
2
(1 − δ0)
}
.
By Proposition 6.4(ii), we know that |ΩR| > 0 for all R > 0. If |ΩR|  ω for some ω > 0
independent of large R, then from (6.4), we obtain mR  δ0ω.
Suppose |ΩR| → 0 as R → ∞. Then we have
mR = 12
∫
RN\BR(0)
|∇wR|2 dx −
∫
RN\BR(0)
H(wR)dx
 δ0
2
‖wR‖2H 1(RN\BR(0)) −
δ0
2
∫
ΩR
w2R dx −
∫
ΩR
H(wR)dx.
Now by a standard regularity theory, wR(x) ∈ C0(RN \BR(0)). Moreover, by Lemma 8.1,
{wR} is bounded from above. Thus we have ‖wR‖L∞(ΩR) M for some M > 0. Then we obtain
mR  δ02 ρ2 −C|ΩR| > 0 for sufficiently large R. In both cases, we get a lower bound of mR . 
Next we show a behavior of mR as R → ∞. By Lemma 6.1, we already know that mR <m0.
Indeed, we obtain the following estimate.
Lemma 8.3. lim supR→∞ mR  12m0.
Proof. We construct a path γR(t) ∈ ΓR so that
lim sup max
t∈[0,1]
IR
(
γR(t)
)
 1
2
m0.R→∞
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radially symmetric with respect to the origin.
Now let δ > 0 be given. We choose large L> 1 so that
(
LN−2
2
− N − 2
2N
LN
) ∫
R
N+
|∇w0|2 dx < −δ,
where RN+ = {(x1, . . . , xN−1, xN) ∈ RN ; xN > 0}. Moreover, since w0(x) decays exponentially
with its derivatives, we can take large R0 > 0 so that
δ
2
>
LN−2
2
∫
R
N−\BR0
L
(0,−R0
L
)
|∇w0|2 dx + L
N
2
∫
R
N−\BR0
L
(0,−R0
L
)
w20 dx
+ LN
∫
R
N−\BR0
L
(0,−R0
L
)
∣∣F(w0)∣∣dx,
where Br(0,−r) is a ball of radius r centered at (0, . . . ,0,−r).
Finally let PR = (0, . . . ,0,R) ∈ ∂BR(0). Then for R >R0, we have
IR
(
w0
(
x − PR
L
)
χ
RN \BR(0)(x)
)

(
LN−2
2
− N − 2
2N
LN
) ∫
R
N+
|∇w0|2 dx + L
N−2
2
∫
R
N−\BR
L
(0,−R
L
)
|∇w0|2 dx
+ L
N
2
∫
R
N−\BR
L
(0,−R
L
)
w20 dx + LN
∫
R
N−\BR
L
(0,−R
L
)
∣∣F(w0)∣∣dx.
Since R >R0, it follows(
R
N− \ BR
L
(
0,−R
L
))
⊂
(
R
N− \BR0
L
(
0,−R0
L
))
.
Thus we have
IR
(
w0
(
x − PR
L
)
χ
RN\BR(0)(x)
)
−δ + δ
2
= − δ
2
< 0.
We define a path γR(t) by
γR(t) :=
{
w0(
x−PR
Lt
)χ
RN \BR(0)(x), 0 < t  1,0, t = 0.
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IR
(
γR(t)
)
 1
2
m0 + L
N−2
2
∫
R
N−\BR
L
(0,−R
L
)
|∇w0|2 dx
+ L
N
2
∫
R
N−\BR
L
(0,−R
L
)
w20 dx + LN
∫
R
N−\BR
L
(0,−R
L
)
∣∣F(w0)∣∣dx.
Thus for all R >R0, we obtain
mR  cR  max
t∈[0,1]
IR
(
γR(t)
)
 1
2
m0 + L
N−2
2
∫
R
N−\BR
L
(0,−R
L
)
|∇w0|2 dx + L
N
2
∫
R
N−\BR
L
(0,−R
L
)
w20 dx
+LN
∫
R
N−\BR
L
(0,−R
L
)
∣∣F(w0)∣∣dx.
Since ∣∣∣∣RN− \BRL
(
0,−R
L
)∣∣∣∣→ 0 as R → ∞
and the decay properties of w0, the last three terms go to zero as R → ∞. Thus we obtain
lim sup
R→∞
mR  lim sup
R→∞
cR 
1
2
m0. 
Finally we show asymptotic profiles of a ground state solution of (7.1) as R → ∞.
Proposition 8.4. limR→∞ mR = 12m0. Moreover, let wR(x) be a ground state solution of (7.1).
Then there exists xR ∈ ∂BR(0) such that
∥∥wR − w(· − xR)χRN \BR(0)(·)∥∥H 1(RN\BR(0)) → 0 as R → ∞,
where w(x) is a ground state solution of (2.1).
Proof. Now applying concentration compactness principle to {wR}, we have: For all r > 0,
lim
R→∞ supy∈RN
∫
w2R dx = 0 (8.4)Br(y)\BR(0)
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lim
R→∞
∫
Br0 (yR)\BR(0)
w2R dx  α. (8.5)
Since mR > 0 by Lemma 8.2, we can see that (8.4) is impossible. Now up to rotation if necessary,
we may assume that first N − 1 components of yR are zeros.
Step 1. dist(yR, ∂BR(0)) C for some C  0.
We suppose by contradiction that |yR|−R → ∞ as R → ∞. We put w˜R(x) = EwR(x +yR).
Then by Lemma 8.1, ‖w˜R‖H 1(RN)  C for some C > 0. Thus we may assume that w˜R ⇀ w = 0
in H 1(RN).
For any φ ∈ C∞0 (RN), we have
I ′R(wR)φ(x − yR)χRN \BR(0)(x) = 0.
Moreover, we have
I ′R(wR)φ(x − yR)χRN \BR(0)(x) =
∫
RN
∇w˜R∇φ +wRφ dx −
∫
RN
f (w˜R)φ dx
−
∫
BR(−yR)
∇w˜R∇φ + w˜Rφ dx +
∫
BR(−yR)
f (w˜R)φ dx.
Since |yR| −R → ∞, it follows∫
BR(−yR)
∇w˜R∇φ dx → 0,
∫
BR(−yR)
w˜Rφ dx → 0.
Thus we have I ′0(w˜R)φ → 0 as R → ∞. Since I ′0(w˜R)φ − I ′0(w)φ → 0, we obtain I ′0(w)φ = 0
for all φ ∈ C∞0 (RN).
Now we have
mR =
∫
RN\BR(0)
G(wR)dx =
∫
RN\BR(−yR)
G
(
wR(x + yR)
)
dx.
We fix L > 0 arbitrary. Since |yR| −R → ∞, it follows
BL(0)∩
(
R
N \BR(−yR)
)= ∅
for sufficiently large R. Thus we have
mR 
∫
G
(
wR(x + yR)
)
dx.BL(0)
34 T. Watanabe / J. Differential Equations 240 (2007) 1–37By Fatou’s Lemma and Lemma 8.3, we obtain
1
2
m0  lim inf
R→∞
∫
BL(0)
G
(
wR(x + yR)
)
dx 
∫
BL(0)
G(w)dx.
Since L is arbitrary, tending L → ∞, we have
1
2
m0 
∫
RN
G(w)dx = I0(w)− 12I
′
0(w)w m0.
This is a contradiction.
Step 2. EwR(x + PR)⇀w+ = 0 in H 1(RN) and I ′+(w+) = 0 where
I+(u) = 12
∫
R
N+
|∇u|2 + u2 dx −
∫
R
N+
F(u)dx, u ∈ H 1(RN+).
We put again w˜R(x) = EwR(x + PR) ∈ H 1(RN). Then we may assume that w˜R ⇀ w+ in
H 1(RN). From (8.5), it follows w+ = 0.
Now we fix φ ∈ C∞0 (RN) arbitrary. Then I ′+(w˜R)φ − I ′+(w+)φ → 0. Thus it is sufficient to
show that I ′+(w˜R)φ → 0.
We compute I ′R(wR)φ(x − PR). Then
0 = I ′R(wR)φ(x − PR)
=
∫
R
N+
∇w˜R∇φ + w˜Rφ dx −
∫
R
N+
f (w˜R)φ dx +
∫
R
N−\BR(0,−R)
∇w˜R∇φ + w˜Rφ dx
−
∫
R
N−\BR(0,−R)
f (w˜R)φ dx.
Moreover, we have
∣∣∣∣
∫
R
N−\BR(0,−R)
∇w˜R∇φ + w˜Rφ − f (w˜R)φ dx
∣∣∣∣
 C
(‖∇φ‖L2(RN−\BR(0,−R)) + ‖φ‖L2(RN−\BR(0,−R))).
Since |suppφ ∩ (RN− \BR(0,−R))| → 0 as R → ∞, we obtain I ′+(w˜R)φ → 0.
Now by reflection, w+ ∈ H 1(RN) also satisfies I ′0(w+) = 0. We put
v1R(x) := wR(x)−w+(x − PR) ∈ H 1
(
R
N− \ BR(0,−R)
)
.
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sup
z∈RN
∫
B1(z)\BR(0)
(
v1R
)2
dx → 0 as R → ∞.
Then wR → w+(x − PR) in H 1(RN \BR(0)).
Now by direct computations, we have
0 = I ′R(wR)v1R =
∫
RN\BR(0)
∇wR∇v1R +wRv1R − f (wR)v1R dx
= ∥∥v1R∥∥2H 1(RN\BR(0)) + I ′+(w+)v1R(x + PR)
+
∫
R
N−\BR(0,−R)
∇w+∇v1R(x + PR)+w+v1R(x + PR)dx
+
∫
R
N+
f (w+)v1R(x + PR)dx −
∫
RN\BR(0)
f (uR)v
1
R dx.
By the assumption and the decay property of w+, we can show that
∥∥v1R∥∥H 1(RN\BR(0)) → 0 as R → ∞.
Step 4. Suppose that there exists {zR} ⊂RN \BR(0) such that
lim
R→∞
∫
B1(zR)\BR(0)
(
v1R
)2
dx → d
for some d > 0. Then passing to a subsequence, there exists w ∈ H 1(RN) \ {0} such that
(i) EwR(x + zR)⇀w in H 1(RN), and
(ii) I ′0(w) = 0.
Arguing similarly as in the proof of Proposition 5.1, we can show the claims.
Step 5. Conclusion.
Now as in Proposition 5.1, we can prove that there exist l ∈ N ∪ {0}, wk ∈ H 1(RN) \ {0},
{yk } ⊂RN \BR(0) such thatR
36 T. Watanabe / J. Differential Equations 240 (2007) 1–37∥∥∥∥∥wR −
(
w+(· − PR)+
l∑
k=1
wk
(· − ykR)
)
χ
RN \BR(0)(·)
∥∥∥∥∥
H 1(RN\BR(0))
→ 0,
lim
R→∞mR = limR→∞ IR(wR)
1
2
I0(w+)+
l∑
k=1
1
2
I0
(
wk
)
 1 + l
2
m0.
However by Lemma 8.3, it follows l = 0. Thus we obtain
∥∥wR −w+(· − PR)χRN \BR(0)(·)∥∥H 1(RN\BR(0)) → 0.
This also implies that
lim
R→∞mR =
1
2
m0
and w+ ∈ H 1(RN) satisfies I0(w+) = m0. 
8.2. Behavior of ground state solutions for small R
Finally in this paper, we give asymptotic profiles of a ground state solution of (7.1) as R → 0+.
Proposition 8.5. limR→0+ mR = m0. Moreover, let {wR} be a ground state solution of (7.1).
Then there exists yR ∈RN \ BR(0) such that∥∥wR −w(· − yR)χRN \BR(0)(·)∥∥H 1(RN\BR(0)) → 0 as R → 0+, (8.6)
where w(x) is a ground state solution of (2.1).
The proof of Proposition 8.5 is much simpler compared with that of Proposition 8.4. In fact,
in similar arguments as Lemmas 8.1–8.2, we can obtain uniform bounds of ‖wR‖H 1(RN\BR(0))
and mR for small R. Once we obtain them, we can show limR→0+ mR = m0. Then as in Propo-
sition 5.1, we can prove that there exists yR ∈RN \ BR(0) so that (8.6) holds.
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