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INTRODUCTION
Positron emission tomography (PET) is a func tional imaging technology developed to use com pounds labeled with positron-emitting radioisotopes as molecular probes to image and measure biochemical processes of mammalian biology in vivo. Its broad scope, versatility and sensitivity make it the most pow erful functional imaging technique currently available for clinical practice [1, 2] .
Conventionally, the PET images are commonly reconstructed by the filtered back-projection (FBP) algorithm. However, performance of the FBP algorithm is limited by differences between the actual PET data formation process and the implicit line integral model in FBP. Performance is also affected by the fact that the linear processing used in FBP does not take fully account of the spatially variant and object dependent noise variance in the PET data.
Statistically-based iterative PET reconstructions have the potential to improve on the quality of PET -1 - images through their ability to more accurately model the underlying physics that maps the source distribu tion into the sinogram, and also through their explicit modeling of the statistical variability of photon limited detection [3] . Many researchers have previously dem onstrated that the statistical methods can produce im provements in relative quantitation over a conventional FBP protocol [4] . There are many other similar find ings based on a range of performance metrics includ ing quantitation accuracy [5] , resolution versus noise [6] , and lesion detectability [7, 8] .
ABSTRACT

Quantitative positron emission tomography (PET) using statistical techniques requires: (a) a system geometric model that represents the probability of detecting an emission from each image pixel at each detector-pair, and (b) an iterative algorithm that reconstructs image as quantitative measurements of radiotracer distribution in vivo. Conventional implementations of iterative reconstruction use system geometric models based either on linear interpolation or on computing the volume of intersection of detection tubes with each voxel, but these simple models ignore many important physical system factors, like depth dependent geometric sensitivity and spatially variant detector pair resolution. In this paper, we evaluate a more accurate system geometric model that includes these physical factors. In addition, implementation variation among different iterative algorithms is another factor that limits the performance. Here, we compare performance of filtered backprojection (FBP) with the ordered subsets expectation maximization (OSEM) algorithm and a maximum a posteriori (MAP) method using a Gibbs prior with convex potential functions. Using the contrast recovery coefficient (CRC) as
Even though the potential benefits of the iterative PET reconstruction have been well recognized, the technique has only recently found widespread popular ity in clinical practice. There are many factors contrib uting to the wider acceptance such as improved physi cal models for emission process, and better under standing of the properties of reconstruction algorithms. An important component of all of the statistical recon struction methods is the system geometric model, de noted by Pg t om matrix, with elements equal to the prob ability of detecting an emission from each pixel at each detector pair.
System geometric models used in the literature range from simple linear-interpolation back-projectors of the type used in FBP to accurate models that at tempt to model effects such as photon pair noncollinearity and the interactions of the photons within the detector crystals. Probably the most commonly used model is that based on simple geometric consid erations in which the contributions of each voxel to each detector-pair are proportional to the area of inter section of the voxel and the strip joining the two detec tors [3] , The computation of these areas can be per formed by subdividing each voxel into smaller subvoxels and counting the number of subvoxels intersect ing with each strip. Multiplicative correction factors including detector sensitivity and dead-time normaliza tion and attenuation correction are readily included in this model. However, the simplified system model ig nores other physical factors including depth-dependent geometric sensitivities, non-uniform sampling, crystal penetration and inter-crystal scatter.
We have investigated the use of more accurate system matrices that include these factors [12] . Studies using these models have shown improvements in reso lution, and in particular, substantial reductions in radial resolution loss due to crystal penetration effects [4.12] .
The purpose of this research work is to investigate the effects of the different system geometric models on algorithm performance computed using lesion contrast recovery coefficients (CRCs) as figure of merit. A sec ond purpose is to investigate the performance of the popular ordered subsets expectation maximization (OSEM) algorithm [9] in comparison with the maxi mum a posteriori (MAP) methods [10] . We have de signed a series of phantom experiments to study image contrast recovery and noise for statistical reconstruc tion algorithms. We focus on the following issues: (1) how depth dependent geometric factors affect lesion contrast recovery, (2) how lesion contrast recovery changes with radial distance of the lesion from the cen ter of the scanner, and (3) how the lesion contrast var ies as the size of the lesion increases.
The paper is organized as follows. In section 2, we first briefly review the statistical model of PET emission data. Various system geometric models are then described in details. The iterative algorithms for PET image reconstruction are derived in section 3. Fi nally, the results of experimental phantom studies are then presented in section 4.
PET SYSTEM MODEL
Poisson Distribution for PET Data
Emission PET data are typically modeled as a set of independent Poisson random variables [3] . Let y, denote the number of coincidences between the /-th detector pair. Its mean y t is related to the unknown PET image X as
^=IM (,)
Given an observation Y = y, the random vector Y has the following statistical distribution
Given the statistical model for PET data in Eq. (2), the corresponding log-likelihood function for the emis sion data is
System Model of PET Imaging
PET image reconstructions under the statistical paradigm requires a system matrix, P, that represents the probability of detecting an emission from each im age voxel at each detector-pair [11] . The elements, P , of the detection probability matrix denote the probabil ity of detecting an emission from voxel site j, j = ],•■■,N at detector pair /,/ = l,--,M . In order to reduce the storage size of the P matrix, Mumcuoglu and Leahy [4, 12] propose a factored ma trix approach as follows:
Pdetseiw is a diagonal matrix that contains the over all detector efficiency factors. These include the fol lowing effects: geometric efficiency factors, intrinsic detector efficiencies, efficiency variations due to the location of the detector within the block, and dead-
time factors. Pdetbiur is the sinogram blurring matrix which models photon pair non-colinearity, and inter-crystal scatter and penetration [12] . These blurring factors are radically varying 2-D sinogram convolution kernels, which represent the spread of incident photons to neighboring crystals. The coefficients of Pdetbiur are generated using a Monte Carlo simulation of the fac tors included in the blurring kernels. Ignoring block ef fects results in a rotational symmetry of the blurring kernel due to the rotational invariance of the scanner's geometry.
The attenuation matrix ? am is a diagonal matrix that contains the attenuation correction factors for each detector pair [13] . In a routine study, these are com puted as the smoothed ratio of a blank and transmis sion scan. Both ? a "" and Pdei.sem factors are usually produced by a PET system through its daily quality control procedure.
System Geometric Model
Pf>e<m 'S the geometric projection matrix. Each element P^( m (i,j) V m>m (i.j) equal to the probability that a photon pair produced in voxel j reaches the front faces of the detector pair /' in the absence of attenuation and assuming perfect photon-pair colinearity.
In Shepp and Vardi's work, they suggest simple geometric considerations in which the contributions of each voxel to each detector-pair are proportional to the area of intersection of the voxel and the strip jointing the two detectors [3] , as shown in Fig. 1(a) . The com putation of these intersection areas can be performed by sub-dividing each voxel into smaller sub-voxels and counting the number of sub-voxels intersecting with each strip, as shown in Fig. 1(b) .
Another commonly implemented geometric model is based on simple linear-interpolation backprojectors of the type used in FBP. For example, assume that the /-th and (;'+l)-th bins intersect with voxel / as illustrated in Fig. 2 . Let d\ and dl denote the distances from the center of voxel j to the center of the ;'-th and (/+l)-th bins, respectively. The probability ratio of P, ; '■ P,»iy is equal to dl '■ d\. A major advantage of this approach is that the elements of projection matrix can be computed on the fly.
The actual coincidence response can be shown to be approximately trapezoidal. The response change slowly from triangular in the center to the rectangle to the detector surface due to the depth dependent changes in the solid angle subtended by the voxel at the two detectors. The elements of the geometric ma trix are calculated from the solid angle spanned by the voxel j to the frontal faces of detector pair / as shown in Fig. 3 . For voxels that are small compared to the de tector size, these factors can found using a solid angle calculation at the center of each voxel. For lager vox els, a more accurate result id found by subdividing the voxel and averaging the solid angles computed for each of the sub-voxels [12, 14, 15] .
ITERATIVE RECONSTRUCTIONS OF PET IMAGE
Maximum Likelihood Estimation and OSEM
The maximum likelihood (ML) estimate of A, k MI , maximizes the log-likelihood function with re spect to A, i.e.
The expectation maximization (EM) algorithm of Shepp and Vardi [3, 16] has been shown to maximize this likelihood, but convergent rate is very slow. The reconstructed image results usually become very noisy as iteration number increases.
A number of methods for speeding up conver gence have been investigated. Among them, we have chosen to investigate the behavior of the ordered sub set expectation maximization (OSEM) algorithm [9] since this is probably the most widely used iterative algorithm in experimental and clinical practice. The OSEM algorithm update equation is:
where S kK , k = 0,---,K -\ is the k-th subset of the projection data and k\K is the remainder after dividing k by K. In most descriptions of the algo rithm, a single iteration usually refers to one complete cycle through all of the data subsets.
Similar to the EM algorithm, the later iterations of OSEM become increasingly noisy. To produce a smoother solution, users of OSEM typically either terminate the procedure after just a few iterations [17] , or perform several iterations and then apply a postsmoothing step by filtering with a 2-D Gaussian blur ring kernel [18] . In the following study of lesion con trast recovery, the post-smoothing filtering is applied to produce images with a range of background vari ance levels, by varying the full-width -half-maximum (FWHM) of Gaussian blurring kernel.
MAP Estimation
A maximum a posteriori (MAP) formulation, or so-called Bayesian approach, of the image reconstruc tion problem introduces a prior to model the expected characteristics of the unknown PET image. Here we assume a Markov random field (MRF) prior character ized by the Gibbs distribution: [19, 20] Pr(A) = -exp(-/?£/(*))
Pr{A\y)-where /? is the hyper-parameter that influences the degree of smoothness of the estimated images, U\X) is the Gibbs energy function, and Z is a normaliza tion constant or partition function. In the results pre sented below, we vary/? to produce images with a range of contrast recovery coefficients. From Bayes 1 theorem, the posterior probability function can be written as: 
?x{y\X)?r{x)
?x{y)
A maximum a posteriori (MAP) estimate of the image calculated as the maximizer of the log posterior density
Mumcuoglu and Leahy suggested a precondi tioned conjugate gradient algorithm that can effec tively solve the equation (9) . For comprehensive im plementation details, please refer to the work [10] . The Gibbs energy functions U(X) used in this study are defined as:
The FL^-AJ is a pair-wise potential func tion defined on an 8-nearest neighbor system for 2-D images. The potential functions are symmetric increas ing functions of the difference between neighboring voxels. Ideally, these functions are selected to encour age the formation of piecewise smooth images without over-smoothing abrupt changes in the true image. The N, denotes the set of neighbors of voxel /. The con stants K are the inverse of the Euclidean distances between the voxel centers for each voxel pair. In this work, we restrict our attention to the following two po tential functions: [20] Quadratic function:
8 is a small constant which we set equal to 1% of the maximum value of a preliminary estimate of the image.
EXPERIMENTS AND DISCUSSIONS
PET Data Generation
All results presented here use simulated PET data of CTI EXACT HR+ scanner operating under 2-D mode [21] . For the phantom experiments, we used an ellipse with two lesions, one located near the center of the field of view and the other 20 cm off-center, as shown in Fig. 4 . The activity was constant in the back ground and within each lesion. The attenuation of the ellipse was 0.095 cm. The diameter and intensity of the lesions were varied as described in the following dif ferent studies.
Images were reconstructed iteratively using OSEM and MAP algorithms with an accurate system model as described in section 2. For comparative pur poses, we also reconstructed the image using OSEM with a simple system model that uses box-counting and linear-interpolative projection matrices. Each data set was reconstructed with OSEM using 9 subsets and a total of 5 iterations with each of the three different P matrices. The results of OSEM were postsmoothed with a set of 2-D Gaussian kernels to pro duce the CRC versus background variance plots. These 2-D Gaussian kernels have full-width-half-maximum
where f m is the cut-off frequency for the ramp filter or the roll-off frequency for the Shepp filter and f N is the Nyquist half sample frequency. By varying the cut-off frequency f m from 0.0 to 0.5, we could pro duce the CRC versus background variance plots.
CRC Analysis
Plots of lesion CRC versus background variance were used to compare the performance of the various reconstruction methods. The CRC is defined as [22] (Contrast),,^ _ (S/*L»«_-1. 
where R represents the ROl, |/?| denotes the size of R , and A R is the sample mean of the region.
Phantom Study: Effect of System Model on CRCs
As discussed in sections2, we considered three methods for computing the system projection matrices: box-counting, linear interpolation, and the accurate system model. We set the diameter of the lesions to 3 mm and the lesion-to-background activity to 40:1. We then forward-projected the phantom and scaled the sinogram to a total mean of 500,000 counts. A 20% uniform scatter was then added to the data. The sino gram was fed to a Poisson random number generator to generate 100 independent realizations of the noisy data. Each data set was reconstructed with OSEM us ing 9 subsets with each of the three different P matri ces. The smoothness of the reconstructions was con trolled using the number of iterations. Since the lesion size in this case was very small, partial volume effects would dominate ROI-based estimates of lesion activity. Instead, the CRCs were computed using the maximum value within each lesion. The mean and standard de viation of the CRCs and background variances were computed for the 100 independently reconstructed im ages for each of the three P matrices. Fig. 5 shows the mean CRCs versus background variance, with standard deviation bars, for the OSEM reconstructions for each of the three projection matrices. Both the linear inter polation and box counting methods provide poorer contrast recovery compared to the accurate model. The difference is more pronounced for the off-center lesion since the crystal penetration effects produce a greater difference between the system models.
Phantom Study: Effect of reconstruction algorithms on CRCs
The previous study compared the performance of the OSEM method for different projection matrices. We now compare the performance of OSEM with MAP and FBP. In all cases of OSEM and MAP, the accurate system model was used. Therefore, the differ ences between OSEM and MAP are in the manner in which this system model is used to compute the solu tion. Differences will be due to the regularizing influ ence of the prior in the MAP estimators and the fact that OSEM does not converge to a true ML estimate.
We set the lesion diameter to $ 15mm$ and con trast ratios for the two lesions to 5 : 1. Sinogram data was generated with a total of 500,000 true events and 5 % uniform scatter. Images were reconstructed using MAP with the quadratic and Huber priors, OSEM with 9 and 18 subsets, and FBP with Shepp and ramp filters. The results of OSEM were post-smoothed with a 2-D Gaussian kernel to produce the CRC versus back ground variance plots. The mean values for the lesions were computed from 3x3 ROIs within each lesion. Fig. 6 shows the plots of CRC versus background variation for the two lesions. In these results, the im ages reconstructed using MAP with the Huber prior exhibit the best CRC overall. This is due to the edge preserving characteristics of the Huber prior. The quadratic prior has a greater smoothing effect so that the CRC is lower. As the influence of the prior is re duced, the two curves approach each other. Note that the CRCs for OSEM at matched noise levels lie below those for the Huber prior and drop below that for the quadratic prior as the maximum CRC is reached. These differences are presumably due to the suboptimal noise handling characteristics of OSEM. Fi nally we note that all of the iterative methods produce superior CRC versus variance performance than FBP with both Shepp and ramp filters. The differences are particularly significant for the off-center lesion due to the fact that crystal penetration is not modeled in FBP.
Phantom Study: Effect of lesion size on CRCs
To investigate the relationship between CRC and lesion size, we varied the size of the lesion near the center from 1 mm to 10 mm with a 2 : 1 activity ratio for lesion to background. The count rate for the sinograms was scaled to about 200,000. For each lesion size, we reconstructed the phantom using OSEM with 9 subsets and post-smoothing, MAP with the quadratic prior, and FBP with the Shepp filter. All images were reconstructed with matched background noise vari ances. Due to the small lesion sizes used in this study, CRCs were computed using the maximum value within the lesion. Fig. 7 shows the CRCs versus lesion size. Again this study shows clearly superior CRCs for MAP compared with OSEM for lesion sizes up to 1cm.
CONCLUSIONS
We have presented a performance comparison quantifying lesion detectability through measures of contrast recovery versus background noise. Although all of the iterative methods tested out performed FBP in terms of CRC, the choice of system geometric mod els can have a substantial impact on contrast recovery among various iterative reconstruction algorithms. Our experimental results also indicate superior contrast re cover using a MAP scheme over reconstructions ob tained using the OSEM algorithm.
