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Abstract
We present the Teacher-Student Generative Adversarial
Network (TS-GAN) to generate depth images from a single
RGB image in order to boost the recognition accuracy of
face recognition (FR) systems. For our method to general-
ize well across unseen datasets, we design two components
in the architecture, a teacher and a student. The teacher,
which itself consists of a generator and a discriminator,
learns a latent mapping between input RGB and paired
depth images in a supervised fashion. The student, which
consists of two generators (one shared with the teacher)
and a discriminator, learns from new RGB data with no
available paired depth information, for improved general-
ization. The fully trained shared generator can then be used
in runtime to hallucinate depth from RGB for downstream
applications such as face recognition. We perform rigorous
experiments to show the superiority of TS-GAN over other
methods in generating synthetic depth images. Moreover,
face recognition experiments demonstrate that our halluci-
nated depth along with the input RGB images boost per-
formance across various architectures when compared to a
single RGB modality by average values of +1.2%, +2.6%,
and +2.6% for IIIT-D, EURECOM, and LFW datasets re-
spectively.
1. Introduction
Facial recognition is an active research area, which has
recently witnessed considerable progress thanks primar-
ily to the effectiveness of deep neural networks such as
AlexNet [22], VGG [37], FaceNet [33], ResNet [12] and
others. RGB-based face recognition methods tend to be
generally sensitive to facial and environmental variations
like illumination, occlusions, and poses [34, 47, 1, 28]. Uti-
lizing the depth information, acquired with an RGB-D sen-
sor such as the Microsoft Kinect or Intel Realsense, along-
side with RGB allows models to learn more robust face
TS-GAN













Figure 1. The proposed framework for our method. The first step
(blue) trains the generator for synthesizing depth from RGB im-
ages, while the second step (orange) tests the efficacy of the syn-
thesized depth images by using it in face recognition pipelines.
representations. This is because depth provides comple-
mentary geometric information about the intrinsic shape of
the face, further boosting recognition performance. Addi-
tionally, RGB-D facial recognition methods are known to
be less sensitive than pure RGB approaches to pose and
illumination variations [40, 3, 11, 41]. Despite these ad-
vantages, while RGB sensors are ubiquitous, depth sensors
have been less prevalent, resulting in an over-reliance on
RGB alone. To tackle this, we present a method that uses
available paired RGB-D training data to learn to hallucinate
(i.e. generate synthetic) depth images, even for datasets for
which corresponding ground-truth depth information is ab-
sent.
Generative Adversarial Networks (GANs) [8] and its
variants (e.g., cGan [30], pix2pix [16], CycleGan [49],
StackGAN [46], StyleGAN [19], etc.) have proven to be
viable solutions for data synthesis in many application do-
mains. In the context of facial images, GANs have been
widely used to generate very high-quality RGB images
when trained on large-scale datasets such as FFHQ [19,
20] and CelebA-HQ [18]. Nonetheless, only a lim-
ited number of past works have attempted to synthesize
depth from corresponding RGB images using a conditional
GAN [32], CycleGAN [23], and a Fully Convolutional
Network (FCN) [4]. Although cGAN has achieved im-
pressive results for depth synthesis using paired RGB-D






















for which paired samples are not available, especially when
the images are from an entirely different dataset with dras-
tically different poses, expressions, and occlusions. Cycle-
GAN [49] attempts to overcome this shortcoming through
unpaired training with the aim of generalizing well to new
test examples. However, as stated in [49], CycleGAN does
not deal well with translating geometric shapes and features.
In this work, we propose a depth generation method us-
ing a novel Teacher-Student GAN architecture (TS-GAN)
to generate depth images from RGB images for which no
corresponding depth information is available. Our end-to-
end model consists of two components, a teacher and a stu-
dent. The teacher consists of a fully convolutional encoder-
decoder network as a generator along with a fully convo-
lution classification network as the discriminator. The gen-
erator takes RGB images as inputs and aims to output the
corresponding depth images. In essence, our teacher aims
to learn an initial latent mapping between RGB and co-
registered depth images. The student consists of two gen-
erators in the form of encoder-decoders, one of which is
shared with the teacher, along with a fully convolutional
discriminator. The student takes as its input an RGB im-
age for which the corresponding depth image is not avail-
able and maps it onto the depth domain as guided by the
teacher. The purpose here is for the student to further re-
fine the strict mapping learned by the teacher and allow
for better generalization through a less constrained training
scheme. We demonstrate the high quality of our halluci-
nated depth images by comparing it to ground truth depth
and several state-of-the-art depth generation alternatives.
The performance of our approach for using the generated
depth in facial recognition is then validated for two RGB-D
datasets namely, IIIT-D RGB-D and EURECOM Kinect-
FaceDb across various facial recognition networks. The re-
sults show that the depth images generated using our ap-
proach enable a performance as good as, or in some cases
surprisingly even better than, using the ground-truth depth
originally available in the dataset, and that it gives a signif-
icant boost to recognition accuracy as compared to a pure
RGB FR system. We also evaluate the performance of our
approach for an in-the-wild RGB dataset, Labeled-Faces-
in-Wild (LFW), where no depth information is originally
available, and show that the addition of hallucinated depth
by our proposed method can considerably boost the recog-
nition results by +2.4% with SE-ResNet-50 architecture.
In summary, our contributions in this paper are as fol-
lows. (1) A novel teacher-student adversarial architecture
is proposed to generate realistic depth images from a sin-
gle RGB image. Our method uses a student architecture
to refine the strict latent mapping between RGB and D do-
mains learned by the teacher to obtain a more generalizable
and less constrained relationship. (2) Our assessments re-
veal that our method creates realistic synthetic depth im-
ages as compared to the original co-registered depth im-
ages (where available) and other techniques. We then uti-
lize the synthetic depth for RGB-D facial recognition and
show that multimodal solutions that utilize the depth im-
ages produced by our method perform as good as using the
ground-truth depths. We also show that FR performance in-
creases when utilizing our method to generate depth for an
RGB-only dataset and subsequently combining the gener-
ated depth and original RGB images in a multimodal net-
work.
2. Related Work
2.1. Depth Generation from RGB Images
A number of methods have been proposed to estimate
depth information from other modalities such as stereo vi-
sion [7, 6, 2] and multi-view images [43]. Here, given our
goal in this paper, we only review methods that generate
depth images from RGB data.
The majority of existing work in this area relies on clas-
sical non-deep techniques. Sun et al. [38] used images of
different 2D face poses to create a 3D model. This was
achieved by calculating the rotation and translation param-
eters with constrained independent component analysis and
combining it with a prior 3D model for depth estimation of
specific feature points. In a subsequent work [39], a nonlin-
ear least-squares model was exploited to predict the depth
of specific facial feature points, thereby inferring the 3D
structure of the human face. Both these methods used fa-
cial landmarks obtained by detectors for parameter initial-
ization, making them highly dependent on landmark detec-
tion. Liu et al. [27] modelled image regions as superpixels
and used discrete-continuous optimization for depth estima-
tion. In this context, the continuous variables encoded the
depth of the superpixel while the discrete variables repre-
sented their internal relationships. In a later work, Zhu et
al. [50] exploited the global structure of the scene by con-
structing a hierarchical representation of local, mid-level,
and large-scale layouts. They modeled the problem as con-
ditional Markov random field with variables for each layer
in the hierarchy. In [21], Kong et al. mapped a 3D dataset
to 2D images by sampling points from the dense 3D data
and combining them with RGB channel information. They
then exploited face Delaunay triangulation to create a struc-
ture of facial feature points. The similarity of the triangles
among the test images and the training set allowed them to
estimate depth.
A few methods have attempted to synthesize depth using
deep learning architectures. Cui et al. [4] estimated depth
from RGB using a multi-task approach consisting of face
identification along with depth estimation. They also per-
formed RGB-D recognition experiments to study the effec-
tiveness of the estimated depth for the recognition task us-
ing an Inception-V2 [15] fusion network on the Lock3dFace
and IIIT-D RGB-D datasets. Pini et al. [32] used a cGAN
architecture for facial depth map estimation from monocu-
lar intensity images. Their method used co-registered inten-
sity and depth images to train a generator in order to learn
the relationship between RGB and depth images for face
verification. Kwak et al. [23] proposed a solution based on
CycleGAN [49] for generating depth and image segmenta-
tion maps. To estimate depth information, the characteris-
tics of input RGB images were maintained with the help of
the consistency loss of CycleGAN. This was aided through
a multi-task approach by generating segmentation maps for
those RGB images which would further help the network to
fill in depth information where it was ambiguous or hidden
by overlapping of features of the image.
2.2. RGB-D Face Recognition
Early RGB-D facial recognition methods were proposed
based on classical (non-deep) methods. Goswami et al. [9]
fused visual saliency and entropy maps extracted from RGB
and depth data. Histograms of oriented gradients were then
used to extract features from image patches to then feed a
classifier for identity recognition. Li et al. [25] used 3D
point-cloud data to obtain a pose-corrected frontal view us-
ing a discriminant color space transformation. The cor-
rected texture and depth maps were sparse approximated us-
ing separate dictionaries that were learned during the train-
ing phase. Hayat et al. [11] used a co-variance matrix rep-
resentation on the Riemannian manifold to extract indepen-
dent features from RGB and depth data, followed by an
SVM classifier with score-level fusion to classify identities.
Recent methods have mainly focused on deep neural net-
works for RGB-D facial recognition. Chowdhury et al. [3]
used Auto-Encoders to learn a mapping function between
RGB and depth. The mapping function was then used to
reconstruct depth images from the corresponding RGB to
be used for identification. Zhang et al. [45] tackled the
problem of multi-modal recognition using deep learning,
focusing on joint learning of the CNN embedding to fuse
the common and complementary information offered by the
RGB and depth together effectively.
In [35], RGB, disparity maps, and depth images were
independently used to fine-tune separate VGG-Face [31]
models. The obtained embeddings were then fused to feed
an SVM classifier for performing facial recognition. Jiang
et al. [17] proposed an attribute-aware loss function for
CNN-based facial recognition which aimed to regularize the
distribution of learned representations with respect to soft-
biometric attributes such as gender, ethnicity, and age, thus
boosting recognition results. Lin et al. [26] proposed an
RGB-D face identification method by introducing new loss
functions, including associative and discriminative losses,
which were then combined with softmax loss for training,
showing boosted recognition results on the IIIT-D RGB-D
dataset. Uppal et al. [41] proposed a two-level attention
module to fuse RGB and depth modalities. The first at-
tention layer selectively focused on the fused feature maps
obtained by a convolutional feature extractor that were re-
currently learned by an LSTM layer. The second attention
layer then focused on the spatial features of those maps
by applying attention weights using a convolution layer.
In [41], the authors proposed an attention-based method in
which the features of depth images allowed the network to
focus on regions of the face in the RGB images that con-
tained prominent person-specific information.
3. Method
3.1. Problem Formulation
We consider the problem of depth generation for a tar-
get dataset of RGB images {Ar}Mi=1, whose distribution is
Ar ∼ ptarget(Ar), and have no corresponding depth in-
formation. Let’s assume we are provided with an RGB-D
dataset which we refer to as the teacher dataset {At, Bt}Ni=1
with distribution At, Bt ∼ ptrain(At, Bt), with At being
an RGB image and Bt being the co-registered depth im-
age. Our goal is to learn from the teacher dataset a mapping
generator functionGA2B that can accurately generate an es-
timated depth image B̃r for each target RGB image Ar.
3.2. Loss Formulation and Algorithm
Our end-to-end architecture TS-GAN consists of a
teacher component and a student component. The aim of
the teacher, which itself consists of a generator and a dis-
criminator, is to learn a latent mapping between At and
Bt. The student then refines the learned mapping for Ar
by further training the generator, with the aid of another
generator-discriminator pair. Figure 2 presents the TS-GAN
architecture. For the teacher we create a mapping function,
GA2B :At→Bt along with a binary discriminator function
Ddepth(.), which classifies whether the input is a real or
fake (generated depth image). The loss LGA2B for the map-






where EAt∼ptrain(At) represents an RGB image sampled
from ptrain(At), the distribution of RGB images in the
teacher dataset.
The loss LDdepth for the depth discriminator, whose goal
is to differentiate between the ground truth and the halluci-





































Figure 2. The architecture details for our proposed teacher-student adversarial network are presented. At and Bt refer to the co-registered
RGB and depth images respectively, and B̃t refers to the generated depth in the teacher component. Ar refers to the RGB image (when
no corresponding depth is available), and Ãr denotes the reconstructed RGB image. B̃r refers to the hallucinated depth generated by our
model for the particular RGB image.
where EBt∼ptrain(Bt) represents a depth image sampled
from ptrain(Bt), the distribution of depth images in the
teacher dataset.
The additional Euclidean loss, Lpixel, between the hal-






|(Bt)i −GA2B(At)i| . (3)
where n is the total number of pixels in an image.
The student component aims to convert a single RGB
image Ar from the RGB dataset, for which no depth infor-
mation is available, into a target depth image B̃r. This is
done using the mapping function GA2B from Eq. 1, along
with an inverse mapping function GB2A:Br→Ar, and a
discriminator DRGB . Loss LGB2A for the mapping func-







where EAr∼ptarget(Ar) represents an RGB image sampled
from ptarget(Ar), which is the distribution of RGB target
dataset.
The loss LDRGB for the RGB discriminator whose goal
is to discriminate between the ground truth RGBAr and the












In addition to the supervisory signal from the discrimina-
tor, as discussed, we also employ another generator, GB2A,
to invert the mapping from the hallucinated depth back to
RGB. This is done to preserve the identity of the subject and
provide additional supervision in a cyclic-consistent way.






|(Ar)i −GA2B(GB2A(Ar))i| , (6)
The total loss for the teacher component is then summarized
as:
Lteach = LGA2B + λpixel · Lpixel, (7)
where λpixel is the weighting parameter for the pixel loss,
Lpixel, described in Eq. 3.
Similarly, the total loss for the student component is
summarized as:
Lstudent = LGA2B + LGB2A + λcyc · Lcyc, (8)
where λcyc is the weighting parameter for the cyclic loss,
Lcyc, described in Eq. 6.
The complete training process is listed in pseudocode
in Algorithm 1. We first sample an RGB image At from
ptrain(At) as input to the generator. The output of the gen-
erator is the estimated depth image B̃t, which is fed to the
discriminator and classified as either real or fake. The dis-
criminator is also trained with the corresponding ground
truth depth image Bt, using the loss mentioned in Eq. 2.
Apart from the adversarial loss, the training is facilitated
with the help of pixel loss (Eq. 3), in the form of Euclidean
loss, for which we define a weighting parameter λpixel.
After training the teacher, we sample an RGB image Ar
from the target RGB data ptarget(Ar), and feed it as input
to the generator that is shared between the student and the
teacher. The estimated depth images B̃r produced by this
generator are then fed to the discriminator in the teacher
network stream, thus providing a supervisory signal to gen-
erate realistic depth images. These hallucinated depth im-
ages are also fed to the inverse generator to transform the
estimated depth back into estimated RGB Ãr using the loss
Algorithm 1: Teacher-student learning.
Input : teacher dataset ptrain(At, Bt), target RGB
dataset ptarget(Ar), mapping generator function
GA2B and GB2A, discriminators DRGB and
DDepth, training configurations (loss weights:
λpixel, λcyc; learning rates: αteach, αstudent;
decay rate: βdecay; total epochs: N );
while While n <N do
Sample At, Bt ∼ ptrain(At, Bt);
Compute loss Lteach(At, Bt;GA2B , DDepth)
using Eq. 7 and update GA2B ;
Compute loss LDdepth(At, Bt;GA2B) using Eq.
2 and update DDepth;
Sample Ar ∼ ptarget(Ar);
Compute loss
Lstudent(Ar;GA2B , GB2A, DRGB) using Eq.
8 and update GA2B and GB2A;
Compute loss LDRGB (Ar;GA2B , GB2A) using
Eq.5 and update DRGB ;
if n >epoch teacher then αteach ∗ βdecay;
else continue;
if n >epoch student then αstudent ∗ βdecay;
else continue;
end
mentioned in Eq. 6. As discussed, this is done to preserve
the identity information in the depth image while allowing
for a more generalized mapping between RGB and depth to
be learned through refinement of the original latent RGB-
to-D mapping. An additional discriminator, which also fol-
lows a fully convolutional structure, is employed to provide
an additional supervisory signal for the inverse generator to
create realistic RGB images.
3.3. Implementation Details
Generator. We use a fully convolutional structure for
the generator inspired by [49], where an input image of size
128 × 128 × 3 is used to output a depth image with the
same spatial dimensions. The encoder part of the genera-
tor contains three convolution layers with ReLU activation,
where the number of feature maps is gradually increased
(64, 128, 256) with a kernel size of 7 × 7 and a stride of
1 for the first layer. Subsequent layers use a kernel size
of 3 × 3 and a stride of 2. This is followed by 6 residual
blocks, consisting of 2 convolution layers each with a ker-
nel size of 3 × 3, a stride of 2, and 256 feature maps. The
final decoder part of the generator follows a similar struc-
ture, with the exception of using de-convolution layers for
upsampling instead of convolution, with decreasing feature
maps (128, 64, 3). The last de-convolution layer which is
used to map the features back to images uses a kernel size
of 7 × 7 and a stride of 1, the same as the first layer of the
encoder, but with a tanh activation.
Discriminator. We use a fully convolutional architec-
ture for the discriminator, with an input of size 128×128×3.
The network uses 4 convolution layers, where the number
of filters gradually increase (64, 128, 256, 256), with a fixed
kernel of 4 × 4 and a stride of 2. All the convolution lay-
ers use Instance normalization and leaky ReLU activations
with a slope of 0.2. The final convolution layer uses the
same parameters, but with only 1 feature map.
Training. For stabilizing the model, we use the strat-
egy proposed in [36], updating the discriminators using im-
ages from a buffer pool of 50 generated images rather than
the ones immediately produced by the generators. Our pro-
posed network is trained from scratch on an Nvidia RTX
2080Ti GPU, using TensorFlow 2.2. We use Adam opti-
mizer and a batch size of 1 as done in [49]. Additionally,
we use two different learning rates of 0.0002 and 0.000002
for the teacher and student components respectively. Fol-
lowing the suggestions in [44], we start decaying the learn-
ing rate for the teacher on the 25th epoch with a decay rate
0.5, sooner than the student, where the learning rate decay
starts after the 50th epoch. The weights λcyc and λpixel are
empirically determined to be 5 and 10, respectively.
4. Experiments
4.1. Datasets
CurtinFaces [24] is a commonly used RGB-D face
dataset which contains over 5000 co-registered RGB and
depth image pairs from 52 subjects, captured with a Mi-
crosoft Kinect [48]. The dataset has been recorded with
varying poses, expressions, and under multiple illumination
variations.
IIIT-D RGB-D [9, 10] contains 4605 RGB-D images
from 106 subjects captured using a Microsoft Kinect in two
acquisition sessions. Each subject has been captured un-
der normal illumination conditions with variations in pose,
expression, and eyeglasses. Each image in the dataset is
pre-cropped around the face.
EURECOM KinectFaceDb [29] contains RGB-D fa-
cial images from 52 people (14 female and 38 male) ob-
tained by a Microsoft Kinect. The data has been captured
in 2 different sessions with variations in face expression,
pose, illumination, and occlusion (a total of 18 images per
subject).
Labeled Faces in-the-wild (LFW) [14] contains more
than 13,000 face images collected from the Internet. Each
face has been labeled with the name of the person, with 62
subjects having more than 20 images.
4.2. Evaluation
Protocols. In the training phase, we use the Curtin-
Faces dataset to train the teacher in order to learn a strict
latent mapping between RGB and depth. We choose this
dataset as it contains minimal noise among the RGB-D
datasets considered in this study, and contains over 5000
co-registered RGB-D images making it the largest. We use
its RGB and ground-truth depth images as At and Bt re-
spectively (see Section 3.2). To train the student, we use the
training subsets of the RGB images from IIIT-D RGB-D
and EURECOM KinectFaceDb. IIIT-D RGB-D has a pre-
defined protocol with a five-fold cross-validation strategy,
to which we strictly adhere in our experiments. For EURE-
COM KinectFaceDb, we divide the data into a 50-50 split
between the training and testing sets, resulting in a total of
468 images in each set. In the case of the in-the-wild LFW
RGB dataset, we utilize 11,953 images for training the gen-
erator, and keep the rest of the images for recognition ex-
periments.
For the testing phase of our experiments, we use the
trained generator from the student to generate the halluci-
nated depth images for each RGB image in the test sets. We
then further use the RGB and depth images for training var-
ious recognition networks as mentioned in Section 5.2. For
RGB-D datasets, we train the recognition networks on the
training sets using the RGB and hallucinated depth images,
and evaluate the performance on the testing sets. Concern-
ing the LFW dataset, in the testing phase, we use the re-
maining 20 images from each of the 62 identities that are
not used for training. We then use the output RGB and hal-
lucinated depth images as inputs for the recognition experi-
ment.
Metrics. We first verify the quality of our depth gener-
ation against other generators using pixel-wise quality as-
sessment metrics with respect to the original co-registered
ground truth depths. These metrics includes pixel-wise
absolute difference, L1 norm, L2 norm, and Root Mean
Squared Error (RMSE) [5, 32]. We also use a threshold met-
rics (δ) [5] (Eq. 9), which measure the percentage of pixels
under a certain error threshold, thus providing a similarity
score. The equation for these metrics is as follows:






) = δ < val., (9)
where yi and y∗i represent pixel values in ground truth and
hallucinated depths respectively, and val denotes the thresh-
old error value which has been set to 1.25 as suggested
in [5].
Face Recognition. The aim of this study is to use the
hallucinated modality to boost recognition performance. As
we aim to present results with no dependency on a specific
recognition architecture, we use a diverse set of standard
deep networks, notably VGG-16 [37], inception-v2 [15],
ResNet-50 [12], and SE-ResNet-50 [13] in our evaluation.
We report the rank-1 identification results with and without
ground truth depth for RGB-D datasets as well as the re-
cGANRGB FCNG.T. depth CycleGAN TS-GAN
Figure 3. Several input RGB test samples from the CurtinFaces
dataset along with ground truth (G.T.) co-registered depth images,
and synthesized depth images generated by various state-of-the-art
alternatives and our proposed method are presented.
sults obtained by the combination of RGB and our halluci-
nated depth images. For LFW RGB dataset, we naturally do
not have ground truth depths, so we only present the iden-
tification results with and without our hallucinated depth.
We also use different strategies, including feature-level fu-
sion, score-level fusion, two-level attention fusion [40],




We first compare the performance of TS-GAN with alter-
native depth generators, namely Fully Convolutional Net-
work (FCN) [4], image-to-image translation cGAN [32],
and CycleGAN [23] To this end, we perform experiments
on the CurtinFaces dataset, where we use 47 out of the 52
subjects for training the generator, and use the remaining 5
subjects for generating depth images to be used for quality
assessment experiments. Figure 3 shows depth generated
by the alternative methods as well as our TS-GAN on some
of the test subjects. As can be seen, our method is able to
generate realistic depth images which appear very similar to
the ground truth depth images.
In Figure 4 we present a t-SNE [42] visualization of em-
beddings generated by a ResNet-50 network for a number
of RGB samples from CurtinFaces (converted to grayscale
in order for color to not be considered a factor), ground truth
depth images, and hallucinated depth images by TS-GAN.
This figure demonstrates a very high degree of overlap be-
tween the ground truth and generated depth images, thus
depicting their similarity.
Table 1 shows the results for pixel-wise objective met-
rics (Section 4.2). For the first four metrics namely absolute
difference, L1 Norm, L2 Norm, and RMSE, lower values
indicate better image quality. It can be observed that our















Figure 4. A t-SNE visualization of input RGB images (converted
to grayscale), Ground Truth (G.T.) depth, and the output depth
Hallucinated (Hal.) by TS-GAN.
Table 1. Comparisons of image quality metrics between our
method and other depth generation methods.
Metrics FCN [4] cGAN [32] CycleGAN [23] Ours (TS-GAN)
Abs. Diff. ↓ 0.0712 0.0903 0.1037 0.0754
L1 Norm ↓ 0.2248 0.2201 0.2387 0.2050
L2 Norm ↓ 89.12 89.05 90.32 82.54
RMSE ↓ 0.3475 0.3474 0.3542 0.3234
δ(1.25) ↑ 64.31 64.27 65.76 69.02
δ(1.252) ↑ 81.66 82.08 82.56 87.20
δ(1.253) ↑ 94.33 95.10 95.63 97.54
proposed method mostly outperforms the other methods,
the single exception being the absolute difference metric in
which FCN shows slightly better performance. A poten-
tial reason for this anomaly is that FCN only uses one loss
function that aims to minimize the absolute error between
the ground truth and the generated depth, naturally result-
ing in minimal absolute difference error. For the threshold
metric δ, a higher percentage of pixels under the threshold
error value of 1.25 represents better spatial accuracy for the
image. We can observe that our proposed method achieves
considerably better accuracy than other generators in terms
of these metrics.
In order to show the generalization of our generator when
applied to the target datasets (mentioned in Section 3) for
testing, hallucinated depth samples for IIIT-D and EURE-
COM RGB-D datasets are shown in Figure 5 (top and mid-
dle rows). The first and second columns show the input
RGB images and the ground truth depth image correspond-
ing to the RGB image, while the third column shows the
generated depth images. As can be seen, our methods can
adopt to different poses, expressions and occlusions present
in the target datasets. The bottom row in this figure shows
the depth generated for the in-the-wild LFW RGB dataset,
where our method is able to adopt to the non-frontal and
unnatural poses which are not present in the constrained,
lab-acquired RGB-D datasets.
Table 2. IIIT-D and EURECOM KinectFaceDb rank-1 recognition
results. D̃ denotes the hallucinated depth using TS-GAN. The best
result for each recognition network is highlighted in bold.
Accuracy
Dataset Model RGB RGB + D RGB +
∼
D
– Feat. Score Feat. ScoreFusion Fusion Fusion Fusion
IIIT-D
VGG-16 94.1% 95.4% 94.4% 95.4% 94.1%
Inception-v2 95.0% 96.5% 95.0% 96.1% 95.9%
ResNet-50 95.8% 96.9% 95.9% 97.1% 96.1%
SE-ResNet-50 97.8% 98.9% 97.9% 98.6% 97.6%
Two-level att. [40] – 99.4% – 99.1% –
Depth-guid. att. [41] – 99.7% – 99.7% –
EURECOM
VGG-16 83.6% 88.4% 84.5% 88.3% 84.2%
Inception-v2 87.5% 90.3% 86.9% 90.1% 87.9%
ResNet-50 90.8% 92.1% 91.0% 92.2% 90.7%
SE-ResNet-50 91.3% 93.1% 91.6% 93.2% 91.5%
Two-level att. [40] – 92.0% – 92.3% –
Depth-guid. att. [41] – 93.1% – 92.7% –
5.2. Recognition Results
RGB-D Datasets. To demonstrate the effectiveness of
the hallucinated depth for face recognition, the mapping
function (Eq. 1) is used to estimate the corresponding depth
images for the RGB images, both of which are used as input
to the recognition pipeline. Table 2 shows the rank-1 recog-
nition results on the IIIT-D and KinectFaceDb datasets us-
ing the four networks discussed earlier. We have considered
different fusion strategies as well as two recent attention-
based RGB-D solutions [40, 41] as mentioned in Section
4.2. It can be observed that the fusion of RGB and the depth
hallucinated using TS-GAN constantly provides better re-
sults across all the CNN architectures, when compared to
using only the RGB images.
For further comparison, we also perform recognition
with RGB and the ground truth depth using the same
pipelines. For the IIIT-D dataset, recognition with RGB
and generated depth leads to comparable results to that with
RGB and ground truth depth images. Concerning the EU-
RECOM KinectFaceDb dataset, the results also show that
our generated depth provide added value to the recognition
pipeline as competitive results (slightly below) to that of
RGB and ground truth depth are achieved. Interestingly,
in some cases for both IIIT-D and KinectFaceDb, our hal-
lucinated depth images even provide superior performance
over the ground-truth depth images. This is most likely due
to the fact that some depth images available in the IIIT-D
and KinectFaceDb datasets are noisy, while our generator
can provide cleaner synthetic depth images as it has been
trained on higher quality depth images available in the Curt-
inFaces dataset.
RGB Dataset. Table 3 presents the recognition results
on the in-the-wild LFW dataset, where the results are pre-
sented both with and without our hallucinated depth im-
ages. We observe that the hallucinated depth significantly
improves the recognition accuracy across all the CNN ar-
chitectures, with 3.4%, 2.4%, 2.3%, 2.4% improvements
Figure 5. The first two rows show samples for the RGB-D datasets (IIIT-D and EURECOM KinectFaceDb), where the first column shows
RGB images, the second column shows the ground truth depth, and the third column shows the hallucinated depth. In the third row LFW
samples are presented where the first column shows the RGB images while the second column shows the hallucinated depth.
Table 3. LFW rank-1 recognition results. D̃ denotes the halluci-
nated depth using TS-GAN. The best result for each recognition
network is highlighted in bold.
Accuracy
Model RGB RGB +
∼
D
– Feature ScoreFusion Fusion
VGG-16 75.3% 78.7% 76.1%
Inception-v2 78.1% 80.5% 78.4%
ResNet-50 81.8% 84.1% 81.7%
SE-ResNet-50 83.2% 85.6% 83.2%
Two-level att. [40] – 84.7% –
Depth-guided att. [41] – 85.9% –
Table 4. Ablation study on IIIT-D and EURECOM KinectFaceDb.
IIIT-D KinectFaceDb
















for VGG-16, Inception-v2, ResNet-50, and SE-ResNet-50
respectively. The improvements are more obvious when
considering the state-of-the-art attention-based methods,
clearly demonstrating the benefits of our synthetic depth im-
ages to improve recognition accuracy.
5.3. Ablation study
To evaluate the impact of each of the main components
of our solution, we perform ablation experiments by sys-
tematically removing them. First, we remove the student
component, leaving just the teacher. Next, we remove the
discriminator from the teacher leaving only the A2B gen-
erator as discussed in Section 3 (also see Figure 2). The
results are presented in Table 4 and compared to our com-
plete TS-GAN solution. The presented recognition results
are obtained using a feature-level fusion scheme to combine
RGB and hallucinated depth images. The results show that
performance suffers by the removal of each component for
Figure 6. A few samples of failed depth hallucination.
all four CNN architectures, demonstrating the effectiveness
of our approach.
6. Limitations
Although our proposed method provides impressive re-
sults, high quality depth images can not be generated in
some cases. Our proposed method has been successful in
adopting to various non-frontal poses and expressions as
can be seen in Figure 5, however, it maintains some sen-
sitivity to the diversity of the training data. For instance,
gray-scale images were not used to train the generator, and
hence adopting to them proves difficult for the generator as
seen in Figure 6. Our method also fails to generate high
quality depth images for very low-resolution images and
multiple faces in the same image. To mitigate these prob-
lems, we could create a larger and more diverse training set
to include these variations during training which could help
the generator with better generalization.
7. Conclusion
In this paper, we propose a novel teacher-student adver-
sarial architecture for depth generation from RGB images,
called TS-GAN, to boost the performance of facial recog-
nition systems. The teacher component of our method con-
sisting of a generator and a discriminator learns a strict la-
tent mapping between RGB and depth image pairs follow-
ing a supervised approach. The student, which itself con-
sists of a generator-discriminator pair along with the gen-
erator shared with the teacher, then refines this mapping by
learning a more generalized relationship between the RGB
and depth domains for samples without corresponding co-
registered depth images. Comprehensive experiments on
three public face datasets show that our method outper-
formed other depth generation methods.
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