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Chapter 1
Introduction
Polymerization is outstanding among chemical reaction processes due to its importance
for technical applications as well as for an understanding of complex processes in living
matters. A sequence of polymerization reactions forms large molecules from reactive
molecular sub-units called monomers. If the sub-units are all of the same type, we call
them homopolymers. Alternatively, the polymer chain may be a combination of two or
more structural units known as copolymers.
Dependent on the polymerization process and the ingredients of the reaction, polymers
may possess different architectures. The simplest architecture is called linear, in which
all monomers are arranged along a single backbone. However, there might also exist
more complicated structures such as star polymers, ring polymers, polymer block comb
polymers, etc. These architectures are mostly formed, as a result of branching points on
the polymer. Complicated structures may lead to different physical properties compared
to linear polymers.
Polymerization is classified into chain-growth and step-growth polymerization[1]. In
chain-growth polymerization, the production of polymers from free monomers takes
place in three stages[2]: First the polymerization has to be initiated by producing an
active site, from which the polymer chain grows. The active site is highly reactive and
is able to bind to a single monomer. The bound monomer makes the new end of the
chain and becomes active and this step is repeated and monomers are added one by one
to one end (or both ends) of the polymer. The successive addition of monomers to the
active end of the polymer is called propagation stage. Finally, the polymerization may
be terminated due to various reasons, for instance, by reacting the active sites of two
chains.
1
2In contrast to chain growth polymerization, in a step-growth polymerization, reaction oc-
curs between any of the different-sized species present in the reaction system. One pro-
ceeds from monomer to dimer, trimer, tetramer, pentamer, and etc., and all the oligomers
react with each other, until eventually large-sized polymer molecules are formed.
In this thesis, we will study the dynamics of linear homopolymers, which undergo chain-
growth polymerization. Such situations are of importance, because they constitute a
large part of the technically and biologically relevant processes.
In 2001 alone, 36 percent of polymers in the United States were produced by free radical
polymerization, one of the most widely used chain-growth polymerization techniques.
polyethylene and polystyrene, the most widespread polymers in our daily life, both are
produced using free radical polymerization.
As an example, consider the free radical polymerization of polyethylene from sub-units
called ethylene or ethene CH2 = CH2. Here the initiation stage is a two-step process.
First O–O single bonds of the peroxide molecules are broken leading to production of
free radicals RO• inside the system. These free radicals are very unstable and highly
reactive. When an RO• gets close to an ethylene monomer, it attacks to its double bond,
breaks it and attaches to the monomer. The resulting molecule is the active center of
the polymer:
RO• + CH2 = CH2
ki−−→ RO−CH2−CH2• (1.1)
and is capable of further growth.
In the propagation stage, monomers are bound to the active center. The active cen-
ter breaks the double bond of a monomer, and consequently the monomer attaches to
it. Again one electron remains unpaired and is prone to further polymerization. This
process continues and, while it is occurring, the chain length grows:
RO−[CH2−CH2]n• + CH2−CH2 kp−−→ RO−[CH2−CH2]n+1• (1.2)
In this thesis, we will call each of these addition processes a polymerization step or a
polymerization event. Note that the rate of each polymerization step is taken to be
equal and independent of the polymer length[1]. In free radical polymerization, the
most frequent termination occurs when two free radicals bind together. This reaction is
energetically favorable, because now the unpaired electrons in two free radicals become
paired and drop to lower energy level.
Another important example of chain-growth polymerization is actin polymerization in
cellular environments. In living cells, polymerization of actin filaments (F-actins) from
globular actins (G-actins) is essential in various cellular activities such as cell motility,
3cell division and protrusions of neural cells[3]. Actin polymerization, like any other chain
growth polymerization, is characterized by three stages: initiation, propagation and
termination. The G-actin building blocks, however, are themselves (hetero)-polymers,
and therefore, F-actin is a supra-molecular polymer. In polymerization of actin filaments,
after formation of the so-called actin nuclei, which is, practically, the active center of
the polymer, filaments propagate rapidly by addition of G-actins at one (or maybe
both ends) of the chain called a barbed end. Inside cell, polymerization of actin is
usually a reversible process. In other words, monomers also may dissociate from the tip.
However, the rate of polymerization at the barbed end is about 50-500 times faster than
depolymerization[4–6]. Therefore, it makes sense if we neglect the depolymerization
process in such systems. Finally, the polymerization may be blocked by binding capping
proteins to the barbed end[7, 8].
Another important example, is the supra-molecular polymerization of microtubules from
sub-units called tubulin dimers. Micorotubules are one of the stiffest structural elements
found in animal cells. They polymerize by addition of free tubulin to the tip of the
filament—a process which is very similar to a chain-growth polymerization. The poly-
merization keeps on going and, consequently, the concentration of free dimers decreases
until this concentration reaches a critical value. Below the critical concentration, the
regular polymerization is interrupted and the depolymerization phase starts.
There are important situations, where the termination processes are blocked (at least
during the time of observation) by some mechanism, and the propagation carries on
until all monomers in the reaction chamber are used up. This type of polymerization is
called ”living”. The term was introduced by M. Szwarc [9]. It has become an important
tool in technical control of polymerization processes, for example to produce polymer
systems with narrow molecular weight distributions[10] or systems with complex poly-
meric architectures[11]. To synchronize the propagation stages of a many-chain system
requires de-initiation process to be fast. In this thesis we concentrate on growth and
conformation of a single chain, and consequently use the term living polymerization in a
slightly broader sense, irrespective of the time-scale of initiation. For us, the important
feature of living polymerization is, that the polymer chain growth continues for ever, if
the system is constantly fed with monomers. Our focus will be on the conformational
dynamical properties of polymerizing chains during the propagation stage. We always
assume that the chain is already initiated and, on the timescale of our observation,
termination processes are absent.
Understanding the evolution of such reacting polymers necessitates the knowledge of
the conformational evolution of non-reacting polymers as well as the underlying mech-
anism of chemical reactions. These two topics are both well established and have
4been extensively studied in physics and chemistry. The well-known standard models
of conformational dynamics such as the Rouse model[12], Zimm model[13] and repta-
tion model[14, 15] are set up for non-reacting chains of fixed molecular structure. These
models all describe the dynamics of fixed-length polymers as Brownian particles which
are connected together. Theoretical reaction models, on the other hand, are usually
formulated as stochastic processes in the space of chemical sequences of monomers [16].
The majority of studies, however, have considered the two processes separately.
In two extreme cases, studying the dynamics of (de-)polymerizing polymers seems to
be straightforward: Either the conformational dynamics of the chain evolves over a
much longer timescale than the chemical reactions, or the opposite situation occurs,
in which the chemical reactions take place much more slowly than the conformational
transition of the polymer molecule. In both of these cases, the timescales involved in
the chemical reaction and that involved in the relaxation process of the polymer chain
trough equilibrium are sharply separated. Therefore, in the former case, one assumes
that between two chemical reactions the polymer relaxes spontaneously to its equilibrium
state. The latter can be treated by assuming that the chain conformation does not
change considerably between two chemical reactions and therefore, the conformation is
considered to be rigid.
However, there are situations, where the conformational evolution of the chain and the
chemical reaction occur at comparable rates and the decoupled approach gives no insight
into the real process. In a typical polymerization process of polystyrene with a monomer
concentration of 3M and the characteristic polymerization rate of 4.4 ∗ 10−1m3/mol · s
[17], the rate of polymerization for each of the initiated chains is approximated to be 1000
monomer per second[18]. On the other hand, the typical relaxation time of polystyrene
varies in a range between 1 to 10 seconds, depending on the experimental conditions
such as temperature and solvent viscosity[19].
For actins, the situation is more or less the same. For example, actin filaments in a
bath of G-actins with a concentration of 4µM[20] polymerize at a rate of about 50−500
monomers per second[4], while the typical relaxation time of such a filament has been
measured to be about 15 seconds[21].
In cellular environment, monomers or regulators of reactions are provided in limited
amount and degrade or diffuse away from the reaction volume and may lead to decreas-
ing reaction rates[20, 22–25]. In all these situations, the two dynamics of the polymer,
namely the conformational evolution and the chemical reaction dynamics, may be cou-
pled in several non-trivial ways. For instance, the motion of the polymer ends (where
active centers are positioned) as reactants, may affect the rate of the polymerization
5reaction. On the other hand, the evolution of the polymer length due to the polymer-
ization reaction will definitely change the conformational dynamics of polymer chains.
For such a mutual coupling between these two dynamics, we expect complex dynamical
behavior of a polymerizing chain.
To study the coupling between the conformation of the polymer and the chemical reac-
tion, we have extended the Rouse model to cases where the polymer undergoes polymer-
ization. In the next two chapters, we introduce the model of conformational dynamics
of a growing flexible chain, step by step. To keep the discussion self-contained and to
fix the notation, we start with a brief review of the Rouse model of conformational dy-
namics. This topic is discussed in detail in many textbooks on polymer dynamics (see
references [15, 26]), but as we will make use of exact solutions of this model in our simu-
lation method, we will discuss several variants, including different boundary conditions.
Next, based on the stochastic description of chemical reactions, we present a model for
the chain-length evolution due to the chemical reactions. Finally, on the basis of these
two models, we extend the Rouse model, to describe the dynamics of a polymerizing
polymer. This model will be presented both in discrete and continuous versions.
The rest of this thesis is devoted to the study the dynamical properties of a Rouse chain,
which is growing deterministically in time. We will consider various experimentally rele-
vant scenarios and study the impact of the non-stationary growth on the conformational
dynamics of living Rouse chains. A more detailed roadmap about the thesis is available
in Section 2.6.
Chapter 2
Model and Roadmap
We model the conformational dynamics of a living polymer from two well-studied in-
gredients: the Rouse dynamics of a flexible chain of fixed length and the Markovian
description of polymerization reaction. We review both of these parts before we com-
bine them into our theoretical model, which is the basis of the subsequent work.
2.1 Rouse model
2.1.1 Discrete chain
The Rouse model is a very simple dynamic generalization of simplest model of equilib-
rium conformations of a single flexible polymer chain in solution. This simplest model
neglects all non-bonding interactions between monomers (like, for example, excluded
volume interactions due to steric repulsion). The energetically degenerate conforma-
tions form random walks in position space. If the polymer is described by a set of
M + 1 molecular monomer positions, and these molecular monomers are grouped into a
sequence of a N + 1 beads, also called quasi-monomers, which consists of a sufficiently
large number of molecular monomers in sequence, the central limit theorem assures
that the bond vector ~b, connecting two successive beads, is distributed according to the
Gaussian statistics:
p(~b) =
(
3
2pib2
) 3
2
exp
[
−3|
~b|2
2b2
]
. (2.1)
Note that p(~b) is characterized by a single parameter b > 0, which is also called the Kuhn
length and is chosen so, that the average 〈~b2〉 = b2. We can interpret the joint distribution
p(~b1, · · · ,~bN ) as the Boltzmann equilibrium distribution of bead conformations, if we
6
7identify ~bn = ~Rn − ~Rn−1:
p(~R0, · · · , ~RN ) =
(
3
2pib2
)3N/2
e−βH0 (2.2)
with:
H0 = 1
2
N∑
n=1
3|~bn|2
βb2
(2.3)
The statistical properties of such a system is equivalent to a chain of beads connected
via entropic Hookian springs with the spring constant (see Fig. 2.1):
k :=
3kBT
b2
. (2.4)
This model is called Gaussian chain model. We can also introduce the tension along
n=0
n=1
...
n=N
n=N−1
Figure 2.1: In the Rouse model, the polymer is modelled as a set of beads connected
via springs, all floating in a concentrated fluid, where the inertia of each bead can be
neglected compared to the friction encountered by each bead.
the chain as ~tn = −k~bn. As we will see in Chapter 5, understanding the distribution of
the tension along the polymer gives an important insight into the structural properties
of the chain.
A simple polymer dynamics based upon this Gaussian model has been introduced by P.
E. Rouse [12]. In the Rouse model we assume that the beads behave like (over-damped)
Brownian particles, coupled by entropic springs between adjacent beads. The dynamics
of chain conformations, thus, becomes a system of linear Langevin equations[27].
8We can collect all 3N + 3 Cartesian components of the bead positions into a single
column vector,
~R :=

~R0
...
~RN
 . (2.5)
This may be read as an N component vector (indexed by Latin characters) of 3-
component position vectors of monomers. The Cartesian components will be represented
by Greek indices α, β.
Later, the number of N+1 beads may change. Then we will make it explicit as an index
and write ~RN . The Langevin equations may be written as
ζ
d ~R
dt
= ~Fin
(
~R
)
+ ~Fex
(
~R
)
+ ~f , (2.6)
where the friction force ζ d
~R
dt on the left hand side is balanced by all the internal forces
~Fin
(
~R
)
:=∇RH0 exerted from other subunits of the chain, by externally applied forces
~Fex
(
~R
)
and by Langevin stochastic forces ~f from the solvent. ~Fin, as obtained from
the Gaussian chain model, is linear in ~R and may be written as:
~Fin = −3kT
b2
Aˆ ~R. (2.7)
The coupling between the beads can be represented as an (N + 1)× (N + 1) matrix Aˆ,
which in textbooks is called the Rouse matrix. As we will see later, different experimen-
tal set-ups refer to different Rouse matrices. The stochastic force ~f is a delta-correlated
Gaussian random force field and can be fully characterized by its first and second mo-
ments:
〈fn,α〉 = 0 (2.8)
〈fn,α(t)fn′,β(t′)〉 = 2ζkBTδα,βδn,n′δ(t− t′) (2.9)
The prefactor of the second moment, is fixed by Einstein’s relation, which guarantees
that the stationary distribution of the Langevin process is the Boltzmann distribution
given in Eq.(2.2)[15]. In Eq.(2.6), the only non-linearity can arise from the external force
~Fex caused for example, by nonlinear flow fields in microfluidic devices[28, 29]. In this
thesis, however, we are only concerned with linear flows or other external forces linear
in ~R.
The Rouse model neglects (i) non-linearities of the chemical bonding forces, (ii) entan-
glement effects, (iii) effects of inertia, and (iv) all non-bonding and all solvent-mediated
interactions. The neglected effects may lead to different scaling behaviour of physical
9properties with chain length, and seem to restrict the applicability of the model to special
situations (theta solvent) or to single chain properties in melts[15].
As the most simplistic model developed to describe the dynamics of polymers, the Rouse
model may prove to have shortcomings. For example, for extremely long chains, where
the entanglement effects are important or in a dilute solutions, where the excluded
volume effects has to be taken into account[15, 30], the simple Rouse model does not
seem to be applicable. Nevertheless, the Rouse model is still widely used by polymer
chemists and experimental physicists to successfully describe the dynamics of polymer
chains. For example R. Shusterman et al. analyized a single strand DNA using the
Rouse model[31]; K. L. Sebastian modeled a double strand DNA as two Rouse chains
interacting with each other[32], and T. Glomann et al. described the dynamics of a
synthetic polymer Polyethylene Glycol using the Rouse model[33].
For our theoretical analysis, this model is of particular importance, because its linear
structure allows us to construct efficient simulation algorithm and to find reliable ap-
proximate solution for the conformational dynamics of a living chain.
In studying the dynamics of polymers one can imagine various scenarios. For example
we may study the dynamics of a chain in a fluid free of any external force. Or one
might study the dynamics of a chain clamped at both ends. Or one may be interested
in rheological properties of polymers and study the properties of a single chain under
shear flow. All these situations may affect ~Fin, ~Fex or both of them. In the following
we formulate some of the experimentally relevant set-ups.
• Free chain: The simplest case is a single chain in a solvent with Fex = 0. For
the interior beads, i.e. n 6= 0, N , the springs couple the dynamics of the nth bead
to the n− 1th and n+ 1th bead:
~Fn,in = −k(2~Rn − ~Rn+1 − ~Rn−1) (2.10)
At the boundaries we can write:
F0,in = −k(~R0 − ~R1) (2.11)
FN,in = −k(~RN − ~RN−1) (2.12)
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Therefore the Rouse Matrix Aˆ defined in Eq.(2.7) can be written as:
Aˆ =

1 −1 0 0 · · · 0
−1 2 −1 0 · · · ...
0 −1 2 −1 · · · 0
0 · · · −1 2 −1 0
... · · · 0 −1 2 −1
0 · · · 0 0 −1 1

(2.13)
In Sec.2.2.1 we will discuss the exact solution for a chain of fixed length.
• Dragged polymer: Many efforts have been undertaken to understand the static
and dynamical behavior of polymer chains dragged at one end[34, 35]. Studying
polymers under an external fixed force provides understanding about the tension
propagation along the polymer. For a chain dragged via a constant force ~F acting
on the first bead, the external force vector is:
~Fex,α = δα,0 ~F (2.14)
• One end grafted from or onto a surface: For technical applications, under-
standing the physics of polymer brushes is of great importance. A brush is a set
of chains with one end attached to a surface, while the other end is free. The first
step in understanding the dynamics of brushes is to neglect the intermolecular
interaction between different chains and therefore reduce the problem to a single
chain problem. Here, for the sake of simplicity and without loss of generality, we
assumed that the grafted end is fixed at the origin. For such a chain, one can write
~Ri=0(t) = ~0.
• Both ends grafted: One interesting example for a polymer chain which is grafted
at both ends onto a surface is a grafted polymer ring. A grafted ring onto a surface
can be formulated by putting the constraint
~R0(t) = ~RN (t) = ~0. (2.15)
• Polymer in flow: In studying of the rheological properties of a polymeric fluid, it
is common to impose a flow field in the fluid and study the response of the system
to this distortion. If we neglect the interactions between different chains in the
polymer solution, we can restrict our focus to a single chain under such a flow. In
general, considering an external velocity field ~v(~r, t), the external force ~Fex can be
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expressed as:
~Fex = ζ

~v(~R0, t)
...
~v(~RN , t)
 . (2.16)
For the nth bead, one can write the force balance relation of Eq.(2.6) as:
ζ
(
∂t ~Rn − ~v(~Rn, t)
)
= ~Fn,in + ~fn. (2.17)
Here, the left hand side shows, that the flow field changes the friction experienced
by the bead due to the change in the relative velocity between the bead and the
solvent. Depending on the nature of the flow field, it can be linear or nonlinear in
the R. In Chapter 6 we will study the dynamics of growing polymer chains under
a special, but still very commonly used flow field, namely steady shear flow.
2.1.2 Continuous chain
On scales, which are much longer than the Kuhn length b, it is possible to describe
the dynamics of the polymer in a continuum limit, for which the chain is considered
as a curve ~R(s, t) in space. A simple minded first approach would be to let N → ∞
and b → 0, keeping Nb = l finite, but this would imply the mean-squared end-to-end
distance of the chain 〈R2ee〉 = Nb2 = 0. Instead, we can introduce a coordinate s = nb2.
Then, in the formal limit, the Gaussian Hamiltonian becomes βH0 =
3
2b2
∑
n(Rn −
Rn−1)2 = 32
∑
n b
2(Rn−Rn−1
b2
)2 → 32
∫ l
0(∂R(s)/∂s)
2ds. Note that in the equation above,
without introducing new variables we replaced ~Rn by ~R(s, t), which is the continuum
representation of the chain in space and time.
The evolution equation for the position of internal beads (excluding the boundary, i.e.
s = 0 and s = l)
ζd~Rn/dt =
(
3kBT/b
2
)
(
~Rn+1 + ~Rn−1 − 2~Rn
b4
b4) + ~fn(t) (2.18)
Now we can formally take the limit b→ 0 and get:
ζ∗
dR
dt
= k∗
∂2R
∂s2
+
~˜
f (2.19)
with ζ∗ = ζ/b2, k∗ = 3kT and a rescaled noise.
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where
~˜
f(s, t) is a rescaled noise, i.e.
~˜
f(s, t) :=
~f(s,t)
b2
. The moments of this noise field
reads:
〈 ~˜f(s, t)〉 = 0 (2.20)
〈f˜α(s, t)f˜β(s′, t′)〉 = 2kTζ∗δα,βδ(s− s′)δ(t− t′). (2.21)
Here we used the continuum limit of the Kronecker delta function namely
δs,s′
b → δ(s−s′).
We want to stress that the continuum limit has been introduced here in a purely heuristic
manner. In fact, solution ~R(s, t) of Eq.(2.19) lack the regularity, which was implicitly
assumed in our discussion. ~R(s, t) is only Ho¨lder continuous with index 1/2 in s and
1/4 in time[36]. Our arguments, however, do only need a mollified version of ~R and are
thus untouched by the lack of regularity. Mollifying also corresponds to interpreting the
continuum model as a coarse grained version of the discrete model, i.e. it reproduces
the properties of the discrete model for conformations ~R(s, t), which vary very slowly
between adjacent monomers.
Appropriate boundary conditions at ~R(n = 0), grafted onto or from a point ~r0, are
obviously given by ~R(n = 0, t) = ~r0 and are called Dirichlet boundary conditions. At
a free end the balance of forces has to be considered. All the acting forces, i.e. the
harmonic bonding forces, the friction forces and the stochastic forces produce finite line
tensions, i.e. finite force per chemical length, but no additional forces located at the
boundary. Thus if we integrate the equation (2.19), over a small s-interval including the
boundary and let the length of the interval go to zero, we find that the tension ~t = k∂n ~R
has to vanish at the boundary: ∂n ~R|n=0 = 0. These boundary conditions are called von
Neumann boundary conditions. Finally, if the end is dragged by a force ~F located at the
boundary, the force balance requires: ∂n ~R|n=0 = ~F .
2.1.3 Non-dimensionalization
As a primary step in analyzing the polymer dynamics we choose appropriate scales for
quantities with dimensions energy, length and time. It is natural to choose kBT and
the Kuhn length b as the basic energy and length units respectively. We also choose the
basic time unit as the time it takes for a bead to diffuse a distance b:
τb :=
b2
3D
(2.22)
with the diffusion constant D = kBT/ζ which is equal to ζ/k, if the spring are entropic
springs with spring constant given in Eq.(2.4). In the following we non-dimensionalize
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all lengths, times and energies involved in the evolution equations (discrete and con-
tinuum) by the basic units introduced above. Introducing the asterisk letters for non-
dimensionalized variables, we get: ~R∗ := ~Rb and ~f
∗ :=
~bf
kBT
which result in ddt∗
~R∗ =
−Aˆ ~R∗ + ~f∗. The first and second moments of the noise ~f∗N become 〈 ~f∗N 〉 = 0 and
〈f∗n,α(t∗)f∗m,β(t∗′)〉 = 2δα,βδn,mδ(t∗ − t∗′) respectively. For the continuum limit, let us
re-introduced n as a continuous non-dimensionalized parametrization n := s
b2
. Putting
everything together, the continuum version of the Rouse chain can ultimately be de-
scribed as:
∂t∗ ~R
∗(n, t∗) = ∂2n ~R
∗(n, t∗) + ~f∗(n, t∗) (2.23)
along with the noise correlation:
〈~f∗(n, t∗)〉 = 0 (2.24)
〈f∗α(n, t∗)fβ(m, t∗′)〉 = 2δα,βδ(m− n)δ(t∗ − t∗′) (2.25)
and boundary conditions, like:
∂n ~R
∗|n=0 = 0 (2.26)
∂n ~R
∗|n=N = 0 (2.27)
for a force free chain. During this work we will use both discrete and continuous de-
scriptions interchangeably. To avoid confusion and keep notations simple, we drop the
asterisks and only use the non-dimensionalized variables introduced in this section.
All in all, our non-dimensional equation of motion in discrete form reads:
∂t ~R(t) = Aˆ ~R(t) + ~f(t) (2.28)
and in the continuum version:
∂t ~R(n, t) = ∂
2
n
~R(n, t) + ~f(n, t). (2.29)
Due to the simple form of Eq.(2.29), we can map all the conformational properties of
chains of different length N to the properties of a chain of length 1. So instead of n we
use σ := nN , (0 ≤ σ ≤ 1) which gives us ∂2σ/N2 for the Laplace operator. Multiplying by
N2 and introducing τ := t
N2
yields:
∂τ ~R = ∂
2
σ
~R+
√
N ~f(σ, τ). (2.30)
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The stochastic term ~f(σ, τ) is just the standard white noise with:
〈fα(τ, σ)fβ(τ ′, σ′)〉 = 2δα,βδ(τ − τ ′)δ(σ − σ′). (2.31)
Finally we can transform the position vector ~R as ~ρ :=
~R√
N
in order to obtain:
∂τ~ρ = ∂
2
σ~ρ+
~f. (2.32)
2.2 Solution of the Rouse model
2.2.1 Discrete chain
To solve the set of linear stochastic differential equations (2.28) one has to find the N+1
eigenstates φ0, · · · ,φN of the Rouse matrix:
Aˆφp = cpφp. (2.33)
If we expand the dynamical variables on this basis, we will have a decoupled set of
ordinary differential equation for modes, which can be solved using various techniques.
Finally, the position vectors can be obtained by transforming these modes back to the
position space. For a force free Rouse chain, the nth component of φp reads:
φn,0 :=
1√
N + 1
(2.34)
φn,p 6=0 :=
√
2
N + 1
cos
(
p(2n+ 1)pi
2(N + 1)
)
, (2.35)
and the corresponding eigenvalues are:
cp = 4 sin
2
(
ppi
2(N + 1)
)
p = 0, 1, · · · , N (2.36)
The components of ~R can be written as:
~Rn(t) =
1√
N + 1
~X0(t) +
√
2
N + 1
N∑
p=1
~Xp(t) cos
p(2n+ 1)pi
2(N + 1)
(2.37)
~fn(t) =
1√
N + 1
~η0(t) +
√
2
N + 1
N∑
p=1
~ηp(t) cos
p(2n+ 1)pi
2(N + 1)
(2.38)
where ~Xps are the modes of the position vector ~Rn. The orthonormality of the basis
leads to:
∂t ~Xp(t) = cp ~Xp(t) + ~ηp(t) p = 0, 1, · · · , N (2.39)
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with:
〈~ηp(t)〉 = ~0 (2.40)
〈ηα,p(t)ηβ,q(t′)〉 = 2δα,βδp,qδ(t− t′) (2.41)
As one can see from Eq.(2.39), the set of N + 1 coupled equations for ~Rns is converted
to a set of N + 1 independent ordinary differential equations for the modes ~Xp(t), which
can be solved using standard methods. The solutions read:
~X0(t) =
∫ t
t0
~ηp(t
′)dt′ + ~X0(t0) (2.42)
~Xp(t) = ~Xp(t0)e
−cp(t−t0) +
∫ t
t0
e−cp(t−t
′)~ηp(t
′)dt′ p 6= 0 (2.43)
Multiplying both side of Eq.(2.43) by the fixed initial ~Xp(t0) and averaging over ~ηp in
Eq.(2.41), we can easily read off the autocorrelation function for each mode:
〈 ~Xp(t) · ~Xp(t0)〉 = ~X2p (t0)e−cp(t−t0) (2.44)
The pth mode relaxes exponentially with the characteristic time scale:
τp =
1
cp
=
[
4 sin2
(
ppi
2(N + 1)
)]−1
. (2.45)
For modes with p N , this relaxation time can be approximated as:
τp ≈ 1
p2
(
N
pi
)2
. (2.46)
The longest relaxation time is called the Rouse time:
τR :=
N2
pi2
(2.47)
which defines the relaxation timescale of the polymer chain as a whole.
2.2.2 Continuous chain
To solve the continuous model of the Rouse chain, the Rouse matrix Aˆ is replaced by the
Laplace operator ∂2/∂n2 with appropriate boundary conditions. The eigenfunctions of
this operator gives a complete orthonormal system. For a free chain, these eigenfunctions
are φp(n) ∝ cos (ppin/N) with p = 0, · · · ,∞, whereas for a ring polymer grafted at ~r = ~0,
the eigenfunctions are ∝ sin (ppin/N) with p = 1, · · · ,∞.
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So for a free chain we can write:
~R(n, t) = ~X0(t) + 2
∞∑
p=1
~Xp(t) cos
(ppin
N
)
. (2.48)
The inhomogeneity ~f(n, t) can also be expanded in the same way:
~f(n, t) = ~η0(t) + 2
∞∑
p=1
~ηp(t) cos
(ppin
N
)
(2.49)
Substituting this equation into the evolution equation, and making use of the orthonor-
mality of φps, the partial differential equation is converted to an infinite set of ordinary
differential equations for the modes:
∂t ~X0(t) = ~η0(t) (2.50)
∂t ~Xp(t) = −k2p ~Xp + ~ηp(t) (2.51)
with kp =
ppi
N . Solving these relations yields:
~X0(t) =
∫ t
0
~η0(t
′)dt′ + ~X0(0) (2.52)
~Xp(t) = ~Xp(0) exp
[−k2pt]+ ∫ t
0
dt′ exp
[−k2p(t− t′)] ~ηp(t′) (2.53)
The properties of the noise modes,
〈~ηp(t)〉 = ~0 (2.54)
〈ηα,p(t)ηβ,q(t′)〉 = 1 + δp,0
N
δα,βδp,qδ(t− t′), (2.55)
can be obtained with the help of the inverse transformation
~Xp =
1
N
∫ N
0
~Rh(n, t) cos
(ppin
N
)
dn (2.56)
~ηp =
1
N
∫ N
0
~η(n, t) cos
(ppin
N
)
dn (2.57)
. (2.58)
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Alternatively the solution ~R(n, t) can be given using the Green’s functionG(n, t|n′, t′)[37]:
G(n, t|n′, t′) = 1
N
+
2
N
∞∑
p=1
cos
(ppin
N
)
cos
(
ppin′
N
)
exp
[
−
(ppi
N
)2
(t− t′)
]
, (2.59)
which obeys the von Neumann boundary condition. ~R(n, t) can be written in the form:
~R(n, t) =
∫ t
0
dt′
∫ N
0
dn′G(n, t|n′, t′)~f(n′, t′) +
∫ N
0
dn′G(n, t|n′, 0)~R(n, 0). (2.60)
2.3 Observables
2.3.1 Center of mass and end-to-end vector
The simplest observable to calculate is the position of the center of mass, which for the
discrete chain is closely connected to the dynamics of the zeroth mode:
~Rcom(t) =
1
N + 1
N∑
n=0
~Rn(t) =
1√
N + 1
~X0(t) (2.61)
Let us calculate the end-to-end vector defined as the vector connecting the base to the
tip of the polymer. The position of the tip and base monomers can be calculated from
Eq.(2.37). The end-to-end vector reads:
~Ree := ~RN − ~R0 =
√
2
N + 1
N∑
p=1
~Xp(t)
{
cos
[
ppi(2N + 1)
2(N + 1)
]
− cos
[
ppi
2(N + 1)
]}
. (2.62)
This equation can be simplified using cos(a− b)− cos(a+ b) = 2 sin(a) sin(b) as
~Ree(t) = −2
√
2
N + 1
N∑
p=odd
~Xp(t) cos
(
ppi
2(N + 1)
)
. (2.63)
The time correlation of the end-to-end vector can be calculated in terms of the time
correlation of the modes:
〈~Ree(t1) · ~Ree(t2)〉 = 8
N + 1
∑
p,q=odd
cos
(
ppi
2(N + 1)
)
cos
(
qpi
2(N + 1)
)
〈 ~Xp(t1) · ~Xq(t2)〉.
(2.64)
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The correlation of the modes can be obtained as:
〈 ~Xp(t1) · ~Xq(t2)〉
=
∫ t1
0
∫ t2
0
e−k
2
p(t1−t′)e−k
2
q(t2−t′′)〈~ηp(t′) · ~ηq(t′′)〉
=
3
N
δp,q
∫ t1
0
e−k
2
q(t2−t′′)e−k
2
p(t1−t′)
and therefore:
〈 ~Xp(t1) · ~Xq(t2)〉 = 3δp,q
N(k2p + k
2
q )
e−k
2
q(t2−t1). (2.65)
Consequently the end-to-end distance autocorrelation can be calculated as:
〈~Ree(t1) · ~Ree(t2)〉 = 24
N
∑
p=odd
e−k
2
p(t1−t2)
k2p
. (2.66)
For large t1 − t2 this series is dominated by:
〈~Ree(t1) · ~Ree(t2)〉 → 24N
pi2
e−(
pi
N )
2
(t1−t2). (2.67)
2.3.2 Segmental motion: short- and long- time Behavior
Let us consider the dynamics of single monomers on a free Rouse chain. Here we focus on
the mean squared displacement of the base point located at n = 0. We will discuss the
behaviour of this point for t τR (short time regime) and t τR (long time regime).
We can express the dynamics of each of the monomers in terms of the Green’s function.
Therefore we first approximate the limiting behaviour of the Green’s function and then
use this approximated Green’s function in our calculations.
1. t  τR: To approximate the Green’s function of Eq.(2.59) for the short time
regimes, we can use the following form of this Green’s function, which can be
obtained by the method of images[37]:
G(n, t|n′, t′) = 1
2
√
pi(t− t′)
+∞∑
p=−∞
{
exp
[
−(n− n
′ + 2pN)2
4(t− t′)
]
+ exp
[
−(n+ n
′ + 2pN)2
4(t− t′)
]}
.
(2.68)
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This form is particularly convenient for short time approximations. It is easily
read off that for large N , the short time regime is dominated by the p = 0 term,
G(n, t|n′, t′)→ 1
2
√
pi(t− t′)
{
exp
[
−(n− n
′)2
4(t− t′)
]
+ exp
[
−(n+ n
′)2
4(t− t′)
]}
. (2.69)
We note that this result could also be obtained from Eq.(2.59) by converting
the infinite sum over p to an integral over a continuous variable p. Note that
the approximated Green’s function does not obey the von Neumann boundary
conditions at n = N :
∂n|n=NG(n, t|n′, t′) = −
(N + n′) exp
[
− (N+n′)24(t−t′)
]
+ (N − n′) exp
[
− (N−n′)24(t−t′)
]
4
√
pi(t− t′)3
(2.70)
However, the misfit at n = N typically (i.e. for n′ a finite fraction of N) decays
as (t− t′)3/2 exp[−N2/4(t− t′)].
Now using this Green’s function we can easily calculate 〈~R2(n, t)〉. For simplicity
we consider n = 0, which we will use in later discussions:
~R(0, t) =
∫ t
t0
dt′
∫ N
0
dn′G(0, t|n′, t′)~f(n′, t′) +
∫
n′
dn′ ~R(n′, t0)G(n, t|n′, t0).
(2.71)
Here we have dropped the term which originated from initial condition which has
decayed on the intermediate time scale considered here. Consequently:
〈R2(0, t)〉 →
∫ t
t0
dt′1
∫ t
t0
dt′2
∫ N
0
dn′1
∫ N
0
dn′2
6δ(n′1 − n′2)δ(t′1 − t′2)√
pi(t− t′1)
√
pi(t− t′2)
e
− n
′2
1
4(t−t′1) e
− n
′2
2
4(t−t′2)
We can now perform the integrals over the variables t′2 and n′2 which yields:
〈~R2(0, t)〉 → 6
∫ t
t0
dt′1
∫ N
0
dn′1
e
− n
′2
1
2(t−t′1)
pi(t− t′1)
Integration over n′1 results in:
〈~R2(0, t)〉 → 3
∫ t
t0
erf
(
N√
2(t−t′1)
)
√
2pi(t− t′1)
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Note, that we are in the short time regime, i.e. t N2. Therefore we can use the
asymptotic expansion of the error function which is:
erf(x)→ 1− e
−x2
x
√
pi
+O(e
−x2
x2
) (2.72)
and eventually we obtain:
〈R2(0, t)〉 → 3
√
(t− t0)
2
. (2.73)
The monomer thus moves sub-diffusively over a period of time, which grows with
chain length. This derivation is easily generalized to any other monomers in the
chain.
2. t  τR For times much larger than the Rouse time, all modes with p > 0 have
relaxed to zero. In this time regime, we can thus approximate the Green’s function
Eq.(2.59) as:
G(n, t|n′, t′)→ 1
N
(2.74)
Now the mean squared displacement of the base monomer (and also any other
monomer) becomes:
〈R2(0, t)〉 →
∫ t
t0
dt′1
∫ t
t0
dt′2
∫ N
0
dn′1
∫ N
0
dn′2
6
N2
δ(t′1 − t′2)δ(n′1 − n′2) =
6t
N
Thus the motion of a monomer crosses over from subdiffusive behaviour to diffusive
behaviour with increasing time.
2.3.3 Tension dynamics
In a discrete chain the force exerted on the nth monomer by the (n − 1)th monomer is
given by:
−~bn(t) = −~Rn(t) + ~Rn−1(t) (2.75)
Here we have used the dimensionless variables introduced in Section 2.1.3. Correspond-
ingly, in the continuous chain, the line tension is related to the bond vectors as:
−~b(n, t) = −∂n ~R(n, t). (2.76)
21
All the monomer positions ~Rn can be reconstructed from the bond variables ~bn and the
center-of-mass position ~Rcom. To see this we start from:
~R(n, t) = ~R(0, t) +
n∑
i=1
~b(i, t) (2.77)
and insert into ~Rcom = (1/N + 1)
∑
n
~Rn. This leads to:
~R(0, t) = ~Rcom −
N∑
n=1
(1− n
N + 1
)~b(n, t). (2.78)
In the continuous version the sum becomes an integral R(0, t) = Rcom −
∫ N
0 (1 −
n
N )b(n
′, t)dn′ and therefore:
~R(n, t) =
∫ n
0
~b(n′, t)dn′ −
∫ N
0
(1− n
′
N
)~b(n′, t)dn′ + ~Rcom. (2.79)
The dynamics of the fixed-length polymer chain may alternatively be described in terms
of the bond vectors. According to Eq.(2.76), we obtain the evolution equation for the
bonds by differentiating both sides of Eq.(2.29) with respect to n:
∂t~b(n, t) = ∂
2
n
~b+ ∂n ~f. (2.80)
For a free chain the von Neumann boundary conditions for ~R change to Dirichlet type
for bond vectors. Such a transformation of a boundary condition of von Neumann to
Dirichlet can be extremely helpful in analyzing growing chains.
Note that the regulatity properties of ~b are weaker than those of ~R due to the derivative
of spatial white noise driving the system. However, this causes no problem as can be
seen by representing the solution to Eq.(2.80) in terms of Green’s functions GD obeying
homogeneous Dirichlet boundary conditions:
~b(n, t) =
∫ N
0
~b(n′, 0)GD(n, n′, t)dn′ +
∫ t
0
∫ N
0
GD(n, n
′, t− t′)∂n′ ~f(n′, t′)dn′dt′. (2.81)
The derivative of the noise can be transferred to the Green’s function using partial
integration. This yields:
~b(n, t) =
∫ t
0
∫ N
0
∂n′
[
GD(n, t|n′, t′)~f(n′, t′)
]
−
∫ t
0
∫ N
0
~f(n′, t′)∂n′GD(n, t|n′, t′)dn′dt′
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The first term on the right hand side vanishes due to the boundary condition for GD
and thus:
~b(n, t) = −
∫ t
0
∫ N
0
~f(n′, t′)∂n′GD(n, t|n′, t′)dn′dt′. (2.82)
To solve the dynamical equation for ~b, we have to compute the derivative of the Green’s
function with respect to n′:
∂n′GD(n, t|n′, t′) = 2
N
∞∑
p=1
kp sin(kpn) cos(kpn
′) exp
[−k2p(t− t′)] . (2.83)
Let us illustrate how to use Eq.(2.82) to calculate statistical properties of the conforma-
tion. The end-to-end vector is particularly easy to express via bonds in the form:
Ree(t) =
∫ N
0
b(n, t)dn
=
2
N
∞∑
p=1
[(−1)p − 1]
∫ N
0
dn′ cos(kpn′)
∫ t
0
exp
[−k2p(t− t′)] ~f(n′, t′)dt′ (2.84)
and this leads to the end-to-end vector autocorrelation:
〈Ree(t).Ree(t0)〉 = 4
N2
∞∑
p,p′=1
[(−1)p − 1][(−1)p′ − 1]
∫ n′,m′=N
n′,m′=0
dn′dm′ cos(kpn′) cos(kp′m′)
×
∫ t′=t
t′=0
∫ t′1=t0
t′1=0
exp
[−k2p(t− t′)] exp [−k2p′(t0 − t′1)] 〈~f(n′, t′) · ~f(m′, t′1)〉dt′dt′1.
Hence if we suppose 0 < t0 < t we can first perform the integration over t
′ and then
over t′1:
〈Ree(t).Ree(t0)〉 = 4
N2
∞∑
p,p′=1
[(−1)p − 1][(−1)p′ − 1]
× 6N
2
δp,p′
∫ t′1=t0
t′1=0
exp
[−k2p(t− t′1)] exp [−k2p′(t0 − t′1)]dt′1.
Performing the sum over p′ leads to:
〈Ree(t).Ree(t0)〉 = 16
N2
∞∑
p=odd
6
N
2
exp
[−k2p(t+ t0)] ∫ t′1=t0
t′1=0
exp
[
2k2pt
′
1
]
dt′1
≈ 24N
pi2
exp
[−k2p(t− t0)]
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which exactly reproduces the result of Eq.(2.67). Finally, let us stress that all discussions
and results of this section are restricted to chains of fixed length N . In the next section,
we continue our discussion with a description of the dynamics of chemical reactions,
which change the chain length.
2.4 Polymerization reactions
2.4.1 Markov model of chemical reactions
We start from the Markovian description of chemical reactions. Let us consider a well-
stirred mixture of K molecular species inside a reaction chamber of a fixed volume.
These species may take part in M different kinds of chemical reactions R1,R2, · · · ,RM .
In a single reaction Rµ the population of the reactants Z = {Z1, Z2, · · · , ZK} change
according to:
Rµ : Zi → Zi + vi,µ. (2.85)
Here vi,µ is the i
th component of the vector Vµ. This vector represents the change in
the population of the species due to the reaction Rµ. Note that each reaction appears
stochastically with the rate aµ(Z) (also called ”propensity”). The probability P (Z, t)
can be determined from the Master equation:
P˙ (Z, t) =
M∑
µ=1
[aµ(Z − Vµ)P (Z − Vµ, t)− aµ(Z)P (Z, t)], (2.86)
and the initial condition P (Z, 0) = P0(Z). On the well-stirred conditions the rates aµ
can be written in the form:
aµ(Z) = γµhµ(Z) (2.87)
where γµ is the rate constant of the reaction Rµ and hµ is the number of distinct
combinations of the educts of Rµ per volume. For instance, in a bimolecular reaction
S1 + S2 −−→ S3, there are Z1 ·Z2 combinations of the reactants S1 and S2 which are all
equally probable under well-stirred conditions. From the chemical Master equation we
obtain ordinary differential equations for the average concentrations 〈Z〉/V , called the
rate equations. Note that the rate equations are in general not a closed set of equations
to determine the 〈Z〉 with the important exception of propensities linear in Z.
From the Markovian description of chemical reactions we can find the distribution of
waiting times. By definition, pw(τ, µ|Z, t) is the probability that the next chemical
reaction is an Rµ reaction and will occur at time t + τ 1. The total rate, that an
1In fact, in the infinitesimal time interval [t+ τ, t+ τ + dτ)
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interaction happens is Γ :=
∑
µ aµ. Therefore the probability that in a short time
interval dτ no interaction occurs is 1 − Γdτ . Thus, if one splits the interval (t, t + τ)
into many sub-intervals with length dτ , then in the limit dτ → 0 the probability of no
reaction can be written as ∝ e−Γτ . Thus pw becomes:
pw(τ, µ|Z, t) = aµ(Z) exp (−Γτ) . (2.88)
2.4.2 Chain growth reactions
Let us now consider the special case of reversible chain-growth polymerization reactions
for which monomers can bind or unbind (one by one) to an active end of the chain
which we will choose as the tip further on. We will assume here that the other end of
the polymer is blocked, i.e. it can neither bind nor loose monomers. We restrict our
discussions to this simple case, although many of our results can also be generalised to
two active ends.
To describe the dynamics of such a process, we first have to specify the reacting species
in the system. A living polymerization requires just two different species:
1. Mc: Monomers, which make up the chain.
2. Mf : Free Monomers which are not attached to the polymer.
As mentioned in the previous section, we represent the chemical state of this system as
the number of the molecules of these species:
Z :=
[
Zc
Zf
]
. (2.89)
For a reversible chain-growth polymerization, there are two kinds of chemical reactions
in the system:
1. Polymerization:
Mf
γp−−→ Mc (2.90)
Note that this chemical notation is incomplete because it leaves out the polymer.
The rate γp depends on the functionality of the chain bound species. For our
purposes, we assume that the Mc are bi-functional, but that the base (n = 0)
monomer (resulting from the starting process of polymerization) is capped and
inactive. Thus the chain changes its length only at the tip.
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Therefore, according to Eq.(2.87):
hp = ρf , (2.91)
where ρf = Zf/V is the concentration of free monomers in the system. Note that
here we assumed that there is only one chain (and consequently one reactive tip)
in the system. In this case we define the stochastic chain length as:
Nˆ := Zc. (2.92)
As will be seen, in building our model for polymerizing chains the fixed length N
of a Rouse chain introduced in Section 2.1 is substituted by this stochastic length
Nˆ . The propensity of such a reaction, according to Eq.(2.87) is thus:
ap = γpρf . (2.93)
As the polymer changes its conformation in space, the tip will move around and
may leave the well-stirred compartment V , entering other compartments with dif-
ferent free monomer concentrations. This is a possible coupling between confor-
mational and chemical dynamics, which is absent if the whole volume, visited by
the polymer always remains well-stirred.
In each reaction, the numbers of free and bound monomers change by 1, so
Vp :=
[
+1
−1
]
. (2.94)
2. Depolymerization:
Mc
γd−−→ Mf (2.95)
Here we have used the index d for the depolymerization process. This is assumed
to be a mono-molecular and for such a reaction the propensity reads:
ad = γd (2.96)
The jump vector of this reaction reads:
Vd :=
[
−1
+1
]
. (2.97)
We consider the relative fluctuations in the number of free monomers due to the poly-
merization/depolymerization processes as negligible, i.e. we always replace ρf by 〈ρf 〉,
if the system is in contact with a reservoir of free monomers. This seems to be a realistic
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assumption, especially in cases where only a small number of initiated polymers (like
here) are introduced. Such a situation happens for instance in a typical polymerization
of actin filaments, where the number of G-actins in a 10 − 50 micromolar environment
is about 1017 particles per litre, while the fluctuations due to the reversible polymer-
ization is about 10 monomers per second. In many situations, the concentration of
free monomers is controlled by some external mechanism, which either keeps it fixed or
imposes an explicit time dependence ρf (t).
Given the time-dependent deterministic concentration ρf (t), the evolution of the popu-
lation of the chain length can be determined by the Master equation:
P˙ (N, t) = ap(t)P (N − 1, t) + adP (N + 1, t)− (ap(t) + ad)P (N, t). (2.98)
The first moment of Nˆ can be obtained by multiplying both sides of the Master equation
(2.98) by N and sum over N :
d〈Nˆ〉
dt
= ap(t)
∞∑
N=1
NP (N − 1, t) + ad
∞∑
N=1
NP (N + 1, t)− (ap(t) + ad)
∞∑
N=1
NP (N, t).
which results in the rate equation for the chain length:
d〈Nˆ〉
dt
= ap − ad. (2.99)
This equation can simply be solved as 〈Nˆ〉 = ∫ tt0 [ap(t′)− ad]dt′.
To estimate the relative fluctuations in the polymer length we need to calculate the
second moment of Nˆ by multiplying both sides of Eq.(2.98) by N2:
d〈Nˆ2〉
dt
= ap(t)
∞∑
N=1
N2P (N − 1, t) + ad
∞∑
N=1
N2P (N + 1, t)− (ap(t) + ad)
∞∑
N=1
N2P (N, t).
Reindexing the summation appropriately yields:
〈Nˆ2〉 − 〈Nˆ〉2 =
∫ t
t0
[ap(t
′) + ad]dt′.
The relative fluctuations can thus be estimated as:
〈Nˆ2〉 − 〈Nˆ〉2
〈Nˆ〉2 =
∫
[ap(t) + ad]dt(∫
[ap(t)− ad]dt
)2 .
In this equation if we neglect ad compared to ap –which is justified when a large con-
centration of free monomers is provided– we can approximate the relative fluctuations
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as:
〈Nˆ2〉 − 〈Nˆ〉2
〈Nˆ〉2 ≈
1
(t− t0)γpρ¯f (t) (2.100)
where ρ¯f (t) is introduced as the time average of the concentration of the free monomers
during t0 and t. For a power-law propensity ap(t) ∼ tα−1 we have
〈Nˆ2〉 − 〈Nˆ〉2
〈Nˆ〉2 ∼ t
−α
. Therefore for α > 0, this relative fluctuations decreases in time and thus in the
asymptotically long time the chemical noise can be neglected (see Section 2.5.4).
To simulate the reactions we will use the waiting time probability pw(τ, µ|t), where
µ ∈ {p, d}. Note that to keep the notation simple we dropped the dependence of the
waiting time on Zf . In the following, we will derive the waiting time distribution for
the case, where the propensities are explicitly time dependent. To calculate the waiting
time distribution we first partition the time interval [t, t + τ) into small time intervals
with length ∆t. According to the definition of propensity, the probability that neither a
polymerization nor depolymerization reaction happens between the small interval [ti, ti+
∆t) is 1−(ap(t)+ad)∆t. The probability that no reaction takes place within the interval
[t, t+ τ) is thus the joint probability of such events:
p˜ =
∏
i
[1− (ap(ti) + ad(ti))∆t] ≈
∏
i
e−[ap(ti)+ad(ti)]∆t = e−
∑
i[ap(ti)+ad(ti)]∆t
and thus for the limit ∆t → 0 we have p˜ = e−
∫ t+τ
t [ap(t
′)+ad]dt′ . The waiting time
probability is the joint probability of no reaction during [t, t + τ) and reacting during
[t+ τ, t+ τ + dτ). Therefore:
pw(τ, µ|t) = aµ(t+ τ)e−
∫ t+τ
t [ap(t
′)+ad]dt′ (2.101)
Now we are ready to establish our model of dynamical behaviour of a growing polymer
chain by combining the two aspects of the dynamics: 1) the conformational dynamics
of the polymer, which we described by the Rouse model (see Section 2.1 ) and 2) the
dynamics of the chain length Nˆ , which is described by the stochastic model introduced
in this section.
28
2.5 Model of conformational dynamics of a living Rouse
chain
2.5.1 Couplings between chemical and conformational dynamics
To introduce our model for growing chains (both in discrete and continuum versions) let
us first discuss possible couplings between conformational and chemical dynamics. In
particular, we distinguish between:
• Dependence of polymer conformation on chemical reaction: In Section
2.1, we discussed the dependence of the conformational dynamics of the polymer
on its length. This length-dependence is an obvious and unavoidable coupling
between chemical reactions and conformational dynamics and is the main topic
of this thesis. In the literature the chemical processes and the conformational
dynamics are both well-studied, but usually kept separate. This may be justified if
the time-scales of the two processes differ vastly. But in many important situations
this is not the case. For instance, in a typical polymerization of polystyrene where
the relaxation time of the chain containing ∼ 104 monomers varies in a range
between (1 − 10) × 10−3 seconds[38], new monomers are added to the chain with
a rate of ∼ 103 monomers per second[17–19]. As another example, actin filaments
in living cells which relax on a time scale of about 10 seconds, grow with a rate of
50− 500 monomers per second. In cellular environments, monomers or regulators
of reactions are provided in limited amount and degrade or diffuse away from
the reaction volume and may lead to decreasing reaction rates[20, 22–25]. We
are interested in new phenomena, which originate from this coupling. In the
theoretical analysis the coupling is accomplished by updating the dimension of the
Rouse matrix (in the discrete model) or by introducing a time varying boundary
0 < n < Nˆ(t) in the continuum version of the Rouse model.
• Dependence of chemical reactions on polymer conformation: A possible
coupling between the polymer length Nˆ and the conformational dynamics of the
chain has been mentioned in Section 2.4: In a chain-growth polymerization, the
active center is considered to be at the tip of the polymer namely ~Rtip(t). If the
polymerization is taking place in an inhomogeneous concentration field ρf (r, t),
the propensity ap depends upon the dynamics of the tip position.
Note that the latter coupling always appears in combination with the former type of
coupling, and the combination of both will lead to significantly more complex situations
and require a much more involved theoretical analysis. Therefore, as a first step, this
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thesis concentrates on the first coupling, which is universally present. This requires the
free monomer concentration to be homogeneous and externally controlled.
2.5.2 Living Rouse chain: discrete model
Let us number the times of reactions as ti, i = 1, 2, · · · . For times in between two
reactions, ti < t < ti+1 the discrete chain evolves as a Rouse chain of length Ni =
Nˆ(t+i ), where t
+
i refers to the time immediately after the i-th reaction. This part of
the process is Markovian and is completely characterized by the transition probability,
PRouse(RNi , t|RNi , ti) which we will calculate explicitly. The dynamics of the chain
length Nˆ(t) is a simple point process with jumps ±1 appearing at the reaction times
ti. Polymerization reactions are described as compound point processes, which not
only change Nˆ → Nˆ ± 1, but also change the position of the reacting tip. They are
characterized by the rates ap(t) and ad(t) of their occurrence and by the probability
distributions of the changes of the tip position Pµ.
For a polymerization reaction, within the infinitesimal interval [ti, t
+
i ), a new bead at
position ~Rnew is added to the tip of the polymer. We consider this process to happen so
fast, compared to the dynamics of the whole chain, that the adiabatic approximation is
valid. Therefore a new bond ~bnew := ~Rnew − ~Rtip with the equilibrium statistics will be
added to the tip of the chain placed at ~Rtip. The Gaussian probability Pb
(
~Rnew − ~Rtip
)
of this bond can be characterized by its first and second moments:
〈~bnew〉 = 0 (2.102)
〈~b2new〉 = 1 (2.103)
where the average is over Pb. Alternatively we can add the new bond with length
bnew = 0. Then it will equilibrate on the microscopic timescale τ1 given in Eq.(2.45) and
for timescales longer than τ1 the tip will perform random steps of equilibrium length b.
For a depolymerization reaction, within the interval [ti, t
+
i ) an existing bond at the tip
of the polymer dissociates from the chain.
The coupling between conformational changes and chemical reactions can thus be given
by the probability densities Pµ( ~RNi(t
+
i )| ~RNi−1(ti)) with:
Pµ =
Pb
(
~RNi(t
+
i )− ~RNi−1(ti)
)
δNi−1
(
~R′Ni(t
+
i )− ~RNi−1(ti)
)
µ = +1
δNˆ(t
+
i )
(
~RNi(t
+
i )− ~R′Ni−1(ti)
)
µ = −1
(2.104)
30
where we introduced ~R′ as the conformation of the chain, except the tip point. These
probability densities will be used in Section 3.1 where we present our algorithm to
simulate the discrete model.
A realisation of the complete process is made up of a ”chemical path” and a ”conforma-
tional path”. Important quantities specifying the chemical path are given in Table 2.1
and the complete process is visualized in Figure 2.2.
Path Specification Description
M(t) path length: the total number of chemical reactions until time t
{τi}i=0···M−1 waiting times: the time between two chemical reactions
{ti}i=0···M reaction times: the moments at which chemical reactions take place
{µi}i=0···M−1 reactions: the type of chemical reaction.
µi = +1 : polymerization, µi = −1 : depolymerization
Nˆ(t) length of the polymer at t:
∑M−1
i=0 µi
Table 2.1: Important quantities corresponding to a chemical path.
In Section 3.1 we present our algorithm to simulate the discrete model.
2.5.3 Living Rouse chain: continuous model
To address the problem of growing chains analytically, we use the continuous version
of the Rouse model. In the discrete version due to the addition of new monomers
during the polymerization process, the number of coupled stochastic equations for beads
is constantly growing and therefore the standard approach presented in Section2.2 is
no longer applicable. For our analytical purposes, we take advantage of the model in
continuum limit.
To set up the corresponding model for growing chains in the continuum limit, we have to
couple the conformational dynamics, given in Eq.(2.29) to the chemical dynamics, which
enters at the reacting boundary ~R(Nˆ(t), t). In particular this means that the domain
0 < n < Nˆ(t) is changing with time, which turns the fixed-length Rouse dynamics into
a moving boundary value problem.
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Figure 2.2: One realization of a chemical path with
∑
i µi = Nˆ(t) and the
conformational evolution of a Rouse chain, under such a path: During (ti, ti+1], the
chain evolves according to the Rouse dynamcis. In the infinitesimal time interval
[ti+1, t
+
i+1), a new segment (is shown in grey) is added to the tip of the chain. Again
from t+i+1 to ti+2 the chain evolves as a Rouse chain. In the infinitesimal time interval
[ti+2, t
+
i+2), an existing segment dissociates from the tip of the polymer. These steps
continue until a trajectory of the chain with a final length Nˆ(t) is completed.
Moving boundary problems are very widespread in various processes: solidification of
metals and alloys[39], melting of polymers[40] and heat conduction in a block of ice
during freezing/melting[41] are only a few examples, where moving boundary problems
are arising. Despite the practical importance of moving boundary problems, only a few
special cases have ever been solved exactly[42]. The majority of them can merely be
treated numerically. As an additional complication, in our case the movement of the
boundary may be stochastic.
Let us now consider the boundary conditions appropriate for a continuously growing
chain. we have to include the newly added bonds described in the discrete version.
There we have introduced two variants of the growth step, which can be transferred to
the continuum limit. On the one hand growth steps with equilibrium length lead to a
random walk of the tip, which could be modeled as a Langevin equation of the form
∂N ~Rtip = ~fg
and this could be taken as a boundary condition, leading to fluctuating tensions at the
tip. On the other hand, inserting new monomers with bnew = 0 leads to a homogeneous
von Neumann boundary condition. Here we chose the second option. In fact, it turns out
that the tip still performs a random walk because an added length element dN , inserted
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at the position of the tip, equilibrates on microscopic time scales, thereby leading to a
random step of length b (Kuhn length) in space.
Another simplification that we may apply during this thesis is to neglect the chemical
noise and consider that the chain length evolves deterministically in time. As mentioned
in Section 2.4, there are situations where the relative fluctuations of the chain length
due to the stochastic chemical reactions can be neglected. Thus, in the course of this
thesis, we replace the stochastic length Nˆ by the deterministic value N = 〈Nˆ(t)〉.
We further assume that the polymerization is irreversible. In other words, we consider
the case, that once a monomer binds to the tip, it stays there and no depolymerization
reaction occurs.
In summary, our simplified model of a continuous and growing Rouse chain is defined
by the evolution equation:
∂t ~R(n, t) = ∂
2
n
~R(n, t) + ~f(n, t) (2.105)
on the time-dependent domain
0 ≤ n ≤ N(t) (2.106)
where N(t) is a monotonically increasing function of time. The partial stochastic differ-
ential equation given in Eq.(2.105) has to be supplemented by some boundary conditions.
For instance, for a free chain:
∂n ~R|n=0 = 0 (2.107)
∂n ~R|n=N(t) = 0. (2.108)
Alternatively, we may study the dynamics of bond variables (or tension) by setting up
the evolution equation as:
∂t~b(n, t) = ∂
2
n
~b(n, t) + ∂n ~f(n, t) (2.109)
For the bond dynamics the boundary conditions corresponding to Eqs.(2.107) and (2.108)
are
~b(0, t) = 0 (2.110)
~b(N(t), t) = 0 (2.111)
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2.5.4 Non-stationary growth
Throughout this thesis, we restrict our discussions to pure power-law for the propensity
function, i.e. ap(t) ∼ tα−1 with α > 1. As mentioned in Section 2.4.2, in this case the
relative fluctuations of the chain length decrease in time and therefore the chain length
growth deterministically without bond as the power-law:
N(t) = γtα. (2.112)
Diffusion of microscopic particles in crowded intracellular environments is often observed
to be sub-diffusive[43] and sometimes super-diffusive[44]. One can thus imagine such
anomalous transport mechanism for monomers and activators involving in polymeriza-
tion processes. In these situations, the concentration of free monomers are typically
decreasing as a function bounded by power-laws. Figure 2.3 demonstrates schematically
a situation, when monomers or other rate limiting species – for instance initiators – are
transported by one dimensional diffusion along fibres and therefore the concentration
of initiated monomers (which are capable of binding to the polymer) scales like t−1/2.
Thus the chain length scales as N ∼ t1/2. On the other hand, if there is an abundance
of monomers, the polymer may grow with constant velocity, i.e. N ∼ t[45, 46].
Figure 2.3: The growth law N(t) = γt0.5. In cellular environments, this situation
can be imagined when the rate limiting species are diffusing in one dimension along
fibers, and therefore their concentration scales as ρ ∼ t−0.5.
In Eq.(2.112) the constant γ adds a new timescale to the problem, but we can get rid
of it by an appropriate rescaling. Let us rescale the chemical space n, time t and the
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dynamical variable ~R by the following factors:
n˜ := γ
1
2α−1n, (2.113)
t˜ := γ
2
2α−1 t, (2.114)
R˜ := γ
1
4α−2R (2.115)
If we substitute n˜ and t˜ in the dynamical equation for the conformation of the polymer
in Eq.(2.105), we end up:
∂t˜
~˜R = ∂2n˜
~˜R+
~˜
f(n˜, t˜) (2.116)
where:
〈 ~˜f(n˜, t˜)〉 = 0 (2.117)
〈f˜α(n˜, t˜)f˜β(n˜′, t˜′)〉 = 2δα,βδ(n˜− n˜′)δ(t˜− t˜′) (2.118)
and:
0 ≤ n˜ ≤ t˜α (2.119)
which shows that the dimensionless parameter γ is completely scaled out from the prob-
lem.
2.6 Roadmap
Now that the model for the conformational dynamics of the living polymer is set up,
in the rest of this thesis we will consider various experimentally relevant scenarios and
study the impact of the non-stationary growth on the conformational dynamics of living
Rouse chains.
Chapter 3 is a collection of numerical and analytical tools we need to study the growing
Rouse chain. We will argue, that explicit time integration schemes are not applicable
in the simulation of growing polymers with decreasing polymerization rates. We will
present our event-driven algorithm which turns out to be much more efficient. This
algorithm is based on exactly solvability of the Rouse model between two polymerization
events. Parallel to the numerical approach, we will introduce various analytical methods
to solve the evolution equation of the growing chain, which –as discussed in Section 2.5.3–
is classified as a moving boundary problem.
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Chapter 4 is devoted to the dynamics of a free growing chain. The analytical approach
allows us to distinguish different non-stationary growth regimes with qualitatively dif-
ferent conformational behaviour of the polymer. The analytical results will be then
compared to the computer simulation.
Throughout Chapter 5 we will study a growing chain dragged from one end via a fixed
force. In particular, we will demonstrate both analytically and numerically, that the
distribution of the tension along the chain exhibits transition by passing from one poly-
merization regime to another. We will argue that this dynamical transition is a conse-
quence of the racing duel between two dynamics: the polymerization reaction and the
conformational change of the polymer.
Finally in Chapter 6, we analyse the dynamics of a growing Rouse chain under a steady
shear flow. Various rheological observables will be worked out analytically. Interestingly,
it will be shown that the response of the growing chain to the steady shear flow is time
dependent. The results obtained from the computer simulation reveals the existence of
rheological transition by going from the slow to the fast polymerisation regime.
Chapter 3
Methods
In this chapter we introduce inportant methods, which we have used to analyse the model
of conformational dynamics of a living Rouse chain. We will first explain our simula-
tion algorithm for living chains in detail and afterwards briefly sketch the collection of
analytical methods used in the following.
3.1 Simulation algorithm
In the previous chapter we have introduced our model, which describes the evolution of
a polymer undergoing (ir)reversible polymerization. Based on this model, in this section
we introduce an algorithm that simulates the conformation and the chemical reactions
of such a polymerizing chain in time. As we mentioned above, the way that we described
the chemical evolution of the chain is well suited for a numerical analysis using Monte
Carlo techniques.
To generate a chemical path, one has to draw random waiting times τi and random chem-
ical reaction after this waiting time µi from the waiting time distribution pw(τi, µi|ti−1).
After constructing such a path, we need to generate conformations according to prob-
abilities PRouse and Pµ in order to generate a full trajectory of a polymerizing chain.
Here is a scetch of the algorithm that generates such trajectories:
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Algorithm I
s.1 Preparatory steps: Choose an initial conformation, simulation termination
criterion, etc..
s.2 Generate a random pair (τi, µi+1) from the waiting time distribution pw(τ, µ|ti).
s.3 Compute the next reaction time: ti+1 = ti + τi.
s.4 Generate a conformation ~RNi(ti+1) just before the chemical reaction µi+1,
given the conformation ~RNi(t
+
i ).
s.5 Compute observables, e.g. the end-to-end distance, the center of mass, etc..
s.6 Generate the conformation ~RNi+1(t
+
i+1) just after chemical reaction µi+1.
The Algorithm I generates trajectories of a polymerizing chain on the time intervals
(ti, ti+1) where the length of the chain is fixed, and on the reaction intervals [ti+1, t
+
i+1),
which we assumed to be so small that the reaction µi+1 happens instantaneously at ti+1.
3.1.1 Description of Algorithm I
Here we describe Algorithm I in more details:
• s.1 Preparatory steps:
– Random number generator: We assume that we already have a routine that
generates random numbers from standard normal distribution N (0, 1), i.e.
with a vanishing mean and unit standard deviation
– Initial conditions: The initial chain length N0 and initial conformation ~RN0
have to be specified. We started all simulation from a double with 2 beads and
the bond vector chosen from the equilibrium distribution given in Eq.(2.2).
– Termination condition: One has to specify the maximum number of chemical
steps M . The simulation is terminated as soon as M chemical reactions have
been performed. In deterministic irreversible chemical reactions, M is equal
the maximum chain length Nmax. We terminated the simulations as soon as
the chain length reached Nmax = 10000 beads.
– Maximum number of trajectories: To compute observables a large number
of trajectories (we chose 1000 trajectories) have to be simulated and the
arithmetic mean is computed.
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• s.2 By the so called conditioning procedure[47] we split the joint probability of
(τ, µ) as pw(τ, µ|t) = p1(τ |t) · p2(µ|τ, t), where p1 is the probability, that being
at time t, the next chemical reaction (no matter what kind of reaction), happens
within [t+ τ, t+ τ + dτ). We can obtain this probability as:
p1(τ |t) = pw(τ, µ = +1|t) + pw(τ, µ = −1|t) = a(t+ τ)e−
∫ t+τ
t a(t
′)dt′ (3.1)
where we defined: a(t) := ap(t) + ad(t). The probability of the next chemical
reaction µ, given the waiting time for this reaction τ reads:
p2(µ|τ, t) = pw(τ, µ|t)
p1(τ |t) =
aµ
a
(3.2)
Now, one can draw (τi, µi+1) at ti by first drawing a waiting time from p1(τ |ti)
and then drawing the type of the next chemical reaction µi from distribution
p2(µ|τi, ti).
• s.4 The seemingly simplest way to simulate the polymer chain within the non-
reacting intervals (ti, ti+1) is to use the Euler-Maruyama method[48]. Assuming
that t, t + δ ∈ (ti, ti+1), for a sufficiently small δ one can convert the Langevin
differential equation in Eq.(2.28) to a difference equation with a controlled error
[49]. For a free chain we can write:
~RNi(t+ δ) = −δAˆNi ~RNi(t) +
√
2δ ~f(t) (3.3)
with Aˆ as given in Eq.(2.13).
By iterating the Euler scheme in Eq.(3.3) τi/δ times, one can obtain the confor-
mation of the chain at ti+1, given the conformation at ti.
• s.6 Now that the conformation of the chain ~RNi(ti+1) just before the reaction
µi+1, is given, the conformation of the chain just after the reaction ~RNi+1(t
+
i+1)
can be obtained using the transition probability Pµ given in Eq.(2.104). The
implementation of this transition is as follows:
– Polymerization: if µi+1 = +1, draw ~bnew from the Gaussian probability dis-
tribution Pb(bnew) characterized by its first and second moments given in Eqs.
(2.102) and (2.103) respectively. Introduce a new position at ~RNi+1(t
+
i+1) ←
~RNi(ti+1) +
~bnew.
– Depolymerization: if µi+1 = −1, the existing bead at the tip is destroyed.
In our algorithm, we accomplish this task only by updating the chain length
Ni+1 ← Ni − 1.
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3.1.2 Problem with Euler schemes
For the deterministic power-law growth given in Eq.(2.112), the waiting time between
two reactions can be calculated as:
τi =
1
N˙(ti)
∼ t1−α (3.4)
Recall from s.4 that in the Euler scheme τi/δ steps are needed in order to simulate the
evolution of the chain within (ti, ti + τi). Therefore, according to Eq.(3.4) the number
of simulation steps scales as t1−α. Therefore, for α < 1 the waiting time grows without
bound. This is an obvious computational problem, because for fixed δ the number of
Euler steps required to simulate the chain between two reaction events increases without
bound, as time passes by. The Euler scheme is therefore not applicable in this case.
In the next section, we present an alternative algorithm to the conventional Euler
method, which does not encounter this problem. In fact, in our algorithm, the number
of simulation steps scales like the chemical length M (or equivalently with the chain
length N for deterministic irreversible growths), in contrast to the Euler method, where
the number of simulation steps scales as
∑
i τi.
3.1.3 More efficient algorithm for non-stationary growth
In this section, we introduce an alternative algorithm to the conventional Euler method,
in order to simulate the chain between two reaction events (ti, ti+1).
In our algorithm we will exploit the exact solvability of the Rouse model in order to
compute the chain conformation at ti+1, given the conformation of the chain at t
+
i .
Let us suppose that the conformation of the chain ~RNi(t
+
i ) is given. According to
Eq.(2.28), the Gaussian noise ~f(t) is the only source of randomness for ~R(t). In fact,
Eq.(2.28) is just a system of linear Langevin equations, which can be solved by expanding
~Rns into the eigenstates of the Rouse matrix. The corresponding modes ~Xp(t) thus
define N + 1 uncoupled Gaussian processes, which are completely characterized by their
first and second moments, namely 〈 ~Xp(t)〉 and 〈Xp,α(t)Xp,β〉 which can be calculated
analytically. In the following, we present our algorithm to simulate s.4.
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Algorithm II : s.4
s.4.1 Convert positions ~RNi into modes
~XNi using Fast Fourier transformation[50].
s.4.2 Compute the moments 〈 ~Xp(ti+1)〉 and 〈Xp,α(ti+1)Xp,β(ti+1)〉 with α, β the
Cartesian components and p = 0 · · ·Ni.
s.4.3 Draw a random mode ~XNi(ti+1) from the Gaussian probability distribution
characterized by the moments computed in the previous step.
s.4.4 Convert modes ~XNi(ti+1) into positions
~RNi(ti+1) using the inverse of the
transformation utilized in s.4.1.
As we see, using the procedure above the number of simulation steps now scales as
the number of the chemical events. No matter how large the time intervals between
successive events, we only need the 4 steps s.4.1-s.4.4 to obtain the conformation of the
chain at the end of a non-reacting interval (ti, ti+1). For a free chain, here is the detailed
description of these steps:
• s.4.1: The components of the mode ~X can be expressed as the inverse transfor-
mations utilized in Eqs.(2.37), and (2.38):
~Xp(ti) =
N∑
n=0
φn,p ~Rn(ti) (3.5)
~ηp(ti) =
N∑
n=0
φn,p ~fn(ti) (3.6)
where the elements of the matrix φn,t are given in Eq.(2.35). To implement the
Fast Fourier transformation the package FFTW [51].
• s.4.2: Given the Gaussian modes ~XNi(t+i ) and using Eqs.(2.42) and (2.43) the
first and second moments of the modes at ti+1 can be calculated exactly. We can
write:
〈X0(ti+1)〉 = X0(ti) (3.7)
〈X20 (ti+1)〉 = τi (3.8)
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and for p > 0
〈 ~Xp(ti+1)〉 = ~Xp(t+i )e−cpτi (3.9)
〈Xp,α(ti+1)X2p,β(ti+1)〉 = Xp,α(t+i )δα,βe−2cpτ(ti+1) +
1
cp
(
1− e−2cp(τi)
)
. (3.10)
with cp as given in Eq.(2.36). Note that the different Cartesian components of the
modes are not correlated.
• s.4.3: If we consider the Gaussian pseudo random number z drawn from N (0, 1),
Xp(ti+1) = 〈Xp(ti+1)〉+ z
√
〈X2p (ti+1)〉 − 〈Xp(ti+1)〉2, (3.11)
has a Gaussian distribution with the moments calculated in Eqs.(3.7) - (3.10).
• s.4.4: The drawn modes are now transformed back to the configurations ~RNi(ti+1),
using the Inverse Fast Fourier Transformation of step s.4.1. This is also available
in package FFTW.
For a free chain, the Cartesian components are not correlated. The method can be
generalized to chains in linear flows, like homogeneous shear flow, which induces corre-
lations between different cartesian components, but still allow for an exact solution of
the Langevin equations.
This procedure can be implemented to simulate flexible chains undergoing any kind
of chemical reactions. The only overhead of this algorithm is the book-keeping of ob-
servables on a fixed time grid, because in calculation of averages, one has to collect
observables computed at a specific time for all samples in order to calculate the arith-
metic mean. The conformations, however, are computed at the stochastic reaction times.
If we neglect the chemical noise and treat the evolution of N as a deterministic function
of time the interaction times ti are no longer stochastic and therefore this problem does
not arise. In this case we can control simultaneously the computation time of the simu-
lation and the number of polymerization events by specifying the maximal chain length
Nmax.
3.2 Collection of analytical tools
The conformational dynamics of a continuous living Rouse chain has been formulated as
a moving boundary value problem in Eqs.(2.105)-(2.108). We have already mentioned
that problems of this type are hard to analyse. Except for special cases described in
Sections 4.3 and 4.4, we did not succeed to find exact solutions. To make progress,
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we have used a bunch of combinations of transformations and perturbation methods,
which are best explained in detail, when they are applied. Here, we just sketch some
of the methods, which are used in several variants throughout many of the subsequent
arguments.
3.2.1 Green’s function for moving boundary problems
Formally, the solution to Eq.(2.105) can be expressed in terms of Green’s function
G(n, t|n′, t′)1 for a free living chain[37]:
~R(n, t) =
∫ N(t0)
0
dn′G(n, t|n′, t0)~R(n′, t0) +
∫ t
0
dt′
∫ N(t′)
0
dn′G(n, t|n′, t′)~f(n′, t′) (3.12)
where the Green’s function satisfies:
∂tG(n, t|n′, t′)− ∂2nG(n, t|n′, t′) = δ(n− n′)δ(t− t′) (3.13)
along with the boundary conditions of the problem. For instance, if the partial differen-
tial equation is supplemented by homogeneous boundary condition of the second kind
as given in Eqs.(2.107) and (2.108), then:
∂nG(n, t|n′, t′)|n=0 = 0 (3.14)
∂nG(N, t|n′, t′)|n=N = 0 (3.15)
3.2.2 Landau transformation
One way to analyze the moving boundary value problem stated above is to immobilize
the boundary. To this end, we perform a standard boundary fixing transformation, also
known as Landau transformation[41]:
σ :=
n
N(t)
(3.16)
Obviously, the range of the σ is now fixed to:
0 ≤ σ ≤ 1. (3.17)
1In this thesis, we use G for the Green’s function of the dynamical equation for a growing chain. The
conventional letter G is used for the Green’s function of the Langevin equation for a fixed length chain.
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Therefore, substituting n by σ, maps the moving boundary problem in Eqs.(2.105) -
(2.106) to a fixed boundary value problem. Derivatives transform as follows:
∂t|n = ∂t|σ + ∂tσ∂σ = ∂t|σ − N˙
N
σ∂σ (3.18)
∂n|t = ∂n|σ∂σ ⇒ ∂2n =
1
N2
∂2σ (3.19)
where ∂x|y indicates that the function on which the derivative operator acts is defined
on space (x, y). Consequently Eq.(2.105) transforms to:
∂t ~R(σ, t) =
1
N2(t)
∂2σ ~R(σ, t) +
N˙
N
σ∂σ ~R(σ, t) +
~η(σ, t)√
N
(3.20)
Obviously the immobilization of the boundaries is at the expense of complicating the
evolution equation. In addition to the diffusion term ∂2σ ~R(σ, t) and the random driving
force ~η(σ, t), the Langevin equation now contains a drift term ∂σ ~R. This drift arises, due
to the time dependence of the Landau transformation. Another important consequence
of this time-dependent transformation is the time- and space-dependent coefficients of
diffusion and random terms. To eliminate the time-dependent diffusion coefficient, we
introduce a new time variable by:
τ :=
∫ t
t0
1
N2(t′)
dt′, (3.21)
which leads to:
∂τ ~R = ∂
2
σ
~R+ (N˙N)σ∂σ ~R+
√
N~η(σ, τ). (3.22)
with random forces ~η(σ, τ) characterized by:
〈~η〉 = 0 (3.23)
〈ηα(σ, τ)ηβ(σ, η)〉 = 2δα,βδ(τ − τ ′)δ(σ − σ′) (3.24)
The boundary condition have to be transformed, too. For instance, von Neumann
boundary conditions are transformed as:
∂n ~R(n, t)|n=0 = g0(t)⇒ ∂σ ~R|σ=0 = g0(t)N(t) (3.25)
∂n ~R(n, t)|n=N(t) = g1(t)⇒ ∂σ ~R|σ=1 = g1(t)N(t) (3.26)
Despite the difficulties caused by the time-dependent Landau transformation, the big ad-
vantage of this transformation is that we can utilize a bunch of methods and techniques
developed for problems with fixed-boundaries to solve this stochastic drift-diffusion
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equation2. For instance, we may use perturbation methods to determine the leading
behavior of the system in different time regimes. Or we may try to find the Green’s func-
tion of the convection-diffusion operator G(σ, t|σ′, t′) or G(σ, τ |σ′, τ ′) using well-known
approximate methods (for special cases it can even be found exactly). To construct
Green’s functions, one may use mode expansions or other methods, which are particu-
larly developed for fixed-boundary problems.
It is also possible to take advantage of numerical methods developed for Stochastic
Partial Differential Equations to find the solution of this equation numerically. Such
numerical methods as for example finite element methods and finite difference method
are based on discretization of time and space and consequently conversion of the partial
differential equation to a set of ordinary differential equations[53]. Reference [54] con-
tains an extensive list of such methods. These numerical schemes, however, have a low
order of convergence[55]. This difficulty, in terms of computational effort becomes even
more severe, if the coefficients are variable, which is the case in Eqs.(3.20) and (3.22)[56].
3.2.3 Perturbation methods
A standard approach of theoretical analysis is a regular or singular perturbation expan-
sion, which starts from identifying the controlling factors, (i.e. those terms which give
rise to the leading order of the solution) by the method of dominant balance[57].
In this method, the terms of the dynamical equation are compared and the dominant
terms in different regimes of parameters are identified. Then a perturbation expansion is
set up, which starts from these terms as zeroth order. For the purpose of our discussions
let us denote the partial stochastic equation (3.20) including the boundary conditions
in an operator notation as in a very general form as:
Lσ,t ~R = ~Φ(σ, t), (3.27)
which can be split into two operators as:
Lσ,t = Eσ,t + Fσ,t. (3.28)
For a regular perturbation problem we assume that the equation:
Eσ,t ~R = ~f(σ, t) (3.29)
is exactly solvable for a sufficiently large set of non-homogeneities ~f . Additionally,
suppose that this splitting is chosen, such that Fσ,t~g(σ, t) –in some problem-specific
2In some textbooks convection-diffusion equation[52]
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sense – is much smaller than Eσ,t~g(σ, t) for a sufficiently large set of functions ~g(σ, t).
Let us suppose that ~R0(σ, t) satisfies:
Eσ,t ~R0(σ, t) = ~Φ(σ, t). (3.30)
Our hope is that ~R0 is the leading order of the full solution ~R. To test whether this
splitting works, we decompose the full solution as:
~R = ~R0 + ~R1 + o(~R1). (3.31)
If ~R0 is the leading order, then ~R1 must be (in the problem-specific sense) much smaller
than ~R0. To find ~R1, we plug Eq.(3.31) into the main equation and take advantage of
the linearity of the operator Lσ,t:
Eσ,t ~R0 + Eσ,t ~R1 + Fσ,t ~R1 + Fσ,t ~R0 = ~Φ (3.32)
This equation can now be simplified as:
Eσ,t ~R1 = −Fσ,t ~R0, (3.33)
where we neglect Fσ,t ~R1 compared to Eσ,t ~R1. If this is correct ~R1 = o(~R0), then we
can conclude that the splitting is consistent and E is the controlling factor determining
the leading order of the solution. Otherwise, one has to reconsider the splitting and
try to collect those terms into the operator Eσ,t which yield a correct ~R0. One can go
through the above-mentioned procedure to find ~R2, ~R3, · · · iteratively, and consequently
approximate the solution ~R up to an arbitrary precision:
~R ≈ ~R0 + ~R1 + ~R2 + · · · (3.34)
This iterative strategy to find the correction of the leading order is called the perturbation
method.
It may fail if the zeroth order equation (3.30) does not have a solution. An important
case of this type appears, if  multiplies the highest derivative of the operator L. Then
for  = 0 the boundary conditions cannot be fulfilled in general, because the order of
the unperturbed equation ( = 0) is lower than the order of the main equation. This is
a case of a singular perturbation, for which one carefully has to distinguish between the
leading order behaviour of the full solution and the solution of the unperturbed system.
Chapter 4
Dynamics of a Free Living Rouse
Chain
4.1 Regimes of non-stationary growth
Throughout this chapter we are mainly concerned with the conformational dynamics of
a free chain growing from one end with N(t) = γtα. In particular we will see in the
following that there are at least three different regimes of α with qualitatively different
behaviour of the conformational dynamics of the chain.
In a sufficiently slow polymerization, one expects that, between two polymerization
events, the chain has enough time to relax and reach equilibrium state. In such situa-
tions, where the timescales of the problem are sharply separated, the utility of adiabatic
approximation is justified[58]. In the adiabatic approximation, the system is supposed
to be in a quasi-steady state. For a slowly growing polymer, this means that the confor-
mation of the polymer, as the fast process in the system, between two polymerization
events, can be substituted by its equilibrium conformation for a fixed length chain with
length N . Therefore, the time evolution of the polymer conformation can be obtained
by substituting the fixed length N by the slow growth N(t).
Now the question is, how slow the growth process should take place, in order for the
quasi-steady state approximation to be justified. From Section 2.2, we already know that
τR, the longest relaxation time of a Rouse chain, scales as τR ∼ N2. The waiting time
between two polymerization steps, supposing the deterministic power-law growth given
in Eq.(2.112) scales as τw ∼ t1−α. We require that the chain whole chain relaxes between
two successive polymerization events. Therefore the relaxation time of the chain should
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be much smaller than the waiting time between two successive chemical reactions:
N2(t) = o(t1−α)⇒ α < 1
3
. (4.1)
Therefore, for α < 1/3 the chain conformation evolves in a quasi steady state fashion.
In this polymerization regime, the dynamics of growing polymers is settled: Calculate
the properties of a fixed length chain in equilibrium and replace N(t) by N in the
corresponding formulas. Beyond α = 13 , however, the adiabatic approximation fails and
we need another approach.
We are interested in the long-time behaviour of the system. As will be shown in the
following, we will introduce a crossover time tc and try to determine the behavior of the
polymer chain for the time limit t tc. Note that the asymptotic solution we propose,
does not necessarily match to the actual behavior of the chain in the short time regime
t tc.
Let us next apply the method of dominant balance to Eq.(3.20). On a crossover timescale
the coefficients of drift and diffusion become comparable:
1
N2(tc)
=
N˙(tc)
N(tc)
. (4.2)
In the long time regime t  tc, according to Eq.(4.2), if the growth N(t) takes place
slower than t1/2, then the dominant term in Eq.(main) is the diffusion term. N(t) is faster
than t1/2, this relation is reversed and the drift term is the controlling factor. t ∼ t1/2
specifies a special regime. Here, both diffusion and drift mechanisms are competing and
the dynamics of the polymer is controlled by both of them.
regime growth law dominant terms neglected
N(t) Eσ,t ~R = ~η(σ, t) Fσ,t ~R
Slow: α < 1/2 ∂t ~R(σ, t) =
1
N2(t)
∂2σ ~R(σ, t) + ~η(σ, t) (4.3)
N˙
N σ∂σ
~R
Balanced: α = 1/2 ∂t ~R(σ, t) =
1
t
(
1
γ2
∂2σ ~R+
1
2σ∂σ
~R
)
+ ~η(σ, t) (4.4) —
Fast: α > 1/2 ∂t ~R(σ, t) =
N˙
N σ∂σ
~R(σ, t) + ~η(σ, t) (4.5) 1
N2
∂2σ ~R
Table 4.1: Different polymerization regimes, according to the method of dominant
balance, alongside with their corresponding asymptotic dynamical equations.
For the rest of this thesis, we refer to these polymerization regimes as slow, fast and
balanced respectively. Note that in this sense, slow is not synonymous for adiabatic.
Table 4.1 summarizes these regimes and their governing dynamical equations.
48
4.2 Slow polymerization
From the method of dominant balance, we have already identified that the leading
asymptotic behaviour of the exact solution of Eq.(3.20), in the slow polymerization
regime, may be extracted from the solution of Eq.(4.3). We see that the order of this
equation is the same as the order of the original equation. Thus the asymptotic equation
given in Eq.(4.3) can satisfy the same boundary condition as the original equation.
Such a perturbation problem, where the leading operator Eσ,t is of the same order as
the original operator Lσ,t, is referred to as regular perturbation. In such perturbation
problems, one expects that the exact solution of the original problem, converges smoothly
to the solution of the unperturbed problem given in Eq.(4.3), as the perturbative term
Fσ,t gets smaller and smaller.
Consider Eq.(3.22). If we rescale the position variable as:
~ρ(σ, τ) :=
~R(σ, τ)√
N
, (4.6)
this leads to:
∂τ~ρ(σ, τ) = ∂
2
σ~ρ+ ~η(σ, τ). (4.7)
Note that the boundary condition must also be transformed appropriately. For the free
chain the boundary conditions are of von Neumann type and are homogeneous.
So finally the asymptotic dynamics of a growing chain has been mapped to the dynamics
of a Rouse chain of fixed length 1 defined on (σ, τ). This allows us to use the results of
Section 2.2. To obtain the conformation R(n, t) of the growing chain we have to reverse
the transformations and return from σ to n, from τ to t and from ρ to R:
~R(n, t) =
√
N(t)
{
1 + 2
∑
p
~Xp(t) cos
(
kpn
N(t)
)
e[−k
2
p(τ(t)−τ(0)]
}
(4.8)
where kp(t) := (ppi/N)
2. In contrast to the adiabatic regime, where only the p = 0
mode contributes to the dynamics of the polymer in Eq.(4.8) all modes are present.
For long times the relaxation of these modes are not exponentially, as for a fixed-length
chain, but rather stretched exponentially. Stretched exponentials are applied as models
for relaxational behavior of complex systems. For instance, they are used in describing
relaxation of polymers in the vicinity of a glass transition point [59–61].
In analogy to Eq.(2.47) we can introduce a time-dependent Rouse timescale τR(t) :=
N2(t)
pi2
, which scales like t1−2α.
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At this point, let us compute some of the important observables of a slowly growing free
chain. In Section 2.3 we found that the center of mass for a fixed-length chain of length
1 moves diffusively in space. Therefore, for the mean-squared displacement of the center
of mass we have:
〈~ρ2com(τ)〉 ∼ τ. (4.9)
To find out how the center of mass of a slowly growing chain evolves in time, we transform
ρcom back to Rcom. Using Eq.(4.6):
〈~R2com(t)〉 ∼ t1−α (4.10)
Note that the center of mass of a slowly growing chain is growing sub-diffusively, in
contrast to a fixed-length chain, which moves diffusively.
From the Section 2.3.2, we have seen that in the long time regime, other monomers in
the chain should follow the center of mass. Therefore, for the base point at n = 0 as
well as the tip point at n = N(t) we can write:
〈~R2(0, t)〉 ∼ 〈~R2(N(t), t)〉 ∼ t1−α (4.11)
Later we may make use of these results in Section 4.5.
Next, we calculate the autocorrelation of the end to end vector for a growing chain in
the slow polymerization regime. Considering the result obtained in Eq.(2.67) for a fixed
length chain asymptotically for large τ we can write:
〈~ρee(τ) · ~ρee(τ0)〉 → 24
pi2
e−pi
2(τ−τ0) = Ae−(
t
θ )
β
. (4.12)
where we defined β := 1− 2α , θ :=
(
γ2β
pi2
) 1
β
and A := 24
pi2
e(
t0
θ )
β
. Finally we can write:
〈~Ree(t) · ~Ree(t0)〉 → 24
pi2
tα/2e−(
t
θ )
β
. (4.13)
Thus the chain relaxes stretched exponentially, in contrast to the exponential relaxation
of a fixed-length chain.
To test our asymptotic solution, we simulated such a polymerizing chain, for α = 0.39,
using our numerical algorithm presented in Section 3.1. Fig.4.1 depicts this quantity as
a function of time. For the sake of comparison, we also sketched the exponential decay
of two fixed length chains with lengths N = 5000 and N = 10000 quasi monomers.
As we see, the best fit to the simulation result is the stretched exponential with variable
coefficient, which we presented in Eq.(4.13).
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Asymptotic Solution
B.D. Simulation
N = 5000
N = 10000
1 0
5
Simulation
nalytical
Figure 4.1: End to End distance correlation for a growing chain with N(t) = t0.39
obtained from computer simulation(green). Compared to the exponential decay of
fixed length chains (cyan and purple), the analytical result obtained from the method
of dominant balance (blue) best matches to the simulation results.
4.3 Balanced polymerization: exact solution for α = 1/2
In this section, we study the behaviour of a free growing polymer, which is growing
as N(t) = γt1/2. Here we may make use of the results of the Appendix B. Applying
the transformation in Eq.(B.2) to Eq.(3.22) will change the homogeneous von Neumann
boundary conditions into the Robin type boundary conditions as shown in Section B,
which considerably complicates its solution. Note however, that homogeneous Dirichlet
boundary conditions are untouched by the transformation. Therefore we prefer to work
with the bond vectors ~b instead of ~R. Introducing ~B as:
~b = h(σ, τ) ~B(σ, τ), (4.14)
and using Eq.(B.18) we end up:
∂τ ~B = ∂
2
σ
~B +
N¨N3
4
σ2 ~B + ~ψ. (4.15)
For the power-law growth with α = 1/2 we have N¨ = −γ4 t−
3
2 and find that the coefficient
of σ2 becomes time-independent. Therefore Eq.(4.15) takes the following form:
∂τ ~B = ∂
2
σ
~B −
(γ
2
)4
σ2 ~B + ~ψ(σ, τ). (4.16)
To solve this equation we construct the corresponding Green’s function G˜(σ, τ |ρ, τ ′). The
full solution can then be written as integrations over the Green’s function (see Eq.(2.60)).
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As we see, the homogeneous part of Eq.(4.16) now can be interpreted as the imaginary
time Schro¨dinger equation of a harmonic oscillator in a finite box with hard walls [62].
The Green’s function for this equation can be written as[63]:
G˜(σ, τ |ρ, τ ′) =
∞∑
p=1
yp(σ)yp(ρ)e
−λp(τ−τ ′) (4.17)
where λp and yp(σ) are the eigenvalues and corresponding normalized eigenfunctions of
the following boundary value Sturm-Liouville problem:
∂2σy(σ) + [λ−(
γ
2
)
4σ2
]
y(σ) = 0 (4.18)
y(0) = 0
y(1) = 0
The differential equation is solved by parabolic cylinder functions[64]. To solve the
boundary value problem, the zeroes of solutions have to be matched at σ = 0 and σ = 1.
Now that we have mapped the moving boundary value problem to a standard problem
of quantum mechanics, we can make use of all the well-known results from quantum
textbooks.
For example, we can find the eigenvalues λp which are all real and different. They
are ordered as λ1 < λ2 < · · · < λp, with λp → ∞ as n → ∞. Due to the fact that(γ
2
)4
σ2 > 0, one can conclude that λ1 > 0 and therefore all eigenvalues are positive.
Therefore, in the long time regime, the modes decay to zero exponentially in τ with time
constants τp := 1/λp. The eigenvalues can be approximated for small γ by standard
perturbation theory as:
λp ≈ pi2p2 + 1
3
(γ
2
)4
. (4.19)
For the higher modes, one can write[63]:
√
λp = pip+
1
6pip
(γ
2
)4
+O
(
1
p2
)
(4.20)
yp(σ) = sin(pipσ)− 1
6pip
(γ
2
)4 [
σ(σ2 − 1)] cos(pipσ) +O( 1
p2
)
(4.21)
Now if we substitute τ = 1
γ2
ln(t) into Eq.(4.17), we find that:
G˜(σ, t|ρ, t′) =
∞∑
p=1
yp(σ)yp(ρ)(t · t′)−λp/γ2 . (4.22)
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This Green’s function is in fact the sum over modes decaying as a power-law. The
Green’s function of ~b(n, t) reads:
G(n, t|n′, t′) = e
− γ2n2
8t√
γt1/2
 ∞∑
p=1
yp
(
n
γ
√
t
)
yp
(
n′
γ
√
t′
)
(t · t′)−λp/γ2
 √γt′1/2e+ γ2n′28t′
(γ3t′3/2)
(4.23)
Note that the factor 1/N3(t′) is due to the Jacobian of the transformation (σ, τ) →
(n, t).
4.4 Fast polymerization and exact solution for α = 1
In the fast polymerization regime, according to the method of dominant balance we
discussed in Section 3.2.3, the drift term dominates the whole dynamics. However, the
procedure presented to find the asymptotic behavior in the slow polymerization regime
is not applicable here.
In contrast to the regular perturbation problem, in the fast polymerization regime, the
perturbation is singular. In a singular perturbation problem, the exact solution to the
original problem deviates thoroughly from the unperturbed problem. Let us take a look
at Eq.(4.5). No matter how small the perturbative term is, the order of Eq.(4.5) is 1,
while the order of Eq.(3.20) is 2. Therefore, there is no solution to the unperturbed
problem, that satisfies the conditions at both boundaries and consequently the solution
obtained from Eq.(4.5) differs in nature from the full solution of the original problem,
even for t  tc, where the coefficient of the perturbative term ∂2σ gets smaller and
smaller, compared to the drift term.
In the fast polymerization regime, nevertheless, there is one case for which the full exact
solution can be found. Such a special, yet experimentally important case happens, when
the growth takes place with a constant rate γ. In this case the growth-law, on average,
takes the linear form N(t) = γt. In the following, we will describe the solution of this
case. This special case, as we will discuss, provides us with a better understanding of
the behavior of the polymers in the fast polymerization regime.
Consider Eq.(4.15). For the case N ∼ t, we have N¨ = 0 and therefore the equation of
motion for ~B reduces to the simple diffusion equation in presence of a non-homogeneity
~ψ:
∂τ ~B = ∂
2
σ
~B + ~ψ. (4.24)
53
The Green’s function of the transformed problem thus corresponds to:
G˜(σ, τ |ρ, τ ′) = GD(σ, τ |ρ, τ ′) = 2
∞∑
p=1
sin(pipσ) sin(pipτ ′)e−(ppi)
2(τ−τ ′). (4.25)
We can make use of this simple transformed equation 4.24 and 4.25 to calculate observ-
able properties of the growing chain exactly. In the following we will discuss further
simplification of the Green’s function in the long time regime.
In Section 2.3.2 we have given an alternative form of G, derived by the method of images.
For Dirichlet boundary conditions, this form becomes:
G˜(σ, τ |ρ, τ ′) = 1
2
√
pi(τ − τ ′)
∞∑
p=−∞
[
e
− (σ−ρ+2p)2
4(τ−τ ′) − e−
(σ+ρ+2p)2
4(τ−τ ′)
]
. (4.26)
let us now take a closer look at the new time variable τ , which was defined in Eq.(3.21).
Remember that τ was introduced, such that N2(t)∂t = ∂τ . Therefore:
τ :=
∫ t
t0
1
N(t′)2
dt′ =
1
γ2
(
1
t0
− 1
t
)
, (4.27)
which implies that tau only runs over the finite interval:
0 ≤ τ ≤ τmax = 1
γ2t0
. (4.28)
where the initial time t0 must be larger than the crossover time tc. In particular, if
t0  pi2/γ2, we are in the short-time regime of the transformed chain, and thus can use
the results of Section 2.3.2 for all τ , i.e, for t0 ≤ t ≤ ∞.
Note that for t→∞, we have τ → τmax. Let us choose t0  pi2γ2 . This yields:
τmax  1
pi2
, (4.29)
In contrast to the case of a fixed length chain this approximation is now appropriate for
all times:
∞∑
p=1
sin(pipσ) sin(pipτ ′)e−(ppi)
2(τ−τ ′) ≈
∫ ∞
0
sin(pixσ) sin(pixτ ′)e−(xpi)
2(τ−τ ′)dx. (4.30)
Hence, the approximated Green’s function becomes:
G˜(σ, τ |ρ, τ ′) ≈ 1
2
√
pi(τ − τ ′)
[
e
− (σ−ρ)2
4(τ−τ ′) − e−
(σ+ρ)2
4(τ−τ ′)
]
, (4.31)
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which is exactly the zeroth term in the summation of Eq.(4.26). According to Eq.(B.17)
the Green’s function for ~b(σ, τ) reads:
G(σ, τ |ρ, τ ′) = e
− γN(τ)
4
σ2√
N(τ)
{
1
2
√
pi(τ − τ ′)
[
e
− (σ−ρ)2
4(τ−τ ′) − e−
(σ+ρ)2
4(τ−τ ′)
]}e− γN(τ ′)4 ρ2√
N(τ ′)
−1 .
(4.32)
We use the relation
e
− (σ±ρ)2
4(τ−τ ′) e−
γN
4
σ2 e+
γN(τ ′)
4
ρ2 = e
− γ
4(N(τ)−N(τ ′)) [N(τ)σ±N(τ ′)ρ]2 . (4.33)
in order to simplify Eq.(4.32):
G(σ, τ |ρ, τ ′) ≈
√
N(τ ′)
N(τ)
1
2
√
pi(τ − τ ′)
[
e
− γ
4(N(τ)−N(τ ′)) [N(τ)σ−N(τ ′)ρ]2 − e−
γ
4(N(τ)−N(τ ′)) [N(τ)σ+N(τ
′)ρ]2
]
.
(4.34)
To obtain the Green’s function of the original problem, formulated in terms of ~b(n, t) we
have to invert the transformations (σ, τ). It is important to note that the transformation
of the Green’s function also involves the Jacobian of the transformation (σ, τ)→ (n, t):
dσdτ =
∣∣∣∣∣∂nσ ∂tσ∂nτ ∂tτ
∣∣∣∣∣ dndt = 1N3(t)dndt. (4.35)
As a result, the Green’s function takes the astonishingly simple form:
G(n, t|n′, t′) = 1
2
√
pi(t− t′)
[
e
− (n−n′)2
4(t−t′) − e−
(n+n′)2
4(t−t′)
]
, (4.36)
This equation is the Green’s function of a freely diffusing particle in the presence of
an absorbing boundary at n = 0[65]. It satisfies the partial differential equation given
in Eq.(2.109).At the growing end n = N(t), however, the Green’s function does not
obey the boundary conditions as discussed in Section 2.3.2. There, we found that the
approximation is good in a small time regime t  N2. But for the growing chain with
N(t) = γt this condition is fulfilled in a long time regime and the Green’s function
at n = N(t) decays as t−1/2e−γ2t. Note that the crossover time where N2(tc) ∼ tc is
consistent with the crossover time obtained in Eq.(4.2).
For α 6= 1 we did not find an exact solution. But the approximated Green’s function
(4.36) turns out to be a good approximation for all α > 1/2. In fact, this Green’s
function satisfies the dynamical equation for ~b(n, t) given in Eq.(2.109), and it also
fullfills the boundary condition at n = 0. At n = N(t), this Green’s function decays as
t−1/2e−t2α−1 and therefore satisfies the boundary condition asymptotically. This allows
us to calculate observable properties also in the fast polymerization regime.
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Note that if we replace (4.36) by the corresponding von Neumann Green’s function it
will solve the evolution equation of ~R(n, t) up to a misfit at the boundary n = N(t)
which again rapidly decreases with time. Therefore we have found a simple and efficient
way to approximately calculate properties in the fast polymerization regime both for
~b(n, t) and ~R(n, t). In the next section we will discuss dynamical properties in both the
slow and fast polymerization regimes and compare our analytical findings to simulation
results.
4.5 Dynamical transitions
4.5.1 Segmental motion
Comparing Eq.(4.36) with the short-time behavior of a fixed-length chain (see Eq.(2.69)),
we see that individual monomers in a fast polymerizing polymer, asymptotically, should
exhibit the same behavior as individual monomers in a fixed-length polymer in the short
time regime t τR. In particular, we expect a subdiffusive motion from these monomers
with an exponent of 1/2. For instance:
〈R2(0, t)〉 ∼ t1/2 (4.37)
Such a behavior is essentially distinct from that observed in the slow polymerization
regime. Referring back to Eq.(4.11), we thus expect to observe a transition in the
behavior of individual monomers by increasing the growth exponent from α < 0.5 to
α > 0.5. Figure 4.2 illustrates the mean squared displacement of growing chains with
different growth exponents in time.
For α < 1/2 the mean squared displacement of the base monomers grow as t1−α. For
α > 0.5 they all collapse to t1/2. These results are in accordance with Eqs.(4.11) (4.37).
In Figure 4.3 we investigate further the evolution of the growing chains in the slow and
fast polymerization regimes by computing the mean squared displacement of the center
of mass as well as the tip point in the computer simulations.
For α < 0.5 the mean squared distance of the center of mass as well as the tip point at
n = N(t) scales as t1−α. This behavior is already predicted in Eqs.(4.10) and (4.11),
where we discussed that the polymers in the slow polymerization regime evolve in a
quasi-steady state fashion. In this regime, asymptotically, the individual monomers
move as a whole in space and therefore we expect that the base point, tip point and the
center of mass scale as t1−α. In contrast for α > 1/2 the mean squared distance of the
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Figure 4.2: scaling the mean squared displacement of the base point vs. time
compared to computer simulation. For the slow polymerization regime α < 1/2, the
segments at n = 0 evolve as Eq.(4.11). For α > 1/2 all curves collapse to a single
curve t0.5.
Figure 4.3: The mean squared distance of the center of mass (left) and the mean
squared distance of the tip monomer at n = N(t) (right) for different growth
exponents as a function of the dynamic chain length N(t) computed from computer
simulation (see Section 3.1). For α < 0.5 the same behavior as the base point (see
Figure 4.2) has been observed for the center of mass and the tip point. Increasing α
from 1/2, a different growth exponent is observed. In this regime, the mean squared
distance of the tip point scales as N . The same behavior has been observed for the
center of mass.
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center of mass and of the tip point scale as N . In the following, we try to explain this
unexpected behavior of the tip and center of mass. Note that the Green’s function of
Eq.(4.36) does not satisfy the boundary condition at n = N and therefore the dynamics
of the tip point cannot be inferred from the approximate solution.
In particular, we will attribute this behavior to the racing duel between two stochastic
terms namely the thermal noise ~f and the growth noise fg (see Section 2.5).
To understand the dynamics of the tip point in the fast polymerization regime, let us
first mention, which forces are acting on this point. For a free chain there are three
different sources of force acting on the tip. The first two are the same as in a fixed-
length chain: the internal force due to the connectivity of the beads which we have
represented in Eq.(2.6) by Fin and the stochastic force ~f as a phenomenological model
for thermal collisions between the solvent molecules and the beads.
If the polymer is growing, there should be another force, which constantly moves the tip
point to the position of the newly added monomers. We call this force the growth noise.
At the tip point, the growth noise and the thermal noise are acting locally. On the other
hand, the force exerted from any of the neighbouring beads has to travel the distance
between the perturbed bead and the tip monomer. According to the Greens function
of Eq.(4.36), a perturbation applied at one point on a polymer travels along the chain
by diffusive mechanism. In other words, it propagates towards the tip with a velocity of
vin ∼ t−1/2. On the other hand, the tip point at n = N(t) gets away from the perturbed
bead with the velocity N˙ ∼ tα−1. Hence, for α > 1/2 the force due to the connectivity
will never arrive the tip point. In fact, in the fast polymerization regime, the tip point
receives no perturbations from the existing monomers in the chain. Consequently, in
analysing the motion of the tip point in the fast polymerization regime, the forces from
the neighbouring beads can be neglected. We thus come to the conclusion that in the fast
polymerization regime, the dynamics of the tip point is nothing other than performing
Gaussian random steps at polymerization moments. This dynamics can be represented
by a so-called Wiener process in the length variable N [48]. For such a process we have:
〈~R2(N(t), t)〉 = N(t) (4.38)
which explains our observation illustrated in Figure 4.3. This simple argument can also
be applied to any local disturbance within the chain, as depicted in Figure 4.4. Whenever
a tension is created at some bond ~b(n) (illustrated as event A), it spreads diffusively,
and thus will reach the growing end only for α < 1/2. In the fast growing regime, the
propagating disturbance can not reach the growing end, because the tip moves as tα with
α > 1/2. In other words, the tip point of a fast growing chain is causally disconnected
from the existing monomers in the chain.
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Figure 4.4: Simple physical picture to explain the dynamical behaviour of growing
chains in different regimes. A change A in the bond vector at time t0 will influence
other bonds by tension spreading, which proceeds as t1/2 for a Rouse chain. Thus for
t > t0 (future), it can not influence the growing end of a fast growing chain, and vice
versa. In fact, for a fast growing chain, the tip point is causally disconnected from the
existing monomers in the chain. The picture and the reasoning resembles Minkowski
diagrams.
4.5.2 Center of mass
Now that the behaviour of the tip point in the fast polymerization regime is settled, we
can explain the dynamics of the center of mass. For α < 1/2, the drift term in Eq.(3.20)
can be neglected compared to the diffusive term. Using this approximation, in Eq.(4.10)
we derived the mean-squared displacement for the center of mass as 〈~R2com〉 ∼ t1−α.
For α > 1/2, the convective term can not be neglected. Let us integrate both sides of
Eq.(3.20) with respect to σ in order to derive an equation of motion for the center of
mass in the fast polymerization regime:
∂t ~Rcom = ∂t
∫ 1
0
~R(σ, t)dσ =
N˙
N
∫ 1
0
σ∂σ ~R+
~fcom√
N
(4.39)
where we plugged the boundary condition for a free chain. In addition, we defined
~fcom(t) as:
~fcom :=
∫ 1
0
~f(σ, t)dσ (4.40)
which is a Gaussian point process with a vanishing average and delta correlation 〈fcom,αfcom,β〉 =
2δα,βδ(t− t′). Integrating the drift term in Eq.(4.39) by parts yields:
∂t ~Rcom =
N˙
N
(~R(N(t), t)− ~Rcom(t)) +
~fcom√
N
(4.41)
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which can be solved as:
~Rcom(t)− ~Rcom(t0) = 1
N(t)
∫ N
N0
~Rtip(N
′)dN ′ +
1
N(t)
∫ t
t0
√
N(t′)~fcomdt′. (4.42)
According to this equation, the dynamics of the center of mass is under the impact
of two terms. The first term in the RHS is due to the thermal fluctuations of the
monomers and the second term is the influence of growth in the dynamics of the center
of mass. As shown in Eq.(4.42) the contribution of the thermal noise in the mean-squared
displacement of the center of mass scales as t1−α. Let us calculate the mean-squared of
this term to find the contribution of the growth into the mean-squared distance of the
center of mass:〈(
1
N
∫ N
0
~Rtip(N
′)dN ′
)2〉
=
1
N2
∫ N
N0
dN ′
∫ N
N0
dN ′′〈~Rtip(N ′)~Rtip(N ′′)〉. (4.43)
In the previous section, we argued that the tip point in the fast polymerization regime
should step randomly at the polymerization moments and therefore its dynamics can be
considered as a Wiener process parameterized by the chain length N . The autocorre-
lation function of this process is then 〈~Rtip(N ′)~Rtip(N ′′)〉 = min{N ′, N ′′} which results
in: 〈(
1
N
∫ N
0
~Rtip(N
′)dN ′
)2〉
=
1
N2
(
N3
6
+
N3
2
− N
3
3
)
=
N
3
. (4.44)
Therefore, compared to the thermal term, for α > 1/2, the dynamics of the center of
mass is dominated by the tip motion.
Chapter 5
Dragged Living Rouse Chain
Dragging single polymers such as DNA via optical tweezers has become a commonplace
experiment to explore the mechanical properties of polymers[66–69]. In order to com-
plete the picture, parallel to the experimental works, considerable amount of theoretical
research has also been conducted[34, 35] in order to understand the static and dynamical
behaviour of dragged polymer chains. These theoretical studies are crucial to understand
important phenomena, such as translocation of a polymer through a nanopore [70, 71].
Throughout this chapter, we consider the experimental setup of a growing Rouse chain
dragged via a constant force from its non-growing end. Throughout this whole chapter
we focus on dynamical properties of thermally averaged monomer positions 〈~R(n, t)〉 and
bonds 〈~b(n, t)〉, which can be obtained from averaging Eq.(2.109) over thermal noise. To
keep our notation simple, we will use ~R and ~b for these average quantities. The constant
force ~F applied at n = 0 is considered to be in the x-direction. Another notation
simplification that we will use is to drop the index corresponding to the Cartesian
components in the x direction. Applying all these simplifications, the equation of motion
in the x direction reads:
∂tR(n, t) = ∂
2
nR(n, t) (5.1)
alongside with the boundary conditions:
∂nR|n=0 = F
∂nR|n=N = 0 (5.2)
Note that in the y and z directions, the equations of motion are that of the free chain.
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The corresponding evolution of bond vectors (i.e. tensions) is defined by ∂tb = ∂
2
nb and
is supplemented by the inhomogeneous Dirichlet boundary conditions:
b(0, t) = F
b(N, t) = 0 (5.3)
As a starting point, to get familiar with the propagation of tension along a Rouse chain,
we will review the the dynamical properties of a fixed-length chain dragged at one of its
ends in the next section.
5.1 Fixed length chain
To find the solution of a Rouse chain with a fixed length N , dragged at n = 0 via a
constant force F (in e.g. x direction), one has to solve an inhomogeneous boundary value
problem. There are several well-known strategies to approach such problems. We can
formulate the problem as a homogeneous boundary value problem with a singular force
density 2δ(n)F , concentrated at the forced end. Here, we have to consider a limiting
process towards a delta function at the boundary. The correct result is recovered if we
approach the delta function by a sequence of functions, which are symmetric around
n = 0.
For our discussions, we assume that the chain is initially in equilibrium and therefore
R(n, 0) = 0. Using the expansions introduced in Section 2.2 we can write:
R(n, t) = F
 t
N
+
2
N
∞∑
p=1
1
k2p
cos(kpn)
(
1− e−k2pt
) (5.4)
Let us take a look at the velocity of the forced point by differentiating this equation
with respect to time:
∂tR(n = 0, t) =
F
N
1 + 2 ∞∑
p=1
e−k
2
pt
 . (5.5)
According to this equation, there are two different time regimes, with qualitatively
different behavior of the chain: For t τR = (N/pi)2, we can convert the summation of
Eq.(5.5) into an integral over a continuous variable p which leads to:
∂tR(n = 0, t) ≈ F
N
(
1 + 2
∫ ∞
p=1
e−k
2
pt
)
≈ 1√
pit
.
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Note that the velocity of the base point in the short time regime does not depend upon
the chain length N . Consequently in the short time regime we can write:
R(n = 0, t τR)→ t1/2. (5.6)
In the long time regime, i.e. t τR, the external force spreads along the whole chain and
the velocity of the forced point reaches the steady state ∂tR(n = 0, t) ≈ FN . Therefore
we expect that:
R(n = 0, t→∞)→ t
N
(5.7)
The steady state tension distribution b∞(n) is obtained from Eq.(5.4) as:
b(n, t) =
(
1− n
N
)
F. (5.8)
We can now summarize the behaviour of a dragged fixed length Rouse chain. Just a
short time after applying the external force, the distortion starts to propagate along the
chain by diffusion mechanism. The part of the chain close to the external force aligns to
the force and takes a stretched configuration. The rest of the monomers do not feel the
force and take an unperturbed configuration at rest. Therefore in this time regime, the
the overall conformation of the chain possess a stem-flower like shape, with randomly
coiled and stretched parts. After a sufficient time, the force distributes along the whole
chain and the system reaches the steady state of Eq.(5.8). In this regime, all monomers
move with the same speed and the distribution of the tension does not change in time.
5.2 Slow polymerization
In this section we present an analytical approach to obtain the dynamics of the bonds
b(n, t) in the slow polymerization regime. One can eliminate the inhomogeneous bound-
ary condition at n = N(t) by introducing a so-called shift function bsh(n, t). The shift
function is a function that satisfies the inhomogeneous boundary condition. It must not,
however, satisfy the equation of motion. For such a shift function, we choose a simple
linear function in n:
bsh(n, t) =
(
1− n
N(t)
)
F (5.9)
Now, we can decompose the solution for ~b into two terms b(n, t) = bsh(n, t) + bh(n, t):
1)The shift function which satisfies the boundary condition. 2) An unknown function
bh, which satisfies its corresponding evolution equation and is supplemented by a set of
homogeneous boundary condition of the same type as the original problem (here Dirichlet
boundary condition). The evolution equation for bh by substituting this decomposition
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into the evolution equation for b(n, t). Inserting the shift function given in Eq.(5.9)
yields:
∂tbh = ∂
2
nbh −
N˙
N2
nF. (5.10)
From the boundary condition given in Eq.(5.3) we can find the boundary condition for
bh as:
bh(0, t) = b(0, t)− bsh(0, t) = 0
bh(N(t), t) = b(N, t)− bsh(N, t) = 0 (5.11)
which is obviously homogeneous at both points n = 0 and n = N(t). Note that by
introducing the shift function, we could transform a boundary value problem with inho-
mogeneous boundary condition to homogeneous boundary value problem at the expense,
that the new equation of motion contains an inhomogeneity.
Now we can solve the moving boundary value problem of Eq.(5.10) using the standard
techniques introduced in the previous chapter. First, we immobilize the moving bound-
ary using the Landau transformation given in Eq.(3.16):
∂tbh(σ, t) =
1
N2(t)
∂2σbh +
N˙
N
σ (∂σbh − F ) . (5.12)
Next, the time dependent coefficient of the resulting equation is eliminated using the
time transformation of Eq.(3.21). Then we balance the dominant contributions and
neglect small perturbations. After all these steps, the asymptotic solution of Eq.(5.10)
in terms of normal modes can be obtained as:
bh(σ, τ) ≈ 2
∞∑
p=1
[
Xp(0)e
−k2pτ
]
sin(σpip)
By transforming τ to t and σ to n we can write:
b(n, t) = (1− n
N(t)
)F + 2
∞∑
p=1
[
Xp(0)e
−(ppi)2 t
(1−2α)N(t)
]
sin
(
nppi
N(t)
)
. (5.13)
and therefore in the long time regime the tension distributes along the chain as:
b∞(n, t) =
(
1− n
N(t)
)
F . (5.14)
In fact, according to Eq.(5.14) in the slow polymerization regime, all modes are decaying
stretched exponentially in time until the tension distribution reaches the quasi steady
state b∞(n, t). Let us consider the bond length of a segment located at n = O(1). As
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time passes by, the bond length increases and for a sufficiently long time (and therefore
long chain), it reaches its maximum value b∞(n) = F .
5.3 Balanced polymerization
For α = 1/2, we decompose b(n, t) into the general solution of the homogenous problem,
bh, and a special solution of the inhomogeneous problem, bb as: b = bh + bb.
In Section 4.3, we presented the exact solution to bh as a sum over a discrete set of
decaying modes. In this section we will find the particular solution bb that satisfies
∂τ bb =
1
γ2
∂2σbb +
1
2
σ∂σbb. (5.15)
In particular, we look for a stationary solution of this equation, which along side the
solution given in Section 4.3 gives the full solution for b(n, t). Note that the stationary
solution b(σ) still depends upon time because σ = n/N(t). The stationary solution has
to obey the ordinary differential equation:
1
γ2
∂2σbb = −
1
2
σ∂σbb, (5.16)
which is easily solved by introducing S := ∂σbb and substitute it into Eq.(5.16)
∂σ ln(S) = −γ
2
2
σ. (5.17)
The first order ordinary differential equation for S has the solution S = S0 exp
(
−γ24 σ2
)
which leads to
b = S0erf
(γ
2
σ
)
+ S1 (5.18)
where we have used the standard definition of the error function erf(x) := 2√
pi
∫ x
0 e
−y2dy.
The constants S0 and S1 are to be determined from the boundary conditions given in
Eq.(5.3):
bb(σ = 0, t→∞) = F
bb(σ = 1, t→∞) = 0.
Hence:
S1 = F (5.19)
S0 = − F
erf
(γ
2
) . (5.20)
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Finally bb can be written as:
bb(σ) =
(
1− erf(γσ/2)
erf(γ/2)
)
F. (5.21)
If we calculate the second derivative of this function as ∂2σbb =
2Fγσe−(γσ/2)
2
√
pi
we find that
in the interval σ ∈ [0, 1], the function is concave up. Compared to the linear solution
of Eq.(5.14), in the balanced polymerization regime the tension is more piled up at the
forced end (see Figure 5.1). Now we can calculate the full solution in the long time
regime by considering both transient solution bh and the stationary solution bb. In the
long time, when all the modes of bh are relaxed, the ground state for the tension reads:
b∞(n) =
1− erf
(
n
2
√
t
)
erf(γ/2)
F. (5.22)
As in the slow polymerization regime, the bonds at a fixed chemical position on the chain
n = O(1) elongates in time and for the asymptotically long time, which equivalently
means a sufficiently long chain the bond length is b∞(n∗)→ F for monomers with fixed
chemical position. Again hear the boundary condition at n = N(t) is satisfied.
5.4 Fast polymerization
In this section, we try to find b(n, t) in the fast polymerization regime. To find such a
solution, we combine the variables σ and t as z := tσλ and attempt to find the power λ in
such a way that the partial differential equation consists only of derivatives with respect
to z (all derivatives with respect to σ and t would be eliminated). As a consequence, the
evolution equation for b(n, t) is transformed to an ordinary differential equation which
can be solved analytically. Let us first introduce a new dynamical variable g(z) as:
g(z = tσλ) := b(σ, t) (5.23)
The derivatives with respect to σ and t can be written in terms of derivatives of g with
respect to z. These derivatives are ∂tb = σ
λg′, ∂σb = tλσλ−1g′ and ∂2σb = tλ(λ −
1)σλ−2g′ + (tλσλ−1)2g′′. Now we can substitute these relation into the equation for
b(n, t) to obtain:
γ2g′ − γ2αλg′ − λ(λ− 1)g′t1−2ασ−2 − t2−2αλ2σλ−2g′′ = 0.
The free parameter λ is to be determined, such that all terms depending upon σ or t
convert to terms only dependent on z. This is achieved by choosing λ = 22α−1 . The
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resulting equation reads:
(
λ2 − λ2a− cz1−2α) g′ = dz2−2αg′′. (5.24)
where we introduced a := 2α2α−1 , c :=
(
2
2α−1
)(
3−2α
2α−1
)
and d :=
(
2
2α−1
)2
. This equation
can be solved as:
g(z) = K1 × 4
γ(2α− 1)
√
pi
2
Erf(z) +K2. (5.25)
To find the constants K1 and K2, let us rewrite z in terms of σ and t:
b(σ, t) = K1erf
[γ
2
(
t
2α−1
2 σ
)]
+K2. (5.26)
where erf is the standard error function. This solution needs to satisfy the boundary
condition given in Eq.(5.3). Applying the condition at σ = 0, we can obtain K2 as:
K2 = F. (5.27)
The boundary at σ = 1 can not be fulfilled exactly. Nevertheless, by choosing K1 = −F ,
the boundary condition at this point will be satisfied asymptotically:
b(σ = 1, t) ∼
exp
[
−
(
t
2α−1
2
)2]
(
t
2α−1
2
) (5.28)
Thus, the similarity solution for the fast polymerization regime can be obtained as:
b(σ, t) ≈ F erfc
[γ
2
(
t
2α−1
2 σ
)]
(5.29)
where erfc is the standard complementary error function. In contrast to the slow and
balanced regimes, is no more stationary. In the next section we will discuss the conse-
quences of this non-stationary tension distribution on the conformational dynamics of
fast growing chains.
Transforming the variable σ to n, Eq.(5.29) takes the form:
b(n, t) = erfc
(
n
2
√
t
)
F, (5.30)
This result resembles the solution for a semi infinite chain n ∈ [0,∞). Recall from Figure
4.4, that any perturbation applied on the chain can only be received by the monomers
with n = O(t1/2) at time t. In fact, the forced point at n = 0 and the tip point are
causally disconnected which resembles the case, where the tip point is located in ∞.
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5.5 Summary of the analytical results
In the previous section, we found that the tension distributes differently along dragged
chains, which are growing in different polymerization regimes. Now we can calculate
various observables in different growth regimes. Table 5.1 summarizes these observables
calculated for different growth regimes.
α < 0.5 α = 0.5 α > 0.5
b(n, t)
(
1− nN
)
F F
[
1− erf
(
γn
2N(t)
σ
)
erf( γ2 )
]
F erf
(
n
2
√
t
)
Rtip −Rcom tα t1/2 t1−α
Rcom(t) t
1−α tα t1−α
Ree t
α t1/2 t1/2
R0(t) t
1−α t1/2 t1/2
Rtip(t) t
1−α t1/2 const
Table 5.1: Variouse dynamical properties calculated for a dragged chain, which is
growing as N(t) = γtα.
In the table above As we see from this table, the conformational dynamics of dragged
growing chains are qualitatively different in different growth regimes. This transition
will be discussed in detail in the next section.
5.6 Dynamical transitions
In this section we present the results obtained from computer simulation and compare
them to our analytical calculations summarized in Table 5.1.
For a unit dragging force ~F = (1, 0, 0), Figure (5.1) shows b(σ, t) vs. σ for N = 1000
and N = 10000 quasi-monomers and for different values of α. The lines represent the
analytical solutions obtained in Eqs.(5.14), (5.22) and (5.29).
For α < 1/2 the tension reaches the linear limit distribution 1 − σ as expected. In the
balanced polymerization regime α = 0.5, the distribution of the tension in the short and
long times coincide and therefore it seems to be independent of time. In contrast to the
slow polymerization regime, tension is distributed non-linearly along the chain. This
result is in accordance with the steady state calculation of Eq.(5.22). For α > 1/2 the
tension piles up more and more near the dragged end, while an increasing fraction of
the chain remains force free.
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Figure 5.1: Averaged tension distribution along growing chains dragged via a unit
force ~F = (1, 0, 0) as the chain lengths reach N = 1000 (small markers) and
N = 10000 (large markers) monomers. The growth is modeled as N(t) = 1.5 tα: In
the slow polymerization regime (α < 0.5) the chain has been relaxed to a quasi-steady
state conformation b¯(σ, t)→ (1− σ) even in the early stage (N = 1000). For α = 0.5,
the tension distribution is time-independent but no more linear. The analytic solution
(solid line) matches perfectly to the simulation result. In the fast polymerization
regime α > 0.5, the force starts to pile up near the forced point. The piling up gets
more pronounced as time proceeds. The grey (N = 1000) and black (N = 10000) lines
show the similarity solution of Eq.(5.29). Inset: ×7 magnification. For α = 0.56 the
similarity solution does not satisfy the boundary condition in the short time regime.
In the later time the similarity solution at σ = 1 approaches to the boundary
condition of the problem. Consequently the global matching is improved
As we see, by passing from the slow polymerization regime to the fast polymerization
regime, the system exhibits a phase transition. To understand the physical origin of
this transition, suppose that the dragging starts at t = 0, so that the initial tension
is localized at n = 0. In Figure 4.4 we discussed that the causal connection between
different compartments of the chain is affected by growth. For a dragged chain, one
has to consider the causal connection between the perturbed point namely the base
point and the tip point. The drag spreads diffusively along the polymer and within a
time t > 0, it will build up tensions in bonds with n ∼ O(t1/2). If α < 1/2, tension
propagates faster than polymer growth and will reach the growing end even for longest
times. However, if α > 1/2 polymer growth is faster than the propagation of tension
and the fraction of stretched bonds decreases with time. In other words, the transition
is the result of a racing duel between the tension and the polymer growth.
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5.6.1 Tension threshold
To have a better understanding about the transport mechanism of tension along the
chain, we tracked a certain tension on each of the chains and observed the position of
this tension in time. Figure (5.2) illustrates the position σ∗ , where the segments are
under a tension equal to 0.2~F for various chains growing with different exponents. For
chains with α ≤ 0.5, after a sufficient time, σ∗ approaches a time independent limit,
which is in accordance with the quasi-steady state solution of Eq.(5.14). In particular
for α < 0.5 we expect (Figure 5.2):
0.2F = (1− σ∗)F ⇒ σ∗ = 0.8. (5.31)
Increasing α above 0.5, σ∗ decreases with time meaning that tension is accumulating to
the forced end of the chain.
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Figure 5.2: The chemical position (normalized by the chain length N(t)), where the
segments are under a tension equal to 0.2F for various chains growing with different
growth exponents α. For chains growing with exponents α < 0.5, the tension
distribution reaches a quasi-steady state and thus the chemical position of this tension
saturates to a constant value σ∗ = 0.8F (see Eq.(5.31)). For the intermediate regime
α = 0.5, the distribution of the tension is a non-linear quasi-steady state. Increasing α
above 0.5, σ∗ decreases with time. This means that the force free portion of the chain
grows in time and the tension is accumulating at the forced end of the chain.
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5.6.2 End-to-end distance
Figure 5.3 depicts the end to end distance normalized by the polymer length, which is
computed as polymers reach certain lengths (N = 10000, 5000, 1000, 500). To illustrate
the transition, we sketched this quantity with respect to the growth power α. Below
α = 0.5, as can be read from Table 5.1, R(N, t)− R(0, t) scales like N(t) and therefore
the graph approaches a fixed value. This behavior is analogous to the fixed length chain,
where the average end to end distance can be computed as:
R(N, t)−R(0, t) = FN
2
(5.32)
For chains growing faster than t0.5, only a portion of the chain, which scales as t0.5 feels
the force and the majority of the chain is a random coil with a vanishing averaged end to
end distance. Hence the length N(t) grows faster than the averaged end to end distance
and the graph drops to zero. Note that for longer chains the transition at α = 0.5 is
more abrupt.
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Figure 5.3: End-to-end distance along the direction of external force, normalized by
the chain length N . For α < 0.5, the end to end distance scales as tα. Beyond
α = 0.5, it scales as t1/2. Hence the normalized end to end distance decreases sharply
to zero. See Table 5.1.
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5.6.3 Base and tip in the center of mass reference frame
The structural transition discussed above leads to a transition in the dynamics of
monomers in the reference frame of the center of mass. We observed that the posi-
tion of the base and tip points in the reference frame origined at the center of mass,
obeys a power-law in the long time regime. Figures (5.4a) and (5.4b) depicts the fit-
ted exponent of these power-laws as a function of α. For α < 0.5, both base and tip
monomers move as ∼ tα. Beyond α = 0.5, the behaviour of the tip point switches to a
power law with an exponent of t1−α, while the exponent of the base point approaches a
plateau α = 0.5.
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Figure 5.4: The exponents of the power-laws corresponding to the position of the
base and tip point in the reference frame origined at the position of the center of mass
as a function of α. These values have been collected at different growth stages
(N = 500, 1000, · · · ). For both observables, around α = 0.5, one can see a sharp
change in the exponents of the power-laws.
5.6.4 The shape of the chain
Figure 5.5 depicts a snapshot of a growing chain, with the growth exponent α = 0.7, as
it reached N = 10000 beads. As we see, the polymer in the fast polymerization regime
possess a stem-flower like shape. The stretched part close to the forced point takes a
stretched conformation, while the majority of the polymer does not feel the force and
consequently is randomly coiled.
To analyse the structure of the chain shown in Figure 5.6, we measured the mean squared
distance between each bead located at n and the tip point at N and sketched it with
respect to the chemical distance between these two points namely ns := N − n. The
data are collected as the chains reach the length N = 10000 monomers. The random
coil conformation is characterized by random walk in the chemical space and therefore
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Figure 5.5: A snapshot of the system with α = 0.7 as the chain reaches N = 10000
monomers. The chain conformation is a combination of random coil and streched
configurations.
the mean squared distance should scale like the chemical distance. Considering Figure
5.6, the growing end of all chains are random coils with (R(N)− R(n))2 ∼ ns. For the
slowly growing chains, we can observe a stretched conformation with R(N)−R(n) ∼ n4s
for ns > 500 which is the major portion of the chain. Beyond α = 1/2 no stretched
conformation has been identified.
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Figure 5.6: Squared distance of monomer at chain position s = N − ns from the tip
position R(N, t) vs ns computed from snapshots captured as the chain reaches
N = 10000 monomers. For α > 1/2 the influence of the dragging force is restricted to
a very thin boundary layer. For α < 1/2 the coiled part of the chain shrinks to a
boundary layer (of a few hundred monomers) near the tip. For α = 1/2, the stretched
part of the chain does not follow a simple power-law scaling.
5.6.5 Coupling between center of mass and tip
As mentioned in Section 4.5 in growing chains, the dynamics of the center of mass is
closely connected to the internal dynamics of the chain. We can derive the evolution
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equation for Rcom as:
∂tRcom =
N˙
N
(Rtip −Rcom)− F
N
(5.33)
One can multiply both sides of Eq.(5.33) by N(t) and rearrange the relation above to
obtain:
∂t [N(t) ·Rcom] = N˙ ·Rtip − F (5.34)
Note that if N˙ = 0, i.e. if the growth velocity is zero, the correlation between Rcom
and Rtip vanishes and consequently one recovers the equation of motion for the center
of mass for a fixed length chain.
Rearranging the terms we obtain:
∂tRtip =
∂t[N(Rtip −Rcom)]
N
− F
N
(5.35)
Now we can substitute 〈Rcom − Rtip〉 from Table 5.1 and calculate the dynamics of
~R(N(t), t) for the whole range of α. For α < 0.5, Rcom − Rtip ∼ tα. Therefore in
Eq.(5.35) the velocity of the tip is mostly dominated by the term t−α (second term in
the RHS.). Hence the absolute position of the tip point scales as R(N(t), t) ∼ t1−α.
Beyond α = 0.5, if we also consider the prefactors 〈Rcom −Rtip〉, we obtain:
〈Rcom −Rtip〉 = Ft
N
(5.36)
and substituting into Eq.(5.35) yields R(N(t), t)→ const. As we see, the tip point of the
polymer undergoes a non-trivial transition by passing from slow polymerization regime
α < 0.5 to the fast polymerization regime α > 0.5. In fact, for α > 0.5, we expect from
the discussion above that the tip performs an unbiased random walk. The numerical
results confirm such an arrest of the tip point for α > 0.5 (see Figure 5.7).
Now we can use the results above to analyze the dynamics of the center of mass. For
α < 0.5, substituting the value of 〈Rtip − Rcom〉 from Table 5.1 into Eq.(5.33) we can
obtain:
〈Rcom〉 → t1−α (5.37)
Going beyond α = 0.5, the tip gets stuck at C and therefore Eq.(5.34) yields:
Rcom(t)→ C + Ft
N(t)
(5.38)
Considering Eq.(5.38), we can see a clear dynamical transition in the motion of the center
of mass at α = 1. For α < 1 the dynamics is dominated by the power-law Rcom ∼ t1−α.
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Figure 5.7: The exponent of the growth power-law of the tip point vs. α for
different growth stages N = 500, 1000, · · · . For α < 1/2, the tip point in the lab
reference frame scales like t1−α. At around α = 0.5 the exponent sharply decrease to
zero due to the sudden arrest of the tip point for α > 1/2. This transition becomes
sharper for longer chains.
In contrast, for α > 1 the expected behavior ∼ t1−α is replaced by a rather sudden stop
of the center of mass. Figure 5.8 illustrates this transition. Here, we sketch the slope
of the log-log graph of the averaged position of the center of mass against α. From this
figure, the transition in the behavior of ~Rcom at α = 1 is obvious. What still remains
unclear, is the deviation of the slope from our expectation for 0.5 < α < 1, for which we
cannot offer a simple physical explanation at present.
5.6.6 Base point R(0, t)
It is also worth mentioning the behavior of the dragged point at n = 0. For α < 0.5, the
dragged point in the reference frame of the center of mass moves as tα (see Table 5.1),
while the center of mass in the lab frame moves as t1−α. Therefore the motion of the
dragged point in the lab frame should be dominated by the center of mass:
R(0, t) ∼ t1−α. (5.39)
Increasing α beyond 1/2, the dominant dynamics is the motion of the base relative to the
center of mass. According to Figure 5.4, in the fast polymerization regime, the position
of the base point in the reference frame of the center of mass scales like t1/2, while the
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Figure 5.8: Logarithmic derivative of the logarithm of x-component of the
center-of-mass vs. α. The dashed line corresponds to the simple expectation t1−α,
calculated for slow polymerization regime. The inset shows the approach to zero
(upper boundary of inset) for 1.25 < α < 1.3.
center of mass moves as t1−α. Consequently:
R(0, t) ∼ t0.5. (5.40)
Figures 5.9a and 5.9 depicts this transition.
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Figure 5.9: (a)The averaged position of the base monomer in time measured in the
lab frame and (b) the exponent of the power-law growth of this quantity computed at
various polymerization stages (N = 500, 1000, · · · ) as a function of the growth
exponent α. For α < 1/2, the base point follows the center-of-mass, and therefore the
exponent of the corresponding power-law approaches t1−α as the chain length
increases. Beyond α = 1/2, this exponent approaches asymptotically to the constant
value 1/2.
Chapter 6
Living Rouse Chain in Shear Flow
In polymeric systems, one important scenario which deserves attention is polymers under
flow. In this scenario as described by Eq.(2.16), a velocity field is imposed on solvent
molecules. Due to the change in the relative velocity of polymers and solvent, the friction
experienced by the polymers is changed and the stretched polymers introduce additional
stresses to the fluid, which change its rheological properties. In this chapter, we will
extend such studies to the case of growing chains in a shear flow.
6.1 Some elements of rheology
Rheology is the study of flow and deformation of materials under applied stimuli. In
experiments it is common to impose an external velocity field (flow) on the material
under study. The mechanical response of the body is then measured in terms of internal
stresses formed by the external flow.
A polymeric liquid contains a large number of polymer chains surrounded by solvent
molecules. We are interested in micro-rheology of polymeric liquids. In other words,
we will study how the dynamics of single polymer molecules are affected by an external
flow field. From such a microscopic description of the system, we then try to extract
macroscopic flow behavior of the polymeric fluid.
6.1.1 Steady shear flow
From the point of view of continuum mechanics, an external distortion in a fluid can
be represented by a Eulerian velocity field v(~r, t), which specifies the average velocity
of materials inside a small volume element dV at ~r in space and at time t. Note that
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throughout this chapter we will use the non-dimensionalized variables introduced in
Section 2.1.3. The velocity field is a macroscopic kinetic quantity; The length scales
involved in the velocity field (e.g. the dimensions of the fluid container) are much bigger
than the microscopic lengths (e.g. dimension of a monomer). This implies that around
a single polymer chain, which is small compared to the length scale of the flow but large
compared to a single monomer, the linear approximation of the flow field is justified. Let
us assume that a polymer chain is placed at an arbitrary point ~r0 (for example consider
that its center of mass is placed at this point). Around this point, one can Taylor expand
the velocity field as:
~v(~r, t) = ~v(0, t) + κ(0, t) · ~r + o(~r) (6.1)
where κ is the velocity gradient tensor at the origin:
κˆ :=

∂vx
∂x
∂vx
∂y
∂vx
∂z
∂vy
∂x
∂vy
∂y
∂vy
∂z
∂vz
∂x
∂vz
∂y
∂vz
∂z
 (6.2)
In Eq.(6.1), without loss of generality, we have put the origin at point ~r0 = ~0. The zero
th
order term in Eq.(6.1) is a translation of all the molecules inside the system as a whole.
It does not change distances between molecules and therefore has no impact on internal
stresses (which later on we will introduce as a measure for mechanical response of the
system) in the fluid. The second term, however, shows how velocity changes from point
to point in the container. It says, how materials move relative to each other. In fact,
these relative motions change the distances between molecules and lead to formation of
stress inside the body.
We will discuss the dynamics of growing polymers in presence of a steady shear flow. In
particular, we will derive analytical expressions for the dynamics of the bonds ~b(n, t),
which in turn can be used to calculate rheologically important observables such as the
stress tensor.
Fig.(6.1) illustrates schematically the experimental setup: A polymeric liquid between
two parallel plates with normal vectors along the y axis is deformed by moving the upper
plate parallel to another with a constant velocity V . Consider h as the distance between
two palates, the macroscopic shear rate κ is defined as:
κ :=
V
h
(6.3)
This distortion, if applied slowly enough, imposes a time independent macroscopic flow
field ~v = (κy, 0, 0). From the definition in Eq.(6.2), the velocity gradient tensor for this
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V = κh
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v x = κ y
Figure 6.1: Living polymers under a steady shear flow. The upper plate is dragged
via a constant speed V , while keeping the lower plate fixed. During deformation,
polymer chains are growing.
steady shear flow reads:
κˆ =

0 κ 0
0 0 0
0 0 0
 (6.4)
Note that the velocity gradient κ introduces a time-scale in the system:
τf :=
1
κ
. (6.5)
This is in fact the time scale, over which the flow acts locally on the body. For a polymer
under shear flow, a dumbbell initially along the y axis is aligned in the direction of the
flow over this time scale.
6.1.2 Stress tensor
Internal stresses are usually expressed by stress tensors σˆ[15]; a second order tensor in
Cartesian space, that allows for calculation of the force exerted on an arbitrary surface
element inside the body. To define the stress tensor, consider an imaginary surface
element d ~A within the fluid, with a normal direction ~n. Let d~F (~n) be the total force
exerted on this surface element, due to the interactions between molecules that are above
the surface, and the molecules that are on the other side. By definition, the stress tensor
is defined such that:
d~F (~n) = −σˆ · nˆdA (6.6)
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The quantity d
~F
dA is called traction and has the dimension of pressure. In rheology
of polymeric fluids, it is useful to decompose the molecular interactions in two parts:
One part is the interactions involving solvent molecules and the other is due to the
interactions between monomers making up the polymers. Consequently, the stress tensor
can be written as:
σˆα,β = σˆ
s
α,β + σˆ
p
α,β (6.7)
If we consider a Newtonian solvent, σsα,β reads:
σˆsα,β = ηs(κα,β + κβ,α) + Pδα,β (6.8)
The presence of polymers in the system makes an extra contribution in the stress tensor.
The microscopic expression for the stress tensor of polymers can be found in standard
textbooks and is given by:
σpα,β = −
1
V
∑
i
∑
m
〈F im,αRim,β〉, (6.9)
where F im is the total force, exerted from other beads on the m
th bead of the ith chain
which is positioned at ~Rim and α, β label the Cartesian coordinates. In general, these
forces may be due to bonding as well as non-bonding forces. Here, we consider a dilute
solution for which we can neglect interactions between monomers of different chains.
For a mono-disperse solution, the summation over chains thus becomes the factor cp
denoting the concentration of chains1 :
σpα,β = −cp
∑
m
〈bm,αbm,β〉 (6.10)
where we considered that in a Rouse chain the intramolecular interactions is restricted
only to the neighbouring beads F im,α = bim+1,α−bim,α = −k(2Rim,α−Rim−1,α−Rim+1,α).
The stress tensor of Eq.(6.10) can also be written in continuum form, which used in
analytical approaches:
σˆpα,β = −cp
∫
n
〈bα(n, t)bβ(n, t)〉dn (6.11)
6.1.3 Viscometric functions
Instead of measuring all elements of the stress tensor, it is easier to measure new ob-
servables as combinations of these elements. Such functions are called viscometric func-
tions[72]. Important viscometric functions to study polymers under shear flow are as
1From the experimental point of view, it is more common to express Eq.(6.10) by the monomeric
concentration. For a mono-disperse solution, the concentration of monomers cm can be obtained as
cm = Ncp.
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follows:
• Shear viscosity: is a measure that characterizes the resistance of a fluid against
deformation due to the friction between fluid layers. Viscosity η is usually ex-
pressed in terms of the shear stress:
η = κσˆx,y (6.12)
where the shear rate κ is defined as κ := κˆx,y.
• Normal stress differences: are associated with the anisotropy induced by ap-
plying strain in a fluid. At a microscopic level, anisotropy in a polymer molecule
is signalled by the deviation of its shape from a symmetric random coil. This in-
formation is also contained in the stress tensor. To characterize such anisotropies,
the normal stress differences are measured. For a stress tensor, one can define two
normal stress differences, that provide comparison for the amount of stress along
different axes. These can be defined as:
1. First normal stress difference: σxx − σyy
2. Second normal stress difference: σyy − σzz
6.1.4 Rheology of fixed length polymers
As mentioned before, an external stimulus like a flow field affects the internal dynamics
of polymers, particularly the dynamics of the bond vectors ~b(n, t). On the other hand,
Eqs.(6.10) and (6.11) express the macroscopically measurable stress tensor in terms of
these microscopic bond vectors. It should be therefore possible to relate the applied
flow to the stress tensor. This procedure is what we meant above by micro-rheology.
Micro-rheology of fixed-length Rouse chains is extensively studied and the results can
be found in various standard literatures (see for example [15]). In the following, we first
review these results. In particular, we point out, how viscometric functions depend upon
the polymer length N .
In presence of a steady shear flow v = (κy, 0, 0), a particle positioned at (Rx, Ry, Rz) feels
an extra velocity equal to (κRy, 0, 0). As a consequence, the beads experience an extra
friction in x direction which opposes the direction of the particle velocity. Obviously,
this excess of friction depends upon the position of the bead in y direction. In continuum
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limit, the equation of motion for a polymer chain under a shear flow can be written as:
∂tRx(n, t) = ∂
2
nRx(n, t) + κRy + fx (6.13)
∂tRy(n, t) = ∂
2
nRy(n, t) + fy (6.14)
The dynamics of the chain in y and z directions remain that of a free chain. The
corresponding evolution equation for the bonds can be set up by differentiating both
sides of these equations with respect to n. For bx we can write:
∂tbx(n, t) = ∂
2
nbx(n, t) + κby + ∂nfx (6.15)
In fact, by can be interpreted as an additional Gaussian noise. The properties of this
noise can be inferred from our results on the free chain. Note that the evolution equations
for bx(n, t) and by(n, t) are one-way coupled. In other words, bx depends upon by but by
is independent from bx. Formally, the solution for by can be expressed in terms of the
Green’s function:
by(n, t) =
∫ t
0
dt′
∫ N
0
dn′∂n′GD(n, t|n′, t′)fy(n′, t′) (6.16)
where we have integrated over the variable n′ by parts and substituted the boundary
conditions for the Green’s function.
the correlation function of the bys, which completely characterises their stochastic prop-
erties can be expressed in terms of the Green’s function GD. Using Eq.(6.16) and
considering the correlation of the noise as 〈fα(n, t)fβ(n′, t′)〉 = 2δα,βδ(n − n′)δ(t − t′),
we can write:
〈by(n, t)by(n′, t′)〉 =
∫ t′
0
dt1
∫ N
0
dn1∂n1GD(n, t|n1, t1)∂n1GD(n′, t′|n1, t1), (6.17)
where we assumed t > t′. Substituting GD from Chapter 2 yields:
∂n1GD(n, t|n1, t1) =
2
N
∞∑
p=1
kp sin(kpn) cos(kpn1)e
−k2p(t−t1). (6.18)
Plugging this equation into Eq.(6.17) results in:
〈by(n, t)by(n′, t′)〉
=
4
N2
∑
p,q
kpkq sin(kpn) sin(kqn
′)
∫ t′
0
dt1e
−k2p(t−t1)−k2q(t′−t1)
∫ N
0
cos(kpn1) cos(kqn1)dn1.
(6.19)
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Note that
∫ N
0 cos(kpn1) cos(kqn1)dn1 =
N
2 δp,q. Using this relation and performing the
summation over q in Eq.(6.19) we can write:
〈by(n, t)by(n′, t′)〉 = 2
N
N∑
p=1
k2p sin(kpn) sin(kpn
′)
∫ t′
0
dt1e
−k2p(t+t′)+2k2pt1 .
If we integrate over t1, for the long time regime t τR, we ultimately obtain:
〈by(n, t)by(n′, t′)〉 = 1
2
[
Θ(t− t′)GD(n, t|n′, t′) + Θ(t′ − t)G(n′, t′|n, t)
]
. (6.20)
The x component of the bond vector bx(n, t) can be calculated by plugging Eq.(6.16)
into Eq.(6.15)
bx(n, t) =
∫ t
0
dt′
∫ N
0
dn′GD(n, t|n′, t′)
[
κby(n
′, t′) + ∂n′fx(n′, t′)
]
. (6.21)
Here, the transient terms due to the relaxation of the initial condition have been ne-
glected. At this point, we can express various rheologically interesting observables in
terms of the Green’s function:
• End to End distance squared:
〈R2x,ee(t)〉 =
∫ N
0
dn
∫ N
0
dn′
∫ t
0
dt1
∫ t
0
dt2
∫ N
0
dm
∫ N
0
dm′ (6.22)
×GD(n, t|m, t1)GD(n′, t|m′, t2) (6.23)
× (κ(t1)κ(t2)〈by(m, t1)by(m′, t2)〉+ 〈∂mf(m, t1)∂mf(m′, t2)〉) (6.24)
• Shear Stress:
σx,y =
∫ N
0
〈bx(n, t)by(n, t)〉 dn (6.25)
=
∫ N
0
dn
∫ t
0
dt′
∫ N
0
dn′GD(n, t|n′, t′)κ(t′)〈by(n, t)by(n′, t′)〉 (6.26)
• First normal stress difference σx,x − σy,y:
σx,x − σyy =
∫ N
0
dn〈b2x(n, t)− b2y(n, t)〉 (6.27)
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where:
〈b2x(n, t)− b2y(n, t)〉 (6.28)
= κ2
∫ t
0
dτ1
∫ t
0
dτ2
∫ N
0
dm1
∫ N
0
dm2 (6.29)
GD(n, t|m1, τ1)GD(n, t|m2, τ2) 〈by(m1, τ1)by(m2, τ2)〉 (6.30)
• Second normal stress difference σy,y − σz,z: This term is equal to zero.
We can now calculate the rheological properties of fixed-length polymers using Eq.(6.20).
Table 6.1 summarizes these results[73]:
Observables Results from Rouse Model
〈R2x,ee〉 κ2N5 +N
σx,y
κN2
48
σxx − σyy κ2N41440
Table 6.1: The time- and length-dependence of various rheological observables,
calculated for Rouse chains.
In the next section, we will work out the rheology of growing Rouse chains. Our ana-
lytical calculation is restricted to the slow-polymerization regime, where N(t) = o(t0.5).
Recall that in this regime, the dynamics of the growing chain, asymptotically, can be
fully mapped to the dynamics of a fixed-length Rouse chain with length 1. The rheol-
ogy of the fast polymerization regime will be analyzed numerically using the algorithm
presented in Sections 3.1 and 6.3.
6.2 Slow polymerization regime
Here we present the rheological properties, calculated for slowly growing Rouse chains
under a steady shear flow with shear rate κ. The procedure for calculating the shear
stress σˆx,y and mean squared end to end distance is presented in detail.
Applying the Landau transformation given in Eq.(3.16) and time transformation in
Eq.(3.21) to the system of stochastic equations for by and bx and after balancing the
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dominating terms in the long time regime we can write:
∂τρx(σ, τ) = ∂
2
σρx + κ ·N2(τ) · ρy + fx(σ, τ) (6.31)
where ~ρ is defined as in Eq.(4.6). The boundary condition for a chain with two free ends
is given in Eq.(2.59). The white noise ~f is characterized by its first and second moments
which are given in Eqs.(3.23) and (3.24).
Eq.(6.31) has a nice interpretation. It shows that in the slow polymerization regime,
the dynamics of a growing chain under a steady shear flow κ can be mapped to the
dynamics of a fixed length chain, subjected to an unsteady shear flow κ∗(τ), which is
defined as:
κ∗(τ) := κ ·N2(τ) (6.32)
Let us proceed with the calculation of the shear stress. If we introduce ~β := ∂σ~σ, we
have:
~b = ∂n ~R = 1/N ∂σ
√
N~ρ = ~β/
√
N
. Thus, one can write:
σˆx,y(t) =
∫ N(t)
0
dn〈bx(n, t)by(n, t)〉 =
∫ 1
0
dσ〈βx(σ, τ(t))βy(σ, τ(t))〉 (6.33)
Eq.(6.33) implies that the stress tensor of the transformed chain, is exactly equal to the
stress tensor of the growing chain.
Inserting Eq.(6.20) into Eq.(6.26), the stress tensor can be written in the following form:
σˆx,y(τ) =
∞∑
p=1
∫ τ
0
dτ ′σp(τ, τ ′). (6.34)
where we introduced:
σp(τ, τ
′) :=
κ∗(τ ′)
2
exp
[−2k2p(τ − τ ′)] (6.35)
The integration of Eq.(6.34) can not be performed exactly. Figure 6.2 depicts the
σp(τ, τ
′) for a fixed value of τ and for different values of p. Because the most important
contribution to the integral comes from the integrand value near τ ′ = τ , one can ap-
proximate the integral by the area of the right triangle, whose hypotenuse is tangent to
the curve at point τ ′ = τ . Therefore:∫ τ
0
dτ ′σp(τ, τ ′) ≈
σ2p(τ, τ)
2∂τ ′σp(τ, τ ′)|τ ′=τ =
κ∗(τ)
8pi2p2
(6.36)
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In the end the shear stress can be calculated as:
σˆx,y(t) =
κγ2t2α
48
(6.37)
As we see from this equation, in contrast to fixed length polymers, whose respond to a
static stimuli does not depend on time (see Table 6.1), for growing polymers, the shear
stress, as a mechanical response to the steady shear flow turns out to be time-dependent.
This result could also be deduced from Eqs.(6.31) and (6.33). From these relations, we
have seen that the shear stress of a growing chain is exactly equal to the shear stress
of a fixed length chain with length 1 subjected to a time-dependent stimuli κ∗(t). For
a fixed length polymer under such a time-dependent flow, we expect a time-dependent
response.
A B
C
Figure 6.2: σp(τ, τ
′) against τ ′, for τ = 40, α = 0.45 and γ = 1. The integral∫ τ
0
σp(τ, τ
′)dτ ′ can be approximated by the area of the right triangle, whose
hypotenuse side is tangent to the curve at τ ′ = τ . Figure illustrates such a triangle for
p = 1.
As another example, here we calculate the mean squared end to end distance for a slowly
growing chain. Note that the end to end distance of the transformed chain and original
chain are related as
√
N(t)(~ρ(σ = 1, τ(t)) − ~ρ(σ = 0, τ(t))) = ~R(N(t), t) − ~R(0, t). To
calculate the end to end distance of the transformed chain under an unsteady velocity
gradient κ∗(τ), we insert the Green’s function into Eq.(6.24):
〈ρ2x,ee(τ)〉 = 〈ρ2ee,κ(τ)〉+ 〈ρ2ee,0(τ)〉 (6.38)
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where we introduced 〈ρ2ee,κ(τ)〉 and 〈ρ2ee,0(τ)〉 as:
〈ρ2ee,κ(τ)〉 =
∫ 1
0
dσ1
∫ 1
0
dσ2
∫ τ
0
dτ ′1
∫ τ
0
dτ ′2
∫ 1
0
dσ′1
∫ 1
0
dσ′2
×GD(σ1, τ |σ′1, τ ′1)GD(σ2, τ |σ′2, τ ′2)κ∗(τ ′1)κ∗(τ ′2)〈b∗y(σ′1, τ ′1)by(σ′2, τ ′2)〉 (6.39)
and:
〈ρ2ee,0(τ)〉 =
∫ 1
0
dσ1
∫ 1
0
dσ2
∫ τ
0
dτ ′1
∫ τ
0
dτ ′2
∫ 1
0
dσ′1
∫ 1
0
dσ′2
×GD(σ1, τ |σ′1, τ ′1)GD(σ2, τ |σ′2, τ ′2)〈∂σ′1η(σ′1, τ ′1)∂σ′2η(σ′2, τ ′2)〉. (6.40)
〈ρ2ee,0(τ)〉 is due to the thermal fluctuations of the chain, which is nothing other than
the mean squared distance between two ends of a fixed-length polymer with length 1,
in the absence of any flow. This quantity can simply be calculated using Eq.(2.84) as:
〈ρ2ee,0(τ)〉 =
8
pi2
∞∑
p=odd
1
p2
(6.41)
where we used
∑∞
p=odd
1
p2
= 34ζ(2) with ζ the standard zeta function[64]. The term
〈ρ2ee,κ(τ)〉 in the right hand side arises due to the presence of the flow. This term will
be analyzed here.
The integral in Eq.(6.39) is performed over both of the time variables τ ′1 and τ ′2. There-
fore according to Eq.(6.20) we can write:
〈βy(σ′1, τ ′1)βy(σ′2, τ ′2)〉 = Θ(τ ′1 − τ ′2)GD(σ′1, τ ′1|σ′2, τ ′2) (6.42)
which yields:
〈ρ2ee,κ(τ)〉 =
∑
p=odd
∫ τ
0
dτ ′1κ
∗(τ ′1)
∫ τ ′1
0
dτ ′2κ
∗(τ ′2)
1
k2p
exp
[−2k2p(τ − τ ′2)] (6.43)
Now we can exploit the same trick shown in Figure 6.2 to approximate the integral:
〈ρ2ee,κ(τ)〉 ≈ (κ∗(τ))2
∑
p=odd
1
k6p
≈ κ2N4 (6.44)
Consequently, the mean squared end to end distance reads:
〈R2x,ee〉 = κ2N5(t) +N(t) (6.45)
In treating polymers using the Rouse model, one has to be aware that this model is only
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applicable if the chain is not overstretched. In fact, the entropic springs between the
beads allows an infinite extension of the polymer, which is an unphysical situation. We
can express the overstretched regime, as the situation where:
N 
√
〈~R2ee〉 (6.46)
For a system consisting of polymers with fixed lengths, by choosing the shear rate as:
κ N−3/2, (6.47)
we are on the safe side and can be sure, that the chain is not excessively stretched. In
a growing Rouse chain, however, the situation is different. No matter how small κ we
choose, at some point the overstretched regime will arrive. Hence, our analysis presented
here is only acceptable if:
N(t) κ−2/3 (6.48)
beyond this time regime the Rouse model fails. In Section 4.1, we remarked, that our
approximate solution to the growing chain is only valid, if we are beyond a so called
crossover time tc = γ
2
1−2α (see Eq.(4.2)). We can conclude, that the analysis presented in
this section for slowly growing chains under shear flow are only valid within the interval
[t1, t2], where t1  tc and t2  (γκ2/3)− 1α .
The same way, we can calculate the first stress difference. Here we only present the
result:
σˆxx − σˆyy ∼ N4(t) (6.49)
Table 6.2 summarizes the time-dependence of the rheological properties of slowly growing
polymers.
Observables Dependence on time Dependence on N
〈R2x,ee〉 t5α ∼ N5(t)
σx,y t
2α ∼ N2(t)
σxx − σyy t4α ∼ N4(t)
Table 6.2: The time-dependence of various rheological observables, calculated for
slowly growing chains.
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6.3 Simulation algorithm
In the discrete description of the Rouse model, the component-wise dynamical equation
of motion for the beads subjected to a steady shear flow reads:
∂tRx = −AˆRx + κRy + fx (6.50)
∂tRy = −AˆRy + fy (6.51)
(6.52)
We assume that the chain is free at both ends, therefore the Rouse matrix Aˆ is as given
in Eq.(2.13). We have simulated this system using Algorithm I described in Section
3.1.
In simulating polymer chains under flow, as mentioned in the previous section, one has
to be careful that the chain does not get overly stretched. Otherwise, the results are
nothing other than artefacts and are of no value in predicting the behaviour of real
polymers. For a growing chain, as we discussed in the previous section, sooner or later
the polymer gets overstretched. However, by choosing an appropriate value for κ, one
can provide a time interval, within which the results are justified. In our simulations,
we found that κ = 0.0005 avoids the overstretching regime if the chains are simulated
up to Nmax = 10
4 beads.
6.3.1 Modification of Algorithm II
As mentioned in that section, in cases, where the Cartesian components of the modes
are correlated, the Algorithm II should be modified.
The transition probability for the conformation within the non-reacting interval (ti, ti+1),
is equivalent to the transition probability of the modes. To find this transition proba-
bility, due to the Gaussian nature of the modes, it is sufficient to calculate the first and
second moments of each mode. To this aim, we first make use of the fact that each mode
is independent from other modes. Therefore, the transition probability PRouse can be
written as the product of the transition probabilities corresponding to each mode:
PRouse
(
~RNi(ti+1)| ~RNi(t+i )
)
=
Ni∏
p=0
P
(
~Xp(ti+1)| ~Xp(t+i )
)
.
The shear flow in x direction couples the x and y components. The z component is
independent from the other components. Hence we can write the transition probability
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for the modes as:
P
(
~Xp(ti+1)| ~Xp(t+i )
)
= P (Xp(ti+1), Yp(ti+1)|Xp(t+i ), Yp(t+i ))× P (Zp(ti+1)|Zp(t+i )),
(6.53)
where we introduced the Cartesian components of each mode as ~Xp(t) = (Xp(t), Yp(t), Zp(t)).
The calculation of the moments in the z direction is exactly the same as for a free chain.
To construct the probability distribution P (Xp(ti+1), Yp(ti+1)|Xp(t+i ), Yp(t+i )) we need
to determine the mean vector:
~µp =
[
〈Xp(ti+1)〉
〈Yp(ti+1)〉
]
(6.54)
as well as the covariance matrix Σp:
Σp =
[
〈X2p (ti+1)〉 〈Xp(ti+1)Yp(ti+1)〉
〈Xp(ti+1)Yp(ti+1)〉 〈X2p (ti+1)〉
]
(6.55)
Note that the averages in Eqs.(6.54) and (6.55) are taken over the conditional probabil-
ity P (Xp(ti+1), Yp(ti+1)|Xp(t+i ), Yp(t+i )). By substituting the modes into the evolution
equation for ~R, one can write the evolution equation for the modes:
d
dt
Xp = cpXp + κYp + ηp,x (6.56)
d
dt
Yp = cpYp + ηp,y (6.57)
These equations are supplemented by the given initial conditions (Xp(t
+
i ), Yp(t
+
i )). Av-
eraging Eqs(6.56) and (6.57) over the noise thermal noise, we can write:
〈Yp(ti+1)〉 =Yp(ti)e−cpτi (6.58)
〈Xp(ti+1)〉 =Xp(ti)e−cpτi +
∫ ti+1
ti
[
κYp(ti)e
−cp(t′−ti)
]
e−cp(ti+1−t
′)dt′
= [Xp(ti) + κYp(ti)τi] e
−cpτi (6.59)
with τi = ti+1− ti the waiting time between two successive chemical reactions. Next we
try to determine Y 2p (ti+1) We multiply both sides of Eq.(6.57) by 2Yp and average over
noise to obtain the equation of motion for 〈Y 2p 〉:
d
dt
〈Y 2p 〉 = 2cp〈Y 2p 〉+ 2〈Ypηp,y〉 (6.60)
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To solve Eq.(6.60) we need to determine 〈Ypηp,y〉. In order to find this correlation, we
first write the short-time solution of Yp:
Yp(ti+1) = Yp(ti+1 − δ)− c2pYp(ti+1 − δ)δ +
∫ ti+1
ti+1−δ
ηp(t
′)dt′. (6.61)
where δ  1. Then, we multiply both sides of this equation by ηp(ti+1) and average
over this noise:
〈ηp(ti+1)Yp(ti+1)〉 = 1 (6.62)
Substituting this correlation into Eq.(6.60):
d
dt
〈Y 2p 〉 =2cp〈Y 2p 〉+ 2, (6.63)
we can find 〈Y 2p 〉:
〈Y 2p (ti+1)〉 =
1
cp
+
[
Y 2p (t
+
i )−
1
cp
]
. (6.64)
Now we are able to calculate 〈Xp(ti+1)Yp(ti+1)〉. First, we multiply both sides of
Eq.(6.56) by Yp and Eq.(6.57) by Xp to obtain
Xp
dYp
dt
= −cpXpYp +Xpηp,y (6.65)
Yp
dXp
dt
= −cpXpYp + κY 2p + Ypηp,x. (6.66)
Then we add these two equations and average over the thermal noise to obtain the
equation of motion for 〈XpYp〉:
d〈XpYp〉
dt′
= −2cp〈XpYp〉+ κ
[
1
cp
+ (Yp(t)− 1
cp
)e−2cp(t
′−ti)
]
(6.67)
This equation can be solved as:
〈Xp(ti+1)Yp(ti+1)〉 =
[
Xp(t
+
i )Yp(t
+
i )−
κ
2c2p
]
e−2cpτi
+κ
[
Y 2p (ti)−
1
cp
]
τie
−2cpτi
+
κ
2c2p
.
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Finally, similar to what we have obtained for 〈Y 2p 〉 and 〈XpYp〉, we can calculate 〈X2p 〉:
〈X2p (ti+1)〉 =
[
X2p (ti)−
κ2
2c3p
+
1
cp
]
e−2cpτi
+ 2κ
[
Xp(ti)Yp(ti)− κ
2cp
]
τite
−2cpτ
+ κ2
[
Y 2p (ti)−
1
cp
]
(τi)
2e−2cpτi
+
κ2
2c3p
+
1
cp
.
We can now construct the two dimensional Gaussian probability distribution with the
help of ~µp and Σˆp and draw the random modes (Xp(ti+1), Yp(ti+1)) from this probability.
These random modes can then transform back to the conformation ~RNi(ti+1).
6.4 Coil - stretch transition
Figure 6.3a depicts the mean-squared end to end distances 〈R2ee〉 of growing chains in
presence of flow as a function of chain length N . At the beginning, all chains start with
a random coil conformation, where the mean squared end to end distance scales as N(t)
for all chains. For each curve, there exist a transition point at a certain length Nc(α),
beyond which the mean squared end to end distance scales faster than N . In this phase,
the polymers start to align to the flow. For α < 1/2, this quantity grows as N(t)5, which
is in accordance with our analytical result in Table 6.2. Increasing α beyond 1/2, the
mean squared end to end distance grows slower than N5. Another striking point is that
while in the slow polymerization regime the transition length Nc does not depend upon
α, in the fast growth regime the Nc increases with α.
Figure 6.3b illustrates the same quantity as a function of t. One immediately finds
that for fast growing polymers, the transition from coil to stretch tends to happen at a
tc, which is independent of the growth exponent α. Also noticeable is that the mean-
squared end to end distance for all fast growing chains in the stretched phase scale as
t2.5.
This behavior is also observed for the first normal stress difference σxx−σyy. Looking at
Figure 6.4a, for α < 0.5, again the results are in a good accordance with the analytical
calculations obtained in Section 6.2. For α > 1/2, the first normal stress difference grows
slower than the slowly polymerizing chains, which means that the conformation is more
symmetric in the xy plane. This result is quite consistent with the end to end distance
in the stretched regime shown in Figure 6.3a.
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Figure 6.3: (A) The mean-squared end to end distance of growing chains under a
steady shear flow as a function of chain length N . In the short time regime, all chains
have random coil conformations with 〈R2ee〉 → N(t). As time proceeds they start to
stretch and the mean-squared end to end distance grows faster than N for all chains.
For growth with exponents α < 1/2, the transition from coil to stretch happens at
universal a cross-over length, which is independent of α and the mean-squared end to
end distance scales like N5. Beyond α = 0.5, the cross-over length increases with α.
Increasing α beyond 0.5, the exponent of this power-law decreases with α. (B) The
mean-squared end to end distance as a function of time t. For α > 1/2, 〈R2ee〉 → t5/2
and the cross-over time from random coil to stretch approaches to a universal value
independent of α.
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Figure 6.4: (A) The first normal stress difference σxx − σyy of growing chains under
a steady shear flow as a function of chain length N . For α < 1/2, the first normal
stress difference grows as the power-law N4, independent of the growth exponent α.
Beyond α = 1/2, the first normal stress difference grows slower than N4 implying a
more symmetric shape in the x-y plane compared to the slowly growing chains. (B)
The same quantity as in (A) as a function of time t. For α > 1/2 the first normal
stress difference grows as t2.
To see how the first normal stress difference scales in the fast polymerization regime,
we sketch in Figure 6.4b this quantity with respect to t. For α > 1/2, the first normal
stress difference, irrespective the value of α scales as t2.
Another interesting rheological property that we discussed in Section 6.1 is the shear
stress. Figure 6.5a depicts this quantity as a function of chain length, and in Figure
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6.5b we sketched the same quantity as a function of time. For slowly growing chains the
shear stress scales as N2(t) which is in agreement with the result presented in Table 6.2.
According to Figure 6.5b, in the fast polymerization regime regardless of the growth
exponent, the shear stress grows almost linearly with time.
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Figure 6.5: (A) Shear stress (viscosity) of growing chains under steady shear flow as
a function of chain length N . For α < 1/2, the shear stress grows as N2. Increasing α
from 1/2, a small deviation in the growth exponent of the shear rate can be observed.
(B) Shear stress as a function of time t. For α > 1/2 the shear stress grows like t
independent of α.
As we have seen from simulation results, one can observe an obvious transition in the
mechanical response of polymeric systems to an external shear flow by passing from
the slow to the fast polymerization regime. In the following, we try to explain this
rheological transition.
For a fixed-length polymer under steady shear flow, there are two competing external
perturbations acting on the chain. One is the thermal fluctuations, that try to equilibrate
the chain to the random coil conformation. The other is the force due to the flow field,
which stretches the chain. We have mentioned in Section 6.1, that the shear flow applies
a local drag over the time scale τf = 1/κ, while thermal fluctuations coils the chain over
τR. If the relaxation process is faster than drag due to the flow, the chain maintains
its coiled conformation. On the other hand, if the shear flow is strong enough, such
that τf < τR, the chain starts to stretch along the flow. This conformational transition
is called coil - stretch transition. Note that for fixed-length chains τR is constant and
therefore the transition from random coil to stretch conformation arises only by tuning
κ from small to large values.
For growing chains, in contrast fixed length chains, the time-scale of the coiling process
is time dependent. Recall that the dynamics of tension on the chain obeys the evolution
equation (6.15). Note that the dynamics of by is that of the free chain and thus we
can make use of the results of Chapter 4. In particular, there are two sources of by
fluctuations namely thermal fluctuations and fluctuations due to growth. It is these
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fluctuations which enter the equation for bx and drive the tension due to the shear
flow. Whereas the thermal fluctuations may appear everywhere along the chain, the
by fluctuations due to growth are located at the tip. These latter fluctuations act as a
localized source of tension for the bx and to stretch the whole chain this tension has to
propagate along the chain diffusively. Thus the slowest process complete stretching is t1/2
spreading of tension for α > 1/2 and the time-scale corresponding to this propagation
along this comportment of the chain is indeed t. For α < 1/2 the by fluctuations are
dominated by thermal fluctuations which acts over the time scale τR(t) ∼ N2(t).
Because the coiling timescales for both of these mechanisms grows with time, even
for a weak shear flow, the transition from the random coil to stretch conformation is
inevitable for both slow and fast growth regimes. This is confirmed from Figure 6.3b.
We can compare the timescale of the flow and this timescale by defining the ratio of
these two as the Weissenberg number [74] :
Wi :=
coiling timescale
τf
, (6.68)
and the coil - stretch transition happens as Wi ∼ 1. For slowly growing chains, the
coiling timescale depends only on the chain length N(t). The transition length Nc can
be obtained as:
Nc =
1√
κ
, (6.69)
which is independent of the growth exponent α. Because the tension propagates along
the whole chain, the dynamics of stretching behaves like in a fixed chain of length N(t)
(see Table 6.2). Figure 6.6 depicts snapshots of the growing polymers under a steady
shear flow. These snapshots are captured once the chain lengths reached N = 2000
monomers and N = 5000 monomers. In the short-time regime (N = 2000), all polymers
have a coiled conformation. In the later time (N = 5000), all slowly growing chains
become stretched, while those in the fast polymerization regime still preserve their coil
conformation.
On the other hand, for fast growing chains, transition should take place at:
tc =
1
κ
, (6.70)
a transition time which is independent of α. In this case, the length, over which the
localized tension at the tip propagates, scales as t1/2 and hence in the stretching process,
the chain behaves as a fixed length polymer of length t1/2. Table 6.3 summarizes our
hypothesis about growing chains in the fast growth regime, which are in accordance with
the simulation results illustrated in Figures 6.3 to 6.5.
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Figure 6.6: Snapshots from different chains growing with different growth exponents
under a steady shear flow with the shear rate κ = 0.0005. These snapshots have been
captured in an early growth stage (N = 2000) and at a later time (N = 5000 beads).
In the early stage, all chains have random coil conformation. In the late growth stage,
the slowly growing chains with α < 1/2 become stretched in the flow field. The fast
growing chains with α > 1/2, preserve almost the coil conformation.
Observables Dependence on time Dependence on N
〈R2x,ee〉 ∼ t
5
2 N
5
2α
σx,y t N
1
α
σxx − σyy t2 N 2α
Table 6.3: The time-dependence of various rheological observables, calculated for
fast growing chains
Chapter 7
Summary and Conclusion
In this thesis we studied the conformational dynamics of polymers, undergoing irre-
versible chain growth polymerization reactions. We discussed that the coupling between
both aspects of the polymer dynamics, namely the evolution of the polymer chain and
the conformational dynamics of the polymer is particularly important if the reaction
timescale is comparable to the polymer relaxation timescale.
In Section 2.1, we first introduced the well-studied Rouse model for polymers of fixed
length. Next in Section 2.4 the polymerization reaction has been described by a Marko-
vian stochastic process. Finally in Section 2.5 we extended the Rouse model to situa-
tions of ongoing chain growth. Neglecting the impact of the polymer conformation on
the growth, we presented discrete model for the conformational dynamics of growing
chains (see Section 2.5.2). The continuous version of the model has been presented in
Section 2.5.3. We neglected the chemical noise corresponding to the stochastic nature
of the chemical reaction and considered the chain length to grow as a pure power-law
N(t) = γtα. The evolution equation of the conformation of the growing chain has then
been formulated as a moving boundary value problem (see Eqs. (2.105) and (2.106)).
Based on the Brownian dynamics simulation method, in Section 3.1 we have set up
a new numerical algorithm to generate conformational trajectories of growing Rouse
chains. The advantage of this algorithm compared to explicit integration schemes such
as Euler method has been discussed in Sections 3.1.2 and 3.1.3. Next, in Section 3.2, we
introduced a collection of analytical tools required to analyse solutions of the moving
boundary value problem.
In Chapter 4, we discussed the behaviour of a growing polymer, which is free at both
ends. We identified two growth regimes, 0 < α < 1/2 (slow growth) and 1/2 < α
(fast growth) separated at α = 1/2 (balanced growth). We discussed, that growing
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chains exhibit qualitatively different conformational properties, depending on the growth
regime. Slowly growing polymers show stretched exponential relaxation (see Figure 4.1)
and sub-diffusive center of mass motion with 〈~R2com(t)〉 ∼ t1−α. In contrast, in the fast
growth regime, the chains never relax to the quasi-steady state. For the center of mass
in this regime, we derived 〈~R2com(t)〉 ∼ tα, which is sub-diffusive for 1/2 < α < 1 and
super-diffusive for α > 1 (Figure 4.3 left panel). We have also observed transitions in the
segmental motion of growing chains by passing from the slow to the fast growth regime
(see Figures 4.2 and 4.3 right panel). In Section 4.5, we gave a simple explanation to
understand the basic physical mechanism of these transitions: A racing duel between
the tension propagation and the polymer growth. While any disturbance on an existing
monomer propagates diffusively as t1/2 along the chain, the tip point keeps distance
from the disturbed point as tα. For α < 1/2, we thus expect that the propagating front
reaches the growing end, while for α > 1/2 it does not. In fact, in the fast polymerization
regime, the tip point is causally disconnected from the existing monomers in the chain
(see Figure 4.4).
In Chapter 5, we further studied the tension propagation mechanism along growing
chains by considering a growing polymer dragged from its non-growing end. In the slow
polymerization regime, the disturbance due to the external force spreads along the whole
chain, even for longest times. In contrast in the fast growth regime, polymer growth is
faster than the propagation of tension and an increasing fraction of the bonds remains
force free. As a consequence, at α = 1/2, we observed transitions in the scaling of the
internal distances of the chain (see Table 5.1). Apart from transitions at α = 1/2, Figure
5.8 pinpoints another dynamical transition at α = 1 in the behaviour of the center of
mass: For α > 1, we observed a sudden stoppage in the average position of the center
of mass.
The rheology of polymeric fluids consisting of growing chains was considered in Chapter
6. Using the perturbation method explained in Section 3.2.3, important rheological
properties of slowly growing chains have been calculated. From the numerical results,
we found that the coil-stretch transition for all growing chains is inevitable. However,
this transition is characterized differently in different growth regimes. While for α < 1/2,
the transition happens at a universal cross-over length Nc (see Figure 6.3a), in the fast
growth regime, the coil-stretch transition point is located at a universal time tc (Figure
6.3b). In addition to that, we found that the rheological properties such as viscosity,
obey a different scaling dependent on the polymerization regime. These transitions have
been attributed to the origin of the coiling, which competes the stretching due to the
flow. Whereas in the slow regime the dominant process which coils the chain is thermal
fluctuations, in the fast growth regime the newly produced coils at the tip of the chain
due to the growth are responsible for the overall conformation of the chain.
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In conclusion, we have shown that the coupling of the simplest chain dynamics with the
simplest growth reactions leads to rich and new behaviour, which can be understood
from a simple physical mechanism. This argument is expected to be transferable to
more complicated chain models. For instance, for stiff or semi-flexible polymers, the
tension propagation evolves sub-diffusively as t1/4 for longest times and t1/8 for shorter
times[75, 76], and therefore we expect to observe transitions at α = 1/4 and α = 1/8.
The model we introduced in this thesis can easily be applied to other scenarios, such as
a growing chain fixed in space at one or both ends or the dynamics of growing polymer
rings. It can also be applied to shrinking chains, which provides an alternative starting
point to the problem of translocation of a polymer chain through a nanopore[70, 71].
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Appendix A
First Correction for the Regular
Perturbation Method
In this appendix, we present the first order solution to the perturbation problem given
in Eq.(4.3). For simplicity, we consider that the chain is clamped at both ends, therefore
the boundary condition for this problem reads:
~R(0, τ) = 0 (A.1)
~R(1, τ) = 0 (A.2)
An interested reader may work out different observables calculated in presence of the
noise, and compare the corrections terms. Here, however, we neglect the noise and
compute the average of the conformation over the thermal noise. Therefore the main
equation of motion reads:
∂τ 〈~R〉 = ∂2σ〈~R〉+ ∂τ ln(N)σ∂σ〈~R〉 (A.3)
which is an homogeneous partial differential equation. If we had the noise term present
in the system, the transformation given in Eq.(4.6) could be helpful. Here we do not
need such transformation.
As we see in Eq.(A.3), from the method of dominant balances, for α < 0.5, we can split
the main operator as L = E + F in the following form:
Eσ,τ = ∂τ − ∂2σ (A.4)
Fσ,τ = ∂τ ln(N)σ∂σ (A.5)
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To simplify our calculations, let us take the following initial condition for the conforma-
tion:
〈~R(σ, τ0)〉 = sin(piσ)~ex (A.6)
The zeroth order perturbation solution reads:
~R0(σ, τ) =
∫ 1
0
dσG(σ, τ |σ′, τ0) sin(piσ′) (A.7)
where the Green’s function for the diffusion equation with Dirichlet boundary condition
is given in Section 2.3.3. Plugging this Green’s function leads to:
~R0 = sin(piσ)e
−pi2τ~ex (A.8)
Now we try to calculate the first correction. According to Eq.(3.33), we can write:
~R1 = −
∫ τ
τ0
dτ ′
∫ 1
0
dσ′G(σ, τ |σ′, τ ′)Fσ′,τ ′ ~R0(σ′, τ ′) (A.9)
Note that:
Fσ′,τ ′ ~R0(σ′, τ ′) = e−pi2τ ′∂τ ′ ln(N)σpi cos(piσ)~ex (A.10)
We can substitute this relation into Eq.(A.9) and integrate over σ′ to obtain:
~R1 =
∑
p
(−1)p
p2 − 1 sin(ppiσ)e
−(ppi)τ
∫ τ
τ0
∂τ ′ ln(N)e
pi2(p2−1)τ ′dτ ′ (A.11)
The integral can be approximated using the method explained in Section 6.2. Finally,
we will have:
~R1 ∼ ∂τ ln(N)e−pi2τ (A.12)
which means that:
~R1 ∼ t2α−1 ~R0 (A.13)
As we see, for α < 0.5, in the long time regime, ~R1 = o(~R0), which means that our guess
for determining the controlling operator was consistent.
Appendix B
A useful transformation
In this appendix, we introduce a useful transformation that can be utilized in solving
diffusion-drift equations. In particular, we apply this transformation to the dynamical
equation:
∂tY (x, t) = c(t)∂
2
xY (x, t) + d(t)x∂xY + Ψ(x, t). (B.1)
As we see, the differential operator above is very similar to that of our original drift-
diffusion equation, which is given in Eq.(3.22), apart from the time dependent coeffi-
cients, which here, we have chosen them as arbitrary functions of time. Let us introduce
the new variable ~y(x, t) as:
Y (x, t) =h(x, t)y(x, t) (B.2)
Ψ(x, t) =h(x, t)ψ(x, t) (B.3)
where h(x, t) has the following form:
h(x, t) = s(t)ea(t)x
2
(B.4)
To transform Y → y in Eq.(B.1), the following relations are required:
∂th(x, t) =
[
∂ts(t)
s
+ ∂ta(t)x
2
]
h(x, t) (B.5)
∂xh(x, t) = 2σa(t)h(x, t) (B.6)
∂2xh(x, t) =
[
2a(t) + 4σ2a2(t)
]
h(x, t) (B.7)
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Now we can substitute these relations into Eq.(B.1) to obtain:
∂ty = (B.8)[
2a(t)c(t)− ∂ts(t)
s(t)
]
y (B.9)
+
[
4a2(t)c(t) + 2a(t)d(t)− ∂ta(t)
]
x2y (B.10)
+ [4a(t)c(t) + d(t)]x∂xy (B.11)
+ c(t)∂2xy (B.12)
+ ψ(x, t) (B.13)
Now we can determine a(t), such that the convection term drops:
a(t) = − d(t)
4c(t)
(B.14)
We can simplify even one step further by specifying s(t):
s(t) = exp
[
−1
2
∫ t
t0
d(t′)dt′
]
(B.15)
Consequently, the drift-diffusion equation converts to:
∂ty = c(t)∂
2
xy +
d(t)
4c(t)
[
∂t ln
(
d
c
)
− d
]
x2y + ψ (B.16)
As we see, the drift-diffusion Eq.(B.1) is now changed into a diffusion equation with
an extra diagonal term. If one succeeds to find the Green’s function G˜(x, t|x′, t′) of the
operator given in Eq.(B.16), then writing the Green’s function of the original equation
(B.1) is not a big deal:
G(x, t|x′, t′) = h(x, t)G˜(x, t|x′, t′)[h(x′, t′)]−1 (B.17)
and therefore the solution can simply be expressed in terms of integrations over this
Green’s function. Let us plug the coefficients of Eq.(3.20):
c(t) =
1
N2(t)
d(t) =
N˙
N
s(t) =
1√
N
a(t) = −N˙N
4
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and therefore:
d(t)
4c(t)
[
∂t ln
(
d
c
)
− d
]
=
N¨N
4
. (B.18)
If we consider a power-law growth N(t) = γtα, then for two cases, Eq.(B.16) simpli-
fies: 1) For the balanced polymerization regime, where α = 0.5, the coefficient of the
diagonal operator scales as N−2 and therefore applying the time transformation given
in Eq.(3.21), the time dependence of all coefficients drop out. 2) for α = 1, where the
diagonal term vanishes and we are left with a simple diffusion equation. In the next two
sections, we will propose an exact solution for these two cases. Before that, one thing
still remains to be done, namely the transformation of the boundary condition. Note the
dependence of the transformation factor h(x, t) introduced above on x. Suppose that
0 ≤ x ≤ l .This dependence can change the nature of the boundary condition as follows:
• Dirichlet boundary condition: We have Y (x, t) = h(x, t)y(x, t). therefore:Y (x = 0, t) = g0(t)Y (x = l, t) = gl(t) ⇒
y(x = 0, t) = [h(0, t)]
−1 g0(t)
y(x = l, t) = [h(l, t)]−1 gl(t)
(B.19)
• von Neumann boundary condition: We have ∂Y∂x = ∂h∂xy(x, t) + h(x, t) ∂y∂x .
therefore:
∂Y
∂x
∣∣
x=0
= g0(t)
∂Y
∂x
∣∣
x=l
= gl(t)
⇒

∂h
∂x
∣∣
x=0
y(0, t) + h(0, t) ∂y∂x
∣∣∣
x=0
= g0(t)
∂h
∂x
∣∣
x=l
y(l, t) + h(l, t) ∂y∂x
∣∣∣
x=l
= gl(t)
(B.20)
• Robin boundary condition: the same procedure as shown above.
Taking a closer look at the transformation of boundary conditions, one immediately
see that the von Neumann boundary condition transforms to a Robin boundary con-
dition with time-dependent coefficients. Unfortunately, treating Robin boundary value
problems are much more difficult than von Neumann problems, even if the boundary is
fixed[77]. However, remember that, we convert a von Neumann problem to a Dirichlet
problem by differentiating both sides of the evolution equation supplemented by von
Neumann boundary conditions. Rather than working with Y (x, t) which is subjected
to a boundary condition of second type, we can investigate the dynamics of ∂xY , which
is subjected to the Dirichlet boundary condition. The big gain is that the Dirichlet
boundary condition remains Dirichlet after this transformation.
In the next sections of this chapter we propose solutions to equations subjected to this
kind of boundary condition, for α = 0.5 and α = 1. Because such a solution settles the
bond-dynamics of a free chain, which is of importance in our study (see Chapters 5 and
105
6), we represent the dynamical variable by ~b. In particular, we want to find solutions of
the equation:
∂τ~b = ∂
2
σ
~b+ (N˙N)σ∂σ~b+ ~Ψ(σ, τ) (B.21)
with the homogeneous boundary condition:
~b(0, τ) = 0 (B.22)
~b(1, τ) = 0. (B.23)
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