A new proof of the inversion formula for spherical Riesz type fractional potentials in the case 0 < α < 2 is presented and a constructive reduction of the case α > 2 to the case 0 < α < 2 is given.
Introduction
Let S n−1 = {x ∈ R n : |x| = 1} be the unit sphere in R n . The fractional spherical potentials, named also Riesz spherical potentials, are known in the form (K α ϕ)(x) = 1 γ n−1 (α) S n−1 ϕ(σ)dσ |x − σ| n−1−α , α > 0, α = n− 1, n+1, n+3, ... (1.1) where |x| = 1 and the normalizing constant γ n−1 (λ) is defined by the formula
The inversion of this potential type operator was given more than two decades ago in [PS1] , [PS2] in the case 0 < α < 2 in terms of spherical hypersingular integrals. We here take up the story again and present another proof, which is more transparent and effective and also covers the case 0 < α < 2. As for the case α > 2, α − n = 2k + 1, k = 0, 1, 2, ..., we show that this case may be constructively reduced to the case 0 < α < 2.
The main statements are given in Theorems 3.5 and 4.1 below.
Preliminaries
a) Spherical multiplier of the Riesz potential operator. We use the basics of the theory of spherical harmonics and Fourier-Laplace expansions into series of spherical harmonics. We refer, for instance, to the books [SW] , [Mu] , or [Sa] , Section 2 of Ch.1. In particular, we use the notion of spherical Laplace-Fourier multipliers.
It is known that in the case α = n − 1 + 2k, k = 0, 1, 2, ..., the Laplace-Fourier multiplier of the operator K α is equal to 
which converges absolutely for 0 < α < 1 in the case of "nice" functions f (x). It converges also for 1 ≤ α < 2 in the case of sufficiently "nice" functions f (σ) provided the integral is interpreted as the limit of truncated hypersingular operators
For completeness we prove this convergence in the lemma below.
The integral (2.3) is known ( [PS1] ) to be representable in the form
The representation (2.4) follows from (2.3) by the formula
which can be named Cavaliery type principle; for its proof see [Sa2] or [Sa] , Lemma 4.13.
exists in C(S n−1 ) for every α with 0 < α < 2.
Proof. We expand f (x) in a Fourier-Laplace series of spherical harmonics, which converges by the known properties of series of spherical harmonics. We have
We make use of the Funk-Hekke formula
and P m (t) is the m-th Legendre polynomial. As is known, P m (t) can be expressed in terms of the Gegenbauer polynomials via
(for more details on the Funk-Hekke formula, see, for example, [Sa] , Section 2 of Ch.1). Formula (2.8) is valid for any function
. By means of this formula we obtain
To estimate this coefficient, we observe that
which follows from (2.10) and the properties
of Gegenbauer polynomials. From (2.13) the estimate
with c not depending on m and ε . Therefore, to demonstrate the uniform convergence of the series (2.11), it suffices to prove the uniform convergence of the series
But this follows from known theorems on the convergence of Fourier-Laplace series of smooth functions (see [Ne] , p.232) with the inequality
c) The multiplier of the spherical hypersingular operator. From the expansion (2.11) we obtain that the operator (2.2) has the spherical Fourier mul-
To calculate b m,0 (α), we note that b m,0 (α) is an analytic function of the parameter α in the half-plane α < 2 . Taking α < 0, we easily calculate b m,0 (α) by means of formula 7.311.3 of [GR] , which yields the formula
As a consequence of (2.1) and (2.15), the operator (K α ) −1 inverse to the spherical potential operator K α is expected to be
where I is the identity operator.
, generates the mapping known as the stereographic projection. It maps the subspaceṘ n−1 one-to-one onto the unit sphere S n−1 ⊂ R n ,Ṙ n−1 being the completion of R n−1 by a single infinite point. It is known, see [Mi] ,p.35-36, that the following relations hold:
This immediately yields the relation
) and identity approximation on the sphere 
We know beforehand that the kernel in (3.3) may depend only on the inner product x · σ because D α K α is a composition of two spherical convolution operators.
As we shall see, the kernel L (x · σ) involves an identity approximation kernel, so we dwell on this notion. We say that the spherical convolution operator
The following theorem ( [BBP] , p.210) provides sufficient conditions for a kernel A (x · σ) to be an identity approximation kernel.
The main job to be done now is to single out the identity approximation term in the kernel (3.3), which will be accomplished in Lemma 3.3 below. Lemma 3.2 is crucial for this purpose.
Let u ∈ R n−1 be the vector connected with x, σ ∈ S n−1 by the relation
where s is the stereographical projection (2.17) and ω(σ) = ω x (σ) is any rotation of the sphere such that
We also use the notation u = 1 + |u| 2 .
Lemma 3.2. Let x, σ ∈ S n−1 . Then
under the assumption that the integrals converge. Here u is the vector defined in (3.5), so that
Proof. Making the rotation change of variables η = ω(τ ) with the rotation (3.6), we transform the left-hand side of (3.7) to
After that, we may apply the stereographical projection (2.17) by putting
(so that −η n = s (0)). Making use of the relations (2.18) and (2.19), we arrive at formula (3.7).
To check the relations (3.8), we denote ξ = ω(σ) and have
Since (3.5) implies s n (u) = ξ n , we obtain ξ n = |u| 2 −1 |u| 2 +1 . Therefore,
from which the first of the relations (3.8) follows, the two others being its consequences.
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Remark. The representation (3.7) may be rewritten in the form
where r = |u| = |x−σ| |x+σ| = 1−x·σ 1−x·σ , which obviously reveals the dependence of this integral on the inner product x · σ only.
To get (3.10) from (3.7), it suffices to make another change of variables, namely, the rotation v = rot y in R n−1 which rotates e 1 to u |u| : rot e 1 = u |u| . Then |u − v| = ||u|e 1 − y|, which yields (3.10).
In the following lemma on the representation of the kernel L (x · σ) introduced in (3.2), we use the kernel
with the integration over the ball in R n−1 . We remark that this kernel is a direct analog of a similar kernel familiar in the theory of spatial hypersingular integrals (see [Sa1] ; [SKM] , formula (26.30); [Sa] , formula (3.46) ).
(3.14) u being the vector defined in (3.5).
Proof. Applying formula (3.7) to the spherical integral (3.3), we arrive at the representation
|v| n−1+α dv =:
Passing to polar coordinates, we transform c to c = 2 α−(n−1) c( ) with c( ) given by (3.13). It remains to transform the term J δ in (3.15). To this end, we make the same rotation change of variables as in the proof of the remark after Lemma 3.2 and get
dy.
Making the inversion change y = Proof. To check condition ii) of Theorem 3.1, we have, according to (3.14), to estimate the integral
We transform this integral to one over R n−1 by means of the change of variables (3.5). Using relation (2.19) for the stereographical projection, we arrive at
by the known fact that the kernel K 1,α (|u|) is integrable as shown in [Sa1] , Theorem 1 or [SKM] , Lemma 26.4.
To check i), we proceed similarly:
because K 1,α (|u|)| is an averaging kernel; see [Sa1] , formula (2.8) or [SKM] , formula (26.42). Finally, condition iii) is verified in a similar fashion:
Proof. From (3.2) and (3.12) we have
(3.17)
Evidently,
We make use of the formula
which is easily obtained by integration by parts, and obtain
Therefore, by (3.17),
It remains to make use of Lemma 3.4. 2
Remark. Since the spherical potential operator K α can be transformed to a similar operator over R n−1 , see (2.20), we could try to use the known inversion results for the spatial case (see [Sa1] , Theorem 2, or [SKM] , Theorem 26.3). However, this way proves to be inappropriate because the natural truncation of the hypersingular integral in R n−1 , by the ball of the radius , is transformed by the stereographic projection, used in (2.20), into an artificial truncation on the sphere, which, in addition, depends on the pole of the projection. The spherical hypersingular integral truncated in such an induced way, proves to be non-commuting with rotations. Above we used the direct truncation, which is rotation invariant.
Inversion of the spherical Riesz potential in the case α > 2
To lower the order of the potential operator, it is natural to use the BeltramiLaplace operator
|x| is the operator of the continuation of a function f (σ) on S n−1 to a homogeneous function in R n and R is the operator of restriction to S n−1 . In what follows the Beltrami-Laplace operator for a function f (x) in the range of the operator K α is treated in the distributional sense:
where β = α − 2N, N = α 2 , so that 0 < β < 2, c β being the constant defined by (2.16) and g being the function
where P N (t) is the polynomial
with the roots
The inversion (4.2) is also valid for α = 2, 4, 6, .... In this case ϕ = g(x) = P α 2 (−δ)f.
Proof. We first construct the inverse operator on nice functions ϕ ∈ C ∞ (S n−1 ). By the property Γ(x + 1) = xΓ(x) of the function Γ(x), the spherical multiplier
where (a) N stands for the Pochhammer symbol. Hence, the operator inverse to K α must have the multiplier
where γ ± = n−1±β 2
. In the numerator we have a polynomial in t m = m 2 +m(n−2). The latter is the multiplier of the Beltrami-Laplace operator −δ. Therefore, Thus, the inversion formula (4.2) is proved in the case of functions ϕ ∈ C ∞ (S n−1 ). To extend it to the case where ϕ ∈ L p (S n−1 ), we observe that P N (−δ)f is defined in the distributional sense (4.1) on functions f : = K α ϕ with ϕ ∈ L p if 2N < α. Moreover,
since (P N (−δ)f, ψ) = (f, K α P N (−δ)ψ) = (f, K α−2N ψ) for ψ ∈ C ∞ (S n−1 ) . Thus, it suffices to invert the right-hand side of (4.7) by means of Theorem 3.5. 2
We mention the paper [Ru] in which there was developed a certain technique, based on the Cavaliery type principle (4.24), to organize finite differences of order with respect to the "shift" M f (x , t) . This led to a construction of the operator inverse to the Riesz potential operator K α for all 0 < α < ∞, although in terms of rather complicated constructions.
Finally, as an open question we note the development of the method of approximative inverse operators for spherical potential operators. In application to spatial potential operators this method was developed in a series of papers, see [ZN] , [NS1] , [NS2] , [Sa3] , [Sa4] . This idea is especially attractive in the case of large values of α. We hope to shed light on this question in the future.
