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Abst rac t - - In  [1], we have developed generalized quaslhnearlzatlon method for reaction diffusion 
systems when the forcing functions are the sum of convex and concave functions The solutions of 
the corresponding linear systems converge monotonically, uniformly and quadratically tothe umque 
solution of the nonlinear problem As a byproduct of our result, we have discussed the reaction 
diffusion system when the forcing function satisfies mixed quaslmonotone property In this paper, we 
have established the application of the theoretical results developed in [1] with numerical examples. 
We also demonstrate he consistency of the finite different scheme and discuss the stability and 
convergence of the scheme for the examples considered here © 2005 Elsevier Ltd. All rights 
reserved 
Keywords--Generahzed qua~lhnearizatlon, Quadratic onvergence, Finite difference method, Re- 
action diffusion system, Consistency 
1. INTRODUCTION 
Quasihnearization method is a fruitful method for the computation of the solution of nonlinear 
problems which arise in many physical applications The method is popular in applications [2-5] 
due to its higher order of convergence In fact in [2,3], they have demonstrated with a numerical 
example that once the quasilinear iteration sequence starts to converge, it will continue to do so. 
For example, unlike the perturbation expansions in powers of the coupling constant or in powers 
of 1/N, which are often given by the asymptotic series, converge only up to a certain order and 
diverge thereafter. The method of quasilinearization developed by Belhnan and Kalaba [6,7] 
yield linear iterates which converge uniformly and monotonically to the unique solution of the 
corresponding nonlinear problem. Further, the iterates tarting from a lower solution chosen in 
an adroit fashion, converges quadratically to the unique solution of the nonlinear problem on the 
interval of existence, provided the forcing function is convex. The linear iterates act as lower 
bounds for the solution of the nonlinear problem. One can develop a dual result when the forcing 
function is concave. 
The authors appreciate the anonymous referee and Dr Hongtao Yang for the useful suggestions and constructive 
comments in the preparation ofthis paper 
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This method has been extended, generalized and refined so that it includes the situation when 
the forcing function is the sum of a convex and concave function. See [1,8-10] for details. This 
result has been referred to as the generalized quasilinearization (GQL) method. In [1], we de- 
veloped the theoretical approach of GQL method for reaction diffusion systems, considering all 
the four types of coupled upper and lower solutions. These results have been developed using 
the comparison results, existence results, Schauder's estimate of [11-13]. In addition, the GQL 
method was developed in [14], when the forcing function is quasimonotone ondecreasing with 
a numerical example. However, in the mathematical modeling of many physical situations, the 
forcing function can be mixed quasimonotone. For example the diffusion-convection e zyme 
model from 12.3 of [15] has mixed quasimonotone property. In this paper, we provide a nu- 
merical approach via GQL method developed in [1] for such models. The examples provided in 
this paper are no longer quasimonotone ondecreasing asin [14], but mixed quasimonotone. We 
have used the finite difference scheme to compute the solution of the linear iterates. Note that 
since the iterates are linear, it avoids the degradation of the stability of the scheme, which occurs 
when the nonlinear problem is solved. The accuracy and stability of the iterates of the numerical 
examples have also been analyzed. 
2. PREL IMINARIES  
In this section, we present some basic definitions and known results related to reaction diffusion 
systems that we need in our main results. 
Consider the reaction diffusion system, 
t:u = F (t, x, u) in QT, (2.1a) 
Bu = ~ on FT, (2.1b) 
(0, ~) = ~0 (~) in ~, (2.1c) 
where ~t is a smooth bounded domain in ]~'~, QT = (0, T) × fl for some T > 0. Further, 
FT = (0,T) × a~t, for any T < oo, u = (ul,u2,ua,... ,ulv) C ]~N, F = (F1,F2,F3,... ,FN) T E 
Ca/2,a[[O,T] × ~ × ~N,~N], and ~ e C(~+~)/2'I+~[FT, RN], UO(X) ~ C~+~[fi, RN]. £ = 
(£1 ,£2,~3, . . .  ,~N) T E ]~Y, and ~ be a unit outward normal vector field on FT. Here £k = 
s nk, where a k b$ e C ~/2'~[QT, R], 
Ot ~2 ' 
Lku = a~3 ~ + b~ Ox~' 
~O=1 ~=1 
and B = (B1, B2, f~3,..., ~N) T E ]~N, ~ lS the boundary operator given by 13~u~ = p~(t, x)u~ + 
q~(t, xlau-~j o  , where ~o~ denotes the outward normal derivative of u, and v(t, x) the unit outward 
normal vector field on 0~2 for (t,x) e FT, and p,q E C(I+a)/2'I+~[FT,RN+]. 
In this paper, here and throughout, we assume all the inequalities to be componentwise unless 
otherwise stated. Also, we list the following assumptions for convenience. 
(At) 
(i) For each k -- I, 2,..., N, Lk is uniformly e11iptic operator on ~, and the coefficients of 
Lk belong to C~/2,~[~)T,]~], that is, for each ~,J e {1,2,.. .  ,m} and k = 1,2,. . .  ,N, 
a, ,  bj e C ~/~'~ lOT, R]. 
(ii) Pk,qk E C(I+a)/2'I+a[FT,~], Pk > O, qk >- 0 on FT. 
(iii) 0~t belongs to class of C 2+~. 
(iv) • e C(I+~)/2'I+~[FT,~N], ~0(X) ~ C2+~[fi,~N]. 
(V) F C Ca/2'a[~)T X I~N,~N], that is, each Fk is H61der continuous in t and (x,u) with 
exponent a/2, a respectively. 
(vi) The IBVP (2.1a)-(2.1c) satisfies the compatibility condition of order (a + 1)/2. 
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We can rewrite (2.1) in component form as follows, 
where 0 < k < N. 
12kUk ---- Fk (t, x, Ul, u2,.. , uk, uk+l, . . . ,  ug) in QT, 
BkUk = ~k on FT, 
~k (o, x) = uo,k (x) on fi, 
(2.2a) 
(2.2b) 
(2.2c) 
DEFINITION 2.1. The functmn F(t, x, u) Is said to possess a mixed quasimonotone property if 
the following conditions hold. 
(i) Fp(t, x, u) is nondecreasing m u3, Y = 1,2, . . . ,  k, 3 7 £ P, and nonincreasing in uq. 
(ii) Fq (t, x, u) is nonincreasing in up and nondecreasing in u3, where j = k + 1, k + 2, . . . ,  N, 3 # 
q. 
Here, the subscripts of p and q range over the integers 1,2,3, . . . ,  k and k + 1, k ÷ 2,. . .  ,N, 
respectively. 
DEFINITION 2.3. The function v, w C CI'2[OT,]~N] with v( t ,x )  ~_ w( t ,x )  on OT, are said to be 
coupled lower and upper solutions of (2 la)-(2.1c), respectively, if
and 
Vp 
Vq 
£vvp _< Fp (t, x, v, w) in QT, £pwv >_ F v (t, x, w, v) in QT, 
BpVp ~ ¢k on FT, ~pWp >_ Cp on FT, 
(0, ~) _< ~0,p (x) on fi, ~p (0, x) _> ~o,~ (x) on fi, 
£qVq <_ Fq (t, x, w, v) in QT, £qW~ >_ Fq (t, x, w, v) in QT, 
BqVq _< Ck on FT, /~qwq >_ Cq on FT, 
(0, x) < ~o,q (z) on f), w~ (0, x) _> uo,q (x) on ft. 
DEFINITION 2.3. The difference scheme Un+ 1 ~ Qun Ac AtGn is said to be accurate of order (p, q) 
to the given partial differential equation Ev -- F if 
ll~nfl -- o (axp) + o (Atq).  
We refer to T n or IITn[[ as the truncatlon error 
The next result [16], is useful in discussing the convergence of the numermal scheme which we 
develop in our main result. 
A general linear PDE of evolution, 
0u 
Ot Lu+f ,  xEU,  t>O,  (2.3) 
where U C g~s u = u(x, t), f = f(x,  t), and L is a linear elliptic differential operator. A general 
full discretion of (2.3) in the form 
un- [ -1  n ]gn  . . .  , Az ---- Az~zuAx + Ax, n = O, 1, (2.4) 
where the vector k~z contains the contributions of the forcing term f and the influence of the 
boundary values. The elements of the matrix AAz and of the vector k~x may depend upon Ax. 
DEFINITION 2.4. We say (2.4) is stable, if for every t*, there exists a constant c(t*) > O, such 
that IIu~z[]ax <_ e(t*), n = 0, 1, .., [t*/ At], which require At / (  Ax) 2 kept constant. 
THEOREM 2.5. LAX EQUIVALENCE THEOREM. ProvMed that the linear evolutionary PDE (2.3) 
is well posed, the fully discretlzed numerical method (2.4) is convergent, if only f l i t  is stable and 
of order p > 1. 
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3. MAIN  RESULTS,  NUMERICAL  APPROACH 
In this section, we consider (2.1a)-(2.1c), where F(t, x, u) = f(t ,x,  u) + g(t, x, u), such that 
f ,g E C~/2'~[O,T x ~Y,]~g]. We relabel it as follows, 
£u = f (t, x, u) + g (t, x, u) in QT, (3.1a) 
Bu = ~ on FT, (3.1b) 
u (0, x) = Uo (x) in D. (3.1c) 
The theoretical approach of GQL method for (3.1a)-(3.1c) has been developed in [1]. In this 
section, we merely state two of those theoretical results and provide numerical examples which 
satisfies the hypothesis of those two results. We also prove the accuracy and stability of the finite 
difference scheme used in these examples. The following result is Theorem 3.1 of [1]. For details 
of the proof see [1]. The proof in [1] has been established using the results of [11-13]. 
THEOREM 3.1. Assume that the assumptions O)-(iv) and (vi) in (A1) hold and 
(A2) v0, w0 E CI'2[QT X ]~N, ]~N] are lower and upper solution of (3.1a)-(3.1c) of the form 
£;vo _< f (t, x, vo) + g (t, x, wo) in QT, 
Bvo <_ i5 on FT, 
~o (0, x) _< ~o ¢)  on fi, 
(3.2) 
and 
Z;Wo >__ f (t, x, wo) + g (t, x, vo) in QT, 
BWo ~ ~ on FT, 
~0 (o, ~) >__ ~0 (~) on s~, 
(3.3) 
such that vo(t,x) <_ ~o(t,~) o. Qv 
(Aa) f, g, f~,~, g~,~ for ~ = 1, 2, . . . ,  N E C ~/2'~ [OT X [{N, ]~N], SUCh that f~,~ is nondecreasing 
in u, and 9~.~ is nonincreasing in u on A = [u : vo(t, x) <_ u(t, x) <_ wo(t, x) for (t, x) E QT]. 
For each (t,x) E QT and for j = 1 ,2 , . .  ,N  we have 
(fj,~, (t, x, ~) - f,,~, (t, x, ~)) (~, - v,) < mj (~, - v J  
~=1 ~=1 
for u >_ v, 
(a,~, (t, ~, ~) - g~,~, (t, ~, u)) (~  - vd <__ k, (~,, - , J  for u > ~, 
9=1 i=1 
where m j, k 3 > 0 are constants. 
(A4) For each ~/E C ~'2[~)T x R N, R N] with vo(t, x) < ~(t, x) <_ wo(t, x) for (t, x) E QT, f~(t, x, 71 
(t, x) )u is quasimonotone nondecreasing in u and g~(t, x, ~(t, x) )u is nonincreasing in u for 
each t, x on QT. 
Then, there exists monotone sequences {vn (t, x)}, {wn (t, x)} which converge uniformly and mono- 
tonically to the unique solution u(t, x) of (3 la)-(3.1c) on QT and the convergence is quadratic. 
THEOREM 3.2. Assume that M1 of (A1) holds except (v), further assume the following. 
(A2) Vo, wo E C1'2[0T x R N, IR N] be lower and upper solution of (3.1a)-(3.1c) of the form, 
/:vo _< f (t, x, wo) + g (t, x, vo) in QT, 
Bvo <_ • on FT, 
~o (o, x) __ ~o (z) in ¢~, 
(3.4) 
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and 
£Wo >_ f (t, x, v0) + g (t, x, w0) in QT, 
/3wo _> (~ on FT, 
wo (0, x) > uo (x) in (~, 
(3.5) 
such that vo(t,x) <_ wo(t,x) on QT. 
(An) f ,g, fi,~,g~,~ for z = 1,2,... ,N  C C~'C~[OT X ~N,~N] SUCh that f*,u iS nondecreasing in
u, and g,,~ is nonincreasing in u on A = [u : vo(t,x) < u(t,x) <_ wo(t,x) for (t,x) e QT], 
for each (t, x) • QT and for 3 : 1, 2, . . . ,  n we have 
- for  > v,  
E (g3,~ (t, x, v) - a,- ,  (t, x, u)) (u, - v~) _< k 3 (u, - v,) 2 for u _> v, 
*=1 
where rn 3 > O, k 9 > 0 are constants. 
(A4) For each 71 E CI'2[QT X •N, ]I~N] with vo(t, x) <__ ~(t, x) <__ w0(t, x) for (t, x) E QT, f~(t, x, 
(t, x ) )u is monotone nonmcreasing in u and gu ( t, x, ~7( t, x ) )u is quasimonotone ondecreas- 
ing in u for each t, x on QT. 
Then, there exist monotone sequences {vn(t,x) }, {w~(t,x) } which converge uniformly to the 
unique soiution u(t, x) of (3 la)-(3.1c) on QT and the convergence is quadratic. 
We present an example below which satisfies all the hypothesis of Theorem 3.1. 
EXAMPLE 3 1. Consider 
Ul,t 
U2,t 
02Ul 
OX 2 -- f l  + gl 
02u2 
Ox 2 - f2 + g2 
Ul (O,t) = U 1 (1 , t )  : O, 
(x, 0) = 1.4e sin ( .x ) ,  
in (0,1] × (0,1), 
in (0,1] × (0,1), 
u2(O,t) =u2 (1, t) =0,  
uz(x, 0) =sin(~x) ,  
(3.6) 
where 
( ) ) ( ) ( 12  ) fl / -6Ul + u~ + 7 gl -~Ul  - U2 
f= f2 = ~ lu2-gu2 andg= = 
2 g2 -u l  - u 2 + 9 
m (3.6). 
It is easy to see that vo -- (0°), w0 = (4) are coupled lower and upper solutions that sat- 
isfy (3.2), (3.3). One can easily verify that (3.6) satisfies all the hypothesis of Theorem 3.1. Also 
observe that the forcing functions f + g has mixed quasimonotone property in u. Hence, we 
will not be able to utilize the earlier known results in [14] which require quasimonotone property 
in the forcing function. By the result of Theorem 3.1, for (3.6), we construct he sequences 
{vn(t, x)}, {wn(t, x)}, which are the unique solutions of the following linear systems, 
~Vn+l = f (t, x, v~) + f~ (t, x, v~) (v~+l - v~) + g (t, x, w~) 
-~- gu (t, X, Vn) (Wn+i -- Wn),  
~Vn+ 1 = (~ 
Yn+l (O,x) : UO (X) , 
(3 .7)  
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+ g~ (t, ~, ~)  (~+~ - ~.), 
Wn+l (O,x) = uo (x). 
(3.8) 
From Theorem 3.1, we can show that 
VO <'I)I <__V2 <__''' <__Vn <__U <__Wn <__Wn--I < ' ' '  <__W2 < __ Wl <_wo on O, T, 
where u(t, x) is the unique solution of (3.6). We rewrite (3.7),(3.8) in matrix form for Example 3.1, 
we have 
~l,t  0X 2 
02v~+1 = - 1 n 2 ,~ + \v~ +l -v?  | .n+l ~ ~ (Vl) - 9v 2 v[' --9 v~" 
\ ~2,t Ox 2 
+ \ _wr_ (w~)2+9,  ] +~ j l  1 -1 -we)  -2v~ ) \ ~'~+~ - ~ ' 
(00) / 1.4e" sin (Trx) ~ 
Bv~+l= ' v~+' (0'x) = \ sin (Trx) 7 '  
(3.9) 
and 
I .n+l 
"OJl~ t 
wn+ 1 
2,t 
0x 2 -6w[  + (w~)2 + 7 --6 2v~ fw'~+l-w? 
0%~ +1 = ½(~?)~-9~ + ~? -9  \~+1_~ 
Ox 2 
- -2v~ _~ _ (~)2 + 9]  - ~7'  
(00) ( 1"4e~ sin (~rx)'~ 
Bw ~+1 = , w ~+1 (0, x) = \ sin(Trx) J '  
(3.1o) 
for n = 0, 1, 2 . . . .  It follows from Theorem 3.1 that the sequences {vl,n(t, x), v2,~(t, x)} converge 
pointwise to p(t,x) and {Wl,~(t,x),w2,~(t,x)} converge pointwise to v(t,x), respectively, on 
CI'2[OT,~ N] S ince  f,g are Lipschitzian in u, we also obtain 3'(t,x) -- p(t,x) = u(t,x) as 
the unique solution of (3.6) in [v0, w0]. 
For each iteration in the generalized quasilinearization method, we approximate the solution 
of the linear IBVPs from (3.9),(3.10) by explicit method. Through numerical approximations for 
{v~}, {w~}, we want to show that {v[}, {w~} converges to ul quadratically, {v~}, {w~} converges 
to u2 quadratically. Since the explicit method is stable and converges when At/(Ax) 2 <_ 0.5, we 
take M = 400, N -- 10, At = 1/M, Ax -= 1/N, and solve U 14-1 = QlUt + F l, where UI+I,UZ,F l
are 4 (N- l )  z 1 vectors, Ql is a 4(N-1)  × 4(N- l )  sparse matrix. U t+l is the approximate solution 
at time (l + 1)At, 1 = 0, 1, 2, . . . ,  M and U z, F l, Ql are the vectors or matrices approximated at
time 1At. In Figure 1, we present the pictures for the distance d~ between upper solution w~ and 
lower solution v~ to visualize how the exact solution ul of (3.6) which is between vl and wl can 
be captured m five iterations. In Figure 2, we present how the exact solution us of (3.6) which 
is between v2 and w2 can be captured in five iterations as well. d r is the distance between v~ 
and w~. After five iterations, Ildllloo, Hd211oo converges to 10 -16 respectively. Figures of v], w] 
and v~, w~, where ~ -- 1, 2, 3, 4, 5 in ith iteration look very similar. Here, we only present the first 
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XlO* xlO ~ 
0 0 t 0 O 
o 
8 . - .  
oe  * 
on  o e 
o~. 04 
t o o 
x 
Figure 1 The distance between upper solution wl and lower solution vl m iterations 
1, 2, 3, 4, 5, respectively 
two iterations of wl, Vl in Figure 3 and the first two iterations of w2, v2 in Figure 4 to visualize 
how the upper and lower solutions are getting closer with increasing iterations. 
Next, we prove the above difference scheme is accurate of order (2, 1) for system (3.7),(3 8) in 
two level schemes as follows, 
U 1+1 = QlU~ + F t, (3.11) 
See [16] for theoretlcal details. Let us rewrite (3.7) and (3.8) into the form 
£v = F,  (3 .12)  
l l where F represent the source term, and the corresponding finite difference approximation L,u, 
= F~ at point (x, t) by explicit scheme is 
u•+l  l l - -  2ul~ -4- l 
- u,  _ u~+ 1 u* - I  + F~. (3 .13)  At (Ax) 2 
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X 10* X~0 ° 
0 0 0 0 
x t 
t o o x 
Figure 2. The distance between upper solution w2 and lower solution v2 m iterations 
1, 2, 3, 4, 5, respectively 
We expand the difference quation about the point (i, l) and we get 
I+ l  1 l - -  2V~ l 
nl, v l -F~ - v, -v ,  v ,+ 1 +v,_  1 _F / '  
At (Az) 2 
l l 
At 
1 l * l ( ~  , (Ax) 3 
(Ax)2"{v, + (vx), Ax + (v~) ,  + (vx~x), 6 
+.  . . . .  (~, l,~t) (~)4  2v~ + ~i + (~)~ (-,~) + (~)~, (-'~x)~ 
24 2 
+ (~)~, ( -~)~ (-z~) ~_ 
- -6  + v~x~x ( 2,zAt) ~ } -  F~, 
At  
- Iv .... (~ ,  ~At) + ~ .... (~ ,  IAt)] (A~) :  
24 
(3.14) 
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o o t ~ o o 
I 
t 0 0 0 0 
Figure 3 The upper solution wl (right column figures), lower solution v~ (left column 
figures) in the first two iterations 
0 0 0 0 
I 0 0 Q 0 t 
Figure 4. The upper solution w2(nght column figures), lower solution v2 (left column 
figures) In the first two Iteration 
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where t l , x l ,x2  are the appropriate points given to us from the Taylor series reminder term. 
Since v is the solution for (3.12), we get (vt)t~ - [(Vx~)l~ + F~] -- 0. Hence, we have 
24 
We prove that vtt,vzzzz are uniformly bounded on [~ × [0, 1] in this example. Hence, using 
these bounds along wth the sup-norm (1t I1~) we can prove that  the scheme is accurate of order 
(2, 1) with respect o the sup-norm. 
We also demonstrate the consistency of the scheme by refining Ax  and amending At to keep 
At / (Ax)  2 = 0.5. We choose spatial grids N = 10, 20, 40, 80 and plot the difference between lower 
solution v~0 and v~o when N = 10 and N = 20, the difference between v4~o and V21o, when N = 20 
and N = 40, and the difference between vsl0 and v~0 , when N = 40 and N = 80, respectively, in
the first iteration. 
The discussion about the stabil ity for parabolic equations can be found in [16-18]. Since we 
have At / (Ax)  2 <_ 0.5 in our example, using Lax Eqmvalent Theorem, the numermal solution for 
example 3.1 is stable and it converges. 
0~ 
o: 
o~ 16  ° i  
o 
x |0  ~ 
0 0 
Figure 5. The difference m the first iteratmn between the solutions of Vl, when 
N = 10 and N ----- 20, N -- 20, and N ~- 40, N = 4(} and N ---- 80 are presented mthe 
graphs of the top left, top right, and bottom right respectively where At/(Ax) 2 = 0.5 
The next example is related to Theorem 3.2. 
EXAMPLE 3.2. 
02ul 
ul,t Ox 2 - f l  + gl 
02u2 
u2,t Ox 2 - f2 + g2 
(o, t) = (1, t) = o, 
(x, o) = 2 sm 
in (0, 1] x (0,1),  
in (0, 1] x (0,1),  
u2 (O,t) = u2 (1,t) = O, 
u2 (x, 0) = 2 sin (~rx) ÷ z (1 - x ) ,  
(3.15) 
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where 
~, -u~ +4u l -  10u2 
in (3.15). 
0 It is easy to see that v0 = (0), w0 -- 0 are coupled lower and upper solutions atisfying 
(3.4),(3.5). One can easily verify that (3.15) satisfies all the hypothesis of Theorem 3.2. Also, 
observe that the forcing functions f + g has mixed quasimonotone property in u. By Theo- 
rem 3.2, we construct the sequences {Vn(t, x)}, {wn(t, x)}, which are the solutions of the follow- 
ing linear systems and converge to the unique solutions of (3.15) quadratically. The sequences 
{Vn(t, X)}, {wn(t, X)} can be constructed as follows, 
L~n+l = f (t, 22, ~n)  + A (t, x, ~n)  (~n+l  - ~)  + g (t, 22, vn) 
+ 9~ (t, x, ~)  (.~+1 - .~),  
Bv~+l = ¢, (3.16) 
V~+l = to(x), 
£w~+1 = f (t, x, v~) + f~ (t, x, w~) (v~+l - v~) + g (t, x, wn) 
+ ~ (t, ~, ~)  (~+~ - ~) ,  
BWn4-1 = ~ (3.17) 
~+~ = ~0 (~). 
Rewriting (3.16), (3.17) in matrix form for our example, we obtain (3.18) and (3.19) as follows, 
\ 2,t Ox 2 
( - (v~)2+6v~-14v~+10)  ( -14 -2w~+6)  fv '}+l -v~ (3.18) 
+ - (~)~ + 4~ - 10~ + -2~ + 4 -10 \ ~+~ v~ 7'  
\2s in (~rx)+x(1 -x )  ' 
~1,~ 0~ - (~D = + 4~ - 2v~ 2~,~ - 4 -2  /' v~ +~ - ~,~ 
02w~+i = + o n+l  (V~) 2 -- 6V~ ~- 9 0 2W~ -- 6 IkV~q-1 -- V~ 
w2, t 0222 
+ -(w~)2+4w~-lOw'~ 7÷ -2w~+4 -10 \w~ +1 w'~]' 
(00) (2s in (Trx )  ) 
B'wn+I  = ' wn+I(o 'x)= 2s in (~rx)+x(1-x ) "  
Similar to Example 3.1, using exphcit method to approximate (3.18) and (3.19), we take M = 
400, N = 10, At = 1/M, Ax = 1/N. The numerical results are similar to the results shown in 
Figures 1-4 after five iterations. The loo norm for the distance between upper and lower solutions 
reaches 10 -is. We do not present he details here. The proof of the numerical results for this 
example follows on the same lines as in Example 3.1. One can show that the numerical result of 
Example 3.2 is also stable and convergent. 
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4. CONCLUSION 
Our numerical results confirm the theoretical results in [1]. The quasilinearization method 
can linearize a nonlinear problem which make it easier to approximate the solutions numerically. 
The fast, quadratic convergence of the scheme can be visualized in the numerical results. The 
solution for the nonlinear problem can be computed by generalized quasilinearization method 
very accurately, up to 10 -15 as demonstrated in our examples when we can approximate the 
solution of each linear iterate by explicit method under the constraint At / (Ax)  2 _< 0.5. The 
explicit scheme is stable and convergent. 
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