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vABSTRACT
“Active matter” refers to a broad class of materials in which the constituent parti-
cles or organisms are able to self-propel (swim) by some internal physicochemical
mechanism. Though the origin of this self-propulsive motion is a rich area of study,
we are primarily interested in the collective effects of this motion on the physical
properties—and in particular, the rheology—of the active material as a whole. As
such we model self-propulsive motion using the minimal active Brownian particle
(ABP) model: a particle of size a, swims in a direction q with a speed U0, and the
direction of its motion changes randomly over some time scale τR.
On amacroscopic scale, activemotion leads to unique hydrodynamic andmechanical
stresses exerted by the particles on their embedding medium. These stresses arise
from the microscopic force associated with particle locomotion—the swim force
F swim. Though the idea of the swim force is widely recognized in the abstract, little
attention has been given to the characterization andmechanical consequences of this
force. In this work we are particularly interested the role of the swim force in the
effective motion of passive constituents in active environments, and how the swim
force affects long-ranged hydrodynamic interactions (HI) in active suspensions. We
examine these issues through the lens of microrheology: tracking the motion of a
colloidal probe particle through an active medium, and using its motions to infer the
effective viscoelastic properties of the suspension.
Using generalized Taylor dispersion theory, we find an activity-driven enhancement
to the diffusion of the probe in an active medium. This first-principles theory
unites many experimental observations of tracer diffusion, and provides simple
physical descriptions of the problem that do not rely on the specific self-propulsion
mechanism of the swimmer. This same framework is then used to compute the
suspension microviscosity (as measured by the drag on the probe particle), and the
fluctuation-dissipation relation in an active system. We find that activity reduces the
drag on the probe, but the drag is still larger than it would be in a Newtonian fluid;
this stands in contrast to experimental measurements of reduced shear viscosities.
We show that the microviscosity of a suspension is reduced—and may even become
negative!—due to HI, and that this effect is not due to the fluid velocity disturbance
associated with the swimmers’ self-propulsion.
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1C h a p t e r 1
INTRODUCTION
“How can the events in space and time which take place within the spatial bound-
ary of a living organism be accounted for by physics and chemistry?” Since
Schrödinger’s philosophizing on this subject [1], countless physicists, chemists,
mathematicians—even engineers—have spent their careers in pursuit of simple phys-
ical models that describe emergent behaviors in biological systems. Schrödinger
understood that the quantum and statistical interactions between the atoms and
molecules which comprise all matter must be responsible for emergent phenomena
in living organisms. In this dissertation, we take the same philosophical approach to
the description of active suspensions—a subject of active research among soft-matter
physicists today.
“Active suspensions” denote a class of materials in which collections of organisms,
particles, or even molecules are capable of converting chemical energy in to me-
chanical work. A further distinction is made between wet active suspensions, in
which the particles are immersed in a (usually continuous) suspending medium
that mediates long-ranged interactions between constituents [2, 3], and dry active
suspensions (e.g. vibrated granular media) in which the constituents generally do
not interact through the substrate off of which they self-propel.1 Common examples
of wet active matter are collections of bacteria, suspensions of chemically reactive
nanoparticles [5], and bundles of cytoskeletal filaments (e.g. actin) bound together
by motor proteins [6]. Such materials are known to exhibit fascinating dynamic
behavior such as spontaneous collective motion [7–13], phase-separation [4, 10,
14–23], and enhanced diffusion [24–30]. Of particular interest to us is the rheologi-
cal behavior of active suspensions. Viscosity reduction [31–35] is but one observed
behavior not typically found in passive suspensions of colloids.
In this work, we develop coarse-grained descriptions of the mechanics of active
suspensions. To do so, we need only to think carefully about how phenomenological
1A common misconception regarding dry active systems is that they do not conserve momentum
[4]—a conclusion which arises if one neglects the substrate or solvent in the analysis. Indeed, even
if the active constituents do not interact through the substrate, the substrate is still essential to their
self propulsion and thus, the mechanical equations of motion. This idea is used in later chapters of
this work.
2models of biological and diffusiophoretic locotmotion [36–39] can be incorporated
into existing microscopic frameworks used to describe the behavior of passive
colloidal suspensions [40–43]. In doing so, we need never concern ourselveswith the
details of how the active constituents convert chemical into mechanical energy, only
the nature of the emergent motion. From these models, we make predictions about
themicrorheological behavior of activematerials—how themicroscopic interactions
between active and passive constituents inform the osmotic pressure, diffusivity, and
viscosity of the medium.
1.1 Locomotion, stress, and pressure
At its core, biological motion is a mechanics problem, and thus beholden to
the the same fundamental laws introduced in any introductory physics course—
conservation of mass and momentum. Consider a body of size a and density ρP
moving at a speed U in a continuous medium of viscosity η and density ρ. For an
incompressible medium, conservation of mass requires that the velocity field is di-
vergence free∇·u = 0. We consider motions at lowReynolds number Re ≡ ρUa/η
and low Stokes number St ≡ (ρP/ρ)Re. In this regime, both the particles and fluid
have no inertia, and thus all motion is force-free: Newton’s second law requires that
the sum of the forces (and torques) on the body be equal to zero, and the Stokes
equations then require that the the suspension stress is divergence free∇ · σ = 0.
Taylor [44], Lighthill [36], and later Blake [37] were the first to recognize the
relevance of low Reynolds number fluid mechanics, in particular the consequences
of negligible inertia, to the problem of locomotion on microscopic length scales.
In low Reynolds number flows all motions are instantaneous and time-reversible;
thus microscopic organisms are unable to swim (with non-zero net displacement)
unless they make non-reciprocal motions, such as the chiral rotations of a flagellum
in E. coli [45, 46]. This is commonly known as Purcell’s scallop theorem. Because
local time-reversal symmetry must be broken to achieve net self-propulsion, active
systems are inherently non-equilibrium and cannot be described in terms of typical
thermodynamic relations.
Blake’s squirmer model provides a phenomenological description of the swimming
of ciliated organisms, which move through time-asymmetric modulations of their
surfaces (see Fig. 1.1) [37]. Blake expresses this motion as a series of small
harmonic modulations to the surface of a spherical organisms—e.g. parasites of
the genus Opalina. One can then determine the average speed of the organism
3Figure 1.1: Sketch of the half-surface of a squirming organism as described by Blake’s
model of ciliary propulsion [37]. The black (dotted) hemispherical line is the equilibrium
(stationary) surface of the organism R0, and the stationary polar angle for the organism is
θ. The blue (solid) line is a surface modulation (mode N = 22 in Eqn. 19 of [37]) at
some initial time with amplitude R0/10, and the red (dot-dashed) line is the same surface
modulation at 0.8 of the beat period later. The surface wave travels to the left, which results
in a net propulsion of the organism to the right.
Figure 1.2: Sketch of the fluid flow fields created by a pusher (left), mover (center), and
puller (right).
and the hydrodynamic stress σH exerted on the fluid due to the particles self-
propulsion. Because the particle motion is force-free, the swim force—the internal
body force which drives the self-propulsive motion of the particles [3, 21, 47]—is
precisely balanced by the fluid drag. The fluid velocity disturbance associated with
self-propulsion is thus dipolar and decays as 1/r2 (or faster) [48]. This has been
experimentally verified by particle-image velocimetry [49, 50]. This velocity field
is u′ = σH : ∇J , where J is the familiar Stokeslet [40]. It is common to use
4experimental measurements of the particle’s self-propulsive swim force F swim to
predict the magnitude σ0 of σH : σ0 = ±Fswima, where a is the particle size. If
σ0 > 0, the organism is said to be a puller like C. reinhardtii, if σ0 < 0 it is a pusher
like B. subtilis or E. coli, and for σ0 = 0, it is a mover, like Volvox. Flow fields for
the various types of swimmers are sketched in Fig. 1.2. Nearly all descriptions of
the rheology of active suspensions rely on the calculation of σH—the work of [51]
and this thesis being notable exceptions. Viscosity reductions and instabilities are
thus attributed to a negative active hydrodynamic stresslet.
However, there is a key feature missing from the squirmer model. As observed
by Berg [46], flagellated microorganisms do not simply swim, they also tumble;
tumbling is a sudden change in their swimming direction associated with unbundling
of the flagella. Similarly, chemically active colloids will change their direction due
to rotary Brownian motion. This observation informs the active Brownian particle
(ABP) and run-and-tumble particle (RTP) models, which neglect the hydrodynamic
details associated with the particles’ self-propulsion, and simply ascribe a swim
velocityU0 and a characteristic time for reorientations (tumbles) τR [38]. For ABPs,
the reorientation process is continuous on scales long compared to the momentum
relaxation time of the fluid whereas the reorientations of RTPs are discrete [52].
RTPs are commonly modeled as having a Poisson-distributed orientation with a
mean that is usually matched to empirical measurements (for example, the average
tumbling angle for E. coli is 68.5 degrees, with a similar variance [27]). At times
long compared to τR, these models are equivalent; as we are primarily concerned
with steady-state behaviors, we always assume a diffusive reorientation process in
this work—the tumbles are not correlated at long times.
This run-and-tumble motion is described by an effective mechanical “swim” diffu-
sivity Dswim ∼ `2/τR ∼ U20τR, where the ` = U0τR is the run-length (the distance
traveled between reorientations) [21, 46]. Diffusive motion implies an unbounded
(linear) growth of the mean-squared displacements of the particle at long times—a
particle diffusing in an unbounded medium will tend to “run away” in space. Thus,
if one wishes to consider an unbounded suspension of active particles at a constant
number density n, there must be a stress in the fluid σ swim = −nζDswim that pre-
vents the particles from diffusing off to infinity (ζ is the drag on a particle). Though
this is a new mechanical stress unique to active systems, it should be noted that even
Brownian particles have a similar Brownian stress associated with their thermal
Stokes-Einstein-Sutherland diffusivity σB = −nζDT [21, 48, 53–55]. Indeed, any
5diffusive process has a corresponding stress of the same form. The swim stress
scales as Fswim` ∼ (`/a)σ0. The run length is typically large compared to the body
size, and thus this stress is much larger than the active stresslet that characterizes
the swimming gait; it should be emphasized that this stress exists for all swim-
mers. Indeed Takatori and Brady have used this idea extensively and shown that
phase-separation, and “superfluidity” can both be explained by this swim stress [51,
56].
Where there is stress, there is pressure: Π = −tr(σ)/d, where d is the spatial dimen-
sion; this implies the existence of a unique particle-phase pressureΠswim = nζDswim
given that these particles diffuse. Takatori et al. showed that one can use the swim
pressure to explain the phase separation of active systems [21], and even give an
analytic prediction for the mechanical instability of active suspensions [56]. This
concept of the swim pressure has been highly contentious2, despite its clear physical
origins [57]. Though one can always define a mechanical pressure from stress, it
has been argued that this pressure is not necessarily equal to the average force the
suspension exerts on confining boundaries as it dependents on the particle-boundary
interactions. This mechanical pressure is thus said not to be a function of state, ren-
dering attempts to use it as a description of phase behavior invalid [57]. We address
this in detail in Chapter 6, but there is a key point that counters this criticism. If
mass and momentum are conserved, one can show that the force per unit area on the
confining boundaries must be equal to the pressure in the bulk of the suspension.
It must simply be recognized that this conservation statement applies to the total
system pressure, and not necessarily each component individually. The same is
true for a box of air—we may not know how the pressure of each component gas is
distributed in the container, only that the total pressure is uniform for a given volume
and temperature. Even in dry active matter, the second ‘component’ of the active
suspension is the substrate fromwhich the constituents are able to self-propel. Thus,
any container-dependent particle-wall interactions cannot cause spatial variations
in the total pressure in a container, so the total pressure in active suspensions is a
function of state.
2Most hotly debated have been attempts at thermodynamic descriptions of active matter—
specifically because the breaking of local detailed balance means the system is far from equilibrium.
For example, if one can define a pressure, one could analogously construct a chemical potential and
free energy of the suspension based on this pressure, though no such quantities can be assumed to
exist a priori.
6Figure 1.3: Sketch of a generic N particle colloidal suspension. Each particle α has a
position xα and orientation qα in the laboratory coordinate frame. Each particle moves
with a velocityUα and rotates with an angular velocityΩα. Note that the particle orientation
may not be in the direction of motion.
1.2 Suspension mechanics & microrheology
Though stresses provide a continuum-level description of active materials, we are
primarily interested in the effects of acitvity on the suspension microstructure PN—
the N-particle probabability distribution for finding the suspension in a certain
configuration at a given time. From PN , one can compute the mean physical
properties of the suspension, e.g. the viscometric functions and the swim stress.
The microstructure for a fixed number of particles is a conserved quantity; thus the
dynamics are described by a Smoluchoski equation:
∂PN
∂t
+
N∑
α=1
∇xα · jTα +
N∑
α=1
∇Rα · jRα = 0, (1.1)
where the position xα and orientation qα of each particle α are measured in a fixed
(or laboratory) reference frame, and ∇Rα = qα × ∇qα is the appropriate rotational
operator for a particle α that can be characterized by a single orientation vector qα.
The translational flux of particle α is jTα = UαP and its rotational flux is jRα = ΩαP,
where Uα and Ωα are, respectively, the velocity and angular velocity of particle α.
Low Reynolds number flows are linear, and thus the velocity of each particle is
linearly proportional to the forces and torques acting on all other particles in the
suspension—this includes the swim force. InChapter 6we derive a systematicway to
incorporate the self-propulsive swim force into the typical N−body hydrodynamics
problem. This framework also provides a way to account for the particle motion
7due to higher-order moments of a particle squirming set [37], and for particle
reorientations due to a phenomenological, non-hydrodynamic mechanism. From
this framework, one can (in principle) model all emergent behaviors in biological
and active matter systems.
In real systems, organisms and active colloids do not move in isolation. Consider
the interior of a cell, modeled as a colloidal suspension. The cytoplasm is a dense
polydisperse suspension (volume fraction φ ∼ 30 − 50% [58, 59]) of both passive
and active constituents—organelles, motor proteins, etc.—embedded in a gel-like
matrix comprised of cytosol and filaments. Furthermore, this suspension is confined
by a selectively-permeable, flexible membrane. While we do not claim to be—nor
desire to be—modeling the interior of a cell, we do wish to address the fundamental
idea that active constituents are often embedded in materials with other passive
constituents. Bacteria may exchange signaling proteins, autophoretic nanoparticles
may be in the presence of tracers or finite-sized fuel molecules, and motor proteins
move in complex environments. The activity of certain constituents directly impacts
the average motion of the passive counterparts, thus altering effective properties of
the medium in which these particles are embedded. In biological systems, these
mean properties are linked to important physiological indicators of disease [60].
In synthetic active matter systems—e.g. chemically reactive nanoparticles used
in environmental remediation [5]—these active-passive interactions may inform
crucial design parameters such as the surface patterning of the chemically active
material.
The study of the microscopic motion of a particle through some medium is known
as microrheology [60, 61]. Using the same framework as above to describe the
motions of all particles in a suspension, one (or multiple) “probe” particle(s) is
(are) selected [62], and its (their) passive (diffusive) and active (moving under
the influence of a targeted external field or force) motions are tracked. Standard
correlations such as mean-squared displacements and average particle velocities
are then related to an effective tracer diffusivity [63] and viscosity of the medium
[64, 65]. In the linear response regime, colloidal suspensions are known to obey
a generalized Stokes-Einstein-Sutherland relation (GSESR) relating the drag and
diffusivity—namely the product of the drag and diffusivity is always equal to the
system temperature kBT [66, 67]. These suspension properties characterize themean
viscoelastic behavior of a material on length scales comparable to the tracer particles
or the distance between tracer particles [62], whereas traditional macrorheology
8measures the material properties on length scales much larger than the interparticle
spacing. For many biological realizations of active materials, the microrheological
response is often more relevant to understanding how particles move through their
environment.
1.3 Contributions and outlooks
Few experimental [31, 68], computational [69], or theoretical studies have attempted
to address problems of passive particle motion in active matter—the problem of
tracer diffusion being a notable exception. The next two chapters aim to unify
the numerous predictions of tracer diffusion in active suspensions with the local
viscous response as measured by a tracer being dragged through the suspension by
an external force. We compute the long-time self-diffusivity of a passive tracer using
generalized Taylor dispersion theory [63, 70]. From the same theory, we compute
the average velocity of the tracer particle as it actively moves through the suspension
under the action of an external force. When the external force is weak compared to
Brownian fluctuations, this should be related to the tracer diffusivity via a GSESR.
However, because active matter systems do not obey detailed balance, this relation
is not guaranteed a priori (and indeed has been shown to be violated in certain
instances [68]). We show that an equivalent GSESR is obeyed in active systems
when the run length of the swimmers is much smaller than the size of the tracer
particle `  R: the product of the drag on the tracer and its self-diffusivity is equal to
the system temperature, plus the kinetic energy of the active bath particles. We then
investigate the nonlinear viscoelastic behavior via microrheology, and discover that
highly active suspensions are nearly Newtonian, as measured in some experiments
[31].
The results in Chapters 2 and 3 rely on a mean-field description of active systems
that accounts for particle reorientations through average vector (polar) and tensor
(nematic) order; thismethod is favored by Saintillan in his work on rheology in active
suspensions [33, 71, 72]. In Chapter 4, we analyze the validity of thismean-field rep-
resentation through comparison to exact numerical results for the 2-Dmicrorheology
problem. We show that—for problems in steady-state microrheology—representing
the probability distribution in phase space as position-space concentration, polar
order, and nematic order fields is sufficient for correct quantitative predictions.
Chapters 2-5 describe dry active systems, in that we neglect the hydrodynamic inter-
actions between particles (though they are still embedded in a continuous medium).
9Chapters 6-8 focus on an outstanding problem in the field of soft, active matter: the
role of hydrodynamic interactions (HI). Most descriptions of HI in active systems
rely on ad hoc approximations of the effects of activity on the fluid mechanics. The
most common assumption is that the particle-phase stress is completely described
by the active hydrodynamic stresslet [28, 33, 35, 73, 74], or a distribution of such
stresslets along the length of a body [27]. They largely neglect interparticle and
Brownian contributions to the rheological behavior. In Chapter 6 we systematically
incorporate self-propulsion into the framework familiar to those who study colloidal
suspensions. In Chapter 7, we apply this framework to a simple problem: the force
on a boundary in a suspension of movers. In this approximation, any disturbances
to the fluid velocity field are a result of the Brownian forces on the particles and the
interactions with the wall; there is no contribution due to active stresses, just the
swim force. We show that HI produce a substantial quantitative effect in the swim
pressure measured at the wall, but that the pressure is qualitatively no different from
that in the absence of HI.
In Chapter 8, we investigate the role of HI in the microrheology of active suspen-
sions. Again, we neglect active stresses, as the necessary mobility functions for
these are limited 3. Here we find that HI are necessary to recover reports of de-
creased viscosities in active suspensions (though all previous reports refer to shear
or extensional viscosity). In fact, we find that the microviscosity of the medium
may become zero—or even negative!—as previously measured and predicted for the
shear macroviscosity of active materials [34, 51]. In Chapter 9, we briefly investi-
gate a mode of “fixed probe” microrheology, wherein the probe is held fixed, and an
external field biases the motion of the active particles—similar (but not identical)
to holding the probe fixed in a uniformly flowing suspension.
These findings open up an exciting realm of exploration in the micromechanics of
biological systems. If self-propulsion makes a material effectively less viscous, how
does it change the elasticity, and then what are the implications for physiological
indicators of disease in cells? Perhaps increased compliance of infected cells is
simply due to a viscosity reduction by bacteria that have invaded a host cell. Motility
is also essential to processes associated with healthy cellular function, so what
do these viscoelastic effects imply for cellular divison? These findings also give
key design cues to those interested in developing ‘smart’ active, or autonomous
materials. One can control the activity level with fuel concentration, but it is
3Ishikawa and co-workers have devised descriptions of the basic pair particle hydrodynamics for
squirmers [75].
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important to know that this in turn affects drag and changes the material viscoelastic
response. Indeed, despite the glut of research activity in soft active materials,
numerous phenomena have yet to be fully explored, and even more have yet to be
exploited.
11
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C h a p t e r 2
TRACER DIFFUSION
1E. W. Burkholder, and J. F. Brady, “Tracer diffusion in active suspensions”, Phys.
Rev. E - Stat. Nonlinear, Soft Matter Phys. (2017) 10.1103/PhysRevE.95.
052605,
Diffusive and rheological properties of active suspensions are important for un-
derstanding many biological systems and processes, such as transport within cells.
Active Brownian particles (ABPs), which move with a self-propulsive velocity U0
and randomly reorient with a characteristic time scale τR, provide a minimal model
for active suspensions; even the precisemechanism of their autonomousmotion need
not be specified. The motion of these active particles, or “swimmers,” affects not
only material properties (e.g. viscosity), but also the motion of passive constituents,
such as nutrients or signaling proteins that may be important for cell survival.
In a passive suspension where particles lack the ability to self-propel, it is well
known that “collisions” between a probe and the bath particles sterically hinder the
long-time diffusive motion of a probe; the effective long-time diffusivity is less than
the isolated Stokes-Einstein-Sutherland (SES) value [1, 2]. By contrast, experiments
have confirmed that colloidal tracers (both Brownian and non-Brownian) in active
bacterial suspensions undergo enhanced diffusive motion at long times due to bath
activity. This is observed not only in liquid cultures, but also in porous media and on
agar surfaces [3–5]. As a result, recent theoretical and experimental investigations
have been motivated to understand the character of this enhanced diffusive motion
and to provide models that describe this behavior [6–15]. For example, Kasyap et al.
[10] developed a mean-field hydrodynamic theory to describe the effects of binary
interactions between point tracers and ellipsoidal bacterial swimmers. This theory
predicts a net enhancement of tracer diffusivity arising from the fluid flow induced
by the swimming bacteria, which was shown to be a non-monotonic function of a
Péclet number relating the strength of bacterial advection to the Brownian motion
of the tracer. Experiments have also observed a non-monotonicity in Péclet number
when varying the size of the tracer particle [16]. Other theory and experiments
propose that the enhancement to the diffusivity is linear in the “active flux” due to
the swimmers’ autonomous motion [6–9], and that, in close-contact, entrainment
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of tracers in the swimmers’ flow field is primarily responsible for this enhancement
[13, 14].
Here we show that these same qualitative features are recovered without considering
hydrodynamic interactions (HI)—the enhanced diffusivity of passive particles may
be understood as a result of the activity of the bath particles and excluded volume
interactions alone. This does not mean the HI are not important, only that their effect
is quantitative, not qualitative. We use a Smoluchowski-level analysis to model the
active suspension and compute the long-time diffusivity of a passive probe using
generalized Taylor dispersion theory and expansions in orientational tensor harmon-
ics [2, 17, 18]. The derivation and complete expressions for the active diffusivity of
the probe are given in the appendix; here we focus on limiting behaviors. Addition-
ally, we show that these excluded volume interactions have important implications
for experimental measurements of activity-enhanced diffusion: steric hindrance to
passive diffusion is in competition with active enhancement and both effects must
be considered when designing and analyzing experiments.
2.1 Mechanical model
Consider a passive Brownian particle of size R moving through a bath composed
of a Newtonian solvent of viscosity η, and a dispersion of ABPs of size a, swim
speed U0, and reorientation time τR. This reorientation time may be the Brownian
reorientation time, or a characteristic tumbling time of a swimmer. The origin of
fluctuations in swimmer orientation is unimportant; at long times (t  τR), it may
be effectively modeled by a diffusive process. In the absence of the probe, the
swimmers undergo both a thermal and an active random-walk, where the thermal
walk is characterized by the SES diffusivity DT , and the random walk due to their
self-propulsion is characterized by a swim diffusivity Dswim = U20τR/6. We define
the mechanical activity of the bath as the Stokes drag times the swim diffusivity:
ksTs = ζsDswim, just as kBT = ζsDT [19]. The volume fraction of swimmers is
φ = 4pia3n∞/3, where n∞ is the uniform number density of swimmers far from
the probe. The probe has a thermal diffusivity DP = kBT/ζP, and the probe-
swimmer pair has a relative thermal diffusivity Drel = DT + DP. The competition
between swimming and Brownian motion is governed by the swim Péclet number:
Pes = U0Rc/Drel = U0R/DT = U0a/DP, and Rc = R + a is the center-to-center
separation distance of the probe and swimmer upon contact.
It should be noted that the radii R and a are the thermodynamic particle radii, and
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reflect the distance from the particle centers where their no-flux surfaces lie. This
excluded annulus model is commonly used in colloidal suspensions to easily tune
the strength of hydrodynamic interactions [2, 20–22]. We neglect hydrodynamic
interactions in this chapter, which means that the ‘contact’ distance Rc may actually
be many times the true body sizes (where the no-slip condition in the fluid applies).
In this sense, Rc is truly the appropriate length scale, and reflective of the interparticle
spacing in the fluid. In later chapters, we discuss this model in greater detail.
In the absence of activity, the (passive) bath particles hinder the probe’s motion
due to steric interactions [1]. For dilute suspensions the active contribution to the
diffusivity is 〈Dact〉 ≡ 〈D〉 − DPI(1 − φex), where 〈D〉 is the effective long-
time self-diffusivity of the probe and φex ≡ φ(Rc/a)2/2 measures the number of
swimmers collidingwith the probe (which can bemuch larger than the actual volume
fraction φ for large probes). The diffusivity of a probe in a suspension of inactive
swimmers is DPI(1 − φex). When the probe and ABP are the same size, φex = 2φ,
and the steric reduction is 1 − 2φ, a well-known result in the absence of HI. (With
full HI, the reduction is 1 − 2.1φ [1].) Both the effective and active diffusivities are
isotropic.
We can predict Dact with simple scaling arguments. The kinematic definition of
the diffusivity is Dact = N(U′)2τ, whereU′ is the magnitude of the probe’s velocity
fluctuations due to collisions with the swimmers, τ is the time scale over which these
fluctuations become decorrelated, and N is the number of swimmers colliding with
the probe. Upon collision a swimmer pushes the probe with its propulsive swim
force F swim = ζsU0, while the solvent resists this motion via the probe’s Stokes
drag. Thus, the magnitude of velocity fluctuations is U′ ∼ ζsU0/ζP. (When the
probe is small compared to the swimmers, the velocity fluctuations scale with the
swim speed, U′ ∼ U0.) On average the probe will experience N ∼ n∞R3c collisions,
where R3c is the volume occupied by a swimmer-probe pair. Therefore,
Dact ∼ n∞R3c
(
ζs
ζP
)2
U20 τ, R & a,
n∞R3c U
2
0 τ, R  a . (2.1)
The time scale τ differs depending on the dominant physical process governing the
decorrelation and can take one of three values: (1) the diffusive time τD = R2c/Drel ,
(2) the advective time τadv = Rc/U0, and (3) the reorientation time τR.
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2.2 Active Diffusivity
(1) When the decorrelation time τ = τD ≡ R2c/Drel , the probe’s fluctuations are
induced by the swimming bath particles, but the fluctuations are sufficiently weak
(Pes  1) that they decay on the time scale of Brownian diffusion. The scaling
argument predicts Dact ∼ DPPe2sφex , and the detailed calculations give
Dact =
29
54
DPPe2sφ
ex, (2.2)
as one would expect for Taylor dispersion: the linear response diffusivity scales as
Pe2s (or U20 ). Kasyap et al. [10] found that the hydrodynamically-driven diffusivity
of a point tracer scales as Pe3/2s
√
U0τR/a when swimming is weak, which is also
quadratic in U0. We predict that Dact ∼ Pe2s for all a/R, but curiously we find no
explicit dependence on τR, although such a dependence is evident in Fig. 2.1; we
address this in (3) below.
(2) When swimming is strong compared to Brownian motion, the appropriate time
scale is τ = τadv = Rc/U0. The swimmers are bombarding the probe so rapidly that
the resulting fluctuations become decorrelated on the time it takes for a swimmers
to traverse the distance Rc. The scaling analysis (2.1) predicts Dact ∼ DPPesφex ∼
U0aφex , and the detailed Smoluchowski approach gives:
Dact =
1
3
√
3
U0a
(
2 +
√
2τD/τR
1 +
√
2τD/τR
)
φex . (2.3)
The probe’s diffusivity is now linear in the swim speed U0 (or linear in Pes), as
expected fromTaylor dispersion theory. Kasyap et al. [10] find that Dact ∼ n∞a3U0a
(because the tracers have no size in their analysis the only geometric length scale
is the swimmer size a), but their result is independent of τR. The transition from
diffusive to advective behavior is shown in Fig. 2.1.
In this limit the run length of a swimmer, ` ≡ U0τR, is large compared to the pair
size Rc, and a swimmer collides with the probe before it is able to traverse its full
run length. The swimmer pushes the probe with force ζsU0, but is only able to move
it a distance of O(a) on average. One might think that the swimmer should be able
to push the probe the contact length Rc, but the no-flux boundary condition allows
the swimmer to slide along the probe’s surface, and thus the average distance of a
push is only O(a). (Only a perfect head-on collision would push the probe the full
run length, but the probability measure for this is zero.) Just as in the diffusion-
controlled regime, the result is insensitive to the swimmer-probe size ratio a/R. It
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Figure 2.1: Active diffusivity of the probe as a function of the ratio of the pair-diffusion
time to the advection time Pes = τD/τadv = U0Rc/Drel, whereU0 is the swim speed, Rc is
the center-to-center separation distance of the probe and swimmer upon contact, and Drel
is the relative thermal diffusivity of the probe-swimmer pair. The ratio τD/τR indicates
the strength of Brownian motion relative to the reorienations of the swimmers. The active
diffusivity is non-dimensionalized by the probe’s SES diffusivityDP times the active volume
fraction φex = (4pi/3)n∞R2ca/2, where a is the swimmer size and n∞ is the number density
of swimmers.
manifests only in φex , which simply becomes φ for point tracers. Finally, we note
that the ratio of the other two time scales τD/τR has no bearing on the scaling of the
diffusivity in this limit—it can only change the result by a factor of two.
However, τD/τR significantly affects the behavior in the diffusion-dominated regime
and the location of the transition from the diffusive to advective behavior. When
τD/τR  1, reorientations are slow and the transition occurs for Pes ∼ O(1) as
one would expect. However, as reorientations become faster (τD/τR increases), the
transition occurs at much higher values of Pes (see Fig. 2.1). In the athermal limit of
no translational diffusion (τD →∞), the transition to strong swimming is governed
by the reorienation Péclet number PeR ≡ τadv/τR = Rc/` ∼ O(1) rather than the
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swim Péclet number Pes.
(3) When Brownian motion is weak compared to the swimmers’ reorientations, the
decorrelation time is set by the reorientation time: τ = τR. The scaling arguments
predict Dact ∼ (ksTs/ζP)φex , or Dact ∼ Dswimφ for small probes. The result of the
Smoluchowski analysis is in agreement:
Dact =
(
ksTs
ζP
)
R
Rc
φex . (2.4)
Note that there is no dependence on kBT .
Suppose that the swimmers and probe are large enough so that Brownian motion
is not important, but the swimmers’ reorientation time is relatively fast. The probe
receives many small active kicks of size ksTs from the swimmers, which are dissi-
pated by the Stokes drag ζP. Thus, the diffusivity looks like what one would expect
from a stochastic “Brownian” process, where the energy is ksTs rather than kBT .
In the limit when the probe is very small, (ksTs/ζP)(R/Rc) → U20τR/6, φex → φ,
and the active diffusivity is simply the swim diffusivity times the volume fraction of
swimmers: Dact = Dswimφ. As a swimmer hops in one direction and equal volume
for solvent is displaced in the opposite direction.
Because the probe receives many small kicks from the swimmers, its motion is
governed by a Langevin equation 0 = −ζPU +F swim, whereU is the probe velocity
and the swimmers exert a fluctuating force with zero mean 〈F swim〉 = 0 and
autocorrelation 〈F swim(t)F swim(t′)〉 = 2ksTsζPIδ(t − t′) for times long compared
to τR. The mean-squared displacement follows as 〈(∆x(t))2〉 = 2(ksTs/ζP)tI for the
diffusivity of a particle immersed in such an active medium.
In this “continuum limit” the probe acts as a thermometer that measures the swim-
mers’ activity ksTs. When `/Rc → 0, active suspensions have a well-defined ‘tem-
perature’ through their activity ksTs [23] because the motion looks like a stochastic
Brownian process. When `/Rc  1, as is the case in the strong swimming regime,
the definition of temperature breaks down because the swimmers no longer move
the probe a distance `, they only push it a distance a between reorientations. Thus,
the swimmers do not “share” their activity fully with the probe; the appropriate
shared quantity in this limit is PeR.
Figure 2.2 shows Dact as a function of τD/τR for various values of Dswim/Drel =
(τD/τR)/τ2adv ∼ ksTs/kBT . For τD/τR → ∞ we recover the continuum-like scaling
for any value of ksTs/kBT . Though intuition might say that the diffusivity should
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Figure 2.2: Active diffusivity of the probe non-dimensionalized by (ksTs/ζP)(R/Rc)φex
as a function of the ratio of the diffusion time to the swimmer reorientation time
τD/τR = R2c/τRDrel for various values of the mechanical to thermal energy, ksTs/kBT ,
where ksTs = ζsU20τR/6.
be dominated by thermal kicks when ksTs  kBT , it is important to remember
that it is the solvent, not the bath particles, that give the probe thermal kicks. The
swimmers can only give kicks of size ksTs. The finite size of the swimmers replaces
a volume of solvent, thus reducing the number of thermal kicks the probe receives.
The O(φex) change in the probe diffusivity is actually negative when ksTs < kBT
(see the inset of Fig. 2.3): steric hinderance exceeds active enhancement.
An interesting feature predicted by the detailed theory is a nonmontonic dependence
of Dact on both τD/τR and Pes, as seen in Figs 2.2 and 2.3, respectively. As Pes
increases, thermal diffusion slows and swimming becomes more important, so we
transition from a diffusive to advective behavior. This transition does not occur
monotonically with Pes because PeR = τadv/τR also influences the dynamics.
Imagine a scenario where τD and τR are fixed and R  a, but we adjust the
swimmers’ speed (perhaps by altering the amount of available fuel). When the
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Figure 2.3: Active diffusivity of the probe non-dimensionalized by U0a as a function of
Pes = τD/τadv = U0Rc/Drel. The ratio τR/τadv = U0τR/Rc = `/Rc reflects the speed of
reorientation relative to advection. The inset shows the total O(φex) change in the probe’s
diffusivity, non-dimensionalized by DPφex , where DP is the bare diffusivity of the probe.
swimmersmove slowly, Brownianmotion dominates: Dact ≡ Dact/(U0aφex) ∼ Pes.
When the swim speed is large, advection dominates and Dact is constant. When
τD ∼ τadv, neither wins out and the reorientations are allowed to influence the
dynamics. Finite Brownian motion keeps the swimmers close to the probe after
a collision, and slow reorientation allows the swimmer to collide with the probe
again rather than run off, thus the diffusivity is slightly higher than the advective
scaling. When reorientations are too fast, this peak disappears. This is corroborated
by Fig. 2.2, which reveals that Dact is only non-monotonic when ksTs < kBT . The
nonmontonicity still occurs when τD ∼ τR, but Brownian motion is only strong
enough to compete with activity if the thermal energy of the solvent exceeds the
activity of the bath.
Kasyap et al. [10] find the same phenomenon in their treatment. When the diffusion
is hydrodynamic in origin and advection dominates, the tracer follows a straight
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trajectory along fluid streamlines. Weak Brownian motion allows the tracer to
sample more trajectories, and the odd symmetry of the bacterium’s dipolar flow
field results in an increased correlation in probe motion. When Brownian motion
is strong, the probe’s motion decorrelates and the diffusivity decreases. Thus the
diffusivity decreases non-monotonically with increasing Brownian motion (i.e. as
one moves from right to left in Fig. 2.3). Patteson et al. [16] see something similar
in experiments by varying the probe size, which is equivalent to varying Pes when
all other parameters are fixed. They scale Dact by n∞L3U0L, where L is the total
bacterium length. They find that this scaled diffusivity first increases with probe size
as approximately R2 and then decreases to a plateau. Our scaling analysis predicts
that Dact is linear in probe size when diffusion dominates, and indepedent of probe
size when advection dominates. In between, when the appropriate time scale is
τR, Dact scales as 1/R, thus capturing the non-monotonicity. The peak in Dact is
predicted around Pes ∼ 5 in our study and in [10], but is found experimentally
around Pes ∼ O(103); the source of such a large discrepancy is not known. Lastly,
we note that the inset of Fig. 2.3 shows that this non-monotonicity is obscured by
the steric hindrance, reinforcing the importance of considering excluded-volume
interactions in active suspensions.
Another common model, used by Miño et al. [7] to describe enhanced diffusion of
tracers in bacterial suspensions, says that the active enhancement is proportional to
the advective flux of the active particles: 〈D〉 = DP + βJa, where Ja = n∞U0 in our
notation, similar to what we find for strong swimming. Lin et al. [11] predict that β
scales as the body size to the fourth power for squirmers, but subsequent theoretical
derivations indicate that β1/4 also depends on the swimmer’s hydrodynamic dipole
moment, particle size, system geometry, swimming efficiency, etc. As in [10], these
studies do not take the swimmers to be thermally active. Additionally, they argue
that the size of the tracer particle does not affect β [7], and thus excluded-volume
effects are generally neglected. This is valid when the tracer particles are always
far enough away from the bacteria that the size effects in the Faxén expression for
their velocity are negligible, which is consistent with theoretical models that assume
the bacteria to be simple hydrodynamic dipoles (which is only true in the far field
[24, 25]). In simulations by Ishikawa et al. [15], it was observed that point tracers
diffuse more freely than tracers of finite size in suspensions of squirmers. They also
argue that the effect is small, and thus do not quantify the effect systematically as a
function of tracer size.
25
For this β model, our Smoluchowski theory predicts
β =
2pi
9
√
3
R2ca
2
(2 + √2τD/τR
1 +
√
2τD/τR
)
. (2.5)
The ability of the swimmer to randomly reorient is not required for this enhancement
to the diffusivity, as argued in [8]. In contrast to some of these experimental studies,
our result depends on the size of the tracer particle. In the system of Jepson et al. [6]
the tracers are non-motile E. Coli in a suspension of motile E. Coli with equivalent
spherical dimension a = 1.4µm. From their experimental parameters, we predict
β = 3.22a4 − 6.45a4. To match the experimentally found value of β = 7.1µm4, our
theory predicts that the E. Coli would have an equivalent spherical dimension of
a = 1.02 − 1.22µm.
As previously proposed, this advective flux model ignores the steric hinderance of
the passive suspension, which should accounted for by
〈D〉 = DP(1 − φex) + βJa . (2.6)
The steric hinderance is especially important when swimming is weak (Fig. 2.3).
Experimentally, one should measure the bare diffusivity of a tracer, and then the
change in diffusivity among non-motile swimmers to recover the effective particle
size Rc from Batchelor’s theory [1]. Knowing Rc, the average swim speed, reorien-
ation time, and the bare particle diffusivities, one can calculate the active diffusivity
from our theory, and then compare to experimental measurements.
We presented a micromechanical model for the effective diffusivity of a passive
particle embedded in a suspension of ABPs. Using a generalized Taylor dispersion
approach, and employing an expansion in orientational tensor harmonics, we found
an exact analytical expression for the effective diffusivity of a Brownian probe
for arbitrary particle sizes, swimmer activity, and time scales. Our theory agrees
qualitatively with previous experimental and theoretical investigations of enhanced
diffusion in active suspensions, and is able to explore regimes of parameter space
not typically considered in most experiments. It highlights several key features of
diffusion in active suspensions: (1) the diffusion of a tracer is nonomontonic in
a Péclet number comparing swimming to thermal diffusion, (2) steric hindrance
of tracer motion is in competition with the enhancement due to bath activity, and
(3), when fluctuations of the tracer’s motion decorrelate on the same time scale
as swimmers’ reorientations, the bath mimics a homogeneous solvent with energy
ksTs.
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Appendix
A: Average probe motion
Figure 2.4: Depiction of the model system. There is a Brownian probe of size R immersed
in a dispersion of ABPs with size a at number density n∞. The ABPs swim in a direction q
with speed U0, and reorient with a characteristic time τR.
The dynamics of the suspension are described by a Smoluchowski equation for
PN ({xα}, {qα}, t), the N-particle conditional probability of finding particle α at
position xα, with orientation qα at time t. The braces indicate a dependence on the
position and orientation of each particle in the suspension. When the suspension
is sufficiently dilute, only the pair-wise interactions between the probe and a single
swimmer matter, and one may write a Smoluchowski equation for the joint probabil-
ity distribution, P2(z, r, q; t), where z is the position of the probe, r is the position
of the swimmer relative to the probe, and q is the orientation of the swimmer relative
to the probe (see figure 2.4):
∂P2(z, r, q; t)
∂t
+ ∇z · jT1 + ∇r · (jT2 − jT1 ) + ∇R · jR2 = 0, (2.7)
where
jT1 = −DP∇zP2 + DP∇rP2 (2.8)
jT2 = U0qP2 − DT∇rP2 (2.9)
jR2 = −τ−1R ∇RP2, (2.10)
and ∇R = q × ∇q is the rotational operator. Again, we have neglected HI in this
chapter.
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When computing the effective diffusivity of the probe, we must track the average
single-particle motion due to collisions with bath particles. To accomplish this, one
averages the pair-level equation over all possible positions and orientations of the
swimmer relative to the probe. This yields an equation for P1(z; t), the probe’s
single particle probability distribution:
∂P1
∂t
+ ∇z · 〈jT1 〉 = 0, (2.11)
where we have made use of the divergence theorem and the condition that there is
no relative translational flux at contact or infinity. The angle brackets denote an
ensemble average over all possible relative configurations of the swimmer relative
to the probe—over drdq. It is easier to work in Fourier space, and as such we take
a Fourier transform with respect to the coordinate z to give
∂Pˆ1
∂t
+ ik · 〈jˆT1 〉 = 0, (2.12)
where the hats denote the Fourier transform of their corresponding quantities in
physical space, and k is the Fourier wave vector which has the interpretation of the
inverse wavelength for the probe’s fluctuations. The ensemble averaged flux of the
probe in Fourier space is
〈jˆT1 〉 = −ikDPPˆ1 − DP
∫ ∫
∇r Pˆ2drdq. (2.13)
The last term in the above expression shows that the collisional effects on probe
motion are governed by the average gradient in the pair-level probability distribution.
To determine the distribution of the bath particles relative to the probe, it is useful
to define a structure function, g(k, r, q; t) such that
Pˆ2(k, r, q; t) = g(k, r, q; t)Pˆ1(k; t). (2.14)
To find the long-time diffusivity of the probe, we take a small-wave vector expansion
of the structure function
g = g0(r, q; t) + ik · d(r, q; t) +O(k2), (2.15)
where d = (∇kg)k=0 is the fluctuation field.
The average flux of the probe is
〈jˆT1 〉 = Pˆ1
(
DP
∫ ∫
∇rg0(r, q; t)drdq (2.16)
−DPik ·
[
I −
∫ ∫
∇rd(r, q; t)drdq
] )
.
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The first bracketed term gives the average probe speed as it moves through the
suspension:
〈U probe〉 =
∫
r=Rc
∫
ng0(r, q; t)dqdS. (2.17)
The O(k) bracketed term represents the probe dispersion, and defines the effective
diffusivity:
〈D〉 = DP
[
I −
∫
r=Rc
∫
nd(r, q; t)dqdS
]
, (2.18)
which follows from eqn 2.16 by the divergence theorem. Because we are considering
steric effects, the surface integral is computed over the exclusion region around the
probe-swimmer contact distance: r = Rc.
B: Microstructure governing equations
To determine the structure functions, we write the pair-level Smoluchowski equation
in Fourier space:
∂Pˆ2
∂t
+ ik · jˆT1 + ∇r · (jˆT2 − jˆT1 ) + ∇R · jˆR2 = 0, (2.19)
which can be simplified using the definition of g:
∂g
∂t
Pˆ1 + g
∂Pˆ1
∂t
+ ik · [−ikDP +
∫
∇rgdr]Pˆ1 + ∇r · [U0qg − Drel∇rg]Pˆ1
+ik · ∇rgPˆ1 − τ−1R ∇2RgPˆ1 = 0. (2.20)
Making use of the governing equation for Pˆ1 and taking the system to be at steady
state, the Smoluchowski equation reduces to
∇r · [U0qg − Drel∇rg] + 2DPik · ∇rg − τ−1R ∇2Rg = 0, (2.21)
with boundary conditions of no-flux at particle contact and uniform probability
distribution at infinity:
n · [U0qg − Drel∇rg + DPikg] = 0, r = Rc, (2.22)
g ∼ n∞, r →∞. (2.23)
We expand the function g0 and the fluctuation field d in terms of orientational tensor
harmonics,
g0(r, q; t) = G(0)(r; t) + q ·G(1)(r; t) +
(
qq − 13I
)
: G(2)(r; t) + ... (2.24)
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d(r, q; t) = d(0)(r; t) + q · d(1)(r; t) +
(
qq − 13I
)
: d(2)(r; t) + ... (2.25)
and make the closuresG(2) = 0,d(2) = 0. We take the zeroth and first orientational
moments of equation 2.21, scale the coordinate r by Rc, and divide through by
n∞R2c/Drel to obtain four coupled PDEs:
∇ · [PesG(1) − ∇G(0)] = 0, (2.26)
n · [PesG(1) − ∇G(0)] = 0, r = 1, (2.27)
G(0) ∼ 1, r →∞, (2.28)
∇ · [Pes
3
IG(0) − ∇G(1)] + γ2G(1) = 0, (2.29)
n · [Pes
3
IG(0) − ∇G(1)] = 0, r = 1, (2.30)
G(1) ∼ 0, r →∞, (2.31)
∇ · [Pesd(1) − ∇d(0) − IG(0)] = 0, (2.32)
n · [Pesd(1) − ∇d(0) − 2IG
(0)] = 0, r = 1, (2.33)
d(0) ∼ 0, r →∞, (2.34)
∇ · [Pes
3
Id(0) − ∇d(1) − IG(1)] + γ2d(1) = 0, (2.35)
n · [Pes
3
Id(0) − ∇d(1) − 
2
IG(1)] = 0, r = 1, (2.36)
d(1) ∼ 0, r →∞, (2.37)
where  = 2a/Rc. The natural dimensionless groups that arise in scaling the
equations are the swimPéclet number Pes = U0Rc/Drel and the rotational parameter
γ2 = 2τD/τR. The effective diffusivity will be determined entirely by d(0).
C: Screened harmonic solution
Equations 2.26 and 2.29 may be decoupled by taking the divergence of 2.29:
∇2(∇ ·G(1)) − λ2(∇ ·G(1)) = 0, (2.38)
where λ2 = Pe2s/3+ γ2. This is a Helmholtz equation for the divergence ofG(1), so
we can expand it in gradients of the fundamental solution:
∇ ·G(1) = C0 e
−λr
r
+B0 · ∇
( e−λr
r
)
+A0 : ∇∇
( e−λr
r
)
+ ..., (2.39)
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where the constants A0,B0,C0, ... are determined from the boundary conditions.
Because there is no tensorial order at the boundaries ∇ ·G(1) = C0e−λr/r only. We
then substitute into equation 2.26 and obtain a Poisson’s equation for the function
G(0):
∇2G(0) = C0Pes e
−λr
r
, (2.40)
which has the solution
G(0) = C1 +
C2
r
+
C0Pes
λ2
e−λr
r
. (2.41)
This can be substituted into the governing equation forG(1):
∇2G(1) − γ2G(1) = Pes
3
∇G(0), (2.42)
which has the solution
G(1) = − 1
λ2
∇
(
C0
e−λr
r
)
+ C2
Pes
3γ2
n
r2
. (2.43)
The boundary condition at infinity requiresC1 = 1 and the contact conditions require
C2 = 0. Thus,
G(0) = 1 +
Pe2s/3
2(λ + 1) + γ2
e−λ(r−1)
r
, (2.44)
which is the same as the concentration profile of ABPs outside a sphere. From here,
one can then solve the equations for the fluctuation field by the same method.
The fluctuation field d(0) in terms of two undetermined coefficients is
d(0) = n
(
B
r2
− Pe
4
s/9λ4
2(λ + 1) + γ2 e
−λ(r−1)
(λ
r
+
1
r2
)
− APes
λ2
e−λ(r−1)
(λ
r
+
1
r2
)
− Pe
2
s/3λ2
2(λ + 1) + γ2
(1
3
Pe2s
λ2
+ 1
)
e−λ(r−1)
( 3
4λ2
1
r2
+
3
4λ
1
r
+
1
2
))
, (2.45)
where the coefficients A and B are coupled to the field d(1), which can be constructed
with screened multipoles and linearity arguments:
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d(1) = 
(
Ce−γ(r−1)
{
I
r
− 1
γ2
[(
3
nn
r3
− I
r3
)
+ γ
(
3
nn
r2
− I
r2
)
+ γ2
nn
r
]}
− 1
λ2 − γ2
1
3Pes
2(λ + 1) + γ2 e
−λ(r−1)
[(
3
nn
r3
− I
r3
)
+ λ
(
3
nn
r2
− I
r2
)
+ λ2
nn
r
]
−
1
3Pes/λ2
2(λ + 1) + γ2 e
−λ(r−1)
[(
3
nn
r3
− I
r3
)
+ λ
(
3
nn
r2
− I
r2
)
+ λ2
nn
r
]
+
1
λ2
Ae−λ(r−1)
[(
3
nn
r3
− I
r3
)
+ λ
(
3
nn
r2
− I
r2
)
+ λ2
nn
r
]
+ B
1
3
Pes
γ2
(
3
nn
r3
− I
r3
)
+
(2λ2 − γ2)2
Pesλ4[2(λ + 1) + γ2]e
−λ(r−1)
[(
3
nn
r3
− I
r3
)
+ λ
(
3
nn
r2
− I
r2
)
+ λ2
nn
r
]
+
Pes(2λ2 − γ2)/3λ2
2(λ + 1) + γ2 e
−λ(r−1)
[ 3
4λ2
(λr + 1)
( I
r3
− 3nn
r3
)
+
1
2
(I
r
− nn
r
)
−
λnn
( 3
4λ2r
+
1
2
)] )
. (2.46)
The coeffcients A, B, and C are determined by the no-flux boundary condition at
r = 1. We have a linear system of three equations that may be solved to find algebraic
expressions for d(0):
2B
(
1 +
Pe2s
3γ2
)
− 2CPes
(1 + γ
γ2
)
=
1
2
(
1 + C0
Pes
λ2
)
− C0Pes (2 + 2λ + λ
2)
λ4
(2.47)
B
Pes
γ2
− C
(
2 +
3
γ2
+
3
γ
+ γ
)
+
C0
λ4
(2λ2 − γ2)
(1
2
+
9
4λ2
+
3
2λ
+
λ
2
+
3(1 + λ)
4λ
)
= (3 + 3λ + λ2)
(C0
λ4
− A
λ2
+
C0
λ2(λ2 − γ2) −
C0(2λ2 − γ2)2
λ6(λ2 − γ2)
)
(2.48)
−3BPes
γ2
+ C
(
4 +
9
γ2
+
9
γ
+ γ
)
− C0
λ4
(2λ2 − γ2)
(5
4
+
27
4λ2
+
9
2λ
+
5λ
4
+
λ2
2
+
9(1 + λ)
4λ
)
−(9 + 9λ + 4λ2 + λ3)
(
− C0
λ4
+
A
λ2
− C0
λ2(λ2 − γ2) +
C0(2λ2 − γ2)2
λ6(λ2 − γ2)
)
− C0(1 + λ)
2λ2
=
Pes
3
[C0Pe3s (1 + λ)
3λ6
+
APes(1 + λ)
λ2
− B + C0(2λ
2 − γ2)
λ4
(1
2
+
3(1 + λ
4λ2
)]
. (2.49)
We solved this system of equations in Mathematica to create the figures in this
article. They may be solved by hand as well, but the expressions are long and it is
difficult to elucidate important physics from the full expressions.
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The effective diffusivity is given by
〈D〉 = DP
[
I − n∞
∫
r=Rc
nd(0)dS
]
, (2.50)
which, in terms of the undetermined coefficients, is
〈D〉 = DPI
[
1 − 4pi
3
n∞R3c
(
B − Pe
4
s/9λ4
2(λ + 1) + γ2 (λ + 1) − A
Pes
λ2
e−λ(r−1)(λ + 1)
− Pe
2
s/3λ2
2(λ + 1) + γ2
(1
3
Pe2s
λ2
+ 1
) ( 3
4λ2
+
3
4λ
+
1
2
))]
. (2.51)
When the bath particles are inactive, Pes = 0, A = 0, B = 1/4 and we recover the
classic result: 〈D〉 = DPI
(
1 − 12
(
Rc
a
)2
φ
)
.
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C h a p t e r 3
FLUCTUATION-DISSIPATION IN ACTIVE MATTER
The fluctuation-dissipation theorem (FDT) “states a general relationship between
the response of a given system to an external disturbance and the internal fluctuation
of the system in the absence of the disturbance” [1]. This is true across a variety of
systems, whether the fluctuations be thermal (classical), e.g. Johnson-Nyquist noise
in a resistor, or quantized such as the fluctuations of an electric field in a vacuum [2].
The key assumptions of the FDT are that the system is in equilibrium in the absence
of the disturbance—the probability distribution of states is Boltzmann-distributed
with respect to the Hamiltonian of the system—and that the external disturbance is
sufficiently weak that the tenets of linear response theory apply.
One of the most well-known manifestations of the FDT is the Brownian motion
of a tracer particle suspended in a fluid. At thermal equilibrium, the motion of
the tracer particle fluctuates due to collisions with the molecules that compose the
solvent, giving rise to Brownian motion. The average velocity and displacement
of the particle are zero because the fluctuations are random. The tracer motion
is characterized by the mean-squared displacement (MSD) of the particle, which
grows over time; the time derivative of the MSD is known as the self-diffusivity
〈D〉 of the tracer particle. If one applies a weak external force F ext to the tracer
particle and drags it through the fluid, the velocity of the particle U will be linear
in the applied force: U = 〈MUF〉 · F ext , where 〈MUF〉 is the hydrodynamic
mobility of the particle—the inverse of the drag on the particle. The FDT manifests
in the Stokes-Einstein-Sutherland relation (SESR) 〈D〉 = kBT 〈MUF〉, where kB
is Boltzmann’s constant and T is the temperature of the system. (We will refer
to the quantity kBT as the temperature in this chapter, as kB and T will never
appear independently of one another.) Alternatively expressed, the product of the
self-diffusivity (fluctuation) and drag (dissipation) is precisely equal to the system
temperature 〈D〉 · 〈MUF〉−1 = kBTI (where I is the isotropic tensor).
This theorem does not require us to say anything about the probe particle or the
medium through which it moves—the relationship between the drag and the self-
diffusivity is specified only by the temperature of the system. Indeed, if we instead
considered the motion of a tracer particle in a suspension of other particles (see
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Figure 3.1: Sketch of the fluctuation-dissipation theorem (FDT) in a colloidal suspension.
LEFT: A tracer particle diffuses in a suspension of bath particles due to random Brownian
motion. The time derivative of the mean squared-displacements due to Brownian motion
〈x′x′〉 is proportional to the self-diffusivity of the particle 〈D〉. RIGHT: The same tracer
particle moves through the same suspension under the action of an external force F ext . The
speed of this particle is linear in the external force, with the constant of proportionality being
the average mobility 〈MUF 〉. The FDT states that these two problems are fundamentally
related by 〈D〉 · 〈MUF 〉−1 = kBTI , where kBT is the temperature of the system and is
independent of all other suspension properties (composition, interparticle interactions, etc.).
Fig. 3.1) this relation would be true regardless of any interactions between the
particles, the concentrations of other species, or the spatial distribution of the
particles (the microstructure). While both 〈D〉 and 〈MUF〉−1 are dependent on
certain suspension properties, their product is always equal to the temperature of
the system and nothing else. This is true on all time scales long compared to
the momentum relaxation time of the particle, when probe motion is diffusive [3].
Thus for systems that obey the FDT one can do a single experiment—tracking the
displacements of the tracer particle to compute 〈D〉 or applying a weak external
force to the tracer and measuring its average speed to infer 〈MUF〉—to characterize
both the internal fluctuations of the system and the response to an external stimulus
at a given temperature.
Active systems have recently generated substantial interest among soft-matter and
statistical physicists. The constituents of these systems are able to self-propel
through some physicochemical mechanism, which generates internal stresses that
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drive the system out of equilibrium without the influence of external forces [4, 5].
One cannot assume a priori that the FDT may be applied because the steady-state
internal fluctuations are not an equilibrium process. Indeed it is not even clear
how one might define the chemical potential, free energy, or temperature for active
systems—a challenge which has fueled a spirited debate in the literature [6–8].
Any attempts have concluded that an effective temperature depends not only on
the particle activity, but also on suspension properties such as concentration and
composition. Despite this complication, experimental and theoretical predictions of
enhanced tracer diffusion [9–17] and reduced shear viscosity and microviscosity in
active systems [18–23] are at least qualitatively consistent with the FDT.
As a minimal model of active systems, consider an active Brownian particle (ABP)
of size a which swims at some constant speed U0 in a direction q that changes
randomly over a time scale τR. At times long compared to τR, the ABP diffuses with
a long-time “active” self-diffusivity Dact = DT + Dswim, where DT is its thermal
Stokes-Einstein-Sutherland (SES) diffusivity and the purely mechanical, isotropic
“swim” diffusivity is Dswim = U20τR/6 (in 3-D). The drag on an ABP in a Newtonian
solvent is given by its usual translational (Stokes) drag ζs. In the spirit of the SESR
and FDT, we can write ζsDact = kBT + ksTs, where ksTs ≡ ζsDswim defines the
activity of the particle. For a single active particle we thus have a generalized SESR
that states that the product of the drag and the active self-diffusivity is equal to the
thermal energy of the solvent, plus the kinetic energy of the swimmer. Note that we
have not specified anything about the swimming mechanism, only that the particle
undergoes an active random walk.
This simple single-particle result shows promising similarity with classical mani-
festations of the FDT, but is limited in scope. It only shows that if one uses an active
particle as a tracer in a solvent, the SESR is modified by the addition of “internal”
active fluctuations of the tracer itself. But what if one were to instead place a passive
tracer particle in a fluid that also contained a dispersion of active particles? Is the re-
lation between the fluctuations of the tracer particle and the drag as it moves through
the suspension still linear in kBT and ksTs? Does the fluctuation-dissipation relation
depend on the activity only, or also on the volume fraction, etc., of the swimmers?
Both the active or long-time self-diffusivity (LTSD) of a tracer in an active bath, as
well as the “temperature” of an active bath have been shown to depend on properties
of the system such as particle size, swimmer fraction, swimming mechanism, etc.
[6, 7, 9, 10, 12, 14, 16, 24–27]. There are few measurements of the self-drag on a
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tracer in an active suspension [22, 24, 28, 29]. Both the drag and the diffusivity are
needed to characterize the fluctuation-dissipation relation in an active suspension.
In this chapter, we use generalized Taylor dispersion theory to make a direct con-
nection between fluctuation and dissipation, deriving expressions for the average
velocity (and thus, drag) and LTSD of a tracer (probe) particle in a generic colloidal
suspension. The complete derivations regardless of suspension concentration, bath
particle activity, or any other non-equilibrium effects (e.g. external shear flow) are
given in appendices A and B. To illustrate the behavior we consider a dilute sus-
pension, where only the pair-wise interactions between the tracer particle (1), and a
single bath particle (2) are considered—this is depicted in Fig. 3.2. (The condition
for diluteness is that the volume fraction φ based on the bath particle size is small
φ  1.) In the absence of external forces, the average diffusivity 〈D〉 of the probe
in this dilute suspension is
〈D〉 =
∫
D11Pˆ
(0,0)
1/1 dr −
∫
U (0)1 dˆ
(k)dr +
∫
(D12 −D11) · ∇r dˆ(k) dr, (3.1)
and the average mobility (inverse of the drag) in response to a weak external force is
〈MUF〉 =
∫
MUF11 Pˆ
(0,0)
1/1 dr −
∫
U (0)1 dˆ
(F)dr +
∫
(D12 −D11) · ∇r dˆ(F) dr.(3.2)
The probability of finding the bath particle at some position r relative to the
probe in the absence of any forcing is described by Pˆ(0,0)1/1 . The diffusivity ten-
sorsD11 = kBTMUF11 , andD12 = kBTM
UF
12 are based on the hydrodynamic self-
and pair-mobility of the probe particle, respectively [30]. The velocity of the probe
particle due to activity, interparticle forces, external shear, etc. isU (0)1 ; this velocity
excludes only the velocity due to the external force MUF11 · F ext and Brownian
motion. The long-wavelength fluctuations in the probe’s position due to Brownian
forces in the solvent are described by dˆ(k), and its fluctuations due to the action of
the external force are given by dˆ(F).
Equations 3.1 and 3.2 show that the diffusivity and mobility are formally identical
(modulo a factor of kBT) under the lens of generalized Taylor dispersion theory. For
the FDT to hold, we only require that dˆ(k) = kBT dˆ(F). The dispersion due to the
fluctuating Brownian force −ikkBT must be mechanically identical to that from the
external force F ext ; this is the mechanical underpinning of the FDT for systems in
equilibrium.
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Fluctuations arising from the thermal forces in the solvent are described by
∂dˆ(k)
∂t
+ ∇r ·
(
[U (0)2 −U (0)1 ]dˆ(k) −Dr el · ∇rβ dˆ(k)
)
= Pˆ(0,0)1/1 (〈U probe〉 −U
(0)
1 )
+2(D12 −D11) · ∇r Pˆ(0,0)1/1 + Pˆ
(0,0)
1/1 ∇r · (D12−D11), (3.3)
while the fluctuations arising from the external force are described by
∂dˆ(F)
∂t
+ ∇r ·
(
[U (0)2 −U (0)1 ]dˆ(F) −Dr el · ∇r dˆ(F)
)
= ∇r · [(MUF12 −MUF11 )Pˆ(0,0)1/1 ]. (3.4)
The relative thermal diffusivity is Dr el = D11 + D22 − D21 − D12. The two
fluctuations are the same only in the case that the local probe velocity in the absence
of the external force
U probe = U (0)1 − (D12 −D11) · ∇r ln Pˆ(0,0)1/1 , (3.5)
is equal to its suspension average over Pˆ(0,0)1/1 :
〈U probe〉 =
∫
U (0)1 Pˆ
(0,0)
1/1 dr −
∫
(D12 −D11) · ∇r Pˆ(0,0)1/1 dr. (3.6)
In general the detailed and average probe velocities are not the same. They are
the same and the FDT is satisfied if U probe and Pˆ(0,0)1/1 are spatially uniform, or if
U probe = 0 as is the case in [31].
In the next section, we show that this condition is not met for a dilute active
suspension—the product 〈D〉 · 〈MUF〉−1 thus depends on the geometry and activity
of the suspension. However, in certain limits, we can recover the same fluctuation-
dissipation relation as found for a single active particle moving in a Newtonian
fluid.
3.1 Model system
Consider the motion of a tracer particle of size R with Stokes-Einstein-Sutherland
(SES) diffusivity DP in an active suspension. In addition to Brownian fluctuations
from the solvent, the tracer moves under the action of a constant external force
F ext . The suspension is composed of ABPs with size a, (constant) swim speed
U0, SES diffusivity DT , and a characteristic reorientation time τR in a Newtonian
solvent of viscosity ηs. We neglect hydrodynamic interactions (HI), assume the
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suspension to be sufficiently dilute (φ = 4pin∞a3/3  1 in three dimensions or
φA = 4pia2n∞A  1 in two-dimensions, where n∞ is the constant volumetric number
density of swimmers and n∞A is the constant areal number density of swimmers)
that we only need to consider pair-wise particle interactions. The dynamics of this
system are described by the following Smoluchowski equation:
∂P2
∂t
+ ∇z · jTP + ∇r · (jTs − jTP ) + ∇R · jRs = 0, (3.7)
where ∇R = q × ∇q is the orientation-space gradient operator for an axisymmet-
ric particle. This is a conservation statement for the probability P2 of finding a
swimmer with position r and orientation q relative to a probe at position z (we
neglect orientational degrees of freedom for the probe). The translational flux of
the probe is jT
P
=MUF · F extP2 − DP∇zP2 + DP∇rP2;MUF = I/ζP is the bare
probe mobility in the absence of HI and ζP is its (Stokes) drag coefficient. The
translational flux of the swimmer is jTs = U0qP2 − DT∇rP2 and its rotational flux
is jRs = −τ−1R ∇RP2.
The average motion of the probe is governed by the single-particle equation
∂Pˆ1
∂t
+ ik · 〈jˆTP 〉 = 0, (3.8)
where the angle brackets represent an average over the swimmer configurations—
over drdq—and we have taken a Fourier transform with respect to z. The average
flux of the probe is
〈jˆTP 〉 = Pˆ1
[
MUF · F ext − ikDP + DP
∫ ∫
∇r Pˆ1/1drdq
]
, (3.9)
where we have defined Pˆ2(k, r, q, t) = Pˆ1/1(k, r, q, t)Pˆ1(k, t). The long-time self-
diffusivity of the probe is given by the long-wavelength (small k) fluctuations in Pˆ1/1
so we write Pˆ1/1 = Pˆ
(0)
1/1+ik ·dˆ(k)+O(k2) as in previous works [27, 31, 32]. Expand-
ing the average probe flux with respect to k (〈jˆT
P
〉 = Pˆ1[〈U probe〉 − ik · 〈D〉 + ...])
defines the average velocity and long-time self-diffusivity (LTSD):
〈U probe〉 ≡MUF · F ext + DP
∫
∇r Pˆ(0)1/1 drdq, (3.10)
〈D〉 ≡ DP
[
I −
∫
∇r dˆ(k) drdq
]
. (3.11)
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When the external force is weak compared to Brownian motion, we can also expand
themicrostructurewith respect toF ext : Pˆ(0)1/1 = Pˆ
(0,0)
1/1 − F ext · dˆ(F) +O(Fext)2. The
average speed of the probe is now
〈U probe〉 = DP
∫
∇r Pˆ(0,0)1/1 drdq︸                    ︷︷                    ︸
〈U dr i f t 〉
+F ext ·
[
MUF − DP
∫
∇r dˆ(F) drdq
]
︸                                  ︷︷                                  ︸
〈MUF 〉
. (3.12)
The first term in the above equation is the probe’s drift velocity—the average velocity
resulting non-zero suspension-averaged forces acting on the probe (other than the
external force). The expression for 〈MUF〉 is formally identical to that for 〈D〉
(3.11)—the LTSD of the probe is the same as its mobility under the action of a small
external force (modulo a factor of kBT). Though the formal relations are the same,
the mobility of the particle is not necessarily identical to its self-diffusivity unless
dˆ(k) = kBT dˆ(F).
In the introduction (and more generally in Appendix B) it is shown that the two
fluctuation fields are not governed by the same equations for a generic suspension
not in equilibrium. For the model suspension under consideration here, the FDT is
not satisfied unless∇r ln Pˆ(0,0)1/1 = 0, which is known not to be true because swimmers
accumulate at the surface of the probe (see Eqn. 2.44) [33, 34]. For a single ABP, the
FDT is not satisfied; however, the product of the active diffusivity and the drag ζsDact
is linear in the temperature kBT and the activity ksTs. An analogous statement for
the passive tracer in an active suspension would be 〈MUF〉−1 · 〈D〉 = kBT + Eact ;
a strong statement of fluctuation-dissipation could be made if Eact depends only
on the activity of the bath particles ksTs. Eact is determined by the fluctuation
field d′ ≡ dˆ(k) − kBT dˆ(F), which measures departures from the FDT due to non-
equilibrium processes. To determine the GSESR for active suspensions, we can thus
solve for 〈D〉 [27] and then 〈MUF〉 (or Eact) separately. We solve the problem for
the averagemobility (or average drag) as it is precisely the fixed-forcemicrorheology
problem for a probe in an active bath, and thus has applications beyond the present
discussion.
We solve the Smoluchowski equation (3.7) using the familiar method popularized
by Saintillan and Shelley [35] and expand the pair-distribution function in terms of
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Figure 3.2: Schematic of the model system: a Brownian probe particle of size R immersed
in a suspension of ABPs with size a at number density n∞—the center-to-center separation
distance upon a collision is denoted by Rc = R + a. The ABPs swim in a direction q at
speed U0; q changes randomly on a time scale characterized by τR. The probe translates
under the action of a constant external force F ext .
orthogonal tensor harmonics in q
Pˆ(0,0)1/1 (r, q; t) = n0(r; t) + q ·m0(r; t) + (qq − I/d) : Q0(r; t)
+(qqq −α · q/(d + 2)) B0 + ... (3.13)
uˆ · dˆ(F)(r, q; t) = n′(r; t) + q ·m′(r; t) + (qq − I/d) : Q′(r; t)
+(qqq −α · q/(d + 2)) B′ + ..., (3.14)
where d is the spatial dimension (d = 2, 3 in this article), I is the identity tensor, and
α is the fourth-order isotropic tensor. The unit vector in the direction of the external
force is uˆ. The zeroth moment n is the concentration field, m is the polar order,
Q is the nematic order, and so on [35, 36]. In the absence of external forces, the
closureQ0 = 0 results in qualitative and often good quantitative agreement between
calculations of the particle-phase pressure using theory and Brownian dynamics
simulations—the closure B0 = 0 provided nearly exact quantitative agreement
between theory and simulation [33]. We examine both closures in this problem,
and provide a comparison to the exact solution (for d = 2) for various closures in
Chapter 4.
The governing equations for n0,m0 and Q0 may be found in the appendix of [33].
Applying themoments-averaging procedure to the governing equation and boundary
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conditions for uˆ · dˆ(F) yields a system of coupled PDEs governing the steady-state
perturbed microstructure:
∇r · [U0m′ − Drel∇n′] =MUF · F ext · ∇n0 (3.15)
∇r · [U0(In′/d +Q′) − Drel∇m′] + (d − 1)DRm′ =MUF · F ext · ∇m0, (3.16)
∇r · [U0(α ·m′/(d + 2) − Im′/d) − Drel∇Q′] + 2dDRQ′ =MUF · F ext · ∇Q0,
(3.17)
where we have neglected terms of O(ik), as they are not necessary to determine
the average probe speed. The relative translational diffusivity is the sum of the
bare probe and swimmer SES diffusivities Drel = DP + DT . Note that these
governing equations are valid even when the external force is not weak—i.e. when
the expansion Pˆ(0)1/1 = Pˆ
(0,0)
1/1 − F ext · dˆ(F) + O(Fext)2 is no longer valid—and can
thus be applied to the nonlinear microrheology problem (Chapter 5).
At particle contact r = Rc ≡ R + a there can be no translational flux:
n · [U0m′ − Drel∇n′] = n ·MUF · F extn0, r = Rc, (3.18)
n · [U0(In′/d +Q′) − Drel∇m′] = n ·MUF · F extm0, r = Rc, (3.19)
n · [U0(α ·m′/(d + 2) − Im′/d) − Drel∇Q′] = n ·MUF · F extQ0, r = Rc,
(3.20)
where n is the outward-pointing unit normal of the probe. In the far-field there is
no long-ranged order Pˆ(0)1/1 = n
∞/4pi as r →∞ and thus the fluctuations are zero:
n′,m′,Q′ ∼ 0, r →∞. (3.21)
One may solve this system analytically whenQ′ = 0 (see Appendix C). ForQ′ , 0
the solution must be obtained numerically, which we do using a second-order finite
difference scheme [37].
3.2 Probe speed and self-drag
In the linear-response regime the probe velocity is linear in the applied external
force:
〈U probe〉 = 〈U dr i f t〉 + F ext ·
[
MUF − DP
∫
∇r dˆ(F) drdq
]
. (3.22)
Due to the symmetry of this problem, 〈U dr i f t〉 is zero and the probe mobility
is isotropic: 〈MUF〉 = I 〈µ〉, where 〈µ〉 is the mobility coefficient. In general
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the mobility problem (the velocity of a particle due to an applied force) and the
resistance problem (the force on a particle moving at a particular speed) are different.
For the simple case of the probe particle (1) and a single swimmer (2), the probe’s
hydrodynamic self-mobility is
MUF11 = [RFU11 −RFU12 · (RFU22 )−1 ·RFU21 ]−1 , (RFU11 )−1, (3.23)
where the linear relation between the velocity of particle α and the force on particle β
isMUF
αβ
and the relation between the force on partcile α due to the motion of particle
β is RFU
αβ
. The self-drag of the probe RFU11 is not equal to the inverse of its self-
mobilityMUF11 in general [30], rather it depends on the hydrodynamic interactions
between all the other particles in the suspension. Even if the average hydrodynamic
mobility and resistance are isotropic, 〈MUF11 〉 = 〈µHI〉I and 〈RFU11 〉 = 〈ζHI〉I ,
the mobility and drag are not necessarily inverses 〈µHI〉 , 1/〈ζHI〉. In the spe-
cial case under consideration—where we neglect fluid velocity disturbances of the
particles—the probe’s hydrodynamic self-drag is just the Stokes drag ζP and the
hydrodynamic self-drag and self-mobility are inverses. This allows us to easily
move from the mobility formulation of generalized Taylor dispersion theory to the
resistance formulation implicit in discussing the drag on the probe.
In addition to the hydrodynamic contribution to the mobility (and drag), there is
the interparticle piece represented by the integral in Eqn. 3.22. This includes the
entropic restoring force in the bath, and would also account for Brownian drift in the
presence of hydrodynamic interactions (there is no such contribution in the simple
scenario we consider here). The total drag on the probe—the Stokes drag plus the
additional drag due to interparticle interactions—is given by
〈ζ〉 = ζP
[
1 +
kBT
Fext
∫
Rc
uˆ · n n′dS
]
, (3.24)
which we have expressed as an integral of the concentration fluctuation n′ over the
contact surface Rc. Note that the interparticle piece depends only on interactions
at the no-flux boundary, whereas the hydrodynamic (and Brownian) piece will in
general depend on the entire configuration of the suspension. Conventionally, the
self-drag 〈ζ〉 of the probe is defined in terms of a suspension-averaged viscosity:
〈ζ〉 = 6pi〈η〉R where 〈η〉 is known as the microviscosity of the suspension [37, 38].
In the absence of any hydrodynamic interactions or interparticle forces, the micro-
viscosity of a passive suspension is 〈η〉 = ηs(1 + φex), where the excluded volume
fraction is φex = φ(1 + R/a)2/2. The effect of the bath particles is characterized
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Figure 3.3: Particle contribution to the probe drag (d = 3) scaled by its value in a pas-
sive suspension ζPφex . The Stokes drag of the probe is ζP, and the excluded volume
fraction of the suspension is φex = 2pia(R + a)2n∞/3, where n∞ is the number density,
a is the swimmer size, and R is the probe size. This scaled drag contribution is plot-
ted as a function of `/Rc ≡ U0τR/(R + a), where U0 is the speed of the swimmers, and
τR is their reorientation time. Different colors indicate different strengths of swimming:
6Dswim/Drel = U20τR/Drel, where Drel is the relative thermal diffusivity. Squares are for
the closureQ′ = 0 and crosses are for the closureB′ = 0. The dashed lines serve as guides
for the eye.
by the intrinsic microviscosity ηmicro ≡ (〈ζ〉 − ζP)/ζPφex , where ζP = 6piηsR is
the probe’s Stokes drag coefficient. The intrinsic microviscosity is a scalar constant
independent of the volume fraction.
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Figure 3.4: Particle contribution to the probe drag (d = 2) scaled by its value in a pas-
sive suspension ζPφexA . The Stokes drag of the probe is ζP, and the excluded area frac-
tion of the suspension is φex
A
= 2pia(R + a)n∞A , where n∞A is the areal number density,
a is the swimmer size, and R is the probe size. This scaled drag contribution is plot-
ted as a function of `/Rc ≡ U0τR/(R + a), where U0 is the speed of the swimmers, and
τR is their reorientation time. Different colors indicate different strengths of swimming:
2Dswim/Drel = U20τR/Drel, where Drel is the relative thermal diffusivity. Squares are for
the closureQ′ = 0 and crosses are for the closureB′ = 0. The dashed lines serve as guides
for the eye.
Swim-thinning
Dimensional analysis of the governing equations for uˆ · dˆ(F) reveals two dimen-
sionless groups that determine the strength of activity in the linear-response regime:
Pes = U0Rc/Drel and γ2 = (d − 1)R2c/DrelτR. The first is a Péclet number relating
the strength of swimming to the strength of Brownian motion, and the second com-
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pares the rate of thermal diffusion to the reorientation time of the swimmers. In terms
of the time scales discussed in the calculation of 〈D〉 in Chapter 2, Pes = τD/τadv
and γ2 = (d − 1)τD/τR, where τD = R2c/Drel and τadv = Rc/U0. Alternatively, we
can define these groups in terms of three length scales: the run length ` = U0τR,
the microscopic length δ =
√
DrelτR, and the contact length Rc (Pes = `Rc/δ2
and γ2 = (d − 1)R2c/δ2). Figs. 3.3 and 3.4 show that the qualitative dependence
of ηmicro on the ratio `/Rc is the same for all activity levels—constant values of
`/δ =
√
Dswim/Drel ∼ √ksTs/kBT .
Figure 3.5: Sketch of swimmer trajectories upon collision with the probe particle for various
regimes of `/Rc = U0τR/(R+a), whereU0 is the speed of the swimmer, τR is its reorientation
time, a is its size, and R is the size of the probe. The background arrows indicate the direction
of fluid flow.
The limit `/Rc  1 is known as the continuum limit. The run-length of the swim-
mers is small compared to the size of the probe, thus from the probe’s perspective
the swimmers are simply “hot” Brownian particles diffusing through the fluid with
an active self-diffusivity DT + Dswim. When they collide with the probe due to the
advective flux (see Fig. 3.5, left), they can immediately reorient and diffuse away
from the probe. Thus, even though the number density of particles at the surface
may be large n0 ∼ n∞(1 + Dswim/DT ), the advective disturbance is balanced by the
diffusive restoring flux (DT + Dswim)∇n′. The microviscosity is
ηmicro = 1 −
√
3
2
`
Rc
, (3.25)
which is what we find in passive suspensions, minus a small correction that reflects
swim-thinning of the suspension.
In the opposite limit the run length of the swimmers is far larger than the contact
length `  Rc. When a swimmer collides with the probe, it slides along the contact
surface until it is able to swim away again with the same orientation (see Fig. 3.5,
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right). This is a consequence of the no-flux boundary condition. The swimmer
does not reorient during its contact with the probe, and thus the particles do not
accumulate at the surface of the probe n0 ∼ n∞. In this case, the weak advective
perturbation is simply perturbing a suspension from a uniform microstructure, and
the microviscosity is
ηmicro = 1 − 2
9
Pe2s, (3.26)
the passive suspension microviscosity with a small correction for swim-thinning
when `/Rc is large but finite. Note that Pes is actually small when `/δ is fixed but
`/Rc is allowed to become asymptotically large.
In the intermediate regime—`/Rc ∼ O(1), illustrated in the center panel of Fig. 3.5—
the behavior is different. When a swimmer collides with the probe, it slides along
the surface as it does when `/Rc  1, but it may still be near the probe when it
reorients. For example, a swimmer approaching the front of the probe may collide
and then slide around to the back of the probe. Once there, it can either reorient
and swim away from the probe, or it can collide with the probe again and push it
along—the latter scenario would result in a microviscosity less than one would find
in a passive suspension. The opposite would be true of a particle approaching the
rear of the swimmer—it could swim away in front or reorient and hit the probe,
thereby increasing the microviscosity. When `/Rc ∼ O(1) we find
ηmicro =
√
8/Pes, (3.27)
which approaches zero as Pes → ∞. This simply means that the weak advective
disturbance causes more swimmers to collide with the front of the probe and then
slide to the back than vice-versa. Some of these swimmers reorient and push the
probe along, decreasing the microviscosity.
It should be noted that this particular limit of the microviscosity—`/Rc ∼ O(1)—
is sensitive to the equation closure, as indicated by the difference between square
symbols and crosses in Figs. 3.3 and 3.4 (for a detailed discussion, see Chapter 4).
If nematic order is included, ηmicro approaches as constant value slightly less than
1/2, as Pes →∞, which is consistent with finite element calculations of Pˆ1/1 that do
not rely on the moments expansion in q. Additionally, the overshoot in the approach
to the large `/Rc value seen in Figs. 3.4 and 3.3 at large Dswim/Drel is a result
of the closure B′ = 0. It is not seen with the closure Q′ = 0 or in finite-element
calculations (Chapter 4).
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Figure 3.6: Comparison between our theoretical predictions (red crosses) and the simulations
of [29] (black squares).
In the absence of any hydrodynamic interactions, activity decreases the excess drag
coming from the bath particles, but the microviscosity is never reduced below the
viscosity of the embedding solvent, 〈η〉 > ηs. This agrees with previous simula-
tions which compute an decreased mobility in an active bath without hydrodynamic
interactions [29]. Curiously, Reichhardt & Reichhardt find that the mobility mono-
tonically decreases with `/Rc at fixed Pes [29], the opposite of what we find here
(see Fig. 3.6). The reasons for this discrepancy are not clear, though it should be
noted that their simulations neglect Brownian motion (which is strong when the ex-
ternal force is weak) and are not dilute (φex ≥ 0.377) which can significantly impact
the motion of the ABPs. These findings of an effective drag coefficient greater than
the Stokes drag stand in contrast to many theoretical predictions and measurements
of reduced shear viscosity in bacterial suspensions [20, 21, 23, 39] and reduced
microviscosity in an active nematic [22], which would require a negative intrinsic
microviscosity. We discuss possible reasons for this discrepancy at the end of this
chapter.
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Connections to a GSESR
In colloidal suspensions of passive particles near equilibrium, the FDT is satisfied:
〈ζ〉〈D〉 = kBT . For example, in a dilute Brownian suspension of hard spheres in
the absence of HI, Squires and Brady found 〈ζ〉 = ζP(1 + φex), and Zia and Brady
later showed 〈D〉 = DP(1 − φex) using generalized Taylor dispersion theory [31,
38]. The product is 〈ζ〉〈D〉 = kBT to O(φex)2. It is well-known that active matter
breaks local detailed balance by virtue of its continuous conversion of chemical into
mechanical energy; thus, the FDT does not necessarily apply to these systems [24].
For a non-equilibrium suspension, we quantify the departures from the theorem
with the field variable d′, which characterizes the fluctuations of the probe par-
ticle due to non-equilibrium effects—in this case, the activity of the bath parti-
cles. The long-time dispersion of the tracer particle resulting from these fluctu-
ations can be thought of in terms of an excess suspension energy Eact , such that
〈D〉 = (kBT + Eact)〈MUF〉. We want to determine if Eact depends on particle
activity only, or if it also depends on the suspension geometry/microstructure.
The excess energy of the suspension has three limiting behaviors, corresponding to
the three different decorrelation time scales for the tracer diffusion problem [27].
(1) When the time τ over which the probe velocity correlations become decorrelated
is the dictated by Brownian motion τ = τD ≡ R2c/Drel , probe fluctuations are
induced by the swimming bath particles, but the fluctuations are sufficiently weak
that they decay on the time scale of Brownian diffusion. Using the results of the
preceeding section and Chatper 2, we find
Eact =
17
54
kBTPe2sφ
ex, (3.28)
regardless of the swimmer-to-probe size ratio a/R (when a/R  1 the bare volume
fraction φ takes the place of the excluded volume fraction φex). One could also
predict the scaling behavior of Eact using the same kinematic arguments to those
used to predict the active contribtuion to the probe’s LTSD [27].
(2)When swimming is strong compared to Brownian motion, the decorrelation time
scale for probe fluctuations is τ = τadv = Rc/U0. The swimmers are bombarding
the probe so rapidly that the resulting fluctuations become decorrelated on the time
it takes for a swimmers to traverse the distance Rc. The detailed calculations give:
Eact =
1
3
√
3
FswimR
(
2 +
√
2τD/τR
1 +
√
2τD/τR
)
φex, (3.29)
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where Fswim = ζsU0 is the swim force, and ζs is the (Stokes) drag coefficient of the
swimmer. In this limit the run length of a swimmer, ` ≡ U0τR, is large compared to
the pair size Rc, and a swimmer collides with the probe before it is able to traverse
its full run length. The swimmer pushes the probe with force Fswim = ζsU0, but is
only able to move it a distance of R on average. Just as in the diffusion-controlled
regime, the result is insensitive to the swimmer-probe size ratio a/R. It manifests
only in φex , which simply becomes φ for point tracers.
(3) When Brownian motion is weak compared to the swimmers’ reorientations, the
decorrelation time is set by the reorientation time: τ = τR. In this “continuum”
limit, the run length is small compared to the contact length `/Rc  1, so the probe
sees the swimmers as effectively Brownian particles with an active self-diffusivity
Dact = DT + Dswim. The excess energy is then
Eact = ksTs
R
Rc
φex , (3.30)
just as in the simple result for a single ABP. In the limit a/R → 0, Eact = ksTsφex
and in the limit a/R→ ∞, Eact = ksTsφ. The probe experiences many small kicks
of O(kBT) from the solvent molecules, and kicks of O(ksTs) from the swimmers.
The volume fraction dependence of Eact necessarily reflects the fact that the active
fluctuations come from the particles only, whereas thermal fluctuations come from
the solvent.
In general, the fluctuation-dissipation relation in active systems reads
〈D〉 · 〈MUF〉−1 = kBTI +Eact(a/R, φ, `/Rc, ...) (3.31)
which is a weaker statement than the FDT for equilibrium systems. Indeed though
Eact is isotropic in the case studied in this chapter, it may be anisotropic in other
scenarios. This active “temperature” does not depend only on the activity of the
suspension (i.e. on U0, τR only), but also on the particle sizes a and R and the
concentration φ. Only in the continuum limit `/Rc → 0 do we find that the
product 〈D〉 · 〈MUF〉−1 depends solely activity of the bath particles ksTs—in this
limit the probe is large enough that the random active motion of the bath particles
is instantaneous and microscopic on the scale of its own motion, just like in an
equilibrium suspension. Finally, though this section specifically addresses 3-D
systems, the same physical arguments are expected to apply in 2-D.
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Figure 3.7: Contour plots of the 3-D (axisymmetric) perturbed microstructure for weak
external forcing; the direction of the external force is indicated with a solid black arrow.
The background green colors indicates a uniform microstructure fluctuation: n′,m′ ∼ 0.
Red (warm) colors indicate an accumulation of particles, and blues (cold colors) indicate
a depletion. For the polar order m′‖ , concentration gradient ∇‖n′, and flux jT‖ , the color
indicates how strongly the field is aligned with (reds) or against (blues) the external force.
3.3 Microstructure
We now examine the microstructural underpinnings of the probe drag. When the
probe is stationary (Fext = 0), the microstructure is isotropic, and in the absence
of activity the number density is uniform. When the probe is set into motion, the
microstructure is perturbed from its isotropic steady state. This perturbed struc-
ture determines the microviscosity. In a suspension of passive Brownian particles,
Brownian motion gives rise to a diffusive dipole that balances the advective distur-
bance of the probe, resulting in a particle accumulation in front (uˆ · n > 0) of the
probe, and a depletion of equal magnitude behind (uˆ · n < 0) the particle. (The
disturbance to the polar order is identically zero for a passive bath.) The flux of
(passive) particles relative to the probe jT‖ ≡ (uˆ · jT )/(Uproben∞) = −n0 − ∇‖n′ is
quadrupolar: Brownian motion drives particles along uˆ to compensate for the wake
left by advection (recall that n0 is the number density around a stationary probe, and
note that we define ∇‖ = uˆ · ∇). At the poles uˆ · n = 0, and the flux goes against
the external motion −uˆ because the concentration gradient changes sign.
In active suspensions, Brownian motion must now balance perturbations due to
both advection and swimming. Because the rotational and translational motion are
coupled through the polar (and nematic) order, there are two distinct boundary-layers
that arise from activity: one that is a distance λ−1 = δ/
√
2(1/6(`/δ)2 + 1) away from
the probe surface (in 3-D), and another that is a distance δ from the probe surface,
where δ =
√
DrelτR and ` = U0τR. The number density n′ is screened by λ, and the
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polar orderm′ is screened by both λ and 1/δ, [40] resulting in “nested” boundary-
layers. The second row of Fig. 3.7 provides a clear picture of this boundary-layer
within another boundary-layer phenomenon.
Themost noteworthy aspect of the structure is that the concentration disturbance n′ is
now non-monotonic with distance from the probe surface. In the innermost region,
r − Rc ∼ O(1/λ), Brownian motion balances the flux due to self propulsion Pesm′,
but only the screened terms∼ e−(r−Rc)λ/r contribute. In the region r − Rc ∼ O(1/δ),
we see something very different: Brownian motion must now balance terms ∼
e−(r−Rc)/δ/r in the polar order, which are of the opposite sign. In the far-field
r  δ, λ−1, we return to the long-ranged advective-diffusive dipole response (which
is weak). Interestingly, though the polar order (and thus the gradient in number
density) are non-monotonic in r , the flux of swimmers relative to the probe is
monotonic, and exhibits precisely the same qualitative behavior as in the absence of
activity—overall, Brownian motion is still trying to compensate for the wake left by
the advective motion, and the swimmers assist Brownian motion because of their
desire to be near the probe’s surface.
Effects of closure
Figures 3.3 and 3.4 reveal that the closure of the Smoluchowski equation seems to
make a larger quantitative difference than in previous studies [27, 33, 34, 40]; this
may be explained by simple geometric arguments. When the probe is stationary
the only vector with which the swimmers may align is the probe’s outward-pointing
unit normal n, and the polar order (whether the swimmers are moving toward or
away from the probe) is the most important ordered field. The nematic order would
contain terms proportional tonn and I , which do not significantly affect the kinetic
boundary-layer structure, even if the probe were of some arbitrary shape [40]. With
the introduction of an external force (or orienting field) in a fixed direction uˆ, the
swimmers may now be swimming toward or away from the probem′ ∼ uˆ · nn or
with or against the external field m′ ∼ uˆ, as the solution in Appendix C reveals.
This implies that the nematic order may have terms proportional to uˆn, (uˆ · n)I ,
and (uˆ · n)nn. These correlations between the external force director uˆ and the
unit normal of the surface n must make a more significant quantitative impact in
this problem.
We plot the non-zero components of the nematic order fluctuation in Fig. 3.8.
Indeed we find small but not negligible components ofQ′ that indicate the presence
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Figure 3.8: Contour plots of the 3-D (axisymmetric) perturbed microstructure for weak ex-
ternal forcing. The background green colors indicates a uniform microstructure fluctuation:
n′,m′,Q′ ∼ 0. Red (warm) colors indicate an accumulation of particles, and blues (cold
colors) indicate a depletion. For the nematic order Q′, the color indicates how strongly
the swimmers’ alignments are correlated—small black arrows are included to help with
visualizing the three components of Q′: Q′‖ = uˆ ·Q′ · uˆ, where uˆ = ez is the unit vector
in the direction of the external force (as indicated in the concentration disturbance plot),
Q′⊥ = e⊥ ·Q′ · e⊥, where e⊥ = cosψex + sinψey , and Q′× = e⊥ ·Q′ · uˆ. The azimuthal
coordinate is ψ.
of apolar order in the suspension. The parallel apolar orderingQ′‖ , which represents
apolar ordering along the direction of probe motion, is the most pronounced. The
swimmers are diverging in front of the probe—the particles closer to the surface
tend to move away and the particles further out in the same layer will tend to move
toward the surface—and are converging behind it. This qualitatively supports the
structural features seen in the polar order in Fig. 3.7. The activity brings particles
into the wake and pushes them out of the way in front, leading to a reduction in the
viscous drag. The nematic order will thus quantitatively change the microstructure,
but does not qualitatively change particle motion.
3.4 Conclusions
Using generalizedTaylor dispersion theory, we showed that the fluctuation-dissipation
theorem (FDT) does not hold for generic activematter systems, though the long-time
self-diffusivity and self-mobility are formally identical. We constructed a general-
ized Stokes-Einstein-Sutherland relation that says the effective diffusivity of a tracer
particle is inversely proportional to the effective drag through the active medium,
and the energy that the probe must dissipate depends on the activity of the swimmers
as well as the suspension structure. In one special case—the continuum limit, where
the run length of the swimmer is much smaller than the center-to-center separation
of the probe and swimmer upon contact `  Rc—the energy dissipated depends
only on kBT and the bath particle activity ksTs. In finding the effective fluctuation-
dissipation relation, we necessarily calculated the linear viscous response of an
active suspension to a tracer particle being dragged by a fixed external force. We
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find that the suspension, in the absence of hydrodynamic interactions (HI), is uni-
formly swim-thinning. The microviscosity reaches a minimum value of ∼ 1/2 that
seen in passive suspensions when the run length and contact length are commen-
surate ` ∼ Rc. The precise value of the minimum predicted microviscosity will
depend on the closure of the Smoluchowski equation.
Notably, we did not find a negative microviscosity in this investigation—the swim-
mers always increase the effective suspension microviscosity no matter how active
they become, as demonstrated in simulations [29] but in contrast to measurements
of the microviscosity of an active nematic [22]. There are two explanations for this.
First, we have implicitly assumed a fixed-force mode of microrheology in using
generalized Taylor dispersion theory. Negative suspension viscosities are precluded
in this mode of measurement because a negative viscosity would result in the speed
of the probe increasing until the effective drag was once again positive [39]. In
the absence of hydrodynamic interactions (HI) however, the difference between the
fixed-force and fixed-velocity microviscosity is simply a factor of Rc/a. Second, in
neglecting HI we do not consider any effects related to the swimmers’ gait, as in pre-
vious theoretical investigations [21, 22]. We expect that hydrodynamic interactions
are essential to finding the observed viscosity reduction in active suspensions. Even
in the case where the swimmers exert no hydrodynamic stress on the fluid, Takatori
and Brady showed that the swim stress—the macroscopic mechanical stress asso-
ciated with the random run-and-tumble motion of the active particles—is affected
by an ambient viscometric flow, and indeed they predict a viscosity reduction in
active suspensions regardless of swimming gait or shape of the swimmers [39]. We
examine the effects of HI in Chapter 8.
In Chapter 5, we will examine the viscous response when the external force on the
probe particle is large compared to the thermal restoring force Fext  kBT/a. In
Chapter 9, we discuss the problem of “fixed probe” microrheology—the viscous
response measured by a fixed probe in a bath of particles whose motion is biased by
an applied external field.
Appendix
A: Generalized Taylor dispersion theory in non-equilibrium systems
Consider a suspension of N particles embedded in a Newtonian fluid. The suspen-
sion dynamics may be described by a Smoluchowski equation for PN ({xα}, t), the
probability of finding the N-particles in some phase-space configuration {xα} at
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time t (xα is taken to represent the laboratory frame position and orientation of each
particle):
∂PN
∂t
+
N∑
α=1
∇α · jα = 0, (3.32)
with the general constitutive expression for the flux jα:
jα = UαPN −
N∑
β=1
Dαβ · ∇βPN . (3.33)
The thermal diffusivity of particle α relative to β is described byDαβ = kBTMUFαβ ,
whereMUF
αβ
is the hydrodynamic mobility [30, 41]. We take Uα to represent both
translational and angular velocities of the particles, and Fα to represent both forces
and torques. We have explicitly written the particle fluxes arising from Brownian
motion; the velocity Uα contains all other contributions to the particle motion,
whether it be from activity, external forces or flows, or interparticle forces.
To probe the suspension properties, we select a test particle at x1 ≡ z, and re-write
the equation in terms of particle coordinates relative to the test particle rα = xα−x1.
∂PN
∂t
+ ∇z · j1 +
N∑
α=1
∇rα · (jα − j1) = 0, (3.34)
where
j1 = U1PN −D11 · ∇zPN −
N∑
α=1
(D1α −D11) · ∇rαPN, (3.35)
jα = UαPN −Dα1 · ∇zPN −
N∑
β=1
(Dαβ −Dα1) · ∇rβPN, (3.36)
according to the chain rule1.
Fluctuations in the test-particle coordinate z are unbounded2, so we may take a
Fourier transform with respect to z derive:
∂PˆN
∂t
+ ik · jˆ1 +
N∑
α=1
∇rα · (jˆα − jˆ1) = 0, (3.37)
1For simplicity it is assumed that the relative rotations can be written in this manner. Indeed,
this is a true statement in 2-D (see Chapter 4), though it is not as simple in 3-D [42].
2One can imagine allowing the orientation coordinate to be unbounded by defining it on a
Riemann surface without any branch points. Alternatively, one could take a Finite Fourier Transform
with respect to q1. The details are not important for the discussion here.
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where
jˆ1 = U1PˆN − ik ·D11PˆN −
N∑
α=1
(D1α −D11) · ∇rα PˆN, (3.38)
jˆα = UαPˆN − ik ·Dα1PˆN −
N∑
β=1
(Dαβ −Dα1) · ∇rβ PˆN . (3.39)
We have assumed that the velocity of the test particle is independent of its absolute
position z. This may not be true if, for example, the particle experiences motion
due to an external potential fixed in the laboratory frame [38].
We may average the N-particle equation over the relative configurations of the N −1
other particles to get an equation of motion for the test particle
∂Pˆ1
∂t
+ ik · 〈jˆ1〉N−1 = 0, (3.40)
which makes use of the condition that there be no relative particle flux at contact or
at infinity: n1α · (jˆα − jˆ1) = 0, where n1α is the unit vector pointing from particle
1 to particle α along the line of center. The average flux of the test particle is
〈jˆ1〉N−1
Pˆ1
=
∫
U1PˆN−1/1drα − ik ·
∫
D11PˆN−1/1drα
−
∫ N∑
α=1
(D1α −D11) · ∇rα PˆN−1/1 drα, (3.41)
which has been simplified by the substitution PˆN = Pˆ1(k, t)PˆN−1/1(k, {rα}, t). The
long-time self-diffusivity of the test particle will be determined by the long wave
length (small k) fluctuations in its position so we expand the relative microstructure
with respect to ik: PˆN−1/1 = Pˆ
(0)
N−1/1 + ik · dˆ(k) +O(k2). From this we can define an
effective dispersion relation:
〈jˆ1〉N−1 ≡ [〈U probe〉 − ik · 〈D〉 + ...]Pˆ1, (3.42)
where
〈U probe〉 =
∫
U1Pˆ
(0)
N−1/1drα −
∫ N∑
α=1
(D1α −D11) · ∇rα Pˆ(0)N−1/1 drα, (3.43)
〈D〉 =
∫
D11Pˆ
(0)
N−1/1drα −
∫
U1dˆ
(k)drα +
∫ N∑
α=1
(D1α −D11) · ∇rα dˆ(k) drα.
(3.44)
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This is a generalization of the 2-particle result for equilibrium suspensions derived in
[31]; recall thatU1 can have non-equilibrium contributions, which contribute to the
diffusivity through dˆ(k). Note that the last integral in Eqn. 3.44 is convergent for a
quadrupolar fluctuation field, and conditionally convergent for a dipolar fluctuation.
We return to this point later.
Consider separately the motion of the test particle due to an applied external force:
U1 = U
(0)
1 +M
UF
11 · F ext , where U (0)1 can still contain contributions from shear
flow, activity, etc. The average velocity of the test particle is now
〈U probe〉 =
∫
(U (0)1 +MUF11 · F ext)Pˆ(0)N−1/1 drα−
∫ N∑
α=1
(D1α −D11) · ∇rα Pˆ(0)N−1/1 drα.
(3.45)
If the external force is weak, we can also do a regular perturbation expansion of the
microstructure in moments of the force: Pˆ(0)N−1/1 = Pˆ
(0,0)
N−1/1 −F ext · dˆ(F) +O(Fext)2.
The fluctuation field arising from the external force has units of length per energy;
one could also define the wave vector F ext/kBT instead so that the units of dˆ(F) are
also length. The average test particle velocity is
〈U probe〉 =
( ∫
U (0)1 Pˆ
(0,0)
N−1/1drα −
∫ N∑
α=1
(D1α −D11) · ∇rα Pˆ(0,0)N−1/1 drα
)
+F ext ·
( ∫
MUF11 Pˆ
(0,0)
N−1/1drα −
∫
U (0)1 dˆ
(F)drα (3.46)
+
∫ N∑
α=1
(D1α −D11) · ∇rα dˆ(F) drα
)
.
If we define 〈U probe〉 ≡ 〈U dr i f t〉 + 〈MUF〉 ·F ext , then we have an expression for
〈U dr i f t〉 that is formally identical to Eqn. 3.43, and an expression for 〈MUF〉 that is
formally identical to Eqn. 3.44. From this generalized Taylor dispersion perspective,
dispersion driven byBrownianmotion of the bath particles is equivalent to dispersion
driven by an applied external force F ext = −ikkBT
B: Governing equations for the fluctuation fields
The fluctuation-dissipation theorem for colloidal suspensions requires that the long-
time self-diffusivity is proportional to the hydrodynamicmobility 〈D〉 = kBT 〈MUF〉
—a result derived by Einstein, Sutherland, and von Smoluchowski independently
[41, 43, 44]. Qualitatively, this states that the random fluctuating motion of a
test particle is related to the effective drag that the test particle would feel if it
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were pulled through the fluid by an external force. Though the expressions for
the mobility and diffusivity are formally identical (modulo a factor of kBT), the
fluctuation-dissipation theorem is satisfied only if dˆ(k) = kBT dˆ(F). We can derive
equations for the fluctuation fields from Eqn. 3.37 from substitution of Eqn. 3.40
and PˆN = Pˆ1(k, t)PˆN−1/1(k, {rα}, t):
∂PˆN−1/1
∂t
+
N∑
α=1
∇rα · (jˆα − jˆ1) = ik · ([〈jˆ1〉N−1/Pˆ1]PˆN−1/1 − jˆ1) (3.47)
with boundary conditions of no relative flux at contact and infinite separation:
n1α · (jˆα − jˆ1) = 0. (3.48)
Thermal fluctuations
The governing equations for P(0)N−1/1 are
∂Pˆ(0)N−1/1
∂t
+
N∑
α=2
∇rα ·
(
[Uα −U1]Pˆ(0)N−1/1 −Dr elαβ · ∇rβ Pˆ
(0)
N−1/1
)
= 0, (3.49)
N∑
α=2
n1α ·
(
[Uα −U1]Pˆ(0)N−1/1 −Dr elαβ · ∇rβ Pˆ
(0)
N−1/1
)
= 0, (3.50)
whereDr elαβ ≡
∑N
β=2(Dαβ −Dβ1−D1α+D11) and the fluctuation field is governed
by
∂dˆ(k)
∂t
+
N∑
α=2
∇rα ·
(
[Uα −U1]dˆ(k) −Dr elαβ · ∇rβ dˆ(k)
)
= Pˆ(0)N−1/1(〈U probe〉 −U1)
+2
N∑
α=1
(D1α −D11) · ∇rα Pˆ(0)N−1/1 + Pˆ
(0)
N−1/1
N∑
α=1
∇rα · (D1α −D11) (3.51)
with the no-flux condition
N∑
α=2
n1α ·
(
[Uα−U1]dˆ(k)−Dr elαβ ·∇rβ dˆ(k)
)
=
N∑
α=2
n1α · (D1α−D11)Pˆ(0)N−1/1. (3.52)
If we integrate Eqn. 3.51 with respect to rα, apply the no-flux boundary condition
3.52, and make use of
∫
PˆN−1/1drα = 1, then we find the same equation for
〈U probe〉 as given in Eqn. 3.43 [45].
For the simplest case of pair-wise interactions between hard spheres at equilibrium,
dˆ(k) = −(1/4)r/r3. The fluctuation field is dipolar, and thus the integral determining
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the effective diffusivity is conditionally convergent. Using the divergence theorem,
one can convert the integral to a surface integral at particle contact and infinity:
−
∫
D11∇r dˆ(k) dr =
∫
Sc
D11ndˆ(k)dS +
∫
S∞
D11ndˆ(k)dS. (3.53)
Recognizing the singular nature of the small k expansion at large interparticle
distance r , we assume that the integral over S∞ is zero, when in fact it should
precisely cancel the contribution from the surface. This is because the dipolar
solution is technically not the correct far-field form for dˆ(k). Our small k expansion
of the microstructure is regular within a distance rα ∼ k−1 from the test particle,
but there is a convective-diffusive boundary-layer at large distances3. The correct
far-field solution is really a screened dipole (making the surface integral over S∞
unconditionally convergent). If one wanted to consider these boundary-layer effects,
one could solve the boundary-layer problem for all k using matched asymptotic
expansions, evaluate the average flux (3.38), and then take the limit for small k (see
[46]).
External fluctuations
The equation for the unforced microstructure Pˆ(0,0)N−1/1 is the same as Eqn. 3.49 for
the forced microstructure:
∂Pˆ(0,0)N−1/1
∂t
+
N∑
α=2
∇rα ·
(
[U (0)α −U (0)1 ]Pˆ(0,0)N−1/1 −Dr elαβ · ∇rβ Pˆ
(0,0)
N−1/1
)
= 0
(3.54)
N∑
α=2
n1α ·
(
[U (0)α −U (0)1 ]Pˆ(0,0)N−1/1 −Dr elαβ · ∇rβ Pˆ
(0,0)
N−1/1
)
= 0,
(3.55)
but the fluctuation field is
∂dˆ(F)
∂t
+
N∑
α=2
∇rα ·
(
[U (0)α −U (0)1 ]dˆ(F) −Dr elαβ · ∇rβ dˆ(F)
)
=
N∑
α=2
∇rα · (MUF1α −MUF11 )Pˆ(0,0)N−1/1 (3.56)
3This is similar to Whitehead’s paradox for small (but finite) Reynolds number (Re) corrections
tot Stokes drag law—the inertial terms in the Navier-Stokes equations are only small within a distance
of 1/Re of the particle surface.
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with the no-flux condition
N∑
α=2
n1α ·
(
[Uα −U (0)1 ]dˆ(F) −Dr elαβ · ∇rβ dˆ(F)
)
=
N∑
α=2
n1α · (MUF1α −MUF11 )P(0,0)N−1/1. (3.57)
The governing equations for the two different fluctuation fields are clearly different.
Notably, the governing equation for dˆ(F) is not forced by the the average velocity.
Indeed, we find the following condition for the fluctuation-dissipation theorem to be
satisfied (〈D〉 = kBT 〈MUF〉): the local probe velocity
U probe = U1 −
N∑
α=1
(D1α −D11) · ∇rα ln Pˆ(0)N−1/1, (3.58)
must be everywhere equal to the average probe velocity as givenn in Eqn. 3.43. This
can only be true if bothU probe and Pˆ(0)N−1/1 are spatially uniform, or ifU
probe = 0.
For the equilibrium, hard-sphere suspension studied in [31], the probability distri-
bution Pˆ(0)N−1/1 is uniform, andU
probe = 0; the theorem is satisfied. This would also
be satisfied for the Boltzmann distribution Pˆ(0)N−1/1 = P0e
−V(rα)/kBT :
〈U probe〉 = U1 +
N∑
α=1
(MUF1α −MUF11 ) · ∇rαV . (3.59)
The second termwill precisely cancel the velocity of particle one due to interparticle
forces. If there are no other forces acting on the test particle (e.g. no shear), then
the fluctuation dissipation relation is again satisfied.
Quantifying departures from the FD Theorem
We define a difference field between force-induced and thermally-induced fluctua-
tions: dˆ(k) = kBT dˆ(F) + d′, and assert that F ext = −ikkBT . We can then subtract
the equations for the thermal and external fluctuations to find
∂d′
∂t
+
N∑
α=2
∇rα ·
(
[Uα −U (0)1 ]d′ −Dr elαβ · ∇rβd′
)
= Pˆ(0,0)N−1/1(U probe −U1) +
N∑
α=1
(D1α −D11) · ∇rα Pˆ(0,0)N−1/1 (3.60)
with the boundary condition
N∑
α=2
n1α ·
(
[Uα −U (0)1 ]d′ −Dr elαβ · ∇rβd′
)
= 0. (3.61)
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For suspensions that satisfy fluctuation-dissipation, the right-hand side of Eqn. 3.60
is zero, and the boundary condition allows the null solution d′ = 0.
C: Microstructure,Q′ = 0
The governing equations for the microrheology problem in d dimensions are
∇r · [U0m′ − Drel∇n′] =MUF · F ext · ∇n0, (3.62)
∇r · [U0In′/d − Drel∇m′] + (d − 1)DRm′ =MUF · F ext · ∇m0,(3.63)
with the boundary conditions
n · [U0m′ − Drel∇n′] = n ·MUF · F extn0, r = Rc, (3.64)
n · [U0In′/d − Drel∇m′] = n ·MUF · F extm0, r = Rc, (3.65)
n′,m′ ∼ 0, r →∞. (3.66)
The natural dimensionless groups that arise in scaling the equations are the swim
Péclet number Pes = U0Rc/Drel , the rotational parameter γ2 = (d − 1)DRR2c/Drel ,
and the Péclet number Pe = UprobeRc/Drel . In this chapter, Pe  1 but Pes and
γ2 may take any non-negative value.
The unit vector uˆ points in the direction of the applied external force (or the probe’s
prescribed external velocity), and the solutions for n0 are known, [33]
n3D0
n∞
= 1 +
Pe2s/3
γ2 + 2(1 + λ)
e−λ(r−1)
r
, (3.67)
n2D0
n∞A
= 1 +
2
(
`
δ
)2
K0(λ(r − 1))
K0(λ(r − 1))
[
2 −
(
`
δ
)2]
+ K2(λ(r − 1))
[
2 +
(
`
δ
)2] ,
(3.68)
where Kn is the nth modified Bessel function of the second kind, λ =
√
Pe2s/d + γ2
and the polar order is proportional to the gradient in the number density m0 =
Pe−1s ∇n0. Note that λ is dimensionless here, but has units of inverse length in
the main text. The governing equations are linear and may be solved via the
same screened harmonic decomposition methods used to determine the equilibrium
solution [27]. The only difference here is that both governing equations are now
forced by the divergence of the equilibrium advective flux, and so one must find a
particular solution in addition to the homogeneous solutions found via the multipole
expansion.
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In 3-D the concentration disturbance n′ in terms of two undetermined coefficients is
n′ = uˆ · n
(
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, (3.69)
where the coefficients A1 and B1 are coupled to the polar order disturbance:
m′ = C1e−γ(r−1)uˆ ·
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(3.70)
The coeffcients A1, B1, and C1 are determined by the no-flux boundary condition at
particle contact. This results in a linear system of three equations that may be solved
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to find algebraic expressions for n′:
2B1
(
1 +
Pe2s
3γ2
)
− 2C1Pes
(1 + γ
γ2
)
= 1 − 2C0 (1 + λ)
λ4
(3.71)
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,
where we define C0 = (Pe2s/3)/(γ2 + 2(1 + λ)) for brevity.
The analysis in d = 2 follows precisely the same formula, but the solution will be in
terms of gradients of the modified Bessel function K0(λr) [33].
The intrinsic microviscosity is determined by n′:
ηmicro = 2
[
B1 −
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9Pe
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, (3.74)
where we have left the expression in terms of the coefficients A1 and B1 for both
brevity and generality—this construction for the microstructure is valid even when
the contact boundary condition is not one of no translational flux. When Pes = 0,
n′ = B1uˆ · n/r2 and B1 = 1/2, so ηmicro = 1.
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C h a p t e r 4
CLOSURE OF THE FIELD EQUATIONS
While the aim of the previous chapter was principally to address the effects of
activity on the microviscosity, it raises an issue central to our theoretical approach to
active materials—the validity of the field equations. The N-particle Smoluchowski
equation is always exact; it is simply a statement that the probability distribution of
particles is a conserved quantity. For an isolated, isotropic active Brownian particle
(ABP) in an unbounded fluid, this equation reduces to
∂P
∂t
+ ∇x · jT + ∇q · jR = 0, (4.1)
where the translational flux jT = U0P−DT∇xP, and the rotary flux jR = −τ−1R ∇qP.
The self-propulsive velocity of the ABP (swimmer) is U0 = U0q, its reorientation
time is τR, and its Stokes-Einstein-Sutherland diffusivity isDT ; the particle’s position
and orientation in the laboratory frame are x and q, respectively. Substantial
progress has been made using a simple expansion of the probability distribution P
in moments of the swimmer orientation q:
P = n(x, t) + q ·m(x, t) + (qq− I/d) : Q(x, t) + ... (4.2)
where d is the spatial dimension [1]. This expansion of the probability distribution
in solid surface harmonics allows us to take a mean field approach with respect to
the orientation of the swimmer and solve coupled field equations in position space
only. As noted by Saintillan and Shelley [2], the advective flux of the swimmers
U0q (as well as other terms associated with jR when hydrodynamic interactions
are included) requires that any equation for the ith moment of P also depends on
the i + 1th moment (and sometimes i + 2). Thus we need a closure for higher order
moments to make any progress in this fashion.
For problems near equilibrium—meaning themicrostructure is nearly isotropic—the
most common assumption is to say that all higher order moments are isotropic:
〈qq〉 = 1
d
In (4.3)
〈qqq〉 = 1
d + 2
α ·m (4.4)
〈qqqq〉 = 1
d(d + 2)αn +
1
2(d + 4)κ : Q..., (4.5)
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whereα is the fourth-order isotropic tensor and κ is the sixth-order isotropic tensor
in d dimensions. Closures 4.3 and 4.4 are used in previous chapters to truncate
the tensor harmonic expansion of P, and in previous calculations of the force on a
boundary [3], as well as other works [4, 5]. Other closures include Doi’s ad hoc
quadratic closure 〈qqqq〉 = 〈qq〉2/n [6], commonly used for liquid crystals. More
rigorous approaches developed by Hinch and Leal link the fourth-moment to the
second moment through the rate-of-strain tensor for the background fluid flow E
[7]. This has been used to model active filaments with nematic order but no polar
order (similar to passive Brownian ellipsoids) [8].
Isotropic closures—which amount to a truncation of the expansion of P in tensor
harmonics of q—are derived such that there can be no steady state tensorial order
in the absence of spatial fluctuations: an unbounded suspension at steady state
should be isotropic. For calculations of the force on a boundary, assuming isotropic
nematic order Q = 0 correctly predicts the number density profile near the wall.
This remains true in the presence of hydrodynamic interactions, as they do not
substantially influence the geometry of the problem (Chapter 6). From a purely
mathematical perspective, we only need an accurate prediction of the zeroth moment
n to compute the pressure at thewall. AssumingQ = 0 correctly predicts the number
density, but not the polar orderm (see Fig 4.4). However, the important dynamic
feature—that the polar order indicates that the swimmers move toward the wall on
average—is captured with this closure. If we needed to compute a vector quantity—
which would directly or indirectly depend on the polar order—we need to include
Q so that the prediction ofm is correct. Indeed one could deduce that numerically
accurate predictions forQwould require calculation ofB = 〈qqq〉 −α ·m/(d+2).
These closures are also limited in their ability to predict the precise shape of the
distribution. Indeed if one is interested in the spatial distribution or time evolution
of n,m or Q, even more moments beyond B may be required to correctly predict
the profiles. One alternative approach that circumvents this is to explicitly include
the effects of long-ranged spatial fluctuations in the equation closures. For example,
if one is interested in the diffusion of ABPs, one could “slave” the polar order to
gradients in n andQ:
m = − U0τR
d(d − 1)∇n +
U0τR
(d − 1)∇ ·Q, (4.6)
which gives the physically correct diffusion coefficient in the equation for the num-
ber density (U20τR/d(d − 1) + DT )∇2n = 0 (neglecting the nematic order Q = 0).
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Similarly, if one is interested in the spatiotemporal evolution ofQ (perhaps to look
at transient behavior of the swim stress), an appropriate closure might be to also
“slave”B to gradients in n andQ:
B ∼ U0τR(∇ ·αn +∇ · κ : Q). (4.7)
These closures are similar in spirit to Hinch and Leal’s linking of the fourth-
moment to the rate-of-strain tensor, as the microstructure is clearly not isotropic in
the presence of an ambient, steady flow-field.
In this chapter, we consider a test problem—the linear microrheology of an active
suspension confined to an interface—and systematically investigate the effects of
various closures on the computed probability distribution and its physically relevant
moduli. We examine two isotropic closures,Q = 0 andB = 0, and a simple closure
linking the nematic order to gradients in the polar order:
Q = − `
16
[∇m + (∇m)† − I(∇ ·m)], (4.8)
and compare this to predictions of the microviscosity from solving the full Smolu-
chowski equation in position and orientation space.
4.1 Full smoluchowski equation: no closure
Consider the motion of a probe particle through a suspension of ABPs; the dynamics
are described by
∂P2
∂t
+ ∇xP · jTP + ∇xs · jTs + ∇qP · jRP + ∇qs · jRs = 0, (4.9)
where P2(xP,xs, qP, qs, t) is the probability of finding the probe at position xP
pointing in the direction qP, and the swimmer at positionxs pointing in the direction
qs at time t. We wish to re-write the equation in terms of a conditional probability of
finding the swimmer at some point (r, q) in phase space, given that the probe is at the
point (z,p). Transforming the position-space equations into a relative coordinate
frame is simple vector addition—z′ ≡ xP, r′ ≡ xs − xP—but moving into a frame
where the swimmer rotates relative to the probe requires a matrix operator R(qP)
that rotates these position vectors into the appropriate frame: z = z′, r = R ·
r′,p = qP,= q = R · qs. In microrheology problem, the direction of the probe
velocity (or external force) uˆ determines the orientation of the probe, so we require
R(qP) ·qP = uˆ [9]. For d = 2, this rotation is parametrized only by the polar angle.
In 3-D, the rotation matrix would be defined in the same manner, but we would
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Figure 4.1: Sketch of the probe-swimmer coordinate system. The probe has a position
xP and orientation ex in the fixed coordinate frame. The swimmer has a position xs and
orientation qs (parametrized by the angle ψ) in the fixed frame. The relative separation
between the particles is r, and the polar angle of the swimmer’s position with respect to
the probe is θ. The orientation of the swimmer relative to the probe is parametrized by the
angle β = ψ − θ.
require both a polar and azimuthal coordinate to parametrize the rotation. The 3-D
rotation is not unique.
For simplicity, we will assume that we are working in two-dimensions, and that the
probe is moving in the x-direction uˆ = ex (see Fig. 4.1). The unit normal of the
probe—the unit vector pointing along r′—is thus given by n = cos θex + sin θey.
We can assume that z′ is at the origin. The orientation of the swimmer is qs =
cosψex + sinψey. The fluxes of each particle are now as follows:
jTP = U
probeexP − DP∇′zP + DP∇′rP (4.10)
jTs = U0qsP − DT∇′rP (4.11)
jRP = −DR∇qPP (4.12)
jRs = −
1
τR
∇qsP, (4.13)
where DP is the thermal translational diffusivity of the probe, and DR is the probes
rotational diffusivity. In this chapter we have chosen to represent changes in reori-
entation by gradients with respect to qP and qs; Brenner showed that ∇2R = ∇2q, so
either representation is equivalent in the final equation [10]. For the microvicosity,
we are not concerned with fluctuations in the absolute position (and orientation)
of the probe)—more care is needed when computing the effects of activity on the
effective long-time self-diffusivity of the probe. All rotations are isometries and
members of the special orthogonal group SO(d); consequently R−1 = R† and the
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dot product is invariant under rotation. Thus, we circumvent the need to write
the flux expressions in rotating coordinates, and may write down the final, scalar
equation:
∂P
∂t
+U0
(
cos(ψ − θ)∂P
∂r
+
sin(ψ − θ)
r
∂P
∂θ
)
−Uprobe
(
cos θ
∂P
∂r
− sin θ
r
∂P
∂θ
)
−Drel∇2rP −
1
τR
∂2P
∂ψ2
− DR ∂
2P
∂θ2
= 0, (4.14)
which is effectively expressed as a function of r, θ, and the angle β ≡ ψ − θ:
∂P
∂t
+U0
(
cos β
∂P
∂r
− sin β
r
∂P
∂β
+
sin β
r
∂P
∂θ
)
−Uprobe
(
cos θ
∂P
∂r
− sin θ
r
∂P
∂θ
+
sin θ
r
∂P
∂β
)
− Drel
(∂2P
∂r2
+
1
r
∂P
∂r
+
1
r2
∂2P
∂β2
+
1
r2
∂2P
∂θ2
)
−(τ−1R + DR)
∂2P
∂β2
− DR ∂
2P
∂θ2
= 0. (4.15)
The derivatives with respect to β are lost if one does not carefully consider the
transformation to a frame rotating with the probe.
At equilibrium Uprobe ≡ 0 and there can be no dependence on the angle θ, as
there is no symmetry breaking without directed motion. For small perturbations
away from equilibrium, we know that the probability distribution should take the
form P = P0(r, β) + Pe cos θ f (r, β), where Pe = UprobeRc/Drel . So we now do a
moments expansion in θ rather than in β. Indeed this is most appropriate when we
allow the magnitude of activity to be arbitrary, but consider only small perturbations
due to external forces.
The equilibrium governing equations are:
Pes
(
cos β
∂P0
∂r
− sin β
r
∂P0
∂β
)
− ∂
2P0
∂r2
− 1
r
∂P0
∂r
−
( 1
r2
+ γ2
) ∂2P0
∂β2
= 0,
(4.16)
Pes cos βP0 − ∂P0
∂r
= 0, r = 1, (4.17)
P0 ∼ n∞/2pi, r →∞, (4.18)
where Pes = U0Rc/Drel , γ2 = R2c/Drel(τR − D−1R ). The O(Pe) equations are
Pes
(
cos β
∂ f
∂r
− sin β
r
∂ f
∂β
)
− ∂P0
∂r
− ∂
2 f
∂r2
− 1
r
∂ f
∂r
+
f
r2
−
( 1
r2
+ γ2
) ∂2 f
∂β2
= 0,
(4.19)
Pes cos β f − P0 − ∂ f
∂r
= 0, r = 1, (4.20)
P1 ∼ 0, r →∞. (4.21)
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Figure 4.2: Example of adapted finite-element mesh and solution for `/δ = 50 and
`/Rc = 10. The y-coordinate is the dimensionless interparticle separation distance r and
the x-axis is the angle of the swimmer relative to the probe β.
The governing equation for f is obtained by multiplying the full O(Pe) equation
by cos θ and integrating with respect to θ. Thus, the microviscosity will simply be
ηmicro = φexA
∫
f (1, β)dβ, and the osmotic pressure Π = n∞kBT
∫
P0(1, β)dβ.
Three dimensions
If the probe and swimmer have azimuthal coordinates φ and ζ respectively, then one
can write the azimuthal variations respect to φ and α = ζ − φ, for example:
q · ∇r = (cosψ cos θ + sinψ sin θ cosα) ∂
∂r
+ (sin θ cosψ − sinψ cos θ cosα)1
r
∂
∂θ
+
1
r
sinψ
sin θ
sinα
( ∂
∂φ
− ∂
∂α
)
, (4.22)
where we can easily integrate over any φ−dependence. The problem is not easily
expressed in terms of the relative polar angle β unlessα = 0; the problem is generally
not axisymmetric in the rotating coordinate system.
4.2 Finite-element results, d = 2
Finite-element solutions for P0(r, β) and f (r, β) are done in FreeFEM++ [11], which
uses a standard Galerkin P2-FEM method with adaptive mesh refinement. An
example mesh is plotted in Fig. 4.2, which is adapted to best fit the sharp gradients
in the solution for f (r, β). From P0 and f , we can directly compute the various
moments of P as a Fourier series expansion:
P(r, θ, β) =
∞∑
i=0
ai(r, θ) cos(iβ) + bi(r, θ) sin(iβ), (4.23)
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where
ai(r, θ) = 1
pi
∫
P cos(iβ)dβ (4.24)
bi(r, θ) = 1
pi
∫
P sin(iβ)dβ (4.25)
and i is some positive integer (in the special case of a0, the coefficient of the integral
is 1/2pi). These coefficients in the series expansions are the moments in the field
equations introduced previously: n = a0,m = a1er + b1eθ, etc.
Equilibrium probability distribution
At equilibrium, we can compute the effective osmotic pressure of the suspension
from the number density of particles at the surface of the probe: Π = n∞kBT
∫
P(r = Rc, β)dβ.
Yan and Brady concluded that truncating the series at i = 1 was sufficient to capture
the correct behavior of the osmotic pressure (as verified by Brownian dynamics sim-
ulations), and that including the term i = 2 made only a small quantitative difference
in the result (this is also the case when hydrodynamic interactions are included; see
Chapter 6) [3].
In Fig. 4.3, we compare the probability distribution at the probe surface P0(1, β) to
approximations by various moments. While the finite difference approximations of
P0 agree reasonably well with the computed approximations, the agreement is not
exact. One notices that the polar order is over-predicted if Q = 0, severely under-
predicted withQ ∼ ∇m, but almost exact ifB = 0. Similarly, the nematic order is
under-predicted in the absence of the third moment B. It is worth noting that it is
not the shape of the probability distribution that matters for computing the pressure,
only the area under the curve, which is relatively insensitive to the closure. The fact
that the distribution is peaked at β = pi tells us that the swimmers are, on average,
swimming toward the probe, as predicted by simulations [3]. We also note that
the severe truncation of the series expansion says that the probability distribution
is negative around β = 0 and β = 2pi. While it is impossible to have a negative
probability of finding the swimmer at an orientation β = 0, we needn’t be concerned
unless this approximation results in a negative number density
∫
P0dβ < 0 at any
point in space (it does not).
Curiously, the closure Q ∼ ∇m matches the shape of the probability distribution,
but the peak is much less pronounced than in in either of the isotropic closures.
This is likely due to the enhanced diffusion of the polar order field associated
with this closure: instead of DT , m now diffuses with an effective diffusivity
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Figure 4.3: Equilibrium distribution contact as a function of the angle of the swimmer
relative to the probe unit normal β:
∫
P0(1, θ, β)dθ/2pin∞ for `/δ = 10, `/Rc = 3. Solid
lines are moments derived from the full solution for P, square symbols are mean-field
predictions for Q = 0, crosses are the mean-field predictions for B = 0, and circles are
for the closure Q ∼ ∇m. The red data truncate the series expansion at i = 2, green data
truncate at i = 3 and the blue line contains all moments.
DT +U20τR/16. This reduces the screening length λ by a factor of
√
1 + (`/δ)2/16,
and thus exaggerates the effective truncation of the run length when `/Rc & O(1)
and under-predicts the number density accumulation at the probe surface.
Linear response
In Fig. 4.4we plot themicroviscosity as a function of `/Rc for various closures. Even
the simplest closureQ = 0 correctly captures the limiting behavior for `/Rc → 0 and
`/Rc → ∞, and the qualitative shape of the distribution. Allowing for fluctuations
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Figure 4.4: Microviscosity (d = 2) as a function of `/Rc at `/δ = 10 for various closures of
the moments expansion of P. The squares and crosses are from finite difference solutions of
the 2-D governing equations inMATLAB, and the circles are fromfinite element simulations
of the full Smoluchowski equation in FreeFEM++ [11].
in nematic order by slavingQ to ∇m improves the quantitative accuracy, butB = 0
provides the best quantitative match to the exact solution. All closures capture the
trend with respect to `/Rc. We can check the limiting behaviors in microviscosity
from a boundary-layer analysis similar to the one used to compute themicroviscosity
at large Pe in Chapter 5. Equations 4.16 and 4.19 can be rewritten in terms of a
boundary-layer coordinateY = Pes(r−1)when Pes  1. If γ/Pes  1 (`/R  1),
then one finds that the microviscosity approaches 1 as Pes →∞. Near the viscosity
minimum, we must retain terms ∼ O(γ/Pes)2 to capture the minimum properly;
unfortunately even the boundary-layer equations are no longer analytically tractable
in this case.
In Fig. 4.5 we plot
∫
P1(1, θ, β)dθ as a function of the angle of swimming relative to
the probe particle β. We see that, though the equilibrium distribution P0 is matched
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Figure 4.5: Linear disturbance to P as a function of β for various closures at `/δ = 10,
`/Rc = 3. The legend is the same as that in Fig. 4.3.
almost exactly by setting ai, bi = 0, i ≥ 3, one must retain i = 3 to match the
distribution for theO(Pe) perturbation. At first glance this seems to indicate thatB
is fundamental to the microrheology problem, but the relationship is more nuanced
than that. For the force on a boundary, all that is required to properly capture the
dynamics is that the maximum of P0 with respect to β be at β = pi, such that the
swimmers are pointing inward toward the probe surface. To determine correct value
of the force on the boundary, we only require that the area under the curve is correct,
not a precise match in shape. In the microrheology problem, we also only require
the correct area under the curve to determine the microviscosity. This is matched
with only three moments (see Fig. 4.5), but not with n andm only. As discussed in
the introduction,m is fundamental to the calculation of the average probe velocity,
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which determines ηmicro. Thus, Q is necessary to compute the correct profile for
m, though Q itself is also well predicted by B = 0 closure. Again, the closure
linkingQ and ∇m results in a much more uniform probability distribution, though
it predicts the microviscosity quite well.
The higher order-moments (i ≥ 3) of the distribution change the qualitative shape
of f with respect to β. We see two peaks slightly offset from β = pi. As Pes → ∞,
these peaks separate and P more closely resembles a top-hat distribution distributed
across pi/2 ≤ β < 3pi/2, rather than the delta function δ(β − pi) one might find in
the same limit for the equilibrium distribution. A top-hat distribution simply says
that there is an equal chance of the swimmer colliding with the probe at any angle.
When ` > Rc, a swimmer coming from far away (in the isotropic bulk) may not
collide with the probe, let alone collide head-on (β = pi). Indeed, the distribution
indicates that the swimmer has the same probability of a head-on collision β = pi as
a glancing blow with the probe.
4.3 Conclusions
In this chapter, we systematically investigated the effects of closure on both the
physical moduli and the probability distribution for the 2-Dmicrorheology problem.
Finite-element calculations and boundary-layer analysis of the governing equations
for P(r, q) agree nearly perfectly with finite-difference calculations using the ori-
entational moments n,m,Q in their predictions of the microviscosity. Though we
notice a qualitative difference in the shape of P(r, β) predicted by the two different
methods, this does not lead to substantial differences in the physical quantities of
interest.
We conclude that including nematic order Q is necessary for correct quantitative
predictions of the microviscosity in active suspensions, and that the closure B = 0
seems to provide the best agreement. Because the viscosity depends on the volume-
averaged diffusive flux of swimmers—thus yielding a direct connection to the polar
order—we requireQ in order to correctly predictm and moreover we require short-
ranged fluctuations in Q for a quantitatively correct solution. For the remainder
of this thesis we will use the orientation-averaged field equations with the closure
B = 0 to describe the system dynamics. When hydrodynamic interactions are
included, there is no change to the geometric structure of the problem, and thus we
expect the closure 〈qqq = α ·m/5 to remain sufficient. In the case of active and
non-linear microrheology,we also expect this closure to remain valid because q will
79
be prinicipally aligned with the background flow in the direction uˆ (in this limit,
evenQ = 0 would work equally well).
There are instances where appropriate closure for the field equations is not as simple.
Preliminary investigations of the short-time diffusive behavior of active Brownian
particles confined to line source indicate that higher order moments such asB may
be necessary to match the results given by Brownian dynamics simulations. In
addition, if one were interested in the transient dynamics of the suspension stress,
one fundamentally requires knowledge of Q. Thus far, our analysis indicates that
this would require one to computeB in order to capture the correct behavior ofQ. In
these scenarios, more sophisticated closures that capture the problem dynamics (e.g.
coupling between the microstructure and the background flow) may be necessary if
one is to use a mean-field approach to describe the suspension mechanics.
Appendix
A: Boundary-layer analysis for large Pes, `/Rc
When Pes  1, anO(Pe−1s ) thin boundary-layer forms near the surface of the probe.
Outside this boundary-layer, the probability distribution is approximately uniform
P ∼ n∞/2pi. (There may be an intermediate region—an outer boundary-layer—if
γ  1, which would change the outer solution we match to. This is discussed in
Chapter 3 and [12]). In the inner region Y = Pes(r − 1) ∼ O(1), and the radial
gradients are amplified. At equilibrium, the accumulation of probability at the probe
surface is O(Pes), thus we write P0 = Pesg0 + g1 + O(Pe−1s ). The leading order
governing equations for P0 are:
∂2g0
∂Y2
− cos β∂g0
∂Y
+
( γ
Pes
)2 ∂2g0
∂β2
= 0, (4.26)
∂g0
∂Y
− cos βg0 = 0, Y = 0, (4.27)
g0 ∼ 0, Y →∞, (4.28)
which tells us g0 = A(β)exp(Y cos β) in the limit where γ/Pes  1. Note that this
is true when cos β < 0, i.e. the swimmers are moving toward the probe surface. To
determine the function A(β), one must solve the O(1) governing equations:
∂2g1
∂Y2
+
∂g0
∂Y
− cos β∂g1
∂Y
+ sin β
∂g0
∂β
= 0, (4.29)
∂g1
∂Y
− cos βg1 = 0, Y = 0, (4.30)
g1 ∼ 1/2pi, Y →∞, (4.31)
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which are identical (up to a factor of 2) to those from the large Pe microrheology
problem in passive suspensions. The function A is thus governed by the ordinary
differential equation
− 1
2pi
cot β cos β = A(β)(cot β + tan β) + dA
dβ
, (4.32)
which gives A = − cos β/2pi. Thus the equilibrium distribution is
P0 =
1
2pi
(1 − Pes cos βeY cos β) +O(1). (4.33)
The O(Pe) solution follows a similar procedure, though we note that f should be
O(1), thus f = f0 + Pe−1s f1. The governing equation for f0 is
∂2 f0
∂Y2
− cos β∂ f0
∂Y
+ D
∂g0
∂Y
= 0, (4.34)
which yields f0 = (B(β) − Y cos β/2pi)eY cos β. As before, we must go to the next
order in the expansion of f , which gives a similar ODE as that for A:
0 = (B(β) − (2pi)−1)(cot β + tan β) + d(B(β) − (2pi)
−1)
dβ
. (4.35)
The only solution that remains bounded at β = pi, 2pi yields
f =
1
2pi
(1 − Y cos β)eY cos β, (4.36)
which gives ηmicro = 1. This agrees with the predictions from the fluctuation-
dissipation arguments and field equations in Chapter 3.
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C h a p t e r 5
ACTIVE AND NONLINEAR MICRORHEOLOGY IN ACTIVE
SUSPENSIONS
The focus of many theoretical and experimental investigations in soft-matter physics
has turned to the dynamic behavior of colloidal suspensions of self propelled parti-
cles, an example of active matter. These systems pose an interesting challenge, as
their constituents are able to generate their own internal stresses and drive a sus-
pension out of equilibrium without the influence of external forces [1, 2]. Typical
thermodynamic relations between quantities such as temperature, chemical poten-
tial, and free energy are not valid in these non-equilibrium systems—indeed it has
even been debated what the “temperature” of these systems might be [3–5]. Despite
these complications, active systems have well-defined pressure-volume phase dia-
grams that seem to obey simple physical models reminiscent of equilibrium systems.
These phase diagrams predict interesting physical phenomena such as segregation
into non-equilibrium mechanical phases of higher and lower concentration [3, 6–9].
In Chapter 3, we united the idea of an effective “thermodynamics” of active matter
with the well-studied problem of tracer-diffusion in active suspensions to study the
fluctuation-dissipation theorem (FDT) in non-equilibrium systems. For colloidal
suspensions at equilibrium, the FDT states that the long-time self-diffusivity of a
tracer particle is equal to the Boltzmann energy times the average self-mobility in
the suspension: 〈D〉 = kBT 〈MUF〉. The FDT is not satisfied even in the simplest
active systems, but by quantifying deviations from the theorem, we showed that
one can still write a generalized Stokes-Einstein-Sutherland relation (GSESR) for
active matter: 〈D〉 = (kBT + Eact)〈MUF〉. In the continuum limit, where the run
length of the swimmers ` is small compared to the probe size R, Eact depends only
on the activity of the swimmers ksTs. In general, however, Eact depends on the
microstructure of the suspension.
Examining the FDT in active matter required solving the linear microrheology
problem—determining the average viscous response of an active suspension when
weakly perturbed from its (non-equilibrium) steady state by the motion of a tracer
particle. This naturally leads one to question what the viscoelastic response of
active matter suspensions is when they are subjected to nonlinear microscopic
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deformations—when the external force is comparable to or much larger than kBT .
Microrheology is an ideal framework for analyzing the suspension mechanics of
active systems because it does not require large sample volumes, which may be pro-
hibitively expensive or experimentally unrealizable for active biological materials,
and it can probemicro-scale heterogeneities in thematerial structure [10]. For exam-
ple, the interior of a cell may be modeled as a concentrated colloidal dispersion, and
many of the constituents of this dispersion are self-propelled (i.e. motor proteins).
Understanding how the activity of biocolloids affects the micro-mechanics of such
systems promises to give greater understanding of fundamental cellular processes,
such as cellular reproduction where cytoskeletal filaments undergo directed motion
by motor proteins in preparation for mitosis—how would the active motion of other
cellular components affect the force required to move these filaments? Enhanced
understanding of these biological processes may enable more effective drug delivery
and gene therapy at the cellular level [11, 12].
Microrheology is different from macrorheology, where a large volume of material is
sheared between two surfaces and the viscous properties are then inferred from the
bulk material relaxation. Both methods are valid tools for probing the rheology of
complex materials, but they measure fundamentally different things: macrorheol-
ogy measures the material response at length scales on the order of the gap distance
between two surfaces (usually in the range of a few millimeters), whereas microrhe-
ology measures the material response on the order of the probe size (a few microns).
One may also use two-point microrheology in order to induce deformations on
length scales larger than the probe size and infer the mechanical properties on this
mesoscale by cross-correlating the fluctuating motion of two probes [13]. There are
also differences at the microstructural level between the two methods: macrorhe-
ology applies some ambient, homogeneous shear to the suspension (quadrupolar
forcing), whereas microrheological deformations are dipolar and inhomogeneous
because they arise from a point force on the probe. Though the two methods mea-
sure distinct viscoelastic properties that may not necessarily agree with one another
[14], agreement between the Einstein viscosity correction and microviscosity has
been found in the limit of a large probe particle moving in a suspension of point
bath particles, as would be expected [15]. But qualitatively, macrorheology and
microrheology show the same behavior more broadly.
Macroscopic measurements of the shear-viscosity of active suspensions have shown
the potential for highly active suspensions of tail-actuated swimmers under weak
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shear to reach a superfluid-like state, in which the total shear stress measured
by bulk rheometry is zero—or even negative [16]! Most theoretical models of
this behavior are constructed for suspensions of anisotropic particles, wherein the
hydrodynamic stress of a pusher or pullerwill either decrease or increase the apparent
viscosity, respectively [17]. These effects are hydrodynamic in origin, and reflect the
interaction of the swimmer with the fluid under shear, not the interaction between
swimmers in suspension. Additionally, they do not account for the swim stress
generated by the particle’s self-propulsion that is distinct from the hydrodynamic
stress generated by pushing or pulling [8]. Takatori and Brady [18] showed that this
negative shear viscosity may be explained from a deviatoric swim stress that arises
from diffusive stretching of the swimmer’s active random walk by the bulk flow.
Reductions in the zero-shear viscosity of active suspensions thus give rise to non-
Newtonian suspension rheology, even at the single-particle level. The shear viscosity
of the suspension depends on the ratio of the shear-rate Ûγ to the rotary diffusion
rate τ−1R of the swimmers Pe = ÛγτR. When Pe  1 swimming is dominant and
the active particles may greatly reduce the zero-shear Newtonian plateau [16–18].
When Pe  1, the fluid flow is able to overwhelm the active random motion of
the swimmers and align them with the rate of strain field—this gives Einstein’s (or
Hinch’s, depending on the particle shape) familiar correction to the shear viscosity
for a single particle [19, 20]. Takatori and Brady’s model shows that this transition
is non-monotonic in Pe—thus the suspension goes from being Newtonian in the
absence of activity (at the single-particle level) to non-monotonically shear thick-
ening [18]. In passive colloidal suspensions, shear-thickening can only arise at the
pair-level, and is usually attributed to lubrication interactions or frictional contact
forces between particles [21, 22]. As we observed a reduction in the microviscosity
(compared to an equivalent suspension of passive particles) in Chapter 3, we expect
that it may be possible to find (non-monotonic) force-thickening of the suspension
on the micro-scale as well—without any hydrodynamic effects!
The fundamental physical problem in microrheology is to compute (1) the average
velocity of a particle as it is dragged through a suspension by an external forceF ext ,
or (2) the average force required to make a particle translate through the suspension
with velocityU probe. The former mode is referred to as fixed-force microrheology
and the latter is the fixed-velocity mode; in an experimental system the true mode of
probingmay lie somewhere in between (say, if the probe is beingmoved by an optical
trap of finite potential depth). The differences are discussed in depth in previous
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Figure 5.1: Schematic of the model system: a Brownian probe particle of size R immersed
in a suspension of active Brownian particles (ABPs) with size a at number density n∞—the
center-to-center separation distance upon a collision is denoted by Rc = R + a. The ABPs
swim in a direction q at speed U0; q changes randomly on a time scale characterized by
τR. The probe translates under the action of some external force F ext = 〈ζ〉U probe , which
may be constant or specified such that the resulting probe velocityU probe is constant. The
force and velocity are related by the effective drag coefficient 〈ζ〉.
works on microrheology in passive systems, but in the absence of hydrodynamic
interactions, the two modes differ only by a geometric factor [23, 24].
Consider a Brownian probe particle of size R moving through a dilute suspension
comprised of a Newtonian solvent with viscosity ηs and bath particles of size a at
some number density n∞, as depicted in Fig. 5.1. The average velocity of the probe
as it moves through the suspension is
〈U probe〉 = U Stokes − 1
ζP
kBT
∫
nPNdS, (5.1)
in the absence of any hydrodynamic interactions or interparticle forces [14, 23, 25].
The probe’s Stokes drag coefficient is ζP = 6piηsR, its velocity in a Newtonian sol-
vent isU Stokes and its outward-pointing unit normal isn. PN is the joint N-particle
probability distribution for the bath particles surrounding the probe. In the linear-
response regime the velocity reduction due to collisions with the bath particles is
linear in the applied external force: 〈U probe〉 −U Stokes ∼ −F ext 〈µ〉, where 〈µ〉
is the probe mobiliy. For the fixed-velocity mode 〈F ext〉 − F Stokes ∼ 〈ζ〉U probe,
where F Stokes = ζPU Stokes; we define an effective drag coefficient 〈ζ〉 = 6pi〈η〉R,
where 〈η〉 is the microviscosity of the suspension [23]. In the absence of hydro-
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dynamic interactions, 〈µ〉 = 1/〈ζ〉, but this is not true in general. The effects
of interparticle interactions (and thus, activity) are characterized by the intrinsic
microviscosity ηmicro = (〈ζ〉 − ζP)/ζPφex , where φex = 2pia(R + a)2n∞/3 is the ex-
cluded volume fraction. (The excluded area fraction is φexA = 2pia(R+ a)n∞A and n∞A
is the areal number density of swimmers.) Even though this linear force-velocity
relation is only guaranteed near equilibrium, we use the same definition for the non-
linear response [23]. Thus the effective drag 〈ζ〉 (and mobility 〈µ〉) and intrinsic
microviscosity ηmicro may now be functions of the external force or probe velocity:
〈U probe〉 −U Stokes ∼ −F ext 〈µ(Fext)〉.
In the next section we write down a Smoluchowski equation that describes the
dynamics of a passive Brownian probe particle moving through a suspension of
active Brownian particles (ABPs). We then discuss the microstructure and non-
linear microrheological behavior of these model suspensions: they may be (non-
monotonically) force-thinning or (non-monotonically) force-thickening depending
on the ratio of the probe speed to the swim speed, even in the absence of hydrody-
namic effects. We conclude with a discussion of future work in the microrheology
of active suspensions.
5.1 Theoretical framework
We consider a dispersion of N − 1 swimmers and one passive probe particle of size
R with thermal Stokes-Einstein-Sutherland (SES) diffusivity DP in a Newtonian
solvent with viscosity ηs. The swimmers are modeled as active Brownian particles
(ABPs) with size a, (constant) swim speed U0, thermal SES diffusivity DT , and
a characteristic reorientation time τR. The probe moves at speed Uprobe due to
an applied external force Fext ; either the force or probe speed may be fixed. We
will neglect hydrodynamic interactions (HI) in this chapter. The dynamics of this
suspension are described by a Smoluchowski equation in position and orientation
space:
∂PN
∂t
+
N∑
i=1
∇xi · jTi +
N∑
i=1
∇Ri · jRi = 0, (5.2)
which is simply a conservation statement for PN ({xi}, {qi}; t), the time-dependent
N-particle probability distribution of the suspension that depends on the positions
(xi) and orientations (qi) of each particle. The rotational operator ∇Ri is given by
qi × ∇qi for an axisymmetric particle.
When the suspension is sufficiently dilute (φ = 4pin∞a3/3  1 in three dimensions
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or φA = 4pia2n∞A  1 in two-dimensions, where n∞ is the constant volumetric
number density of swimmers and n∞A is a constant areal number density of swimmers
for d = 2) only the pair-wise interactions between the probe and a single swimmer
matter. Thus, one can write a Smoluchowski equation for the pair-level probability
distribution, P2(xP,xs, qP, qs; t), where the position and orientation of both the
probe (xP, qP) and swimmer (xs, qs) are in the laboratory frame. It can be shown
that long-wavelength fluctuations in the probe’s position do not affect its average
speed to leading order, [26, 27] thus we can average over the phase space of the
probe and write the Smoluchoski equation in a relative coordinate frame
∂P1/1(r, q; t)
∂t
+ ∇r · (jTs − jTP ) + ∇qs · jRs = 0, (5.3)
where P2(xP,xs, qP, qs; t) = P1/1(r, q; t)P1(z, qP; t) and we have defined z = xP,
r = xs − xP , and q = qs. jPs is the translational flux of the probe, and jTs and
jRs are the translational and rotational fluxes of the swimmer, respectively. The
probability distribution for the probe particle P1 is not explicitly needed to compute
the average probe velocity or diffusivity (see Chapter 3). The translational and
rotational flux of the swimmer relative to the probe are:
jT ≡ jTs − jTP = (U0q −U probe)P1/1 − Drel∇rP1/1, (5.4)
jRs = −
1
τR
∇qP1/1, (5.5)
where Drel = DP+DT for a fixed external force and Drel = DT when the velocity of
the probe is fixed. The probe and swimmer interact via excluded volume interactions
and thus the particles may not pass through one another upon a collision: n ·jT = 0,
at |r | = Rc ≡ R + a, where n is the outward pointing unit normal of the probe.
We solve the Smoluchowski equation using the familiar method popularized by
Saintillan and Shelley [28] and expand the pair-distribution function in terms of
orthogonal tensor harmonics in q:
P1/1(r, q; t) = n(r; t) + q ·m(r; t) + (qq − I/d) : Q(r; t)
+(qqq −α · q/(d + 2)) B + ..., (5.6)
where d is the spatial dimension (d = 2, 3 in this chapter) and α is the fourth-order
isotropic tensor. The zeroth moment, n is the concentration field, m is the polar
order, Q is the nematic order, and so on [28, 29]. In light of the results in Chapter
4 pertaining to the appropriate closure of these equations for the linear-response
microrheology problem, we make the closureB = 0, or 〈qqq〉 = α · 〈q〉/(d + 2).
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Applying the moments-averaging procedure to the governing equation and bound-
ary conditions for P1/1 yields a system of coupled PDEs governing the steady
microstructure:
∇r · [U0m − Drel∇n −U proben] = 0 (5.7)
∇r · [U0(In/d +Q) − Drel∇m −U probem] + (d − 1)DRm = 0, (5.8)
∇r · [U0(α ·m/(d + 2) − Im/d) − Drel∇Q −U probeQ] + 2dDRQ = 0.
(5.9)
At the probe surface there can be no translational flux, and far from the probe the
suspension can exhibit no order:
n · 〈jT 〉q = n · 〈qjT 〉q = n · 〈(qq− I/d)jT 〉q = 0, r = Rc (5.10)
n ∼ n∞,m ∼ 0,Q ∼ 0, r →∞. (5.11)
The solution to these equations must be obtained numerically, which we do using
a second-order finite difference scheme [14]. When non-dimensionalized on the
contact length Rc, the governing equations reveal three dimensionless groups: (1)
an external Péclet number Pe = UprobeRc/Drel = Fext/(kBT/a), (2) a swim Péclet
number Pes = U0Rc/Drel , and (3) a rotational parameter γ2 = (d − 1)R2c/DrelτR
that compares reorientation to translational diffusion. These groups reflect the four
different length scales in the problem: the contact length Rc, the run length of the
swimmers ` = U0τR, the microscopic length δ =
√
DrelτR (the distance the particles
diffuse in a time τR) and the advective length Ladv = UprobeτR.
5.2 Nonlinear microrheology
In the absence of activity, colloidal suspensions are known to force-thin from the
low Pe Newtonian plateau of ηmicro = 1 to a high Pe plateau of 1/2 (in the absence
of HI). Force-thinning is the microrheological analog of shear-thinning. The probe
is moving quickly through the suspension and accumulates ∼ O(Pe) particles in
an O(Pe−1) thin boundary-layer on its front side, but a long-ranged wake is left
behind the probe where the number density is zero. The net effect is to have a finite
microviscosity that is half the value found when Pe→ 0 [23]; this is independent of
the dimensionality of the problem (d = 2, 3). The microviscosity is a monotonically
decreasing function of Pe and the onset of force-thinning goes as Pe2 [23]. In the
viscosity-force plots in this chapter, this passive result is given by a dotted gray line
for comparison.
89
Fi
gu
re
5.
2:
N
on
lin
ea
ri
nt
rin
sic
m
ic
ro
vi
sc
os
ity
(d
=
3)
η
m
ic
r
o
pl
ot
te
d
as
a
fu
nc
tio
n
of
P
e
=
U
p
r
o
b
e
R c
/D
r
e
l
fo
rv
ar
io
us
`/
R c
.
Th
e
pr
ob
e’
s
sp
ee
d
is
U
p
r
o
b
e
,D
r
e
l
is
th
e
re
la
tiv
e
th
er
m
al
,R
c
=
R
+
a,
w
he
re
R
is
th
e
pr
ob
e
siz
e,
a
is
th
e
sw
im
m
er
siz
e,
U
0
is
th
e
sp
ee
d
of
th
e
sw
im
m
er
s,
an
d
τ R
is
th
ei
r
re
or
ie
nt
at
io
n
tim
e.
D
iff
er
en
tc
ol
or
si
nd
ic
at
e
di
ffe
re
nt
str
en
gt
hs
of
sw
im
m
in
g:
`/
δ
=
√ U2 0τ
R
/D
r
e
l .
90
In Chapter 3, we concluded that activity lowers the intrinsic microviscosity, and in-
deed ηmicro asymptotes to a value slightly less than 1/2 as `/δ→∞ for `/Rc ∼ O(1)
in the linear response regime. This low-shear plateau is always lower than that found
in a passive suspension, and indeed might even be lower than the large Pe plateau
found in passive suspensions. When Pe → ∞, we expect that we must recover
the passive suspension result because the swimming is obscured by advection, indi-
cating there must be a region where a highly active suspension is force-thickening
even in the absence of any interparticle hydrodynamic interactions (HI), contact
frictional forces, or fluid disturbances arising from self-propulsion. This purely
active, mechanical effect arising from steric interactions between the swimmers and
probe can be seen in the middle panel of Fig. 5.2 for `/δ = 50 and `/Rc = 2. The
suspension is “Newtownian” for a wide range of Pe and then thickens to meet the
passive viscous response, thinning again as Pe → ∞. In the same panel, we also
see non-monotonic force-thinning of the suspension for slightly lower activity levels
`/δ = 10; the trend is the same as the green curve (`/δ = 50), but the low-Pe plateau
is higher than the Pe → ∞ plateau. Indeed another possibility one could imag-
ine is that the microviscosity could be completely independent of Pe at particular
activity levels (e.g. `/δ ∼ 20, `/Rc = 2). Previous experiments that measure the
shear viscosity of a bacterial suspension using a rotating colloidal probe have found
the same result [30]. This rich rheological behavior could be exploited in material
design—for example adding particles with a certain activity level to slightly increase
the viscosity of a fluid while keeping it Newtonian.
These are special cases of the more general trend depicted in Fig. 5.2 that the activity
of the suspensions widens the weak-force Newtonian plateau. In Fig. 5.3, we plot
the microviscosity as a function of Pe at fixed Pes—increasing Pe is equivalent to
increasing Uprobe while U0 remains fixed. We see that the width of the weak-force
plateau is an increasing function of `/Rc at fixed Pes; there is also this plateau
widening as `/δ increases at fixed `/Rc in Fig. 5.2. The weak-force plateau is
notoriously difficult to measure by either experiment or simulation; the widening of
the plateau would allow one to make a linear response measurement at much higher
probe speeds, where the average velocity (or force) is more readily distinguishable
from Brownian fluctuations.
The widening of the low-force plateau leads to an interesting behavior in the con-
tinuum limit `/Rc  1: the suspension force-thins, but the viscosity is higher in
the active suspension than the passive suspension in the force-thinning regime (see
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Figure 5.3: Nonlinear apparent microviscosity (d = 3) ηmicro, scaled by its passive value
plotted as a function of Pe = UprobeRc/Drel for Pes = U0Rc/Drel = 100. The swimmers’
speed is U0, Drel is the relative thermal diffusivity of the probe-swimmer pair, and the
center-to-center separation of a probe-swimmer pair at contact is Rc. Different colors
indicate different values of `/Rc.
Fig. 5.2, left). Indeed one would expect this due to the widening of the plateau at
large Pes. An additional feature to this trend is evidenced in the right-hand panel
of Fig. 5.2: the width of the plateau increases with γ2/Pe2 = (δ/Ladv)2 in addition
to Pes/Pe = `/Ladv. When either of these ratios is large or O(1), it means that the
distance the particle pair diffuses or a bath particle swims in a time τR is comparable
to the distance the probe is moved in the same time—thus activity and/or diffusion
are able to fill in the wake left by the probe and maintain the low force plateau, as
indicated by the microstructures discussed in the next section.
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5.3 Suspension microstructure
In Fig. 5.4 we show the microstructural underpinnings of these phenomena at a
fixed activity level Dswim/Drel ∼ ksTs/kBT ∼ 100; this corresponds to the `/δ = 10
(blue) lines in Fig. 5.2. When the advective disturbance is weak (Pe  1), we see
a nearly uniform concentration of swimmers around the probe, reflecting a balance
between activity and thermal diffusion. As Pes increases, we see that the number
density at the probe surface increases and the active-diffusive boundary layer gets
thinner. This uniform concentration increase is not responsible for the change in the
microviscosity: there is a dipolar concentration disturbance ofO(Pe) that determines
the drag on the probe. Activity reduces the probe drag over that one would find in a
passive suspension (as evidenced by the viscosity surface). When the run length of
the swimmers is comparable to the probe size, a swimmer colliding with the probe
will slide along the surface and then have the opportunity to reorient and push the
probe along or further hinder its motion. The weak advective disturbance results
in more swimmers pushing the probe and thus the microviscosity is less than that
found in a passive suspension.
When Pe is increased to 5 the O(Pe) disturbance to the microstructure becomes
more visible—particularly at lower values of Pes. Note that there is still a net
accumulation of swimmers in front of and behind the probe, but advection starts to
distort this structuremore. When Pes = 1000, this distortion is almost imperceptible
because the bath particles can still swim fast enough to keep up with the probe—thus
force-thinning is barely observable at large Pes, as discussed in the previous section.
At Pe = 100 there is a well developed wake behind the probe n = 0 and an O(Pe)
accumulation of bath particles on the front face of the probe. The viscosity plots
belie a simpler structure than those observed—the viscosity at Pes = 50 is nearly
indistinguishable from the high-shear viscosity plateau, but we clearly observe a
triangular wake behind the probe, as opposed to the more parabolic wake observed
at larger Pe, and in passive suspensions [23, 26]. The formation of this triangular
wake appears to occur at Pes ∼ Pe (see panel (e)), where advection and swimming
are similar in magnitude, and the shape indicates that the swimmers are trying to
fill in the advective void left behind the probe. Adjacent to this wake we also
see symmetric “shocks” of concentration where the advective-diffusive boundary-
layer separates from the probe and the swimmers are actually moving away from the
wake. We see similar structures at Pes = 1000 and Pe ∼ O(100), though the contrast
between these shocks and the wake is not quite as abrupt. Interestingly, one can
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see that the viscous response where these structures are found is indistinguishable
from the response of a passive suspension. This is because the number density at
the surface has not changed from what one would find in the absence of swimming,
only the wake structure.
Fig. 5.5 focuses on the structures and viscosity when advection is strong (Pe = 100)
and swimming is within an order of magnitude of the advective response. When
`/Rc = 0.1, the structure is nearly indistinguishable from a passive suspension. This
is not because swimming is weak (U0 ∼ Uprobe), rather it is because the swimmers
reorient so quickly that they are not able to fill the O(Rc) size wake left by the
advection of the probe—they can only move a distance `  Rc before changing
their direction. This is reflected in the viscous behavior—the right-hand side of
Fig. 5.5 is invariant with U0/Uprobe and small `/Rc.
This figure also reinforces the observation that U0/Uprobe is important to the rhe-
ological behavior of active suspensions, but that it is not a complete description of
activity. Increasing `/Rc in Fig. 5.5 shows a range of rich behaviors underpinning
viscous response. When Uprobe = U0, one can actually see the swim-diffusive
boundary layer detach from the rear of the probe as `/Rc increases in (h). These are
plots of the stationary probability distribution, so this detached layer persists and
“hovers” behind the probe. This reflects a splitting of the advective-diffusive wake
due to the swimmers’ desire to be at the probe’s surface, but advection starting to
overwhelm them. This structure pinpoints the spot on the corresponding curve in
Fig. 5.3 where force-thinning begins.
Fig. 5.5 also reveals that the triangular wake and “shocks” of concentration arise
only when the probe velocity slightly exceeds the bare swim speed—the swimmers
are not quite able to keep up with the probe, but they still distort the shape of its wake
by trying to swim into the depleted areas. In the last column of Fig. 5.4 and 5.5 the
swimmers can no longer keep up with the probe, and we see the characteristicO(Pe)
long wake behind the probe, with the accumulation boundary-layer separating from
the probe at the poles uˆ · n = 0. This shape is constant across the activity levels
we depict in Figs. 5.4 and 5.5; however the accumulation boundary-layer “tails”
are shorter when Pes is larger (or equivalently, `/Rc is smaller)—c.f. (f) and (g)
in Fig. 5.4. This is simply another physical manifestation of the activity trying to
compensate for the advective disturbance—the swimmers want to swim with the
probe so the advective wake is simply not as long. As before, the change in the
long-ranged wake structure does not affect the number density at the surface, thus
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the microviscosity is the same as one would find in passive suspensions here.
5.4 Conclusions
Using familiar frameworks from the study of passive colloidal suspensions, we
investigated the nonlinear microrheology of a suspension of ABPs. We find that the
suspension, in the absence of hydrodynamic interactions, swim-thins regardless of
the hydrodynamic propulsion mechanism of the swimmer when Pe  1. We found
that this low-Pe Newtonian plateau persists for a wide range of Péclet numbers,
and that the width of the Newtonian plateau is set by the swimmers’ activity. The
persistence of this plateau reflects the fact that the swimmers are able to fill in the void
created by the probe’s advective motion when U0 > Uprobe and ` & Rc. If the run
length is short compared to the size of the probe’s wake, the swimmers will reorient
before they are able to reach the probe even whenU0 & Uprobe; in this limit the wake
(and viscous response) resembles that of a passive suspension. WhenU0  Uprobe,
the effects of activity vanish and we recover the familiar high Pe plateau from
previous work on passive suspensions [23]. Most of these effects are predictive;
there are no experimental studies to-date that measure the microviscosity of an
active suspension, though there is a computational study examining various phase
behaviors in the microrheology problem [31]. Reichhardt & Reichhardt compute
the mobility of a probe in an active bath (neglecting hydrodynamic interactions and
Brownian motion), and find reduced probe mobility, even at low volume fractions.
This is consistent with our findings that the intrinsic microviscosity is positive in
the absence of HI.
Hydrodynamic interactions in passive suspensions have been shown to cause quan-
titative changes in the non-equilibrium mechanical properties of a suspension, and
more importantly produce qualitatively different behaviors. The most notable ex-
ample of this is that near-field hydrodynamic interactions lead to force-thickening
of the suspension at high shear rates [14, 21]. In active suspensions, hydrodynamic
interactions have been shown to alter the particle-phase pressure [32] and shear
viscosity [16, 18, 30, 33], but these effects do not alter the problem’s boundary-layer
structure [32]. The same balances between advection, diffusion, and activity seen
here are expected to hold, but the parameters Drel , τR, and Fext or Uprobe will
now depend on the strength of hydrodynamic interactions through familiar mobility
formalisms in low Reynolds number fluid-mechanics [34]. Incorporation of the
hydrodynamics does not require us to say anything about the propulsive mechanism
of the bath particles, though the framework presented in previous works is readily
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modified to include specifications of the swimmers’ gait. We will discuss the role
of HI in more detail in the remainder of this thesis.
Appendix
A: Boundary-layer analysis, Pe  1
When advection is strong Pe  1, there will be a thin boundary-layer O(Pe−1)
at the surface of the probe when diffusion balances advection. For simplicity,
we assume that, outside the advective-diffusive boundary-layer, the microstructure
is uniform n = 1 and m = 0; the effects of activity are contained within the
advective-diffusive layer. We choose a boundary-layer coordinate Y , such that
Y = Pe(r − 1), thus amplifying all of the gradients in the governing equations
by Pe. We then expand the concentration and polar order in powers of Pe−1:
n = Pen0 + n1 + O(Pe−1) ,m = Pem0 +m1 + O(Pe−1). Due to the advective
build-up of bath particles near the surface, the leading order terms must scale with
the Péclet number.
In the boundary-layer, the governing equations reduce to
∂n0
∂Y
+ µn0 =
Pes
Pe
mr,0, (5.12)
∂2mr,0
∂Y2
+ µ
∂mr,0
∂Y
− γ
2
Pe2
mr,0 =
1
3
Pes
Pe
∂n0
∂Y
(5.13)
∂mr,0
∂Y
+ µmr,0 =
1
3
Pes
Pe
n0,Y = 0 (5.14)
mr,0 ∼ 0,Y →∞, (5.15)
∂2mµ,0
∂Y2
+ µ
∂mµ,0
∂Y
− γ
2
Pe2
mµ,0 = 0 (5.16)
∂mµ,0
∂Y
+ µmµ,0 = 0,Y = 0 (5.17)
mmu,0 ∼ 0,Y →∞, (5.18)
where µ ≡ uˆ · n and mr and mµ are the radial and angular components of the
polar order. Because mµ,0 is de-coupled from n0 and mr,0, we may assume that
it is unimportant at O(Pe) and derive a third-order equation for n0 by substituting
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Eqn. 5.12 into Eqn. 5.13:
∂3n0
∂Y3
+ 2µ
∂2n0
∂Y2
+ µ2
∂n0
∂Y
− λ
2
Pe2
∂n0
∂Y
− γ
2
Pe2
µn0 = 0
∂2n0
∂Y2
+ 2µ
∂n0
∂Y
+ µ2n0 =
1
3
(Pes
Pe
)2
n0,Y = 0
n0 ∼ 0, ∂n0
∂Y
+ µn0 ∼ 0,Y →∞,
(5.19)
which has exponential solutions f (µ, λ, γ, Pe)eg(µ,λ,γ,Pe)Y . The function g is given
by solutions to the characteristic equation
g(g + µ)2 = γ
2 + gλ2
Pe2
. (5.20)
This equation will have three roots, one of which leads to an unphysical exponential
growth. The other two roots are exponentially screened, oscillating functions of
λ/Pe, γ/Pe, and µ.
We neglect terms ofO(γ/Pe) to reduce the order of the characteristic equation (using
the no-flux boundary condition). In doing thiswe assume that Ladv = UprobeτR  δ:
the distance moved by the probe in τR is much greater than distance the pair moves
by Brownian motion in the same time. This could also be realized with smooth
swimmers that do not reorient τR → ∞. This assumption is reasonable for a fast-
moving probe that is similar in size to or much larger than the swimmers. Indeed
the numerical analysis seems to indicate that γ does not substantially affect the
force-dependent behavior of the suspension.
We can solve the reduced characteristic equation for n0:
n0 = A(µ)e−Y (µ+λ/Pe)) + B(µ)e−Y (µ−λ/Pe)), (5.21)
where λ/Pe = Pes/
√
3Pe as γ/Pe → 0. This gives the correct result in the limit
λ/Pe→ 0 and decays as e−λ(r−1) when activity dominates advection.
To find the functions A(µ) and B(µ), one must go to the next order in Pe−1. When
one does this, we find:
n0 ∼ 1 + 12 (Peµ + λ)e
−(r−1)(Peµ+λ), (5.22)
when λ/Pe > |µ|. When λ/Pe < |µ|, the concentration of bath particles behind
the probe (µ < 0) is zero, and in front of the probe (µ > 0), we find that the
accumulation of particles is:
n0 = 1 +
1
4
(Peµ + λ)e−(r−1)(Peµ+λ) + 1
4
(Peµ − λ)e−(r−1)(Peµ−λ). (5.23)
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This microviscosity is thus:
ηmicro =
1
2
[
1 +
( λ
Pe
)3]
, λ < Pe (5.24)
ηmicro = 1, λ > Pe. (5.25)
The first result indicates that the suspension must force-thin when Pe  1, but
the thinning goes as (λ/Pe)3. Activity increases the concentration of bath particles
inside the advective-diffusive boundary-layer, increasing the the total drag on the
probe. The second indicates that, when external forcing is strong, but swimming
stronger, the microviscosity is equal to 1—the linear-response value for Pes/γ  1.
Even though the suspension is being strongly driven from equilibrium by an external
force, the swimmers are fast enough to fill in the wake left by the probe, so the
suspension remains Newtonian. When the external force increases, the swimmers
can no longer keep up, and we approach the result for a passive suspension [23]
B: 2-D Results
For completeness, we include the results for the microviscosity in 2-D in Fig. 5.6.
There are no qualitative structural differences compared to the 3-D problem, only
quantitative differences.
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C h a p t e r 6
HYDRODYNAMIC INTERACTIONS IN ACTIVE SUSPENSIONS
This chapter includes content from the appendix of our previously published article:
1E. W. Burkholder, and J. F. Brady, “Do hydrodynamic interactions affect the swim
pressure?”, Soft Matter 14, 3581–3589 (2018),
6.1 Suspension mechanics and the swim force
Consider a colloidal dispersion of N particles in a Newtonian solvent of viscosity
η and density ρ. The particles are sufficiently small that (1) they may be subject
to fluctuating thermal forces and torques from the solvent, and (2) their motion is
at low Reynolds number, thus allowing us to neglect particle and fluid inertia in
the equations of motion. The suspension dynamics are described by a Smoluchoski
equation for PN , the time-dependent probability distribution of particle positions
xα, and orientations qα:
∂PN
∂t
+
N∑
α=1
∇xα · jTα +
N∑
α=1
∇Rα · jRα = 0, (6.1)
where xα is the position of particle α in the laboratory frame, and ∇Rα is the
appropriate rotational operator for particle α. The translational flux of particle
α is jTα = UαPN and its rotational flux is jRα = ΩαPN , where Uα and Ωα are,
respectively, the velocity and angular velocity of particle α.
Because we are at low Reynolds number, all particles are force- and torque-free. In
active suspensions, this means that the swim force [1] (plus any other forces acting
on the particle) is (are) balanced by the hydrodynamic drag. Consider the simple
example of two particles subject only to active and hydrodynamic drag forces:
0 = −RFU11 ·U1 −RFU12 ·U2 + F swim1 , (6.2)
0 = −RFU21 ·U1 −RFU22 ·U2 + F swim2 . (6.3)
The tensorRFU
αβ
is the resistance tensor that gives the hydrodynamic force on particle
α due to the velocity of particle β. Analaogus expressions may be written for the
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torque balance. Suppose particle 2 is an active Brownian particle (ABP) that moves
with the undisturbed velocity U 02 regardless of the presence of particle 1. From the
force balance we have F swim1 = R
FU
12 ·U02 and F swim2 = RFU22 ·U02 , and thus
0 = −RFU11 ·U1 −RFU12 · (U2−U02 ), (6.4)
0 = −RFU21 ·U1 −RFU22 · (U2−U02 ), (6.5)
whose solution is simply U1 = 0 and U2 = U02 as desired. It may seem surprising
that particle 1 experiences a swim force due to the motion of the active particle
2, especially so because we are saying that particle 2 moves with the undisturbed
motion U02 and particle 1 does not move at all! But in the resistance formulation of
the problem, where forces and torques can be superimposed, things are different than
the perhaps more familiar mobility perspective where the velocities are expressed
in terms of the forces, and one must proceed carefully. Stokes flow is unique and so
either prospective—resistance or mobility—is fine.
In this simple 2-particle example, if there were other forces acting on the particles
the force balances would become
0 = −RFU11 ·U1 −RFU12 · (U2−U02 ) + F other1 , (6.6)
0 = −RFU21 ·U1 −RFU22 · (U2−U02 ) + F other2 , (6.7)
and the velocities of the two particles would now be(
U1
U2 − U02
)
=
(
RFU11 R
FU
12
RFU21 R
FU
22
)−1
·
(
Fother1
Fother2
)
, (6.8)
The ‘other’ forces can be of any type because we can superimpose forces at low
Reynolds numbers.
In going forward for compactness we employ the notation Uα = (Uα,Ωα), and
Fα = (Fα,Lα), where Lα is the torque acting on particle α. We generalize this
idea to write the velocity of any particle α relative to some background flowU∞α :
Uα =U0α +U∞α +
N∑
β=1
R−1αβ · Fβ, (6.9)
where Fβ is the sum of all other forces and torques acting on particle β and R is
the grand resistance tensor [2]. Particles may be subject to forces and torques from
Brownian motion, interparticle potentials, shear, external sources (e.g. gravity),
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and even additional swim forces: F = FB +FP +Fext +F shear + (F swim)′. The
swim force necessary to produce the undisturbed swim velocity U0α has already
been accounted for in (6.9).
For a fixed-velocity swimmer hydrodynamics do not influence the swim speedU0α,
but they can influence the motion,Uα, caused by hydrodynamic interactions (HI)
with other particles or boundaries. We emphasize that HI will influence particle
motion due to swim forces above and beyond the fundamental swim force. For
example, stresslet swimmers have an additional swim force, (F swim)′, that affects
the motion of another particle.
Furthermore, a swimmer may change its orientation qα through a random stochastic
process that need not be due to Brownian motion or HI: the swimmer can “decide”
to change its direction (perhaps in response to an external stimulus, or by moving
its flagella). This reorientation process produces no flow, and is not coupled to the
motion of other particles. The simplest system thus has no swim angular velocity
Ω0α = 0, but there can be reorientation arising from rotary Brownian motion and
this stochastic reorientation, the latter of which we model as τ−1
R
· ∇R ln PN , where
τR is the reorientation time.
We now specify the form of the other forces/torques acting on the particles. The
Brownian forces/torques have the familiar form FB = −kBT∇ ln PN , and we will
assume that the interparticle force is conservative FP = −kBT∇V , where V is
the dimensionless interparticle potential and the gradients are with respect to both
position and orientation of the particles. The full expression for the flux of a particle
is thus
jα = (U0α +U∞α )P +Uextα P +U shearα P + (U swimα )′P
−kBT
N∑
β=1
R−1 · (∇V + ∇ ln P)P − τ−1R · ∇P. (6.10)
The “other” particle velocities are Uextα = R−1 · Fext (e.g. particles sedimenting
due to gravity),U shearα = R−1 ·RFE : E∞, and (U swimα )′ = R−1 ·(F swim)′. For the
additional swim force one must model the hydrodynamics of the desired swimming
mechanism. For example, a stresslet swimmer exerts a force dipole on the embedding
fluid, which can cause a second particle to translate and rotate, but does not impact
its own motion (which is already accounted for byU0α. Thus, the motion of particle
α due to a stresslet swimmer β would be (U swimα )′ = σβK(xα −xβ) · (qβqβ − 13 I ),
whereK is the Stokes flow stresslet singularity function (the double layer potential),
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andσβ is themagnitude of the stresslet. Finallywe note that the formof the resistance
functions are independent of the particle orientations for spheres.
6.2 Single-particle, equilibrium problems
For the problem of a single particle in the presence of a no-flux boundary, the
Smoluchowski equation reduces to
∂P
∂t
+ ∇x · jT + ∇R · jR = 0, (6.11)
where ∇R = q ×∇q and P(x, q, t) is the probability of finding a particle at position
x with orientation q at a time t. The translational and rotational fluxes of the
swimmer are
jT = U0qP −DTT · ∇xP −DTR · ∇RP, (6.12)
jR = −DRT · ∇xP − (DRR + τ−1R I) · ∇RP. (6.13)
The above expressions make use of the fact that the hard-core potential vanishes
everywhere in space and manifests only as a condition of no translational flux,
n · jT = 0, at the boundary. This boundary condition applies at some distance ∆a
(a is the swimer size) away from the no-slip boundary for the fluid. This is the
commonly used excluded annulus model [3], and allows one to smoothly tune from
complete HI (∆→ 0) and no HI (∆→∞).
There are several relevant problems in which the geometry is axisymmetric: a
spherical swimmer near an infinite flat wall, a spherical swimmer between two flat
plates, and a spherical swimmer outside and inside of a spherical cavity. We employ
the notation of Kim and Karrila [2] for the mobility functions in an axysmmetric
geometry:
DTT =
kBT
6piηa
(
xann + ya(I − nn)
)
(6.14)
DRR =
kBT
8piηa3
(
xcnn + yc(I − nn)
)
(6.15)
DRT = (DTR)† = kBT
4piηa2
yb · n, (6.16)
where  is the unit-alternating tensor and n is a unit vector defining the axis of
symmetry. The diffusivities follow the Einstein relation D = kBTR−1, where
DTT = kBTMUF , DRT = (DTR)† = kBTMΩF , and DRR = kBTMΩL, and
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MUF,MΩF, and MΩL are the familiar mobility tensors [2]. For the simplest
problem of neutral swimmers (or ‘movers’), the only effect of HI is to introduce
anisotropy in the thermal diffusivities.
We use a moments expansion of P to derive general equations governing the sus-
pension structure:
P = n(x, t) +m(x, t) · q +Q(x, t) : (qq − 13 I ) + ..., (6.17)
where n is the concentration fieldm is the polar order and Q is the nematic order
[4]. At steady-state, the concentration field is described by
∂
∂xi
[
U0mi − DTTi j
∂n
∂x j
]
= 0, (6.18)
the polar order is described by
∂
∂xi
[
U0
(
Qpi +
1
3
δpin
)
+ DTTi j
∂mp
∂x j
+ DTRi j  j kpmk
]
(6.19)
+DRTi j ikp
∂mk
∂m j
+ DRRii mp − DRRip mi +
2
τR
mp = 0,
and the nematic order is described by
∂
∂xi
[
U0
5
(
αqpsi − 53δpsδqi
)
mq − DTTi j
∂Qps
∂x j
(6.20)
+DTRi j ( j kpQsk +  j ksQpk)
]
+ DRTi j
∂
∂x j
(
ikpQsk
+iksQpk
)
− DRRi j (iks jmp + ikp jms)Qkm
+DRRi j (2δi jQps − δ jsQip − δ jpQis) +
6
τR
Qps = 0,
where we have made the closure that 〈qqq〉 = α ·m/5 and α is the fourth-order
isotropic tensor [5, 6]. We can reduce the system of equations to coupled ODEs
using linearity arguments: n = f (r),m = g(r)n, Q = h(r)nn + k(r)(I − nn) (or
f (z), g(z)ez, and h(z)ezez + k(z)(I − ezez) in 1D geometries).
Infinite flat plate
We consider a single swimmer near an infinite plane wall. Though the swimmers
are still free to move and rotate in 3-D, all variations will occur in the direction
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normal to the wall ez. The governing equations reduce to
d
dz
(
xa(z)DTT df
dz
)
−U0 dgdz = 0, (6.21)
d
dz
(
xa(z)DTT dg
dz
)
− U0
3
df
dz
−U0 dhdz (6.22)
−2τ−1R g(z) − 2yc(z)DRRg(z) = 0,
d
dz
(
xa(z)DTT dh
dz
)
− 4
15
U0
(dg
dz
− g(z)
)
(6.23)
−6τ−1R h(z) − 4yc(z)DRR(h(z) − k(z)) = 0,
d
dz
(
xa(z)DTT dk
dz
)
+
2
15
U0
(dg
dz
− g(z)
)
(6.24)
−6τ−1R k(z) + 2yc(z)DRR(h(z) − k(z)) = 0,
and the no-flux boundary conditions are
xa(z)DTT df
dz
−U0g(z) = 0, (6.25)
xa(z)DTT dg
dz
− U0
3
f (z) −U0h(z) = 0, (6.26)
xa(z)DTT dh
dz
− 4
15
U0g(z) = 0, (6.27)
xa(z)DTT dk
dz
+
2
15
U0g(z) = 0. (6.28)
In the above we have factored out the mobility functions xa(z), etc., and therefore the
constant diffusivities from (6.14-6.16) are DTT = kBT/6piηa, DRR = kBT/8piηa3
and DRT = DTR = kBT/4piηa2.
For a single flat wall, we apply the no-flux conditions at the hard-repulsion boundary
z = a(1+∆), and say that the suspension has no long-range order: f → 1, g → 0, h→ 0, k → 0,
as z → ∞. The functions xa(z) and yc(z) are have been tabulated by Swan and
Brady using the Stokesian dynamics method [7] and by others using the method
of reflections and fast-multipole methods [8–10]. We use the far-field forms of the
functions given in [7], and the near-field forms from Goldman et al. and Bossis et
al. [11, 12].
Outside a sphere
The second problem is a swimmer outside a spherical cavity of radius R. The
structure is similar to the flat-plate problem, but the governing equations retain
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some additional terms due to the curvature:
d
dr
(
xa(r)DTT df
dr
)
+ xa(r)DTT 2
r
d f
dr
−U0
(
dg
dr
+
2
r
g(r)
)
= 0, (6.29)
d
dr
(
xa(r)DTT dg
dr
)
+ xa(r)DTT 2
r
dg
dr
− 2
r2
ya(r)DTTg(r)
−4
r
yb(r)DRTg(r) − U0
3
df
dr
−U0 dhdr −
2U0
r
(h(r) − k(r))
−2(τ−1R + yc(r)DRR)g(r) = 0, (6.30)
d
dr
(
xa(r)DTT dh
dr
)
+ xa(r)dTT 2
r
dh
dr
− 4
r2
ya(r)DTTh(r)
+
4
r2
ya(r)DTT k(r) − 8
r
yb(r)DRT (h(r) − k(r))
− 4
15
U0
(dg
dr
− g(r)
r
)
− 6τ−1R h(r)
−4yc(r)DRR(h(r) − k(r)) = 0, (6.31)
d
dr
(
xa(r)DTT dk
dr
)
+ xa(r)dTT 2
r
dk
dr
+
2
r2
ya(r)DTTh(r)
− 2
r2
ya(r)DTT k(r) − 8
r
yb(r)DRT (h(r) − k(r))
+
2
15
U0
(dg
dr
− g(r)
r
)
− 6τ−1R k(r)
+2yc(r)DRR(h(r) − k(r)) = 0. (6.32)
The no-flux boundary conditions are
xa(r)DTT df
dr
−U0g(r) = 0, (6.33)
xa(r)DTT dg
dr
− U0
3
f (r) −U0h(r) = 0, (6.34)
xa(r)DTT dh
dr
− 4
15
U0g(r) = 0, (6.35)
xa(r)DTT dk
dr
+
2
15
U0g(r) = 0. (6.36)
which are applied at r = (R + a)(1 + ∆). There is no long-range order far from the
sphere.
For the motion of a swimmer outside a sphere, the mobility functions needed are a
bit different than the standard two-sphere mobility functions in [2]. The spherical
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cavity of radius R is held fixed (U1 = 0, Ω1 = 0) and the external force F ext and
torque Lext necessary can be found from Eqns. 5.6 and 5.7. Thus, even though
we are only interested in the motion of the swimmer relative to the cavity, this is
fundamentally a two-particle problem, and
Fext1 = RFU12 · (RFU22 )−1 · Fother2 − Fother1 , (6.37)
which is then substituted into Eqn. 6.9. This does not change the structure of the
equations, it only impacts the precise definitions of xa, ya, yb, and yc in the system
of ODEs that must be solved.
The only ‘other’ forces to be considered in the above equation are from thermal
fluctuations; thus all the effects appear in the diffusive terms of the Smoluchowski
equation. From the force balances, one can show that
DTT =DTT22 +D
TT
21 · (RFU12 · (R22)−1UF +RFΩ12 · (R22)−1ΩF)
+DTR21 · (RLU12 · (R22)−1UF +RLΩ12 · (R22)−1ΩF) (6.38)
DTR =DTR22 +D
TR
21 · (RLU12 · (R22)−1UL +RLΩ12 · (R22)−1ΩL)
+DTT21 · (RFU12 · (R22)−1UL +RFΩ12 · (R22)−1ΩL) (6.39)
DRR =DRR22 +D
RR
21 · (RLU12 · (R22)−1UL +RLΩ12 · (R22)−1ΩL)
+DRT22 · (RFU12 · (R22)−1UL +RFΩ12 · (R22)−1ΩL), (6.40)
andDRT = −DTR by symmetry. The proper components of the tensor (R22)−1 are
(R22)−1UF = (RFU22 −RFΩ22 · (RLΩ22 )−1 ·RLU22 )−1 (6.41)
(R22)−1ΩF = −(RLΩ22 )−1 ·RLU22 · (RFU22 −RFΩ22 · (RLΩ22 )−1 ·RLU22 )−1 (6.42)
(R22)−1ΩL = (RLΩ22 −RLU22 · (RFU22 )−1 ·RFΩ22 )−1, (6.43)
and, as before (R22)−1ΩF = −(R22)−1UL by symmetry [2].
The effective mobility functions may be expressed in the resistance formulation
above, or via an equivalent formulation in terms of the componentmobility functions
only. The explicit forms for the latter formulation follow from rearranging the
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Smoluchowski equation outlined in section 6.1.
xa = xa22 −
4β
(1 + β)2
xa21x
a
12
xa11
, (6.44)
ya = ya22 −
48β
(1 + β)4
(yb12)2
yc11
− β
yc11
[ ( 2(1+β) ya12yc11 − 12(1+β)2 yb11yb21)2
ya11y
c
11 − 3(yb11)2
]
, (6.45)
yb = yb22 −
32β2
(1 + β)5
yb21y
c
12
yc11
− 1
yc11
[ 2
(1+β) y
a
21y
c
11 − 12(1+β)2 yb12yb11
ya11y
c
11 − 3(yb11)2
]
×
(
8β2
(1 + β)3 y
c
12y
b
11 −
4β2
(1 + β)2 y
b
21y
c
11
)
,
(6.46)
xc = xc22 −
64β3
(1 + β)6
xc12x
c
12
xc11
, (6.47)
yc = yc22 −
64β3
(1 + β)6
yc21y
c
12
yc11
− 6
8
β3
yc11
[ ( 8(1+β)2 yb21yc11 − 16(1+β)3 yc21yb11)2
ya11y
c
11 − 3(yb11)2
]
,(6.48)
where β = a/R is the size ratio of the swimmer to the cavity. The needed mobility
functions are now expressed in terms of the standard two-sphere functions, which
can be found in [2, 13, 14]. Note that in the limit β → 0 only the functions xa22,
etc. remain, but care is needed to reduce these expressions to the flat-wall limit as
the swimmer would always be “close” to the wall. The far field forms for xa22, etc.
in [2] assume that the interparticle separation distance r − (a + R)  R, but the flat
wall problem assumes that R → ∞ first, making it impossible to have the have the
particle a distance z = r − (a + R)  R from the wall.
The notion of lubrication interactions—∆  1—for squirmers becomes tricky if the
organism’s surface is deforming on a length scale comparable to the gap between
the particles. Rather than use a no-slip condition on a deformed surface, Ishikawa
and coworkers did a lubrication analysis assuming an effective slip velocity at the
squirmer’s surface. We neglect these in our analysis, as this would be associated
with the mobility functions for (F swim)′, not the fundamental run-and-tumble active
motion. Additionally, lubrication interactions associated with this force contribute
terms ∼ O(− ln∆) to the force on the passive sphere, which is negligible compared
to the O(1/∆) contribution from Brownian fluctuations.
As a final note, the lubrication forms for xc are not given in the work of Jeffrey
and Onishi, as the “scope for applications is limited,” and indeed is not necessary
for computing the force/pressure on a stationary spherical cavity [14]. From Jef-
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frey’s original work on rotations of solid bodies [15], the complementary resistance
function XC is nearly unity even at small interparticle separations (∆ ∼ 0.2). As
this function is needed in later calculations, we simply assume that the far-field
form of this is always valid, as the functions xa, ya, and yc are the most important.
Squirming corrections to xc are O(∆) for small ∆ [16].
Force on a sphere
Finally we are interested in the force necessary to hold the spherical cavity fixed.
Although there is no net force, via the force we can define the pressure. The force
on the cavity, when averaged over the orientation of the swimmer, is given by
〈F ext〉q = −kBT
{(
XA12
XA22
+1
)
nn+
[
Y A12Y
C
22 − Y B12Y B22
YC22Y
A
22 − (Y B22)2
+1
]
(I −nn)
}
· ∇r ln n, (6.49)
because contributions from thermal torques do not contribute to the orientation-
averaged force. The Brownian forces and torques on the cavity in Eqn. 6.37 do
not enter in the Smoluchowski equation, but they must still be considered when
computing the average external force on the cavity. We follow Squires and Brady
[17] and may write the suspension-averaged force:
〈F ext〉 = −
∫
Sc
n
(
1 +
XA12
XA22
)
n(∆)dS
+
∫
V
n
[
d
dr
(
XA12
XA22
)
+
2
r
(
XA12
XA22
−
[
Y A12Y
C
22 − Y B12Y B22
YC22Y
A
22 − (Y B22)2
])]
n(r)dV, (6.50)
noting that the appropriate weighting is the deviation from the uniform number
density. The first term is a surface integral of this number density deviation over
the cavity’s surface, and the second term results from the divergence of the relative
mobility. By symmetry this force is zero for an isotropic distrubtion of the particles.
The force can no longer be given by the simple relation F =
∫
nkBTn(x)dS, as in
the special case of a flat wall. Indeed, this is true for inactive Brownian suspensions
as well [17, 18].
6.3 External perturbations
For themicrorheology problem, we can readily use the formalismgiven in section 6.1
to incorporate an external force F ext driving the motion of a test particle (labeled
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particle 1) in the presence of a swimmer (labeled particle 2):
∂
∂xi
[
U0mi + MUFi j F
ext
j n − DTTi j
∂n
∂x j
]
= 0, (6.51)
ni
[
U0mi + MUFi j F
ext
j n − DTTi j
∂n
∂x j
]
= 0, r = Rc, (6.52)
n ∼ n∞, r →∞, (6.53)
∂
∂xi
[
U0
(
Qpi +
1
3
δpin
)
+ MUFi j F
ext
j mp + D
TT
i j
∂mp
∂x j
+ DTRi j  j kpmk
]
(6.54)
−MΩFi j Fextj ikpmk + DRTi j ikp
∂mk
∂x j
+ DRRii mp − DRRip mi +
2
τR
mp = 0,
ni
[
U0
(
Qpi +
1
3
δpin
)
+ MUFi j F
ext
j mp + D
TT
i j
∂mp
∂x j
+ DTRi j  j kpmk
]
,= 0, r = Rc
(6.55)
mp ∼ 0, r →∞, (6.56)
∂
∂xi
[
U0
5
(
αqpsi − 53δpsδqi
)
mq + MUFi j F
ext
j Qps − DTTi j
∂Qps
∂x j
(6.57)
+DTRi j ( j kpQsk +  j ksQpk)
]
− MΩFi j Fextj (ikpQsk + iksQpk)
+DRTi j
∂
∂x j
(
ikpQsk + iksQpk
)
+
6
τR
Qps
−DRRi j (iks jmp + ikp jms)Qkm + DRRi j (2δi jQps − δ jsQip − δ jpQis) = 0,
ni
[
U0
5
(
αqpsi − 53δpsδqi
)
mq + MUFi j F
ext
j Qps − DTTi j
∂Qps
∂x j
+DTRi j ( j kpQsk +  j ksQpk)
]
= 0, r = Rc, (6.58)
Qps ∼ 0, r →∞, (6.59)
where the diffusivities and mobilities will differ for fixed-force or fixed velocity
probe motion. In this dissertation it is assumed that we can apply an external torque
to prevent the probe from rotating, as this allows us to circumvent the formalism
associatedwithwriting the Smoluchowski equation in a coordinate frame that rotates
with the Brownian fluctuations of the probe. This is a relatively simple problem
in 2-D (there is only relative angle to consider), but becomes more complicated in
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3-D. For a more detailed discussion, see Chapter 4. The external torque required to
prevent the probe from rotating is
Lext = −(MΩL11 )−1 · [MΩF11 · F ext + (DRT11 −DRT12 ) · ∇r ln P −DRR12 · ∇R ln P],
(6.60)
which will affect the diffusivity and mobility tensors used in the field equations.
Fixed-force
We again make use of the linearity of Stokes flow to pose a microrheology problem
where the probe does not rotate, but its translational velocity may fluctuate due to
collisions with the bath particles. The effective mobility and diffusivity tensors for
the Smoluchowski equation are thus
MUF = [MUF21 −MUF11 − (MUL21 −MUL11 ) · (MΩL11 )−1 ·MΩF11 ], (6.61)
MΩF = [MΩF21 −MΩL21 · (MΩL11 )−1 ·MΩF11 ], (6.62)
DTR = (DTR22 −DTR12 ) − (MUL21 −MUL11 ) · (MΩL11 )−1 ·DRR12 , (6.63)
DRT = (DRT22 −DRT21 ) −MΩL21 · (MΩL11 )−1 · (DRT11 −DRT12 ), (6.64)
DTT = (DTT22 +DTT11 −DTT12 −DTT21 )
+(MUL21 −MUL11 ) · (MΩL11 )−1 · (DRT11 −DRT12 ), (6.65)
DRR =DRR22 −MΩL21 · (MΩL11 )−1 ·DRR12 ; (6.66)
note thatDRT = (DTR)†. The mobility functions—as defined previously— are
xa =
xa22 + βx
a
11
1 + β
− 4βx
a
12
(1 + β)2 , (6.67)
ya =
ya22 + βy
a
11
1 + β
− 4βy
a
12
(1 + β)2 −
48β
(1 + β)5
(
yb21 − (1+β)
2
4 y
b
11
)2
yc11
, (6.68)
yb =
(
yb22 −
4β2
(1 + β)2 y
b
12
) (
1 − 8(1 + β)3
yc12
yc11
)
, (6.69)
xc = xc22 −
64β3
(1 + β)6
(xc21)2
xc11
, (6.70)
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yc = yc22 −
64β3
(1 + β)6
(yc21)2
yc11
, (6.71)
x˜a21 =
( 2β
(1 + β)2 x
a
12 − xa11
)
, (6.72)
y˜a21 =
( 2β
(1 + β)2 y
a
21 − ya11
)
− 3β(1 + β)3
yb11
yc11
(
yb21 −
(1 + β)2
4
yb11
)
, (6.73)
y˜b21 = y
b
21 −
2yc21y
b
11
(1 + β)yc11
, (6.74)
where we have defined y˜b21, x˜
a
21, and y˜
a
21 as the composite mobility functions for the
terms linear in F ext : MUF = x˜a21nn + y˜
a
21(I − nn),MΩF = y˜b21 · n.
The average speed of the probe particle under the action of F ext,Lext is
〈U probe〉 =
∫
[MUF11 −MUL11 · (MΩL11 )−1 ·MΩF11 ] · F extn dV (6.75)
−
∫
∇ · [DTT11 −DTT12 +MUL11 · (MΩL11 )−1 · (DRT11 −DRT12 )]n dV
+
∫
n · [DTT11 −DTT12 +MUL11 · (MΩL11 )−1 · (DRT11 −DRT12 )]n dS,
where each line reflects the hydrodynamic, Brownian, and interparticle contributions
to the velocity, respectively. The term in the second integral—the divergence of the
effective probe diffusivity—gives a scalar function similar to Batchelor’s W(r) for
passive colloidal suspensions [13]. For spherical particles, the interparticle velocity
is determined only byDTT11 .
Fixed-velocity
When the probe moves with a fixed speed, one can derive the required force F ext
(and torque Lext) such that U probe remains constant in the flux expressions:
F ext = [MUF11 −MUL11 · (MΩL11 )−1 ·MΩF11 ]−1 · {U probe
−[(DTT12 −DTT11 ) +MUL11 · (MΩL11 )−1 · (DRT11 −DRT12 )] · ∇r ln P
−[DTR12 −MUL11 · (MΩL11 )−1 ·DRR12 ] · ∇R ln P}. (6.76)
The problem of the fixed spherical cavity in the previous section is simply a special
case of the fixed-velocity microrheology problem where U probe = 0. Indeed the
diffusivity tensors in this problem will be identical to those derived in the previous
117
section. The mobility functions for the terms linear in F ext are
x˜a21 =
( 2
(1 + β)
xa21
xa11
− 1
)
, (6.77)
y˜a21 =
[
yc11
(
2
(1+β) y
a
21 − ya11
)
− y
b
11
3
(
4
(1+β) y
b
21 − yb11
)]
ya11y
c
11 − 3(yb11)2
, (6.78)
y˜b21 =
yb21y
c
11 +
2
(1+β) y
c
21y
b
11
ya11y
c
11 − 3(yb11)2
. (6.79)
We previously defined the average force on the probe—the quantity of interest in
the fixed-velocity microrheology problem—in the absence of probe motion. When
the probe moves with a prescribed speed U probe the average force is precisely the
same, with the additional hydrodynamic contribution
〈F ext〉H =
∫
[MUF11 −MUL11 · (MΩL11 )−1 ·MΩF11 ]−1 ·U proben dV .(6.80)
6.4 Anisotropic particles
While some biological swimmers are spherical (e.g. Volvox), the majority of them
are anisotropic. E. Coli and B. subtilis are both prolate spheroids, and many
species of hydrozoan jellyfish have an oblate spheroidal medusa.1 We consider the
interactions between a spherical probe and an axisymmetric (spheroidal) swimmer.
The isolated Stokes-Einstein-Sutherland diffusivities of the swimmers are now
DTT = DTT [kT‖ qq + kT⊥(I − qq)], (6.81)
DRR = DRR[kR‖ qq + kR⊥(I − qq)], (6.82)
and DRT = (DTR)† = 0, where DTT = kBT/3piηd and DRR = kBT/piηd3 are
the Stokes-Einstein-Sutherland diffusivities based on the diameter d = 2a of the
swimmer. The mobility functions k‖, k⊥ are functions of the swimmers length-to-
diameter ratio—the aspect ratio—ξ = L/d only [20]:
1Though most jellyfish are too large to be analyzed in the Stokes-flow regime, hydrozoan species
can be much smaller, reaching only a few hundred microns in size [19].
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kT‖ =
3
4
(2νξ2 − ν − ξ
ξ2 − 1
)
, (6.83)
kT⊥ =
3
8
(2νξ2 − 3ν + ξ
ξ2 − 1
)
, (6.84)
kR‖ =
3
2
( ξ − ν
ξ2 − 1
)
, (6.85)
kR⊥ =
3
2
(2νξ2 − 3ν + ξ
ξ4 − 1
)
, (6.86)
ν =
cosh−1 ξ√
ξ2 − 1
, ξ > 1,
cos−1 ξ√
1 − ξ2
, ξ < 1, (6.87)
where all functions are unity when ξ = 1.
These are the single-particle contributions to the mobility functions, and clearly
do not represent the q dependent interactions between the swimmer and probe.
In general, the grand mobility tensor would still be comprised of (anti)symmetric
second-order tensors based on both q and n—for example, f (r)(qn +nq). Indeed
one would expect the mobility associated with the active hydrodynamic stress to
also have some dependence on q. These terms are not known analytically in Stokes
flow, though in principal one could find them using the method of reflections with
the singularity system for a sphere and an ellipsoid [2]. In this thesis we assume
that the mobility functions are independent of the particle orientations qα.
For simplicity, we consider the problem where the swimmers are small compared
to the probe a/R  1. One can show that the relative diffusivities simply become
those for an isolated spheroidal swimmer in an infinite Newtonian fluid, and that the
advective velocity of the swimmer relative to the probe is simply given by Stokes
flow outside a translating sphere—the swimmer is a tracer particle [21]. DePuit and
Squires have used this approach to compute the microviscosity in suspensions of
slender, Brownian ellipsoids [22], but thus far, no investigations have systematically
investigated the role of shape or hydrodynamic interactions in this problem.
Given the traceless definition of the nematic order Q, it will prove more useful to
write the diffusivity in terms of isotropic and traceless components
DTT = D¯I + ∆D(qq − I/3), (6.88)
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where D¯ = DTT (kT‖ + 2kT⊥)/3 and ∆D = DTT (kT‖ − kT⊥). The same decomposition
may be applied to the rotary diffusivity, but only the perpendicular portion of this
diffusivity affects the angular velocity of the swimmer by symmetry [20, 23]. This
is not necessarily true when the swimmers have finite size and/or the axisymmetry
of the problem is broken. When the size of the swimmers affects the hydrodynamic
interactions, one can imagine a scenario where |q · n| = f (φ), where φ is the
azimuthal spatial coordinate. In this case, the fluid velocity disturbance arising
from a rotation of the swimmer about its axis may not be axisymmetric with respect
to the probe normal n.
When one appropriately modifies the expressions for the translational and rotational
fluxes, the governing equations are
∂
∂xi
[
U0mi − uStokesi n − D¯
∂n
∂xi
− ∆D∂Qi j
∂x j
]
= 0, (6.89)
∂
∂xi
[
U0
(
Qpi +
1
3
δpin
)
− uStokesi mp −
(
D¯ − 2
15
∆D
) ∂mp
∂xi
+
∆D
5
(∂mi
∂xp
+ δip
∂m j
∂x j
)]
+miΩStokesip −
3
5
BmiEStokesip + 2D
RRkR⊥mp = 0, (6.90)
∂
∂xi
[
U0
5
(
αqpsi − 53δpsδqi
)
mq − uStokesi Qps −
(
D¯ − 4∆D
21
) ∂Qps
∂x j
(6.91)
−∆D
45
(
3δipδ js + 3δisδ jp − 2δi jδsp
) ∂n
∂x j
− ∆D
21
∂
∂x j
(
3δipQ js + 3δisQ jp
+3δ jpQis + 3δ jsQip − 4δpsQi j
)]
+ 6DRRkR⊥Qps − (QpiΩStokesis −QsiΩStokesip )
+B
(
− 2
5
EStokesps n −
3
7
(QpjEStokesjs + EStokesp j Q js) +
2
7
δpsEStokesi j Qi j
)
= 0,
where
uStokesi = U
probe
j
[
δi j − 34
(δi j
r
+
xix j
r3
)
− 1
4
(δi j
r3
− 3 xix j
r5
)]
, (6.92)
ΩStokesip =
1
2
(∂uStokesp
∂xi
− ∂u
Stokes
i
∂xp
)
EStokesip =
1
2
(∂uStokesi
∂xp
+
∂uStokesp
∂xi
)
,
characterize the velocity field for a translating sphere in Stokes flow. The Bretherton
constant B = (ξ2 − 1)/(ξ2 + 1) determines how the particle is aligned by the strain
component of the velocity field [24, 25].
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For the reader more familiar with nematic liquid crystals, many of the terms propor-
tional to ∆D are reminiscent of terms associated with the excess free energy density
of a liquid crystal. The “splay” of the active suspension appears in the polar order
equation:
∆D
5
(∂mi
∂xp
+ δip
∂m j
∂x j
)
, (6.93)
and terms related to the “bending” of the nematic order appears in the concentration
field as ∆D∇ ·Q and in the nematic order field as
∆D
45
(
3δipδ js + 3δisδ jp − 2δi jδsp
) ∂n
∂x j
+
∆D
21
∂
∂x j
(
3δipQ js + 3δisQ jp
+3δ jpQis + 3δ jsQip − 4δpsQi j
)
. (6.94)
Because the particles are spheroidal and the problem is axisymmetric, the twist
(q · ∇ × q) is zero.
Many active matter experiments are conducted at an interface (e.g. an air-water or
oil-water interface, or the bottom of a container), and thus the particle dynamics
are confined to two dimensions. Though there is not solution to Stokes equations
in 2-D, one could imagine that there are still fully three-dimensional fluid flows
associated with the swimmers’ motion, even if they only move in a plane. In this
spirit, we can also write down these governing equations for the case of swimmers
moving in a plane, but the probe still creating the full 3-D fluid disturbance:
∂
∂xi
[
U0mi − uStokesi n − D¯
∂n
∂xi
− ∆D∂Qi j
∂x j
]
= 0, (6.95)
∂
∂xi
[
U0
(
Qpi +
1
2
δpin
)
− uStokesi mp −
(
D¯ − 1
2
∆D
) ∂mp
∂xi
+
∆D
4
(∂mi
∂xp
+ δip
∂m j
∂x j
)]
+miΩStokesip −
B
2
miEStokesip + D
RRkR⊥mp = 0, (6.96)
∂
∂xi
[
U0
4
(
αqpsi − 2δpsδqi
)
mq − uStokesi Qps −
(
D¯ − ∆D
3
) ∂Qps
∂x j
(6.97)
−∆D
8
(
δipδ js + δisδ jp − δi jδsp
) ∂n
∂x j
− ∆D
6
∂
∂x j
(
δipQ js + δisQ jp
+δ jpQis + δ jsQip − 2δpsQi j
)]
+ 4DRRkR⊥Qps − (QpiΩStokesis −QsiΩStokesip )
+B
(
− 1
2
EStokesps n −
1
3
(QpjEStokesjs + EStokesp j Q js) +
1
3
δpsEStokesi j Qi j
)
= 0.
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One could achieve this experimentally by, for example, creating a fluid-fluid interface
between fluids of the same viscosity, but drastically different densities. Particles
density-matched to the denser fluid would settle to the interface. It is crucial that
one still require ∂ui/∂xi = 0 and EStokesii = 0 when implementing this scheme.
No-flux conditions
The no-flux boundary condition is complicated by the asphericity of the swimmers.
Nitsche and Brenner [26] give the abstract no-flux condition for particles of arbitrary
shape:
(∇rS) · jT + (∇qS) · jR = 0, (6.98)
where S is the hypersurface that defines particle contacts in position and orientation
space. This has been applied to problems of active fibers confined in an infinitely
long channel [27], where the contact surface S(r, q) is simply parametrized by the
distance from the wall z and the orientation angle of the (2-D) swimmer θ.
In three dimensions, the unit normal of this surface is more complex:
∇rS = n ·
(
I − (d/2)[ξ qq + (I − qq)]
)
(6.99)
∇qS =
(
(L − d) + 1
4
(d2 − L2)
)
[q(n · q)2 − n(q · n)], (6.100)
and the point of contact is
Rc = R(1 + ∆) + (L/2)n · q + (d/2)
√
nn : (I − qq). (6.101)
For simplicity, it is often assumed that the contact surface is itself spheroidal, so that
the problem may be written in prolate or oblate spheroidal coordinates [28, 29]. In
the limit of point swimmers one can approximate this by the conventional no-flux
condition n · jT = 0 with corrections ∼ O(L/R(1 + ∆)) or O(d/R(1 + ∆))—the
swimmers rotate freely at contact. The anisotropy of the translational diffusion still
has an impact on the translational flux at the boundary through the coupling of n,m,
andQ.
122
BIBLIOGRAPHY
1S. C. Takatori, W. Yan, and J. F. Brady, “Swim pressure: Stress generation in
active matter”, Phys. Rev. Lett. 113, 1–5 (2014).
2S. Kim, and S. J. Karilla, Microhydrodynamics : Principles and Selected Appli-
cations (1991).
3W. B. Russel, “The Huggins coefficient as a means for characterizing suspended
particles”, J. Chem. Soc. Faraday Trans. 2 Mol. Chem. Phys. 80, 31 (1984).
4D. Saintillan, and M. J. Shelley, “Theory of Active Suspensions”, in Complex
fluids biol. syst. Edited by S. Spagnolie, (Springer, New York, 2015) Chap. 9,
pp. 319–355.
5D. Saintillan, and M. J. Shelley, “Active suspensions and their nonlinear models”,
Comptes Rendus Phys. 14, 497–517 (2013).
6W. Yan, and J. F. Brady, “The force on a body in active matter”, J. Fluid Mech. 6,
1–11 (2015).
7J. W. Swan, and J. F. Brady, “Simulation of hydrodynamically interacting particles
near a no-slip boundary”, Phys. Fluids 19 (2011) 10.1063/1.2803837.
8B. Cichocki, R. B. Jones, R. Kutteh, and E. Wajnryb, “Friction and mobility
for colloidal spheres in Stokes flow near a boundary: The multipole method and
applications”, J. Chem. Phys. 112, 2548–2561 (2000).
9B. Cichocki, and R. B. Jones, “Image representation of a spherical particle near a
hard wall”, Phys. A Stat. Mech. its Appl. 258, 273–302 (1998).
10G. S. Perkins, and R. B. Jones, “Hydrodynamic interaction of a spherical particle
with a planar boundary I. Free surface”, Phys. A Stat. Mech. its Appl. 171, 575–
604 (1991).
11A. J. Goldman, R. G. Cox, and H. Brenner, “Slow viscous motion of a sphere
parallel to a plane wall—I Motion through a quiescent fluid”, Chem. Eng. Sci. 22,
637–651 (1967).
12G. Bossis, A. Meunier, and J. D. Sherwood, “Stokesian dynamics simulations of
particle trajectories near a plane”, Phys. Fluids A Fluid Dyn. 3, 1853–1858 (1991).
13G. K. Batchelor, “Sedimentation in a dilute polydisperse system of interacting
spheres. Part 1. General theory”, J. Fluid Mech. 119, 379 (1982).
14D. J. Jeffrey, and Y. Onishi, “Calculation of the resistance and mobility functions
for two unequal rigid spheres in low-Reynolds-number flow”, J. Fluid Mech. 139,
261 (1984).
15G. Jeffrey, “On the steady motion of a solid of revolution in a viscous fluid”, Proc.
London Math. Soc. 2, 327–338 (1915).
123
16T. Ishikawa, M. P. Simmonds, and T. J. Pedley, Hydrodynamic interaction of two
swimming model micro-organisms, Vol. 568 (2006), p. 119.
17T. M. Squires, and J. F. Brady, “A simple paradigm for active and nonlinear
microrheology”, Phys. Fluids 17, 1–21 (2005).
18J. F. Brady, “Particle motion driven by solute gradients with application to au-
tonomous motion: continuum and colloidal perspectives”, J. Fluid Mech. 667,
216–259 (2011).
19S. P. Colin, and J. H. Costello, “Morphology, swimming performance and propul-
sive mode of six co-occurring hydromedusae.”, J. Exp. Biol. 205, 427–437 (2002).
20H. Brenner, “Rheology of a dilute suspension of axisymmetric Brownian parti-
cles”, Int. J. Multiph. Flow 1, 195–341 (1974).
21N. J. Hoh, “Effects of Particle Size Ratio on Single Particle Motion in Colloidal
Dispersions”, PhD thesis (California Institute of Technology, 2013).
22R. J. Depuit, and T. M. Squires, “Micro-macro-discrepancies in nonlinear mi-
crorheology: I. Quantifying mechanisms in a suspension of Brownian ellipsoids”,
J. Phys. Condens. Matter 24 (2012).
23J. K. G. Dhont, “Fundamental Equations ofMotion”, in An introd. to dyn. colloids,
1st ed. (Elsevier, 1996) Chap. 4, pp. 172–195.
24G. Jeffrey, “The motion of ellipsoidal particles immersed in a viscous fluid”, Proc.
R. Soc. A Math. Phys. Eng. Sci. 102, 161–179 (1922).
25F. Bretherton, “The motion of rigid particles i n a shear flow at low Reynolds
number”, J. Fluid Mech., 284–304 (1962).
26J. M. Nitsche, and H. Brenner, “On the formulation of boundary conditions for
rigid nonspherical Brownian particles near solidwalls:Applications to orientation-
specific reactions with immobilized enzymes”, J. Colloid Interface Sci. 138, 21–
41 (1990).
27B. Ezhilan, and D. Saintillan, “Transport of a dilute active suspension in pressure-
driven channel flow”, J. Fluid Mech. 777, 482–522 (2015).
28A. S. Khair, and J. F. Brady, “Microrheology of colloidal dispersions: Shape
matters”, J. Rheol. (N. Y. N. Y). 52, 165 (2008).
29M. Gruber, “Active microrheology of ellipsoidal probes”, 2017.
124
C h a p t e r 7
FORCE ON A BOUNDARY: THE OSMOTIC PRESSURE
1E. W. Burkholder, and J. F. Brady, “Do hydrodynamic interactions affect the swim
pressure?”, Soft Matter 14, 3581–3589 (2018),
Active matter systems—from chemically driven nanoparticles to crawling amoebas
to humans crossing the street—share the ability to move autonomously. This au-
tonomous motion can arise spontaneously or it may be in response to environmental
influences, e.g. going towards food, light, or other organisms, and is inherently
non-equilibrium. Such self-propulsion can result in fascinating dynamical and me-
chanical behavior such as spontaneous phase-separation [1–5] and apparent negative
shear viscosities [6–9].
Despite the complexities of active systems, the minimal active Brownian particle
(ABP) model has been successful in describing behaviors observed in real systems
[1, 4, 5, 9–11]. ABPs move with a swim velocity U0, randomly reorient on a time
scale τR, and are generally taken to be non-interacting. Historically, the ABP model
has neglected hydrodynamic interactions (HI); this is often referred to as “dry”
active matter [12]. Studies of HI among swimmers are minimal, and to-date, have
primarily focused on their effect on shear rheology and diffusivity in suspensions
of squirmers [7, 13–15], a notable exception is the work of Fielding [16] on the
phase behavior in 2-D. No investigations have been made as to the effect of HI on
the pressure in active systems.
Active motion is mechanically described by the swim force F swim—a stochastic,
internal body force that a swimmer exerts on its embedding medium (or substrate)
to propel itself [4, 17]. The mechanical stress associated with this active motion
is σswim = −n sym〈xF swim′〉, where n is the number density of swimmers, x is
the particle position, the angle brackets represent a suspension average and sym
refers to the symmetric part of the tensor. Here, F swim′ = F swim − 〈F swim〉; the
average swim force (which is proportional to the polar order) must be removed from
the definition of the swim stress; only fluctuations in the force contribute to the
stress. This swim stress is distinct from the hydrodynamic active particle stress
arising from the dipolar (stresslet) velocity disturbance a swimmer creates due to its
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force-free motion through the medium [7, 18–21]: σH = σ0(3qq − I), where σ0
is proportional to the swimmer’s force dipole, q is the direction of swimming and
I is the isotopic tensor. This hydrodynamic active particle stress is traceless and
does not contribute to the pressure. Takatori et al. [22] measured a substantially
increased particle pressure in suspensions of Janus particles, which resulted from
the swim pressure: Πswim = −tr(σswim)/3.
The nature—and even the existence—of the swim stress and pressure has been a
subject of substantial discussion in recent years. Of particular interest is the validity
of the swim pressure as a state function and whether the trace of the swim stress
is equivalent to the force per unit area exerted on a confining boundary [23, 24].
For a suspension of spherical, noninteracting ABPs, it has been shown that these
two definitions of pressure are equivalent, but for more complex active particles the
force per unit area the particles exert on the boundary may differ from the swim
pressure in the bulk [23, 25]. It must be remembered, however, that the active
particles are immersed in a medium, and the force on the confining boundaries
has contributions from both the active particles and the pressure distribution in the
embedding medium. That the ‘partial’ pressure exerted by one component in a two-
component mixture can depend on the detailed interactions of that (or the other)
component with a boundary should come as no surprise. It does have implications
for measuring the particle pressure, however, as we discuss at the end.
7.1 Momentum balance
To see this, consider a suspension of particles between two solidwalls in aNewtonian
fluid. The motion is at low Reynolds number and therefore at each point in the fluid
the divergence of the fluid stress tensor is zero: ∇ · σ f = 0. Integrating over the
entire fluid volume gives:
∫
L n · σ f dS +
∫
R n · σ f dS +
∑∫
α
n · σ f dS = 0, where
the first integral is over the left (L) wall, the second over the right (R) wall, and
the others over the surfaces of the active particles labeled α. The active particles
undergo force-free motion and therefore
∫
α
n ·σ f dS = 0 for all particles between the
two walls except those particles close enough to the right or left walls to experience
an ‘external’ force from the wall. We can write this force as derivable from a
potential, −∇αVL,R, depending on the right or left wall. To make matters as simple
as possible, which serves to reveal the essential physics, we take this wall-particle
force to be a hard-particle, excluded volume, force with an amplitude of kBT for the
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Figure 7.1: Schematic of the active-diffusive boundary-layer (BL) in a 1D geometry. The
black line is the concentration profile of swimmers, λ−1 is the BL thickness, and a∆ is where
the no-flux condition applies. The dimensionless translational and rotational diffusivities
DˆTT and DˆRR are given by the blue (lower) and purple (upper) lines, respectively.
potential, where kBT is the thermal energy 1. The hard-particle force projects out
the number density in ‘contact’ with each wall and, allowing for the directions of
the two normals, the over all force or momentum balance is
pLf + n
LkBT = pRf + n
RkBT, (7.1)
where pLf is the pressure exerted on the left wall by the fluid (
∫
L n · σ f dS) and nL
is the particle number density at the left wall, and similarly for the right wall.
The utility of this result is that we do not need to specify where the particles are,
how they move, their shape, whether or not they experience a torque from the
boundary, etc. In fact, the motion does not have to be a low Reynolds numbers,
or even in a fluid; it could be particles crawling through an elastic medium. The
macroscopic momentum balance must be satisfied. If, for whatever reason, there
1Any amplitude would be fine; choice of kBT is just helpful in connecting to passive Brownian
particles.
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are more particles near the wall on the right, then there will be a higher pressure in
the fluid at the left wall then at the right wall. For ‘passive’ particles at steady state
the only way for there to be a difference between the concentrations at the two walls
is if the walls exert different forces on the particles. For active particles, however,
the particles might simply ‘like’ one wall more than the other and therefore bias
their force-free motion towards or away from one wall and consequently generate a
compensating pressure distribution in the embedding medium as was shown by Yan
& Brady [17].
Rather than speculate on what might make an active particle ‘like’ or ‘dislike’
a boundary, a simple model that demonstrates this effect is ABPs that interact
hydrodynamically with a solid wall. The hydrodynamic interactions with a wall
are the same as for passive Brownian particles [26, 27], and the familiar framework
used to analyze suspensions of passive colloidal particles [28, 29] is easily extended
to suspensions of active particles with any self-propulsion mechanism; the details
are in Chapter 6.
7.2 Model system
Following the work of [25], consider a dispersion of ABPs of size a with fixed
swim speed U0 at number density n∞ far from the wall in a Newtonian solvent of
viscosity η and density ρ. The Reynolds number is small, Re = ρU0a/η  1, so
the hydrodynamic force and torque on each particles is zero and the fluid obeys
Stokes’ equations. The ABPs are neutral swimmers (or “movers”), and thus exert no
dipolar active hydrodynamic stress on the suspension in isolation 2, but are able to
self-propel [18]. However, even neutral swimmers are still subject to the influence
of hydrodynamic interactions with solid boundaries and other particles, and may
thus have an active hydrodynamic stresslet associated with this interaction. We
neglect such active hydrodynamic stresses in this chapter, as they do not contribute
directly to the force on a boundary. These effects would manifest only as an effective
mobility for the swim force, and a change in the reorientation rate (via the vorticity
of the swimmer’s fluid disturbance reflected off of the probe) in Eqns. 7.3-7.4 below.
We assume a dilute suspension so that the swimmers do not interact with one
another; thus, the Smoluchowski equation for a single ABP applies:
∂P
∂t
+ ∇x · jT + ∇R · jR = 0, (7.2)
2Michelin and Lauga [30] have shown that Janus particles can be made neutral swimmers by
tuning their geometry
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where ∇R = q ×∇q and P(x, q, t) is the probability of finding a particle at position
x with orientation q at a time t relative to the wall. The translational and rotational
fluxes are
jT = U0qP −DTT · ∇xP −DTR · ∇RP, (7.3)
jR = −DRT · ∇xP − (DRR + τ−1R I) · ∇RP, (7.4)
in the absence of external forces/torques and background flow.
The time scale τR is associated with active reorientations of the particle, which
do not necessarily induce a rotational fluid flow—a spherical swimmer can simply
“decide” to change its direction. The translational (DTT ), rotational (DRR) and
coupled (DRT = (DTR†) diffusivities are independent of q for spherical particles
but are functions of the distance z from the solid wall through the Einstein relation
between diffusivity and hydrodynamicmobilityD = kBTM . For simple geometries
such as a sphere near a plane wall or two adjacent spheres,M is known analytically
as a function of separation [26, 28].
The swimmer interacts with the system boundary via an excluded-annulus potential
which manifests as a no-flux condition at the boundary, n · jT = 0, where n is
the outward-pointing normal from the boundary (see Fig. 7.1). This potential is
characterized by the nondimensional parameter ∆: for ∆→∞, the particle remains
sufficiently far from the boundary that the hydrodynamic interactions are unim-
portant and the problem is identical to that of [25]. For ∆ → 0 the swimmer is
allowed to come very close to the boundary and hydrodynamic lubrication interac-
tions dominate. We solve (7.2) using the moments expansion method (i) without
nematic order: 〈qq〉 = I/3, and (ii) with nematic order with third moment given
by 〈qqq〉 = 〈α · q〉/5, where α is the fourth-order isotropic tensor [25, 31]. De-
tails may be found in Chapter 6. The equations were solved using the MATLAB
boundary-value solver bvp4c to a relative error tolerance of 10−5.
7.3 Flat plate
Consider first the problem of an ABP near an infinite flat plate as illustrated in
Fig. 7.1. As shown by Yan & Brady [25] in the absence of HI (∆ → ∞), there is
an accumulation boundary-layer at the no-flux surface where advective swimming,
U0qP, balances Brownian diffusion, −DTT∇P. The resulting concentration profile
is n(z) ≡
∫
P(z, q)dq = n∞(1+ 16 ( `δ )2e−λ(z−a(1+∆)), where z is measured from the no-
slip surface. Here, n∞ is the uniform concentration far from the boundary, ` = U0τR
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Figure 7.2: Pressure at the wall scaled by the bulk pressure Π∞ = n∞kBT(1+ Dswim/DT ) .
The number density of swimmers is n∞ , DT is the thermal diffusivity far from the wall, and
Dswim is the swim diffusivity. This quantity is plotted against ∆, which characterizes the
strength of HI; HI are strong for ∆  1, and weak for ∆  1. The square symbols indicate
the pressure calculations neglecting the nematic order (〈qq〉 = I/3), and crosses include
nematic order (〈qqq〉 = 〈α · q〉/5, where α is the fourth-order isotropic tensor. INSET:
Active contribution to the wall pressure scaled by the prediction from the boundary-layer
analyis: ζ is their translational drag, U0 is the swimming speed, and ` is the run length of
their active random walk.
is the run length, δ =
√
DTTτR is the diffusive size of the particle, the reorientation
time is τR = 1/DRR, and the boundary-layer thickness λ−1 = δ/
√
2[1 + (`/δ)2/6].
The pressure the active particles exert on the wall is Πwall = nW (a(1 + ∆))kBT =
n∞kBT(1 + (`/δ)2/6) = n∞(kBT + ksTs), wherewehave defined the activity ksTs = ζDswim,
where Dswim = U20τR/6 is the swim diffusivity. Here, ζ = 6piηa is the (Stokes) drag
coefficient for an isolated spherical particle (kBT = ζDTT ). The pressure from the
particles is the sum of the normal osmotic pressure of passive Brownian particles,
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Πosmo = n∞kBT , plus the swim pressure, Πswim = n∞ksTs, arising from activity.
If the second wall (R) is far removed from the first (L) wall, we may superimpose
the concentration distributions from the two walls [25], and the overall momentum
balance (7.1) shows that the fluid pressure is uniform and its magnitude is arbitrary;
only pressure differences are relevant for incompressible media.
The particle pressure on a flatwallΠwall scaled by the bulk pressureΠ∞ is plotted as a
function of∆ in Fig. 7.2 from the solution of (7.2). WhenHI are unimportant (∆  1)
the pressure at the wall is equal to the bulk swim pressure for all activity levels:
6Dswim/DT = (`/δ)2, where DT = DTT (∆→∞). When HI are strong, we predict a
substantial increase in the swim pressure for high activity. Note that for low activity
where thermal Brownian motion dominates, the pressure is independent of HI, as
is well-known. Hydrodynamic interactions reduce the translational and rotational
mobility of the swimmer near the wall, resulting in an increased accumulation of
particles at the boundary and an increased particle pressure—the active particles
remain longer at the wall (1/DRR) and they push harder (ζ ∼ 1/DTT ).
We can predict the effects of HI using the a simple boundary-layer (BL) analysis,
depicted in Fig. 7.1. When thermal diffusion is unimportant, (7.2) requires U0n to
be a spatial constant (in 1D). This does not satisfy the no-flux condition, however,
and there is a BL of thickness λ−1 at the wall in which diffusion balances activity.
In this layer the accumulation of particles still scales as nout(`/δ)2/6, where nout
is the number density at the edge of the BL, but now ` and δ are functions of ∆
because DTT and DRR decrease near the wall. For a thin BL, `/δ  1, only the
behavior at ∆ matters: DTT (z) = kBT/ζ(∆), DRR(z) = τ−1R (∆), and the BL scaling
gives n(∆) = n∞(1 +U20/6DTTDRR) = n∞(1 + ζ(∆)U0`(∆)/6kBT)—the run length
and the drag are now functions of the strength of HI. When the boundary-layer is
thicker (`/δ ∼ O(1)), spatial variations in DRR and DTT are important (see inset of
Fig 7.2).
This result is easily generalized to include an athermal reorientation mechanism. If
this active reorientation mechanism does not cause the fluid to rotate—the swimmer
may simply move in a different direction–, one may add a term τ−1R · ∇RP to (7.4),
where τR (, 1/DRR) is independent of the strength of HI. For spherical movers:
Πwall − n∞kBT =
n∞ζ(∆)U20τR
6[1 + τRDRR(∆)] =
n∞ζ(∆)U0`(∆)
6
, (7.5)
which is always larger than the bulk swimpressureΠswim. Note that any reorientation
mechanism for non-spherical particles will cause a fluid velocity disturbance; in this
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case the rotary motion is captured by the same tensor DRR, but the magnitude of
the disturbance will be DRR + τ−1R .
Owing to HI, the particle pressure at the wall exceeds that in the bulk, and be-
cause the suspension is incompressible, this difference must be balanced by a dif-
ference in the fluid pressure in accordance with the overall momentum balance
(7.1). The fluid pressure at the wall is less than that in the bulk, pwallf < p
∞
f , but
this pressure difference does not cause the solvent to flow towards the wall as the
swimmers are still executing their ‘swim stokes.’ The total pressure on the wall:
Pwall = pwallf + Π
wall = p∞f + Π
∞ is constant everywhere in space, even though the
particle-phase pressure may depend on the interactions with the container bound-
ary. This applies generally to both “wet” and “dry” active matter systems when
both the particles and the embedding medium/substrate are considered in the overall
momentum balance [17].
7.4 Pressure on a fixed spherical body
To show that this phenomenon and boundary-layer balance are not restricted to the
flat-wall geometry, we compute the pressure on the exterior of a fixed spherical
cavity of radius R. In the absence of HI, Πsphere − n∞kBT ∼ n∞ksTs/[1 + `/
√
3Rc],
where Rc = (R+ a): the pressure decreases as a function of `/Rc. When ` & Rc, the
swimmer will collide with the sphere before it is able to execute a full run length,
thus reducing Πsphere [25]. As with the flat plate, we find the same scaling:
Πsphere − n∞kBT = n
∞ζ(∆)U0`(∆)/6
1 + `(∆)/√3Rc
, (7.6)
where `, ζ , and Rc are appropriatelymodified to include the effects ofHI: Rc = (R + a)(1 + ∆),
ζ(∆) = kBT/DTT (∆), and ` = U0τ(∆). Note that the translation-rotation coupling is
relevant in the spherical geometry, so τ(∆) = τR/(1 + τRDRR(∆) + τRDRT (∆)/Rc).
We plotΠsphere−n∞kBT , scaled by our prediction for the flat plate (7.5), in Fig. 7.3;
we take τ(∆) = 1/(DRR(∆)+DRT (∆)/Rc). As in the previous example, the inclusion
of nematic order makes only a small quantitative difference (see Fig. 7.4). Eqn. (7.6)
predicts the correct decay behavior when `(∆)  Rc, but we see that HI and the
size ratio have a profound effect when `(∆)  Rc. As with the difference between
(7.5) and the inset of Fig. 7.2, this is a result of the boundary-layer becoming thick;
`/δ . O(1) in this region and thus the agreement is only good for large ∆. In Fig.
7.4, one can see that the closure makes only a small quantitative difference, even in
the spherical geometry.
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Figure 7.3: Active contribution to the pressure on a fixed spherical cavity of size R scaled by
n∞ζ(∆)U0`(∆)/6. The swimmer number density is n∞, kBT is the thermal energy, ζ is the
translational drag,U0 is the swim speed, ` is the run length, and ∆ characterizes the strength
of hydrodynamic interactions (HI). We plot this against `/Rc = U0τR(∆)/(R + a)(1 + ∆),
where a is the size of the swimmer and τR(∆) is its (thermal) reorientation time. The
colors represent different strengths of HI; square symbols are for a/R = 1/8, crosses are for
a/R = 1, and circles are for a/R = 8. The dashed line is the analytical prediction from [25].
Without HI, one expects (and observes) that the spherical cavity agrees well with
the flat wall as a/R → 0, but taking this limit requires care. The far-field forms of
DTT (∆) etc. for two spheres are tabulated in [28], and assume that the separation
r − (a + R)  R. For a flat-wall, R → ∞ independently, and these functions do
not exactly approach the flat-wall limit because the swimmer’s distance from the
wall z = r − (a + R) is always small. The spherical cavity problem is related to the
microrheology of a passive particle in an active suspension, which is addressed in
Chapter 6.
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Figure 7.4: Same legend as Fig. 7.3 withQ , 0.
7.5 Conclusions
We conclude that hydrodynamic interactions do indeed affect (increase) the swim
pressure in active suspensions: the reduced mobility of the swimmers near solid
boundaries results in an increased accumulation of particles over that when HI are
unimportant. Despite this increase in the particle-phase pressure, the total mechan-
ical pressure is unchanged by the presence of HI. If one connected a transducer to
a solid plate to measure the average force on the wall, the measured force would
reflect the contributions of both the solvent and the particles, which must always
balance to give P = p∞f +Π
∞. If the boundary were instead a membrane (permeable
to the solvent but not the particles) separating the suspension from a reservoir of
pure solvent (in a u-tube manometer for example), the net force on the membrane
would be given by the particle pressure at the wall, Πwall , which is affected by HI.
Because the fluid pressure is no longer spatially constant, measurement at a different
spatial point where the suspension is homogeneous is necessary to determine the
bulk swim pressure Π∞.
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The results in this chapter pertain to swimmers whose swim velocity U0 is fixed.
For the flat-plate example, one could also determine the pressure for a suspension
of fixed-force swimmers: F swim = RFU · U0. In this situation not only are the
translational and rotational mobilities of the swimmer reduced near the wall, but
U0 is reduced as well. This would lead to a decreased particle pressure, but it is
still captured by a simple scaling result: Πwall − n∞kBT = n∞Fswim`(∆)/6, where
`(∆) = Fswimτ(∆)/ζ(∆) just as in the fixed-kinematics problem addressed in this
work. For other varieties of swimmers (e.g. pushers and pullers), one would need
to include other terms representing the dipolar, quadrupolar, etc. disturbances to the
fluid flow from swimming.
Finally, although we considered a hard-sphere force with the boundary, the general
conclusions apply for any type of boundary-particle force.
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C h a p t e r 8
PROBE MOTION IN ACTIVE SUSPENSIONS:
FLUID-MEDIATED INTERACTIONS
Active suspensions—colloidal dispersions of particles that are able to self-propel
through the conversion of chemical into mechanical energy—have many intrigu-
ing mechanical properties. Because these systems can generate their own internal
stresses, they are far from equilibrium and exhibit fascinating dynamic behaviors
such as spontaneous collective motion at sufficiently high concentrations [1–3]. Re-
cent experiments [4] and kinetic models [5] have shown that active suspensions also
have unusual rheological behavior. The shear viscosity of a suspension of B. subtilis
was measured to be lower than the viscosity of the embedding solvent [4]. Theo-
retical descriptions that followed ascribed this viscosity reduction to the extensile
hydrodynamic stress that the organisms exert on their environment to self-propel
[5], and further predicted that the shear viscosity of the suspension would increase
if the organisms exerted a contracticle hydrodynamic stress (e.g. C. reihnhardtii).
Contractile swimmers are commonly called “pullers” and extensile swimmers are
called “pushers1.” Indeed models of swimmers’ (specifically pushers’) spontaneous
collective motion describe that dynamic behavior as an instability that arises when
the effective shear viscosity of the suspension is reduced to zero as a result of these
hydrodynamic stresses [2].
However, recent experiments [7] and theory [8–10] have found that this transition
to “superfluid-like” rhelogical behavior (i.e. zero shear viscosity) can happen at
concentrations far below the predicted threshold concentration for the transition to
collective behavior, and that the shear viscosity can even be negative!2. The simple
theory of [9] shows that this behavior is not dependent on the specific geometry
or gait (pusher, puller, etc.) of the swimmers, rather the dominant contributor is
the diffusive stretching of the swim stress σ swim—the mechanical stress that arises
1There is also a class of swimmers called “movers” or neutral swimmers which are able to self
propel, but exert no hydrodynamic stress on the fluid as a result of this motion. These classes of
swimmers are based on Blake’s squirming model for locomotion of ciliated bodies [6].
2One may have a negative shear viscosity in a fixed strain-rate experiment. In a cylindrical
couette rheometer this means that the applied torque will be opposite the direction of the fluid flow.
In a fixed shear-stress experiment, a negative viscosity would cause the rheometer to speed up (and
thus increase the shear rate) until the shear viscosity was no longer negative [9].
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from the particles’ active run-and-tumble motion—-by the ambient shear flow. The
change in shear viscosity due to this swim stress is much larger than changes to the
viscosity arising from the hydrodynamic stress a swimmer exerts on the fluid, which
has been studied more extensively [5, 11–15].
As with the similarities between the shear viscosity and the microviscosity (the
average drag on a colloidal tracer, interpreted as an effective viscosity) in a suspen-
sion of passive colloids [16–18], one might expect that this negative shear viscosity
should have a microscopic analog. Indeed a negative microviscosity was found in
suspensions of contractile active nematic fluids [19]. However, in Chapter 3, we
found that the effective microviscosity of the suspension is never lower than that of
the suspending solvent ηs in the linear response regime, in contrast to the exper-
imental measurements and theoretical predictions of the effective shear-viscosity.
While there is still one qualitative similarity—the random self-propulsive motion
of the swimmers lower the microviscosity compared to that of a suspension of
passive particles—we expect that hydrodynamic interactions must be important in
determining the microrheological behavior in active fluids.
In suspensions of passive colloidal particles, hydrodynamic interactions are essential
to finding quantitative agreement betweenmacrorheology andmicrorheology. In the
“continuum limit,” where the colloidal probe being dragged through the suspension
is much larger than the bath particles, the effective microviscosity is equal to the
effective shear viscosity [18]. The physical picture in this limit is illustrated in
Fig. 8.1: the bath particles are point tracers in the fluid flow created by the translating
probe—the Stokes velocity outside a translating sphere. From a fluid-mechanical
perspective, the force on the probe particle generates a Stokeslet velocity disturbance
in the fluid that decays as 1/r , where r is the distance from the center of the probe,
scaled by its size R. This Stokeslet induces a Stresslet in the bath particles of
magnitude β3/r2, where β = a/R is the size ratio of the solute to the probe. This
propagates a stresslet velocity disturbance back to the probe particle β3/r2 × 1/r2 ∼
β3/r4, which hinders its motion. This propagated stresslet is responsible for the
Einstein viscosity correction [18, 20] to the force required for the sphere to translate;
there are no steric interactions between the probe and the “solute” in the bath. The
effective viscosity measured in this continuum limit is known as the high-frequency
shear viscosity η′∞, which is equal to the steady shear viscosity for spherical bath
particles.
The high-frequency shear viscosity is independent of the shape of the solute—
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Figure 8.1: Sketch of a sphere of size R moving with velocity U probe through fluid
containing a dilute dispersion of point ABPs with swim velocity U0. The probe-bath
hydrodynamic interactions are modeled by an excluded annulus potential, which manifests
as a no-flux condition at Rc. The fluid velocity stream-lines incdicated by the blue arrows
are plotted in a probe-fixed reference frame.
a force-free solute particle may simply be represented by a point stresslet [21].
Indeed, under high-frequency oscillatory shear, one would expect the suspension to
remain isotropic, and thus the orientation-averaged force (and η′∞) remains the same
regardless of shape. This is not the case for the steady shear viscosity of anisotropic
particles. Under steady shear, the particles will become aligned with the ambient
flow, leading to an anisotropic average stresslet that depends on the precise geometry
of the particle. For passive axisymmetric particles described by a single orientation
vector q, this anisotropic stresslet always increases the effective shear viscosity,
whether the particles are prolate or oblate spheroids [22, 23]. Investigations of
particle geometry in the microrheology of colloidal suspensions have been limited
to suspensions of needle-like Brownian ellipsoids [24, 25] or ellipsoidal probes in
suspensions of spherical bath particles [26]. The effect of particle geometry on the
microrheology of active suspensions warrants attention. Though there are many
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examples of spherical swimmers—Volvox and synthetic Janus particles being the
most common ones—many biological swimmers are anisotropic, including E. Coli
and B. Subtilis which are commonly used in experiments on bacterial suspensions.
In this chapter we explore the effects of hydrodynamic interactions on the microrhe-
ology of active fluids. We first model a large probe translating through a bath of
point swimmers with arbitrary aspect ratio. This allows us to investigate the physical
mechanisms underpinning the microrheological material response, while keeping
the fluid mechanics in the problem simple. We then investigate the effects of parti-
cle size, the mode of probe forcing, and the nonlinear response in a suspension of
spherical swimmers using the formalisms derived in Chapter 6.
8.1 Model system
Consider a large spherical particle of size R and density ρP translating through a
fluid of viscosity ηs and density ρ with some velocity U probe; the external force
acting on the probe is F ext . The Reynolds number Re ≡ ρUprobeR/ηs and Stokes
number St ≡ Re(ρP/ρ) are small, so the velocity of the fluid relative to the particle
is the familiar Stokes velocity uStokes (see Fig. 8.1) [21]. If the fluid also contains
a dispersion of force-free point particles, then the velocity field in the fluid uStokes
remains unchanged, but one must now consider interactions between the probe
particle and the solute via the joint probability density of finding a tracer particle
at position r relative to the probe P(r, t) [18, 20]. Using a minimal model of
hydrodynamic interactions that accounts only for the self-propulsive motion of a
swimmer and neglects the velocity disturbance due to swimming, the same can be
said in a suspension of active particles (Chapter 6).
Consider a suspension of active Brownian particles (ABPs) of diameter d and length
L with a fixed swim speedU0, rotary diffusivityDRR and thermal diffusivityDTT—
we neglect any fluid velocity disturbances associated with a particular swimming
gait. For bodies of revolution, the isolated translational and rotational diffusivities
can be expressed in terms of the diffusivity parallel and perpendicular to the particle
orientation q, DTT = DT‖ qq + D
T⊥(I − qq), DRR = DR‖ qq + DR⊥(I − qq). We
will assume that the direction of swimming coincides with q, as is often observed3
[23]. In the limit of d/R, L/R → 0, the probability of finding the swimmer at
some configuration relative to the probe P(r, q, t) is determined by the following
3This need not be the case, one could also specify that swimming is in a different direction q′.
Determining this direction for ciliated swimmers or phoretic particles is a non-trivial problem, but
all theory so far predicts swimming parallel or anti-parallel to q [27–31].
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Smoluchowski equation:
∂P(r, q, t)
∂t
+ ∇r · jT + ∇q · jR = 0, (8.1)
jT = uStokes P +U0qP −DTT · ∇rP, (8.2)
jR = (ΩStokes · q + B(I − qq)q ·EStokes)P −DRR · ∇qP, (8.3)
where ∇r is the gradient with respect to the distance from the center of the probe,
and the rotational operator ∇q is the gradient with respect to the swimmer orien-
tation. The Bretherton constant is given by B = (ξ2 − 1)/(ξ2 + 1) [32, 33], where
ξ = L/d is the swimmer’s length-to-diameter (aspect) ratio. For prolate swimmers
ξ > 1, B ∈ (0, 1], and for oblate swimmers ξ < 1, B ∈ [−1, 0). The swimmer under-
goes its active and thermal random walk, but its motion is biased by advection with
the velocity field created by the motion of the probe particle uStokes; the swimmer’s
orientation is affected by the vorticity ΩStokes = [∇ruStokes − (∇ruStokes)†]/2
and straining field EStokes = [∇ruStokes + (∇ruStokes)†]/2 in the fluid through
Jeffrey’s equation [33]. For simplicity, we do not specify the swimmer’s gait in
this problem, though it is simple to incorporate swimming gaits based on Blake’s
squirming model into the problem (see Chapter 6). Note that rotary diffusivity
about the swimmer’s axis of symmetry DR‖ does not affect the angular velocity of
the swimmer, though this may not be true if one considers finite-size effects of the
swimmers [23].
We solve these equations using the familiar expansion of P in solid harmonics of
q [34]. This results in coupled mean-field equations for the number density n(r, t),
polar orderm(r, t), and nematic orderQ(r, t) of the suspension. We make the clo-
sure 〈qqq〉 = α · 〈q〉/5, where α is the fourth-order isotropic tensor. This simple
closure is sufficient to describe the microstructure in the absence of probe motion
(Chapter 7) or in the absence of HI (Chapters 3-5), but is based on the assumption of
an isotropic steady-state microstructure—it neglects any coupling between the dis-
turbed microstructure and the fluid velocity field. When hydrodynamic interactions
are considered, it is possible to have long-ranged, steady ordering of the suspension,
similar to particles in a simple shear flow [22]. Unlike particles in a shear flow,
however, there is no order at infinity, so in this chapter we will assume that this
isotropic closure is sufficient, though future investigations might consider linking
〈qqq〉 to the velocity disturbance of the probe to see if the added detail changes any
findings presented here.
From the solution for n,m, and Q, we can compute the force required to keep the
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velocity of the probe fixed:
〈F ext〉
6piηsR
= U probe +
∫ [( 1
xa
− 1
)
nn +
( 1
ya
− 1
)
(I − nn)
]
·U proben(r)dr
+
kBT
6piηsR
∫
L(Rc)n n(Rc)dS. (8.4)
The external force is given by Stokes drag law, plus a hydrodynamic and an interpar-
ticle contribution. For bath particles with finite size, there will also be a Brownian
contribution to the force arising from the divergence of the relative hydrodynamic
mobility ∇ ·MUF (see Chapter 6). The Brownian contribution is O(β), where
β = a/R is the swimmer-to-probe size ratio, and thus is neglected in the present
discussion. The hydrodynamic contribution contained in the first integral depends
on the mobility of the probe relative to its mobility in an unbounded fluid, which is
contained in the mobility functions parallel (xa) and transverse (ya) to its outward
pointing unit normal n [21]. Both xa and ya are functions of the distance from
the center of the probe r (the origin in this coordinate frame), and the excluded
annulus parameter ∆ that characterizes the strength of hydrodynamic interactions
[18, 35]. The second contribution is the drag force associated with probe-bath in-
teractions, which depends only on the number density n at the no-flux probe surface
Rc = R(1 + ∆), and the normal component of the fluid velocity field at the surface
L(Rc) = 1 − 3/(2(1 + ∆)) + 1/(2(1 + ∆)3) [18].
8.2 Linear response
One can define the microviscosity from the effective drag force on the probe:
〈η〉 − ηs
ηs
=
|〈F ext〉 − F Stokes |
6piηsRUprobe
, (8.5)
where F Stokes = 6piηsRU probe is the Stokes drag force on the probe. We define
the intrinsic microviscosity ηi ≡ (〈η〉 −ηs)/ηsφ?where φ? = (pin∞d2L/6)(1+∆)3 =
φ(1 + ∆)3. Those familiar with micellar solutions may know φ? as the wet volume
fraction. The intrinsic microviscosity ηi is analogous to the Huggins coefficient for
the steady shear viscosity, and has both a hydrodynamic contribution ηHi and an
interparticle contribution ηPi (again, there would be a Brownian contribution η
B
i for
swimmers with finite size). Note that ηi , ηmicro as defined in Chapters 3-5, though
they only differ by a factor of (1+ β)3/2β2. In the limit of point swimmers, the fixed-
force and fixed-velocity microrheology problems are mathematically identical. All
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that changes is the interpretation of the result—whether the swimmers increase (or
decrease) the force required to keep the probe moving at a speed U probe, or how
fast the probe moves under the action of F ext .
When the probe moves slowly compared to the rate of Brownian motion of the
swimmers—characterized by a Péclet number Pe = UprobeRc/D¯  1—we are
in the linear-response regime and ηi is independent of Uprobe. We have chosen
D¯ = (DT‖ +2DT⊥)/3, the isotropic portion ofDTT , as the scale for Brownian motion.
For Pe  1, the hydrodynamic microviscosity ηHi depends only on the number
density of swimmers around a stationary probe n0 [18]:
ηHi,0 =
8
β3ξ
∫ ∞
r=1
( 1
xa11
+
2
ya11
− 3
)
n0(r) r2 dr, (8.6)
and is equal to the high-frequency shear viscosity. The subscript 0 denotes that this
quantity may be defined even in the absence of probe motion. The contribution due
to interparticle collisions is
ηPi =
12(1 + β)3
β2ξ
L(∆)
kT‖ + 2k
T⊥
n′(r = 1), (8.7)
where n′ = (n − n0)/Pe is the linear perturbation to the number density. The
interparticle contribution to the effective microviscosity ηPi φ
? is proportional to the
excluded volume fraction φex = φ?(1+ β)3/2β2, which is much larger than φ? when
β  1.
Hydrodynamic effects ηHi,0
In Fig. 8.2, we plot the high frequency shear viscosity ηHi,0 as a function of the bath
activity `/R = U0/DR⊥R. We assume that swimmer reorientations are due only to
rotary Brownian motion, as this contribution isO(1/β2) larger than any active reori-
entation process. This viscosity contribution is an increasing function of activity;
the increase is non-monotonic for prolate-spheroidal and spherical swimmers ξ ≥ 1,
and monotonic for oblate-spheroidal swimmers ξ < 1. Increasing the activity of
the swimmers results in an increased concentration accumulation at the surface that
scales as `/R when `  R [36]. When ∆  1, fluid friction makes it more difficult
for the probe to move through this “cage” of bath particles (see Fig. 8.3), hence the
increase in viscosity. There is a plateau at large `/R as the O(`/R) accumulation of
particles at the probe surface is confined to a swim-diffusive boundary layer that is
O(R/`) thin. We note that ηHi,0 is a monotonically decreasing function of ∆ for all
aspect ratios and activity levels, and increasing ∆ does not substantially change the
144
10−2 100
ℓ/R = U0/D
R
⊥
R
1
1.05
1.1
1.15
1.2
1.25
η
H i,
0
/η
H i,
0
(ℓ
/R
→
0)
ξ = L/d = 0.2
ξ = 0.5
ξ = 1
ξ = 2
ξ = 5
∆ = 0.2
Figure 8.2: The hydrodynamic contribution to to the intrinsic microviscosity (in the absence
of probe motion), scaled by the result for passive colloidal suspensions, is plotted as a
function of the swimmers’ activity `/R = U0/DR⊥R, where U0 is the swim speed, DR⊥ is the
inverse reorientation time, and R is the size of the probe. Different colors represent different
swimmer aspect ratios ξ = L/d. Hydrodynamic interactions are strong: ∆ = 0.2. Square
symbols include anisotropy in the thermal diffusivity and crosses neglect it.
trend with respect to activity (see Appendix A), though at larger ∆, ηHi,0 appears to
be a monotonic function of activity for all ξ.
In the absence of activity, ηHi,0 is independent of the particle geometry—the shape
only enters into the volume fraction4. With the introduction of activity, particle
4When the swimmers have finite size, the self-mobility of the probe will be a function of the
swimmer orientation q, which will make ηH
i,0 a function of the particle geometry. We leave this to a
future study, as it requires a lengthy calculation using the method of reflections and is not well-suited
for analytical techniques [37, 38].
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Figure 8.3: Sketch of the distribution and orientation of swimmers around the probe leading
to the increase in the high-frequency shear viscosity ηH
i,0. Hydrodynamic interactions are
strong for ∆  1 and moderate for ∆ ∼ O(1).
shape makes an appreciable difference (Fig. 8.2). Prolate-spheroidal and spherical
swimmers show a maximum of ηHi,0 with respect to activity for ∆  1, and this
maximum shifts toward lower values of activity as the particles becomemore needle-
like (ξ increases). The plateau at large activity is also shape-dependent—it is higher
for oblate swimmers ξ < 1 and decreases as ξ increases for all ∆. In suspensions
of passive needle-like particles, DePuit and Squires [24] make use of the reciprocal
theorem to connect the suspension shear stress to the force on a translating body in
a Newtonian fluid of the same viscosity, but this circumvents the need to explicitly
compute ηHi,0 and thus the effect of shape on the high-frequency shear viscosity is
not discussed.
Fig. 8.2 also reveals that the anisotropy in the swimmers’ thermal diffusivity
∆D ≡ D‖ − D⊥ has only a small quantitative effect on ηHi,0. The crosses in Fig. 8.2
indicate solutions of the Smoluchowski equation where we let ∆D = 0, but B vary
with particle aspect ratio. Anisotropy in the diffusivity seems to have the largest
effect at large `/Rc, where gradients in the concentration field, polar order and
nematic order are large. Setting ∆D = 0 neglects some anisotropic diffusive terms
(e.g. a number density flux due to the divergence of the nematic order, which is pro-
portional to ∆D) that may become important in the boundary-layer balance between
activity and diffusion at large `/Rc.
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Figure 8.4: The interparticle contribution to the intrinsic microviscosity, scaled by the result
for passive colloidal suspensions, plotted as a function of the (spherical) swimmers’ activity
`/R = U0/DR⊥R, where U0 is the swim speed, DR⊥ is the inverse reorientation time, and
R is the size of the probe. Different colors represent different strengths of hydrodynamic
interactions. Square symbols include fluid vorticity, and crosses neglect vorticity.
Interparticle effects ηPi
Wenext examine the contribution that arises fromdirect probe-swimmer interactions
ηPi , which is plotted as a function of activity in Fig. 8.4 for spheres. Most noteworthy
is the fact that we find negative contributions at moderate `/R when HI are strong—
the interparticle interactions reduce the microviscosity! Furthermore, we find this
effect even if we neglect the reorientation of the swimmers due to fluid vorticity
(because the swimmers are isotropic ∆D = 0, B = 0 there is no strain-alignment
either)—it is attributable only to advection and activity. This finding is curious. In
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the absence of HI, the swimmers still advect with the (uniform) fluid flow −U probe
yet ηPi is always positive (albeit less than what one would measure in a suspension of
passive particles). The only difference when HI are included is the spatial variation
in the fluid velocity field uStokes.
Figure 8.5: Sketch of a swimmer’s trajectory around the probe when `/Rc ∼ O(1). The
figure on the left illustrates flow in the absence of HI, and the figure on the right illustrates
the additional fluid velocity disturbance of the probe when HI are included.
When a swimmer collides with the probe, it slides along the surface until it reorients
(see Figs. 3.5 and 8.5). When `/R is small, these collisions look like Brownian
kicks of O(ksTs), where ksTs = ζsU20τR/6 is the activity of the swimmers (ζs is the
swimmer’s Stokes drag coefficient). When `/R  1, the swimmer will slide along
the surface at the same orientation until it is able to continue swimming away from
the probe. When the run length of the swimmers is commensurate with the size
of the probe `/R ∼ O(1), the swimmer remains close enough to the probe that it
may collide with the particle again after reorienting—if the swimmer is behind the
probe it will push it along (decreasing the effective drag) and it will push agains the
probe (increasing the effective drag) if it is in front of the probe. The symmetry-
breaking provided by the constant fluid velocity field −U probe biases the swimmers
to push the probe along (even in the absence of HI). This mechanism is consistent
with negative values of ηPi , but finding η
P
i < 0 requires that there be a deficit of
swimmers in front of the probe, and an accumulation behind—this is not found in
the absence of HI. This can be achieved with the assistance of the probe’s fluid
velocity disturbance u′ = uStokes + U probe (see Fig. 8.5, right): the swimmers
are carried into the wake of the probe by this advective disturbance (and entrained),
and are simultaneously pushed out of the way in front of the probe. There is now
a concentration gradient of bath particles that gives rise to a net force in the same
direction as probe motion uˆ.
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Figure 8.6: The interparticle contribution to the intrinsic microviscosity, scaled by the
result for passive colloidal suspensions, plotted as a function of the swimmers’ activity
`/R = U0/DR⊥R, whereU0 is the swim speed, DR⊥ is the inverse reorientation time, and R is
the size of the probe. Different colors represent different swimmer aspect ratios ξ = L/d.
Hydrodynamic interactions are strong: ∆ = 0.2. Square symbols include anisotropy in the
thermal diffusivity and crosses neglect it.
This decrease in the interparticle intrinsic microviscosity is in competition with
the increase in the high-frequency shear viscosity ηHi,0. The hydrodynamic intrinsic
microviscosity is O(1), but ηPi ∼ [L(∆)]2/β2 which scales as (∆4/β2) when HI are
strong. One factor of L(∆) comes from the hydrodynamic mobility in the definition
of the force on the probe, and another comes from the no-flux boundary condition—
the microstructural disturbance is forced by the advective flux L(∆)uˆn0 at the probe
surface. If a negative microviscosity is to be found then ηPi must be large (O(1/φ?)),
which may be difficult given that it scales as ∆4 when HI are strong and that ηPi is
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Figure 8.7: Intrinsic interparticle microviscosity, scaled by its value in passive-suspensions,
as a function of `/R for various aspect ratios in the absence of hydrodynamic interactions
∆→∞.
a monotonically increasing function of ∆ (see Appendix A). There may be a point
where ∆ is small enough that one finds ηPi < 0, but ∆ is still large enough that
ηPi ∼ O(1). Additionally, recall that the swimmers are very small β  1: ηPi may be
comparable in size to ηHi,0 if β  ∆, a condition we impose on orientable particles
to allow the particles to rotate freely at the no-flux boundary (see Chapter 6).
Though we find negative values of ηPi even for spherical swimmers, the interparticle
intrinsic microviscosity is strongly dependent on the the swimmer geometry, as
evidenced by Fig. 8.6. The anisotropy of the swimmers introduces (1) anisotropy
in the translational diffusivity and (2) alignment of the particles with the fluid rate-
of-strain EStokes. When HI are weak, the strain-alignment terms vanish, but we
still retain corrections to the diffusive flux for anisotropic particles (see Fig. 8.7).
We recover ηPi = 1 when `/Rc → 0 as found in Chapter 3, but the plateau for
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`/Rc → ∞ appears to vary slightly with the particle aspect ratio. The interparticle
intrinsic microviscosity retains a minimum with respect to activity, though the
precise minimum value of ηPi as well as the activity level `/R depends on the shape
of the particle (see Fig 8.7).
When HI are important, the strain-alignment effects dominate over the anisotropy
in the thermal diffusivity—setting ∆D = 0 while letting B vary with aspect ratio
makes only a small, quantitative difference in the results (see Fig. 8.6). Analysis
of the governing equations shows that the polar ordering due to strain-alignment is
m′ ∼ BEStokes ·m0, wherem0 is the polar order in the absence of probe motion.
This results in an additional flux of prolate-spheroidal swimmers with the flow (see
the sketch, Fig. 8.8) and a flux of oblate-spheroidal swimmers against the flow. For
Figure 8.8: Sketch of the flux of swimmers due to strain-alignment in the fluid for prolate
(left) and oblate (right) swimmers.
prolate swimmers, this enhances the depletion of swimmers in front of the probe
and accumulation behind resulting from pure advection with the flow. (For oblate
swimmers, there is an accumulation of particles in front of the probe and a deficit
behind, as in the absence of HI.)
The straining motion tends to keep the swimmers aligned with (or against) the flow
instead of randomly reorienting. For example, a swimmer behind the probe will
find a streamline and swim along it until it collides with the probe, at which point
it will push the probe along. It is now more difficult for random fluctuations in
the swimmer orientation to take the swimmer along a different trajectory, so once
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Figure 8.9: The effective viscosity of suspension ofmotile bacteria (B. subtilis), scaled by the
effective viscosity of a suspension of nonmotile bacteria at the same concentration, plotted
as a function of activity `/R. The run-length is the product of the bacteria’s swimming
speed U0 and reorientation time τR ∼ 1s. The probe size R is 50 µm, the aspect ratio of
the bacteria is 7, and the number density of bacteria is n∞ ∼ 1 × 1010/mL. We compare the
experimental data (in black) with predictions from our model for ∆ = 0.1 (red) and ∆ = 0.2
(green).
it starts pushing the probe it tends to stay there. Thus, the larger the run length of
the swimmer, the further it can push the probe. Unlike the advective bias of the
swimmers’ random walk responsible for the viscosity reduction at `/Rc ∼ O(1), the
reduction due to strain alignment thus becomes stronger at large `/Rc.
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Comparison with experiments and simulations
As a point of comparison, we first look at the experiments of Sokolov and Aronson,
who determine the shear viscosity of a bacterial suspension using rotating-probe
microrheology (see Fig 8.9). The experiments were done on suspensions of B.
subtiliswith ξ = 7, β = 0.007, and at volume fraction φ = 0.0128. The reorientation
time of the bacteria is not reported, though we assume value of ∼ O(1)s, as reported
in other experiments using wild-type E. Coli [39]. We further assume that ∆ =
0.1−0.2. Drescher et al. report this value as the hydrodynamic horizon forE. Coli—
the distance beyond which hydrodynamic interactions are dominated by noise [40].
The comparison is imprecise at best, but the experiments measure (and our model
predicts) a suspension viscosity much lower than that of the embedding solvent for
highly active suspensions. In fact, our model predicts a negative microviscosity for
highly active suspensions at ∆ = 0.2. A negative microviscosity means that the
force required for the probe to translate at a fixed speed points opposite the direction
of its own motion! This is a unique feature for fixed velocity (c.f. fixed strain rate)
experiment. In a fixed-force (c.f. fixed shear-stress) experiment, the probe would
speed up as the viscosity approached zero and the viscosity would then increase
again. An interesting area of future study would be to determine if the probe could
experience sustained phoretic motion due to the activity of the bath particles, and
how that phoretic velocity depends on activity.
The data collected fromAronson’s study are not expected to quantitatively match the
predictions in this thesis. For one, the bacterial concentrations in [4] are in the range
where suspension instabilities (the onset of collective motion) are predicted [2]. The
proximity to the critical concentration for the onset of collective motion may explain
the sharp dependence of the viscosity on the swim speed. Furthermore, Aronson’s
experiments measure the effective rotational drag on a probe that rotates due to a
fixed external torque. This measures the shear viscosity of the suspension, not the
microviscosity—there is no net force on the probe. Lastly the experimental study
uses a fixed torque on the probe particle, which automatically precludes prediction
of a steady negative viscosity, as the rotation rate of the probe would increase
correspondingly until the effective viscosity became positive. There is of course the
obvious reason that we have to estimate some physical properties of the bacteria, but
this would not explain the drastic difference between our model and this experiment.
In the simulations of Foffano et al. [19], the authors compute the microviscosity of
an active nematic suspension. Their continuum-level description neglects motility
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of the active bath particles, and assumes that activity is completely described by the
active stress exerted on the fluid (similar to calculations of the extensional viscosity
[5]). Curiously, they find a negative microviscosity for a contractile active nematic,
whereas all theories surrounding the bulk rheology predict reduced or negative
shear viscosities only in suspensions of extensile swimmers. In [19], the negative
microviscosity is the result of a fluid flow opposite the direction of probe motion
that is generated by the active stress—a purely hydrodynamic effect. In our model,
however, a negative microviscosity can only arise from interparticle effects (which
are entirely absent in [19]) because we neglect the fluid velocity disturbances of the
active particles. In future extensions of the model we consider here, it would be
prudent to include the fluid velocity disturbance due to a stresslet swimmer. This
would result in an additional hydrodynamic force on the probe (beyond the one
considered here), which may also result in a negative microviscosity even in the
absence of probe motion.
8.3 Finite size effects & fixed-force vs. fixed-velocity
For simplicity we have assumed that the swimmers are orientable point particles in
the preceding analysis. For spherical swimmers we can relax the restriction on size,
as the two-body mobility functions for spheres in Stokes flow are known [21, 41] for
all β. The problem is formulated precisely in Chapter 6. We plot the linear-response
microviscosity as a function of activity for various values of β in Fig. 8.10. We
see that negative interparticle microviscosities are found only when β  1, as our
model neglects any hydrodynamic disturbance due to the self-propulsive motion
of the swimmers. Were we to include these effects—e.g. those from the active
hydrodynamic stresslet—we anticipate that the effects would be different because
σ0 ∼ ζsU0a. Pushers are predicted to lower the suspension viscosity, while pullers
are predicted to increase it.
For point swimmers, the difference between the fixed-force and fixed-velocitymodes
of microrheology is a matter of physical interpretation—the mathematics are iden-
tical for the two problems, but one cannot find a negative microviscosity for a probe
moving under the action of a fixed force. In the absence of hydrodynamic interac-
tions, the difference between the two modes manifests only as a function of (1 + β)
in the expression for the microviscosity [16]. However, when one includes HI the
dependence may be more complex. Swan and Zia showed that (for monodisperse
suspensions β = 1), the ratio of the fixed velocity microviscosity to the fixed force
microviscosity is a non-monotonic function of ∆, and a monotonically decreasing
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Figure 8.10: Intrinsic interparticle microviscosity (fixed-velocity mode) as a function of
the swimmer activity `/Rc for various swimmer-to-probe size ratios β. Hydrodynamic
interactions are strong ∆ = 0.2, and the swimmers are spherical.
function of Pe, though the fixed-velocity microviscosity is always larger than its
fixed-force counterpart. Almog and Brenner [42] examine the differences in ηHi for
fixed-force and fixed-velocity modes of motion in non-Brownian suspensions. To
verify that the size ratio does not introduce any unexpected qualitative effects when
Brownian motion is important (Pe  1), we plot the viscosity ratio as a function of
β for Pe→ 0, `/R→ 0 in Fig. 8.11. The viscosity ratio goes like 1+ β as predicted
in the absence of HI [16], though there are deviations from this for β ∼ O(1) when
HI are strong.
In Fig. 8.12weplot the ratio of the fixed-velocitymicroviscosity increment∆ηV = 〈η〉V − η′∞
(scaled by its value in the absence of activity) to the same quantity for the fixed-force
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Figure 8.11: Ratio of the particle contribtuion to the fixed-velocity microviscosity 〈η〉V −ηs
to the fixed-force particle contribution to the microviscosity 〈η〉F − ηs as a function of bath
particle to probe size ratio β = a/R. Different colors indicate different strength of HI.
mode as a function of size ratio; the ratio of these two increments is called the viscos-
ity ratio. When β is large, the two modes are in agreement and ∆ηV/∆ηF ∼ (1 + β)
regardless of the strength of HI (different symbols) or activity level (different colors).
Indeed when ∆  1, the activity has no impact on the fixed-force vs. fixed-velocity
scaling. When ∆ = 1, we note that the fixed velocity increment may actually be less
than the fixed force increment. This effect is exacerbated for ∆  1 and β  1,
where both activity and hydrodynamic interactions play important roles. The large
fluctuations and non-monotonicity of the viscosity ratio reflect the viscosity incre-
ments becoming very small or negative. Whether or not these fluctuations are real
or perhaps due to the choice of closure, neglect of the swimmers’ fluid velocity
disturbance, etc. remains an open question.
8.4 Nonlinear response
Sokolov and Aronson report that the viscosity is independent of external forcing
for Uprobe < U0, similar to our predictions in the absence of HI (Chapter 5). This
makes the linear-response regime easily accessible in very active suspensions. This
is curiously not observed in the experiments of Lopez et al. [7] or the theory of
Takatori and Brady [9] for the shear viscosity in active suspensions. In Fig. 8.13,
we verify that the microviscosity is Newtonian over a wide range of Péclet number
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Figure 8.12: Viscosity ratio as a function of the swimmer-to-probe particle size ratio β.
Different colors indicate different levels of activity, whereas the different symbols denote
different values of ∆. Squares are ∆ = 0.2, crosses are ∆ = 1, and Circles are ∆ = 5.
for the test case β  1, ∆ = 0.2 and `/R = 1. The widening of the small Pe
Newtonian plateau is consistent across a range of particle aspect ratios. As before,
the suspension is Newtonian until Uprobe & U0, at which point the suspension
transitions to the behavior one would expect in a suspension of passive particles5.
Fig. 8.13 shows that this transition is smooth for oblate spheroidal swimmers, but
there is a sharp jump for spherical swimmers and a singularity with respect to
Pe for prolate swimmers. Brownian motion is weak, but finite at large Pe, so a
true suspension instability seems unlikely. At the time of writing, it is not clear
what is responsible for this discontinuity, though it does not appear to be a result
of the closure of the Smoluchowski equation. It could be that an infinite number
5In the presence of hydrodynamic interactions, the large Pe plateau is a function of β and ∆.
Indeed as ∆→ 0, ηi does not reach a plateau as Pe→∞, but instead grows as a very weak function
of Pe: ηi ∼ Pe0.21 [17, 18].
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Figure 8.13: Intrinsic interparticle microviscosity (in pseudo-2-D) as a function of Pe,
scaled by its Pe  1 value in the absence of activity. The dashed grey line is a guide for
the nonlinear response observed when `/R = 0, the symbols connected by dashed lines
are at the activity level `/R = 1. Different colors represent different particle aspect ratios
ξ = L/d.
of moments are needed to capture this transition properly, thus a finite-element or
simulation based approach would be needed to verify the results.
For the sake of numerical precision, Fig. 8.13 was constructed using a pseudo-2-D
approximation of the problem. As mentioned in Chapter 6, the essence of this
approximation is that the particles only move and reorient in the plane, but the
hydrodynamic disturbances are fully three-dimensional. Physically, this represents
a situation where the particles sit at an interface between a dense and less dense
fluid. The fluids density separate but have the same viscosity—e.g. salt-water and
water—thus the particles stay at the interface when matched to the denser fluid,
but a particle translating at this interface still induces the familiar Stokes velocity
field uStokes. This approximation improves computational accuracy by i) reducing
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the number of nematic order components that we need to calculate and ii) removes
singularities (associated with the 3-D divergence operator) at the poles of the probe.
8.5 Conclusions
Using the framework developed in Chapter 6, we investigated the effects of inter-
particle hydrodynamic interactions on the effective microviscosity in active sus-
pensions. Indeed, even in the simplest scenario where the size and hydrodynamic
disturbances of the swimmers are neglected, we find that the microviscosity of the
suspension may be negative depending on the level of activity, strength of HI, and
swimmer shape. This decrease is entirely due to the interparticle contribution to the
intrinsic microviscosity—the Brownian contribution is negligible, and the intrinsic
hydrodynamic viscosity (or high-frequency shear viscosity) increases due to the
accumulation of swimmers near the no-contact surface of the probe. While the
negative interparticle microviscosity is principally due to the strain alignment of the
swimmer with the direction of probe motion, it can also be explained simply by the
advection of the swimmers with the fluid velocity field uStokes. The fluid vorticity
appears to play a negligible role in this process, as it induces no net flux parallel to
the probe’s motion.
We also began to address some extensions of the simplest model: finite swimmer
size (for spherical particles only), difference between fixed-force and fixed-velocity
modes of microrheology, and the nonlinear response. When the swimmers are
comparable to or larger than the probe, we no longer find a negative ηPi . If we were to
refine the model and include the stresslet disturbance due to swimmers’ locomotion,
we anticipate that this might change our findings. The difference between fixed-force
and fixed-velocitymicrorheology in active suspensions is largely amatter of physical
interpretation—a negative effective microviscosity is physically realizable only in
the constant velocity mode. Indeed the viscosity ratio is unaffected by activity as β
becomes large, but in the limit β  1, the ratio fluctuates due to the interparticle
contribution becoming negative. The physical results of the nonlinear analysis
appear unchanged by hydrodynamic interactions: the suspension is Newtonian (with
amuch lower viscosity) until the probe speed exceeds the swim speed, at which point
the suspension is indistinguishable from a suspension of passive colloids.
In future work on this topic, it would be interesting to investigate how the hydrody-
namic effects seen here compare with those traditionally measured—the viscosity
correction due to the swimmers’ active stresslet. Takatori and Brady argue that
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the swim-stress contribution to the suspension viscosity is much larger than the
stresslet contribution when `/Rc  1, thus the swimming gait is unimportant. The
framework in Chapter 6 allows for one to easily incorporate the active stresslet
into the microrheology problem. Additionally, it would be interesting to compute
the effective diffusivity of the probe in the presence of hydrodynamic interactions
(framework given in Chapter 3). One could then quantitatively investigate depar-
tures from the Stokes-Einstein-Sutherland relation, and compare to the departures
found in the absence of HI.
Appendix
A: Additional figures of the intrinsic microviscosity in the linear-response
regime Pe  1
160
10
−2
10
−1
10
0
10
1
∆
0
2
4
6
8
10
12
14
η
H i,
0
ξ = 0.2
ξ = 0.5
ξ = 1
ξ = 2
ξ = 5
Figure 8.14: The hydrodynamic contribution to to the intrinsic microviscosity (in the
absence of probe motion) scaled by the result for passive colloidal suspensions, is plotted as
a function of the strength of hydrodynamic interactions ∆. Square symbols are for swimmer
activity `/R = U0/DR⊥R = 0.1 and crosses are for `/R = 1;U0 is the swim speed, DR⊥ is the
inverse reorientation time, and R is the size of the probe. Different colors represent different
swimmer aspect ratios ξ = L/d.
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Figure 8.15: The hydrodynamic contribution to the intrinsic microviscosity, scaled by the
result for passive colloidal suspensions, plotted as a function of the swimmers’ activity
`/R = U0/DR⊥R, whereU0 is the swim speed, DR⊥ is the inverse reorientation time, and R is
the size of the probe. Different colors represent different swimmer aspect ratios ξ = L/d.
Hydrodynamic interactions are moderate: ∆ = 1.
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Figure 8.16: The hydrodynamic contribution to the intrinsic microviscosity, scaled by the
result for passive colloidal suspensions, plotted as a function of the swimmers’ activity
`/R = U0/DR⊥R, whereU0 is the swim speed, DR⊥ is the inverse reorientation time, and R is
the size of the probe. Different colors represent different swimmer aspect ratios ξ = L/d.
Hydrodynamic interactions are weak: ∆ = 5.
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Figure 8.17: The interparticle contribution to to the intrinsic microviscosity (in the absence
of probe motion) scaled by the result for passive colloidal suspensions, is plotted as a
function of the strength of hydrodynamic interactions ∆. Square symbols are for swimmer
activity `/R = U0/DR⊥R = 0.1 and crosses are for `/R = 1;U0 is the swim speed, DR⊥ is the
inverse reorientation time, and R is the size of the probe. Different colors represent different
swimmer aspect ratios ξ = L/d.
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Figure 8.18: The interparticle contribution to the intrinsic microviscosity, scaled by the
result for passive colloidal suspensions, plotted as a function of the swimmers’ activity
`/R = U0/DR⊥R, whereU0 is the swim speed, DR⊥ is the inverse reorientation time, and R is
the size of the probe. Different colors represent different swimmer aspect ratios ξ = L/d.
Hydrodynamic interactions are moderate: ∆ = 1.
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Figure 8.19: The interparticle contribution to the intrinsic microviscosity, scaled by the
result for passive colloidal suspensions, plotted as a function of the swimmers’ activity
`/R = U0/DR⊥R, whereU0 is the swim speed, DR⊥ is the inverse reorientation time, and R is
the size of the probe. Different colors represent different swimmer aspect ratios ξ = L/d.
Hydrodynamic interactions are weak: ∆ = 5.
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C h a p t e r 9
FIXED-PROBE MICRORHEOLOGY: AN ORIENTING
EXTERNAL FIELD
In suspensions of passive particles, one can measure the microviscosity of the sus-
pension by (1) dragging the probe through the suspension using mangetic tweezers
(for example) or (2) holding the probe fixed in an optical or acoustic trap and moving
the bath past the probe at some velocity U bath. We will refer to the latter mode
as “fixed-probe” microrheology. The microviscosity in the fixed-probe problem is
inferred from the force required to keep the probe fixed in the bulk flow, and—in
passive suspensions—is identical to the microviscosity as measured by the force
required to translate the probe at U bath through the same suspension.
With a suspension of swimmers, however, one can take a different approach to fixed
probe microrheology: holding the probe fixed in an optical trap and then applying an
external field that exerts a torque on the swimmers, thus biasing their averagemotion.
For example, one could place a probe in a suspension of magnetotactic baceteria.
Takatori and Brady showed that an orienting external field leads to anisotropy in the
swim stress—the mechanical stress arising from the random run-and-tumble motion
of the active particles— providing a novel way to control active soft materials [1].
For example, Takatori has successfully enclosed Magnetospirillium inside a giant
unilamellar vesicle, and shown that one can apply a magnetic field to cause the
vesiscle to translate and deform anisotropically.
For active materials in an external field, fixed-probe and fixed-velocity microrheol-
ogy are no longer identical. The external torqueLext induces a small drift veclocity
MUL ·Lext in the swimmers, but the primary source of their biased motion comes
from the the coupling between their change in orientation Ûq = q ×MΩL ·Lext and
their self-propulsion U0q; MΩL andMUL are the hydrodynamic mobilities cou-
pling angular velocity to torque, and translational velocity to torque, respectively;
q is the swimmer orientation. The mapping between moving bath particles and a
moving probe is not exact in this scenario.
In this brief chapter, we formulate the general framework for determining the force
on a probe in a bath of swimmers whose motion is affected by an external field. We
then compare the results in the absence of hydrodynamic interactions (HI) under
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Figure 9.1: Schematic of the fixed-probe microrheology of an active suspension under the
influence of an external field H . The probe of size R is fixed, while swimmers of size
a swim with speed U0 and reorient their direction of motion q due to random Brownian
fluctuations and a torque Lext induced by the external field. The swimmer’s displacement
from the probe is r; n is the outward-pointing unit normal of the probe (i.e. the unit vector
pointing along r).
the influence of a weak external field to the results found in the translating-probe
microrheology problem in Chapter 3.
9.1 Model system
We consider the problem of a spherical probe of size R in a bath of ABPs being
oriented by an applied fieldH (see Fig 9.1). The ABPs have a size a, swim velocity
of constant magnitude U0 = U0q (q is a unit vector that points in the direction of
swimming), and a reorientation time τR. When the suspension is sufficiently dilute,
the dynamics of this system are described by a single-particle Smoluchowski for
P(r, q, t)—the probability of finding a swimmer at a position r from the probe with
orientation q at some instance in time t. The probe does not enter into the equations
of motion, it serves only as a boundary (see Chapter 7). The general formalism for
the particle fluxes from Chapter 6 applies:
jT = [U0q +MUL · Lext −DTT · ∇r ln P −DTR · ∇R ln P]P, (9.1)
jR = [MΩL · Lext −DRT · ∇r ln P −DRR · ∇R ln P]P, (9.2)
where Lext = q ×H [1, 2], the translational flux of the swimmer is jT and the
rotational flux is jR. The translational diffusivity of a swimmer is DTT , its rotary
diffusivity isDRR and its coupled rotation-translation diffusivity isDRT = (DTR)†.
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We assume that there is an external force and torque acting on the probe particle
to keep it from translating or rotating upon collisions with the bath particles. This
changes the mobility functions MUL and MΩL from their usual definitions to
include interactions with a fixed probe, but allows us to unambiguously neglect
degrees of freedom for the motion of the probe; the effective mobility functions are
given in Appendix A.
Following the usual moments-averaging procedure [3], we derive the following
governing equations for the suspension:
∂
∂xi
[
U0mi + MULi j  j kpmkHpn − DTTi j
∂n
∂x j
]
= 0, (9.3)
ni
[
U0mi + MULi j  j kpmkHp − DTTi j
∂n
∂x j
]
= 0, r = Rc, (9.4)
n ∼ n∞, r →∞, (9.5)
∂
∂xi
[
U0
(
Qpi +
1
3
δpin
)
+ MULi j  j kr
(
Qkp +
1
3
δkpn
)
Hr + DTTi j
∂mp
∂x j
+DTRi j  j kpmk
]
+ MΩLi j pki jlrHr
(1
3
δkln +Qkl
)
+ DRTi j ikp
∂mk
∂x j
+DRRii mp − DRRip mi +
2
τR
mp = 0, (9.6)
ni
[
U0
(
Qpi +
1
3
δpin
)
+ MULi j  j kr
(
Qkp +
1
3
δkpn
)
Hr
+DTTi j
∂mp
∂x j
+ DTRi j  j kpmk
]
= 0, r = Rc, (9.7)
mp ∼ m∞p , r →∞, (9.8)
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∂
∂xi
[
U0
5
(
αqpsi − 53δpsδqi
)
mq +
1
5
MUFi j  j krHrαkpsqmq − DTTi j
∂Qps
∂x j
(9.9)
+DTRi j ( j kpQsk +  j ksQpk)
]
+
1
5
MΩLi j Hr j`r
(
pkiαk`sqmq + skiαk`pqmq
)
+DRTi j
∂
∂x j
(
ikpQsk + iksQpk
)
+
6
τR
Qps
−DRRi j (iks jmp + ikp jms)Qkm + DRRi j (2δi jQps − δ jsQip − δ jpQis) = 0,
ni
[
U0
5
(
αqpsi − 53δpsδqi
)
mq +
1
5
MUFi j  j krHrαkpsqmq − DTTi j
∂Qps
∂x j
+DTRi j ( j kpQsk +  j ksQpk)
]
= 0, r = Rc, (9.10)
Qps ∼ Q∞ps, r →∞. (9.11)
In deriving these equations, we made the closure 〈qqq〉 = α · 〈q〉/5, where α is
the fourth-order isotropic tensor [3].
We have a condition of no-flux at particle contact: n · jT = 0 at r = Rc ≡ (R + a),
but the far-field boundary condition has changed. Because the orienting field acts
on the swimmers, the suspension will have a nonuniform (generally anisotropic)
microstructure far from the probe’s surface: P∞ = n∞g0(q), where n∞ is the
uniform number density of swimmers and g0 is the orientation distribution function
in the presence of the external field [1]:
g0 =
χR
4pi sinh(χR)e
χRHˆ·q . (9.12)
The parameter χR = LextτR/ζR is a relative measure of the field strength; ζR is
the rotary (Stokes) drag on a swimmer. From this we may directly compute the
orientational moments of P∞ in the far field:
m∞ = n∞
∫
qg0 dq (9.13)
Q∞ = n∞
∫
(qq− I/3)g0 dq (9.14)
B∞ = n∞
∫
(qqq −α · q/5)g0 dq (9.15)
C∞ = n∞
∫
(qqqq − κ : (qq− I/3)/14 −α/15)g0 dq, (9.16)
where α and κ are the fourth- and sixth-order isotropic tensors respectively.
When the applied external field is strong, the field variables are principally aligned
with along the field’s unit director Hˆ: m∞ = coth χRHˆ ∼ Hˆ , Q∞ ∼ HˆHˆ ,
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B∞ ∼ HˆHˆHˆ , C∞ ∼ HˆHˆHˆHˆ, and so on. Because the principal components
of all moments are all aligned with the external field at large χR, including them
doesn’t give any more information about the structure of the number density, which
is all that is required to compute the force on the probe (microviscosity). If we make
the assumption thatm = nHˆ , we can close the governing equations and still have
a physically valid picture where the particles strongly align with the external field,
or the external force.
When the applied external field is weak, the suspension should be nearly isotropic,
and we expect the isotropic closures above to work well to leading order. That is, any
deviations from a uniform suspension in the far field (m∞, Q∞, B∞, etc.) should
be very small in this limit. Indeed we find
m∞ = (χR/3)Hˆ +O(χ3R), (9.17)
Q∞ = −χ2R/45(I − HˆHˆ) + 2χ2R/45HˆHˆ +O(χ4R), (9.18)
B∞ ∼ O(χ3R), C∞ ∼ O(χ4R)...,
which implies that the deviations from isotropy become weaker at higher order
closures. Neglecting nematic order would thus appear to be an error of O(χ2R), but
the deviation from the far-field nematic order Q is forced by terms proportional
to m∞, which is O(χR) (see Appendix B). Though we present the framework to
properly include nematic order, the results in section 8.3 only address the case where
Q and all higher-order structural moments are zero, as the primary objective is a
comparison with the translating probe-modes of microrheology.
9.2 Microviscosity: force on the probe
As in the fixed-velocity microrheology problem, the effective microviscosity of the
suspension may be inferred from the average force on the probe:
〈F ext〉 =
∫
MUL ·LextndV + ζP
∫
n ·DTTndS + ζP
∫
(∇ ·DTT )ndV,(9.19)
where
MUL = (MUF11 )−1 · {MUL11 · [MΩL11 −MΩF11 · (MUF11 )−1 ·MUL11 ]−1
·[MΩL12 −MΩF11 · (MUF11 )−1 ·MUL12 ] −MUL12 }, (9.20)
ζPD
TT = kBTI − (MUF11 )−1 ·DTT12 + (MUF11 )−1 ·MUL11 · [MΩL11 −MΩF11 · (MUF11 )−1 ·MUL11 ]−1
·[DRT12 −MΩF11 · (MUF11 )−1 ·DTT12 ], (9.21)
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are based on the usual two-sphere mobility functions [4] andDxy
αβ
= kBTM
xy
αβ
. As
the probe does not move, the appropriate quantity to which we compare the force
on the probe is
F bath = −6piηam∞U0/n∞, (9.22)
which is the force required to keep the probe fixed in a Newtonian solvent mov-
ing at the same velocity as the average velocity of the particles. The swim-
mers’ contribution to the effective microviscosity is thus defined as ηmicro =
|F ext − F bath |/|F bath |. If the probe were instead allowed to move—similar to
the fixed-force mode of microrheology—one would compare the speed of the probe
to the average velocity of the swimmers.
9.3 Linear response: no hydrodynamic interactions
In the absence of hydrodynamic interactions,MUL = 0, andMΩL = I/ζR, where
ζR = 8piηa3 is the rotary drag on the swimmers. As in Chapter 3, one can make
analytical progress in the case of Q = 0 (Appendix B). The microviscosity is
plotted in Fig. 9.2 as a function of `/Rc—where ` = U0τR is the run-length of a
swimmer—for various activity levels.
When swimming is weak, the Péclet number comparing swimming to thermal
diffusion is small Pes = U0Rc/DT  1, where DT is the bare Stokes-Einstein-
Sutherland (SES) diffusivity of the swimmer. In this limit the microviscosity is
ηmicro = 1 − 1
9
Pe2s . (9.23)
As in Chapter 3, the onset of swim-thinning is quadratic in the perturbation away
from equilibrium Pes, though the reduction is slightly less than in the translating
probe problem. Note that in Fig. 9.2, the thermal diffusivity Drel = DT for the
orienting field problem, and Drel = DP + DT , where DP is the SES diffusivity of
the probe for the translating probe problems.
In the continuum limit, `/Rc  1, we find
ηmicro = 1 −
√
3
2
`
Rc
, (9.24)
This is precisely the same result found for the translating-probe microrheology
problem in Chapter 3 to O(`/Rc)2. In the continuum limit, the swimmers’ behave
exactly like Brownian particles with an effective diffusivity DT + Dswim, where the
swim diffusivity Dswim = U20τR/6 is a mechanical diffusivity arising from their
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Figure 9.2: Plot of the fixed probe microviscosity for weak external fields: χR = HτR/ζR 
1, where H is the external field moving the probe, ζR is the rotational Stokes drag of the
swimmer, and τR is the reorientation time. The dashed lines are values of the microviscosity
as measured by the translating probe. Different colors correspond to different activity levels:
6Dswim/Drel = U20τR/DrelτR, where U0 is the swim speed and Drel is the appropriate
translational thermal diffusivity.
self-propulsive motion. The force required to keep the probe fixed in a bath of
passive Brownian particles moving at a constant velocity is equal and opposite to
the force required to move the probe at the same speed velocity through a quiescent
bath. Since the swimmers are effectively Brownian in the continuum limit, we
would analogously expect no difference between the fixed-probe and translating
probe results.
In the limit of strong swimming (`/Rc  1), ηmicro ∼ Pe−1s . We anticipate that
including nematic order would change this minimum to some constant less than 1
as in the translating-probe microrheology problems. The trends are nearly indis-
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tinguishable from the translating probe equivalents, though the figure reveals that
there is not exact quantitative agreement. We note that the force required to hold the
probe fixed will proportional to Fswimφ (F swim = ζU0q and φ = 4pin∞a3/3) and
thus may be large, even for dilute suspensions.
9.4 Future work: nonlinear response and hydrodynamic interactions
As with the linear response, we expect the nonlinear response to qualitatively, but
perhaps not quantitatively match the results from the translating probe cases studied
in Chapter 3. Indeed, one could even intuit that including the nematic order in
the linear response field would make the minimum microviscosity finite for highly
active suspensions.
Hydrodynamic interactions will play a qualitatively different role in this problem
as compared to the translating probe problem. Net motion of the swimmers due to
the external field requires that an equal volume of fluid be displaced in the opposite
direction. Thus there is no net displacement of the volume-averaged material
(fluid and particles) even when the swimmers all move in the same direction. The
suspension-averaged velocity and stress are thus divergence-free. In the absence of
the probe, this would result in a uniform fluid pressure and swim stress, and there
can be no material motion. When the probe is introduced, a net external force will
be required to keep the probe from moving [5], which can only be balanced by a
pressure gradient in the fluid and fluid motion (the swimmers are force-free).
In the absence of hydrodynamic interactions, asking what force is required to keep
the probe from translating is equivalent to asking what the phoretic velocity of the
probe is when it is allowed to move. Indeed, the free-probe problem is trivial for
passive bath particles in the absence of hydrodynamic interactions—the probe and
bath particles would both advect with the fluid at the same speed—but under the
influence of an external field it is truly the particles and not the fluid that are moving,
thus the microviscosity may change. When HI are considered, the fixed-probe and
free-probe problems are qualitatively different. If the probe moves, it is true force-
free, phoretic motion. The suspension-averaged stress and fluid pressure can thus be
uniform while still sustaining probe motion. If the probe is fixed, there is a non-zero
external force in the momentum balance, which can only be balanced by a pressure
gradient in the fluid.
It remains to be seen whether one could then find a negative microviscosity (or
even a negative intrinsic microviscosity). A negative microviscosity in the case of a
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fixed probe, implies that the structural disturbance of the probe allows the swimmers
near the probe surface to reverse direction and swim against the bulk flow. In the
free-probe problem, a negative microviscosity would imply that the probe is moving
faster than the bath that is carrying it along. This result is clearly unphysical, but
one would need to do the detailed calculations to find either the phoretic velocity of
the probe or the force required to keep the probe fixed.
Appendix
A: Mobility functions
For an external field, the mobility functions will turn out to be exactly the same as
those for the fixed spherical cavity in Chapter 6. The spherical probe of radius R is
held fixed (U1 = 0,Ω1 = 0) and the external forceF ext and torqueLprobe necessary
can be found from the force balance:
Fext1 = RFU12 · (RFU22 )−1 · Fother2 − Fother1 , (9.25)
The only ‘other’ forces to be considered in the above equation are from thermal
fluctuations; thus all the effects appear in the diffusive terms of the Smoluchowski
equation. From the force balances, one can show that
F ext = (RFU12 · (R22)−1UF +RFΩ12 · (R22)−1ΩF − I) · F B2
+(RFU12 · (R22)−1UL +RFΩ12 · (R22)−1ΩL) · (LB2 +Lext) (9.26)
Lprobe = (RLU12 · (R22)−1UL +RLΩ12 · (R22)−1ΩL) · (LB2 +Lext)
+(RLU12 · (R22)−1UF +RLΩ12 · (R22)−1ΩF) · FB2 , (9.27)
where FB2 = −kBT∇ ln P, LB2 = −kBT∇R ln P, and Lext = q ×H . As before,
proper components of the tensor (R22)−1 are
(R22)−1UF = (RFU22 −RFΩ22 · (RLΩ22 )−1 ·RLU22 )−1 (9.28)
(R22)−1ΩF = −(RLΩ22 )−1 ·RLU22 · (RFU22 −RFΩ22 · (RLΩ22 )−1 ·RLU22 )−1 (9.29)
(R22)−1ΩL = (RLΩ22 −RLU22 · (RFU22 )−1 ·RFΩ22 )−1, (9.30)
and (R22)−1ΩF = −(R22)−1UL by symmetry [4].
B: Analytical solution, χR  1
In the absence of hydrodynamic interactions the n and m governing equations
simpify to
∇ · [Pesm − ∇n] = 0, (9.31)
∇ · [1
3
PesIn + PesQ − ∇m] + γ2m − 23 χRγ
2(nHˆ − 3Q · Hˆ) = 0.(9.32)
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Wedefine the total fields in terms of the equilibriumvalues (denoted by infinities) and
their departures (denoted by primes): n = n∞+n′,m =m∞+m′,Q = Q∞+Q′.
Using this representation and the linearity of the governing equations, this allows
us to place the forcing from the orienting field at the no-flux boundaries:
∇ · [∇n′ − Pesm′] = 0; (9.33)
n · [∇n′ − Pesm′] = Pesn ·m∞, r = 1 (9.34)
n′→ 0, r →∞ (9.35)
∇ · [∇m′ − 1
3
PesIn′ − PesQ′] − γ2m′ + 23 χRγ
2n′Hˆ − χRγ2Q′ · Hˆ = 0;
(9.36)
n · [∇m′ − 1
3
PesIn′ − PesQ′] = Pesn · [Q∞ + 13In
∞], r = 1 (9.37)
m′→ 0, r →∞. (9.38)
Note that we have not yet specified the magnitude of χR.
Because the problem is linear, we choose to further decompose the disturbance fields
into three pieces: n′ = n1 + n2 + n3,m′ = m1 +m2 +m3, and Q′ is taken to be
zero.
The first component of the fields are defined to solve the following set of equations:
∇ · [∇n1 − Pesm1] = 0; (9.39)
n · [∇n1 − Pesm1] = 0, r = 1 (9.40)
n1 → 0, r →∞ (9.41)
∇ · [∇m1 − 13PesIn1] − γ
2m1 = 0; (9.42)
n · [∇m1 − 13PesIn1] = Pesn · [Q
∞ +
1
3
In∞], r = 1 (9.43)
m1 → 0, r →∞. (9.44)
The nematic order is smallQ∞ ∼ O(χ2R). ToO(χR), this is simply the concentration
profile around a stationary sphere [6] and it makes no contribution to the force on
the sphere:
n1 =
1
3Pe
2
s
2(1 + λ) + γ2
e−λ(r−1)
r
, (9.45)
where λ =
√
1
3Pe
2
s + γ2.
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The second components are defined as follows:
n2 = −12
Pes
1 + 13
Pe2s
γ2
m∞ · x
r3
, (9.46)
m2 = −13
Pes
γ2
∇n2, (9.47)
wherex is the position of the swimmer relative to the center of the probe. Because n2
is a dipole, it is harmonic and divergence free, thus the concentration field equations
are satisfied. The polar order field must be harmonic and satisfies the polar order
equation forced only by the gradient in n2. Both fields decay at infinity and satisfy
the contact condition for the concentration field:
n · [∇n2 − Pesm2] = Pesn · m∞. (9.48)
This term exists for all χR. The third components must then satisfy the following
equations:
∇ · [∇n3 − Pesm3] = 0; (9.49)
n · [∇n3 − Pesm3] = 0, r = 1 (9.50)
n3 → 0, r →∞ (9.51)
∇ · [∇m3 − 13PesIn3] − γ
2m3 +
1
3
χRγ
2(n1 + n2 + n3)Hˆ = 0; (9.52)
n · [∇m3 − 13PesIn3] = −n · [∇m2 −
1
3
PesIn2], r = 1 (9.53)
m3 → 0, r →∞. (9.54)
The governing equation for m3 contains all of the effects of the external field.
Because n1 ∼ O(1) and n2 ∼ O(χR),m3 ∼ O(χR) to leading order, which in turn
implies that n3 scales as χR to leading order as well. This means that the leading
order equation form3 is forced only by n1 in the bulk and is forced at the boundary
by the fields from Problem 2, which are both O(χR). Thus we can now easily
decouple the concentration and polar order fields through familiar methods (see
Chapter 3) and solve the problem.
If we define n1 = n∞A1e−λr/r for the sake of brevity, we can write n3 in terms of
two unknown coefficients:
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n3 = B3
m∞ · x
r3
− A3Pes
λ2
m∞ · xe
−λr
r
(λ
r
+
1
r
2)
− Pes
λ4
γ2A1m∞ · xe
−λr
r
(λ
r
+
1
r2
)
− Pes
λ2
A1γ2
m∞ · x
r
e−λr
( 3
4λ2r2
+
3
4λr
+
1
2
)
.
(9.55)
The polar orderm3 is
m3 = C3e−γrm∞·
{
I
r
− 1
γ2
[(
3
xx
r5
− I
r3
)
(γr + 1) + γ2xx
r3
]}
+
1
3
Pes
γ2
B3m∞ ·
(
3
xx
r5
− I
r3
)
− γ
2
λ2 − γ2 A1m
∞ e−λr
r
+ A1γ2
2λ2 − γ2
λ4(λ2 − γ2)e
−λrm∞·
[(
3
xx
r5
− I
r3
)
(λr + 1) + λ2xx
r3
]
+
A3
λ2
e−λrm∞·
[(
3
xx
r5
− I
r3
)
(λr + 1) + λ2xx
r3
]
+
γ2
λ2
A1e−λrm∞·
[ 3
4λ2
(λr + 1)
(
3
xx
r5
− I
r3
)
+
1
2
(xx
r3
− I
r
)
+
3
4
xx
r3
+
λ
2
xx
r2
]
,
(9.56)
and the coefficients A3, B3, andC3 satisfy the following algebraic equations (derived
from the no-flux boundary conditions):
2B3
(
1 +
1
3
Pe2s
γ2
)
− 2C3Pes 1
γ2
e−γ(1 + γ) + A1e−λ(2 + 2λ) Pesγ
2
λ2(λ2 − γ2) = 0 (9.57)
− C3e−γ
( 3
γ2
+
3
γ
+ 2 + γ
)
+ B3
Pes
γ2
+ A1
γ2
λ2 − γ2 (λ + 1)e
−λ
+ (3 + 3λ + λ2)e−λ
( A3
λ2
+ A1
γ2
λ4
(2λ2 − γ2
λ2 − γ2
))
+
A1
λ2
γ2e−λ
(5
4
+
9
4λ
+
λ
2
+
9
4λ2
)
=
Pe2s
2γ2
1 + 16 β2
(9.58)
C3e−γ
1
γ2
(9 + 9γ + 4γ2 + γ3) − 3B3Pes
γ2
− (9 + 9λ + 4λ2 + λ3)e−λ
( A3
λ2
+ A1
γ2
λ4
(2λ2 − γ2
λ2 − γ2
))
− A1 γ
2
λ2
e−λ
(14
4
+
27
4λ
+
27
4λ2
+
5λ
4
+
λ2
2
)
− 1
3
Pes
[
B3 − A3Pes
λ2
(λ + 1)e−λ − A1γ2Pes
λ4
(λ + 1)e−λ
− A1γ2Pes
λ2
e−λ
( 3
4λ2
+
3
4λ
+
1
2
)]
= −
1
6Pe
2
s
1 + 16 β2
−
3Pe2s
2γ2
1 + 16 β2
.
(9.59)
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The force required to hold the sphere fixed is
F = −m∞kBT 4pi3 a
2
[
B3 − A3Pes
λ2
(λ + 1)e−λ − A1γ2Pes
λ4
(5
4
+
5λ
4
+
λ2
2
)]
. (9.60)
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