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ABSTRACT  
The Semantic Web, especially in relation to 
ontologies, provides a structured, formal framework for 
knowledge interoperability.  This trait has been exploited by 
both the biomedical community in development of the Human 
Gene Ontology [1] and also by geographers in development of 
geospatial ontologies [2].  Using semantic relatedness 
techniques, researchers from both communities have been able 
to develop and integrate comprehensive knowledge bases.  
Beyond knowledge integration, semantic relatedness 
techniques have also been able to provide each community 
with unique insights into relationships between concepts in 
their respective domains.  In the engineering community, 
semantic relatedness techniques promise to provide similar 
insights into product development processes.  
This paper explores the application of semantic 
relatedness techniques to ontologies as a means towards 
improved knowledge management in product development 
processes.  Several different semantic relatedness techniques 
are reviewed, including a recently developed meronomic 
technique specific to domain ontologies.  Three of these 
techniques are combined to create a semantic relatedness 
measure specifically designed to identify and rank underlying 
relationships that exist between aspects of the product 
development process.  Four separate case studies are then 
presented to evaluate the relative accuracy of the developed 
algorithm and then assess its effectiveness in exposing 
underlying relationships. 
 
 
 
 
1. INTRODUCTION 
The successful development of a product requires the 
timely execution of many complex steps.  At each step 
decisions are made, and their implications often affect the 
many other aspects of the development process.  Additionally, 
steps of the development process are frequently revisited and 
manipulated, usually resulting in further changes in 
information.  While understanding the comprehensive 
knowledge associated with individual stages of the product 
development process is important, it is equally important to 
understand how this knowledge interacts. 
Ideally, relationships between each stage should be 
fully exposed and made computable, so that software tools can 
help engineers understand these interactions and perhaps 
predict the impact of changes to a product.  To best achieve 
this, however, the knowledge associated with each stage must 
be made explicit.  This explicitness can be offered through 
formal, structured, frameworks provided by ontologies. 
 
1.1 Relationships in Product Development 
Design, analysis, and manufacturing are a few of the 
many stages associated with the product development process.  
Understanding how and where these stages interact is essential 
to understanding the product as whole.  While some of these 
relationships may be considered obvious, other relationships 
may be more subtle. Two such relationship types that are 
associated with and frequently play an important role in 
understanding the product development process include the 
“component of” (or “part of” relationship), and the “similar,” 
or “like” relationship.   
The ability to understand and identify similarities, or 
“likeness,” between product information can be extremely 
beneficial, as much of a product design is not original design 
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but actually redesign [3].  Similarities regularly exist between 
not only new and existing products but also within a single 
product at different stages of the development process.  
Though recognizing similarities is important, the ability to 
recognize “part of” relationships creates an environment 
where changes in component knowledge can be reflected in 
assembly knowledge.  Additionally, transitive associations 
made through “part of” relationships can provide insight into 
downstream implications as a result of changes within an 
integrated knowledge framework. 
In discussing the decision process, Mark Jennings of 
the Ford Motor Company [4] introduces a scenario that 
exemplifies the importance of understanding product 
development relationships.  Jennings discusses a trade-off 
between vehicle cabin comfort and vehicle fuel economy.  
Jennings states one approach to improving fuel economy is 
reducing the load on the air conditioner, including: improved 
AC components, more intelligent control systems, and 
reduction of interior thermal mass (e.g. lighter seats).  While 
the first two alternatives are rather intuitive, the final load 
reduction alternative presents an interesting case.  The rather 
distant influence between interior thermal mass and improved 
fuel efficiency presents the type of situation the methodology 
presented in this paper is meant to address.  The final case 
study presented in this paper addresses how such underlying 
relationships may be exposed through the developed 
techniques. 
 
1.2 Works in Ontologies and Semantic Relatedness 
In the past, ontologies have demonstrated the ability 
to capture a substantial amount of detail associated with the 
product development processes while also providing sufficient 
adaptability.  Early pioneers of this movement towards 
ontologies included researchers at NIST in development of the 
NIST Design repository, which has endorsed ontologies as a 
means to represent essential product information, including 
form, function, and behavior [5].  At Georgia Tech, Bajaj et al. 
have explored product knowledge interoperability and life-
cycle management through ontology-based methods [6].  At 
Clemson University, Mocko et al. [7] have also acknowledged 
the advantages provided by ontologies in engineering 
information management due to underlying description logic.  
At the University of Cambridge, Ahmed et al. [8] have 
developed a methodology for creating ontologies meant to 
assist in managing product design knowledge.  Collaborative 
works by Pennsylvania State University and University of 
Missouri-Rolla have adopted ontologies to represent product 
family design knowledge [9]. Work by Kim et al. [10] at 
Wayne State University has resulted in the development of an 
information-sharing paradigm, called Semantic Assembly 
Design Modeling (SADM), to facilitate product development 
collaboration.  In recent works the NSF Center for e-Design 
group at the University of Massachusetts Amherst have 
developed several web-based modular ontologies for 
representing different aspects of the product development 
process, including design representation, engineering analysis 
and modeling, design optimization, and decision making [11-
15]. 
Ontologies have been adopted by both the biomedical 
community in development of the Human Gene Ontology [1] 
and also by geographers in development of geospatial 
ontologies [2] as a preferred means of knowledge 
representation and integration.  Using semantic relatedness 
techniques, researchers in these domains have developed and 
integrated comprehensive knowledge bases for their respective 
communities.  Semantic relatedness techniques have provided 
each community with unique insights into relationships which 
exist between concepts in their respective domains.  In the 
engineering community, relatedness techniques have been 
adopted as a method for improving knowledge retrieval [16], a 
popular application.  However, the full potential of relatedness 
techniques has yet to be realized by the engineering 
community.  Properly employed, these techniques can provide 
new insights into the product development processes by 
exposing dependencies and inter-relationships across the 
various product development disciplines.   
Ontologies provide a framework where underlying 
relationships in the product development process can be not 
only identified but also quantified.  When modeled in an 
ontological framework, aspects within each stage of a product 
development process assume relationships inherently 
associated with ontologies.  In this manner, the “part of” and 
“like” relationships that were briefly discussed in Section 1.1. 
in the context of product development can be related back to 
ontologies.  While “part of” relationships are native to 
ontologies and rather transparent, the notion transitiveness 
through multiple associations made across a framework is not.  
It is this transitiveness between instantiations of product 
knowledge that allows for the identification of downstream 
implications.  Similar, or “like,” concepts within a framework 
become difficult to discern if not located nearby in a 
hierarchy.  With the enormous amount of classes that may be 
associated with a domain or domains, concept relationships 
may quickly become obscure.  Fortunately, ontologies provide 
the structure and content necessary for exposing distant 
relationships through the application of semantic relatedness 
algorithms. 
The ability to identify and quantify relationships 
amongst aspects of the product development process within a 
distributed knowledge base offers two significant advantages. 
First, it can provide an understanding of how and where the 
introduction of new information will affect existing 
information.  Second, it can provide a method for measuring 
the strength or importance of relationships between concepts.  
These advantages can be used to support the decision making 
process by identifying which concepts may influence a 
decision and subsequently rank these concepts to determine 
which may have the greatest impact on a decision.  While the 
ability to rank the many different aspects which go into 
making a decision is promising, this paper focuses primarily 
on eliciting influential relationships throughout the product 
development process.   
 
1.3 Enhanced Knowledge Management through 
Influential Relationships  
The authors have previously proposed methods to 
facilitate and guide portions of knowledge management in 
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product development using description logic and horn rules in 
the form of the Semantic Web [17].  These methods were able 
to exploit the ability of ontologies to both explicitly model 
domain knowledge within a distributed framework and create 
inherent relationships independent of an instantiated 
knowledge base.  The knowledge management capabilities of 
ontologies were augmented by introducing the concept of 
cohesiveness through causal relationships (influences) in the 
context of a distributed information framework.  These 
influences provide the ability to a framework to recognize 
when and how changes in the state of information in one 
segment affect the state of information in other segments.  The 
expressions of influences in the product development process 
were shown in [17] to: 
1) Enable corroboration of knowledge instantiations 
2) Help maintain consistency during the knowledge 
instantiation process 
3) Minimize redundancy in the knowledge 
instantiation process 
To realize the potential of these three points by 
expressing influences across a distributed framework, 
pertinent relationships must first be identified. To this end, this 
paper presents a systematic approach in the development of a 
method for identifying and quantifying relationships across 
multiple domains in distributed ontologies.  The developed 
semantic relatedness algorithm operates on the inherent 
relationships formed in an ontological knowledge structure to 
identify influences and dependencies in the product 
development process.   
 
2. SEMANTIC RELATEDNESS 
2.1 Overview 
The term “semantic relatedness” refers to human 
judgments of the degree to which a given pair of concepts is 
related [18].  Semantic relatedness encompasses several types 
of lexical relationships, including synonymy, or “like,” 
hyponymy/ hypernymy, meronomy/holonymy, antonymy, as 
well as any other unsystematic relationships such as a 
functional relationship.  The hyponymy relation, also known 
as the “is-a” relation, is typically seen in a subsumption 
hierarchy, such as an ontology, and its inverse is known as 
hypernymy. Any relationship from the group of “component 
of”, “member of”, and “substance of” relationships can be 
considered meronomic, and holonymic relationships are their 
inverses.  The antonymic relationship is also known as the 
“complement of” relation [19].   
Concept pairs are considered semantically similar 
only when one or all of the relationships from the group of 
synonymy/hyponymy/hypernymy hold.  To explain how two 
concepts may be semantically related yet not necessarily 
similar, Resnik uses an example of a car and gasoline.  Resnik 
[20] states, “for example, cars and gasoline would seem to be 
more closely related than, say, cars and bicycles, but the latter 
pair are certainly more similar.” Intuitively, a closer 
association may be found between gas and car than car and 
bike.  However, using a strictly feature-based comparison, the 
bicycle is more like, or similar to, the car.  
  
2.2 Semantic Relatedness Techniques 
Semantic relatedness measures can be classified 
within four distinct categories. They include; context vector, 
feature matching, path distance, and information content (IC) 
[18, 21-22].  Context vector measures were introduced by 
Patwardhan and Pedersen [23] as a means for providing a 
more general representation of relatedness, though they can be 
computationally intensive [18].  Tversky introduced feature 
matching methods [24] to compare two concepts and 
expresses similarity as a ratio of the measures of their 
common and distinctive features.  Path distance methods [25] 
typically measure semantic relatedness by identifying the 
shortest path between two concepts in a hierarchy and 
counting the number of edges between them.  The information 
content measure, first introduced by Resnik [26], addresses 
perceived limitations of path distance measures.  Resnik 
surmised that the similarity between concepts could be 
measured from the frequency of a common concept’s 
occurrence in a given corpus.   Hybrid methods have also been 
proposed, such as the semantic distance measure, which is the 
inverse of semantic relatedness, proposed by Jiang and 
Conrath [27] based on a weighted edge counting interpretation 
and applying IC as a decision factor. 
Significant research has been done in each of these 
areas, with multiple measuring techniques developed for each 
category, as well as some techniques which use a combination 
of measures.  For the purpose of identifying influences in the 
product development process, each type of relatedness 
measure, including those specifically for measuring semantic 
similarity, was considered.  The following subsections will 
highlight research in each of these measures, as well as 
address their role in developing a technique for identifying 
influences within a product development framework. 
 
2.2.1. Path Distance.  Path distance techniques 
use the distances between nodes in a hierarchy to measure 
semantic relatedness.  The most simplistic path distance 
technique uses summation of path lengths, i.e. a count of the 
number of edges between concepts, to measure similarity 
between concepts.  Rada et al. [25] propose semantic 
relatedness can be measured by identifying the shortest path 
between two concepts in a hierarchy by counting the number 
of edges and applied it to the MeSH ontology.  Rada’s 
technique operates on an “is-a” hierarchy where more general 
concepts exist at root notes and specificity increases in leaf 
notes, ideal for measuring relatedness within an ontology.   
Variations of Rada’s approach take into account the 
generality differences in subsumption relationships by scaling 
relatedness values based on the overall depth of taxonomies.  
Both Wu and Palmer [28] and Leacock and Chodorow [29] 
propose path distance measures dependent on the depth of the 
hierarchy.  Wu and Palmer propose relatedness can be 
measured as: 
ݎ݈݁ሺܿଵ, ܿଶሻ ൌ 2ܪଵܰ ൅ ଶܰ ൅ 2ܪ (1) 
where N1 and N2 are the number of “is-a” lengths, or edges, 
from concept c1 and c2 respectively to the least common 
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subsumer C and H is the number of “is-a” links from C to the 
root concept of the ontology.  The least common subsumer, or 
lcs, is also known as the most specific common subsumer, is 
the most specific concept both c1 and c2 belong to. 
Hirst and St Onge [30] propose a path distance 
method which takes into account change of direction by the 
path.  They surmise that the more the path direction changes, 
the less related two concepts are: 
ݎ݈݁ሺܿଵ, ܿଶሻ ൌ ܥ െ ݌ܽݐ݄ ݈݁݊݃ݐ݄ െ ݇ כ  ݀ (2) 
where d is the number of changes of direction in the path and 
C and k are constants. 
Nguyen and Al-Mubaid [31]propose a path length 
measure which takes into account the depth of the least 
common subsumer.   
ܵ݅݉ሺܿଵ, ܿଶሻ      ൌ  ݈݋݃ଶሺሾ݈ሺܿଵ, ܿଶሻ െ 1ሿ כ 
                           ൣܦ െ ݀݁݌ݐ݄൫݈ܿݏሺܿଵ, ܿଶሻ൯൧ ൅ 2ሻ (3) 
where ݈ሺܿଵ, ܿଶሻ is the shortest distance between c1 and c2, 
݀݁݌ݐ݄൫݈ܿݏሺܿଵ, ܿଶሻ൯ is the depth of the lcs of c1 and c2, and D is 
the overall depth of the hierarchy. 
Although many path-based techniques use count only 
the “is-a” relationships, path distance measures may also be 
used to calculate “part of” relationships.  As Jiang and Conrath 
[27] note, “although many edge-based models consider only 
the IS-A link hierarchy and the hyponym/hypernym (IS-A) 
link is the most common concern, other linktypes/relations, 
such as meronym/holonym, should also be considered as they 
would have different effects in calculating the edge weight.”   
Path distance measures present an interesting 
approach to measuring concept relatedness within the product 
development process.  However, as the vision is to measure 
relatedness within a distributed environment, there is 
significant potential for inaccurate measurements due to large 
variances between both the number of root classes and the 
depth of conjoined ontologies. 
 
2.2.2. Information Content and Context 
Vector.  Path distance measures are not generally considered 
the most effective measurement of relatedness, especially 
when dealing with large taxonomies.  As Resnik [26] notes, 
“A widely acknowledge problem with this approach, however, 
is that it relies on the notion that links in the taxonomy 
represent uniform distances.  Unfortunately, uniform link 
distance is difficult to define, much less control.”  
Discrepancies may be caused by the path directions taken 
when measuring “is-a” relationships as well as the 
inconsistencies that may be created based on the generalities 
of the linked concepts.  
The information content measure was first introduced 
by Resnik [26] to address perceived limitations of path 
distance measures.  Resnik surmised that the similarity 
between concepts could be measured based on the frequency 
of its occurrence in a given corpus, characterized within the 
information content measure of the lcs.  The information 
content, or IC, of a concept is calculated as: 
ܫܥሺܿሻ ൌ െlog  ቆ ݂ݎ݁ݍሺܿሻ݂ݎ݁ݍሺݎ݋݋ݐሻቇ (4) 
where freq(c) is the frequency of concept c and freq(root) is 
the frequency of the root concept of the hierarchy.  Resnik 
then uses the IC value of the lcs of the two concepts being 
compared to measure their similarity: 
ܵ݅݉ሺܿଵ, ܿଶሻ ൌ  ܫܥሺ݈ܿݏሺܿଵ, ܿଶሻሻ (5) 
Variations on Resnik’s approach were introduced by 
Jiang and Conrath [27] and Lin [32]. The Lin method 
introduces a scalar function into Resnik’s approach based on 
the IC value of the two concepts being compared. The Jiang 
and Conrath semantic distance measure (inverse of semantic 
relatedness) incorporates the IC of the two concepts of based 
on a weighted edge counting interpretation and using IC as a 
decision factor.  This distance measure is as follows: 
ܦ݅ݏݐሺܿଵ, ܿଶሻ ൌ  ܫܥሺܿଵሻ ൅ ܫܥሺܿଶሻ െ 2כ ሺ݈ܿݏሺܿଵ, ܿଶሻሻ (6) 
where ܿଵ and ܿଶ are the concepts being compared and ܫܥሺܿሻ ൌെ log ݌ሺܿሻ.   
While these measures are widely used when 
calculating semantic relatedness, they are all considered 
corpus-based and therefore require relating a large corpus of 
text to a general ontology such as WordNet [33-34].  Context 
vector measures such as that proposed by Patwardhan [23] 
also require relating a text corpus to a structured body of such 
as WordNet.  Consequently, citing the aforementioned 
reasons, the IC measures are better suited for lexical 
ontologies, and do not translate well for identifying 
relationships in a distributed development process framework 
where domain ontologies are necessary.  An arguably similar 
alternative approach, however, involves feature matching. 
 
2.2.3. Feature Matching.  Measuring semantic 
relatedness through feature matching provides similar 
advantages to those of IC but without the need for a large 
corpus of text.  Tversky’s [24] original feature matching 
method compares two concepts and expresses similarity as a 
ratio of the measures of their common and distinctive features:  
ݏ݅݉ሺܿଵ, ܿଶሻ ൌ |ܿଵ ת ܿଶ||ܿଵ ת ܿଶ| ൅ ߙ|ܿଵ െ ܿଶ| ൅ ߚ|ܿଶ െ ܿଵ|  
          ߙ, ߚ ൒ 0 
(7) 
where ܿଵ and ܿଶ are two distinct concepts, ሺܿ1 ת ܿ2ሻ represents 
the features shared by both concepts, ሺܿ1 െ ܿ2ሻ represents the 
features held by ܿଵ but not ܿଶ and ሺܿ2 െ ܿ1ሻ represents features 
held by ܿଶand not ܿଵ.  The scalers ߙ and  ߚ are used to specify 
the importance of each concept.  This model also allows for 
the evaluation of asymmetric similarity, for instance the 
similarity between car and bike may not be the same as 
between bike and car, based on the weights assigned to the 
scalars.   
Tversky’s measure can be simplified as in Dice’s 
measure [35], where ߙ and  ߚ are each equal to 0.5, a common 
measure in information retrieval.  Relatedness becomes: 
ܴ݈݁ௗ௜௖௘ሺܿ1, ܿ2ሻ ൌ 2 כ |ܿ1 ת ܿ2||ܿ1| ൅ |ܿ2|  (8) 
Most feature matching techniques can be traced back 
to Tversky’s,   In fact, Cross [36] proposes that path distance, 
IC, and feature matching are all very much related from the 
 5
perspective of Tversky’s parameterized ratio model of 
similarity.  Because feature matching does not require the 
large corpus of text required by IC it is better suited for 
comparing ontological concepts in domain-specific ontologies.  
When identifying similarities between domain concepts 
associated with product development, feature matching is 
ideal as it allows the comparison of domain attributes. 
 
2.2.4. Combination Techniques.  Combinations 
of the four types of measures just reviewed have been 
developed to exploit each measure’s strengths.  One such 
combination is the one Nguyen and Al-Mubaid [37] involving 
path length and common specificity, or CSpec.  The 
combination measure is defined as: 
ܦ݅ݏݐሺܿଵ, ܿଶሻ ൌ ݈ ݋݃ሺሺܲܽݐ݄ െ 1ሻఈ כ ሺܥܵ݌݁ܿሻఉ ൅ ݇ሻ (9) 
where CSpec is a measure of IC, c1 and c2 are separate 
concepts, Path is the shortest path distance between c1 and c2, 
ߙ and  ߚ are contribution factors greater than zero, and k is an 
integer greater or equal to 1. 
Othman et al. [38] propose a combination algorithm 
consisting of a path distance measure which takes into account 
the depth of the hierarchy as well as an IC measure. They’re 
proposed algorithm is: 
ܦ݅ݏݐሺܿଵ, ܿ௡ሻ ൌ ෍ ܦሺܿ௜ሻ כ ܧሺܿ௜ሻ כ ሺ
௡ିଵ
௜ୀ଴
ܫܥሺܿ௜ିଵሻ െ ܫܥሺܿ௜ሻሻ (10) 
where D is a path distance measure which takes into account 
the depth of the hierarchy and E is a path distance measure 
which takes into account path length.  This algorithm was 
developed with the ability to compare multiple concepts by 
running the algorithm multiple times. 
Both of the aforementioned combination approaches 
were specifically developed to measure semantic similarity 
between ontologies.  To establish correspondences between 
ontologies, sets of overlapping concepts, concepts which are 
similar in meaning but have different names or structure, as 
well as concepts which are unique to each ontology, must be 
determined [39].  The process of making multiple ontologies 
consistent and coherent with one another using many of the 
techniques just reviewed is known as ontology alignment. In 
essence, ontology alignment techniques are semantic 
relatedness measures developed specifically for ontologies.  
  
3. RELATEDNESS IN DOMAIN ONTOLOGIES 
Despite the seeming abundance of methods for 
measuring semantic relatedness, a common underpinning is 
that they require a large corpus of text and the use of tools 
such as WordNet to implement them.  As Pedersen et al. note 
“Measures of relatedness are automatic techniques that 
attempt to imitate human judgments of relatedness.  Many 
such techniques already exist in the realm of domain-
independent Natural Language Processing.  However, the lack 
of domain-specific coverage of the resources used by these 
measures makes them ineffective for use in domain specific 
tasks,” when referring to aforementioned corpus-based 
techniques [18]. 
The practice of ontology alignment [40] has resulted 
in many of these lexical-based measures being successfully 
converted into the realm of domain ontologies, where 
relationships exist between concepts in lieu words, and the 
objective is to match concepts [39].  Based on Rahm and 
Bernstein’s work [41], Euzenat and Valtchev [42] are able to 
separate ontology alignment techniques into five distinct 
categories: 
1) Terminological comparison: comparing the labels of 
entities 
2) Internal structure comparison: comparing domain 
attributes (e.g. the value range or cardinality of their 
attributes) 
3) External structure comparison: comparing the relations 
of the entities with other entities 
4) Extensional comparison: comparing the known 
extension of entities, i.e. the set of other entities that 
are attached to them ( e.g. classes and instances) 
5) Semantic comparison: comparing the interpretations (or 
more exactly the models) of the entities  
Multiple methods have been developed for each of 
these categories.  The extensional comparison approach taken 
by d’Amato et al. [22]  measures relatedness between 
individuals expressed in description logic and is based on 
feature matching techniques.  Meaedche and Staab [43] use an 
internal structure comparison technique in which the extent 
that two relations match, or overlap, is based on a calculated 
geometric mean value of how similar their domain and range 
concepts are, which again can be interpreted as a type of 
feature matching.  In their OntoNL alignment tool, 
Karanastasi and Chistodoulakis [44] use a combination 
technique that employs both a feature-based, asymmetrical 
approach in which properties are compared, as well as a 
conceptual distance approach where a path distance is 
measured.   
Previous applications of ontology alignment include 
agent communication, web service integration, ontology-
driven data integration, and schema matching, among others. 
[45]  Tools such as OntoNL [44] have used similarity 
measures to match concepts in domain ontologies and promote 
the alignment of ontologies.  Of the techniques just mentioned, 
all can be considered semantic similarity techniques, hence 
restricted to measuring synonymy or hyponymy/hypernymy, 
as opposed to measures for more general relationships, such as 
meronomy. 
 
3.1 Past Applications 
Semantic relatedness provides a quantifiable measure 
for comparing concepts and has begun to play an important 
role in communicating between ontologies.  Outside of 
traditional computational linguistics, semantic relatedness 
techniques have been applied to support the management of 
knowledge in several other areas, including the development 
and support of the Human Gene Ontology [1]as well as the 
Geographic Information Systems [2]. 
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The Human Genome biomedical ontologies include 
MeSH [46], SNOMED-CT [47] , and ICD9-CM1.   This large 
project has required the cooperation and contribution of many 
from across the globe, epitomizing the need for methods to 
support interoperability in a distributed environment.  While 
the domains used throughout in defining the human gene may 
be comparable or even equivalent, they do not always share 
the same name.  Semantic relatedness-based techniques have 
been enlisted to compare domains created in support of the 
gene ontology, providing methods for crossing both language 
and geographical boundaries. 
With GML (Geography Markup Language), 
techniques based on semantic relatedness have been employed 
to match concepts in Geographic Information Systems [48]. 
These measures allowed similarities between geographic 
features used in the geographic information systems to be 
identified, supporting the identification of objects that are 
conceptually close but not identical. 
In the engineering community, Li et al. [16] have 
adopted semantic relatedness techniques as a means to assist 
in engineering knowledge acquisition.  Li et al. adopt Resnik’s 
IC technique to measure the relevance of relationships formed 
in their Engineering Ontology (EO).  Provided with a text 
corpus of domain-specific documents on which the EO is 
applied for information retrieval purposes, they weight the 
relevance of the relationships created in their EO ontology to 
improve the accuracy of their information queries. 
Similar relatedness applications can conceivably have 
a significant impact on knowledge management in engineering 
by providing the ability to identify relationships throughout 
the product development process.  The intention is not to 
match similar or like concepts between multiple distributed 
ontologies as seen in other implementations, but rather to 
measure relationships in hope of indentifying when an 
instance of one concept either influences or dictates the value 
of an instance of another.   
 
4. ALGORITHM FOR IDENTIFYING RELATIONSHIPS 
IN THE PRODUCT DEVELOPMENT PROCESS  
A high quality product development process requires 
knowing and understanding the effect of design changes at the 
various product development stages.  The developed method is 
intended to identify influences and dependencies in an 
ontological product development framework.  When a change 
to one knowledge instantiation in a knowledge base has an 
effect on another knowledge instantiation, this is considered 
an influence.   
Existing ontology alignment techniques were 
explored as methods which may be able to contribute to 
identifying the necessary relationships, as the adaptation for 
existing techniques between lexical and domain ontologies 
had already been achieved.  The semantic comparison 
approach, as was the terminological approach, is better suited 
for concept matching, requiring the use of string matching or 
lexical ontologies.  Though useful, the external comparison 
techniques were not chosen, as both the breadth and depth of 
                                                 
1 International Classification of Diseases, 9th revision, Clinical 
Modification 
the ontologies being measured may vary greatly.  The 
extensional comparison techniques depend on an instantiated 
knowledge base, as was the case during the development of 
FIDOE [49].  While effective, the goal of this research was to 
provide a method for identifying relationships without the 
need of an instantiated knowledge base.  The chosen methods 
for identifying relationships can be considered internal 
structure comparisons, as properties and ranges were of 
interest. 
While effective, the ontology alignment initiative 
unfortunately does not involve all measures of relatedness.  
Consequently, more generic measures of relatedness, beyond 
measuring likeness between concepts, have yet to be 
established within domain ontologies.  While similarity 
relationships are important to identifying influences in product 
development, more general types of relationships are 
instrumental as well.  To address this, a relationship type 
traditionally relegated to measuring relatedness in lexical 
ontologies, call meronomy, was adopted.   
 Revisiting the semantic relatedness example between 
gas and a car reveals that fuel can be considered part of a car, 
since fuel is required to realize its transportation function. A 
more obvious example of meronomy is comparing a car 
engine and a car, noting that the engine is part of the car.  
However, without the engine the car is still a car.  
Alternatively, a comparison between steel and a car reveals 
that steel represents a significant portion of the car, since steel 
is the primary material used in most cars.  Intuitively, the 
conclusion can be drawn that steel has a stronger meronomic 
relationship to a car than an engine does, as most of a car is 
comprised of steel, including the engine.  Hence, a properly 
constructed relatedness measure should have the ability to 
quantify such intuition and evaluate how much one concept is 
“part of” another in a domain ontology.   
In the developed algorithm established alignment 
techniques are combined with a new meronomic relatedness 
measure.  Three different measures were adopted in 
development of a combination algorithm for measuring 
semantic relatedness in the product development environment:  
1) The feature-based measure, taken in the context of 
information modeling, involves mapping concept 
properties.  The more properties shared between two 
concepts the closer related they are.  As the number 
of shared properties between concepts increase, the 
strength of the relationship increases.  
2) Once feature-mapping has been completed, and the 
features used in the two concepts being compared 
have been identified, the remaining features which 
have not been identified as matches are compared 
based on their ranges.  The ranges of the properties 
do not necessarily have to be equal for the two 
properties to be similar; they would also be similar if 
they fall in the same semantic neighborhood, which 
may include a concept and several surrounding 
concepts.  For instance, one property may have a 
range of “analysis model” while another may have a 
range of “model.”   
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3) A meronomic relatedness measure was developed 
specifically for domain ontologies.  This meronomic 
relationship is founded on the principal that when a 
concept is a range of second concept’s property, that 
concept can be considered “part of” the second 
concept.  It is important to note that the significance 
of this relationship may vary depending on the 
context in which the association is made. This 
context may vary based on the attributes used to 
make an association and the implications of an 
association.  For instance, the values of the properties 
used to define an engineering model will intuitively 
influence the definition of the model itself. 
Alternatively, an optimization model association 
made through a “name” attribute may not be relevant 
to its outcome, but still contributes to defining an 
instantiation of model knowledge.  
Because this relatedness algorithm has been 
developed specifically for identifying possible influences in 
the product development process, comparisons of data-type 
values will be ignored, as data-type properties do not create 
relationships between concepts.  The properties of interest are 
only those of object-type.  While these may be of importance 
when trying to identify equivalent concepts, the purpose here 
is only to identify relationships in the product development 
process.  These relationships will then be used to achieve a 
greater insight into the effects of changes and decisions made 
during the product development process as characterized 
within a semantic framework.   
Details associated with each component of the 
developed algorithm are reviewed in the follow section, 
followed by their integration into a single hybrid algorithm. 
 
4.1 Feature Comparison Measurement 
The feature comparison component is founded on 
Tversky’s feature based similarity measure [24] where: 
 
ܴ݈݁௙௘௔ሺܿଵ, ܿଶሻ ൌ
ห ௖ܲభ ת ௖ܲమห
ห ௖ܲభ ת ௖ܲమห ൅ ߙห ௖ܲభ െ ௖ܲమห ൅ ߚห ௖ܲమ െ ௖ܲభห
 
       ߙ, ߚ ൒ 0 
(11) 
Here, ௖ܲభ and ௖ܲమ are properties which belong to two concepts 
c1 and c2, respectively, and α and β are scalars.  In this 
measure, the set of properties used to define an initial concept 
is compared with a second concept.  The two scalars, α and β, 
are used to assign a weight to the properties which exist in one 
property and not the other.  Weighting properties can be useful 
when two concepts have varying degrees of depth.  Because 
additional properties are usually inherited as a class moves 
further down a hierarchy,   discrepancies in class numbers 
should be weighted more when two classes are compared at 
the same level of the hierarchy then when compared at 
different levels.    Two approaches are proposed, one where 
ߙ, ߚ ൒ 0, and another where they are weighted.  The proposed 
weights are defined as follows:  
ߙ, ߚ ൌ 1 െ |ܿଵ െ ܿଶ|ܦ  (12) 
where D is the depth of the ontology, i.e. the number of layers 
from the root concept to the deepest concept of the hierarchy.  
This weight assigns identical values to α and β based on the 
locations of c1 and c2 within the ontology.  These weights 
insure that non-inclusive properties are assigned higher 
weights when two concepts exist at the same level than when 
two concepts exist at different levels of a hierarchy. 
 Figure 1 is a graphical representation of two 
concepts, c1 and c2, being compared with feature comparison.  
Here, the intersecting set of features is {p1, p2, p3}, ሺ ௖ܲభ െ ௖ܲమሻ 
is   ሼ݌ସ,௖భ, ݌ହ,௖భሽ, and ሺ ௖ܲమ െ ௖ܲభሻ is ሼ݌଺,௖మሽ.  Setting α and β each 
equal to 1, in Figure 1 Relfea can be calculated to be equal to: 
ܴ݈݁௙௘௔ሺܿଵ, ܿଶሻ ൌ 33 ൅ 2 ൅ 1 ൌ 0.5 
          
(13) 
1c
P
21 cc
PP 
21 cc
PP 
 
FIGURE 1.  FEATURE COMPARISON. 
   
4.2 Range Internal Comparison Measurement 
In a distributed framework, scenarios may exist 
where concepts may not match but still be similar.  In 
mapping data schemas in ontologies, Sung and McLeod [50] 
encountered such a scenario and adopted a solution based on 
using information content measures in an ontology such as 
WordNet.  Here, a similar challenge is broached, however, 
instead of turning to an outside ontology, class property ranges 
are used.  Though properties may not be equivalent, the ranges 
used to define properties may overlap.  The same feature 
comparison measure used earlier is applied again, this time to 
compare the least common subsumer of range sets belonging 
to previously unmatched properties.  
Each property used to define a class may have a 
range or set of ranges from which a value can be taken when 
creating an instance.  When only a single range exists, that 
range is by default the lcs.  Once the lcs is found for each set 
of property ranges, another feature comparison is executed 
where: 
݌Ԣ௜,௖భ  = Property pi of concept c1 that does not also describe c2 
ܲԢ௖భ = ௖ܲభ െ ௖ܲమ =  Set of all properties used to describe concept 
c1 and not c2 
ݎԢ௞,௣೔,௖ೕ  = Range rk used to describe property ݌Ԣ௜,௖భ i of concept cj 
ܴԢ௣೔,௖ೕ  = Set of ranges used to describe property p’I,cj in concept cj  
݈Ԣ௣೔,௖ೕ  = least common subsumer of set  ܴԢ௣೔,௖ೕ  
ܮԢ௖భ = Set of all least common subsumers of ranges of 
properties seen in concept c1 and not c2 
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FIGURE 2.  RANGE COMPARISON. 
 
Thus: 
݌Ԣ௜,௖భ א ܲԢ௖భ 
ݎԢ௞,௣೔,௖ೕ א ܴԢ௣೔,௖ೕ  
݈Ԣ௣೔,௖ೕ א ܮԢ௖ೕ  
The semantic relatedness algorithm component for internal 
comparison of ranges is then given by: 
ܴ݈݁௜௡௧ሺܿଵ, ܿଶሻ ൌ หܮ
ᇱ௖భ ת ܮᇱ௖మห
หܮᇱ௖భ ת ܮᇱ௖మห ൅ ߙหܮᇱ௖భ െ ܮᇱ௖మห ൅ ߚหܮᇱ௖మ െ ܮᇱ௖భห
 
                  ߙ, ߚ ൒ 0 
(14) 
Because an lcs is a generalization of the values a 
property may retain, this measure’s contribution is weighted 
less than that of the measure involving property matching.  
This measure also allows concepts to be associated through 
the sharing of a third concept (i.e. two models belonging to a 
product), where the earlier feature-based measurement did not. 
Figure 2 is a graphical representation of the internal 
range comparison measurement.  Here, the ranges of the 
properties that did not intersect in Figure 1 are compared.  In 
Figure 2, it can be seen that ܮᇱ௖భis equal to {c7,c8} and that ܮᇱ௖మis 
equal to {c7}.  From this, and following steps similar to those 
used in calculating the value of Figure 1, the relatedness value 
is calculated as: 
ܴ݈݁௜௡௧ሺܿଵ, ܿଶሻ ൌ 11 ൅ 1 ൌ 0.5 (15) 
 
 
4.3 Meronomic or “Part of” Measurement 
The adopted meronomic relatedness method [51] is a 
variation of a weighted edge counting method, with each edge 
weight calculated using a variation of concept probability.  A 
combination of edge counting and concept probability is used 
to determine how much an initial concept, c1, and its upper 
semantic cotopy, C1, is a “part of” a second concept set C2, 
where C2 is a set of one, the second concept c2.  A semantic 
cotopy consists of a concept and all concepts which subsume 
or are subsumed by that concept [43].  A value of 0 is returned 
if C1 is not a part of C2, and a value of 1 is returned if C1 is the 
only part of C2.  When comparing a concept with itself, the 
value may differ depending on how many other properties the 
concept has.  Regardless, the argument has been made that 
objects are irreflexive, and therefore should not be compared 
with itself at all [52]. 
In a meronomic tree such as that seen in Figure 3, the 
branches extend from the root concept set, C2, and are created 
by properties of which C2 is a domain. In this figure each 
concept is represented by an ellipse, and concept properties 
are represented by conjoining lines labeled “has part.”  Each 
branch of the tree is extended by using property domains and 
ranges and nodes are added when one class is a range of 
another.  The subsumption of classes continues until any one 
of three criteria is met: 
 
1) C1 is subsumed by a branch from C2.  Hence C1 is 
identified as being “part of” C2 through that branch. 
2) C2 or a concept subsumed by C2 is repeated in a 
single branch path, in which case to continue along 
the path would lead to redundancy. 
3) C2 or descendent concept is not within a domain of 
any property, in which case the end of a branch has 
been reached.  
The total relatedness value between two concepts can 
be calculated as seen in Equation 1: 
Rel୫ୣ୰ሺcଵ, cଶሻ ൌ 1B ෍ሺWtୠ୰ୟ୬ୡ୦ሺCଵ, Cଶሻ୧ሻ
୧ୀB
୧ୀଵ
 (16) 
where B is the total number of branches protruding from 
concept C2 and Wtୠ୰ୟ୬ୡ୦ሺCଵ, Cଶሻ୧ is the total contribution 
from each branch i.  The total contribution from each branch is 
determined by the distance needed to reach a member of C1 
from the root concept C2, calculated by taking the product of 
the edge weights for each branch protruding from c2: 
Wtୠ୰ୟ୬ୡ୦ሺcଵ, cଶሻ ൌ ෑ wtሺC୧, parentሺC୧ሻሻ
C౟א୮ୟ୲୦ሺCభ,Cమሻ
 (17) 
where wt(Ci, parent(Ci)) represents the weight of each edge 
belonging to node Ci and its parent, Ci+1 , along each branch.  
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This approach allows for the relatedness contribution from 
each branch to be scaled based on the depth of the branch, as 
well as reflect transitiveness across the branch.  It also 
acknowledges that multiple meronomic relatedness paths may 
exist between two concepts, and each path may have a 
significant contribution.  The calculations to determine branch 
contributions are detailed in [51] . 
 In Figure 3, c2 has a total of four branches, and the 
contribution from each branch must be calculated.  The first 
branch, beginning with c4, leads to c1 at two different levels.  
As c1 is the only part of c8, its relatedness value is 1.  
Although c7 has two parts, they are both c1 so the relatedness 
value is again 1.  As c4 has two branches, c7 and c2, with only 
leading to c1, the weight of branch c4 is 0.5.  The second and 
third branches both lead to dead ends, so the contribution from 
each is zero.  The fourth branch has only one path, and it leads 
to c1, so its contribution is 1.  Therefore, the relatedness value 
of Figure 3 can be calculated as: 
Rel୫ୣ୰ሺcଵ, cଶሻ ൌ 14 ሺ. 5 ൅ 0 ൅ 0 ൅ 1ሻ ൌ 0.375 (18) 
 
4.4 Combination Measurement 
To identify important relationships in the product 
development process, three separate measures have been 
introduced, one to address meronomy between concepts, and 
two to address synonymy.  By combining these relationships 
into a single algorithm, it has been proposed that a measure is 
created more useful than any individual measure for 
identifying possible relationships across a distributed 
engineering knowledge base.  The following algorithm 
combines the three measures defined earlier: 
Relሺcଵ, cଶሻ ൌ  α୫ כ R୫ୣ୰ሺcଵ, cଶሻ ൅ α୳כ R୤ୣୟሺcଵ, cଶሻ ൅ α୬כ R୧୬୲ሺcଵ, cଶሻ 
(19) 
where c1 and c2 represent two concepts in a concept pair, αm, 
αu, and αn are the scalar weighting factors contribution from 
the meronomic relatedness term, the feature comparison term, 
and from the internal comparison term, respectively.   
It should be noted that each aspect of the combination 
relatedness measurement is normalized.   While this is not 
normally seen in semantic relatedness measurements, it is 
necessary here due to the types of relatedness combined, 
specifically the combination of measuring synonymy and 
meronomy. 
The weighting factors introduced in Equation 19 are 
meant to be subjective.  The values which best suit one’s 
needs may vary on a case by case basis.  The need for 
adjustments may be caused by such factors as varying 
comprehensiveness of ontologies (discussed in the case 
studies) and changes in the primary objective of the 
algorithm’s application.  If the identification of similar 
concepts is the primary objective, then a higher weight 
assigned to the feature and internal comparison components 
may be more beneficial.  If the desire was to mainly identify 
“part of” relationships, an emphasis may be placed on the 
meronomic component. 
When determining influential relationships in the 
product development process, the meronomic relatedness 
aspect is considered the most integral component.  While the 
first two aspects identified similarities such as those seen in 
ontology alignment, important for identifying “like” aspects in 
product development, the meronomic component provides the 
ability to relate development aspects though “part of” 
associations.  It is these “part of” associations which are most 
likely to reflect the dissipating changes in a product 
development knowledge base. 
The following case studies are presented to; first 
evaluate the relative accuracy of the developed algorithm, and 
second to evaluate the algorithms effectiveness by relating it 
back to the product development process as a whole. 
 
 
FIGURE 3.  MERONOMIC COMPARISON. 
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5. CASE STUDIES 
Two common benchmark tests for measuring the 
effectiveness of similarity measures come from studies and 
data collected by Rubenstein and Goodenough [53] and Miller 
and Charles [54].  Each study involves providing multiple 
human subjects with pairs of words and asking the subjects to 
rate the similarity between each pair of words.  While these 
studies provide effective benchmarks for similarity measures, 
they do not provide the same usefulness for measuring 
meronomic relatedness, as they provide a benchmark for 
synonymy, not meronomy.  As a result the first section 
presents three cases studies to measure the relative accuracy of 
the developed algorithm in a framework, not analyze their 
results.  The second section is then presented to measure their 
effectiveness and demonstrate any insight offered into the 
product development process. 
 
5.1 Accuracy Assessment 
 To assess the accuracy of the developed method, 
concept pairs from three separate sets of domain ontologies 
were chosen, each with a different level of 
comprehensiveness.  The first is a camera ontology from 
Pennsylvania State University [55], created from a total of 27 
classes and 8 object-type properties.   The second was a set of 
ontologies developed at the Technical University of Berlin for 
representing engineering artifacts, including components, 
connections, requirements, and constraints [56].  This set of 
ontologies is comprised of 47 classes and 42 object-type 
properties.  The third ontology set was the e-Design 
framework developed at the University of Massachusetts 
Amherst, a comprehensive set of ontologies developed for 
representing different aspects of the product development 
process, including design, analysis, and optimization [11].  
Comprised of multiple modular ontologies, this ontology 
consisted of 266 classes and 88 object-type properties.  Both 
the camera ontology and e-Design framework were 
implemented in the Semantic Web’s OWL, while the 
engineering ontology was implemented in Protégé’s native 
language  
Ten concept pairs were chosen from each ontology 
and the relatedness measure defined in Equation 16 was 
applied to each pair.  The chosen weights for αm, αu, and αn 
were 0.5, 0.3, and 0.2, respectively.  For those situations in 
which Rint was not applicable, αm became 0.6 and αu became 
0.4.  As these case studies are closely related to product 
architecture, an emphasis was placed on the meronomic 
component of the measure.  These weights stress the relative 
importance of one concept being “part of“ another when 
finding important engineering relationships, as well as the 
increased effectiveness of feature matching over range 
matching when assessing synonymy.  This method is meant to 
be consistent across a single ontology (where any necessary 
alignment has been completed); therefore the results were only 
compared within each ontology.  The results are shown in 
Tables 1, 2, and 3, and concept pairs are listed in order of total 
relatedness, from highest to lowest. 
In each table, the relatedness values, Rtot, of the 
concept pairs are ranked from highest to lowest.  To determine 
the relative accuracy of the algorithm, the concept pair 
rankings from each ontology are related back to what one 
would intuitively expect.  With an emphasis placed on the 
meronomic component of the aspect, concepts with a strong 
“part of” relationship, such as an assembly and its component, 
should return high marks.  Alternatively, those concepts with 
little or no intuitive association, such as a material and person, 
should return comparatively low marks.  Concepts which are 
similar, such as two components of an assembly, should fall 
somewhere in the middle.   
 
TABLE 1.  CAMERA RELATEDNESS 
Concept 1 Concept 2 Rfea Rint Rmer Rtot 
memory 
card battery 1.000 NA 0.500 0.700 
battery display 0.333 0.500 0.500 0.450 
camera manufacturer 0.000 0.000 0.875 0.438 
brand display 0.000 1.000 0.070 0.235 
memory 
card camera 0.250 0.000 0.250 0.200 
camera sensor 0.250 0.000 0.250 0.200 
sensor camera 0.250 0.000 0.250 0.200 
memory 
card film camera 0.250 0.000 0.250 0.200 
memory 
card digital camera 0.250 0.000 0.250 0.200 
display brand 0.000 1.000 0.000 0.200 
 
The camera ontology was the smallest of the three 
ontologies.  The results seen in Table 1 are rather ambiguous 
when distinguishing the importance of relationships between 
concepts, as six concept pairs returned values of 0.2.  
However, because each concept detailed in Table 1 is in one 
way or another associated with a camera, the results are 
plausible.  One mentionable inconsistency is the identical 
scores for memory card to film camera and memory card to 
digital camera, as film cameras do not require memory cards.  
The small scope of the ontology can explain such 
discrepancies, as slight differences in the amount of object 
properties used in defining a class can lead to large 
discrepancies between classes.  
The engineering ontology was selected to 
demonstrate observed changes in the accuracy of the proposed 
measure when given an increase in object-type properties.  
The selected concept pairs cover a broader scope of domains 
than the camera ontology, which allows for a greater diversity 
of concept pairs, in turn leading to more interpretable results.  
The results in Table 2 show significant improvement over 
those in Table 1.  Similar concept pairs of “weight 
requirement” and “requirement” returned the highest 
relatedness value, which is reasonable.  The next three highest 
concept pairs all came from the group of “engine,” 
“transmission,” and “powertrain,” which are acceptable 
results.  It should be noted that the relatedness between 
“engine” and “powertrain” was different than that between 
“powertrain” and “engine.”  This can be attributed to the 
asymmetric traits of the meronomic relatedness contribution.  
At the bottom of the table can be seen the concept pair of “test 
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case” and “flange,” two concepts that one would not expect to 
see a high relatedness value between. 
 
    TABLE 2.  ENGINEERING ONTOLOGY RELATEDNESS 
Concept 1 Concept 2 Rfea Rint Rmer Rtot 
weight 
requirement requirement 1.000 N/A 0.790 0.874 
engine transmission 0.714 1.000 0.900 0.864 
engine powertrain 0.400 0.333 0.906 0.640 
powertrain engine 0.400 0.333 0.899 0.636 
flange connector 1.000 N/A 0.333 0.600 
requirement flange 0.250 0.250 0.880 0.565 
engineering 
component transmission 0.667 0.000 0.600 0.500 
engineering 
component engine 0.667 0.000 0.600 0.500 
weight 
requirement powertrain 0.154 0.111 0.540 0.338 
test case flange 0.500 0.000 0.000 0.150 
 
The e-Design framework provided the most extensive 
ontology of the three case studies.  As it represented the most 
diverse knowledge framework of the three, it also returned the 
most contrasting, yet revealing results.  The highest concept 
pairs returned in Table 3 were those which were most similar, 
including “input” and “output” parameters, and “design,” 
“analysis,” and “optimization” models.  These high scores 
reflected the high similarity values between these concepts.  If 
desired, the synonymic influence could be lowered by 
adjusting the αm, αu, and αn weights.  The relatedness between 
the concept pairs “component” and “assembly” and 
“parameter” and “constraint” also returned relatively high 
relatedness scores, though these scores were highly influenced 
by the meronomic relatedness between the concepts.  Concept 
pairs “material” and “people” and “projects” and “units” 
returned expected scores of zero.  It should also be noted that 
though the e-Design results were the most agreeable of the 
three, their average scores were much lower due to the 
increased number of properties that must be taken into 
consideration. 
 
TABLE 3.  E-DESIGN FRAMEWORK RELATEDNESS 
Concept 1 Concept 2 Rfea Rint Rmer Rtot 
input 
parameter 
output 
parameter 1.000 N/A 0.167 0.500 
design model analysis model 0.875 0.000 0.097 0.311 
optimization 
model 
analysis 
model 0.824 0.000 0.113 0.304 
component assembly 0.455 0.000 0.313 0.293 
parameter constraint 0.333 0.000 0.333 0.267 
assembly component 0.455 0.000 0.150 0.211 
customer model 0.000 0.100 0.142 0.091 
material assumption 0.000 0.000 0.035 0.018 
projects units 0.000 0.000 0.000 0.000 
material people 0.000 0.000 0.000 0.000 
5.2 Effectiveness of Results 
The effectiveness of the developed algorithm is 
evaluated by relating the results back to the main objective:  
the identification of useful relationships in the product 
development process.  The e-Design framework was selected 
as a model for studying the relevance of the relationships 
ranked, as it covers the most aspects of the product 
development process from the three case studies.  
 While the highest ranked concept pair of “input 
parameter” and “output parameter” is a fairly obvious 
relationship in the development process, its ranking is 
justifiable as the value of an input parameter will govern the 
value of an output parameter (assuming they are used in the 
same application).  The high values achieved between the 
three types of models, “design,” “optimization,” and 
“analysis” are noteworthy, as throughout the design process 
one model often serves as the basis for another.  The 
“component” and “assembly” and “parameter” and 
“constraint” concept pairs returned the two highest meronomic 
values.  An assembly can be considered a collection of 
components, and therefore changes to a component may have 
an effect on an assembly as a whole (again assuming they are 
used in the same application).  The same can be said of the 
relationship between parameters and constraints, as when a 
parameter is constrained, it’s allowed values are restricted.  
Relationships belonging to the bottom four concept pairs of 
Table 3 can be considered somewhat irrelevant, as all returned 
low scores.  While there may be exceptions, the members of 
each of these concept pairs are rarely associated with the 
other.    
The concept pairs reviewed in Table 3 provide a 
limited representation of the e-Design framework, and the 
fairly obvious nature of the relationships measured downplays 
the intention of the algorithm.  For a more revealing concept 
comparison, the relationship introduce in Section 1 will be 
revisited and related back to the e-Design Framework.   In the 
introduction, a relationship between the thermal mass of seat 
and the fuel efficiency of a car was discussed.  In this 
relationship, the two concept pairs ultimately linked are 
“material” and “fuel economy.”  Here the links necessary to 
reveal such an indiscernible relationship will be discussed, as 
well as how each link is identified through semantic 
relatedness.  This scenario serves as a telling example for the 
motivation behind the developed algorithm.  
To begin, the specific heat of a material measures the 
amount of energy required to increase the temperature of 
material one unit and is a necessary property for determining 
the thermal mass of seat.  When implemented in an ontology, 
a “has material” property creates a link between the seat and 
the material it is made from.  This connection is identified and 
quantified by the meronomic component of the developed 
algorithm, as the material is “part of” the seat.  A connection 
between the car interior and seat can also be made in this 
manner. 
The association between the car interior and air 
conditioner is not readily apparent, but the trade-off discussed 
was between fuel economy and cabin comfort.  To propose 
such a trade-off, the concept of cabin comfort must be 
understood and defined.  This concept relates the air 
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conditioner and interior as they both contribute to cabin 
comfort.  In addition, a more direct linkage can be made 
between the air conditioner when defined as a cooling unit and 
material through the internal comparison of thermal units. 
The link between the “air conditioner” and “fuel 
economy” concepts, if not directly associated through the 
“fuel economy” concept, can be made by using the engine as 
an intermediary.  A readily apparent association between “air 
conditioner” and “engine” can be made through meronomic 
relationships between components such as the mounting 
bracket, bolts, and belts.  Similarities include the material type 
and a connection to units of power.  The final association 
required to complete the link from “air conditioner” to “fuel 
economy” exists between the fuel economy and engine.  When 
defining the concept of “fuel economy,” the engine links 
directly to the concept through a property such as “influenced 
by,” and another meronomic comparison would be made. 
  This cabin-comfort vs. fuel economy tradeoff 
example demonstrated the many underlying correlations 
which may exist between aspects of the product development 
process, and how understanding these links assists in making 
well-informed decisions.  In this example several indirect links 
are used to make the correlation between a seat’s thermal mass 
and a car’s fuel economy, discussing at each stage how the 
developed semantic relatedness algorithm can expose such 
associations.    
In addition to providing the ability to identify 
pertinent relationships, the ability to rank these relationships is 
just as important.  For instance, while the developed method 
was able to identify that the thermal mass of a seat influences 
the fuel economy of a car, the fact remains the most effective 
way to improve the fuel economy of a car is to improve engine 
efficiency or body size. Fully implemented, the developed 
relatedness algorithm would reflect this. The ability to rank 
identified influences demonstrates the developed algorithm 
acknowledges such variances in relationship magnitudes exist, 
and must be considered. 
This trade-off example also illustrates the importance 
of developing a comprehensive knowledge framework, as the 
more thoroughly concepts are defined the more associations 
may be made throughout a framework.  It is important 
additionally to note that most of the concepts used in this 
example were product specific, while many of the attributes 
were more generic.  By complementing the e-Design 
framework with a product-specific vehicle framework, 
concepts are expressed in a more concise manner. 
Overall, the results of the case studies are considered 
encouraging.  Improvements were seen as the ontologies 
became more complex; the relatedness values continued to 
diverge and concept pairs were more distinguishable.  The 
results also, however, revealed a limitation of this approach: 
the measured values rely heavily on the comprehensiveness of 
the ontology that the concept pairs are taken from.  Though 
more detailed ontologies are apt to return lower relatedness 
values due to a higher number of properties used in defining 
concepts, the returned values across the ontology are more 
likely to accurately reflect relatedness between concepts.  
Additionally, the more comprehensive the ontology is the 
more consistent the measurement will remain across the 
ontology.  However it is the large, comprehensive ontologies 
such as these that provide precisely the environment the 
presented semantic relatedness algorithm was developed for. 
 
6. SUMMARY 
This paper introduces a novel approach to identify 
influential relationships across a knowledge base based using 
ontology alignment and semantic relatedness techniques.  The 
details of the development process are outlined and two case 
studies are examined to review the method’s applicability and 
usefulness.  The results show that the proposed measurement 
is particularly effective in a large diverse knowledge 
framework.  Furthermore, when properly employed, this 
measurement provides a solid foundation for identifying and 
measuring inherent relationships across a knowledge base.  In 
addition, the developed measure is equally applicable to any 
ontology, independent of the implementation language.  This 
is an important trait as the Semantic Web continues to 
progress and languages continue to evolve.  However, similar 
to concessions made by Li et al. [16], much of this work 
predicates on the assumption that ontologies will continue to 
be adopted by engineering community.   This research lays the 
foundation for continued work in the development of 
intelligent ontological knowledge bases, where the goal is to 
create an environment where implications of modifications to 
a distributed knowledge base are reflected in a consistent and 
productive manner.  In conclusion, semantic relatedness 
techniques in conjunction with ontologies offer a powerful 
platform for improved knowledge management in a distributed 
product development environment.   
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