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Abstract
 Matrix notation simplies derivatives and relates them to integer partitions.
 By dierentiation, terms are Dn(f1     fm) are related to terms of Dn+1(f1     fm).
By matrix notation, terms of Dn(f1     fm) are related to terms of Dn(f1     fm+1).
 Let M (m; n) be the number of terms of the nth derivative of a composition of m functions.
Then M (m+1; n)=
Pn
N=0 p(n; N )M (m; N ), where p(n; k) is the number of integer partitions
of n into k parts.
c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Faa di Bruno’s formula [2] expresses the nth derivative of the composition of 2
functions in terms of the derivatives of each function. It also implies that the number
of terms of the nth derivative of a composition of 2 functions is the number of integer
partitions of n. This paper proves Faa di Bruno’s formula without the usual approach of
exponential generating functions and also generalizes it to a composition of m functions.
With many references, [2] is a nice collection of results related to Faa di Bruno’s
formula, and asks why it is not better known in calculus and combinatorics courses.
We note that calculus has the following derivative rules: addition, product (or multi-
plication), and chain. It is interesting that ‘chain’ is used instead of ‘composition’,
although the other rules are named after the corresponding binary operations.
Much of this paper is about notation, especially matrix notation, which at rst may
seem complicated and cumbersome. Tired of looking at thousands of terms of deriva-
tives, I developed it to organize the menagerie of symbols which a state-of-the-art
workstation spat out after days of nonstop caculations. Also, it is not too dicult
to write a program to construct matrices that represent derivatives; use a 2-D array,
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recurse along each row, and recurse along each column in each row. Compared with
a computer algebra system, calculating derivatives with matrix notation has much less
overhead and is much faster.
2. Derivative rules
Let a; b; c be C1 functions from the reals to the reals. Calculus has the following
derivative rules: addition, multiplication, composition. These ‘discrete’ rules give rise
to the results in this paper.
 D(a+ b) = D(a) + D(b).
 D(a  b) = D(a)  b+ a  D(b).
 D(a  b) = D(a)  D(b).
In this terse composition rule, multiplication is not commutative; D(a) must appear to
the left of D(b). A less terse composition rule is D(a  b)= (D(a)  b) D(b). To get a
feel for the complicated notation and calculations involved with derivatives, consider
the following example.
Example 1. First 3 derivatives of a  b and a  b  c in D notation and matrix notation
(explained later):
D1(a  b) = D(a)D(b) = 1

1
1

;
D2(a  b) = D2(a)D(b)2 + D(a)D2(b) = 1

0 1
2 0

+ 1

1 0
0 1

;
D3(a  b) = D3(a)D(b)3 + 3D2(a)D(b)D2(b) + D(a)D3(b)
=1

0 0 1
3 0 0

+ 3

0 1 0
1 1 0

+ 1

1 0 0
0 0 1

;
D1(a  b  c) =D(a)D(b)D(c) = 1
0
@ 11
1
1
A ;
D2(a  b  c) =D2(a)D(b)2D(c)2 + D(a)D2(b)D(c)2 + D(a)D(b)D2(c)
= 1
0
@ 0 12 0
2 0
1
A+ 1
0
@ 1 00 1
2 0
1
A+ 1
0
@ 1 01 0
0 1
1
A ;
D3(a  b  c) =D3(a)D(b)3D(c)3 + 3D2(a)D(b)D2(b)D(c)3
+3D2(a)D(b)2D(c)D2(c) + D(a)D3(b)D(c)3
+3D(a)D2(b)D(c)D2(c) + D(a)D(b)D3(c)
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= 1
0
@ 0 0 13 0 0
3 0 0
1
A+ 3
0
@ 0 1 01 1 0
3 0 0
1
A+ 3
0
@ 0 1 02 0 0
1 1 0
1
A
+1
0
@ 1 0 00 0 1
3 0 0
1
A+ 3
0
@ 1 0 00 1 0
1 1 0
1
A+ 1
0
@ 1 0 01 0 0
0 0 1
1
A :
3. Double product notation and matrix notation
From now on, let f1; : : : ; fm be C1 functions from the reals to the reals, write
D(fM )(fM+1  fm) as D(fM ), and let a term of Dn(f1  fm) be the derivative
part of a summand in the expansion of Dn(f1      fm), after equal summands have
been collected; the coecient part of the summand is ignored. Previous examples
motivate and are special cases of the following theorem.
(Below, the right double product is formed from the left by letting tMN = 0 for
(M;N ) 2 f1; : : : ; mg  fn + 1; : : : ;1g. Later, it will be convenient to work with the
right double product; in matrix notation, matrices with innitely many columns are
convenient because they avoid the need to write ‘boundary conditions’ at column n.)
Theorem 2 (Double product notation). Every term of Dn(f1      fm) has the fol-
lowing form for some tMN>0:
mY
M=1
nY
N=1
DN (fM )tMN =
mY
M=1
1Y
N=1
DN (fM )tMN :
Proof. We prove the left double product and refer to it as the double product form.
Fix m and use induction on n. Let n=1: D1(f1  fm)=D(f1)   D(fm), which has
the double product form. Assume that for some n>1, every term of Dn(f1     fm)
has the double product form.
We get every term of Dn+1(f1      fm) by dierentiating every term of
Dn(f1      fm). Let T be a term of Dn(f1      fm), with some tMN>0 in its
double product form. We want to prove that the new term formed by dierentiating
T has the double product form. There is 1 way that dierentiation can occur: if
there is (i; j)2f1; : : : ; mg  f1; : : : ; ng such that tij>1, dierentiate Dj(fi)tij .
D(Dj(fi)tij) = tijDj(fi)tij−1Dj+1(fi)(D(fi+1)   D(fm)):
We have the following term of Dn+1(f1   fm), where the uMN are dened in terms
of the tMN as follows. Dene tM;n+1=0. Let uMN = tMN . Then subtract 1 from uij. Then
add 1 to ui; j+1. Then, for M2fi + 1; : : : ; mg, add 1 to uM1.
mY
M=1
n+1Y
N=1
DN (fM )uMN :
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Theorem 3 (Matrix notation). Every term of Dn(f1     fm) has the following form
for some tMN>0 :
D1 : : : Dn
f1
...
fm
0
B@
t11 : : : t1n
...
. . .
...
tm1 : : : tmn
1
CA =
D1 : : :
f1
...
fm
0
B@
t11 : : :
...
tm1 : : :
1
CA :
Proof. Use the double product notation theorem. From now on, we work with matrices
with innitely many columns.
4. Derivative construction
Theorem 4 (Derivative construction). There is 1 construction of terms of
Dn+1(f1      fm) from terms of Dn(f1      fm).
Proof. This theorem was proved in the proof of the double product notation theorem,
although without matrix notation. Consider a term T = (tMN ) of Dn(f1      fm). If
there is (i; j)2f1; : : : ; mg  f1; : : : ;1g such that tij>1, dierentiate Dj(fi)tij .
D1 : : : Dj Dj+1 : : :
T !
...
fi
fi+1
...
fm
0
BBBBB@
tij − 1 ti; j+1 + 1
ti+1;1 + 1
...
tm1 + 1
1
CCCCCA :
5. Mip and construction
Let n>1. Let a1; a2; : : : be integers. The tuple (a1; a2; : : :) is an integer partition
(‘ip’) of n if it satises the following rules (see below). The nonincreasing rule
ensures uniqueness of the tuple. The number of parts is the number of indices i.
The multiplicity of ai is the number of appearances of ai.
 ai>1.
 P ai = n.
 ai>ai+1.
Let n>1. Let s1; s2; : : : be integers. The tuple (s1; s2; : : :) is a multiplicity integer par-
tition (‘mip’) of n if it satises the following rules (see below). The sum or number
of parts is
P
si. The length is the number of indices i, possibly 1 (see Table 1). (If
‘>n, then sn+1 =   = s‘ = 0. From now on, we work with mips of length 1.)
 si>0.
 P isi = n.
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Table 1
The 5 ips of 4
Additive notation Exponent notation ip mip
4 41 (4) (0; 0; 0; 1)
3+1 1131 (3; 1) (1; 0; 1; 0)
2+2 22 (2; 2) (0; 2; 0; 0)
2+1+1 1221 (2; 1; 1) (2; 1; 0; 0)
1+1+1+1 14 (1; 1; 1; 1) (4; 0; 0; 0)
Theorem 5 (Mip construction). There are 2 constructions of mips of n+1 from mips
of n.
Proof. Let S = (s1; : : :) be a mip of n.
Construction 1: S ! (s1 + 1; : : :).
Construction 2: S ! (: : : ; sN − 1; sN+1 + 1; : : :) for N 2f1; : : : ;1g such that sN>1.
6. Mip matrix and construction
The matrices in previous examples had a very special form, motivating the following
denition. An m ‘ matrix of integers is an m ‘ mip matrix of n if it satises the
following rules. (If ‘>n, then only the rst n columns are of interest, because all
other columns are 0. From now on, we work with mip matrices with innitely many
columns; ‘ =1.)
 Row m is a mip of n.
 Every row (except the bottom) is a mip of the sum of the entries in the next row.
 Every entry in Row 1 is 0 except for a 1.
Theorem 6 (Mip matrix construction). There is 1 construction of m1 mip matrices
of n+ 1 from m1 mip matrices of n.
Proof. Consider an m1 mip matrix T = (tMN ) of n. If there is (i; j)2f1; : : : ; mg 
f1; : : : ;1g such that tij>1, use mip construction 2 on tij and use mip construction 1
on subsequent rows. This new matrix is an m1 mip matrix of n+ 1.
1 : : : j j + 1   
T !
...
i
i + 1
...
m
0
BBBBB@
tij − 1 ti; j+1 + 1
ti+1;1 + 1
...
tm1 + 1
1
CCCCCA :
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7. Terms of derivatives are mip matrices
The title of this paper comes from the following theorem. From now on, we consider
terms of Dn(f1      fm) and m1 mip matrices of n as the same things.
Theorem 7 (Derivative-mip matrix). (1) There is 1 construction of terms of
Dn+1(f1      fm) from terms of Dn(f1      fm).
(2) There is 1 construction of m  1 mip matrices of n + 1 from m  1 mip
matrices of n.
(3) These constructions are the same.
(4) The 1 term of D1(f1      fm) is the 1 m1 mip matrix of 1.
(5) The terms of Dn(f1      fm) are the m1 mip matrices of n.
(6) The number of terms of Dn(f1    fm) is the number of m1 mip matrices
of n.
Proof. (1){(3) Use the derivative construction theorem and mip matrix construction
theorem.
(4) D1(f1      fm) = D(f1) : : : D(fm) = 1[1    1]T.
(5){(6) Same base case and same construction.
8. Derivative algorithm and recursion
By dierentiation, terms are Dn(f1      fm) are related to terms of
Dn+1(f1      fm). By matrix notation, terms of Dn(f1      fm) are related to
terms of Dn(f1      fm+1).
Theorem 8 (Mip matrix (derivative) algorithm). There is 1 construction of
(m+ 1)1 mip matrices of n from m1 mip matrices of n.
Proof. Consider an m  1 mip matrix of N , where N 2 f1; : : : ; ng. Construct an
(m+ 1)1 mip matrix of n by using an innite mip with N parts as Row m+ 1.
For n; k>1, let p(n; k) be the number of ips (or mips) of n into k parts. Extend
this denition to n= 0 or k = 0: p(0; 0) = 1 and p(n; 0) = 0 for n>1. Also, p(n; k) =
p(n− 1; k − 1) + p(n− k; k).
For m; n>1, let M (m; n) be the number of m 1 mip matrices of n. Extend this
denition to m= 0 or n= 0 with motivation from terms of derivatives.
M (m; 0)=1. Motivation: Let m>1 and n=0. Then D0(f1     fm)=f1     fm
(see Table 2).
M (0; 0)=1, M (0; 1)=1, and M (0; n)=0 for n>2. Motivation: Let m=0 and n>0.
The empty composition f1     fm is x, the composition identity. (Analogously, the
empty sum is the additive identity, and the empty product is the multiplicative identity.)
Then D0(x) = x, D1(x) = 1, Dn(x) = 0 for n>2.
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Table 2
M (m; n)
m n n 0 1 2 3 4 5 6
0 1 1 0 0 0 0 0
1 1 1 1 1 1 1 1
2 1 1 2 3 5 7 11
3 1 1 3 6 13 23 44
4 1 1 4 10 26 55 121
5 1 1 5 15 45 110 271
6 1 1 6 21 71 196 532
Theorem 9 (Mip matrix (derivative) recursion). Let m; n>0. Then
M (m+ 1; n) =
nX
N=0
p(n; N )M (m;N ):
Proof. Case m= 0, n= 0: M (1; n) = 1 = 1  1.
Case m= 0, n>1: M (1; n) = 1 = 0  1 + 1  1 + p(n; 2)  0 +   + p(n; n)  0.
Case m>1: Use the mip matrix algorithm. Consider an (m + 1) 1 matrix as a
11 matrix below an m1 matrix. Let the whole matrix be an (m+ 1)1 mip
matrix of n. Then the bottom matrix is a mip of n. Let N be the sum of the entries in
the bottom matrix. Then the top matrix is an m1 mip matrix of N . Then there are
M (m;N ) possibilities for the top matrix. Sum over mips representable by the bottom
matrix to get p(n; N ), and then sum over possible values of N .
More values of M (m; n) are in [3].
9. Numbers of derivatives in terms of binomials
Theorem 10 (Derivative-binomial, Johnson [2]). For n; k>0; dene integers
a(n; k) recursively as follows. Let a(n; k) = 0. Then let a(0; 0) = 1. Then if
06k6n − 1; let a(n; k + 1) =Pn−1K=k p(n + 1; K + 1)a(K; k). Then for n>1, m>1
(Table 3),
M (m; n) =
nX
k=1

m
k − 1

a(n− 1; k − 1):
Proof. Case n= 1. Let m>1. M (m; 1) = 1 =
(m
0

a(0; 0).
Case n>2: Use induction on m. Let m = 1. M (1; n) = 1 = 1  0 + 1  1=
1
0

a(n − 1; 0) +

1
1

a(n − 1; 1). Let m>2. Assume that the statement is true for
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Table 3
a(n; k)
n n k 0 1 2 3 4 5 6
0 1
1 0 1
2 0 1 1
3 0 1 3 1
4 0 1 5 5 1
5 0 1 9 14 7 1
6 0 1 13 32 27 9 1
r = 1; : : : ; m− 1, and prove it for r = m. We summarize the complicated calculations:
M (m; n) =M (m; n)−M (0; n) =
mX
r=1
(M (r; n)−M (r − 1; n))
=
nX
k=1

m
k − 1

a(n− 1; k − 1):
Immediate consequences are the following conjectures.
Theorem 11 (Derivative-ip, N.J.A. Sloane [3]). M (m; 4) is the number of (m−1)-dimensional
ips of 4 (see [1]).
Theorem 12 (Derivative-polynomial). For m>1; M (m; n) is a polynomial in m of
degree n− 1.
10. Set partition
Let A be a set. Let A1; : : : ; Ak be sets. The set fA1; : : : ; Akg is a set partition of A if
it satises the following rules. The number of parts is k.
 Ai 6= ;.
 Ski=1 Ai = A.
 If i 6= j, then Ai \ Aj = ;.
Theorem 13. A mip (s1; : : :) represents a set partition if the set partition has si subsets
of size i. The number of set partitions represented by a mip (s1; : : :) is(P1
i=1 isi

!Q1
i=1 si!
Q1
i=1 i!
si
:
Proof. Let (s1; : : :) be a mip of n. (Then sn+1 = sn+2 =    = 0.) In the numerator,
n! is the number of permutations of f1; : : : ; ng. In the denominator, si! corrects for
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overcounting the si subsets of size i, and i! corrects for overcounting the i elements
of such a subset.
11. Coecient of term of Dn( f1      fm)
The following 3 theorems are preparation for the main theorem of this section.
Theorem 14. Let n>2. Then every m1 mip matrix of n has a 0 in Column 1.
Proof. Consider an m 1 mip matrix T = (tMN ) of n. Find i2f1; : : : ; mg such that
ti1 = 0.
Case 1: m = 1. T = [0; : : : ; 0; 1; 0; : : : ; 0], where the 1 is in Column n. n>2. Then
t11 = 0.
Case 2.1: m>2 and there is i2f1; : : : ; m− 1g such that ti1 = 0. Done.
Case 2.2: m>2 and there is no i2f1; : : : ; m−1g such that ti1=0. Then tm1=0. (The
mip matrix is completely determined. Every entry is 0 with the following exceptions,
which are 1: tM1, where M2f1; : : : ; m− 1g, and tmn.)
Theorem 15 (Reverse mip matrix construction). There is 1 construction of a given
m1 mip matrix of n+ 1 from m1 mip matrices of n.
Proof. Let U = (uMN ) be an m  1 mip matrix of n + 1. Let (i; j) 2 f1; : : : ; mg 
f1; : : : ;1g be such that ui; j+1>1. Then U can be constructed from the following
matrix. This constrution is just a restatement of the mip matrix construction.
1 : : : j j + 1   
...
i
i + 1
...
m
0
BBBBB@
uij + 1 ui; j+1 − 1
ui+1;1 − 1
...
um;1 − 1
1
CCCCCA! U:
Theorem 16 (Derivative coecient recursion). Let U = (uMN ) be a term of
Dn+1(f1      fm). Let A be the set of (i; j) 2 f1; : : : ; mg  f1; : : : ;1g such that
ui; j+1>1. For (i; j)2A; let Tij be the matrix in the previous theorem that constructs
U. Let C(Tij) be the coecient of Tij. Similarly for U. Then
C(U ) =
X
(i; j)2A
tijC(Tij) =
X
(i; j)2A
(uij + 1)C(Tij):
Proof. Use the previous theorem and do not ignore the coecients. Dierentiation of
Dj(fi)tij results in tij multiplying C(Tij).
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Theorem 17 (Derivative coecient formula). The coecient of a term (tMN ) of
Dn(f1      fm) is the product of the numbers of set partitions represented by
the rows:
mY
M=1
(
P1
N=1 NtMN )!Q1
N=1 tMN !
Q1
N=1 N !
tMN
:
Proof. The calculations are complicated. Let T = (tMN ) and let P(T ) be the above
product. All sums and products that are in N are from 1 to 1. For brevity, omit these
indices.
Fix m and use induction on n. Let n = 1. D1(f1      fm) = D(f1)   D(fm) =
1[1 : : : 1]T. Let T be this term. C(T )=1=P(T ). Assume that for some n>1, every term
T of Dn(f1  fm) is such that C(T )=P(T ). Let U be a term of Dn+1(f1  fm).
We want to prove that C(U ) = P(U ).
Use the recursion for C(U ) in a previous theorem. To prove that C(U ) = P(U ),
we need to express the C(Tij) in terms of the uMN . By the induction hypothesis,
C(Tij) =P(Tij). Break P(Tij) into 3 products M <i, M = i, M >i, and simplify. The
empty product is 1. Multiply these 3 products to get
C(Tij) = P(Tij) = P(U )
j + 1P
NuiN
ui; j+1
uij + 1
Y
M>i
uM1P
NuMN
:
Substitute this expression for C(Tij) into the recursion for C(U ) to get the expression
below. We want to prove that the sum multiplying P(U ) is 1. Use a trick: Instead of
summing over just (i; j)2 A, we can also sum over (i; j) 62 A, because ui; j+1 = 0 for
these latter (i; j). After much simplication, the sum telescopes to 1− 0 = 1.
C(U ) = P(U )
X
(i; j)2A
 
j + 1P
NuiN
ui; j+1
Y
M>i
uM1P
NuMN
!
= P(U ):
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