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Abstract
The estimation of quantiles and realated functionals is studied in two inverse problems:
the classical deconvolution model and the Lévy model, where a Lévy process is observed
and where we aim for the estimation of functionals of the jump measure.
From a more abstract perspective we study semiparametric efficiency in the sense of
Hájek–Le Cam for functional estimation in regular indirect models. A general convo-
lution theorem is proved which applies to a large class of statistical inverse problems.
In particular, we consider the deconvolution model, where we prove that our plug-in
estimators of the distribution function and of the quantiles are efficient. In the nonlinear
Lévy model based on low-frequent discrete observations of the Lévy process, we deduce
an information bound for the estimation of functionals of the jump measure. The strong
relationship between the Lévy model and the deconvolution model is given a precise
meaning.
Quantile estimation in deconvolution problems is studied comprehensively. In partic-
ular, the more realistic setup of unknown error distributions is covered. Under minimal
and natural conditions we show that the plug-in method is minimax optimal. A data-
driven bandwidth choice yields optimal adaptive estimation. The concept of quantiles
is generalized to the possibly infinite Lévy measures by considering left and right tail
integrals. Based on equidistant discrete observations of the process, we construct a
nonparametric estimator of the generalized quantiles and derive minimax convergence
rates. As a motivating financial example for inverse problems, we empirically study the
calibration of an exponential Lévy model for asset prices. The estimators of the gener-
alized quantiles are adapted to this model. We construct an optimal adaptive quantile
estimator and apply the procedure to real data of DAX-options.
ii
Zusammenfassung
Die Schätzung von Quantilen und verwandten Funktionalen wird in zwei inversen Prob-
lemen behandelt: dem klassischen Dekonvolutionsmodell sowie dem Lévy-Modell in dem
ein Lévy-Prozess beobachtet wird und Funktionale des Sprungmaßes geschätzt werden.
Im einem abstrakteren Rahmen wird semiparametrische Effizienz im Sinne von Hájek-
Le Cam für Funktionalschätzung in regulären, inversen Modellen untersucht. Ein all-
gemeiner Faltungssatz wird bewiesen, der auf eine große Klasse von statistischen in-
versen Problem anwendbar ist. Im Dekonvolutionsmodell beweisen wir, dass die Plugin-
Schätzer der Verteilungsfunktion und der Quantile effizient sind. Auf der Grundlage
von niederfrequenten diskreten Beobachtungen des Lévy-Prozesses wird im nichtlin-
earen Lévy-Modell eine Informationsschranke für die Schätzung von Funktionalen des
Sprungmaßes hergeleitet. Die enge Verbindung zwischen dem Dekonvolutionsmodell
und dem Lévy-Modell wird präzise beschrieben.
Desweiteren wird die Quantilschätzung für Dekonvolutionsprobleme umfassend un-
tersucht. Insbesondere wird der realistischere Fall von unbekannten Fehlerverteilungen
behandelt. Wir zeigen unter minimalen und natürlichen Bedingungen, dass die Plugin-
Methode minimax optimal ist. Eine datengetriebene Bandweitenwahl erlaubt eine opti-
male adaptive Schätzung. Indem wir auf positiven und negativen Strahlen integrieren,
werden Quantile auf den Fall von Lévy-Maßen, die nicht notwendiger Weise endlich sind,
verallgemeinert. Mittels äquidistanten, diskreten Beobachtungen des Prozesses werden
nichtparametrische Schätzer der verallgemeinerten Quantile konstruiert und minimax
optimale Konvergenzraten hergeleitet. Als motivierendes Beispiel von inversen Proble-
men untersuchen wir ein Finanzmodell empirisch, in dem ein Anlagengegenstand durch
einen exponentiellen Lévy-Prozess dargestellt wird. Die Quantilschätzer werden auf
dieses Modell übertragen und eine optimale adaptive Bandweitenwahl wird konstruiert.
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1. Introduction
Quantile estimation is at the heart of statistical inference. For practitioners estimated
quantiles are highly relevant, but they depend in a nonlinear way on the underlying
law. For directly observed i.i.d. samples the empirical quantiles have many preferable
properties, for instance, they have the minimal asymptotic variance. In more complex
models quantile estimation may however not be obvious. This is especially the case if
the target distribution is not directly observable but “hidden” by some operator, and
thus we have to address a possibly ill-posed inverse problem. The driving example of
an indirect model in this thesis is inference on the jump measure of a Lévy process
which we observe at discrete time points. For convenience this model is denoted as
Lévy model.
Before we present our theoretical contributions, we empirically study the calibration
of an exponential Lévy model for asset prices as a motivating example for inverse
problems. Afterwards, we aim for semiparametric efficiency in the sense of Hájek–Le
Cam for the Lévy model, which turns out to be a surprisingly difficult question. To
answer it, we consider the problem from the abstract perspective of general inverse
problems. From that point of view we find that the Lévy model is closely related to the
classical and simpler deconvolution model. Therefore, we first investigate the quantile
estimation problem in deconvolution, which is a widely used model itself. The gained
insights are finally applied to quantile estimation in the Lévy model, where we revisit
the financial example from the beginning.
Statistical models
Nonparametric deconvolution models are of high practical importance and lead to chal-
lenging questions in statistical methodology. Let X1, . . . , Xn be independent random
variables. Suppose that we merely observe the random variables
Yj = Xj + εj , j = 1, . . . , n, (1.1)
that is the original (Xj) corrupted by i.i.d. error variables εj , independent of (Xj). The
main objective is to estimate the τ -quantile, for τ ∈ (0, 1),
qτ := inf

x ∈ R : P (X1 6 x) > τ

of the population X1 from the observations Y1, . . . , Yn. The first nonparametric analysis
of this model goes back to Carroll and Hall (1988) and Fan (1991a,b). In this classical
literature the distribution of the measurement error is assumed to be completely known
which is usually not satisfied in practice. Instead, we may assume that we have at hand
a sample from the error distribution given by
ε∗1, . . . , ε
∗
m, m ∈ N .
1
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A kernel density estimator for unknown error distributions was introduced by Neumann
(1997) assuming independence of the samples (Yj) and (ε∗k). Motivated by applications,
we will allow for dependencies between both samples. In particular, our procedure
applies to the experimental setup of repeated measurements.
In the Lévy model we observe a real-valued Lévy process L = {Lt : t > 0}. Due to
the Lévy–Itô decomposition, it can be represented as the sum of a deterministic drift
determined by a parameter γ ∈ R, a Brownian motion with volatility σ2 > 0 and an
independent jump component. The distribution of the jump sizes is described by the
so-called Lévy measure ν. In the fundamental case of a compound Poisson process ν is
a finite measure. In general, ν may be infinite, satisfying

(x2 ∧1)dν < ∞, and thus the
Lévy process can have infinite jump activity. Since there is a one-to-one correspondence
between the Lévy process and the triplet (σ2, γ, ν), the latter is called characteristic
triplet. Lévy processes are one of the main building blocks for modeling stochastic
processes in biology, finance and physics.
By definition ν(A), for any Borel set A ∈ B(R), is the expected number of jumps
per unit time whose size belongs to A. Taking into account the possible singularity of
ν at zero, we define the generalized distribution function
N(t) :=

ν((−∞, t]), for t < 0,
ν([t,∞)), for t > 0.
Our aim is to estimate its inverse function which we call generalized quantile function.
For a given level τ ∈ (0, ν(R±)) we introduce
q−τ := sup







and q+τ := sup








Intuitively, q+τ (resp. q−τ ) is the smallest value such that the expected number of positive
(resp. negative) jumps with absolute size larger than q+τ (resp. q−τ ) is less than τ .
Alternatively, jumps larger than q+τ are expected once in 1/τ time units.
We will consider two different observation schemes: If we directly observe the Lévy
process at equidistant discrete time points ∆, 2∆, . . . , n∆, the estimator relies on the
increments L∆k −L∆(k−1) which are independent and identically distributed according
to the law of L∆. We will focus on low-frequency observations where ∆ > 0 remains
fixed while n → ∞. Nonparametric estimation in this case was first studied by Neumann
and Reiß (2009).
The second observation scheme is motivated by the application in finance that is
precisely described in Chapter 2. Modeling an asset as exponential Lévy model driven by
the process L, we use prices of put and call options to estimate the characteristics of the
Lévy process under the risk-neutral measure. Since the observed option prices are noisy,
we face a statistical problem of regression type. The error analysis of nonparametric
estimators is then similar to the case of low frequent direct observations and was studied
by Cont and Tankov (2004b) and Belomestny and Reiß (2006a). In this application the
generalized quantiles are an interesting risk measure.
The deconvolution model and the Lévy model are structurally different. In particular,
the deconvolution model is linear while the Lévy model is not. Nevertheless, it has
been noted by Belomestny and Reiß (2006a), Kappus (2012) and others that they are
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closely related to each other. One aim of this work is to study this phenomenon in
more detail. Analyzing the risk for estimators in these two models, we see that the
estimation errors have very similar features. More precisely, the estimation error in
the Lévy model is dominated by a deconvolution problem with the distribution of the
Lévy process itself and thus may be described as auto-deconvolution. However, upper
bounds, like convergence rates or asymptotic distributions, are mainly properties of the
estimators. In contrast, lower bounds reveal the deeper information theoretic structure.
Studying information bounds in both models, we find that both models are in fact
equivalent in the weak sense of Le Cam (1972).
The plug-in approach
To estimate the quantiles, we will apply the following general strategy. First, we con-
struct a kernel density estimator fh for some bandwidth h > 0. Applying a plug-in
approach, we obtain an estimator for the distribution function
Fh(x) =  x
∞
fh(x)dx.
To define a quantile estimator, two natural strategies may be pursued. Either the distri-
bution function estimator is inverted, which would require an additional monotonization
of Fh, or an M-estimation paradigm is applied. Following the plug-in idea, we will apply
the second possibility and define the minimum-contrast estimator of the quantile qτ for
τ ∈ (0, 1) by
qτ,h := argminη | Fh(η) − τ | = argminη   η
−∞
fh(x)dx− τ .
Finally, we have to choose the bandwidth h appropriately. Deriving minimax conver-
gence rates for n → ∞, we determine the asymptotically optimal bandwidth. This
oracle choice depends on the unknown properties of the underlying distributions and
is consequently not available for the practitioner. Applying the approach by Lepski
(1990), we construct a completely data-driven choice of the bandwidth which yields the
optimal convergence rates up to logarithmic factors. Lepski’s crucial insight was that
with an appropriate estimator of the size of the stochastic error, in terms of confidence
intervals, we can find in a finite number of bandwidths the one which mimics the oracle
choice. In order to prove such a result, we need exponential concentration inequalities
for our estimators.
Since our method estimates the three most important quantities of a population,
namely density, distribution function and quantile function, based on the same estima-
tor, the procedure is very attractive. Bickl and Ritov (2003) have pointed out that it
is indeed desirable if a minimax optimal estimator fh can be “plugged-in” to estimate
a functional, which allows for
√
n-consistent estimation, not only with the parametric
rate but even semiparametrically efficient. That means in the nonparametric model, the
estimator of the derived parameter converge with parametric rate to a normal distribu-
tion with minimal variance. Bickl and Ritov call this plug-in property of the estimatorfh. We will go one step further and adopt this concept to our ill-posed inverse prob-
lems: We say that fh has the plug-in property if (i) it estimates the density with the
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optimal nonparametric rate rn, (ii) the plug-in estimators based on fh achieve the op-
timal nonparametric rate r′n < rn, (iii) if r′n = n−1/2 then the plug-in estimator is
semiparametrically efficient.
This concept outlines the major program of this thesis. We establish minimax rates
for density, distribution function and quantile estimation and we study semiparametric
efficiency for the latter two quantities. In addition we consider variants of the Lepski-
method to ensure applicability of the quantile estimators.
Literature and own contributions
While inverse problems appear in many different shapes in the literature, information
bounds are studied only in a few linear cases. In the linear indirect regression model,
semiparametric efficiency and convolution theorems have been studied by Klaassen et al.
(2001, 2005) and Khoujmane et al. (2007). In linear indirect density estimation prob-
lems, van Rooij et al. (1999) have derived a convolution theorem for a restricted class
of linear functionals. In Söhl and Trabs (2012b) we show efficiency in the deconvolu-
tion problem. Using the polar decomposition or specific properties of the operators, all
these studies are restricted to linear models. However, in many situations the operator
K might not be linear, see e.g. Engl et al. (1996) and Bissantz et al. (2004). Hence, new
mathematical methods are necessary. To the best of the author’s knowledge semipara-
metric efficiency for nonparametric nonlinear inverse problems, for example the Lévy
model, is a completely open problem.
The following efficiency results are contained in Trabs (2013). In view of the equiv-
alence results by Brown and Low (1996) and Nussbaum (1996), the prototype of an
inverse problem is to estimate ϑ ∈ Θ ⊆ X, or derived parameters, from observations
yε,ϑ in the white noise model
yε,ϑ = K(ϑ) + εẆ for a continuous operator K : X ⊇ Θ → Y,
where X and Y are Hilbert spaces and εẆ denotes white noise on Y with noise level ε >
0. Studying minimax convergence rates when K is linear, Goldenshluger and Pereverzev
(2000, 2003) have shown that the parametric rate ε can be achieved for linear functionals
of ϑ whose smoothness is not smaller than the ill-posedness of the operator K.
Inspired by the results from van der Vaart (1991), we restate the classical local
asymptotic normality theory, which was initiated by Hájek (1970), in a way that is
appropriate to capture the inverse structure of the above mentioned models. Here, the
linear white noise model serves as the local limit experiment in the sense of Le Cam
(1972). This leads to the notion of regular indirect models, meaning that the white
noise model is the locally linear weak approximation of the statistical experiment. The
asymptotic linear structure is described by the so called generalized score operator.
We derive a version of the Hájek–Le Cam convolution theorem, see Theorem 3.8, for
the estimation of derived parameters for regular inverse problems. Although we focus
on linear functionals in the examples, the theory applies to any parameter which is
differentiable in a pathwise sense which we demonstrate for quantile estimation.
We show that the white noise model with a (possibly) nonlinear operator, the de-
convolution model as well as the Lévy model are regular indirect models and thus the
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convolution theorem applies. In many cases estimators are known that have the optimal
limit distribution and consequently the information bound is sharp.
In the deconvolution setting, we can relax the assumptions on the functionals and
the admissible error densities by van Rooij et al. (1999), as well as the conditions
on the smoothness and decay behavior of the densities of X1 and ε1 by Söhl and
Trabs (2012b) substantially. In fact, the abstract approach leads to natural assumptions
in the explicit models. Considering a general class of linear functionals which can be
estimated with the parametric rate, we show as in Söhl and Trabs (2012b) that the plug-
in estimator satisfies a central limit theorem (in fact, a Donsker theorem is stated in Söhl
and Trabs (2012b), but this will not be discussed in this thesis) restricting to known
error distributions. If the deconvolution problem is sufficiently mildly ill-posed, this
class of functionals contains the distribution function. Based on this result, asymptotic
normality of the quantile estimator is derived. Together with the convolution theorem
we conclude in Theorem 3.30 that the distribution function estimator and the quantile
estimator in the deconvolution model are indeed efficient.
Our information bounds in the Lévy model (Corollary 3.34 and Theorem 3.40) are
of special interest for three reasons: First, it is an important paradigm for nonlinear
problems in indirect density estimation and a canonical probabilistic inverse problem.
Second, we want to understand from an efficiency perspective the auto-deconvolution
structure of the Lévy model. Third, we answer the conjecture by Nickl and Reiß (2012)
that their distribution function estimator is efficient in the Hájek–Le Cam sense. Since
Buchmann and Grübel (2003) have constructed for a finite and known jump activity a
decompounding estimator with smaller asymptotic variance, an information bound is
of particular interest. With the general convolution theorem at hand, we can prove that
both estimators by Nickl and Reiß (2012) and by Buchmann and Grübel (2003) are
indeed efficient and thus prior knowledge of the jump intensity simplifies the statistical
problem significantly.
Although the literature on deconvolution problems is extensive and very broad, the
problem of adaptive deconvolution with unknown measurement errors was addressed
only recently, see Comte and Lacour (2011); Johannes and Schwarz (2013) and Kappus
(2014) for adaptive density estimation with unknown error distributions in the model
selection framework. Minimax results and other properties for non-adaptive methods
are given by Neumann (1997, 2007), Meister (2004), Delaigle et al. (2008), Johannes
(2009) among others. In the setting of known error distribution asymptotic normality
of estimators for the distribution function has been shown by van Es and Uh (2005)
and Hall and Lahiri (2008). The problem of quantile estimation in deconvolution was
considered only by Hall and Lahiri (2008). They have constructed a quantile estimator
for the case of known error distributions by inverting the distribution function estimator,
without proposing an adaptive bandwidth choice. Further references on deconvolution
may be found in the monograph by Meister (2009).
As we shall establish, the error of the quantile estimator is directly related to that
of the distribution function estimator. Yet, the general analysis of the latter was not
clear before. Fan (1991b) has proposed an estimator for the distribution function by
integrating the density deconvolution estimator. In order to perform an exact analysis
of its variance, a truncation of the integral was required in the estimation procedure.
5
1. Introduction
This resulted in a non-optimal estimation method for the case of ordinary smooth errors
and raised the conjecture that ’plug-in does not work optimally’ for distribution func-
tion estimation in deconvolution. Trying to circumvent this problem, Hall and Lahiri
(2008) as well as Dattner et al. (2011) have constructed a distribution function estima-
tor based on a direct inversion formula. It remained an open and intriguing question
whether the canonical plug-in estimator for distribution or quantile function estimation
yields asymptotically optimal results. Following Dattner et al. (2013), we show that
under suitable conditions the distribution function and the quantiles can be estimated
with
√
n-rate by integrating the density estimator and applying the M-estimation ap-
proach, respectively. Moreover, Theorem 4.7 states general nonparametric rates if the
error distribution is unknown and has to be estimated. Lower bounds show that the
nonparametric rates are minimax optimal. The rates in combination with the previous
efficiency result yield that the density estimator has the plug-in property as described
above. A variant of the Lepski-method is established that achieves the minimax rates
up to a logarithmic payment for adaptation (Theorem 4.12).
Relying on the insights from the deconvolution model, we then study the Lévy model
which is in various aspects more involved. In the high-frequency regime, i.e. ∆ ↓ 0,
we almost see the jumps in the path and thus the estimation of the Lévy measure is
relatively straight forward, see for instance Basawa and Brockwell (1982); Figueroa-
López and Houdré (2006) or Aı̈t-Sahalia and Jacod (2012) for a review. As noticed
by Neumann and Reiß (2009) in the low-frequency regime, ∆ > 0 fixed, the estima-
tion problem is more difficult because the number of jumps that occurred within an
increment is not identifiable. Using however the Lévy–Khintchine formula which links
the characteristic function of the marginal distributions and the characteristic triplet,
we can estimate the jump measure by a spectral approach. This idea was initiated by
Belomestny and Reiß (2006a) and then studied further, see Gugushvili (2009); Trabs
(2014); Reiß (2013) and references therein. The question of an adaptive estimation
method in the high-frequency and low-frequency regime has been addressed by Comte
and Genon-Catalot (2011) and Kappus (2014), respectively, who apply a model selec-
tion procedure. Nickl and Reiß (2012) and Nickl et al. (2013) have derived uniform
central limit theorems for the generalized distribution function of the Lévy measure in
the low-frequency and high-frequency regime, respectively. Confidence statements have
been studied by Figueroa-López (2011) and Söhl (2014).
With the notable exception of Belomestny (2010), who estimates the fractional oder
of a Lévy process, all previously mentioned articles consider only linear functionals
of the jump measure. Instead, we solve the substantially more demanding problem of
estimating the nonlinear generalized quantiles in the nonlinear inverse problem. The
conditions we impose one the models are very weak. We allow the whole spectrum
of Lévy processes, reaching from diffusions to pure jump processes with unbounded
variation and the combination of both. The quantile estimators are very robust in the
sense that they do not depend on the drift and volatility parameters, which may be
surprising. In both above described observation schemes we derive convergence rates
for the distribution function and the quantile estimator (Theorems 5.9 and 5.13). In
view of the literature the rates appear to be minimax optimal. In the regression-type
Lévy model, we provide an adaptive method of Lepski- type that again achieves the
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optimal rates and the additional loss appears to be unavoidable. The performance of
the estimation procedure is illustrated in simulations and a real data study based on
options on the German DAX-index.
The deconvolution operator
One of the most important tools of the mathematical analysis in the whole thesis is
the deconvolution operator. Let us assume in the deconvolution model (1.1) that the
laws of X1 and ε1 have Lebesgue densities f and fε, respectively. Consequently, Y1 is
distributed according to fY = f ∗ fε. Denoting the characteristic functions of Y1 and ε1










where the second equality has to be understood in distributional sense. Hence, the
deconvolution operator is given by g → F−1[F g/ϕε]. Slightly abusing notation, we
denote it by F−1[1/ϕε]. Replacing ϕY by the empirical characteristic function of (Yj)
and regularizing with a band-limited kernel K and bandwidth h > 0, the previous
display gives us immediately the natural kernel density estimator, which was proposed




for the empirical measure µn =
n
j=1 δYj with Dirac measure δy in the point y ∈ R. To
estimate the linear functional

ζ(x)f(x)dx for suitable functions ζ, say ζ ∈ L2(R) ∩
L∞(R), the plug-in approach yields















Since the regularizing F K(h•) degenerates to one as h ↓ 0, we have to study the map-
ping properties of the deconvolution operator F−1[1/ϕε(−•)]. To this end the Fourier
multiplier approach by Nickl and Reiß (2012) is extremely useful. Under certain as-
sumptions they show that 1/ϕε is a Fourier multiplier on Besov spaces. In the same
spirit Schmidt–Hieber et al. (2013) discuss the behavior of the deconvolution operator
as pseudo-differential operator. To apply abstract Fourier multiplier theorems, an ap-
propriate decay behavior of ϕε is required which leads to restrictions for the allowed
error distribution in the deconvolution model.
For unknown error distributions the deconvolution operator F−1[1/ϕε] is not observ-
able and we have to study the estimated counterpart as a random Fourier multiplier.
We prove that it preserves the mapping properties of the deterministic F−1[1/ϕε], but
its operator norm turns out to be (slightly) larger.
In the Lévy model the estimation relies on the Lévy-Khintchine representation of the
characteristic exponent of the infinitely divisible marginals L∆ of the Lévy process. The
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estimators are thus based on the logarithm of the empirical measure ϕn. Linearizing
the estimation error, we obtain




≈ ϕn − ϕ
ϕ
for the characteristic function ϕ of L∆ and thus the deconvolution operator comes into
play again. Let us stress that 1/ϕ is again unknown, but because it appears only in the
error analysis we do not have to estimate it. In that specific aspect the Lévy model is
simpler than the deconvolution model with unknown error distributions. We will show
that the Fourier multiplier property of F−1[1/ϕ] is very natural in the context of in-
finitely divisible distribution, see Theorem 5.5: A polynomial decay of the characteristic
function is necessary and already sufficient to conclude that 1/ϕ is a Fourier multiplier
on Besov spaces (modulo mild regularity conditions). Interestingly, in both models the
generalized score operator in the convolution theorem is given by the deconvolution
operator.
Organization of the thesis
In Chapter 2 we introduce the exponential Lévy model. As a motivating financial ex-
ample for inverse problems involving Lévy processes, we nonparametrically calibrate
models according to the procedures by Belomestny and Reiß (2006a) and Trabs (2014),
observing prices of European put and call options. The numerically efficient implemen-
tation of the spectral estimation procedures is discussed for Lévy models of finite jump
activity as well as for self–decomposable Lévy models. We compare the performance
of the procedures for finite and infinite jump activity based on options on the German
DAX index and find that both methods achieve good calibration results. The stability
of the finite activity model is studied when the option prices are observed in a sequence
of trading days. The findings in the chapter will be published in Söhl and Trabs (2014).
In Chapter 3 we study semiparametric efficiency in the sense of Hájek–Le Cam for
functional estimation in regular indirect models. A convolution theorem is proved which
applies to a large class of statistical inverse problems. This is illustrated for the proto-
typical white noise and deconvolution model. The abstract approach is especially useful
for nonlinear models. We prove that the plug-in estimators of the distribution function
and of the quantiles are efficient. The Lévy model is discussed in detail, concluding an
information bound for the estimation of functionals of the jump measure. The strong
relationship between the Lévy and the deconvolution model is given a precise meaning.
Most of the results in this chapter can be found in Trabs (2013). The central limit
theorem for the distribution function estimator in deconvolution is proved in Söhl and
Trabs (2012b).
In Chapter 4 quantile estimation in deconvolution problems is studied comprehen-
sively. In particular, the more realistic setup of unknown error distributions is covered.
Under minimal and natural conditions we show that the plug-in method is minimax
optimal. We find a data-driven bandwidth choice which yields optimal adaptive es-
timation. As a side result we conclude minimax rates for the plug-in estimation of
distribution functions with unknown error distributions. The method is applied to sim-
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ulations and a real data example of blood pressure measurements. All the results are
contained in the paper Dattner et al. (2013).
Chapter 5 contains the estimation of the generalized quantiles in the Lévy model.
Before, we show that under natural conditions on the Lévy process a Fourier multiplier
theorem can be applied. Based on equidistant discrete observations of the process, we
construct a nonparametric estimator of the generalized quantiles and derive convergence
rates which seem to be optimal in the minimax sense. Moreover, the estimator is adapted
to the exponential Lévy model from Chapter 2 where we discuss an adaptive estimation
method. We apply the procedure to real data of DAX-options.
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Although not always explicitly mentioned, we throughout work on sequences of sta-
tistical experiments (Xn,An, Pn,ϑ : ϑ ∈ Θ) for some common parameter set Θ which
is usually infinite dimensional. Convergence rates will be established in the OP -sense
which corresponds to the loss function of confidence intervals. To study optimality in
the minimax sense, we define the uniform stochastic Landau symbol OP,Θ over the







Pϑ(An > R) = 0. (1.2)
All function spaces which will be used in the text are defined in Appendix A. Let us





A integral of the real line and integral over a set A
d= equally distributed
. smaller or equal than up to a constant which is independent
of the parameters involved
& larger or equal than up to a constant which is independent of
the parameters involved
≪ absolute continuity
⟨•, •⟩ scalar product (canonical scalar product of Rd if not further
specified)
⟨α⟩ largest integer which is strictly smaller than α > 0
1lA indicator function of a set A, defined by 1lA(x) = 1 if and
only if x ∈ A
Ac complement of A
A⊥ orthogonal complement of A
A closure of A
B⋆ dual space of Banach space B
B(R) σ-algebra of Borel sets on the real line
Cα,Dβ nonparametric parameter classes in Chapter 4, cf. (4.7), (4.8)
Cs,Ds, Es, Ds,s′τ , Es,s′τ nonparametric parameter classes in Chapter 5, cf. (5.7),
(5.10)
δx Dirac measure in x ∈ R
F g Fourier transform of g ∈ L1(R) ∪L2(R) defined by F g(u) :=
eiuxg(x)dx, u ∈ R.
F µ Fourier transform of a measure µ defined by F µ(u) :=
eiuxµ(dx), u ∈ R.
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Γ(k, η) Gamma distribution with shape parameter k and scale pa-
rameter η
K⋆ adjoint of the operator K
K† Moore–Penrose pseudo inverse of K, cf. (3.3)
domK domain of the operator K
kerK kernel of the operator K
ranK rang of the operator K
Lp, Hs, Cs, Bsp,q, BV function spaces, cf. Appendix A
µ∗n n-fold convolution of the measure µ
N (µ,Σ) multivariate normal distribution
O(1), o(1) Landau notation
OP (1), oP (1) stochastic Landau notation
OP,Θ(1), oP,Θ(1) uniform stochastic Landau symbols over a class Θ, cf. (1.2)
v⊤ transpose of the vector v ∈ Rd
x− left limit defined by x− := limh↓ x− h
x+ right limit defined by x+ := limh↓0 x+ h
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2. Inverse problems in finance: Option
calibration
In recent years exponential Lévy models are frequently used as a basis for the purpose
of pricing and hedging. To understand even more complex models better, it is thus
essential to study the Lévy models in detail. Assuming a constant and known riskless
interest rate r ≥ 0 and an initial value S0 > 0, these models describe the price of a
stock by
St = S0ert+Lt , t > 0, (2.1)
where L = {Lt : t > 0} is a Lévy process. Thus jumps of the price process are taken into
account and heavy tails in the returns are modeled appropriately. It has been shown that
exponential Lévy models are capable of reproducing not only the volatility smile but also
the fact that it becomes more pronounced for shorter maturities, cf. Cont and Tankov
(2004a). Hence, they are more adequate for recovering the stylized facts of financial
time series than the classical model by Black and Scholes (1973). To apply model (2.1),
for example, for derivative pricing, one has to infer the Lévy triplet (σ2, γ, ν) under the
risk–neutral measure from observable data, since the triplet determines completely the
distributional properties of the stock S. Focusing on an applied perspective, we discuss
the estimation of the characteristics based on a finite sample of vanilla option prices in
this chapter.
From this starting point it is an open and demanding question whether the calibrated
model can be used to estimate derived parameters, especially the generalized quantiles
of the Lévy measure. In Chapter 5 we will give a positive answer: The estimated jump
density can be plugged-in to obtain an optimal quantile estimator. Both problems, the
model calibration and the quantile estimation, turn out to be ill-posed inverse problems
leading to interesting theoretical and practical questions. This chapter focuses on an
applied perspective. It is based on the paper by Söhl and Trabs (2014).
Exponential Lévy models are studied in a wide range of pricing problems, for instance
by Asmussen et al. (2004); Cont and Voltchkova (2005); Ivanov (2007). The calibration
has mainly focused on parametric models, cf. Barndorff-Nielsen (1998); Eberlein et al.
(1998); Carr et al. (2002) and the references therein. First nonparametric calibration
procedures for finite activity Lévy models were proposed by Cont and Tankov (2004b)
as well as by Belomestny and Reiß (2006a). That means in these approaches no (finite
dimensional) parametrization is assumed. The method of Trabs (2014) extends the
spectral calibration to the infinite activity case, more precisely to self–decomposable
Lévy processes.
The calibration of a completely general Lévy process might be too much to hope for.
We consider two submodels, precisely stated in Section 2.2 together with the constuction
of the estimators. Under the first setup, denoted by (FA), the process L is assumed to be
a jump–diffusion whose Lévy measure ν has finite total mass. In the second case, which
13
2. Inverse problems in finance: Option calibration
we refer to as (SD), we consider a self–decomposable Lévy process without diffusion
component, that is σ = 0. In particular, in the second setting the Lévy process has
infinite jump activity and thus the two setups are non–overlapping. In both cases we
do not assume that the Lévy density ν belongs to some parametric class. The explicit
estimators for (σ2, γ, ν) in the two models (FA) and (SD) are constructed essentially as
in Belomestny and Reiß (2006a) and Trabs (2014), respectively, but some modifications
are introduced which improve their numerical performance.
As shown in simulations in Section 2.3 these improvements reduce the mean squared
error of the estimators significantly. In contrast to the method by Cont and Tankov
(2004b) the spectral calibration is a straightforward algorithm, where no minimization
problem has to be solved. Therefore, the methods are quite fast owing to the Fast
Fourier transform (FFT). Whereas the above mentioned works focus on the asymptotic
theory, we concentrate on the application of the method to realistic sample sizes in
this chapter. In a related framework of a jump–diffusion Libor model, Belomestny and
Schoenmakers (2011) study the application of the spectral calibration method to finite
sample data sets. For a more precise inference we use confidence intervals as constructed
by Söhl and Trabs (2014), relying on the results by Söhl (2014).
In Section 2.4 we use data of vanilla options on the German DAX index to compare the
finite activity model to the self–decomposable one. Considering options with different
maturities, both models achieve good calibration results in the sense that the residuals
between the given data and the calibrated model are small. Since the Blumenthal–
Getoor index equals zero in our models, the calibration based on option data behaves
quite differently from the case of high–frequency observations under the historical mea-
sure, where Aı̈t-Sahalia and Jacod (2009) find evidence that the Blumenthal–Getoor
index is larger than one. Applying the calibration to a sequence of trading days, we
obtain the evolution of the model parameters in time. The estimators seem to be stable
with respect to the spot time.
2.1. Lévy processes
Let us first recall some basic properties of Lévy processes which can be found in Sato
(1999).
Definition 2.1. The Rd-valued stochastic process L = {Lt : t > 0} defined on a
probability space (Ω,F , P ) is a Lévy process if it satisfies:
(i) L is stochastically continuous, i.e., for any t > 0, Lu
P→ Lt as u → t,
(ii) P (L0 = 0) = 1,
(iii) For any n ∈ N and 0 6 t0 < · · · < tn the random variables Lt0 , Lt1 −Lt0 , . . . , Ltn −
Ltn−1 are independent (independent increments),
(iv) For any 0 6 s < t it holds Lt − Ls
d= Lt−s (stationary increments).
Any Lévy process has a modification which is right-continuous with left limits. The
marginal distributions of a Lévy process are infinitely divisible in the following sense:
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Definition 2.2. A probability measure µ on Rd is infinitely divisible if for any n ∈ N
there is a probability measure µn on Rd such that µ = µ∗nn .
In fact, there is a one-to-one correspondence between Lévy process and infinitely
divisible distributions. The most important result on Lévy processes for this thesis is
the Lévy–Khintchine representation.
Proposition 2.3 (Lévy–Khintchine formula). Let L be an Rd-valued Lévy process. For
any t > 0 the characteristic function of Lt is given by
ϕt(u) := E[ei⟨u,Lt⟩] = etψ(u), u ∈ Rd,
with characteristic exponent
ψ(u) = −12⟨u, σ
2u⟩ + i⟨γ, u⟩ +

Rd
(ei⟨x,u⟩ − 1 − i⟨x, u⟩1l|x|61)ν(dx) (2.2)
for a symmetric nonnegative-definite matrix σ2 ∈ Rd×d, a drift parameter γ ∈ Rd and
a Lévy measure ν on Rd, i.e., ν is a σ-finite measure on (Rd,B(Rd)) with
ν({0}) = 0 and

Rd
(|x|2 ∧ 1)ν(dx) < ∞.
Since there is a bijection between the Lévy process L and the triplet (σ2, γ, ν), the
latter is called characteristic triplet or Lévy triplet. Throughout this theses we will
consider only real valued processes. There are two special cases of the Lévy–Khintchine
formula which are quite useful. If d = 1 and








(eiux − 1)ν(x)dx, u ∈ R, (2.3)
for γ0 = γ −
 1
−1 xν(dx). Assuming alternatively d = 1 and

x2ν(dx) < ∞, we can






eiux − 1 − iux

ν(dx), u ∈ R,




Let L be a real-valued Lévy process with characteristic triplet (σ2, γ, ν). Throughout
this chapter, we assume
(A1) ν is absolutely continuous. Abusing notation, we denote its Lebesgue density
likewise by ν : R → R+.
(A2)

(|x| ∧ 1)ν(x)dx < ∞.
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Owing to (A2), the jump component Jt has finite variation. Calibrating the exponential
Lévy model (2.1) reduces to estimating the two one-dimensional parameters σ2 and
γ0 = γ −
 1
−1 xν(dx) as well as the density ν from an infinite dimensional parameter
space. However, the characteristic triplet depends on the underlying measure. Since
we are interested in pricing and hedging purposes, we consider throughout the risk
neutral measure under which the discounted process eLt is a martingale. Therefore,
E[eLt ] = 1, t ≥ 0, which is equivalent to the martingale condition
σ2
2 + γ0 +
 ∞
−∞
(ex − 1)ν(dx) = 0. (2.4)
This condition implicitly implies an exponential moment assumption on Lt and thus on
ν, too.
So far, nonparametric calibration methods exist in two different setups:
(FA) Assumptions (A1) holds and Assumption (A2) is replaced by the stronger assump-
tion of finite activity λ :=

ν(x)dx < ∞ (Cont and Tankov, 2004b; Belomestny
and Reiß, 2006a; Söhl, 2014).
(SD) Lt is self–decomposable with σ = 0 that is ν can be characterized by ν(dx) =
k(x)/|x|dx for x ∈ R \{0}, where k is increasing on R− and decreasing on R+.
Additionally, α := k(0+) + k(0−) is assumed to be finite (Trabs, 2014).
Note that in the (SD) setting Assumptions (A1) and (A2) are automatically satis-
fied. The function k with the above monotonicity properties is called k-function. Trabs
(2014) considers a more general class of Lévy processes where k does not need to fulfill
these monotonicity properties. However, we will see that the class of self–decomposable
processes is already rich enough to calibrate the model (2.1) well.
Typical parametric submodels of (FA) and (SD) are given by Examples 2.4 and
2.5, respectively. We will use them to study the performance of estimation methods in
simulations.
Example 2.4 (Merton model). Merton (1976) has introduced the first exponential









, x ∈ R.
A realistic choice of the parameters is η = −0.1, v = 0.2 and λ = 5. Together with
the volatility σ = 0.1 this determines the drift to be γ0 = 0.379 using the martingale
condition (2.4).
Example 2.5 (Variance gamma model). Let (Wt) be a standard Brownian motion
and (Gt) an independent Gamma process with mean rate one and variance rate ρ that
is Gt ∼ Γ(t/ρ, 1/ρ). Madan and Seneta (1990) defined the variance gamma process
with parameters σ, ρ and ϑ as the time changed Brownian motion with drift Lt =
ϑGt +σWGt , t ≥ 0. This is a model with infinite jump activity and Blumenthal–Getoor
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index zero. The characteristic function and the k–function of L are given by







e−x/ηp1{x≥0}(x), u, x ∈ R,
with ηp :=

ϑ2ρ2/4 + σ2ρ/2 + ϑρ/2 and ηm :=

ϑ2ρ2/4 + σ2ρ/2 − ϑρ/2, respectively.
In our simulations we use the parameters σ = 1.2, ρ = 0.2 and ϑ = −0.15. The value
of γ0 = 0.141 is given by the martingale condition again. These choices imply α =
kV G(0+) + kV G(0−) = 10.
Since we want to estimate the model parameters under the risk neutral measure,
the procedure is based on observed prices of vanilla options. Throughout, we measure
the time in years. Let us fix a maturity T > 0, define the negative log–moneyness
x := log(K/S0) − rT and denote call and put prices by C(x, T ) = S0E[(eLT − ex)+] and
P(x, T ) = S0E[(ex − eLT )+], respectively. In terms of the option function
O(x) :=

S−10 C(x, T ), x > 0,
S−10 P(x, T ), x < 0,
(2.5)
our observations are given by
Oj = O(xj) + δjεj , j = 1, . . . , n, (2.6)
with noise levels δj > 0 and independent, centered errors εj , satisfying Var(εj) = 1
as well as supj E[ε4j ] < ∞. The observation errors are due to the bid–ask spread and
other market frictions. For simplicity, we assume (δj)j=1,...,n to be known. Otherwise,
the noise levels can be estimated on an independent data set, for instance, from market
data which contain separately bid and ask prices. Note that since the Lévy density
ν is an infinite–dimensional object, the triplet (σ2, γ0, ν) cannot be inferred from the
market price of just one vanilla option as the volatility parameter in the Black–Scholes
model. The more prices Oj are observed for different strikes xj , the more accurate the
estimation will be. To construct the estimators of the Lévy triplet, we apply the Lévy–




eiuxO(x)dx = 1 − ϕT (u− i)
u(u− i) . (2.7)
Note that the latter equation extends to all complex numbers in {u ∈ C| Im(u) ∈ [0, 1]}
since there the characteristic function ϕT (u− i) is finite by the exponential moment of
LT , which is implied by the martingale condition (2.4). We obtain
ψ(u) = 1
T
log(1 − u(u+ i)FO(u+ i)), (2.8)
ψ−i(u) := ψ(u− i) =
1
T
log(1 + iu(1 + iu)FO(u)). (2.9)
Through curve fitting to (xj , Oj)j=1,...,n, we obtain an empirical versions O of the option
function and subsequently, through a plug–in approach, empirical versions ψ and ψ−i of
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the characteristic exponents. While the theoretical results (Belomestny and Reiß, 2006a;
Trabs, 2014) concentrate on a linear interpolation of the observation, an additional
smoothing by using B–splines of degree two might improve the estimators. In Section 2.3
we provide simulations with both interpolation methods to investigate the practical
influence.
Given ψ, we can estimate the characteristics of the process from the spectral rep-
resentation. The procedures of Belomestny and Reiß (2006a) as well as Trabs (2014)
rely on the identity (2.9) which looks more convenient because it uses directly the
option function. The identity (2.8) uses an exponentially scaled option function since
FO(u + i) = F [e−xO(x)](u). However, in (2.9) the characteristic exponent is shifted
by −i, which leads to estimators of exponentially scaled versions of the jump density
ν and of the k-function k, respectively. Therefore, we will use it only to estimate the
one–dimensional parameters of the models. According to the idea of Belomestny and
Reiß (2006b), equation (2.8) allows to estimate immediately the nonparametric objects
ν and k. Regularization of the procedure is achieved by cutting off frequencies larger
than a regularization parameter U > 0. Since (FA) and (SD) need to be considered
separately, the precise estimators are given in Sections 2.2.1 and 2.2.2. Note that in
both cases correction steps are necessary to satisfy non–negativity of the jump density
and the martingale condition (2.4) (see Söhl and Trabs, 2012a, for details). If the latter
one would be violated, the right–hand side of the pricing formula (2.7) could have a
singularity at zero and thus we could not apply the inverse Fourier transform to obtain
an option function from the calibration.
A critical question is the choice of the regularization parameter U . As a benchmark,
we use in simulations an oracle cut–off value, that is U minimizes the discrepancy
between the estimators and the true values of σ2, γ0 and ν measured in an L2–loss. To
calibrate real data, we employ the simple least squares approach
U∗ := arginfU>0RSS(U) (2.10)




| OU (xj) −Oj |2,
where OU is the option function corresponding to the Lévy triplet estimated by means of
the cut–off value U . We determine OU by the pricing formula (2.7) and Lévy-Khintchine
representation (2.3), in which we plug in the estimators obtained by using the cut–off
value U . The estimated option function OU can be computed efficiently for each U
so that the numerical effort of finding U∗ is mainly determined by the minimization
algorithm used to solve (2.10). From theoretical consideration a penalty term, as used by
Belomestny and Reiß (2006b), is necessary to avoid an over–fitting, that is not to choose
U too large. Nevertheless, our practical experience with this method shows that the
above mentioned correction steps, which are not included in the theory, lead to an auto–
penalization: Using large cut–off values, the stochastic error in the estimators becomes
large. This leads to high fluctuations of the nonparametric part and the correction has
an increasing effect. Hence, the difference between O and OU becomes larger if U is too
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high and the residual sum of squares increases, too. In particular, imposing the jump
density to be nonnegative implies a shape constraint on the state price density which
is basically the second derivative of the option function. Therefore, the least squares
choice of the tuning parameter works well at least for small noise levels.
The approach to minimize the calibration error was also applied by Belomestny and
Schoenmakers (2011). Alternative data–driven choices of the cut–off value U are the
“quasi-optimality” approach which was studied by Bauer and Reiß (2008) and which
was applied by Belomestny (2011) or the use of a preestimator as proposed by Trabs
(2014). However, we will consider only the least squares approach which performs well
in our application.
2.2.1. The finite activity case




2 + i(σ2 + γ0)u+ (σ2/2 + γ0 − λ) + Fµ(u) with µ(x) := exν(x).
The estimators of the parameters are defined by Belomestny and Reiß (2006a) as follows:
σ2 :=  U
−U
Re( ψ−i(u))wUσ (u)du, (2.11)
γfa := −σ2 +  U
−U
Im( ψ−i(u))wUγfa(u)du, (2.12)
λ := σ22 + γfa −
 U
−U
Re( ψ−i(u))wUλ (u)du, (2.13)
where wUσ , wUγfa and w
U
λ are suitable weight functions and ψ−i is the empirical version
of ψ−i. To avoid ambiguity, the estimator of γ0 has an additional subscript denoting the
model in which the estimator is defined. The estimators in (2.11),(2.12) and (2.13) can
be understood as weighted L2–projections of ψ−i onto the space of quadratic polynomi-
als. In this sense the estimators arise naturally as a solution of a weighted least squares
problem. However, the optimal weight depends not only on the unknown heteroscedac-
ity in the frequency domain but also on the unknown function Fµ, so we do not pursue
this approach here. Instead we construct the weight functions wUσ , wUγfa and w
U
λ directly
as Belomestny and Reiß (2006b) but propose different weight functions. The idea is that
the noise is particularly high in the high frequencies and thus it is desirable to assign
less weight to the high frequencies. A smooth transition of the weight functions to zero
at the cut–off value improves the numerical results significantly. Therefore, we would
like the weight function and its first two derivatives to be zero at the cut–off value. With






















































































where all three functions equal zero outside [−U,U ]. The constants cσ, cγfa , cλ ∈ R are
determined by the normalization conditions U
−U
u2wUσ (u)du = −2,
 U
−U
uwUγfa(u)du = 1 and
 U
−U
wUλ (u)du = 1.
The parameter s reflects the a priori knowledge about the smoothness of ν. As a rule of
thumb it can be chosen equal to two. The gain of the new weight functions is discussed
in Section 2.3.
To estimate directly the jump density ν and not only the exponential scaled version
µ, we use ψ instead of ψ−i as discussed above. Therefore, we define the estimator





where ψ is the empirical version of ψ and wUν is a flat top kernel with support [−U,U ]:





with F (u) :=







, 0.05 < |u| < 1,
0, |u| ≥ 1.
(2.15)
To evaluate the integrals in (2.11) to (2.13), it suffices to apply the trapezoidal rule.
The inverse Fourier transformation in (2.14) can be efficiently computed using the FFT–
algorithm. Therefore, depending on the interpolation method which is applied to obtainO, the whole estimation procedure is very fast. Finally, we note that the cut–off value
can be chosen differently for each quantity σ2, γ0, λ and ν. A documentation of the
implementation in R can be found in Söhl and Trabs (2012a).
2.2.2. The self–decomposable framework
Recall that σ = 0 is assumed in the (SD) setting. While the Blumenthal–Getoor index
is zero in this case the parameter α describes the degree of activity of the process on a
finer scale. To calibrate the self–decomposable model, we need a different representation
of ψ−i than before because of the infinite activity of these processes. Applying Fubini’s
theorem to (2.3), we obtain ψ−i(u) = iγ0u+γ0+
 1
0 i(u−i) F [sign(x)k(x)]((u−i)t)dt, u ∈
R, where the Fourier transform decays slowly since sign(x)k(x) is not continuous at zero.
Trabs (2014, Prop. 2.2) showed that decomposing sign(x)k(x) into a nonsmooth and a
smooth part yields for u ̸= 0








where 2s is the smoothness of k away from zero, αj := k(j)(0+) + k(j)(0−) for j =
1, . . . , 2s − 2, the function D is constant on the real half lines and the remainder ρ
corresponds to the smooth part of sign(x)k(x) and thus satisfies ∥u2s−1ρ(u)∥∞ < ∞.
Owing to the polynomial decay of ρ, estimators of γ0 and α can be defined analogously
to Section 2.2.1, filtering the coefficient of the linear term and of the logarithmic term
in (2.16), respectively:
γsd :=  U
−U
Im( ψ−i(u))wUγsd(u)du,
α :=  U
−U
Re( ψ−i(u))wUα (u)du



























wUγsd(u)du = 0 and
 U
0
u−2l+1wUγsd(u)du = 0, U
0





wUα (u)du = 0 and
 U
0
u−2lwUα (u)du = 0,
for l = 1, . . . , s− 1. These integral conditions lead to a system of linear equations which
can be solved analytically as well as numerically. To estimate the k-function, we combine
the method of Trabs (2014) with the approach by Belomestny and Reiß (2006b). From
(2.3), Fubini’s theorem and (2.8) follows
ψ′(u) = iγ0 + iF [sign ·k](u) =
(u− iu2) F [xO](u+ i) − (2u+ i) F O(u+ i)
T (1 − u(u+ i) F O(u+ i)) . (2.17)
Let ψ′ be the empirical version of ψ′ obtained by substituting O by O in (2.17). Since
we know the position of the jump of k, the application of a one–side kernel function
allows to estimate the k–function on the whole real line. We define
k(x) := F−1(−γsd − i ψ′(u))FWk(u/U)(x), x > 0,
F−1

(γsd + i ψ′(u))FWk(−u/U)(x), x < 0,







F (x+ 1), x ∈ R,
where F is the flat top kernel defined in (2.15), thus suppWk = [−2, 0], and the coeffi-
cients ck ∈ R are chosen such that
Wk = 1,

xlWk(x)dx = 0 for l = 1, . . . , 2s− 1.
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Again, the coefficients are given by a system of linear equations, which can be solved
numerically. Because the kernel Wk has to be one–sided, it cannot have compact support
in the Fourier domain. Hence, to ensure that there are no large stochastic errors in ψ′(u)
for large u ∈ R, a truncation in the spirit of Trabs (2014) might be reasonable. To obtain
an estimator in the class of self–decomposable processes, we have to ensure the necessary
monotonicity of the k–function. Therefore, we apply rearrangement, which is a general
procedure to transform a function into a monotone function. With some arbitrary large














1{k(−z)>y}dz 6 |x|, x ∈ [−C, 0),
0, otherwise.
(2.18)
In the sequel, we identify k with its rearranged version k∗, since we are interested only
in the calibration using self-decomposable processes.
2.3. Simulations
Let us first describe the setting of all of our simulations. In view of the higher concen-
tration of European options at the money, the design points {x1, . . . , xn} are chosen
to be the k/(n + 1)–quantiles, k = 1, . . . , n, of a normal distribution with mean zero
and variance 1/2. The observations Oj are computed from the characteristic function
ϕT using the fast Fourier transform. The additive noise consists of independent, normal
and centered random variables with variance δ2j = |tO(xj)|2 for some relative noise level
t > 0. By choosing the sample size n and the deviation parameter t, we determine the
noise level of the observations. According to the existing theoretical results, it is well
measured by the quantity
ε := ∆3/2 + ∆1/2∥δ∥ℓ∞ with ∆ := max
j=2,...,n
(xj − xj−1),
which takes the interpolation error and the stochastic error into account. The interest
rate and time to maturity are set to r = 0.06 and T = 0.25, respectively.
Using the Merton model with the parameters of Example 2.4, we start with inves-
tigating the practical influence of two aspects of the procedure, which are mentioned
above. The interpolation of the data (xj , Oj) with linear B–splines is compared to the
use of quadratic B–splines. The latter preprocessing is an additional smoothing of the
data, which achieves significant gains for higher noise levels. The other point of inter-
est is the choice of the weight functions. Since it is known from the theory that the
noise affects mainly the high frequencies, the polynomial weight functions greatly re-
duce the variance of the estimator. These improvements are illustrated in Figure 2.1: In
the case of σ we approximate the root mean squared error (RMSE) E[|σ − σ|2] using
500 Monte–Carlo iterations with and without quadratic splines and polynomial weight
functions, respectively. This is done for different noise levels, whereby t decreases from





Figure 2.1.: RMSE of σ for different noise levels with 500 Monte–Carlo iterations in
each case. Usage of the linear and quadratic spline interpolation as well
as usage of the weight functions by Belomestny and Reiß (2006a) and the
polynomial weight functions.
To illustrate the performance of the estimation methods in the (FA) and the (SD)
model, we will simulate n = 100 strike prices in the Merton model and in the variance
gamma model with parameters as in Examples 2.4 and 2.5, respectively. The relative
noise level is taken to be t = 0.01. To coincide with the theory, we interpolate the
corresponding European call prices linearly. In the real data application in Section 2.4
we will take advantage of the B-spline interpolation.
To quantify the estimation error, we will additionally give in the sequel confidence
statements for the above point estimators. Söhl (2014) shows asymptotic normality of
the estimators in the (FA) setup. Based on these results but applying a finite sample
point of view, Söhl and Trabs (2014) have constructed confidence intervals in both
models, the finite activity case and the self–decomposable one. We will use their method
without going into details on the construction.
Figure 2.2 shows the true Lévy density and k-function in the (FA) and the (SD)
setting, respectively, their estimators with oracle choice of the cut-off values and the
corresponding pointwise 95% confidence intervals. Almost everywhere the true function
is contained in the confidence intervals. Moreover, another 100 estimators from further
Monte Carlo iterations are plotted. The graphs show that the confidence intervals de-
scribe well the deviation of the estimated jump densities. The negative bias around zero
might come from the smoothing which naturally tends to smooth out peaks, cf. Härdle
(1990, Chap. 5.3).
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ν










Figure 2.2.: True (black, solid) and estimated (blue, bold) Lévy density (left) and k-
function (right) from a simulation of the Merton model and the vari-
ance gamma model, respectively. Pointwise 95% confidence intervals (blue,
dashed) use the oracle cut–off values U = 19 and U = 2.8, respectively. Ad-
ditional 100 estimators (grey) are shown from a Monte Carlo simulation.
2.4. Empirical study
We apply the calibration methods to a data set from the Deutsche Börse database
Eurex1. It consists of settlement prices of European put and call options on the DAX
index from May 2008. Therefore, the prices are observed before the latest financial crises
and thus the market activity is stable. The interest rate r is chosen for each maturity
separately according to the put-call parity at the respective strike prices. The expiry
months of the options are between July and December, 2008, and thus the time to
maturity T , measured in years, reaches from two to seven months. The number of our
observations n is given in Figure 2.3 and lays around 50 to 100 different strikes for each
maturity and trading day.
2.4.1. Comparison of (FA) and (SD)
Let us first focus on one (arbitrarily chosen) day. Hence, we calibrate the option prices
of May 29, 2008, with all four different maturities to both, the (FA) and the (SD)
setting. The results are summarized in Table 2.1 and Figure 2.4. Using the complete
estimation of the models, we generate the corresponding option functions O. They are
graphically compared to the given data points and we calculate the residual sum of
squares RSS = RSS(U∗) as defined in (2.10). For all maturities both methods yield
good fits to the data. However, for longer maturities, especially the calibration of options
with seven months to maturity, minor problems occur in the (SD) calibration. Although
1provided through the SFB 649 “Economic Risk”
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Figure 2.3.: Number of observed prices of put and call options during May, 2008.
the sample size is larger, the estimated standard deviation is larger for longer maturities
in the (SD) scenario, too. The calibration at other trading days confirms this weakness
of the (SD) method for larger T . This coincides with the asymptotic analysis of Trabs
(2014) where longer durations lead to slower convergence rates of the risk.
Moreover, Figure 2.4 shows that the estimated option function O which results from
the (SD) calibration does not exactly recover the tails of O. In all maturities and in
both models the Lévy density has more weight on the negative half line and thus there
are more negative jumps than positive ones priced into the options. This coincides with
the empirical findings in the literature (see eg, Cont and Tankov, 2004a). Due to the
positivity correction, the jump densities might look unsmooth where they are close to
zero. This problem might be circumvented by adding smoothness constraints. However,
the construction of confidence intervals would then be much more difficult. Hence, this
topic is left open for further research.
In view of the parametric calibration of their CGMY model Carr et al. (2002) sug-
gested that risk-neutral processes of stocks should be modeled by pure jump processes
with finite variation. Now, the nonparametric approach shows that both models the
finite activity case and the self-decomposable model are able to reproduce the option
data. The finite activity jump-diffusion seem to work even more robust with respect to
T . Note that in both models the Blumenthal–Getoor index equals to zero which is in
contrast to the investigation of high-frequency historical data, where Aı̈t-Sahalia and
Jacod (2009) estimated a jump activity index larger than one.
2.4.2. (FA) across trading days
The aim of this section is twofold. By considering more than one day we investigate the
stability of the (FA) estimation procedure. Moreover, calibrating the model across the
trading days in May, 2008, shows the development of the model along the time line and
with small changes in the maturities. To profit from the higher observation number,
we apply the calibration procedure for the (FA) case to the options with maturity in
September and December.
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Figure 2.4.: Estimated jump densities (left), k–functions (center) with pointwise 95%
confidence intervals as well as calibrated option functions in the (FA) (right,
solid) and (SD) (right, dashed) setting and given data from May 29, 2008
(right, points). The time to maturity increases from T = 0.136 (top) to
T = 564 (bottom).
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n 61 55 101 106
T 0.136 0.233 0.311 0.564
(FA)σ 0.110 (0.0021) 0.123 (0.0009) 0.107 (0.0030) 0.124 (0.0013)γfa 0.221 (0.0049) 0.142 (0.0015) 0.174 (0.0050) 0.105 (0.0011)λ 3.392 (0.2015) 1.290 (0.0176) 1.823 (0.1261) 0.637 (0.0181)√
RSS 0.003 0.008 0.005 0.008
(SD)γsd 0.344 (0.0103) 0.336 (0.0136) 0.302 (0.3242) 0.139 (0.0607)α 8.662 (0.1534) 8.677 (0.2938) 3.670 (0.0797) 5.181 (1.0030)√
RSS 0.007 0.006 0.011 0.029
Table 2.1.: Estimated parameters ϑ and estimated standard deviation sϑ (in brackets)
for ϑ ∈ {σ, γfa, λ, γsd, α} and residual sum of squares using option prices
from May 29, 2008, with n observed strikes for each maturity T .
The estimations of the parameters are displayed in Figure 2.5. Note that we do not
smooth over time. Furthermore, the 95% confidence intervals for the December options
are shown. The estimated volatility σ fluctuates around 0.1 and 0.12. The confidence sets
imply that there is no significant difference between the two maturities. Both γfa and λ
decrease for higher durations: On the one hand the curves of December lay significantly
below the ones of September, on the other hand the graphs have a slight positive trend
with respect to the time axis, which means with smaller time to maturity. Keeping in
mind that the implied volatility in the Black–Scholes model typically decreases for longer
time to maturity, this lower market activity is reproduced by smaller jump activities in
our calibration while the volatility is relatively stable.
Figure 2.6 displays the estimated jump densities. All jump measures have a similar
shape which is in line with real data calibration of Belomestny and Reiß (2006b). In
contrast to Cont and Tankov (2004b) the densities are unimodal or have only minor
additional modes in the tails, which may be artefacts of the spectral calibration method.
The tails of ν do not differ significantly, while the different heights reflect the devel-
opment of the jump activities λ. There is an obvious trend to small negative jumps
in all data sets, which is in line with the stylized facts of option pricing models. The
calibration is stable for consecutive market days.
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Figure 2.5.: At each market day in May, 2008, estimated σ2 (top), γ0 (center) and λ
(bottom) from options with maturities in September (dashed) and December
(solid) and confidence intervals (dotted) for the latter ones.
Figure 2.6.: Estimation of ν for maturity in September (left) and December (right).
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Inverse problems have attracted enormous attention in applied mathematics in the last
decades, in particular models with noise in the data, since typically the parameter
which is the target of the statistical inference is not directly observable, but “hidden”
by some operator. While upper bounds, like convergence rates, are mainly properties
of the estimators, lower bounds reveal the deeper information theoretic structure.
Instead of the (infinite dimensional) parameter itself, derived quantities are often the
final object of interest. On the hand, they might allow for inference with parametric
rate, circumventing typical problems in nonparametric estimation like the choice of
the bandwidth, cf. estimating the distribution function instead of the density. On the
other hand, many nonparametric statistical procedures rely on basis expansions and
model selection strategies, see e.g. Cavalier et al. (2002). For these adaptive methods
it is strictly necessary to assess the quality of the estimated coefficient in terms of
confidence. Consequently, information bounds are of particular interest.
In Section 3.1 we develop our general results. We start with efficient estimation in
the linear white noise model
yε,ϑ = K(ϑ) + εẆ for a continuous operator K : X ⊇ Θ → Y, (3.1)
where X and Y are Hilbert spaces and εẆ denotes white noise on Y with noise level ε >
0. Afterward, we introduce regular indirect models and the generalized score operator.
We derive a version of the Hájek–Le Cam convolution theorem for the estimation of
derived parameters for regular inverse problems. The tangent set is determined by the
range of generalized score operator and the efficient influence function is given by the
Moore–Penrose pseudoinverse of the adjoint score operator. We discuss the extension
from Rd-valued functionals to general Banach spaced valued parameters.
In Section 3.2 we apply the abstract convolution theorem to the deconvolution model.
We provide the central limit theorem for the plug-in estimator for linear functionals and
show that this estimator is semiparametrically efficient. From that result we deduce
efficiency of the quantile estimator.
The general theory will be applied to the Lévy model in Section 3.3. To show the
regularity of the Lévy model, we apply estimates of the distance of infinitely divisible
distributions by Liese (1987). The resulting score operator has deconvolution structure.
Surprisingly, its adjoint operator looks exactly the same as in the deconvolution case.
The information bound coincides with the asymptotic distribution of the distribution




3.1. Information bounds for inverse problems
3.1.1. Linear white noise model
To understand the probabilistic structure of general inverse problems, we start with
studying the abstract linear white noise model (3.1), where X and Y are separable real
Hilbert spaces with scalar products ⟨•, •⟩X and ⟨•, •⟩Y , respectively, and K : X → Y is a
linear and bounded operator. To avoid identifiability problems, we additionally assume
that K is injective. Therefore, we observe for some unknown ϑ ∈ X
⟨yε,ϑ, ϕ⟩Y = ⟨Kϑ,ϕ⟩Y + εẆ (ϕ) for all ϕ ∈ Y,
where (Ẇ (ϕ))ϕ∈Y is an iso-normal Gaussian process with mean zero and covariance
structure E[Ẇ (ϕ1)Ẇ (ϕ2)] = ⟨ϕ1, ϕ2⟩Y for ϕ1, ϕ2 ∈ Y . The law µ of the white noise Ẇ
is defined as symmetric (zero mean) Gaussian measure on (E,B(E)) for a separable
Banach space E in which Y can be continuously embedded and where B(E) denotes
the Borel σ-algebra on E. In other words Ẇ is an isometry from Y into L2(E,B(E), µ).
For the construction of the so called abstract Wiener space we refer to Kuo (1975, Thm.
4.1, Lem. 4.7). We denote the law of yε,ϑ by Pε,ϑ.
Basically, the linear white noise model is a Gaussian shift experiment where the pa-
rameter is hidden by the operator K. The inverse problem is to estimate a derived
parameter χ(ϑ) from the observation yε,ϑ when ε → 0. First, let us focus on a lin-
ear functional χ(ϑ) = ⟨ζ, ϑ⟩X for some ζ ∈ X. Typically, K admits no continuous
inverse, leading to an ill-posed problem, cf. Goldenshluger and Pereverzev (2000, 2003)
or Cavalier (2008) for a recent review of nonparametric estimation.
Following the classical semiparametric approach, we study parametric submodels by
perturbing the parameter ϑ in directions b ∈ X. For any b ∈ X we consider the submodel
t → Pε,ϑt generated by the path [0, 1) ∋ t → ϑt := ϑ+ tb. The behavior of the submodel
along this path is described by the following lemma.
Lemma 3.1. Let Pε,x denote the law of yε,x = K(x) + εẆ on (E,B(E)) for x ∈ X














Proof. As discussed above the law of the white noise εẆ = yε,0 is a symmetric (zero
mean) Gaussian measure on (E,B(E)). Its (unique) reproducing kernel Hilbert space
is Y with norm ∥•∥ε := ε−1∥•∥Y . To see this, note that every functional ϕ ∈ E⋆ can be
represented by ϕ = ⟨y, •⟩Y = ⟨y, •⟩ε for some y ∈ Y and y = ε2y. Then
ϕ(εẆ ) ∼ N (0, ∥y∥2ε) = N (0, ε2∥y∥2Y ).
The Cameron–Martin formula for Gaussian measures on Banach spaces (Da Prato
and Zabczyk, 1992, Prop. 2.24) yields that Pε,x and Pε,0 are equivalent measures on

























































Linearity of K yields ε−1(K(ϑε) −K(ϑ)) = Kb and thus by Lemma 3.1
log dPε,ϑεdPε,ϑ




Y Pε,ϑ − a.s. (3.2)
and therefore model (3.1) with linear operator K satisfies the classical LAN condition
(even without local and asymptotic) with parameter h = Kb ∈ ranK. To find an
information bound for the derived parameter χ(ϑ) = ⟨ζ, ϑ⟩X , we express it in terms of
η = Kϑ by
ψ(η) := ⟨ζ,K−1η⟩X = χ(ϑ).
Since K−1 is typically not continuous, ψ will not be continuous along the path t →
Kϑt = η + tKb without further assumptions. Supposing however ζ ∈ ranK⋆, where
ranK⋆ denotes the range of the adjoint operator K⋆, continuity and linearity of ψ
follows from
ψ(η) = ⟨K⋆y,K−1η⟩X = ⟨y, η⟩Y for any y ∈ (K⋆)−1({ζ}).
In fact, we will see below that the condition ζ ∈ ranK⋆ is equivalent to the regularity
of ψ. If K⋆ is not injective there are many solutions y of the equation K⋆y = ζ. The
unique solution with minimal norm is given by the Moore–Penrose pseudoinverse
(K⋆)†ζ := (K⋆|(kerK⋆)⊥)−1 = Π(kerK⋆)⊥(K⋆)−1({ζ}) for ζ ∈ ranK⋆, (3.3)
where Π(kerK⋆)⊥ is the orthogonal projection onto the orthogonal complement (kerK⋆)⊥
of the kernel of K⋆, cf. Engl et al. (1996, Def. 2.2 and Prop. 2.3) for the definition and
fundamental properties of the pseudoinverse.
Given the regularity of the parameter, a LAN version of the Hájek–Le Cam con-
volution theorem (see van der Vaart and Wellner, 1996, Thm. 3.11.2) yields that the
variance of any regular estimator is bounded from below by
∥ΠranK(K⋆)−1({ζ})∥2Y = ∥(K⋆)†ζ∥2Y if ζ ∈ ranK⋆, (3.4)
since the closure of the range of K satisfies ranK = (kerK⋆)⊥.
Remark 3.2. Suppose that the operator K is injective and compact and denote the
domain of K by domK. Then K is adapted to the Hilbert scale (dom(K⋆K)−α)α>0
generated by (K⋆K)−1 and its degree of ill-posedness is α = 1/2 (cf. Natterer, 1984).
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According to Goldenshluger and Pereverzev (2000), the parameter χ(ϑ) = ⟨ζ, ϑ⟩X can
be estimated with parametric rate ε if and only if ϑ ∈ ran((K⋆K)1/2). Noting that
ranK⋆ = ran((K⋆K)1/2) (Engl et al., 1996, Prop. 2.18), we recover the condition ζ ∈
ranK⋆. Since the existence of a regular estimator implies in particular that χ(ϑ) can
be estimated with rate ε, this condition is natural for stating a convolution theorem.
Remark 3.3. The information bound in (3.4) is sharp. Usually, regularization methods
are necessary to construct estimators in ill-posed problems because K† is unbounded
and the observation yε,ϑ may not be in its domain. Assuming ζ ∈ ranK⋆, we can
however define the estimator χ(ϑ) := ⟨(K⋆)†ζ, yε,ϑ⟩Y , which satisfies
χ(ϑ) − χ(ζ) = ⟨(K†)⋆ζ,Kϑ⟩Y − ⟨ζ, ϑ⟩X + εẆ ((K†)⋆ζ)
= ⟨ζ, (K†K − Id)ϑ⟩X + εẆ ((K†)⋆ζ) ∼ N (0, ε2∥(K†)⋆ζ∥2Y )
where we used K†K = Π(kerK)⊥ = Id because K is assumed to be injective. Therefore,
the estimator χ(ϑ) is efficient.
If the operator K in model (3.1) is nonlinear, the situation is more involved and a
naive approach may fail as the following example illustrates.
Example 3.4. For a given ϑ ∈ Θ := {f ∈ L2(R)|f > 0} ⊆ X := L2(R) consider the
linear differential equation in f
f ′ = −f + ϑ2 with lim
t→−∞
f(t) = 0, (3.5)
which has the explicit solution fϑ(t) :=
 t
−∞ e
−(t−s)ϑ2(s)ds. The inverse problem is to
estimate a linear functional χ(ϑ) = ⟨ϑ, ζ⟩X , ζ ∈ X, given an observation of the solution
fϑ ∈ Y := L2(R) of the previous equation corrupted by white noise. Since (3.5) is
equivalent to F [ϑ2] = F [f + f ′] = (1 − iu) F f , the operator K : Θ → L2(R), which
maps ϑ to the solution fϑ, can be written as
K(ϑ) = F−1

(1 − iu)−1 F [ϑ2](u)

.
Note that K is well defined because ∥(1 − i•)−1 F [ϑ2]∥L2 6 ∥(1 − i•)−1∥L2(R)∥ϑ∥2L2(R).
We immediately see that K is nonlinear and injective on Θ. Due to the derivative in
(3.5), ϑ does not depend continuously on the data fϑ and thus the problem is ill-posed.
Following the strategy of the linear model, we introduce the direct parameter η =
K(ϑ) and write ψ(η) = ⟨ζ,K−1(η)⟩X = χ(ϑ). Note that ψ is nonlinear in η. To study
pathwise continuity of ψ, we consider the path [0, 1) ∋ t → ηt = η + th with direction
h = K(b), b ∈ Θ. Note that ηt ∈ ranK since
ηt + η′t
1/2 = η + η′ + t(h+ h′)1/2 = ϑ2 + tb21/2 ∈ Θ.





= t−1⟨K−1(ηt) −K−1(η), ζ⟩X
=⟨12(η + η
′)−1/2(h+ h′), ζ⟩X − t⟨14(ηξ + η
′
ξ)−3/2(h+ h′)2, ζ⟩X . (3.6)
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The first term is the linearization ψ̇η(h) = 12⟨(η + η
′)−1/2(h+ h′), ζ⟩X = 12⟨ϑ
−1b2, ζ⟩X ,
where we have to impose suitable conditions on ζ first to compensate the potentially
non-integrable singularities of ϑ−1 and second to ensure continuity in h. But even if
these conditions are satisfied, pathwise continuity of ψ may fail because the integrability
problems in the remainder in (3.6) are more serious because b4 is not integrable for every
b ∈ X and the singularities of (ϑ2 + ξb2)−3/2 are more restrictive.
What went wrong in Example 3.4? Regularity of the parameter ψ depends on two
properties: (i) the choice of ζ and (ii) the directions and paths along which we want to
show the regularity. In particular, the second point has to capture the inverse structure
of the problem. The approach in the following section provides a solution to both
problems. It gives a clear condition on ζ and it determines appropriate perturbations
of the parameter, described by the tangent space.
3.1.2. Local linear weak approximation
Turning to a much more general model, the following definition will ensure that it
behaves locally like the model (3.1) with a linear operator. Let Θ be a parameter
set such that for any ϑ ∈ Θ there is a tangent set Θ̇ϑ that is a subset of a Hilbert
space with scalar product ⟨•, •⟩ϑ such that any element b ∈ Θ̇ϑ is associated to a path
[0, τ) ∋ t → ϑt ∈ Θϑ starting at ϑ and for some τ > 0. For the sake of brevity we
suppress the dependence of the path on b in the notation. In the following Yn
Pn⇒ Y
denotes weak convergence of the law of Yn under the measure Pn to the law of Y for
random variables Y1, Y2, . . . and Y .
Definition 3.5. The sequence of statistical experiments (Xn,An, Pn,ϑ : ϑ ∈ Θ) is called
a locally regular indirect model at ϑ ∈ Θ with respect to the tangent set Θ̇ϑ if there are
a Hilbert space (Hϑ, ⟨•, •⟩H) and a continuous linear operator
Aϑ : lin Θ̇ϑ → Hϑ
such that for some rate rn ↓ 0 and for every b ∈ Θ̇ϑ with associated path t → ϑt there









Gn(h1), . . . , Gn(hk)
 Pn,ϑ=⇒ G(h1), . . . , G(hk) for all k ∈ N, h1, . . . hk ∈ ranAϑ,
for a centered Gaussian process (G(h))h∈ranAϑ with covariance structure given by
E[G(h1)G(h2)] = ⟨h1, h2⟩H . The operator Aϑ is called generalized score operator.
In the sequel we will use the notation
Pn := {Pn,ϑ |ϑ ∈ Θ}.
The statistical interpretation of this regularity becomes clear by comparing it to the
likelihood ratio (3.2) in the linear white noise model. Condition (3.7) means that locally
at ϑ the model (Pn,ϑrn ) converges to a limit experiment which is a linear inverse problem
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(3.1) in white noise with operator K = Aϑ on the Hilbert space Hϑ and with noise level
εn = rn. In other words, at ϑ the model converges weakly to the linear inverse problem
in the sense of Le Cam (1972). Therefore, the classical white noise model (3.1) serves as a
locally linear weak approximation of the general model Pn. The difference to the classical
theory is that the limit experiment is not a direct Gaussian shift experiment, but an
indirect Gaussian shift, preserving the inverse structure of the problem. In that sense
property (3.7) generalizes the classical local asymptotic normality, which corresponds
to the identity operator Aϑ = Id, to local asymptotic indirect normality (LAIN).
The derived parameter χ : Θ → Rd, which is the aim of the statistical inference,
should then be regular in the following sense.
Definition 3.6. The function χ : Θ → Rd, d ∈ N, is pathwise differentiable at ϑ ∈ Θ
with respect to the tangent set Θ̇ϑ if there is a continuous linear operator χ̇ϑ : lin Θ̇ϑ →






→ χ̇ϑb as t ↓ 0.
By the Riesz representation theorem we can write χ̇ϑb = ⟨χϑ, b⟩ϑ for all b ∈ Θ̇ϑ and
some gradient χϑ ∈ linΘ̇ϑ. Recall that the sequence of parameter functions ψn : Pn →
Rd is called regular at ϑ relative to AϑΘ̇ϑ if for any h ∈ AϑΘ̇ϑ and any submodel
t → Pn,ϑt satisfying (3.7) with h = Aϑb for some b ∈ Θ̇ϑ, it holds
ψn(Pn,ϑrn ) − ψn(Pn,ϑ)
rn
→ ψ̇ϑ(h) (3.8)
for some continuous linear map ψ̇ϑ : H → Rd. Again the Riesz representation theorem
determines a unique ψϑ ∈ ranAϑ = linAϑΘ̇ϑ such that ψ̇ϑ(h) = ⟨ ψϑ, h⟩H for all h ∈
ranAϑ. ψϑ is called efficient influence function in the classical semiparametric theory.
As the last ingredient we recall the following definition:
Definition 3.7. A sequence of estimators Tn : Xn → Rd is called regular at ϑ with
respect to the rate rn and relative to the directions Θ̇ϑ if there is a limit distribution L






for every b ∈ Θ̇ϑ and any corresponding submodel t → Pn,ϑt .
We recall the definition (3.3) of the Moore–Penrose pseudoinverse K† of an operator
K on its range and obtain the following convolution theorem.
Theorem 3.8. Let (Xn,An, Pn,ϑ : ϑ ∈ Θ) be a locally regular indirect model at ϑ ∈ Θ
and χ : Θ → Rd be pathwise differentiable at ϑ with respect to Θ̇ϑ. Then the sequence
ψn : Pn → Rd is regular at ϑ relative to Θ̇ϑ if and only if each coordinate function ofχϑ = (χ(1)ϑ , . . . , χ(d)ϑ ) is contained in the range of the adjoint score operator A⋆ϑ : H →
linΘ̇ϑ.
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In this case ψϑ = (A⋆ϑ)† χϑ = ((A⋆ϑ)† χ(1)ϑ , . . . , (A⋆ϑ)† χ(d)ϑ ) is the efficient influence
function and the limit distribution L of (Tn − χ(ϑrn))/rn satisfies L = N (0,Σ) ∗M for
some Borel probability distribution M and covariance matrix Σ ∈ Rd×d given by
Σk,l =
 ψ(k)ϑ , ψ(l)ϑ H = (A⋆ϑ)† χ(k)ϑ , (A⋆ϑ)† χ(l)ϑ H , k, l ∈ {1, . . . , d}. (3.9)
Proof. The characterization of regular parameter functions can be proved analogously
to the i.i.d. setting studied by van der Vaart (1991, Thm. 3.1). Let us first consider
d = 1. For any b ∈ Θ̇ϑ there is a path [0, τ) ∋ t → ϑt in direction b generating a
submodel t → Pn,ϑt with h = Aϑb. If ψn is regular,
ψ̇ϑ(Aϑb) = lim
n→∞







Since the equality ⟨ ψϑ, Aϑb⟩H = ψ̇ϑ(Aϑb) = ⟨χϑ, b⟩ϑ holds for all b ∈ Θ̇ϑ, it follows
A⋆ϑ
ψϑ = χϑ. To conclude the converse direction, we can use the previous display as
definition of ψ̇ϑ and have to verify that it is indeed linear and continuous. But this
follows because by assumption there is some ψ ∈ H such that A⋆ϑψ = χϑ and thus
ψ̇ϑ(h) = ⟨ψ, h⟩H for all h ∈ H. Because ranAϑ = (kerA⋆ϑ)⊥, there is exactly one
solution of A⋆ϑψ = χϑ in ranAϑ and this is given by (A⋆ϑ)† χϑ = Π(kerA⋆ϑ)⊥(A⋆ϑ)−1({χϑ}).
For d > 1 it is sufficient to consider the coordinate functions separately.
To conclude the second part of the theorem, we consider AϑΘ̇ϑ as local parameter
set and identify the local parameter κn(Aϑb) := ψn(Pn,ϑrn ) = χ(ϑrn) with κn(0) :=
ψn(Pn,ϑ). Then κn is regular relative to AϑΘ̇ϑ and we can apply the convolution theorem
in van der Vaart and Wellner (1996, Thm. 3.11.2). Hereby, we have to note that it is
sufficient if the local parameter set AϑΘ̇ϑ is only a subset of a Hilbert space, and thus
(3.7) may not hold for all linear combinations of elements in Θ̇ϑ, as long as the weak
convergence Gn(h) ⇒ G(h) under Pn,ϑ holds true for all h ∈ linAϑΘ̇ϑ.
The theorem immediately implies that the asymptotic covariance of every regular
estimator of χ(ϑ) is bounded from below by (3.9) in the order of nonnegative definite
matrices. If χϑ is contained in the smaller range of the information operator A⋆ϑAϑ,
then the efficient influence function can be obtained by
ψϑ = (A⋆ϑ)† χϑ = Aϑ(A⋆ϑAϑ)† χϑ,
owing to ker(A⋆ϑAϑ) = kerAϑ. Therefore, in this case the hardest parametric subproblem
is given by the direction (A⋆ϑAϑ)† χϑ ∈ linΘ̇ϑ. In the finite dimensional linear model this
lower bound coincides with the minimal variance of the Gauß–Markov theorem. Let us
illustrate Theorem 3.8 in several examples.
Example 3.9 (Indirect regression model). With X = Y = L2(R) and a bounded,






+ εi, i = 1, . . . , n, with unkown f ∈ X
and with i.i.d. errors ε1, . . . , εn ∼ µ for some law µ. Therefore, (Y1, . . . , Yn) ∼ Pn,f =
Πni=1µ(• − (Kf)(i/n)). Khoujmane et al. (2007) have proved a convolution theorem
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for estimating χ(f) = ⟨ζ, f⟩L2(R), ζ ∈ X with ∥ζ∥L2(R) = 1, where f and the error
distribution µ are unknown. Let us focus on the submodel with standard normal errors
εi ∼ N (0, 1). Under smoothness conditions it is stated in this submodel (Khoujmane
et al., 2007, Thm. 2 with δ = 0) that the asymptotic distribution of any regular estimator
is given by the convolution N (0, ∥Kζ∥−2L2(R)) ∗ M for some Borel probability measure
M .
To apply Theorem 3.8, we have to verify that this model is a regular indirect model.


































Therefore, the generalized score operator is given by Af = K. Assuming for simplicity
that ζ ∈ ran(K⋆K), the asymptotic distribution of any regular estimator is given by a
convolution N (0, ∥K(K⋆K)†ζ∥2L2(R)) ∗M . Since the Cauchy–Schwarz inequality yields
∥Kζ∥L2(R)∥K(K⋆K)†ζ∥L2(R) > ∥ζ∥2L2(R) = 1, the bound by Khoujmane et al. (2007)
achieves our information bound if and only if K⋆K = λ Id for some λ > 0. Therefore,
their information bound may not be optimal. The reason is that f has been perturbed
in direction ζ instead of the least favorable direction (K⋆K)†ζ.
Example 3.10 (Nonlinear white noise model). Suppose we observe yn,ϑ = K(ϑ)+εnẆ
with εn → 0 as n → ∞ on the Hilbert space Y for some ϑ ∈ X and for a not necessarily
linear operator K : X ⊇ Θ → Y which is Gâteaux differentiable at the inner point








= K̇ϑb for all b ∈ X.
By the Hilbert space structure, the tangent space can be chosen as Θ̇ϑ = X by
considering the path [0, 1) ∋ t → ϑt := ϑ + tb for b ∈ Θ̇ϑ. Lemma 3.1 yields for any









∥K(ϑ+ εnb) −K(ϑ)∥2Y .
Therefore, the LAIN property (3.7) is satisfied with generalized score operator chosen












where Gn(Aϑb) ⇒ N (0, ∥K̇ϑb∥2Y ), since the variance of the first term of Gn converges
to ∥K̇ϑb∥2Y and the second term converges deterministically to zero by the Gâteaux
differentiability. The convergence of the finite dimensional distributions follows likewise.
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= ⟨ζ, b⟩X .
Hence, χ̇ϑb = ⟨χϑ, b⟩X for the gradient χϑ = ζ and all b ∈ Θ̇ϑ. Applying Theorem 3.8
shows in particular that the asymptotic variance of every regular sequence of estimators
Tn (with respect to the rate εn) of the functional χ(ϑ) is bounded from below by
∥(K̇⋆ϑ)†ζ∥2Y whenever ζ ∈ ran K̇⋆ϑ.
If K is a linear bounded operator the score operator is Aϑ = K̇ϑ = K and thus the
statement of Theorem 3.8 coincides with the previous result (3.4).
In Remark 3.3 we saw that this information bound can be achieved if K is linear.
For nonlinear operators an upper bound is still open.
Example 3.11 (Example 3.4 continued). Let us come back to the ill-posed inverse
problem in Example 3.4 related to the differential equation (3.5). The corresponding
nonlinear operator K : X → Y with Θ = {f ∈ L2(R)|f > 0} ⊆ X and X = Y = L2(R)
was given by K(ϑ) = F−1[(1 − i•)−1 F [ϑ2]]. For ϑ ∈ Θ and any b ∈ Θ̇ϑ := Θ the
functional χ(ϑ) = ⟨ζ, ϑ⟩X , ζ ∈ L2(R), is pathwise differentiable along the path [0, 1) →
ϑt = ϑ + tb with gradient χϑ = ζ. K is pathwise differentiable with respect to the
tangent set Θ̇ϑ at ϑ with derivative
K̇ϑb = F−1

(1 − iu)−1 F [2bϑ](u)

.
Since K̇ is well defined on lin Θ̇ϑ = L2(R), the generalized score operator Aϑ : lin Θ̇ϑ →
H := L2(R) is given by Aϑb = K̇ϑb as in the previous example. The “directions” in which
we perturb the direct parameter K(ϑ) are then given by AϑΘ̇ϑ = {K(
√
ϑb)|b ∈ X}.





(1 − iu)−1 F [2bϑ](u)F h(u)du
= ⟨b, 2ϑF−1

(1 − iu)−1 F h(−u)

⟩X ,
for b, h ∈ L2(R). Therefore, A⋆ϑh = 2ϑF−1[(1 − iu)−1 F h(−u)] and regularity of the
parameter function follows for any ζ ∈ ranA⋆ϑ = {ϑf |f ∈ H1(R)} with the Sobolev
space H1(R), cf. (A.1).
As Example 3.11 indicates, the adjoint score operator A⋆ϑ has usually no closed range.
In these cases it is a difficult problem to determine the range of A⋆ϑ. As the following
characterization shows, it is sufficient to know A⋆ϑ on a dense subspace. This approxi-
mation argument will turn out to be very useful for more complex models.
Proposition 3.12. Let A⋆ϑ : H → linΘ̇ϑ be injective and let G be a dense subspace in
H. Then χϑ ∈ linΘ̇ϑ is contained in ranA⋆ϑ if and only if the following is satisfied
(i) there exists a sequence χn ∈ ranA⋆ϑ|G such that χn → χϑ as n → ∞ and
(ii) (A⋆ϑ)−1χn converges to some ψ ∈ H.
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In this case A⋆ϑψ = χϑ and thus ΠranAϑψ = ψ is the efficient influence function.
Proof. “if”: Since A⋆ϑ is a bounded operator, its graph
{(g,A⋆ϑg) : g ∈ H} ⊆ H × linΘ̇ϑ
is closed. Therefore, the inverse operator (A⋆ϑ)−1|ranA⋆ϑ is closed, too. Consequently, (i)
and (ii) imply χϑ ∈ dom(A⋆ϑ)−1 = ranA⋆ϑ with (A⋆ϑ)−1 χϑ = ψ.
“only if”: Since χϑ ∈ ranA⋆ϑ there is some ψ ∈ H such that A⋆ϑψ = χϑ. Moreover,
there is a sequence (gn) ⊆ G with gn → ψ because G is dense in H. The continuity of
A⋆ϑ yields then χn := A⋆ϑgn → A⋆ϑψ = χϑ.
3.1.3. I.i.d. observations
When the observations are given by n independent and identically distributed random
variables Y1, . . . , Yn, the model simplifies to the product space (X n,A⊗n, P⊗nϑ : ϑ ∈ Θ)
such that the probability measure is completely described by the family of marginal
distributions P = {Pϑ : ϑ ∈ Θ}. We will rephrase the conditions of the previous section
in terms of the marginal measure Pϑ. This setting appears quite often in applications
and, in particular, the deconvolution model and the Lévy model which we study in
Sections 3.2 and 3.3 will be two examples. That is why, we will give some details for
the i.i.d. case.
Recall that a tangent set ṖPϑ at Pϑ is a set of score functions g of submodels [0, τ) ∋
t → Pϑt starting at Pϑ and for some τ > 0. In the present situation the derived
parameter can be written as ψ(Pϑ) = χ(ϑ), independent of n. The classical Hajék–Le
Cam convolution theorem (cf. Bickel et al., 1998, Thm. 3.3.2) applies if ψ is differentiable






= ψ̇g for all g ∈ ṖPϑ .
This differentiability corresponds to the general assumption (3.8). In the i.i.d. setting
local asymptotic normality follows from Hellinger regularity of the submodel t → Pϑt .
Therefore, we can reformulate the conditions in Definition 3.5 to the following:
Assumption 3.A. At ϑ ∈ Θ let the parameter set give rise to a tangent set Θ̇ϑ.
Furthermore, let there be a continuous linear operator
Aϑ : lin Θ̇ϑ → L20(Pϑ) :=





such that for every b ∈ Θ̇ϑ with associated path t → ϑt






→ 0 as t ↓ 0. (3.10)
In (3.10) dPϑt denotes the Radon–Nikodym µ-density of Pϑt for some dominating
measure µ and the integration is with respect to µ. Since the integral does not depend
on µ, it is suppressed in the notation.
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Lemma 3.13. If the product model (X n,A⊗n, P⊗nϑ : ϑ ∈ Θ) satisfies Assumption 3.A
at ϑ ∈ Θ, then it is a locally regular indirect model at ϑ ∈ Θ with respect to the tangent
set Θ̇ϑ, with rate rn = n−1/2 and (generalized) score operator Aϑ.
Proof. The Hellinger regularity in Assumption 3.A implies local asymptotic normality














for a remainder Rn that converges in P⊗nϑ -probability to zero. Hence, the LAIN property
(3.7) is statisfied with rate 1/
√
n and with the score operator Aϑ mapping into the
Hilbert space H = L20(Pϑ). The convergence of the finite dimensional distributions in
Definition 3.5 follows from the Cramér–Wold device and the linearity of Aϑ.
Note that L20(Pν) is the orthogonal complement of lin 1 and thus it is a closed sub-
space of the Hilbert space L2(Pν). The operator Aϑ maps directions b ∈ Θ̇ϑ into score
functions at Pϑ and thus it is called score operator which explains the name given in
the general case. It generates the tangent set ṖPϑ = AϑΘ̇ϑ of the model P at Pϑ. Note
that the range of Aϑ is a subset of the maximal tangent set as the following example
shows.
Example 3.14 (Maximal tangent set). Let P be the model of all probability measures
on some sample space. The maximal tangent set of the model P at some distribution P
is given by L20(P ). This can be seen as follows: Score functions are necessarily centered





dP (x) with a twice continuously differentiable function k : R → R+ which
satisfies k(0) = k′(0) = 1 and such that k′/k is bounded and with normalization constant
c(t) = ∥k(tb)∥−1L1(ν), for instance, k(y) = 2/(1+e
−2y) (cf. van der Vaart, 1998, Ex. 25.16).
Theorem 3.8 yields then the following convolution theorem, which was already ob-
tained by van der Vaart (1991).
Corollary 3.15. Suppose the product model with marginal distributions P = {Pϑ|ϑ ∈
Θ} satisfies Assumption 3.A and let χ : Θ → Rd be pathwise differentiable with respect to
Θ̇ϑ. The map ψ : P → Rd is differentiable at Pϑ relative to the tangent set ṖPϑ = AϑΘ̇ϑ
if and only if each coordinate function of χϑ is contained in the range of the adjoint
score operator A⋆ϑ : L20(Pϑ) → linΘ̇ϑ. In this case the efficient influence function is given
by ψϑ = (A⋆ϑ)† χϑ.
In particular, for ζ ∈ ranA⋆ϑ the asymptotic covariance matrix of every regular esti-
mator is bounded from below by
Eϑ
 ψPϑ ψ⊤Pϑ = Eϑ (A⋆ϑ)† χϑ(A⋆ϑ)† χϑ⊤.
If χϑ /∈ ranA⋆ϑ, van der Vaart (1991) shows that there exists no regular estimator of
the functional χ(ϑ).
In the i.i.d. case we find the following statistical interpretation of Proposition 3.12,
adopting the Cramér–Rao point of view. Let G be a dense subset of L20(Pϑ) and let χ(ϑ)
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be a one-dimensional derived parameter with gradient χϑ. Consider an approximating
sequence χn → χϑ satisfying G ∋ gn := (A⋆ϑ)†χn → ψPϑ . Assuming G ⊆ ranAϑ,
we can define bn := A†ϑgn = I†χn where I := A⋆ϑAϑ is the information operator. The
information bound can be read as a Cramér–Rao bound in the least favorable submodel
E[ ψ2Pϑ ] = sup
g∈lin ṖPϑ








⟨χn, bn⟩ϑ − ⟨χϑ − χn, bn⟩ϑ2
⟨Aϑbn, Aϑbn⟩Pϑ
, (3.11)
where we plugged in the direction bn = I†χn. The term ⟨χn, bn⟩2ϑ/⟨Aϑbn, Aϑbn⟩Pϑ =
⟨gn, gn⟩Pϑ is the Cramér–Rao bound for the estimation problem of a functional, which
approximates χ(ϑ), with gradient χn. The approximation error ⟨χϑ − χn, bn⟩ϑ should
be understood as bias. Since bn does not have to be bounded, χn → χϑ is not sufficient
to conclude that the bias vanishes. However, Proposition 3.12(ii) implies that this error
converges to zero owing to the Cauchy–Schwarz inequality:
|⟨χϑ − χn, bn⟩ϑ| = |⟨(A⋆ϑ)†(χϑ − χn), Aϑbn⟩Pϑ |
6 ∥ ψPϑ − gn∥Pϑ∥gn∥Pϑ → 0.
Hence, the Cramér–Rao bound (3.11) converges to the information bound ⟨ ψPϑ , ψPϑ⟩Pϑ .
A similar perspective was taken by Söhl and Trabs (2012b, Lem. 3).
3.1.4. Extension to Banach space valued functions
So far we considered Rd-valued derived parameters χ. The aim of this section is to
generalize Theorem 3.8 to functions χ : Θ → B for a Banach space (B, ∥•∥). As pointed
out by van der Vaart (1988) for the estimation of parameters in infinite dimensional
spaces efficiency means essentially efficiency for the marginals plus tightness of the limit
law of the sequence of estimator.
Let (Xn,An, Pn,ϑ : ϑ ∈ Θ) be a locally regular indirect model at ϑ ∈ Θ with re-
spect to the tangent set Θ̇ϑ and with generalized score operator Aϑ : lin Θ̇ϑ → Hϑ for
some Hilbert space (Hϑ, ⟨•, •⟩H). First, we have to generalize the notion of regularity
to Banach space valued functions. The derived parameter χ : Θ → B is pathwise differ-
entiable at ϑ ∈ Θ with respect to the tangent set Θ̇ϑ if for all b ∈ Θ̇ϑ with associated






holds true for some continuous linear map χ̇ϑ : lin Θ̇ϑ → B. The gradient of χ̇ϑ is then
defined as by van der Vaart (1991) using the dual space B⋆, which is the space of all
continuous linear functions b⋆ : B → R. The composition b⋆ ◦ χ̇ϑ : lin Θ̇ϑ → R is linear
and continuous and thus it can be represented by some χϑ,b⋆ ∈ linΘ̇ϑ:
(b⋆ ◦ χ̇ϑ)b = ⟨χϑ,b⋆ , b⟩ϑ for all b ∈ lin Θ̇ϑ.
Similarly, the parameter ψn(Pn,ϑ) = χ(ϑ) is regular if (3.8) holds for some continuous
linear map ψ̇ϑ : H → B. The efficient influence functions ψϑ,b⋆ ∈ ranAϑ are defined by
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(b⋆ ◦ ψ̇ϑ)h = ⟨ ψϑ,b⋆ , h⟩H for all h ∈ ranAϑ. The sequence of estimators Tn : Xn → B
is called regular at ϑ ∈ Θ with respect to the rate rn if there is a fixed tight Borel


















for all bounded, continuous function f : B → R (cf. van der Vaart and Wellner, 1996,
Def. 1.3.3). Now we can state the following generalization of Theorem 3.8.
Theorem 3.16. Let (Xn,An, Pn,ϑ : ϑ ∈ Θ) be a locally regular indirect model at ϑ ∈ Θ
with respect to Θ̇ϑ and let χ : Θ → B be pathwise differentiable at ϑ with respect to Θ̇ϑ.
Then the sequence ψn : Pn → B is regular at ϑ relative to Θ̇ϑ if and only if
χϑ,b⋆ ∈ ranA⋆ϑ for all b⋆ ∈ B⋆. (3.12)
In this case the efficient influence functions are given by the Moore–Penrose pseudoin-
verse ψϑ,b⋆ = (A⋆ϑ)† χϑ,b⋆. For any regular sequence of estimators Tn the limit distribution
L of r−1n (Tn − χ(ϑrn)) is given by the law of a sum N +W of independent, tight, Borel
measurable random elements in B such that
b⋆N ∼ N

0, ∥ ψϑ,b⋆∥2H = N 0, ∥(A⋆ϑ)† χϑ,b⋆∥2H.
The proof of this Theorem is analogous to Theorem 3.8 with an additional application
of Lemma A.2 by van der Vaart (1991). We omit the details.
Remark 3.17. The type of regularity which we used for the parameters ψn(Pn,ϑ) to
apply the convolution theorem is quite strong because the derivative ψ̇ϑ has to be
continuous with respect to the norm topology of B. Necessarily, the range condition
(3.12) has to hold for all b⋆ ∈ B⋆ which may fail if the dual space is large. This problem
can be solved by using a weaker topology on B which is generated by a subspace B′ ⊆ B⋆
as shown by van der Vaart (1988, Sect. 3).
To show tightness of the limit distribution may be a difficult problem for inverse
problems. In the i.i.d. setting the theory of smoothed empirical processes by Giné and
Nickl (2008) turns out to be useful as the articles by Nickl and Reiß (2012) and Nickl
et al. (2013) show.
3.2. Deconvolution
Based on the previous results, we study semiparametric efficiency in the classical non-
parametric deconvolution setup. Recall that we observe an i.i.d. sample
Yj = Xj + εj , j = 1, . . . , n, (3.13)
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where Xj and εj are independent and have distributions ν and µ, respectively. Let us
assume in this section that µ is known and thus the model is
P = {Pν = ν ∗ µ|ν ∈ Θ} with Θ := {ν probability measure on (R,B(R))}.
The statistical problem is to estimate the linear functional ψ(Pν) = χ(ν) :=

ζdν with
ζ ∈ L2(ν). One of the most interesting examples is the estimation of the distribution
function of Xj , corresponding to ζ = 1l(−∞,t] for t ∈ R. Later in Chapter 4 we will in
detail study minimax rates and adaptive estimation of this particular functional and
the related quantiles.
3.2.1. Lower bound
we aim for a convolution theorem. In a general linear indirect density estimation set-
ting, a convolution theorem was already proved by van Rooij et al. (1999), who use
the spectral decomposition of the operator. Their approach applies however only for a
restricted class of functionals, depending on the polar decomposition, and they need an
abstract condition on the density of ν which is difficult to verify. It implicitly assumes
an appropriate decay behavior on this density. Their application to the deconvolution
setting is restricted to a specific example. Studying deconvolution in more detail, Söhl
and Trabs (2012b) have shown an information bound, assuming a polynomial decay
behavior of a sufficiently regular Lebesgue density of ν and a bit more than second
moments. They described the class of admissible functionals analytically, including the
estimation of the distribution function of ν. Here, we are able to relax the conditions
on ν considerably.
For any ν ∈ Θ we choose the tangent space
Θ̇ν := L20(ν) = linΘ̇ϑ. (3.14)
According to Example 3.14, Θ̇ν coincides with the maximal tangent set for direct
observations. For any direction b ∈ Θ̇ν and some sufficiently small τ > 0 the path
[0, τ) ∋ t → νt where dνtdν = k(tb)/

k(tb)dν with k : R → R+ as in Example 3.14 is
a submodel of Θ with b = ∂∂t |t=0 log(dνt). Using |k(tb)| 6 t|b| ∈ L
2(ν) and dominated
convergence, the pathwise derivative of χ along t → νt at t = 0 is given by
lim
t→0










ζ(x)b(x)ν(dx) = ⟨ζ, b⟩ν =: χ̇νb.
Hence, the derivative can be represented by χ̇νb = ⟨χν , b⟩ν for χν = ζ −  ζdν ∈ Θ̇ν .
The path t → νt induces a regular submodel t → Pνt = νt ∗ µ which is shown by the
following lemma.
Lemma 3.18. For any nonzero b ∈ Θ̇ν = L20(ν) the submodel [0, τ) ∋ t → Pνt =
νt ∗ µ, for τ > 0 sufficiently small, is Hellinger differentiable, that is (3.10) holds with
continuous score operator













where the expectation is taken with respect to the product measure measure P (X,ε) =
ν ⊗ µ.
Proof. First, note that the (signed) measure (fν) ∗ µ is absolutely continuous with
respect to ν ∗ µ for any f ∈ L1(ν), written as (fν) ∗ µ ≪ ν ∗ µ. In particular, the
Radon–Nikodym density in (3.15) is well defined and Pνt ≪ Pν for all t > 0. Let us
denote pt(y) :=
dPνt
dPν (y), nt(x) :=
dνt
dν (x) = k(tb(x))/

k(tb)dν and write Et[•] for the
expectation under P (X,ε)t = νt⊗µ. Let R×B(R) ∋ (y,A) → κX,X+ε(y,A) be the regular
conditional probability of P (X,ε)(X ∈ •|X + ε) that is
κX,X+ε(y,A) = P (X,ε)(X ∈ A|X + ε = y)
for Pν-a.e. y ∈ R and all A ∈ B(R). We claim
pt(Y ) = E0

nt(X)
X + ε = Y  =  nt(x)κX,X+ε(Y,dx) Pν − a.s. (3.16)
To verify (3.16), we note for any Borel set A ∈ B(R)
E0[1lA(Y )pt(Y )] = Et[1lA(Y )] = E0[1lA(X + ε)nt(X)]
= E0

1lA(Y )E0[nt(X)|X + ε = Y ]

(3.17)
which shows the first equality in (3.16). The second one follows from the choice of
κX,X+ε.
We will show regularity of the submodel (−τ, τ) ∋ t → Pνt = νt ∗ µ for a sufficiently














can be bounded uniformly in t ∈ (−τ, τ) by cb(b(x)+1) for a constant cb > 0, depending
on b, and it is continuous in t on (−τ, τ) for some sufficiently small τ > 0. Since
b ∈ L2(ν) ⊆ L2(ν⊗µ), dominated convergence and (3.16) yield that pt(y) is continuously






ṅt(x)κX,X+ε(y,dx) = E0[ṅt(X)|X + ε = y].










Since nt(x) can be bounded uniformly in t ∈ (−τ, τ) and x ∈ R, the density pt(Y ) is
Pν-a.s. bounded by some constant C > 0 owing to (3.16). Therefore, we conclude from
the previous estimate together with the bound |ṅt| 6 cb(b+ 1) and b ∈ L2(ν) that
∥ṗt∥2L2(Pt) 6 C E0[|ṅt(X)|
2] 6 Cc2b E0[(b(X) + 1)2] < ∞.
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In particular, the Fisher information It := Et[ṗt(Y )2] is finite. Using (3.18), we infer














we have I0 = E0[b(X)2] and It is therefore nonzero for b ̸= 0 and t small enough.
In combination with the continuous differentiability of pt, Proposition 2.1.1 by Bickel
et al. (1998) yields the Hellinger differentiability (3.10) at t = 0 with derivative 12 ṗ0.
We obtain the score operator
Aνb := ṗ0 = E0[b(X)|X + ε].
To see that Aν : Θ̇ν → L20(Pν) is well defined and continuous, we again use Jensen’s
inequality which yields
E0[Aνb] = E0[b(X)] = 0 and E0[|Aνb|2] 6 E0[|b(X)|2] = ∥b∥2L2(ν).
Finally, a similar calculation as (3.17) shows Aνb = E0[b(X)|X + ε] = d((bν)∗µ)dPν .
Lemma 3.18 shows that Assumption 3.A is satisfied. In order to apply Corollary 3.15,
we have to determine the adjoint of the score operator. For any g ∈ L20(Pν) and any
b ∈ Θ̇ϑ ⊆ L2(ν) the map R2 ∋ (x, y) → g(x + y)b(x) is ν ⊗ µ-integrable due to the











g(x+ y)b(x)ν(dx)µ(dy) = ⟨µ(−•) ∗ g, b⟩ν .
Noting that Jensen’s inequality shows






g2d(ν ∗ µ) = ∥g∥2L2(Pν)
and that

(µ(−•) ∗ g)dν =

gd(ν ∗ µ) = 0, the adjoint score operator equals
A⋆ν : L20(Pν) → Θ̇ν , g → µ(−•) ∗ g. (3.19)
Under weak conditions on the measures ν and µ we conclude the following convolution
theorem.
Theorem 3.19. In the deconvolution model (3.13) suppose that ϕε(u) := E[eiuε1 ] =
F µ(u) ̸= 0 for all u ∈ R and that ν admits a Lebesgue density. Then A⋆ν as given
in (3.19) is injective. Let moreover ζ(1), . . . , ζ(d) ∈ L2(ν) satisfy ζ(j) ∈ ranA⋆ν for j =
1, . . . , d and d ∈ N. Then the limit distribution of any regular estimator of the parameter
(

ζ(1)dν, . . . ,

ζ(d)dν) equals N (0,Σ) ∗ M for some Borel probability measure M and














for j, k = 1, . . . , d.
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Proof. Let us first show that on the assumptions the adjoint operator A⋆ν is injective.
Since ν admits a Lebesgue density, the equivalence classes with respect to the Lebesgue
measure embed into the equivalence classes with respect to ν and with respect to Pν .
Hence, we can consider the subset G := L2(R) ∩ L20(Pν), which is dense in L20(Pν)
(cf. Section 3.4.3 (ii)). Since the kernel of the continuous operator A⋆ν is closed, it is
sufficient to show that the restricted operator A⋆ν |G is injective. For any g ∈ G it holds
0 = A⋆νg = µ(−•) ∗ g if and only if 0 = F [µ(−•) ∗ g] = ϕε(−•) F g, which is equivalent
to F g = 0 since |ϕε| > 0 by assumption. Hence, the kernel of A⋆ν equals {0}.
To infer the information bound, recall that the gradient of the linear functional
ζ(j)dν is χ(j)ν = ζ(j) −  ζ(j)dν. Furthermore, note that ζ(j) ∈ ranA⋆ν implies χ(j)ν ∈
ranA⋆ν since A⋆νa = µ(−•) ∗ a =

adµ = a for any real number a ∈ R. Therefore,
Lemma 3.18, Corollary 3.15 and the injectivity of A⋆ν yield the vector of efficient influ-
ence functions ψ(j)Pν = (A⋆ν)−1 χ(j)ν = (A⋆ν)−1ζ(j) −  ζ(j)dν, j = 1, . . . , d,
and the assertion follows from Theorem 3.8.
Remark 3.20. The assumption ϕε(u) ̸= 0, u ∈ R, is not sufficient for the injectivity
of A⋆ν as the following counterexample shows: Let ν = δ0 be the Dirac measure in
zero and µ = N (0, 1) be standard normal such that Pν = ν ∗ µ = N (0, 1). Consider
g ∈ L20(Pν) with g(x) = x3, x ∈ R. Then, A⋆νg(x) = E[(x + ε1)3] is zero at the origin.
Hence, A⋆νg = 0 ν-a.s. and 0 ̸= g ∈ kerA⋆ν . A sufficient condition for A⋆ν being injective
is given in Theorem 3.19 by assuming additionally a Lebesgue density of ν, which
is a natural assumption. In particular, we obtain ranAν = L20(Pν) implying that the
tangent space ṖPν = AνΘ̇ν is dense in the set of all score functions. Without injectivity
the convolution theorem remains true if the inverse (A⋆ν)−1 in (3.20) is replaced by the
Moore–Penrose pseudoinverse (A⋆ν)†.
In view of Theorem 3.8 our condition ζ(j) ∈ ranA⋆ν , j = 1, . . . , d, is necessary and
sufficient for the regularity of the parameter. The remaining question is under which
conditions 1l(−∞,t] ∈ ranA⋆ν , t ∈ R, and how the pre-image looks like in this case.
Applying the approach by Nickl and Reiß (2012), we will find an answer in the next
section.
3.2.2. Upper bound
In Söhl and Trabs (2012b) we have shown that the plug-in estimator for a large class
of linear functionals, among them the distribution function estimator from Chapter 4,
is regular and asymptotically normal distributed in a situation where the parametric
rate can be attained. In this section we will reproduce these results and show that
asymptotic distribution coincides with the lower bound in Theorem 3.19.
As later in Chapter 4 we assume more specifically the existence of probability densities
f and fε of Xj and εj , respectively. Recall the definition of the empirical characteris-
tic function ϕn(u) = 1n
n
j=1 e
iuYj . Using the kernel density estimator from (4.12) we
estimate the linear functional ϑ = ⟨ζ, f⟩, for ζ specified later, by






with kernel K, bandwidth h > 0 and the usual notation Kh(x) = h−1K(x/h). Choosing
F K = 1l[−U,U ] for some U > 0 leads to the estimator proposed by Butucea and Comte
(2009). Throughout, we suppose:
Assumption 3.B.
(i) K ∈ L1(R) ∩ L∞(R) is symmetric and band–limited with supp(F K) ⊆ [−1, 1],





|xℓ+1K(x)|dx < ∞ and (3.22)
(iii) K ∈ C1(R) satisfies, denoting ⟨x⟩ := (1 + x2)1/2,
|K(x)| + |K ′(x)| . (1 + |x|)−2. (3.23)
In view of classical central limit theorems in a model without additive errors, where
no assumptions on the smoothness of the distribution are needed, we want to assume
as less smoothness of f as possible still guaranteeing
√
n-rates. For some δ > 0 the
following assumptions on the density f will be needed:
Assumption 3.C. ν admits a Lebesgue density f satisfying
(i) f ∈ L∞(R) and

|x|2+δf(x)dx < ∞,
(ii) f ∈ Hα(R) that is the density has Sobolev smoothness of order α > 0.
The boundedness of the observation density fY follows immediately from (i) since
∥fY ∥∞ 6 ∥f∥∞∥fε∥L1 < ∞. In addition to the smoothness of f , the smoothness of
ζ will be crucial. Since we measure the regularity of f and ζ in the same scale, it is
natural to use Sobolev spaces. We assume for γs, γc > 0
ζ ∈ Zγs,γc :=

ζ = ζc + ζs
ζs ∈ Hγs(R) is compactly supported and
1
ix+1ζ
c(x) ∈ Hγc(R), ζc ∈ L∞(R)

. (3.24)
Let us give two examples for ζ and corresponding γs, γc.
Example 3.21. To estimate the distribution function of Xj , one has to consider trans-
lations of the indicator function 1l(−∞,0](x), x ∈ R. Let a be a monotone decreasing
C∞(R) function, which is equal to zero for all x > 0 and for some M > 0 equal to one
for all x 6 −M . We define ζs := 1l(−∞,0] − a and ζc := a. From the bounded variation
of ζs follows ζs ∈ B11,∞(R) ⊆ Hγs(R) for any γs < 1/2 by Besov smoothness of bounded
variation functions (A.10) as well as by the Besov space embeddings (A.6) and (A.7).
Since a ∈ C∞(R), the condition on ζc is satisfied for any γc > 0. Hence, 1l(−∞,t] ∈ Zγs,γc
if γs < 1/2. On the other hand, this cannot hold for γs > 1/2 since Hγs(R) ⊆ C0(R)
by Sobolev’s embedding theorem.
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Example 3.22. In the context of M-estimation (or Z-estimation) the root of the equa-
tion
⟨ζ(· − t), f⟩ = 0
is used for inference, e.g., on the location of the distribution of Xj . A popular example
in robust statistics is the Huber estimator where ζ(x) = hK(x) := ((−K) ∨ x) ∧K for
some K > 0. In that case a similar decomposition as in Example 3.21 shows hK ∈ Zγs,γc
for γs < 3/2.
The ill-posedness of the problem is determined by the decay of the characteristic
function of the errors. More precisely, we suppose
Assumption 3.D. Let the error distribution µ has a Lebesgue density fε satisfying
(i)

|x|2+δfε(x)dx < ∞ thus ϕε is twice continuously differentiable,
(ii) |ϕε(u)| ≠ 0 for all u ∈ R and
(iii) |(ϕ−1ε )′(u)| . (1+|u|)β−1 for some β > 0, in particular |ϕ−1ε (u)| . (1+|u|)β, u ∈ R.
Throughout, we write ϕ−1ε = 1/ϕε. The Assumption (iii) on the distribution of the
errors is similar to the classical decay assumption by Fan (1991a) and it is fulfilled for
many ordinary smooth error laws such as gamma or Laplace distributions as discussed
above. Assumption 3.D(iii) implies that ϕ−1ε is a Fourier multiplier on Besov spaces so
that
Bsp,q(R) ∋ f → F−1[ϕ−1ε (−•) F f ] ∈ Bs−βp,q (R)
for p, q ∈ [1,∞], s ∈ R, is a continuous linear map, which is essential in our proofs,
see Lemma 3.41. On Assumption 3.D and for ζ ∈ Zγs,γc we can rigorously interpret
the action of the deconvolution operator F−1[ϕ−1ε (−•)] on ζ: The product rule for
differentiation yields
F−1[ϕ−1ε (−•)] ∗ ζc(x) = F−1

















=(1 + ix) F−1[ϕ−1ε (−u) F [ 1iy+1ζ
c(y)](u)](x) + F−1[(ϕ−1ε )′(−u) F [ 1iy+1ζ
c(y)](u)](x)
and thus
F−1[ϕ−1ε (−•)] ∗ ζ(x) = F−1[ϕ−1ε (−u) F ζs(u)](x)
+ (1 + ix) F−1[ϕ−1ε (−u) F [ 1iy+1ζ
c(y)](u)](x)
+ F−1[(ϕ−1ε )′(−u) F [ 1iy+1ζ
c(y)](u)](x). (3.25)
While F−1[ϕ−1ε (−•)] ∗ ζ may exist only in distributional sense in general, it is defined
rigorously through the right-hand side of the above display for ζ ∈ Zγs,γc . This indicates
why we have imposed an assumption on (ϕ−1ε )′ and have defined ∥•∥Zγs,γc as above.




Theorem 3.23. Grant Assumptions 3.C with α > 0 and 3.D with β > 0 as well as
ζ(1), . . . , ζ(d) ∈ Zγs,γc with γs > β and γc > (1/2 ∨ α) + γs. Furthermore, let the kernel




⟨ζ(1), fh − f⟩, . . . , ⟨ζ(d), fh − f⟩ ⇒ G as n → ∞
where G is N (0,Σ)-distributed with covariance
Σj,k :=
 
F−1[ϕ−1ε (−•)] ∗ ζ(j)

F−1[ϕ−1ε (−•)] ∗ ζ(k)

dPν − ⟨ζ(j), f⟩⟨ζ(k), f⟩ (3.26)
for j, k ∈ {1, . . . , d}.
Remark 3.24. In Söhl and Trabs (2012b) we show that for ζ in a slightly smaller subset
of Zγs,γc the transition class {F−1[ϕ−1ε (−•)] ∗ ζ(• − t) : t ∈ R} is Pν–pregaussian and
that the corresponding limit distribution G is tight in ℓ∞(R). Therefore, Theorem 3.23
can be extended to a Donsker theorem for transition classes in Zγs,γc .
The proof of Theorem 3.23 is postponed to Section 3.4.1. To have
√
n-rates we suppose
γs > β, which means that the smoothness of the functionals compensates the ill–
posedness of the problem. This condition is natural in view of the abstract analysis
in terms of Hilbert scales by Goldenshluger and Pereverzev (2003), who obtain the
minimax rate n−(α+γs)/(2α+2β)∨n−1/2 in our notation. As a consequence of the condition
on γs and γc we can bound the stochastic error term of the estimator ϑh uniformly in
h ∈ (0, 1). The bias term is of order hα+γs . We illustrate the range of this theorem by
the following examples.
Example 3.25. For estimating the distribution function Assumption 3.D needs to be
fulfilled for some β < 1/2 owing to the condition γs > β. This is fulfilled by the gamma
distribution Γ(β, η) with β ∈ (0, 1/2) and η ∈ (0,∞). This condition will be recovered
in Corollary 4.9. For the Huber estimator from Example 3.22 we required β < 3/2,
which holds, for instance, for the chi–squared distribution with one or two degrees of
freedom or for the exponential distribution.
Example 3.26. Butucea and Comte (2009) studied the case β > 1 and derived
√
n-
rates for γs > β in our notation. In particular, they considered supersmooth ζ, that is
F ζ decays exponentially. In this case ζ ∈ Hs(R) for any s ∈ N. Requiring the slightly
stronger assumption that ⟨x⟩τζ(x) ∈ Hs(R) for some arbitrary small τ > 0 and for all
s ∈ N we can choose ζc := ζ and ζs := 0. Then β can be taken arbitrary large such
that all gamma distributions, the Laplace distributions and convolutions of them can
be chosen as error distributions.
Let us finally show that the asymptotic distribution in Theorem 3.23 coincides with
the optimal distribution in the convolution Theorem 3.19.
Proposition 3.27. In the deconvolution model (3.13) let ν ∈ Θ have a bounded
Lebesgue density and let µ satisfy Assumption 3.D for some β > 0. If ζ ∈ Zγs,γc
with γs > β and γc > (1/2 ∨ α) + γs, then ζ ∈ ranA⋆ν for A⋆ν from (3.19) and it holds
(A⋆ν)−1ζ = F−1[1/ϕε(−•)] ∗ ζ.
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Using that the deconvolution operator is a Fourier multiplier on Besov spaces, this
proposition can be proved similarly to Proposition 3.39 below and thus the proof is
omitted. In combination with Theorem 3.19. We can recover Theorem 4 in Söhl and
Trabs (2012b) under weaker assumptions on the distributions of ν and µ:
Corollary 3.28. In the deconvolution model (3.13) let ν ∈ Θ have a bounded Lebesgue
density and let µ satisfy Assumption 3.D for some β > 0. Let moreover ζ(1), . . . , ζ(d) ∈
Zγs,γc with γs > β and γc > (1/2 ∨ α) + γs. Then the limit distribution of any regular
estimator of the parameter (

ζ(1)dν, . . . ,

ζ(d)dν) equals N (0,Σ) ∗ M for some Borel
probability measure M and with covariance matrix Σ ∈ Rd×d given by (3.26).
In particular, in the situation of Theorem 3.23 the plug-in estimator ϑh from (3.21)
is semiparametrically efficient.
3.2.3. Efficient quantile estimation
Following the plug-in paradigm which we have outlined in Chapter 1, we define the
quantile estimator for any τ ∈ (0, 1)
qτ,h := argminη∈[−Un,Un]   η−∞ fh(x)dx− τ

with fh from (3.21) and Un → ∞ logarithmically fast. The generalization of qτ to
unknown error distributions will be comprehensively studied in Chapter 4. Using the
previous insights, we can conclude that qτ,b is semiparametrically efficient if it achieves
the parametric rate. We restrict on the case d = 1 since the results for the multidimen-
sional case can be analogously established.
For a given level τ and any probability measure ν ∈ Θ we define the functional χτ (ν)










Since the precise choice of χτ (ν) is irrelevant, we can in particular choose the τ -quantile
qτ . To apply the convolution Theorem 3.8, we have to verify pathwise differentiability
of χτ with respect to the tangent set Θ̇ν from (3.14). It follows from the Hadamard-
differentiability of the quantile function, cf. van der Vaart (1998, Chap. 21):
Lemma 3.29. Let ν ∈ Θ has a Lebesgue density f in a neighborhood of qτ with f(qτ ) >






, b ∈ Θ̇ν .
Proof. For b ∈ Θ̇ν we consider the paths [0, τ) ∋ t → νt as defined in Section 3.2.1: νt is
given by dνtdν = k(tb)/

k(tb)dν with the function k from Example 3.14. The assertion
can be reformulated asχτ (ν + tht) − χτ (ν)
t
− χ̇τ,νb
 → 0 for t ↓ 0 (3.28)
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Since the functional χτ can be equivalently defined via the distribution functions of νt
and because
 η
−∞ bdν is continuous in η ∈ R, Lemma 21.3 in van der Vaart (1998) shows
Hadamard-differentiability of χτ which implies (3.28).
Let us combine some basic findings of the following chapter with the central limit
Theorem 3.23 to obtain the asymptotic distribution of qτ . Altogether we find the fol-
lowing result:
Theorem 3.30. Let ν ∈ Θ has the τ -quantile qτ ∈ R and a Lebesgue density f ∈
Cα0([qτ−ζ, qτ+ζ]) for some α0, ζ > 0. Let f satisfy f(qτ ) > 0 and Assumption 3.C with
α > 0. Grant Assumption 3.D with β ∈ (0, 1/2) and Assumption 3.B with ℓ = ⌊α+ β⌋.
If β < α and hn = n−1/(1+2γ) for some γ ∈ (β, α), then the estimator qτ is regular and
semiparametrically efficient satisfying
√






F−1[ϕ−1ε (−•)] ∗ 1l(−∞,qτ ]
2
dPν − ν((−∞, qτ ])2

.
Proof. Note that all results in Section 4.4.1 carry over or even simplify to the case of
known error distribution. Hence, we may apply the results from that section replacingfh and qτ,h by fh and qt,h, respectively. Applying the error representation (4.42) as well
as (4.38) and (4.43), we obtain
qτ,h − qτ = − qτ−∞( fh(x) − f(x))dx+ oP (n−1/2)
f(qτ ) + oP (1)
. (3.30)
Therefore, Theorem 3.23 and Slutsky’s lemma yield (3.29).
The regularity of qτ,h follows from the asymptotic linearity of  qτ−∞ fh(x)dx as shown in
Section 3.4.1 and equation (3.30). To show the efficiency, we conclude from Lemma 3.29
that the gradient of χτ at ν is given by
χτ,ν = −1l(−∞,qτ ] − ν((−∞, qτ ])
f(qτ )
.
The lower bound for the variance can then be proved analogously to Theorem 3.19
using Corollary 3.28.
The asymptotic variance naturally corresponds to the classical case of direct observa-
tions. If εj are distributed according to the Dirac measure δ0, the deconvolution operator
degenerates to convolution with δ0 and the variance would become τ(1−τ)/f2(qτ ) which
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3.3. Lévy processes
is exactly the asymptotic variance of the empirical quantile function, cf. Corollary 21.5
in van der Vaart (1998).
Let us briefly discuss the possibly surprising condition β < α. From the error rep-
resentation (4.9) we see that the bandwidth has to be chosen such that the density
estimator is uniformly consistent which requires a minimal smoothing. This yields the
condition h1+2βn nlogn → ∞. On the other hand the bias of the distribution function
estimator must be negligible implying (roughly) h1+2αn n → 0. This trade-off is the rea-
son for assumption β < α. Note that α is the Sobolev regularity of fν . For α > 1/2
the constraint is always satisfied, because β < 1/2, and the Sobolev embedding yields
positive Hölder regularity similarly to Chapter 4 where this problem does not occur.
3.3. Lévy processes
3.3.1. Setting and upper bound
Let L be real-valued Lévy process with characteristic triplet (σ2, γ, ν) as introduced in
Section 2.1. We observe L at equidistant time points tk = ∆k with k = 0, . . . , n for
some fixed ∆ > 0 and for n → ∞. Our aim is to derive a convolution theorem for the
estimation of the linear functional of the jump measure
χ(ν) :=

ζ dν for ζ ∈ L1(ν) ∩ L2(ν). (3.31)
If ζ is Rd-valued, the scalar product in (3.31) has to be interpreted coordinatewise. As
a relevant example the reader should have in mind the generalized distribution function
of ν introduced in the Chapter 1. It corresponds to ζ = 1l(−∞,t] for t < 0 and ζ = 1l[t,∞)
for t > 0. In order for the estimation of χ(ν) to be possible with parametric rate, we
restrict on processes with finite variation in view of the lower bounds by Neumann and
Reiß (2009). That means σ2 = 0 and

R(|x| ∧ 1)ν(dx) < ∞ are assumed.
Due to the stationary and independent increments of L, the random variables Yk :=
L∆k −L∆(k−1), k = 1, . . . , n, are independent and identically distributed. Their charac-





= e∆ψ(u) with ψ(u) = iγ0u+

(eiux − 1)ν(dx), u ∈ R, (3.32)
with γ0 = γ −
 1
−1 xν(dx). Fixing the drift γ0, the model is given by
P =






ν jump measure on (R,B(R))
  (|x| ∧ 1)ν(dx) < ∞.
Before we apply the general results from Section 3.1 to this low-frequency Lévy
model, we will give as a benchmark the asymptotic distribution of a potentially ef-
ficient estimator of the generalized distribution function. Due to the finite variation
of the process L, we can use a simpler estimator than the one which will be studied
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in Section 5.2. Taking the first derivative of the characteristic exponent in (3.32) and
assuming






= iγ0 + iF [xν](u).
With an analogous construction as in (5.5) we get the estimator proposed by Nickl and
Reiß (2012). Using the empirical characteristic function of the increments (Yk)k=1,...,n,
we find an empirical version ψ′n of ψ′. The distribution function estimator is then given
by
Nh(t) = −  gt(x) F−1  ψ′n(u) F K(hu)(x)dx with gt(x) :=

x−11l(−∞,t], t < 0,
x−11l[t,∞), t > 0,
(3.34)
for an appropriate band-limited kernel K and bandwidth h > 0. Under suitable as-
sumptions, imposing especially |ϕ−1ν | . (1 + |•|)β for some β ∈ (0, 1/2), Nickl and Reiß
(2012) show for t1, . . . , td ∈ R that
√
n
 Nh(t1) −N(t1), . . . , Nh(td) −N(td) ⇒ G as n → ∞
where G is N (0,Σ)-distributed with covariance
Σj,k := ∆−2
 
F−1[ϕ−1ν (−•)] ∗ (xgtj (x))

F−1[ϕ−1ν (−•)] ∗ (xgtk(x))

dPν (3.35)
for j, k ∈ {1, . . . , d}.
3.3.2. Regularity
Compared to tangents at the set of probability measures in Example 3.14, directions for
the Lévy measures do not need to be centered since Lévy measures are not normalized.
In general, jump measures are even not finite such that L2(ν), which gives the Hilbert
space structure, is still too large. We should intersect with L1(ν) to include linear
functionals as (3.31). Hence, we define the tangent space at ν ∈ Θ as
Θ̇ν := L1(ν) ∩ L2(ν) = lin Θ̇ν . (3.36)
Using the function k(y) = 2/(1 + e−2y) from Example 3.14, for any b ∈ Θ̇ν the path














On this path the derivative of the functional (3.31) can be calculated with use of dom-
inated convergence, noting that |k(tb) − 1| 6 t|b| ∈ L2(ν). Hence,
lim
t→0










ζ(x)b(x)ν(dx) = ⟨ζ, b⟩ν =: χ̇νb
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3.3. Lévy processes
and thus the gradient is given by χν = ζ. Compared to the deconvolution setting, we do
not need to center χν because the total mass of the Lévy measure is allowed to change
along the path.
To apply Corollary 3.15, we need to verify Assumption 3.A for the Lévy model. By






























Owing to (k(tb) − 1) ∈ L1(ν), the measure Pνt is a convolution of Pν and a compound
Poisson type measure with signed jump measure ∆(k(tb) − 1)dν. To see that the sub-









k(tb(x)) − 1)2ν(dx) is finite for all t. Since the drift γ0 remains
constant, Theorem 33.1 by Sato (1999) yields absolute continuity Pνt ≪ Pν for all t.




































This indicates how the score operator should look like. The following proposition deter-
mines the score operator Aν and shows Hellinger regularity of the parametric submodel
t → Pνt . This is the key result to apply the theory of Section 3.1 to the Lévy model.
Proposition 3.31. Let the model P be given by (3.33) with the tangent space Θ̇ν at




Θ̇ν∩L∞(ν) : Θ̇ν ∩ L












is bounded. Θ̇ν ∩L∞(ν) is dense in Θ̇ϑ and thus Aν : Θ̇ν → L20(Pν) can be defined as its
unique continuous extension. Then for all b ∈ Θ̇ν the associated submodel [0, 1) ∋ t →
Pνt is Hellinger differentiable at zero with derivative Aνb, that means (3.10) is fulfilled.
The proof of this proposition is given in Section 3.4.2. An essential ingredient is an
estimate of the Hellinger integral of two infinitely divisible distributions by Liese (1987).








2dν 6 exp 12 t2∥b∥2L2(ν)

. (3.39)
Proposition 3.31 shows that the Lévy model P, defined in (3.33) equipped with the
tangent space Θ̇ν from (3.36) satisfies Assumption 3.A. In particular, it is a regular
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indirect model at any ν ∈ Θ. Having in mind the regularity Lemma 3.18 in the decon-
volution model, the score operators look very similar in both models. Since the gradient
does not have to integrate to zero in the Lévy model, the centering is incorporated in
the operator Aν . Apart from that the convolution structure is the same. Therefore, the
Lévy model can locally be weakly approximated with a linear white noise model whose
operator is of deconvolution type.
By Proposition 3.31 the score operator Aν is characterized by (3.38). To prove infor-
mation bounds, we will combine this result with Proposition 3.12 which shows that it
is sufficient to study A⋆ν on a nicely chosen, dense subset of L20(Pν). Then Theorem 3.8
provides the convolution theorem for all ζ ∈ ranA⋆ϑ. In the following we will discuss
Lévy processes with finite and infinite jump activity separately because the analytical
properties of the score operator are quite different: In the compound Poisson case the
inverse adjoint score operator can be explicitly expressed as a convolution with a fi-
nite signed measure. If the jump intensity is infinite, the distribution Pν possesses a
Lebesgue density and thus A⋆ν will be a smoothing operator.
3.3.3. Compound Poisson processes
Let L be a compound Poisson process with jump intensity λ := ν(R) < ∞. Conse-
quently, the tangent space simplifies to Θ̇ϑ = L2(ν) and the measure Pν can be written
as the convolution exponential (cf. Sato, 1999, Rem. 27.3)




















which are dense in L20(Pν) and L2(ν), respectively. Let g ∈ G and b ∈ H. By Proposi-
tion 3.31 we know (bν) ∗Pν ≪ Pν , which implies g ∈ L∞((bν) ∗Pν). Hence,

gdPν = 0


















= ∆⟨Pν(−•) ∗ g, b⟩ν . (3.42)
Therefore, the adjoint score operator on G is A⋆ν |G : G → L2(ν), g → ∆Pν(−•) ∗ g.
Lemma 3.32. The map A⋆ν |G : G → H, g → Pν(−•) ∗ g is well defined.













1lA(x+ ∆γ0)dν∗k(dx) = 0 for all k ∈ N. But this implies by linearity of the
convolution that ν∗l ∗ Pν(A) = 0.
To see that A⋆ν is well defined on equivalence classes with respect to Pν zero sets,
note that ν ∗ Pν ≪ Pν implies that for any function g with g(x) = 0 for Pν-a.e. x ∈ R
it holds Pν(−•) ∗ g(y) = 0 for ν-a.e. y ∈ R. It remains to show A⋆νg ∈ H for g ∈ G. For
any g ∈ L∞(Pν) there is a set A ∈ B(R) with Pν(A) = 0 such that g(y) 6 C for some
constant C > 0 and for all y /∈ A. Using
0 = ν∗l ∗ Pν(A) =
 
1lA−{x}(y)Pν(dy)ν∗l(dx)
we infer Pν(A−{x}) = 0 for ν∗l-a.e. x ∈ R and therefore Pν(−•)∗g(y) =

g(x+y)Pν(dx)
is bounded by C for ν∗l-a.e. y ∈ R. Hence, ∥Pν(−•) ∗ g∥L∞(ν∗l) 6 C for any l ∈ N.
Although the centering of g ∈ L20(Pν) implies A⋆νg(0) =

gdPν = 0, it does not cause
an additional constraint owing to ν({0}) = 0. In general, A⋆ν is not injective as the
following example shows:
Example 3.33 (Poisson process). Setting ν = δ1, γ0 = 0 and ∆ = λ = 1, the law
Pν = e−1
∞





g(x+ k)/(k!), x ∈ R .
Consider the function g = 1l{0} − 21l{1} + 21l{2} which is a nonzero element of G by
construction. However, A⋆νg(1) = 0 and thus 0 ̸= g ∈ kerA⋆ν contradicting injectivity.
As in the deconvolution model we assume therefore that ν admits a Lebesgue density
concluding injectivity of A⋆ν exactly as in Theorem 3.19. Since (3.32) yields |ϕν(u)| =
e∆

(cos(ux)−1)ν(x)dx > e−2∆λ for all u ∈ R, the inverse of A⋆ν is then the deconvolution
operator h → ∆−1 F−1[1/ϕν(−•)] ∗ h with the finite signed measure










which is well defined on H. In particular, the pre-image of the indicator function ζ =
1l(−∞,t] (or equivalently 1l(−∞,t]1lR \{0}) is well defined for any t ∈ R. Consequently,
Corollary 3.15 and Theorem 3.8 yield
Corollary 3.34. Let L be a pure jump process of compound Poisson type with jump
measure ν which is absolutely continuous with respect to the Lebesgue measure. Then the
limit distribution of any regular estimator of the distribution function Rd ∋ (t1, . . . , td) →
(ν((−∞, t1]), . . . , ν((−∞, td])), for d ∈ N, is a convolution N (0,Σ) ∗M for some Borel
















for i, j ∈ {1, . . . , d}.
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Considering the negative half line, this lower bound coincides with the asymptotic
variance (3.35) of the kernel estimator by Nickl and Reiß (2012). An interesting devi-
ation is obtained by restricting the model on compound Poisson processes with fixed
jump intensity λ > 0 as studied in the decompounding problem by Buchmann and
Grübel (2003). Similarly to the deconvolution model in Section 3.2 the tangent space is










dPν − ∆−2ν((−∞, t])2.
That means an efficient estimator which “knows” the jump intensity should have a
smaller variance than for unknown λ and the statistical problem is significantly simpler.
Indeed, the estimator by Buchmann and Grübel (2003) is asymptotically normal with
the above variance.
3.3.4. Lévy processes with infinite jump activity
If the Lévy process has infinite jump activity, the analysis is more difficult. However,
we can profit from the absolute continuity of the infinite divisible distribution Pν with
respect to the Lebesgue measure (Sato, 1999, Thm. 27.4). To apply Fourier methods,
we will again assume that ν admits a Lebesgue density which implies in particular that
the set of Lebesgue-a.e. equivalence classes embeds into the ν-a.e. and into the Pν-a.e.
equivalence classes. Keeping the Hilbert space structure, we can then define
G := H∞(R) ∩ L20(Pν) and H :=

b ∈ H∞(R)|b(0) = 0





s(R) with Sobolev spaces Hs(R) of regularity s > 0 defined in
(A.1). For b ∈ H the condition b(0) = 0 should hold for the continuous version of b. To
allow that the generalized distribution function of ν can be estimated with parametric
rate, we concentrate on mildly ill-posed problems leading to the assumption that |ϕν(u)|
decays polynomially as |u| → ∞ (cf. Neumann and Reiß, 2009).
Lemma 3.35. Let the finite variation Lévy process L with ν ∈ Θ have infinite jump
activity satisfying |ϕν(u)| & (1+|u|)−β for some β > 0 and let ν be absolutely continuous
with respect to the Lebesgue measure. Then
(i) on G from (3.43) the adjoint score operator A⋆ν |G is a bijection onto H satisfying
A⋆ν

G : G → H ⊆ Θ̇ν , g → ∆(Pν(−•) ∗ g), (3.44)
(A⋆ν)−1

H : H → G ⊆ L
2





(ii) G is dense in L20(Pν) and A⋆ν is the unique continuous extension of A⋆ν

G.
The proof of this lemma uses that by the polynomial decay (1 + |u|)−β . |ϕν(u)| . 1
both operators, A⋆ν and (A⋆ν)−1, are Fourier multipliers on Sobolev spaces and thus
H∞(R)-functions are mapped into H∞(R) again. The smoothness will be used to show
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|(A⋆νg)(x)| . 1 ∧ |x| for x ∈ R in order to verify that A⋆ν is well defined. For details we
refer to Section 3.4.3.
Comparing the adjoint score operator (3.45) in the Lévy model toA⋆ν in the deconvolu-
tion model (3.15), we see that both operators have exactly the same structure. To invert
A⋆ν , we have to deconvolve with the observation measure itself in the Lévy case. From
our lower bounds perspective we clearly recover this auto-deconvolution phenomenon,
which was already described by Belomestny and Reiß (2006a) as well as Nickl and Reiß
(2012). For convenience we will write throughout F−1[1/ϕν(−•)]∗b = F−1[F b/ϕν(−•)],
which is justified in distributional sense. In combination with the results for the com-
pound Poisson case Lemma 3.35 has two immediate consequences.
Remark 3.36. If the Lévy process is of finite variation, has an absolutely continu-
ous jump measure and has either finite jump activity or has a polynomial decreasing
characteristic function, then
(i) A⋆ν is injective and therefore ranAν = L20(Pν). This means that the tangent set
ṖPν = AνΘ̇ν is dense in L2(Pν).
(ii) For any linear functional χ(ν) =

ζdν satisfying ζ ∈ H, where H ⊆ Θ̇ν is defined










The subset H of arbitrary large Sobolev smoothness is obviously very restrictive.
Let us extend the information bound to a larger class of functionals by using Proposi-
tion 3.12. This is illustrated in the following example.
Example 3.37 (Gamma process). Let L be a gamma process with Yk ∼ Γ(α∆, λ) for
all k = 1, . . . , n. For simplicity set λ = 1. The probability density, the characteristic




α∆−1e−x1l[0,∞)(x), ϕν(u) = (1 − iu)−α∆ and
ν(dx) = αx−1e−x1l[0,∞)(x)dx, for x, u ∈ R,
respectively. Therefore, |ϕν | decays with polynomial rate β = ∆α and we can apply
Lemma 3.35. The estimation of the generalized distribution function χ(ν) =
∞
t dν for
some fixed t > 0, induces the gradient χν = 1l[t,∞). To approximate χν with a sequence
in H, we construct χn(x) =
 x
−∞(δn(y − t) − δn(y − n))dy for a Dirac sequence (δn).
More precisely, let (δn) ⊆ C∞(R) be a family of smooth nonnegative functions satisfying
R δn = 1 and supp δn ⊆ [−1/n, 1/n]. Obviously, (χn) ⊆ H. Since ν is a finite measure
on R \(−ε, ε) for any ε > 0, dominated convergence shows ∥χν−χn∥L2(ν) → 0. Denoting
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the distribution function of Γ(β, 1) by Γβ, we obtain for α∆ < 1/2
(A⋆ν)−1χn = ∆−1 F−1[(1 − iu)(1 + iu)α∆−1] ∗ χn
= ∆−1γ1−α∆(−•) ∗ (χn − χ′n)
= ∆−1

γ1−α∆(−•) ∗ χn − γ1−α∆(−•) ∗ δn(• − t)




(1 − Γ1−α∆(t− •)) − γ1−α∆(t− •)

= ∆−1γ1−α∆(−•) ∗ (1l(−∞,t] − δt) =: ψ (3.46)
where the convergence holds in L2(R) owing to γ1−α∆ ∈ L2(R) for α∆ < 1/2. Therefore,
in a natural way the limiting object is ψ = F−1[1/ϕν(−•)] ∗ 1l(−∞,t]. When does this
limit hold in L2(Pν), too? As we saw above, the probability density of Pν is bounded
everywhere except for the singularity at zero which is of order 1−α∆. For any t > 0 and
n large enough γ1−α∆ ∗ δn(• − t) is uniformly bounded in a small neighborhood of zero
such that dominated convergence around zero together with the L2(R)-convergence on
the real line yields ∥(A⋆ν)−1χn − ψ∥L2(Pν) → 0. Hence, Proposition 3.12 shows 1l[t,∞) ∈
ranA⋆ν . Therefore, the information bound is given by
(F [1/ϕν(−•)] ∗ 1l[t,∞))2dPν ,
which can be understood via (3.46) or equivalently as limn→∞ ∥(A⋆ν)−1χn∥2L2(Pν). For
α∆ > 1/2 Neumann and Reiß (2009) show that ν([t,∞)) cannot be estimated with√
n-rate.
This example shows the importance of the pseudo-locality for the devolution operator
which was discussed by Nickl and Reiß (2012) in detail: If the singularity of the pointwise
limit ψ as in (3.46) and the singularity of the distribution Pν would coincide, the L2(Pν)-
norm of any approximating sequence (A⋆ν)−1χn would diverge such that χν cannot be
an element of ranA⋆ν by Proposition 3.12. A simple example is given by the convolution
of a Gamma process and a Poisson process (cf. Nickl and Reiß, 2012, Sect. 3.2).
Similarly to the deconvolution model in Section 3.2 we will show that for suitable
regularity δ > 0 the class
Zδ(R) :=

ζ = ζs + ζc
ζs, ζs(x)
x
∈ Hδ(R), ζc ∈ Cδ(R), ζc(0) = 0

intersected with L1(ν) ∩ L2(ν) is a subset of ranA⋆ν .
Example 3.38 (Generalized distribution function). Recall that the generalized distri-
bution function of ν corresponds to the functionals ζt := 1l(−∞,t] for t < 0 and ζt := 1l[t,∞)
for t > 0. It is easy to check that ζt can be decomposed for all t ̸= 0 in a way such
that it is contained in Zδ(R) for any δ < 1/2. For instance, write 1l[t,∞) = ζst + ζct with
ζst (x) := et−x1l[t,∞)(x) and ζct (x) := (1−et−x)1l[t,∞)(x) for t > 0. Then ζst is a translation
of the gamma density γ1 such that its Fourier transform decays with polynomial rate
one. The factor x−1 is harmless since ζst equals zero around the origin. Moreover, ζct is
Lipschitz continuous. On the negative half line an analogous decomposition applies.
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For this analytic description of the range of the adjoint score operator, let us apply
the Fourier multiplier Theorem 5.5, which will be proved later, and the characterization
in Proposition 3.12. We suppose that the Lévy process L with jump density ν satisfies
the following assumption, which implies in particular a polynomial decay of |ϕν | by
Lemma 5.2.
Assumption 3.E. Let xν admit a Lebesgue density k ∈ BV (R) with β := k(0+) +
k(0−).
Proposition 3.39. Let the finite variation Lévy process L with ν ∈ Θ satisfy As-
sumption 3.E for some β > 0. If ζ ∈ Zβ+(R) ∩ L1(ν) ∩ L2(ν) for some β+ > β, then
ζ ∈ ranA⋆ν holds with (A⋆ν)−1ζ = F−1[1/ϕν(−•)] ∗ ζ.
The proof is postponed to Section 3.4.4. The formula (A⋆ν)−1ζ = F−1[1/ϕν(−•)] ∗ ζ
can be either understood in distributional sense or as the limit of an approximating
sequence as illustrated in Example 3.37. Applying Theorem 3.8 and Proposition 3.39
on Example 3.38, we get the following convolution theorem.
Theorem 3.40. Let the finite variation Lévy process L with ν ∈ Θ satisfy Assump-
tion 3.E for some β < 1/2. Then the limit distribution of any regular estimator of the
generalized distribution function (R \{0})d ∋ (t1, . . . , td) → (⟨ζti , ν⟩, . . . , ⟨ζtd , ν⟩) is a
convolution N (0,Σ)∗M for some Borel probability measure M and with the covariance




















for i, j ∈ {1, . . . , d}.
In the situations of Corollary 3.34 and Theorem 3.40 the estimator (3.34) is therefore
efficient. Analogously to the deconvolution model, these results can be extended to
quantile estimation in the Lévy model, but we will not go into details.
3.4. Remaining proofs
3.4.1. Proof of Theorem 3.23
First, we provide an auxiliary lemma, which describes the properties of the deconvolu-
tion operator F−1[ϕ−1ε ].
Lemma 3.41. Grant Assumptions 3.B and 3.D.
(i) For all s ∈ R, p, q ∈ [1,∞] the deconvolution operator F−1[ϕ−1ε (−•)] is a Fourier
multiplier from Bsp,q(R) to Bs−βp,q (R), that is the linear map




(ii) Let β+ > β and f, g ∈ Hβ+(R). Then 




F−1[ϕ−1ε (−•)] ∗ g

f. (3.47)
Using the kernel K, this equality extends to functions g ∈ L2(R) ∪ L∞(R) and
finite Borel measures µ: 








(i) Analogously to Nickl and Reiß (2012), we deduce from Corollary 4.11 of Gi-
rardi and Weis (2003) that (1 + iu)−βϕ−1ε (−u) is a Fourier multiplier on Bsp,q
by Assumption 3.D(iii). It remains to note that j : Bsp,q(R) → Bs−βp,q (R), f →
F−1[(1 + iu)β F f ] is a linear isomorphism (Triebel, 2010, Thm. 2.3.8).
(ii) For f ∈ Hβ+(R) (i) and the Besov embeddings (A.4), (A.6) and (A.7) yield
∥ F−1[ϕ−1ε ] ∗ f∥L2 . ∥ F−1[ϕ−1ε ] ∗ f∥B02,1 . ∥f∥Bβ2,1 . ∥f∥Hβ+ < ∞.
Therefore, it follows by Plancherel’s equality 




ϕ−1ε (−u) F f(−u) F g(u)du
=
 
F−1[ϕ−1ε (−•)] ∗ g

(x)f(x)dx.
To prove the second part of the claim for g ∈ L2(R), we note that by Young’s
inequality
∥ F−1[ϕ−1ε F Kh]∥L2 6 ∥ F−1[ϕ−1ε 1[−1/h,1/h]]∥L2∥Kh∥L1 < ∞
due to the support of F K and Assumption (3.23) on the decay of K. Since µ is
a finite measure and g is bounded, Fubini’s theorem yields then
g(x)






g(x) F−1[ϕ−1ε F Kh](x− y)µ(dy)dx
=
 
F−1[ϕ−1ε (−•) F Kh] ∗ g

(y)µ(dy),
where we have used the symmetry of the kernel. In order to apply Fubini’s theorem
for g ∈ L∞(R), too, we have to show that ∥ F−1[ϕ−1ε F Kh]∥L1 is finite. We replace
the indicator function by a function χ ∈ C∞(R) which equals one on [−1/h, 1/h]
and has got compact support. We estimate
∥ F−1[ϕ−1ε F Kh]∥L1 6 ∥ F−1[ϕ−1ε χ]∥L1∥Kh∥L1 . (3.49)
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Using that ϕ−1ε χ is twice continuously differentiable and has compact support, we
obtain
∥(1 + x2) F−1[ϕ−1ε χ](x)∥∞ 6 ∥ F−1[(Id − D2)ϕ−1ε χ](x)∥∞
6 ∥(Id − D2)ϕ−1ε χ∥L1 < ∞,
where we denote the identity and the differential operator by Id and D, respec-
tively. This shows that (3.49) is finite.
To prove Theorem 3.23, we show first the asymptotic normality and conclude in a
second step the regularity of the estimator.
Step 1: Since the class Zγs,γc is an R vector space, the Cramér-Wold device yields
that it suffices to consider d = 1. As usual, we decompose the error into a stochastic
error term and a bias term:





ζ(x)(Kh ∗ f − f)(x)dx. (3.50)
The bias term can be estimated by the standard kernel estimator argument. Let us
consider the singular and the continuous part of ζ separately. Applying Plancherel’s
identity and Hölder’s inequality, we obtain
|ζs(x)(Kh ∗ f(x) − f(x))|dx
= 12π

| F ζs(u)(F K(hu) − 1) F f(−u)|du
6 ∥(1 + |u|)−(α+γs)(F K(hu) − 1)∥∞

(1 + |u|)α+γs | F ζs(u) F f(u)|du
6 hα+γs∥u−(α+γs)(F K(u) − 1)∥∞∥ζs∥Hγs ∥f∥Hα .
The term ∥u−(α+γs)(F K(u)−1)∥∞ is finite using the a Taylor expansion of F K around
0 with (F K)(l) = 0 for l = 1, . . . , ⌊α+ γs⌋ by the order of the kernel (3.22).
For the smooth part of ζ Plancherel’s identity yields
|ζc(x)(Kh ∗ f − f)(x)|dx
= 12π

| F [ 1ix+1ζ
c(x)](Id + D){(F K(hu) − 1) F f(−u)}|du
6

| F [ 1ix+1ζ
c(x)](F K(hu) − 1 + hF [ixK](hu)) F f(−u)|du
+

| F [ 1ix+1ζ
c(x)](F K(hu) − 1) F [ixf ](−u)|du.
The first term can be estimated as before and for the second term we note that xf(x) ∈
L2(R) = H0(R) by Assumption 3.C(i) such that the additional smoothness of 1ix+1ζ
c(x)
yields the right order. Therefore, the second term in (3.50) is up to a constant smaller
than hα+γs and thus by the choice of h, the bias term is of order o(n−1/2).
Now, we consider the stochastic error term in (3.50). Using ζs ∈ L2 and ζc ∈ L∞,












F−1[ϕ−1ε (−•) F Kh] ∗ ζ(x)(Pν,n − Pν)(dx)
(3.51)
with the empirical measure Pν,n = 1n
n
j=1 δYj . Therefore, it suffices for the convergence
of the finite dimensional distributions to bound the term
sup
h∈(0,1)
 F−1[ϕ−1ε (−•) F Kh] ∗ ζ(x)2+δ Pν(dx), (3.52)
for any function ζ ∈ Zγs,γc . Then the stochastic error term converges in distribution to
a normal random variable by the central limit theorem under the Lyapunov condition
(i.e., Klenke, 2007, Thm. 15.43 together with Lem. 15.41).
First, note that the moment conditions in Assumptions 3.C and 3.D and the estimate
|x|pfY (x) 6

|x− y + y|pf(x− y)fε(y)dy . (|y|pf) ∗ fε + f ∗ (|y|pfε),
for x ∈ R, p > 1, yield finite (2 + δ)th moments for Pν since
|x|2+δfY (x)dx . ∥|x|2+δf∥L1∥fε∥L1 + ∥f∥L1∥|x|2+δfε∥L1 < ∞. (3.53)
To bound (3.52), we estimate separately all three terms in the decomposition (3.25)
considering ζ ∗ Kh instead of ζ. The continuity and linearity of the Fourier multiplier
F−1[ϕ−1ε (−•)], which was shown in Lemma 3.41(i), yield for the first term in (3.25)
∥ F−1[ϕ−1ε (−u) F ζs(u) F Kh(u)]∥Hδ =
F−1 ϕ−1ε (−•) F [ζs ∗Kh]Bδ2,2
. ∥ζs ∗Kh∥Bβ+δ2,2 . ∥ζ
s∥Hβ+δ ,
where the last inequality holds by ∥ F Kh∥∞ 6 ∥K∥L1 . Using the boundedness of fY
and the continuous Sobolev embedding Hδ/4(R) ⊆ L2+δ(R) by (A.4), (A.7) and (A.6),
we obtain
∥ F−1[ϕ−1ε (−u) F ζs(u) F Kh(u)]∥L2+δ(Pν)
. ∥ F−1[ϕ−1ε (−u) F ζs(u) F Kh(u)]∥L2+δ
. ∥ F−1[ϕ−1ε (−u) F ζs(u) F Kh(u)]∥Hδ . ∥ζs∥Hβ+δ . (3.54)
To estimate the second term in (3.25), we use the Cauchy–Schwarz inequality and
Assumption 3.D(iii):
∥ F−1[ϕ−1ε (−u) F [ 1ix+1ζ
c(x)](u) F Kh(u)]∥∞
6 ∥ϕ−1ε (−u) F [ 1ix+1ζ
c] F Kh(u)∥L1








(1 + x2)(2+δ)/2fY (x)dx < ∞ from (3.53) yields
∥(1 + ix) F−1[ϕ−1ε (−u) F [ 1iy+1ζ





The last term in the decomposition (3.25) can be estimated similarly using the Cauchy–
Schwarz inequality and Assumption 3.D(iii) for (ϕ−1)′
∥ F−1[(ϕ−1ε )′(−u) F [ 1ix+1ζ
c(x)](u) F Kh(u)]∥L2+δ(Pν)
. ∥(ϕ−1ε )′(−u) F [ 1ix+1ζ
c(x)](u)∥L1




Combining (3.54), (3.55) and (3.56), we obtain
sup
h∈(0,1)
∥ F−1[ϕ−1ε (−•) F Kh] ∗ ζ(x)∥L2+δ(Pν) . ∥ζ∥Zβ+δ,1/2+β+δ , (3.57)
which is finite for δ small enough satisfying β+δ 6 γs and 1/2+β+δ 6 γc. Since F Kh
converges pointwise to one and | F−1[ϕ−1ε (−•) F Kh] ∗ ζ(x)|2 is uniformly integrable by
the bound of the 2 + δ moments, the variance converges to F−1[ϕ−1ε (−•)] ∗ ζ(x)2 Pν(dx).
Step 2: We show asymptotic linearity of the estimator ϑ = ⟨ζ, fh⟩ with influence
function (x, Pν) →

(F−1[ϕ−1ε (−•)] ∗ ζ)(dδx − dPν). Regularity of the estimator follows
then from the regularity of the model (Pνt) and Le Cam’s third lemma (cf. van der
Vaart, 1998, Lem. 25.23).
The estimate of the bias of ϑh in Step 1 yields
ϑh =ϑ+  F−1[ϕ−1ε (−•) F Kh] ∗ ζ(y)(Pν,n − Pν)(dy) + oP (n−1/2)
=ϑ+

F−1[ϕ−1ε (−•)] ∗ ζ(y)(Pν,n − Pν)(dy)
+

F−1[ϕ−1ε (−•)(F Kh − 1)] ∗ ζ(y)(Pν,n − Pν)(dy) + oP (n−1/2).
Since
E




| F−1[ϕ−1ε (−•)] ∗ ζ|2dPν

is finite and E[

F−1[(ϕ−1ε (−•)] ∗ ζ)(dδx − dPν)] = 0 by (3.57) it suffices to show
F−1[ϕ−1ε (−•)(F Kh − 1)] ∗ ζ(y)(Pν,n − Pν)(dy) = oP (n−1/2). (3.58)
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For convenience we write ψh := F−1[ϕ−1ε (−•)(F Kh − 1)] ∗ ζ and let κ > 0. Since (Yj)
are independent and identically distributed, we obtain
P
n1/2  ψh(y)(Pν,n − Pν)(dy) > κ 6 τ−2nE   ψh(y)(Pν,n − Pν)(dy)2
= κ−2nE
  







ψh(y)ψh(z)(δYj − P)(dy)(δYk − Pν)(dz)

= κ−1 E




By uniform integrability of ψ2h with respect to Pν by (3.57) and pointwise convergence
ψh → 0 as h → 0 we conclude

|ψh(y)|2Pν(dy) → 0 and thus (3.58).
3.4.2. Proof of Proposition 3.31
Without loss of generality we assume ∆ = 1 in this and the following subsections.
For any b ∈ Θ̇ν let Pν∗(bν) = (Pν∗(bν))a+(Pν∗(bν))⊥ be the Lebesgue decomposition
of Pν ∗ (bν) with respect to Pν , that is the first and second measure are absolutely
continuous and singular with respect to Pν , respectively. dPν∗(bν)dPν is then defined as the
Radon–Nikodym density of (Pν ∗ (bν))a with respect to Pν . Therefore, Aνb = dPν∗(bν)dPν −
bdν is well defined without further assumptions.
In a first step we will show L2-differentiability of the submodels corresponding to
some direction b ∈ Θ̇ϑ∩L∞(ν). The extension to the whole tangent set is proved in the
second step. In the last step we will see that even Pν ∗ (bν) ≪ Pν holds true.
Step 1: Let b ∈ L1(ν)∩L∞(ν). We will show that the associated model [0, 1) ∋ t → Pνt
is L2-differentiable at 0 with derivative Aνb ∈ L20(Pν) as defined in (3.38), that is




dPν → 0 as t → 0. (3.59)
Note that dPνtdPν ∈ L
2(Pν) by (3.39), which follows by a similar argument as the one
following (3.60). Applying Proposition 1.199 by Witting (1985), the L2-regularity (3.59)
implies the proposed Hellinger differentiability for all b ∈ Θ̇ν ∩ L∞(ν).
Defining the measure νct via the density
dνct
dν = (k(tb) − 1) =: fνct , we write as a









t )∗k ∗ Pν .
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all three terms in the numerator turn out to be of order t2. Note that we can dominate
|fνct | 6 t|b| as well as |fνct − tb| 6 t
2|b2| by |k(y) − 1| 6 |y| and |k(y) − 1 − y| 6 y2.



























































Introducing an infinite divisible distribution µ without diffusion component, without

















Therefore, the assertion holds true provided the Hellinger integral H2(µ ∗ Pν , Pν) =
(d(µ ∗ Pν)/dPν)2 dPν is finite. To show this, we apply the bound of Renyi’s distance
R2 for infinite divisible distributions by Liese (1987, Thm. 2.6). Using that both dis-
tributions, µ ∗ Pν and Pν , have the same drift and have finite variation, we obtain (for
α = 2)
1
2 logH2(µ ∗ Pν , Pν) = R2(µ ∗ Pν , Pν) 6
1
2χ
2(|b| + b2 + 1)ν, ν
where the χ2-distance of the jump measures satisfies
χ2

(|b| + b2 + 1)ν, ν

:=12




























As t → 0 this upper bound converges to zero which shows the L2-differentiability. We
conclude

AνbdPν = 0 for all b ∈ Θ̇ν ∩ L∞(ν).
Step 2: To show continuity of Aν |L1(ν)∩L∞(ν), let ε > 0 and b ∈ L1(ν) ∩ L∞(ν) with
∥b∥2L2(ν) < ε. By (3.59),
1















As above Theorem 2.6 by Liese (1987) for α = 1/2 yields the estimate for the Hellinger



































k(y) − 1)| = |k(y) − 1| 6 |y| and 1 − e−y 6 |y| for










Because ε > 0 was arbitrary, we conclude ∥Aνb∥L2(Pν) . ∥b∥L2(ν), which is equivalent
to the continuity of the linear operator Aν |L1(ν)∩L∞(ν). Since L1(ν) ∩L∞(ν) is dense in





for all b ∈ L1(ν) ∩ L∞(ν).
Now, for any b ∈ Θ̇ν with associated path t → dνt = k(tb)dν and for any positive
null sequence (tm)m∈N and let bm ∈ L1(ν)∩L∞(ν) with path t → dνt := k(tbm)dν such
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An easy calculation shows |(
√
k)′(x)| 6 1 for all x ∈ R and thus the above display can





− 2t2m∥b− bm∥2L2(ν) 6 4∥b− bm∥2L2(ν) → 0.
The second term in (3.62) converges to zero according to Step 1 provided ∥b∥L∞(ν) =
o(| log t|1/2). Applying continuity of Aν , the third term in (3.62) vanishes as well. There-
fore, we have shown that Aνb is the Hellinger derivative of Pνt for all b ∈ Θ̇ν .
Step 3: Finally, we will show Pν ∗ (bν) ≪ Pν for all b ∈ Θ̇ν ∩L∞(ν). By construction
|b| ∈ Θ̇ν ∩ L∞(ν), too. Let Pν ∗ (|b|ν) = (Pν ∗ (|b|ν))a + (Pν ∗ (|b|ν))⊥ be Lebesgue’s
decomposition with respect to Pν where both measures can be chosen to be nonneg-
ative and finite. According to Step 1,

Aν |b|dPν = 0 which yields together with the
nonnegativity of the measures and Fubini’s theorem
|b|dν =




d(Pν ∗ (|b|ν))a 6

dPν ∗ (|b|ν) =

|b|dν.
We conclude (Pν ∗ (|b|ν))a = Pν ∗ (|b|ν) or equivalently Pν ∗ (|b|ν) ≪ Pν . Now for any
event A ∈ B(R) with Pν ∗ (|b|ν)(A) = 0 we have








1lA(x+ y)|b(x)|ν(dx)Pν(dy) = Pν ∗ (|b|ν)(A) = 0.
Consequently, Pν ∗ (bν) ≪ Pν ∗ (|b|ν) ≪ Pν .
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3.4.3. Proof of Lemma 3.35
(i) We will determine the adjoint score operator and its inverse on the subsets G and
H as defined in (3.43). In the case of infinite jump activity the application of Fubini’s
theorem in (3.42) holds as well. Hence, the adjoint score operator on G is given by
A⋆νg = Pν(−•) ∗ g. To verify that A⋆ν |G is well defined, we note first that by the Sobolev
embedding any g ∈ G has a version in C1(R). Throughout we can identify g with this
smooth version. Then, we obtain A⋆νg(0) =

gdPν = 0 and ∥(A⋆νg)(l)∥∞ = ∥Pν(−•) ∗









A similar estimate holds for L2(ν). Therefore, A⋆νg ∈ L1(ν) ∩ L∞(R) ⊆ Θ̇ν . Owing to
∥ϕν∥∞ 6 1, it holds for any s > 0(1 + |u|2)s/2 F [A⋆νg](u)L2 = (1 + |u|2)s/2ϕν(−u) F g(u)L2 6 ∥g∥Hs < ∞.
We conclude ranA⋆ν |G ⊆ H.
Let us show now that the inverse adjoint score operator as given in (3.45) is well
defined on H. Applying the assumption |ϕν(u)| & (1 + |u|)−β, we obtain for all b ∈ H
and s > 0 (1 + |u|2)s/2 F [(A⋆ν)−1b](u)L2 = (1 + |u|2)s/2 F b(u)/ϕν(−u)L2
. ∥(1 + |u|2)(s+β)/2 F b(u)

L2
6 ∥b∥Hs+β < ∞.
Therefore, (A⋆ν)−1b ∈ H∞(R) and the Sobolev embedding yields ∥(A⋆ν)−1b∥L2(Pν) 6


















where the last equality is clear in distributional sense and can be shown via integration
against test functions. Since b(0) = 0 for all b ∈ H, we conclude ran(A⋆ν)−1|H ⊆ G.
By construction g = (A⋆ν)−1A⋆νg and b = A⋆ν(A⋆ν)−1b for all g ∈ G, b ∈ H which proves
that A⋆ν |G is a bijection from G onto H.
(ii) Let us show that G is dense in L20(Pν). Since the Borel σ-field is generated by
E := {[a, b] : −∞ < a < b < ∞}, the set of indicator functions {1lE : E ∈ E} is dense
in L2(Pν). Hence, it suffices to approximate in L2(Pν)-sense the indicators 1lE , E ∈ E ,
by smooth L2(R)-integrable functions. Let ε > 0 be arbitrary and let us denote the
distribution function of Pν by F (x) := Pν((−∞, x]), x ∈ R. Since F is right continuous
with left limits, for all a < b there are a′ < a, b < b′ such that
Pν











= F (a−) − F (a′) + F (b′) − F (b) < ε.
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Therefore, for any A ∈ E there is a bounded set B ∈ B(R) satisfying A ⊆ B, Pν(B \
A) < ε and the distance between x ∈ A and R \B is strictly positive. Consequently,
there is some non-negative ψ ∈ C∞(R) with ψ(x) = 1 for x ∈ A, ∥ψ∥∞ < 1 and
suppψ ⊆ B. Obviously, ψ is contained in H∞(R) ∩ L2(Pν) and ∥1lA − ψ∥L2(Pν) <
√
ε.
Since L20(Pν) = (lin 1)⊥ is a closed subspace of L2(Pν), we conclude that G is dense in
L20(Pν).
Continuity of A⋆ν follows from the continuity of Aν , which was shown in Proposi-
tion 3.31. Hence, A⋆ν is uniquely given by the continuous extension of A⋆ν |G to L20(Pν).
3.4.4. Proof of Proposition 3.39
Taking the derivative of the Lévy-Khintchine formula (3.32), we obtain
ϕ′ν(u) = ϕν(u)

iγ0 + F [xν](u)

, u ∈ R .
In a first step we will show that the drift can be discarded, which was also the case for
the upper bound by Nickl and Reiß (2012). Since Lemma 3.35 shows that the inverse
adjoint score operator is given by F−1[1/ϕν(−•)] on the smooth subset G, we study
the mapping properties of this deconvolution operator in Step 2. Finally in Step 3, we
apply the characterization in Proposition 3.12 to prove that Zβ(R) ⊆ ranA⋆ν and to
determine (A⋆ν)−1 on Zβ(R).
Step 1: Let us show that γ0 = 0 can be assumed, meaning that the process L has no
drift. For any γ0 ∈ R consider the infinitely divisible distribution Pν := Pν ∗ δ−γ0 . Then
the following map is an isomorphism
Φ : L20(Pν) → L20( Pν), g → g(• + γ0).
Lemma 3.35 determines the adjoint score operator A⋆ν which corresponds to Pν . Also
by Lemma 3.35 we see for g ∈ G that A⋆νg = Pν(−•) ∗ g = Pν(−•) ∗ g(• + γ0). Therefore,
A⋆ν = A⋆ν ◦ Φ which implies
ranA⋆ν = ran
 A⋆ν ◦ Φ = ran A⋆ν .
Hence, for the rest of the proof suppose γ0 = 0.
Step 2: The aim of this step is to show for ζ = ζs + ζc and any β+ > β







To this end note that Assumption 3.E together with Lemma 5.2 yields for any β+ > β,
due to γ0 = 0,
|ϕ−1ν (u)| . (1 + |u|)β
+ and |(ϕ−1ν )′(u)| . (1 + |u|)β
+−1
and Theorem 5.5 shows that for all s ∈ R, p, q ∈ [1,∞] the linear map
Bs+β
+/2
p,q (R) → Bsp,q(R), f → F−1[ϕ−1ν (−•) F f ] (3.64)
is bounded. This yields for any ε > 0 and ζc ∈ Cβ+(R)
∥F−1[ϕ−1ν (−•) F ζc]∥L2(Pν) . ∥ F





























Note that 1/ϕν is a Fourier multiplier from Hβ
+ into H0 = L2(R) on the assumption
|ϕν(u)| & (1 + |u|)−β


















∈ H1(R) ⊆ C0(R),


















which is an L2(R)-function. Applying Lemma 4(a) by Nickl and Reiß (2012), the dis-
tribution xPν(dx) has a bounded Lebesgue density and which yields together with
|x|2 . |x||1 + ix|2 and the continuous embeddings above
∥ F−1[ϕ−1ν (−•) F ζs]∥L2(Pν) 6






 F−1 F  1ixζs(x)(ϕ−1ν )′(−•)(x)2dPν(x)
.


















Combining with (3.65), we get (3.63).
Step 3: Define the sets
G′ := C∞(R) ∩ L20(Pν) and H′ :=

b ∈ C∞(R)|b(0) = 0

∩ Θ̇ν ,
which are larger than G an H from above. Using the Fourier multiplier property on Besov
spaces (3.64) and an analogous result for the Fourier multiplier ϕν(−•), we obtain
∥Pν(−•) ∗ f∥Cs′ . ∥f∥Cs′ and ∥F
−1[ϕ−1ν (−•) F f ]∥Cs . ∥f∥Cs′
for any s > 0 and f ∈ Cs′ for s′ > s+ β. Therefore, following the lines of the proof of
Lemma 3.35(i), we see that A⋆ν |G′ is given by A⋆νg = Pν(−•)∗g for g ∈ G′ and that A⋆ν |G′
is a bijection from G′ onto H′ with inverse (A⋆ν |G′)−1b = F−1[ϕ−1ν (−•) F b] for b ∈ H′.
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By Proposition 3.12 for any ζ a necessary and sufficient condition to be in the range
of A⋆ν is the existence of a sequence (χm)m∈N ⊆ H′ such that χm → ζ in L2(ν) and
(A⋆ν)−1χm converges in L2(Pν). Now, for any ζ ∈ Zβ
+ ∩ L1(ν) ∩ L2(ν) we find χm =




. ∥ζs − χsm∥Hβ+ +
x−1(ζs − χsm)(x)Hβ+ + ∥ζc − χcm∥Cβ+
→ 0
for m → ∞ owing to (3.63). Hence, ζ ∈ ranA⋆ν with (A⋆ν)−1ζ = F−1[ϕ−1ν (−•) F ζ] =
F−1[ϕ−1ν (−•)] ∗ ζ.
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4. Adaptive quantile estimation in
deconvolution
Let us shortly recall the deconvolution model. Let X1, . . . , Xn be independent random
variables with a common Lebesgue density f : R → R. We observe the random variables
Yj = Xj + εj , j = 1, . . . , n, (4.1)
with i.i.d. error variables εj , independent of (Xj) and with the Lebesgue density fε. For
τ ∈ (0, 1) the objective is to estimate the τ -quantile qτ of the population X from the
observations Y1, . . . , Yn. Additionally, we observe a sample from fε given by
ε∗1, . . . , ε
∗
m, m ∈ N . (4.2)
We will not assume that the observations (ε∗k) are independent from (Yj).
Assuming that the distribution of the measurement error is completely known, Carroll
and Hall (1988) have constructed a kernel density estimator based on the empirical
characteristic function ϕn(u) := 1n
n
j=1 e
iuYj , u ∈ R. Neumann (1997) has proposed
the following density estimator of f for the case of unknown error distributions:




(x), x ∈ R, (4.3)
where ϕK is the Fourier transform of a kernel K, h > 0 is its bandwidth and the
characteristic function of the error distribution ϕε is estimated by its empirical coun-
terpart ϕε,m(u) := 1m
m
k=1 e
iuε∗k , u ∈ R. Obviously, fh depends on the sample sizes n
and m which is suppressed in the notation. Applying the plug-in approach, we define
the distribution function estimator
Fh(η) :=  η
−∞
fh(x)dx, η ∈ R .
Since Fan (1991b) required a truncation of the integral and Hall and Lahiri (2008) as
well as Dattner et al. (2011) used a different distribution function estimator, it was left
open whether the plug-in approach can be applied for this estimation problem. One of
the main contributions in this chapter is to show that Fh indeed achieves the optimal
rates.
Our estimator for the quantile qτ is then given by the minimum-contrast estimator
qτ,h := argminη∈[−Un,Un] |Mh(η)| with Mh(η) =  η−∞ fh(x)dx− τ (4.4)
for some Un → ∞. As the very first step we will show that these estimators are in-
deed well-defined with overwhelming probability. In this chapter we pursue the analysis
73
4. Quantile estimation in deconvolution
for error distributions whose characteristic function decays polynomially. As shown by
Fan (1991b), these so-called ordinary smooth errors lead to mildly ill-posed estimation
problems. They are mathematically more challenging than the so-called super-smooth
errors, which we discuss briefly in Section 4.1.3.
In Section 4.1 we show the convergence rates for the estimators. Since the deconvolu-
tion operator F−1[1/ϕε] is not observable, we have to study the estimated counterpart
F−1[ ϕK(hu)ϕε,m(u)1l{|ϕε,m(u)|≥m−1/2}]. As a random Fourier multiplier it preserves the map-
ping properties of the deterministic F−1[1/ϕε], but its operator norm turns out to be
(slightly) larger.
A lower bound result establishes that the rates under a local Hölder condition are
indeed minimax optimal. Surprisingly, the dependence of the minimax rate on the
error sample size m is completely different from the case of global Sobolev restrictions
like in Neumann (1997). The proof enlightens this interplay between the decay of one
characteristic function and estimation error in the other sample for both, the (Yj) and
the (εj).
The adaptive bandwidth choice is developed in Section 4.2. To this end a variant
of Lepski’s method is applied, but because of the unknown and possibly dependent
error distribution a much more refined analysis is needed to establish that the resulting
adaptive quantile estimator is (up to logarithmic factors) still rate optimal.
In Section 4.3 we implement our estimation procedure and present simulation results
which show a good performance of the estimator. In a real data example we consider
multiple blood pressure measurement data from different patients. Here, a measurement
error is clearly present, but of unknown distribution and we have to estimate it by taking
patient-wise differences. The completely data-driven method yields reasonable quantile
estimates which differ from the sample quantiles of the directly measured (Yj). All
proofs are postponed to Section 4.4.
4.1. Convergence rates
4.1.1. Setting and upper bounds
Similar to Assumption 3.B, let the kernel satisfy the following
Assumption 4.A. Let the kernel function K ∈ L1(R) with Fourier transform ϕK :=
F K satisfy
(i) suppϕK ⊆ [−1, 1] and
(ii) K has order ℓ ∈ N, i.e., for k = 1, . . . ℓ
K(x)dx = 1,

xkK(x)dx = 0 and

|K(x)||x|ℓ+1dx < ∞.
Examples of such kernels can be obtained by taking F K to be a symmetric function in
C∞(R) which is supported in [−1, 1] and constant to one in a neighborhood of zero. The
resulting kernels are called flat top kernels and were used in deconvolution problems,
for example, by Bissantz et al. (2007). An explicit example is given in (2.15).
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By construction the quantile estimator qτ,h is the approximated solution of the esti-
mating equation
0 = Mh(η) =  η
−∞
fh(x)dx− τ. (4.5)
If a solution exists, it does not have to be unique since fh is not necessarily non-negative.
Nevertheless, any choice converges to the true quantile, assuming the latter is unique.
Before, integrability of fh was an open problem, which we shall settle now.





|ϕε,m(u)| > m−1/2| log h|3/2

(4.6)
we have fh ∈ L1(R) and the estimating equation (4.5) has a solution.
Therefore, a truncation of the integral as used by Fan (1991b) is not necessary,
implying that no tail condition on f is required. Although ∥ fh∥L1 is finite, it depends
on the observations as well as through h on n,m. To quantify the behavior of fh more
precisely, our analysis relies on the following much stronger result.
Lemma 4.2. Grant Assumption 4.A with ℓ = 0. For some β,R > 0 suppose E[(ε∗k)4] 6
R and
|ϕε(u)|−1 6 R(1 + |u|)β and |ϕ′ε(u)| 6 R(1 + |u|)−β−1






with the constant depending only on β and R, such that for any s > β+ > β






6 Eh∥ψ∥Cs for all ψ ∈ Cs(R).










on the event Bε(h).
The deterministic counterpart of this lemma was proved in Söhl and Trabs (2012b). The
condition on the derivative ϕ′ε is natural in the context of Fourier multipliers and is
usually satisfied for distributions with polynomial decaying characteristic functions, e.g.
for Gamma distributions with shape parameter β > 0.
Remark 4.3. Depending only on the observations, condition (4.6) can be verified by
the practitioner for a given bandwidth h. On the assumptions of Lemma 4.2 Talagrand’s
inequality yields P (Bε(h)) > 1 − 2e−mh
2β+1 (cf. Lemma 4.13 and (4.64) below). There-
fore, with overwhelming probability Bε(h) holds true and the estimating equation (4.5)
is rigorously defined.
Before we start with the error analysis, let us describe the class of densities we
are interested in. Let Q(R) denote the set of all probability densities on R which are
uniformly bounded by R > 0 and recall the definition of the H”older space Cα(I,R)
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from (A.3). Following the minimax paradigm, we consider for R, r, ζ, U > 0 and the
smoothness index α > 0 the classes
Cα(R, r, ζ) :=

U∈N
Cα(R, r, ζ, U) and
Cα(R, r, ζ, U) :=

f ∈ Q(R)
f has a τ -quantile qτ ∈ (−U,U) such that (4.7)
f ∈ Cα([qτ − ζ, qτ + ζ], R) and f(qτ ) > r

.
In contrast to Dattner et al. (2011), the smoothness is measured locally in a Hölder scale
and not globally by decay conditions of the Fourier transform of f . The former is more
natural since both, the distribution function and the quantile function are estimated
pointwise. Note that the quantile qτ is unique, given the assumption f(qτ ) > 0. Recalling
that we write ϕε := F fε, the conditions in Lemma 4.2 motivate the definition of the




 1R(1 + |u|)−β 6 | F fε(u)| 6 R(1 + |u|)−β,
|(F fε)′(u)| 6 R(1 + |u|)−1−β, ∥xγfε(x)∥L1 6 R

(4.8)
for some moment γ > 0 and we use the same constant R as above for convenience.
Remark 4.4. The upper and lower bounds for |ϕε(u)| in Dβ(R, γ) are standard
assumptions in deconvolution and are used for deriving lower bounds for the estimation
problem as well as upper bounds for the risk of the estimators. Specifically, these bounds
correspond to ordinary smooth error distributions (Fan, 1991b), see Section 4.1.3 below
for the super-smooth case.
Applying the plug-in approach, we need to integrate the density estimator over an un-
bounded interval. As mentioned above, additional assumptions are necessary to control
∥ fh∥L1 . We apply Lemma 4.2 assuming γ > 4, that is E[(ε∗1)4] < ∞, and a polynomial
decay of |ϕ′ε|. The latter is a natural Mihlin-type condition in the context of Fourier mul-
tipliers. Note that ϕ′ε exists if fε, the distribution of the measurement errors, has a first
moment. In view of the analysis by Neumann and Reiß (2009) the moment assumption
in particular implies uniform convergence of ϕε,m.
To control the estimation error of qτ,h, we follow the Z-estimator approach (cf. van der
Vaart, 1998). Let M(η) be the deterministic counterpart of Mh(η) defined in (4.4). It
holds M(qτ ) = 0 and we will see below that with high probability Mh(qτ,h) = 0. From
the Taylor expansion 0 = Mh(qτ,h) = Mh(qτ ) + (qτ,h− qτ )M ′h(q∗τ ) for some intermediate
point q∗τ between qτ and qτ,h, we obtain
qτ,h − qτ = − qτ−∞( fh(x) − f(x))dxfh(q∗τ ) . (4.9)
The following two propositions deal separately with the numerator and the denominator
in this representation. The results are intrinsic to our analysis, but may also be of
interest on their own. The first proposition deals with the numerator in (4.9) and
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establishes minimax rates of convergence for estimation of the distribution function with
unknown error distributions. Note that the quotient in (4.9) might explode if fh(q∗τ )
becomes very small for large stochastic error. Excluding this event which has vanishing
probability, we establish convergence rates as uniform OP -results, cf. definition (1.2).
Proposition 4.5. Suppose that Assumption 4.A holds with ℓ = ⟨α⟩ + 1 and let h∗n,m =
(n ∧ m)−1/(2α+2(β∨1/2)+1). Then for any α > 1/2, β,R, r, ζ > 0 and γ > 4 we have
uniformly over f ∈ Cα(R, r, ζ) and fε ∈ Dβ(R, γ) as n ∧m → ∞,  qτ
−∞
( fh∗n,m(x) − f(x))dx = OP,Cα×Dβψn∧m(α, β),
where for k > 1
ψk(α, β) :=

k−1/2, for β ∈ (0, 1/2),
(log k/k)1/2, for β = 1/2,
k−(α+1)/(2α+2β+1), for β > 1/2.
(4.10)
Since the techniques to obtain Proposition 4.5 differ significantly from the literature
on deconvolution with unknown error distribution, let us briefly sketch the proof: we
apply a smooth truncation function as to decompose the error into qτ
−∞









as(x+ qτ )( fh(x) −Kh ∗ f(x))dx  




(1 − as(x+ qτ ))( fh(x) −Kh ∗ f(x))dx  
continuous part of stochastic error
(4.11)
with the usual notation Kh(·) = h−1K(·/h). The function as can be chosen such that
it has compact support and satisfies (1l(−∞,0] − as) ∈ C∞(R). Similar to the classi-
cal bias-variance trade-off, the deterministic error and singular part of the stochastic
error will determine the rate. The continuous part, however, corresponds to the es-
timation error of a smooth (but not integrable) functional of the density. If the er-
ror distribution were known, it would be of order n−1/2. For unknown errors we use
Lemma 4.2, where our estimate of the operator norm of the random Fourier multiplier
F−1[ϕK(hu)/ϕε,m(u)1l{|ϕε,m(u)|>m−1/2}] is of order OP (1 ∨ (m
−1/2h−β−1)). This might
be larger than the operator norm of the unknown deconvolution operator F−1[1/ϕε(u)]
which is uniformly bounded. Yet, for α > 1/2 the additional error that appears in the
continuous part of stochastic error in (4.11) is negligible.
Next we like to understand the denominator of (4.9). Lounici and Nickl (2011) have
proved uniform risk bounds for the deconvolution wavelet estimator on the whole real
line for a known error distribution. On a bounded interval, which is sufficient for our
purpose, uniform convergence of the deconvolution estimator fh can be proved more ele-
mentarily. With hn = (logn/n)1/(2α+2β+1) the following proposition yields the minimax
rate (logn/n)α/(2α+2β+1) in L∞-loss (at least if nlogn 6 m).
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Proposition 4.6. Grant Assumption 4.A with ℓ = ⟨α⟩. For any α, β,R, r, ζ > 0 and
γ > 0 we have uniformly over f ∈ Cα(R, r, ζ) and fε ∈ Dβ(R, γ) as n ∧m → ∞,
sup
x∈(−ζ,ζ)
| fh(x+ qτ ) − f(x+ qτ )| = OP,Cα×Dβhα +  lognn ∨ 1m1/2h−β−1/2.
In particular, if h = hn,m → 0 and ( nlogn ∧ m)h
2β+1
n,m → ∞ as n ∧ m → ∞, fhn,m is a
uniformly consistent estimator.
The two propositions above are the building blocks for the first main result of this
paper announced in the following theorem. The constant preceding the rate depends
only on the class parameters α, β, γ,R, r, ζ. The location parameter Un can grow loga-
rithmically to infinity as n → ∞.
Theorem 4.7. Let α > 1/2, β,R, r, ζ > 0 and γ > 4 and grant Assumption 4.A
with ℓ = ⟨α⟩ + 1. Let qτ,h∗n,m be the quantile estimator defined in (4.4) associated with
h∗n,m = (n ∧ m)−1/(2α+2(β∨1/2)+1) and with Un → ∞, Un = O(logn). Then we have
uniformly over f ∈ Cα(R, r, ζ, Un) and fε ∈ Dβ(R, γ) as n ∧m → ∞,
|qτ,h∗n,m − qτ | = OP,Cα×Dβψn∧m(α, β)
where ψ•(α, β) is given in (4.10).
Using the methods of the proof of Theorem 4.7 and an additional application of Bern-
stein’s concentration inequality, convergence rates for the uniform loss can be obtained,
assuming regularity in a neighborhood of some interval of quantiles. For 0 < τ1 < τ2 < 1
and α,R, r, ζ, Un > 0 define




 for all τ ∈ (τ1, τ2) : f has τ -quantile qτ ∈ [−Un, Un]
and f ∈ Cα([qτ1 − ζ, qτ2 + ζ], R), inf
τ∈(τ1,τ2)
f(qτ ) > r

.
Theorem 4.8. Let α > 1/2, β,R, r, ζ > 0 and γ > 4 and grant Assumption 4.A
with ℓ = ⟨α⟩ + 1. For 0 < τ1 < τ2 < 1 and τ ∈ (τ1, τ2) let qτ,h∗n,m be the quantile






Un → ∞, Un = O(logn). Then we have uniformly over f ∈ Cα∞(τ1, τ2, R, r, ζ, Un) and
fε ∈ Dβ(R, γ) as n ∧m → ∞,
sup
τ∈(τ1,τ2)
|qτ,h∗n,m − qτ | = OP,Cα∞×Dβψ nlog n ∧m(α, β)
where ψ•(α, β) is given in (4.10).
We finish this subsection by providing the minimax rates for estimating the distribu-
tion function and the quantiles for the case of known error distributions, restricting to
pointwise loss. As above, the estimators are given by plugging in the classical density
estimator fh(x) := F−1 ϕn(u)ϕK(hu)
ϕε(u)

(x), x ∈ R . (4.12)
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Corollary 4.9. Let α, β,R, r, ζ > 0 and γ > 0 and suppose that the error distribution
is known and fε ∈ Dβ(R, γ). Let Assumption 4.A hold with ℓ = ⟨α⟩ + 1. Let qτ,h be the
quantile estimator based on the density deconvolution estimator (4.12) associated with
h∗n = n−1/(2α+2(β∨1/2)+1) and Un → ∞, Un = O(logn). Then we obtain uniformly over
f ∈ Cα(R, r, ζ, Un) as n → ∞,  qτ
−∞
( fh∗n(x) − f(x))dx = OP,Cα×Dβψn(α, β),
|qτ,h∗n − qτ | = OP,Cα×Dβψn(α, β),
where ψ•(α, β) is given (4.10).
Here, we do not estimate the deconvolution operator and thus there is no additional
error in terms of m. Consequently, we do not need a moment assumption on the error
distribution and the convergence rates hold true for all α > 0.
4.1.2. Lower bounds
In view of the lower bounds stated by Fan (1991b), in case n ≤ m the rates in Propo-
sition 4.5 are optimal. Therefore, we focus on the case m < n. Using the error repre-
sentation (4.9), the result carries over to quantile estimation. To provide a clear proof
of the lower bound, we allow for a more general class of distributions of Xj , assuming
only local assumptions. Using point measures, the estimation error of ϕε does not profit
from the decay of the characteristic function of Xj . One could also consider the case
of bounded densities f and choose alternatives in the proof whose Fourier transforms
decay arbitrarily slowly, but this would require far more technical arguments.
We define for α,R, r, ζ > 0 and some interval I ⊆ R






Cα(R, r, ζ) := F c.d.f.F has a τ -quantile qτ ∈ R and F ∈ Cα(R, r, [qτ − ζ, qτ + ζ]).
Theorem 4.10. Suppose that Y1, . . . , Yn and ε∗1, . . . , ε∗m are independent. Let q ∈ R












|q̄τ,n,m − qτ | > C(n ∧m)−(α+1)/(2α+(2β)∨1+1)

> δ,
where the infima are taken over all estimators F̄n,m and q̄τ,n,m, respectively.
This lower bound implies that the rates in Proposition 4.5 and Theorem 4.7 are
minimax optimal, except for the case β = 1/2 where they deviate by a logarithmic
factor.
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4.1.3. Discussion and extension
The results of this section show that estimating the distribution function by integrating
a density deconvolution estimator is a minimax optimal procedure and under the local
Hölder condition the rates are determined by n ∧ m. In that point our results differ
completely from previous studies. Assuming α-Sobolev regularity of f , the RMSE of the
kernel density estimator by Neumann (1997) is of order O(n−α/(2α+β+1) +m−((α/β)∧1)).
Since the error in estimating ϕε is reduced by the decay of the characteristic function
ϕ of Xj , the risk is of much smaller order in m. Assuming local regularity on f only,
Ff can decay arbitrarily slowly such that this reduction effect may not occur. Note
that assuming global Sobolev regularity would improve also the convergence rate of the
plug-in estimator.
Interestingly, the dependence on n and m is not completely symmetric. As an intrinsic
property of the uniform loss, the convergence rates are typically by a logarithmic factor
slower than for pointwise loss. Yet, in Proposition 4.6 and Theorem 4.8 this payment




Although the focus of this paper is on ordinary smooth error distributions, a gen-
eralization to supersmooth errors is worth mentioning. Let us sketch this case of ex-
ponentially decaying ϕε. Supposing E[|ε∗k|4] < ∞ and |ϕε(u)|−1 . eγ0|u|
β as well as
|ϕ′ε(u)| . e−γ1|u|
β
, u ∈ R, for some β > 0 and γ0 > γ1 > 0, we obtain analogously to










for any s > 0 and for any ψ ∈ Cs(R). In other words, ϕK(hu)/ϕε,m(u) is a random
Fourier multiplier on Hölder spaces with exponentially increasing operator norm on
the event Bε(h). Following the lines of the proof of Proposition 4.5, one sees that the
singular as well as the continuous part of the stochastic error in (4.11) are of the order
OP ((n ∧ m)−1/2eγh
−β ). Combined with the estimate for the deterministic error, the
choice h∗n,m = c(log(n ∧m))−1/β yields for f ∈ Cα(R, r, ζ)  qτ
−∞
( fh∗n(x) − f(x))dx = OP (log(n ∧m))−(α+1)/β.
Note that for n 6 m this is the minimax rate for distribution function estimation as
given in Fan (1991b). Therefore, also for supersmooth error distributions the integral
domain does not need to be truncated to estimate the distribution function via the
plug-in approach.
4.2. Adaptive estimation
The choice of the bandwidth h is crucial in applications. Therefore, we develop a fully
data-driven procedure to determine a good bandwidth. We follow the approach initiated
by Lepski (1990). More precisely, we use the version iterated confidence intervals, cf.
Goldenshluger and Nemirovski (1997). For simplicity, we suppose n = m and focus on
the pointwise loss in this section.
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Let us consider the family of estimators {qτ,h, h ∈ Bn} where qτ,h is defined in (4.4)
and Bn is a finite set of bandwidths. In view of the error representation (4.9), it is
important that fh(qτ,h) is a consistent estimator of f(qτ ) for all h ∈ Bn. Therefore,
conditions on the bandwidth as in Proposition 4.6 are necessary for the entire set Bn.
These depend on the true but unknown degree of ill-posedness β and on α. We keep
to the assumption α > 1/2 such that the additional error due to bounding the random
Fourier multiplier is negligible. Note that the lower bound for the bandwidth is not
determined by the variance of the quantile estimator itself but by the variance of the
density estimator and the minimal smoothing which results from α > 1/2.
Inspired by Comte and Lacour (2011), we propose the following construction of a
feasible set Bn: For some L > 1 define
hn,j := n−1Lj for j = 0, . . . , Nn where Nn ∈ N satisfies n−1LNn ∼ (logn)−3.
Choosing










the bandwidth set is given by
Bn := {hn,jn , . . . , hn,Nn}. (4.14)
Lemma 4.11. Let (Yj) and (ε∗k) be distributed according to f ∈ Cα(R, r, ζ) and fε ∈
Dβ(R, γ) with α > 1/2, β > 0. With probability converging to one Bn from (4.14)
satisfies:
(i) Bn consists of a monotone increasing sequence of bandwidths such that hn,j+1/hn,j
is uniformly bounded in j = jn, . . . , Nn and n > 1.
(ii) For n → ∞ we have Nn . logn, (logn)2hn,Nn → 0 and nh
2β+2
n,jn → ∞.
(iii) The optimal bandwidth h∗n = n−1/(2α+2(β∨1/2)+1) is contained in [hn,jn , hn,Nn ].
Given the bandwidth set, the adaptive estimator is obtained by selection from the
family of estimators {qτ,h, h ∈ Bn}. As proposed by Lepski (1990) the adaptive choice
should mimic the trade-off between deterministic error and stochastic error. We select
the largest bandwidth such that the intersection of all confidence sets, which corresponds
to smaller bandwidths, is non-empty. As discussed above it is sufficient to consider the
singular part of the stochastic error in (4.11) only. To estimate the variance of qτ,h
corresponding to the latter, we define for some δ > 0
Σh :=(2√2 + δ)√log lognmaxµ>h σµ,X + (δ logn)3 maxµ>h σµ,ε| fh(qτ,h)| , (4.15)
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The parameter δ has minor influence and should be chosen close to zero. Note that we
apply a monotonization in the numerator of Σh by taking maxima of σµ,X and σµ,ε,
respectively. Define for any h ∈ Bn
Uh := [qτ,h − Σh, qτ,h + Σh]. (4.18)
The adaptive estimator is given by





Note that h∗n is well defined since the intersection in (4.19) is non-empty for h = hn,jn .
The following theorem shows that this estimator achieves the minimax rate up to a
logarithmic factor. The proof relies on a comparison with an oracle-type choice of the
bandwidth. All ingredients, though, have to be estimated and the dependence between
Yj and ε∗k requires special attention.
Theorem 4.12. Let n = m and α > 1/2, β,R, r, ζ > 0, γ > 4 and grant Assump-
tion 4.A with ℓ > ⟨α⟩ + 1. Then the estimator qτ as defined in (4.19) with Bn from
(4.14) satisfies uniformly over f ∈ Cα(R, r, ζ, Un) and fε ∈ Dβ(R, γ) as n → ∞,
|qτ − qτ | = OP,Cα×Dβψn(δ logn)−6(α, β),
where ψ•(α, β) is given in (4.10).
As the theorem shows, the adaptive method achieves the minimax rate up to a log-
arithmic factor. This additional loss is dominated by the stochastic error which is due
to the estimation of ϕε. Since Yj and ε∗k are not independent, we have to bound the
stochastic error of qτ,h in a way that separates the error terms coming from the esti-
mation of ϕ and ϕε, respectively. Estimating the remaining parts, we lose the factor
(δ logn)6, which appears not to be optimal. To improve the rate slightly, δ = δn could
be chosen as a null sequence provided δn(logn)1/2 → ∞. In the case where the error
density is known, we can achieve the better rate ψn/ log logn(α, β). The log logn-factor
is the additional payment for OP -adaptivity, which is known to be unavoidable for a
bounded loss function in standard regression, cf. Spokoiny (1996). For estimating the
distribution function, an analogous result can be obtained, but is omitted.
4.3. Numerical results
4.3.1. Simulation study
We illustrate the implementation of the adaptive estimation procedure of Section 4.2.
Our small simulation study serves as a proof of viability of the proposed method.
We run 1000 Monte Carlo simulations for four experimental setups. The sample
size is set to n = 1000 and the external sample of the directly observed error is set
to m = 1000 as well (here the external sample is independent of the main one). We
consider the gamma distributions Γ(1, 1) and Γ(2, 1). Note that the shape k of the
gamma distribution determines the Sobolev smoothness of the density while the density
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RMSE k = 1, β = 2 k = 2, β = 2 k = 1, β = 4 k = 2, β = 4
τ = 0.1 0.377 ( 1.028) 0.188 ( 0.767) 0.392 ( 1.758) 0.253 ( 1.427)
τ = 0.2 0.175 ( 0.452) 0.094 ( 0.353) 0.203 ( 0.920) 0.158 ( 0.731)
τ = 0.3 0.072 ( 0.178) 0.084 ( 0.155) 0.124 ( 0.433) 0.148 ( 0.344)
τ = 0.4 0.114 ( 0.051) 0.103 ( 0.066) 0.154 ( 0.102) 0.155 ( 0.095)
τ = 0.5 0.170 ( 0.174) 0.115 ( 0.150) 0.200 ( 0.234) 0.160 ( 0.206)
τ = 0.6 0.200 ( 0.317) 0.108 ( 0.257) 0.235 ( 0.501) 0.163 ( 0.424)
τ = 0.7 0.185 ( 0.461) 0.099 ( 0.372) 0.238 ( 0.778) 0.170 ( 0.644)
τ = 0.8 0.119 ( 0.630) 0.144 ( 0.505) 0.200 ( 1.084) 0.236 ( 0.893)
τ = 0.9 0.229 ( 0.850) 0.285 ( 0.676) 0.379 ( 1.486) 0.538 ( 1.219)
Table 4.1.: Empirical root mean square error (RMSE) of the adaptive and naive (in
parenthesis) estimators for estimating qτ based on 1000 Monte Carlo simu-
lations with n = m = 1000.
is smooth away from the origin. For the error distribution we consider the standard
Laplace distribution (β = 2) and the convolution of a standard Laplace with itself
(β = 4).
The target quantiles of interest are qτ with τ = 0.1, 0.2, . . . , 0.9. In the real data ex-
ample in the next subsection we compare the adaptive estimator to the ”naive” quantile
estimator given by the empirical quantiles of the observations Y . Therefore we have also
applied the naive estimator in the simulations. The results of this simulation study are
given in Table 4.1. We can see that the results support the theory: The empirical root
mean squared error (RMSE) is higher for β = 4 than for β = 2. Also, we can see that
in most cases the RMSE is lower for k = 2 than for k = 1 since the gamma distribution
with larger shape parameter is smoother in our context. At the tails our estimation
method is significantly better than the naive estimator. Near the median the naive es-
timator profits from the symmetric error distribution and thus achieves comparable (or
even slightly better) results.
4.3.2. Real data example
High blood pressure is a direct cause of serious cardiovascular disease (Kannel et al.
(1995)) and determining reference values for physicians is important. In particular, esti-
mating percentiles of systolic and diastolic blood pressure by sex, race or ethnicity, age,
etc. is of substantial interest. Blood pressure is known to be measured with additional
error which needs to be addressed in its analysis (see e.g., Frese et al. (2011)). Therefore,
measurement errors should be taken into account, otherwise quantile estimates based
on the observed blood pressure measurements would be biased.
We illustrate our method using data from the Framingham Heart Study (Carroll et al.
(2006)). This study consists of a series of exams taken two years apart where systolic
blood pressure (SBP) measurements of 1, 615 men aged 31 − 65 were taken. These
data were used as an illustration for density estimation in deconvolution by Stirnemann
et al. (2012) and for distribution function estimation by Dattner and Reiser (2013). We
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Figure 4.1.: Average systolic blood pressure Y ′ (left) and the errors ε∗ (right) over the
two measurements from the two visits of 1, 615 men aged 31 − 65 from the
Framingham Heart Study.










Figure 4.2.: Quantiles estimates for systolic blood pressure of 1, 615 men aged 31 − 65
from the Framingham Heart Study. Solid line for the adaptive estimator
and dashed line for the naive estimator.
denote by Yj,1 and Yj,2 the two repeated measures of SBP for each individual j at two
different exams and denote by Xj the long-term average SBP of individual j. Then we
model that
Yj,1 = Xj + εj,1, Yj,2 = Xj + εj,2,
for individuals j = 1, ..., n. Following Carroll et al. (2006), we use the average of the
two exams Y ′j = (Yj,1 + Yj,2)/2, so that the model in our case is
Y ′j = Xj + ε′j , (4.20)
where ε′j = (εj,1 + εj,2)/2.
Taking advantage of the repeated measurements, we can avoid parametric assump-
tions regarding the distribution of the errors. The only assumption we will make is
that the distribution of the measurement error is symmetric around zero and does not
vanish. We then set ε∗j = (Yj,1 − Yj,2)/2 and note that under the symmetry assumption
it is distributed as ε′j . We emphasize the fact that our theoretical results do not require
that the sample ε∗j must be independent from that of the Y ′j .
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Histograms of Y ′ and ε∗ are presented in Figure 4.1. The resulting adaptive and
naive quantiles estimates are displayed in Figure 4.2. We can see certain differences
between the naive and adaptive estimates which might result in important implications
for medical research, but here we do not aim at pursuing a more detailed statistical
analysis.
4.4. Proofs
4.4.1. Proofs for Section 4.1
For a better readability we assume throughout β ̸= 1/2. In the special case β = 1/2 the
order of the stochastic error will be (logn/n)1/2 which can be easily seen below in the
bounds (4.32) and (4.34). The subscript n at the bandwidth will be omitted.
Since 1/ϕε,m might explode for large stochastic errors we need the following lemma.
Lemma 4.13. Suppose E[|ε∗k|δ] < ∞ for some δ > 0. Let Tm → ∞ be an increasing





|ϕε,m(u)| < m−1/2(log Tm)p

= o(1) as m → ∞.
Proof. The triangle inequality, the assumption on Tm and Markov’s inequality yield for

























Noting 1l[−Tm,Tm](u) 6 w(u)/w(Tm) for w(u) := (log(e + |u|))−1/2−η for some η ∈








ϕε(u) − ϕε,m(u) . (log Tm)−3/2+η (4.21)
where the expectation is bounded by applying Theorem 4.1 in Neumann and Reiß
(2009).
To ensure consistency of the density estimator, the bandwidth satisfies usually (n ∧
m)h2β+1 → ∞ and is of polynomial order in n,m. This implies infu∈[−1/h,1/h] |ϕε(u)| &
m−1/2| log h|2 for f ∈ Dβ(R, γ), γ > 0, and thus Lemma 4.13 can be applied to Tm =
1/h. Hence, under this conditions on h the probability of the event Bε(h), defined in
(4.6), tends to one. In that case, it suffices to control terms on Bε(h). Frequently, the
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Proof of Lemma 4.1
On Bε(h) we have by continuity of the characteristic functions and the properties of
the kernel that (ϕnϕK(h•)ϕε,m )
(l) ∈ L2(R), for l = 0, 1, which implies (ϕnϕK(h•))/ϕε,m ∈
B12,2(R) ⊆ B
1/2
2,1 (R) (for Besov spaces see Definition 2.3.1(2) in Triebel (2010)). Hence,
Corollary 3.2 by Girardi and Weis (2003) yields fh ∈ L1(R) verifying that (4.5) is well
defined on the event Bε(h).
On Bε(h) we have moreover limη→−∞
 η
−∞
fh(x)dx = 0, by integrability of fh, and∞
−∞
fh(x)dx = F [ fh](0) = ϕn(0)ϕK(0)/ϕε,m(0) = 1. Applying the bound ∥ fh∥∞ 6
∥ϕK(hu)/ϕε,m(u)∥L1 < ∞, we conclude that η →
 η
−∞
fh(x)dx continuous and [0, 1] is
contained in its range.
Proof of Lemma 4.2
Note that the assumption on ϕε imply |(ϕ−1ε )′(u)| . (1 + |u|)β−1 as well as |ϕ−1ε (u)| .
(1 + |u|)β, u ∈ R. We define the random Fourier multiplier
ψ(u) := (1 + iu)−βϕK(hu)
ϕε,m(u)
, u ∈ R .
On Bε(h), as defined in (4.6), we will check Hörmander type conditions and derive an
upper bound for the operator norm of ψ(u). Hence, we have to determine a suitable

























+ p|ϕε,m(u) − ϕε(u)|
p
|ϕε(u)ϕε,m(u)|p
, for p ∈ {1, 2} (4.23)










By the assumptions on ϕε and K we conclude
|ψ(u)| 6 |ϕK(hu)|(1 + ∆m(u))
(1 + u2)β/2|ϕε(u)|
. (1 + ∆m(u))1l[−1/h,1/h](u). (4.24)
86
4.4. Proofs
Concerning the derivative, we estimate h 6 2(1 + |u|)−1 for |u| 6 1/h and h < 1/2 and
consequently by |ϕ′ε(u)/ϕε(u)| . (1 + |u|)−1
|ψ′(u)| 6 (β + 1)(1 + u2)−(β+1)/2
ϕK(hu)
ϕε,m(u)
+ h(1 + u2)−β/2ϕ′K(hu)
ϕε,m(u)













. (1 + ∆m(u))
 1




. (1 + ∆m(u))
 1








1 + (1 + |u|)β+1|ϕ′ε,m(u) − ϕ′ε(u)|

1l[−1/h,1/h](u). (4.25)
With these bounds at hand we can show (4.22). For l = 0 the estimate (4.24) and























−1∆2m(u)du)1/2. For l = 1 we verify by (4.25) and T 6 (1 + |u|)























1 + |u| + (1 + ∆
4







1 + |u| + (1 + ∆
4
m(u))(1 + |u|)2β+1|ϕ′ε,m(u) − ϕ′ε(u)|2

du.
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The conditions (4.22) imply that ψ is indeed a Fourier multiplier on Bε(h) and thus by
Theorem 4.8 and Corollary 4.13 by Girardi and Weis (2003) with p = 2, l = 1 there is













F−1 (1 + iu)β F f
Cs+η
.
Choosing η > 0 such that s+β+η, s+η /∈ N, the Fourier multiplier (1+iu)β induces an
isomorphism from Cs+β+η(R) onto Cs+η(R) (Triebel, 2010, Thm. 2.3.8). Hence, there





6 Eh∥f∥Cs+β+η with Eh := C ′Aψ.







ϕ(l)ε,m(u) − ϕ(l)ε (u)p < ∞
for l = 0 and p ∈ N as well as l = 1 and p ∈ {1, . . . , 4}. Combined with the Markov






















(1 + |u|)−1 E[∆2m(u) + ∆4m(u)]
+ E

























which shows Eh = OP (m−1/2h−β−1 ∨ 1).
Proof of Proposition 4.5
The following lemma establishes a bound for the bias term of the estimator for the
distribution function.
Lemma 4.14. Let Assumption 4.A hold with ℓ = ⟨α⟩ + 1, α > 0 and f(• + qτ ) ∈










where D = (R/(⟨α⟩ + 1)! + 2ζ−α−1)∥K(x)xα+1∥L1.
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4.4. Proofs
Proof. Let F (x) :=
 x
−∞ f(y)dy. Fubini’s theorem yields qτ
−∞
Kh ∗ f(x)dx =
 ∞
−∞
Kh(x)F (qτ − x)dx, (4.28)
where Kh(x) := h−1K(x/h), x ∈ R. Therefore, the bias depends only locally on f . Note
that F (•+qτ ) ∈ Cα+1([−ζ, ζ]) by assumption. A Taylor expansion of F around qτ yields
for |hz| < ζ
F (qτ − hz) − F (qτ ) = −hzF ′(qτ ) + · · · + (−hz)⟨α⟩+1
F (⟨α⟩+1)(qτ − κhz)
(⟨α⟩ + 1)! ,
where 0 6 κ 6 1. Using the fact that

xkK(x)dx = 0 for k = 1, ..., ⟨α⟩ + 1 and the
properties of the class, we obtain  qτ
−∞

Kh ∗ f(x) − f(x)

dx












(⟨α⟩+1)(qτ − κhz) − F (⟨α⟩+1)(qτ )























and the statement follows.
Proof of Proposition 4.5. Uniformly over f ∈ Cα(R, r, ζ) and fε ∈ Dβ(R, γ) we will
show for any h such that (n ∧m)h2β+1 → ∞  qτ
−∞





(n ∧m)(h2β−1 ∧ 1)
−1/2 + (n ∧m)(mh2β+2 ∧ 1)−1/2.
The third term on the right-hand side is of smaller or of the same order than the second
one if and only if (mh1∧2β+2)−1 . 1. Hence, when α > 1/2 the asymptotically optimal
choice h = (n ∧m)−1/(2α+2(β∨1/2)+1) yields  qτ
−∞
( fh(x) − f(x))dx = OP(n ∧m)−(α+1)/(2α+2β+1) ∨ (n ∧m)−1/2.
Step 1: As usual we decompose the error into a deterministic error term and a stochastic
error term, writting ϕX = F f ,  qτ
−∞
fh(x) − f(x)dx 6  qτ
−∞













4. Quantile estimation in deconvolution
The bias is of order O(hα+1) by Lemma 4.14. As discussed above, we decompose the
stochastic error into a singular part and a continuous one using a smooth truncation
function. Let ac ∈ C∞(R) satisfy ac(x) = 1 for x 6 −1 and ac(x) = 0 for x > 0 and





























(x+ qτ )dx =: Ts + Tc. (4.29)
The singular term Ts will be treated in the next step while we bound the continuous,
but not integrable term Tc in Step 3.
Step 2: Lemma 4.13 shows that the probability of the complement Bε(h)c of Bε(h)
from (4.6) converges to zero. We obtain for any c > 0 with Markov’s inequality
P
Ts > c
















(n ∧m)(h2β−1 ∨ 1)E
Ts1lBε(h)+ o(1).

































The first term Ts,x corresponds to the error due to the unknown density f while Ts,ε is
dominated by the error of the estimator ϕε,m. Since as is of bounded variation and has
compact support, there is a constant As ∈ (0,∞) such that | F as(u)| 6 As(1 + |u|)−1.
Plancherel’s identity yields

















































To bound Ts,ε, we will use the following version of a lemma by Neumann (1997): By





21lBε(h) 6 2E  |ϕε,m(u) − ϕε(u)|2|ϕε(u)|2

+ 2E














We estimate with the Cauchy–Schwarz inequality





























Applying again the Cauchy–Schwarz inequality, Fubini’s theorem, the decay of F as







































The assumptions ∥f∥∞ . 1, |ϕε(u)| . (1 + |u|)−β and n−1h−2β−1 → 0 for the optimal
















Together with (4.32) and (4.30) this implies the optimal order
E[|Ts|1lBε(h)] .

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µY,n ∗ ac(−•) − µε,m ∗ f ∗ ac(−•)

(qτ ).







































µY,n ∗ a(l)c − µε,m ∗ f ∗ a(l)c ∞ >  cn ∧m
1/2
=: P1 + P2.
By Lemma 4.2, more precisely estimate (4.27), the first probability is of the order 1/c.
To bound P2, it suffices to show ∥µY,n ∗ a(l)c − µε,m ∗ f ∗ a(l)c

∞ = OP ((n ∧m)
−1/2) for
all l = 0, . . . , s. Denoting the density of Yj as fY = f ∗ fε, we decomposeµY,n ∗ (a(l)c (−•)) − µε,m ∗ f ∗ (a(l)c (−•))∞
6
µY,n ∗ (a(l)c (−•)) − fY ∗ (a(l)c (−•))∞
+
fε ∗ (f ∗ (a(l)c (−•))) − µε,m ∗ (f ∗ (a(l)c (−•)))∞
6
  a(l)c (y − •)µY,n(dy) − E[a(l)c (Y1 − •)]∞
+
E[(f ∗ a(l)c )(ε1 − •)] −  (f ∗ a(l)c )(z − •)µε,m(dz)∞
By construction all a(l)c , l > 1, have compact support and are bounded. Hence, ∥a(l)c ∥L1 <
∞, ∥(ac ∗ f)(l)∥L1 6 ∥a
(l)
c ∥L1∥f∥L1 < ∞ and thus a
(l)
c (• − t) and a(l)c ∗ f(• − t), l ≥ 0, are
of bounded variation for all t ∈ R. Since the set of functions with bounded variation
is a Donsker class (cf. Theorem 2.1 by Dudley (1992)), the two terms in the previous








µY,n ∗ (a(l)c (−•)) − µε,m ∗ f ∗ (a(l)c (−•))∞ = OP (1)
92
4.4. Proofs
for all ℓ = 0, . . . , s and P2 is arbitrary small for c large.
For the adaptive estimator we will later need the following uniform version of Propo-
sition 4.5.
Corollary 4.15. Suppose Assumption 4.A holds with l = ⟨α⟩ + 1 and let B be a finite
set of bandwidths with h1 = min B such that mh2β1+11 → ∞. For critical values (δh)h∈B
satisfying δh > 3Dhα+1 and for any sequence (xn)n with xn → ∞ arbitrarily slowly we
obtain uniformly in Cα(R, r, ζ) and Dβ(R, γ)
P

∃h ∈ B :
  qτ
−∞











(n ∧m)(mh2β+2 ∧ 1)

+ o(1).





fh(x) − f(x)dx P→ 0.
Proof. With the notation of the proof of Proposition 4.5 and applying Lemma 4.14, we
obtain  qτ
−∞






+ |Ts|+ |Tc| 6 Dhα+1 + |Ts|+ |Tc|,
where Ts and Tc are the stochastic errors of the singular part and of the continuous
part, respectively, as defined in (4.29). Since both terms depend on h let us write Ts(h)

























(n ∧m)(h2β−1 ∧ 1)
−1/2+ o(1).
Following Step 3 in the previous proof, we obtain with the random operator norm Eh,
for some integer s > β and for a diverging sequence (x(n∧m))
P



























δ2h(n ∧m)(mh2β+2 ∧ 1)

+ o(1),
where we have used (4.27) in the last estimate.
93
4. Quantile estimation in deconvolution
Proof of Proposition 4.6
Without loss of generality we set qτ = 0. Recall definition (4.12) of the pseudo-estimatorfh which knows the error distribution. We estimate
sup
x∈(−ζ,ζ)
| fh(x) − f(x)| 6 sup
x∈(−ζ,ζ)
| fh(x) − f(x)| + ∥ fh − fh∥∞
6 sup
x∈(−ζ,ζ)








The analysis of the first term is very classical. However, we are not aware of any reference
in the given setup. Both terms will be treated separately in the following two steps. All
estimates will be uniform in f ∈ Cα(R, r, ζ) and fε ∈ Dβ(R, γ).
Step 1: Let h ∈ (0, 1). We will show that there are constants d,D > 0 such that for





| fh(x) − f(x)| > t 6 2 exp 2 logn−Dnh(2β+1)(t ∧ t2). (4.35)
Then the result follows by choosing t ∼ hα+
 logn
nh2β+1
1/2. Let us define xk := −ζ+kn−2





















(x) −Kh ∗ f(x), x ∈ R .
Therefore, fh(x) − E[ fh(x)] = 1nnj=1 χj(x) and thus
sup
|x|<ζ
| fh(x) − f(x)| 6 sup
|x|<ζ
|E[ fh(x)] − f(x)| + sup
|x|<ζ
| fh(x) − E[ fh(x)]|
6 sup
|x|<ζ


















=:B + V1 + V2.
The bias term B can be bounded as in the classical density estimation setup (cf. also
Fan, 1991b, Thm. 1 and 2), noting that the constant does not depend on x ∈ (−ζ, ζ).
Hence, |B| . hα. Using a continuity argument and the properties of fε ∈ Dβ(R, γ), the































∥1l[−h−1,h−1]ϕ−1ε ∥L1 + ∥f∥∞

. n−2h−(β+2) . (nh2β+1)−2.
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Therefore, |B + V1| 6 D1(hα + (nh2β+1)−2) for some constant D1 > 0. We obtain for


























Finally, we will apply Bernstein’s inequality. To this end we estimate
max
j,k
|χj(xk)| 6 2∥Kh∥L1∥1l[−h−1,h−1]ϕ−1ε ∥L1 6 D2h−(β+1),









































2 logn−Dnh(2β+1)(t ∧ t2)

,
with some constant D > 0.
























































where we have used (4.33) for the last step. Therefore, the additional error due to
the unknown error distribution satisfies for any δ > 0 by Markov’s inequality and by
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and thus ∥ fh− fh∥∞ = OP ((mh2β+1)−1/2). Note that the second term does not depend
on δ and thus o(1) is sufficient.
Proof of Theorems 4.7 and 4.8
We start with a lemma that establishes consistency of the quantile estimator and then
prove the theorems. To apply this lemma also for the adaptive result, we prove conver-
gence uniformly over a set of bandwidths.
Lemma 4.16. Grant Assumption 4.A with ℓ = 1. Let B be a set of bandwidths satisfying









|qτ,h − qτ | > δ → 0 for all δ > 0.
Proof. We follow the general strategy of the proof of Theorem 5.7 by van der Vaart
(1998) in the classical M-estimation setting. Recall the definition of Mh given in (4.5)
and its deterministic counterpart M(η) =
 η
−∞ f(x)dx − τ . To this end, we first show
that f satisfies the uniqueness condition, for δ0 := ( r2R)
1∨α−1 ∧ ζ > 0,
inf
η:|η−qτ |>δ
|M(η)| > r2(δ ∧ δ0) for any δ > 0. (4.37)
By the Hölder regularity M ′(η) = f(η) > f(qτ )−|f(qτ )−f(η)| > r−R|qτ −η|1∧α > r/2






M(qτ − η) −M(qτ ) > (δ ∧ δ0) inf
η:|η−qτ |>δ
M ′(η) > r2(δ ∧ δ0).
which gives (4.38).
Let us now construct an event A with P (A) → 1 such that
sup
h∈B
Mh(qτ,h) = 0 on A. (4.38)
Using M(qτ ) = 0 and (4.37), we conclude for δ ∈ (0, δ0)
M(qτ − δ) 6 −
δr
2 < 0 <
δr
2 6M(qτ + δ)
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The equality |Mh(η)−M(η)| = |  η−∞( fh−f)(x)dx| and Corollary 4.15 imply uniformly
over h ∈ B and η ∈ {qτ − δ, qτ + δ}
A :=

∀h ∈ B, ∀η ∈ {qτ − δ, qτ + δ} : |Mh(η) −M(η)| 6 δr4  satisfies P (A) → 1.
(4.39)
We conclude on A that Mh(qτ − δ) < 0 < Mh(qτ + δ) for all h ∈ B. Due to ∥ fh∥∞ 6
∥ϕK(b•)/ϕε∥L1 , Mh is continuous and thus there is an intermediate point ξh ∈ (qτ −
δ, qτ + δ) such that Mh(ξh) = 0. Since qτ,h minimizes Mh on the interval [−Un, Un]
which contains ξh for δ sufficiently small, we obtain (4.38).




























( fh(x) − f(x))dx > δr/2+ o(1).
(4.40)
Hence, it remains to show uniform consistency of
 η
−∞
fh(x)dx. Write  η
−∞
( fh(x) − f(x))dx 6  η
−∞
(Kh ∗ f(x) − f(x))dx
+   η
−∞
( fh(x) −Kh ∗ f(x))dx
=|Kh ∗ F (η) − F (η)| +
  η
−∞
( fh(x) −Kh ∗ f(x))dx.
We have |Kh ∗ F (η) − F (η)| = |

Kh(z)(F (η − z) − F (η))dz| 6 h∥f∥∞∥zK(z)∥L1 by
the boundedness of f . Further note for η ∈ [−Un, Un]  η
−∞




( fh(x) −Kh ∗ f(x))dx+   qτ ∨η
qτ ∧η




( fh(x) −Kh ∗ f(x))dx+2Un  ∞
−∞
( fh(x) −Kh ∗ f(x))2dx1/2,
where we have used the Cauchy-Schwarz inequality for the last step. Hence, together
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fh(x) −Kh ∗ f(x)dx > δr/6 → 0






( fh(x) −Kh ∗ f(x))2dx > δ2r2/(72Un) → 0. (4.41)
On the event Bε(h), (4.41) follows basically from the work of Neumann (1997). More

































 |ϕn(u) − ϕY (u)|2
|ϕε(u)|2















































( fh(x) −Kh ∗ f(x))2dx1lBε(min B)+ P (Bε(min B))c
.
(logn)2
δ2(n ∧m)h2β+1 + o(1).
Proof of Theorem 4.7. A Taylor expansion yields
qτ,h − qτ = Mh(qτ,h) − Mh(qτ )M ′h(q∗τ ) =
Mh(qτ,h) −  qτ−∞ fh(x)dx+ τfh(q∗τ )
=
Mh(qτ,h) −  qτ−∞( fh(x) − f(x))dxfh(q∗τ ) , (4.42)
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for some intermediate point q∗τ between qτ and qτ,h. By Proposition 4.5 and (4.38),
the numerator in the above display is of order OP (n−(α+1)/(2α+2β+1)) for the optimal
bandwidth h∗. For the denominator we will show fh(q∗τ ) = f(qτ )+op(1) which completes
the proof. Since f(• + qτ ) ∈ Cα([−ζ, ζ], R), we obtain |f(x + qτ ) − f(qτ )| < t/2 for all
|x| 6 ( t2R)
1∨α−1 ∧ ζ =: δ for any t > 0. Therefore,
P (| fh(q∗τ ) − f(qτ )| > t) 6 P  sup
x∈[−δ,δ]





| fh(x+ qτ ) − f(x+ qτ )| > t/2+ P (|qτ,h − qτ | > δ). (4.43)
Checking that the bandwidth satisfies h → 0 and log(n)/(nh2β+1) → 0 for n → ∞, the
first term on the right-hand side above converges to zero by the uniform consistency
proved in Proposition 4.6. The second one vanishes asymptotically by Lemma 4.16.
Proof of Theorem 4.8. Under the smoothness condition the interval (τ1, τ2) coincides
with a bounded interval of quantiles (qτ1 , qτ2). Noting that all our estimates are inde-
pendent of the quantile, Theorem 4.8 can be proved along the same lines as Theorem 4.7
with only minor adaptation to supτ∈(τ1,τ2) given a uniform version of Proposition 4.5:
Uniformly over f in the class defined in the theorem and fε ∈ Dβ(R, γ) for any h such





( fh(x) − f(x))dx =OP,Cα×Dβhα+1 + ( lognn ∨ 1m)1/2(h−β+1/2 ∨ 1)
(4.44)












( fh(x) − f(x))dx = OP,Cα×Dβ( lognn ∨ 1m)(α+1)/(2α+2β+1) ∨ ( lognn ∨ 1m)1/2.
The result (4.44) can be obtained as Proposition 4.5 except for the term Ts,x =
Ts,x(qτ ), defined in (4.30), which will be treated in the following. Defining the grid
τ1 = σ0 6 . . . 6 σM = τ2 such that qσk+1 − qσk 6 (qτ2 − qτ1)/M for k = 1, . . . ,M and



















|Ts,x(q1) − Ts,x(q2)| > c/2

.









(ξj,h(qτ ) − E[ξj,h(qτ )])
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du . h−β (4.46)
Hence, |ξj,h(qτ )−E[ξj,h(qτ )]| . h−β. Since the variance of Ts,x(qτ ) is bounded by (4.31),













For the second term on the right-hand side of (4.45) we estimate















ϕn(u) − ϕY (u)du




ϕn(u) − ϕY (u)du.































Choosing M = n2 and κ = ( 9C logn)
1/2, we have κ(nh)−1/2 = o(1) and the previous
display converges to zero. Hence,
sup
τ∈(τ1,τ2)








Proof of Theorem 4.10
To prove the lower bound for the estimation of the distribution function we can assume
without loss of generality q = 0. For n 6 m the estimation error of F̄n,m(0) is bounded
from below by the estimation error with known error distribution. A lower bound for
the latter is proved by Fan (1991b) whose construction can be used in our setting, too.
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4.4. Proofs
To prove the lower bound for m < n, we will apply Theorem 2.1 in Tsybakov (2009).
To this end, we construct two alternatives (Fi, fε,i) ∈ Cα(R, r, [−ζ, ζ]) × Dβ(R, γ), i =
1, 2, such that the χ2-distance of the corresponding laws of (Y1, . . . , Yn, ε∗1, . . . ε∗m) is
bounded by some small constant and such that |F1(0) − F2(0)| is bounded from below
with the right rate. Recall that the convolution of a c.d.f. F with a function g is defined
as F ∗ g(x) =

g(x− y)dF (y). Following the idea by Neumann (1997) our construction
will satisfy F1 ∗ fε,1 = F2 ∗ fε,2 and is thus independent of n.
Step 1: For the construction of the alternatives we need the following: Let f0 be a
bounded density whose corresponding distribution is in Cα(R, r, ζ) satisfying qτ = 0.
Let fε,0 be an inner point of Dβ(R, γ) with
fε,0(x) & (1 + |x|)−γ−2, |(F fε,0)(k)(u)| . (1 + |u|)−β, k = 0, . . . ,K (4.47)





g(x)dx ̸= 0, ∥(1 ∨ xγ∨1)g(x)∥L1 < ∞, supp F g ⊆ [−2,−1] ∪ [1, 2].
(4.48)




f0(y)dy + (1 − a)1l[2ζ,∞)(x),
fε,1(x) := fε,0 + chα+1(fε,0 ∗ gh(• + 2ζ))(x),
F2(x) := F1(x) + chα+1
 x
−∞
gh(• + 2ζ) ∗ F1(y)dy,
fε,2(x) := fε,0(x). (4.49)
Owing to

gh = 0, Fi are distribution functions admitting Lebesgue densities on [−ζ, ζ]
which are at least α-Hölder continuous. Estimating ∥f0 ∗gh∥Cα(R) . ∥f0∥L1∥gh∥Cα(R) .
h−α−1, we infer that dF2 is contained in a closed Hölder ball. Hence, we obtain Fi ∈Cα(R, r, [−ζ, ζ]) for c > 0 sufficiently small. fεi ∈ Dβ(R, γ) can be verified, using  g =
0, ∥ F g∥∞ 6 ∥g∥L1 and ∥(F g)′(u)(1 + |u|)∥∞ < ∞.
Step 2: To bound the distance |F1(0) − F2(0)| from below we note, using Fubini’s
theorem,

g = 0 and ∥f0∥∞ < ∞,



























for h small enough. Therefore, |F1(0) − F2(0)| & hα+1.
Step 3: Using the independence of the observations, the sample (Y1, . . . , Yn, ε∗1, . . . ε∗m)
is distributed according to (Fi ∗ fε,i)⊗n ⊗ f⊗mε,i under the hypotheses i = 1, 2. By con-
struction F1 ∗ fε,1 = F2 ∗ fε,2 such that the χ2-distance of the laws of the observations
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For the first integral we use inf |x|61 fε,0(x) > 0, Plancherel’s identity, fε,0 ∈ Dβ(R, γ)
and the support of F g to estimate
|I1| .

| F fε,0(u) F g(hu)e−i2ζu|2du .

1/h6|u|62/h
(1 + |u|)−2βdu . h2β−1.








|(F fε,0(u) F g(hu)e−i2ζu)(K)|2du . h2β−1.
We conclude from (4.51) for some constant C > 0 that
χ2(f⊗mε,1 , f
⊗m
ε,2 ) 6 (1 + Cc2h2α+2β+1)m − 1 6 exp(Cc2mh2α+2β+1) − 1,
which can be bounded by an arbitrarily small constant if c is chosen sufficiently small
and h = m−1/(2α+2β+1). We obtain from Step 2 that there is some positive constant C
such that |F1(0) − F2(0)| ≥ Cm−(α+1)/(2α+2β+1).
Step 4: Replacing in (4.49) the factor hα+1 in F2 and fε,1 by cm−1/2 for some suf-
ficiently small constant c > 0 and choosing h = 1, the previous steps yield the lower
bound m−1/2.
Let us finally conclude the lower bound for the estimation error of the quantiles.
We use the construction from Step 1, denoting the τ -quantile of Fi by qτ,i. We note
|qτ,1| < δ for any δ > 0 if we choose a close enough to one and thus F1 is regular in an
interval around qτ,1. Moreover, it holds
∥F1 − F2∥∞ 6 c(m−1/2 ∨ hα+1)
(af0 + (1 − a)δ−2ζ) ∗ gh(• + 2ζ)L1
6 c(m−1/2 ∨ hα+1)∥g∥L1 → 0.
We infer analogously to (4.40) that |qτ,1 − qτ,2| < δ for any δ > 0 and m sufficiently
large implying Fi ∈ Cα(R, r, ζ). Applying a Taylor expansion similar to (4.9), we obtain





for some intermediate point between qτ,1 and qτ,2. The denominator F ′2(q∗τ ) is bounded
from above and below owing to sup|x|6ζ |F ′2(x)−af0(x)| → 0, |qτ,2| 6 |qτ,2−qτ,1|+|qτ,1| <
2δ and f0(0) > 0. (4.50) yields |qτ,2 − qτ,1| & m−1/2 ∨ hα+1. The assertion follows from
Steps 3 and 4 above.
4.4.2. Proofs for Section 4.2
We start with Lemma 4.11 concerning the bandwidth set Bn from (4.14).
Proof of Lemma 4.11
Property (i) is satisfied by construction. For (ii) we note that
Nn ∼ (logn− 3 log logn)/ logL . logn
and (logn)2hNn ∼ (logn)−1. It remains to verify nh
2β+2jn → ∞ and property (iii).
By Lemma 4.13 we can argue on the event Bε(h) from (4.6). The deterministic
counterpart of jn, defined in (4.13), is given by
j0,n := min


























{hj0,n 6 hjn 6 h∗} ∩Bε(hj0,n) → 1 as n → ∞. (4.53)















Assume hjn < hj0,n , then monotonicity implies In(hj0,n) 6 In(hjn) 6 1. Combined with
In(j0,n) > 2, we obtain In(hj0,n) − In(hj0,n) > 1. Hence,
hjn < hj0,n ⊆ |In(hj0,n) − In(hj0,n)| > 1. (4.54)
On the other hand, if h∗ < hjn , we get In(h∗) > In(hjn) > 1/2. Since In(h∗) .
( logn
n(h∗)2β+2 )
1/2 converges to zero, In(h∗) 6 1/4 for n large enough. Thus,
hjn > h∗ ⊆ |In(h∗) − In(h∗)| > 1/4. (4.55)
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To show that the probabilities of the right-hand sides of (4.54) and (4.55) converge to
zero, we first apply the Cauchy–Schwarz inequality





















Markov’s inequality and (4.33) yield for h ∈ {hmin, h∗}
P











which converges to zero. Therefore, (4.53) holds true.
Before we can prove Theorem 4.12, some preparations are needed. By Lemma 4.14
there is a constant D > 0 such that the bias can be bounded by Bh := Dhα+1. By the
error representation (4.42) we have for any h ∈ B
|qτ,h − qτ | =  qτ−∞( fh(x) − f(x))dx− Mh(qτ,h)fh(q∗)

6
Bh + |Vh,X + Vh,ε + Vh,c| + |Mh(qτ,h)|
| fh(q∗)| (4.56)







































(x+ qτ )dx. (4.59)
In view of the analysis in Section 4.4.1, the part of the stochastic error which is due to
the continuous part ac will be negligible. Hence, we concentrate on Vh,X and Vh,ε. By




















We will determine the variance of Vh,ε on the event Bε(h), defined in (4.6). We apply





























































With the bounds σh,X and σh,ε at hand, we obtain the following concentration results.
Lemma 4.17. Let B be a set satisfying |B| . logn, (log logn)/nh1 → 0 for h1 = min B
as well as | log h1| . logn. Then we obtain uniformly over f ∈ Cα(R, r, ζ) and fε ∈
Dβ(R, γ) for any δ > 0:
(i) P










∃h ∈ B :
Vh,ε| > δ(logn)3σh,ε → 0.
(iii) Assuming further mh(2β∧1)+21 & 1,
P

∃h ∈ B :
Vh,c| > (logn)3/2n−1/2(h−β+1/2 ∨ 1) → 0.
Proof. (i) Using the deterministic bound (4.46), we obtain |ξj(h) − E[ξj(h)]| 6 Ch−β
for some constant C > 0. Since the variance is bounded by (4.60), Bernstein’s inequality










Hence, √κn(nhβ)−1 . (n(h2β−1 ∧ 1))−1/2

κn/(nh)
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Hence for any c ∈ (0, 1/4)
P















ϕε(u) − ϕε,m(u) > δ(logn)1−2cm−1/2 =: Ph,1 + Ph,2 + Ph,3.
The first two probabilities can be bounded by Markov’s inequality:
Ph,1 6 (logn)−1−cσ−1h,ε,1 E[Vh,ε,1] = (logn)
−1−c,
Ph,2 6 (logn)−1−cσ−1h,ε,2 E[Vh,ε,21lBε(h)] = (logn)
−1−c.
For Ph,3 we will apply the following version of Talagrand’s inequality (cf. Massart (2007),
(5.50)): Let T be a countable index and for all t ∈ T let Z1,t, . . . , Zn,t be an i.i.d.
sample of centered, complex valued random variables satisfying ∥Zk,t∥∞ 6 h, for all
t ∈ T, k = 1, . . . , n, as well as supt∈T Var(
n
















Choosing the rational numbers T = Q∩[− 1h ,
1
h ] and Zk,t := e
itε∗k − ϕε(t), Talagrand’s
inequality applies with h = 2 and v = n. As in (4.21) we use Theorem 4.1 by Neumann







. | log h|1/2+η.

























ϕε,m(u) − ϕε(u) > (√2 + o(1))κn/m 6 2e−κn . (4.64)
With κn = δ2(logn)
2−4c for c < 1/4 − η/2 we obtain P3 6 2n−δ/2. Using h1 = min B





Vh,ε| > (√2 + δ)(logn)3σh,ε 6 
h∈B

Ph,1 + Ph,2 + Ph,3

+ P (Bε(h1)c) = o(1).
(iii) Corollary 4.15 shows for δh > 0 and for any sequence (xn)n that tends to infinity
P

∃h ∈ B :





Choosing δh = (logn)3/2n−1/2(h−β+1/2 ∨ 1) and xn = o((logn)1/2) yields
P

∃h ∈ B :






+ o(1) . xn
(logn)2(mh(2β∧1)+2 ∧ 1)
+ o(1) = o(1).
For the denominator in the error representation (4.56) we need uniform consistency.
A uniform result on the error |qτ,h − qτ | follows immediately.
Lemma 4.18. Let B be a finite set satisfying |B| . logn, suph∈B h log(n) → 0 as well










q∗τ ∈[qτ ∧qτ,h,qτ ∨qτ,h] | fh(q∗τ ) − f(qτ )| > ηf(qτ )

→ 0. (4.65)
Moreover, supposing minh∈B nh(2β∧1)+2 & 1, we obtain uniformly in f ∈ Cα(R, r, ζ) and
fε ∈ Dβ(R, γ) for any sequence of critical values (δh)h∈B satisfying infB δh → ∞
P






Proof. Since f(qτ ) > r and f ∈ Cα([qτ − ζ, qτ + ζ], R), decomposition (4.43) implies















| fh(x+ qτ ) − f(x+ qτ )| > ηr/2+ P (sup
h∈B
|qτ,h − qh| > κ). (4.67)
107
4. Quantile estimation in deconvolution













| fh(x+ qτ ) − f(x+ qτ )| > ηr/2 ∩Bε(h1)+ o(1) = o(1),
since for all h the probability in the last line converges faster to zero than 1/ logn owing
to the concentration inequalities (4.35) and (4.36) and the conditions on h. To estimate
the second term in (4.67), we apply Lemma 4.16. Therefore, the conditions h log(n) → 0
and (logn)2/(nh2β+1) → 0 yield the first assertion.
The estimate (4.66) follows from the error decomposition (4.9), (4.65) and Corol-
lary 4.15 with xn = o(infB δh)
P

∃h ∈ B : |qτ,h − qτ | > δh3Dhα+1 + n−1/2(h−β+1/2 ∨ 1)
6P

∃h ∈ B :
  qτ
−∞
















































The following two lemmas show that these estimators are indeed reasonable.
Lemma 4.19. Let B be a finite set satisfying |B| . logn, maxh∈B hα logn → 0 as well
as minh∈B nh2β+2 → ∞. Let σh,X and σh,X be given in (4.16) and (4.60) respectively.





































































We will first study these three terms separately. Applying Plancherel’s identity, the
Cauchy–Schwarz inequality, the Neumann type bound (4.33) as well as | F as(u)| 6































(1 + |u|)2β−2du =: S2h (4.70)
















(1 + |u|)2βdu =: d2h. (4.71)
Hence, Var[ξj,2(h)2] 6 E[ξj,2(h)4] 6 d2hS2h. and |ξ2j,2(h) − E[ξ2j,2(h)]| 6 2d2h, so that an





























for some C > 0. The right-hand side of (4.72) tends to zero with polynomial rate since
nh2β∧1 & logn.
We use supp as ⊆ [−1, 0] to write ξj,3 as
ξj,3(h) =
 
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The Cauchy–Schwarz inequality and Plancherel’s identity yield












qτ,h − qτ |2(1 + |qτ,h − qτ |)  ϕK(hu)
ϕε(u)
2du
.|qτ,h − qτ |2(1 + |qτ,h − qτ |)h−2β−1.
By Lemma 4.16 suph∈B |qτ,h − qτ | = oP (1). Applying (4.66), we conclude for some
constant C > 0, for δh = (hα+(1/2−β)+ + n−1/2h−β−1/2))−1 and for any η > 0
P





∃h ∈ B : |qτ,h − qτ | > ηCh(β∧1/2)+1/2+ o(1)
6P













+ o(1) = o(1). (4.73)
Combining the variance bounds (4.69), (4.70) and (4.73), we apply Markov’s inequality,
the Cauchy–Schwarz inequality and the concentration result (4.72) on the decomposi-














Lemma 4.20. Let B be a finite set satisfying |B| . logn and suph∈B 1/(nh2β+1) → 0.
Let σh,ε and σh,ε be given in (4.17) and (4.62) respectively. Then we obtain uniformly
over f ∈ Cα(R, r, ζ) and fε ∈ Dβ(R, γ) for all η > 0 as n → ∞
P

∃h ∈ B : |σh,ε − σh,ε| > η(logn)m−1/2(h−β+1/2 ∨ 1) → 0.





 = 1 + oP (1). (4.74)
To this end, recall w(u) = (log(e+|u|))−1/2−η for some η ∈ (0, 1/2). Markov’s inequality,
110
4.4. Proofs








 > δ 6P sup
|u|61/h1






|ϕε,m(u)| 6 m−1/2| log h1|



















which implies (4.74). Since [−1/h1, 1/h1] is the maximal interval for all h ∈ B, (4.74)
holds uniformly in B.
Now, we consider σh,ε,1. The uniform consistency (4.74) implies
σ2h,ε,1 = (1 + oP (1))  |ϕK(hu)|ϕn(u)ϕε(u)
2du.





























du . (η2 logn)−1,
where the last estimate follows from E[|ϕn(u)|2] . |ϕY (u)|2 + E[|ϕn(u) − ϕY (u)|2] .
|ϕY (u)|2 +1/n, fε ∈ Dβ(R, γ), ∥f∥∞ . 1 and nh2β+11 → ∞. Hence, we obtain uniformly
in B
σh,ε,1 = (1 + oP (1))σh,ε,1 + oP (logn) = σh,ε,1 + oP (logn). (4.75)
Concerning σh,ε,2, we write with use of (4.74)






Moreover, the triangle inequality for the L2-norm and Lemma 4.13, applied on Bε(h1)
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yield

















































+ o(1)(h−2β+1 ∨ 1)
=o(1)(h−2β+1 ∨ 1),
where o(1) is a null sequence which does not depend on h. Consequently,
sup
h∈B
  |ϕK(hu)| | F as(u)|2|ϕε(u)|2 du
1/2
− σh,ε,2
(hβ−1/2 ∧ 1) = o(1).
Using σ2h,ε,2 . h−2β+1 ∨ 1 by the analysis of the convergence rates, we get
σh,ε,2 = (1 + op(1))σh,ε,2 + oh−β+1/2 ∨ 1 = σh,ε,2 + oP h−β+1/2 ∨ 1. (4.76)
Since σh,ε,1 . 1, σh,ε,2 . h−β+1/2 ∨ 1, it remains to combine (4.75) and (4.76) to obtain
uniformly in B
σh,ε = 12πm−1/2σh,ε,1σh,ε,2 = 12πm−1/2σh,ε,1 + oP (logn)σh,ε,2 + oP h−β+1/2 ∨ 1





Proof of Theorem 4.12
Applying Lemma 4.13 and (4.53), it suffices to consider the event
A0 := {hj0,n 6 hjn 6 n−1/(2α+2(β∨1/2)+1)} ∩Bε(hj0,n)
with j0,n defined in (4.52). Therefore we can set B := {hj0,n , . . . , hMn} in the following.
As seen in error decomposition (4.56), there are three stochastic errors Vh,X , Vh,ε and
Vh,c which were treated in Lemma 4.17. This motivates the following definition. For
δ1 > 0 let
Sh,X := (1 + δ1)

2 log logn max
µ∈B:µ>h











| F as(−u)|2(1 + |u|)2βdu &
 1/h
−1/h
(1 + |u|)2β−2du ∼ h−2β+1 ∨ 1.
Also, we have σh,ε,1 =∥ ϕX ∥L2 +o(1) ≥∥ ϕX ∥L2 /2 for h small enough and n large
enough. Thus σh,ε & m−1/2(h−β+1/2 ∨ 1). Therefore, Lemma 4.17 yields
P




















Hence, the probability of the event
A1 :=

∀h ∈ B : |Vh,X + Vh,ε + Vh,c| 6 Sh,X + Sh,ε

converges to one. The variances Sh,X and Sh,ε can be estimated by
Sh,X := (1 + δ1)2 log logn max
µ∈B:µ>h
σµ,X , Sh,ε := (δ1 logn)3 max
µ∈B:µ>h
σµ,ε.
Applying Lemmas 4.19 and 4.20, the triangle inequality of the ℓ∞-norm yields uniformly





σµ,X | 6 max
µ>h














Using again σh,ε & m−1/2(h−β+1/2 ∨ 1), we thus obtain for all η > 0 that the event
A2 :=

∀h ∈ B :
( Sh,X + Sh,ε) − (Sh,X + Sh,ε) 6 η(Sh,X + Sh,ε)
fulfills P (A2) → 1. The same holds true for the events
A3 :=

∀h ∈ B : sup





∀h ∈ B : sup
q∗∈[(qτ ∧qτ,h)∨(qτ ∧qτ,h)] | fh(q∗) − fh(qτ,h)| 6 η| fh(qτ,h)|

by (4.65). Denote the event from (4.39) by A5 Therefore, it is sufficient to work in the
following on the event
A :=A0 ∩A1 ∩A2 ∩A3 ∩A4 ∩A5.
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We show that the adaptive estimator qτ mimics the oracle estimator defined as follows.
Recalling the estimate of the bias Bh = Dhα+1, let the oracle bandwidth be defined by
h∗ := max{h ∈ B : Bh 6 Sh,X + Sh,ε}. (4.77)
Note that h∗ is well-defined and unique since Bh is monoton increasing in h while
(Sh,X + Sh,ε) is monton decreasing. We get the oracle estimator qτ,h∗ .
Since on A4 for all h ∈ B and q∗ ∈ [(qτ ∧ qτ,h) ∨ (qτ ∧ qτ,h)]
| fh(q∗)| > | fh(qτ,h)| − | fh(q∗) − fh(qτ,h)| > (1 − η)| fh(qτ,h)|,
we have for any h ∈ B on the event A1 ∩A4 ∩A5 by (4.56) and (4.38)
|qτ,h − qτ | 6Bh + |Vh,X + Vh,ε + Vh,c|| fh(q∗)| 6 Bh + Sh,X + Sh,ε(1 − η)| fh(qτ,h)| .
Furthermore, by the definition of h∗ we have on the event A for any h 6 h∗
|qτ,h − qτ | 6 2(Sh,X + Sh,ε)(1 − η)| fh(qτ,h)| .
On A2 we estimate Sh,X + Sh,ε > (1 − η)(Sh,X + Sh,ε) and thus we have on A for any
h 6 h∗
|qτ,h − qτ | 6 2( Sh,X + Sh,ε)(1 − η)2| fh(qτ,h)| .













< δ, we obtain |qτ,h−qτ | 6 Σh with Σh as defined in (4.15). As a result one has
qτ ∈ Uh and qτ ∈ Uµ for all h 6 h∗ and µ 6 h∗, implying Uµ ∩ Uh ̸= ∅. By the definition
of the procedure, h∗ > h∗ and Uh∗ ∩ Uh∗ ̸= ∅ on the event A. This leads to
|q
τ,h∗ − qτ | 6|qτ,h∗ − qτ | + |qτ,h∗ − qτ,h∗ | 6 Σh∗ + (Σh∗ + Σh∗)
On A2 ∩ A3 we have Σh . Sh,X + Sh,ε since f(qτ ) > r. Using additionally the mono-
tonicity of (Sh,X + Sh,ε) as well as h∗ > h∗, this implies
|q
τ,h∗ − qτ | . (Sh∗,X + Sh∗,ε) . log logn+  lognδ3h−β+1/2∗ ∨ 1n−1/2.
It remains to note by the definition (4.77) of the oracle h∗ and by the assumption
hj+1/hj . 1 that h∗ ∼ ((lognδ)6/n)−1/(2α+2(β∨1/2)+1) as n → ∞.
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After we have studied in full detail quantile estimation in the deconvolution framework
in Chapter 4, we consider in this chapter the more involved problem of estimating the
generalized quantiles of a Lévy process. Compared to deconvolution, the Lévy model
is harder for two reasons. First, it is a nonlinear inverse problem such that we have to
linearize the estimation error and the remainder needs extra care. Second, as we saw in
Chapter 3 the underlying deconvolution problem is determined by the distribution of
the process itself. Consequently, there is a strong interplay between the jump measure
that we want to estimate and the corresponding deconvolution operator.
Let L = {Lt : t > 0} be a real-valued Lévy process with characteristic triplet
(σ2, γ, ν). Taking into account the possible singularity of ν at zero, Nickl and Reiß




ν((−∞, t]), for t < 0,
ν([t,∞)), for t > 0,
when it can be estimated with the parametric rate. We aim for its inverse function in
a more general situation. Assuming absolute continuity of ν at ±q±τ with respect to
the Lebesgue measure, the generalized quantiles q+τ > 0 and q−τ > 0 for a given level
τ ∈ (0, ν(R±)), introduced in Chapter 1, are determined by
N(−q−τ ) = τ = N(q+τ ).
If ν has finite mass on the negative or the positive halfline, the τ -quantiles only exist if
τ 6 ν(R−) or τ 6 ν(R+), respectively. Since ν is not known, it is reasonable to estimate
q±τ ∨ ηn for some threshold ηn > 0 and any τ > 0 instead of the quantiles themselves.
As n → ∞ the threshold value ηn may converge slowly to zero. Then the estimators
have the interpretation that if ηn is attained then probably τ > ν(R±).
Suppose we have access to an estimator of the characteristic function ϕt of the
marginal distribution Lt of the Lévy process for some t > 0. Assuming

x2ν(dx) < ∞,
ϕt is given by the Lévy–Khintchine representation in Kolmogorov’s version, cf. Propo-
sition 2.3,





eiux − 1 − iux

ν(dx)
with γ1 = γ−

|x|>1 xν(dx). Taking the second derivative of the characteristic exponent
ψ, we obtain the estimating equation
ψ′′(u) = −σ2 − F [x2ν](u) = ϕ
′′




5. Quantile estimation for Lévy measures
To estimate q±τ , we will follow the program that we have outlined in the introduction:
(i) A density estimator for the jump measure ν can be constructed by replacing ϕt
in (5.1) with its estimator and regularizing with a band limited kernel.
(ii) The plug-in approach yields an estimator for the distribution function.
(iii) The generalized τ -quantiles can be estimated by minimizing the distance between
the value of distribution function estimator and τ .
Before we state these considerations more precisely we will see in Section 5.1 that
the Fourier multiplier property of the deconvolution operator, which is essential in
the mathematical analysis in Chapter 4, is naturally satisfied for infinitely divisible
distributions. Afterwards, we study two different observations schemes. In Section 5.2
equidistant discrete observations of the Lévy process are considered where ϕt can be
estimated by the empirical measure of the increments. In Section 5.3 we revisit the
financial example from Chapter 2. Observing option prices, the characteristic function
can be estimated via the pricing formula that links ϕt and the option function. All
proofs concerning the quantile estimation are postponed to Section 5.4.
5.1. A Fourier multiplier theorem for infinitely divisible
distributions
Let µ be an infinitely divisible distribution with characteristic triplet (σ2, γ, ν). Denote















where the latter equality is given by the Lévy-Khintchine formula. The Fourier mul-
tiplier 1/ϕ which gives rise to the map f → F−1[F f/ϕ] for appropriate functions f
has a prominent role in the Chapters 3 and 4. Applying a Mihlin multiplier theorem,
Nickl and Reiß (2012) quantified the mapping properties of the Fourier multiplier in a
Besov scale under certain assumptions. The target of this section is to study necessary
and sufficient conditions under which 1/ϕ is a Fourier multiplier on Besov spaces or
equivalently there is some α > 0 such that for any s ∈ R, p, q ∈ [1,∞] the deconvolution
map
Bs+αp,q (R) ∋ f → F−1[F f/ϕ] ∈ Bsp,q(R)
is bounded. we again use the notation F−1[1/ϕ]∗f := F−1[F f/ϕ] and refer to F−1[1/ϕ]
as the deconvolution operator.
Using that Bsp,q(R) ∋ f → F−1[(1 + iu)α F f ] ∈ Bs+αp,q (R) is an isomorphism for any
α ∈ R and that the set of Fourier multipliers on Bsp,q(R) does not depend on s, q and
are nested in p (Triebel, 2010, Prop. 2.6.2 and Thm. 2.6.3), the characteristic function
ϕ has to satisfy necessarily
|ϕ(u)| & (1 + |u|)−α, u ∈ R .
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Our first aim is therefore to characterize infinitely divisible distributions whose charac-
teristic function decays only with a polynomial rate.
Due to the connection between the decay of the characteristic exponent and the
regularity of transition densities established by Hartman and Wintner (1942), upper
bounds for |ϕ| have attracted a lot interest in the literature. Orey (1968); Kallenberg
(1981); Knopova and Schilling (2013) study necessary and sufficient conditions for an
exponential decay of ϕ and thus for the existence of infinitely smooth transition den-
sities. For self-decomposable distributions the existence of polynomial upper bounds
is in detail analyzed, see Sato (1999, Chap. 28) and references therein. While upper
bounds for |ϕ| are more interesting from the probabilistic perspective, lower bounds are
highly relevant from a statistical point of view. In particular, a polynomially decaying
characteristic function corresponds to mildly ill-posed estimation problems. In Trabs
(2014) a polynomial lower bound is established for a class of Lévy processes which is
closely related to self-decomposable processes.
Defining the symmetrized jump measure by
νs(A) := ν(A) + ν(−A)




















The following result asserts that under a mild regularity assumption on ν in a neigh-
borhood of the origin, ϕ decays polynomially if and only if there is no diffusion com-
ponent and the Lebesgue density of xν(dx) (which we assume to exist at zero) is
bounded. In the appendix we define the space of bounded variation functions BV (R).
Recall that for any f ∈ BV (R) there is a finite signed Borel measure Df such that
Df((a, b]) = f(b+)−f(a+) for −∞ < a < b < ∞ and ∥f∥BV = ∥Df∥TV with the total
variation norm ∥•∥TV .
Assumption 5.A. Assume that xνs(dx) admits on a small interval (0, δ], for some
δ ∈ (0, 1), a Lebesgue density ks with ks ∈ BV ([ε, δ]) for all ε ∈ (0, δ). Suppose that
∥(Dks)+|(0,δ]∥TV = limε↓0 ∥(Dks)+|[ε,δ]∥TV < ∞.
Assumption 5.A basically excludes Lévy measures which oscillate at zero or have
additional singularities in any neighborhood of the origin. Both possibilities are not
natural in applications, for instance, for the modeling of stochastic processes via Lévy
processes.
Proposition 5.1. Let µ be an infinitely divisible distribution which satisfies Assump-
tion 5.A. Then the following are equivalent:
(i) σ2 = 0 and ∥ks1l(0,δ]∥BV < ∞,
(ii) σ2 = 0 and limx→0 ks(x) < ∞,
(iii) there is some α > 0 and some constant c > 0 such that |ϕ(u)| > c(1 + |u|)−α for
all u ∈ R.
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This proposition is inspired by the behavior of self-decomposable distributions which
we have introduced in Chapter 2. To prove it, we will generalize Lemma 2.1 by Trabs
(2014) and its counterpart Lemma 53.9 in Sato (1999). The following lemma shows
that a polynomial decay of the characteristic function holds true for a class of infinitely
divisible distributions which is much larger than self-decomposable distributions.
Lemma 5.2. If σ2 = 0 and xνs(dx) admits on an interval (0, δ], for some δ > 0, a
Lebesgue density ks1l(0,δ] ∈ BV (R), then for any ε > 0
(1 + |u|)−α−ε . |ϕ(u)| . (1 + |u|)−α+ε with α := ks(0+).
If, moreover,
 δ









and the symmetry of the cosine function, we can assume u > 0 without loss of generality.
We denote ρ = Dks and let τ ∈ (0, δ ∧ 1). Since ∥ks1l[0,δ]∥∞ 6 ∥ks1l[0,δ]∥BV < ∞, we
estimate for u 6 1/τ




































where the last line is a positive constant independent of u. It remains to consider the
tail behavior of |ϕ(u)| for u > 1/τ .
To show the upper bound of |ϕ(u)| for u > 1/τ . We use Fubini’s theorem and the




































log τ + log( 1y )





ks( 1u+) − 2
 τ
1/u
ρ−(dy)+ (c1 + log( 1τ ))ks 1u + . (5.2)
Hence, for any ϵ > 0 we find some τ ∈ (0, δ) which is sufficiently small such that
|ϕ(u)| . u−(α−ϵ) for all u > 1/τ.
















5.1. A Fourier multiplier theorem for infinitely divisible distributions
where the three integrals will be bounded separately from below. Using ∥ks1l[0,δ]∥∞ < ∞,










where the integral on the right-hand side is a negative finite constant independent of
u. The third integral in (5.3) can be bounded by ∞
τ




It remains to estimate the second integral, where we proceed similarly to the upper





















log τ + log(y−1)
ρ+(dy) − ks( 1u+) log u+ c2ks 1u + 
= −(log u)

ks( 1u+) + 2
 τ
1/u
ρ+(dy)+ c2ks 1u + .
This yields |ϕ(u)| & u−(α+ϵ) for any ϵ > 0 and for all u > 1/τ with τ sufficiently small.





















log(y−1)ρ+(dy) − α log u+ c2α.
Example 5.3. If µ is a self-decomposable distribution, then the Lévy measure admits
always a Lebesgue density of the form ν(dx) = k(x)|x| dx where the so-called k-function k
is increasing on the negative half line and decreasing on the positive half line. Hence,
ks1l(0,δ] ∈ BV (R) is equivalent to ∥k∥∞ < ∞. The condition
 δ
0 log(y−1)(Dks)+(dy) <
∞ is always satisfied for self-decomposable distributions owing to (Dks)+ = 0. As
indicated in Trabs (2014) it is more generally sufficient if the quotient (ks(x+) − α)/x
is bounded from above uniformly in x ∈ (0, ε] for some ε > 0, meaning that the largest
slope of ks near zero is bounded, to obtain the sharp bound of the decay rate.
With this lemma at hand we can prove Propsition 5.1.
Proof of Proposition 5.1. Denoting ρ := Dks, we define the monotone decreasing func-
tions k+s (x) :=
 δ
x ρ+(dy) and k−s (x) :=  δx ρ−(dy) for x ∈ (0, δ]. To verfiy equivalence
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of (i) and (ii), we conclude from ks(δ+) − ks(x+) = k+s (x) − k−s (x) that
∥ks1l(0,δ]∥BV − ∥ρ+|(0,δ]∥TV = ∥ρ−|(0,δ]∥TV
= sup
x∈(0,δ]
k−s (x) = sup
x∈(0,δ]

ks(x+) + k+s (x) − ks(δ+)

.
Hence, ∥ks∥BV < ∞ if and only if ks(0+) < ∞, owing to 0 6 k+s (0+) = ∥ρ+∥TV .
The inclusion (i)⇒(iii) immediately follows from the lower bound in Lemma 5.2.
To show (iii)⇒(i), we first note that if σ2 > 0 then |ϕ(u)| . e−cu2 , u ∈ R, for some
constant c > 0 which contradicts (iii). So let σ2 = 0 and u > 0 without loss of generality.




























































dx = f(y) log y and f(y) ∈ (12 , 2) for all y > T.
Combining the lower bound on |ϕ(u)| in Assumption (iii) and the upper bound (5.4),
we conclude
log c− α log 2 − α log u 6 log |ϕ(u)| 6 −f(τu) log(τu)
















6 c2 + log(τ−1)f(τu)






That implies for u > T/τ > 1
log u
1
2ks(δ+) − 2∥ρ+|(0,δ]∥TV + 12k−s (τ)− α 6 c2 + 2 log(τ−1)ks(δ+) + k−s (τ).
Since the right-hand side is independent of u and log u → ∞ as u → ∞, we obtain
1
2ks(δ+) − 2∥ρ+|(0,δ]∥TV + 12k−s (τ) − α < 0 and therefore
∥ρ−|(0,δ]∥TV = sup
τ∈(0,δ)
k−s (τ) 6 2α+ 4∥ρ+|(0,δ]∥TV < ∞,
implying ∥ks1l(0,δ]∥BV < ∞.
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Remark 5.4. With Assumption 5.A and Condition (iii) in Proposition 5.1, we obtain
an upper bound for ∥ks1l(0,δ]∥BV which depends only on α and ∥(Dks)+|(0,δ]∥TV .
Now we are in position to state the main result of this section.
Theorem 5.5. Let µ be an infinitely divisible distribution with characteristic function
ϕ satisfying Assumption 5.A. If and only if one (and thus all) of the conditions (i) to
(iii) of Proposition 5.1 are satisfied, 1/ϕ is a Fourier multiplier on Besov spaces: There
exists some α > 0 such that for all s ∈ R, 1 6 p, q 6 ∞ the linear map






Proof. If 1/ϕ is a Fourier multiplier, then (iii) in Proposition 5.1 has to be fulfilled as
carried out above.
Now, let the assumptions of Proposition 5.1 be satisfied. Using σ2 = 0 and noting that
ks1l(0,δ] ∈ BV (R) implies boundedness of ks and thus
 1
0 xνs(dx) < ∞, the characteristic









= ϕc(u)ϕp(u), for u ∈ R,
where γ0 = γ −
 1




















Defining µc := F−1[ϕc] and µc := F−1[ϕp], this yields the decomposition µ = µc ∗
µp into a convolution of an infinitely divisible distribution with compactly supported
jump measure and distribution of compound Poisson type. The deconvolution operator
decomposes into a composition F−1[1/ϕ] = F−1[1/ϕc] ∗ F−1[1/ϕp], where










is a finite signed measure. Since convolution with a finite signed measure is a bounded
map on Lp(R) for any 0 < p 6 ∞, we conclude from the Littlewood–Paley representa-
tion of Besov spaces that Bsp,q(R) ∋ f → F−1[1/ϕp] ∗ f ∈ Bsp,q(R) is a bounded linear
map. For ϕc we use ϕ′c(u) = iF [xν|[−δ,δ]](u)ϕc(u) and | F [xν|[−δ,δ]](u)| . (1 + |u|)−1 by
the bounded variation of xν near the origin. The polynomial decay of ϕc implies then
for some α > 0
(1 + |u|)−α|ϕ−1c (u)| . 1 and
(1 + |u|)−α|(ϕ−1c )′(u)| = (1 + |u|)−α| F [xν|[−δ,δ]](u)/ϕc(u)| . (1 + |u|)−1.
Therefore, we can apply Corollary 4.11 by Girardi and Weis (2003) to conclude that
(1 + |u|)−α/ϕc(u) is a Fourier muliplier on all Besov spaces Bsp,q(R) for all s ∈ R, 1 6
p, q 6 ∞. The assertion follows because f → F−1[(1+ iu)α F f ] is an isomorphism from
Bs+αp,q (R) onto Bsp,q(R).
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5.2. Discrete observations of the process
Let us observe n ∈ N increments of the Lévy process L at equidistant time points with
observation distance ∆ > 0:
Yk : = L∆k − L∆(k−1), k = 1, . . . , n.
We will focus on low-frequency observations, meaning that ∆ is fixed. Nevertheless, we
track ∆ in all estimates. The law of Yk will be denoted by P∆. Using the empirical
characteristic function ϕ∆,n(u) = 1n
n
k=1 e
iuYk , we obtain an empirical version ψ′′n of
ψ′′ from (5.1) and thus we define
νh(t) := −t−2 F−1  ψ′′n(u) F K(hu)(t), t ̸= 0,
where K is a band-limited kernel with bandwidth h > 0. Note that this estimator
depends neither on the unknown volatility σ2 nor on the drift parameter γ. The distri-
bution function can then be estimated via the left and the right tail integrals
Nh(t) = −  gt(x) F−1  ψ′′n(u) F K(hu)(x)dx with gt(x) :=

x−21l(−∞,t], t < 0,
x−21l[t,∞), t > 0.
(5.5)
In contrast to the deconvolution estimator in (4.5), the estimator Nh is always well
defined owing to gt ∈ L1(R). Given the distribution function estimator Nh, we construct
the quantile estimator as the M-estimator
q±τ,h := argmint∈[ηn,∞) | Nh(±t) − τ |
for logarithmically decreasing threshold values ηn ↓ 0. Compared to the deconvolution
estimator, we minimize the contrast function over a different set. On the one hand we
do not need a bounded interval and on the other hand it is bounded away from zero,
due to the possible singularity at zero. Hence, we estimate the values q±τ ∨ ηn instead
of the generalized quantiles themselves. If τ > ν(R±), then q±τ → 0 in probability.
Throughout we suppose that the kernel function satisfies the following conditions for




xlK(x)dx = 0 for l = 1, . . . , p,
supp F K ⊆ [−1, 1], xp+1K(x) ∈ L1(R).
(5.6)
We distinguish between polynomially decaying characteristic functions and exponen-
tially decaying characteristic functions. Define for some open set U ⊆ R and constants




σ2 ∈ [0, R], γ ∈ R, ∥xmν∥L1 6 R,




5.2. Discrete observations of the process
Ds(α,m,U,R) :=

(0, γ, ν) ∈ Cs(m,U,R)
∥(1 + |•|)−∆α/ϕ∆∥∞ 6 R, ∥xν∥∞ 6 R,





(σ2, γ, ν) ∈ Cs(m,U,R)
∥ exp(−r∆|•|β)/ϕ∆∥∞ 6 R. (5.7)
As we will see the class Ds(α,m,U,R) corresponds to mildly ill-posed estimation prob-
lems. Proposition 5.1 shows that the polynomial decay of the characteristic function
together with the regularity Assumption 5.A implies already that xν is bounded near
zero. Hence, ∥xν∥∞ 6 R is only an additional tail estimate. The estimation problem in
the class Es(β,m,U,R) is severely ill-posed leading to logarithmic convergence rates.
The parameter β is closely related to the Blumenthal and Getoor (1961) index. Because
the rates are so slow, we only need very mild assumptions in Es(β,m,U, r,R).
One building block of the analysis of the quantile estimator in the deconvolution
model in Chapter 4 was a convergence result for the risk of the density estimator under
uniform loss. When we determine convergence rates for νh, we thus consider again
uniform loss.
Proposition 5.6. Let α, β, s, r, R > 0,m > 4 and let the kernel satisfy (5.6) with order
p > s and let U ⊆ R be a bounded, open set which is bounded away from zero. Then we
have








(ii) uniformly in (σ2, γ, ν) ∈ Es(β,m,U, r,R) for h = hn,∆ = ( δ logn∆2r∆ )




|νh(t) − ν(t)| = OP,Es logn∆∆
−s/β
.
In the mildly ill-posed case the rates correspond to the deconvolution problem with
an error distribution whose characteristic function decays with polynomial rate ∆α, see
Proposition 4.6. It can easily be verified that the for the pointwise loss we have the
same rates without the logarithm in (i). They coincide with the convergence rates for
the pointwise loss by (Kappus, 2014, Thm. 3.5), who has considered only finite variation
Lévy processes. Kappus (2012) shows that these are minimax optimal. In the classical
density estimation the logarithm is known to be unavoidable for the uniform loss.
The distribution function estimator Nh was studied by Nickl et al. (2013) in a high-
frequency regime. For low frequency observations a modification of Nh was considered
by Nickl and Reiß (2012). In both articles a uniform central limit theorem has been
established. To this end, assumptions have been imposed which ensure that the para-
metric rate can be attained. Therefore, it is of interest to derive general convergence
rates for Nh.
Proposition 5.7. Let U ⊆ R be an open set, t ∈ U and α, β, s, r, R > 0 and m > 4.
Suppose the kernel satisfies (5.6) with order p > s + 1. Let ∆ ∈ (0, 1) and n → ∞.
Then:
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(i) The choice h = hn,∆ = (n∆)−1/(2s+(2∆α∨1)+1) yields uniformly in (σ2, γ, ν) ∈
Ds(α,m,U,R)
| Nh(t) −N(t)| = OP,Ds(rn,∆), rn,∆ :=

(n∆)−(s+1)/(2s+2∆α+1), for ∆α > 1/2,
(n∆)−1/2(logn∆)1/2, for ∆α = 1/2,
(n∆)−1/2, for ∆α ∈ (0, 1/2).
(ii) The choice h = hn,∆ = ( δ2r )
−1/β( log(n∆)∆ )
−1/β, for any δ ∈ (0, 3/2), yields uni-
formly in (σ2, γ, ν) ∈ Es(β,m,U, r,R)
| Nh(t) −N(t)| = OP,Es log(n∆)∆
−(s+1)/β
.
Remark 5.8. This result could be strengthened to the uniform loss on R \[−η, η] for
any η > 0, cf. (5.42) below.
As expected, the convergence rates for Nn are faster than for density estimation
because we gain one degree of smoothness. In particular, we achieve the parametric rate
for a Lévy process with very slowly decaying characteristic function or for ∆ sufficiently
small.
To analyze the estimation error of the quantile estimators, we use a Taylor expansion
similarly to the deconvolution case considered in Chapter 4. Due to the continuity of the
inverse Fourier transform, the derivative N ′h is well defined as N ′h(t) = − sign(t)νh(t)
for t ̸= 0. Hence,
0 ≈ Nh(q+τ,h) − τ = Nh(q+τ ) −N(q+τ ) − (q+τ,h − q+τ )νh(ξ+)
for some intermediate point ξ+ between q+τ and q+τ,h and similarly for q−τ,h. By continuity
of Nh the probability of the event { Nh(q+τ,h) − τ = 0} converges to one, similarly to the
deconvolution case. On this event the estimation error can therefore be represented as
|q±τ,h − q±τ | =  Nh(±q±τ ) −N(±q±τ ) + τ − Nh(q+τ,h)νh(ξ±)
 = | Nh(±q±τ ) −N(±q±τ )||νh(ξ±)| , (5.8)
for intermediate points ξ±. Since the convergence rates for the the density estimatorνh and for the distribution function estimator Nh are already established, it remains
to show consistency the quantile estimator q±τ,h itself. To this end, a minimal global
regularity of ν is required (in Chapter 4 boundedness of the density was imposed). We
need to specify our nonparametric classes further such that the quantiles exist. Writing
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Cs




∃q+τ , q−τ ∈ (η,∞) :  −q−τ
−∞
dν = τ =
 ∞
q+τ
dν, ∥ν∥Cs′ (R \[−η,η]) < R,
(σ2, γ, ν) ∈ Ds

α,m, (q+τ − ζ, q+τ + ζ) ∪ (q−τ − ζ, q−τ + ζ), R

, ν(q±τ ) > 1R





∃q+τ , q−τ ∈ (η,∞) :  −q−τ
−∞
dν = τ =
 ∞
q+τ
dν, ∥ν∥Cs′ (R \[−η,η]) < R,
(σ2, γ, ν) ∈ Es

β,m, (q+τ − ζ, q+τ + ζ) ∪ (q−τ − ζ, q−τ + ζ), r, R

, ν(q±τ ) > 1R

.
As in the deconvolution setting we obtain the same rates for quantile estimation as for
distribution function estimation.
Theorem 5.9. Let τ > 0 and α, β, s, ζ, r, R > 0, s′ ∈ (−1, 0] and m > 4. Suppose the
kernel satisfies (5.6) with order p > s+ 1 and ηn ↓ 0 with η−1n . logn. Then we obtain
for ∆ ∈ (0, 1) and n → ∞:
(i) The choice h = hn,∆ = (n∆)−1/(2s+(2∆α∨1)+1) yields uniformly in (σ2, γ, ν) ∈Ds,s′τ (α,m, ζ, ηn, R)
|q±τ,h − q±τ | = OP,Ds,s′τ (rn,∆), rn,∆ :=

(n∆)−(s+1)/(2s+2∆α+1) for ∆α > 1/2,
(n∆)−1/2(logn∆)1/2 for ∆α = 1/2,
(n∆)−1/2 for ∆α ∈ (0, 1/2).
(ii) The choice h = hn,∆ = ( δ2r )
−1/β( log(n∆)∆ )
−1/β, for any δ ∈ (0, 2/3), yields uni-
formly in (σ2, γ, ν) ∈ Es,s′τ (β,m, ζ, ηn, r, R)
|q±τ,h − q±τ | = OP,Es,s′τ  log(n∆)∆
−(s+1)/β
.
Remark 5.10. For high-frequency data, that is for ∆ → 0, we obtain in the classDs,s′τ (α, ζ, ηn, R) always the parametric rate (n∆)−1/2. In Es,s′τ (β, ζ, ηn, r, R) one should
choose instead hn,∆ = ∆1/β such that our estimates in the proof of Theorem 5.9 yield
the almost optimal rate (n∆)−1/2| log ∆| provided that s is large enough such that the
bias condition ∆(s+1)/β = O((n∆)−1/2) is satisfied and for β ∈ (4/3, 2], thus especially
for σ2 > 0. With stronger assumptions the latter restriction can be circumvented and
the rate can be improved. In fact, in Nickl et al. (2013) we show that the parametric
rate (n∆)−1/2 can be obtained with this estimator under suitable conditions on ν.
5.3. Financial example revisited: Observation of option prices
5.3.1. Quantile estimator and convergence rates
Let us consider again the exponential Lévy model for asset prices from Chapter 2
St = S0ert+Lt , t > 0, (5.11)
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with initial value S0 > 0, riskless interest rate r > 0 and with the driving Lévy process
L whose characteristic triplet is (σ2, γ, ν). Throughout this section we consider only
Lévy processes which satisfy the martingale condition, cf. (2.4),
σ2
2 + γ +
 ∞
−∞
(ex − 1 − x1l[ − 1, 1](x))ν(dx) = 0.
Above we have discussed the calibration of the model. Another important objective for
pricing and hedging is to estimate the risk within the model. There are many possibilities
to measure the risk. One of the most popular quantities is the value-at-risk at some
level τ ∈ (0, 1) which is given by the (1 − τ)-quantile of the distribution of the loss of
the asset. The generalized quantiles of ν under the risk neutral measure are a closely
related concept which takes only the influence of shocks, in the sense of large jumps,
into account. They may also be useful for dynamic quantile hedging in the spirit of
Föllmer and Leukert (1999).
Recall the definition of the option function O from (2.5) based on vanilla options
with some fixed maturity T . We observe O at a finite number of (transformed) strike
prices x1, . . . , xn, for n ∈ N, corrupted by noise
Oj = O(xj) + δjεj j = 1, . . . , n, (5.12)
where (εj) are i.i.d. centered random variables with Var(εj) = 1 and with local noise
levels (δj). By interpolating the observations (xj , Oj)j=1,...,n, we construct an empirical
version O of the option function as in Section 2.2. Since the function O is related to the
characteristic function ϕT of XT via the pricing formula (2.7), we obtain an estimator
of ϕT given by ϕT,n(u) := 1 − u(u+ i) F O(u+ i). (5.13)
Using ϕT,n, we obtain a quantile estimator as described at the beginning of this chapter:
(i) The second derivative of the characteristic exponent can be estimated by differ-
entiating (5.13) twice. We define
ψ′n(u) := −(2u+ i) F O(u+ i) + u(iu− 1) F [x O](u+ i)
T (1 − u(u− i) F O(u+ i)) ,
ψ′′n(u) := −(2 F O(u+ i) + (4iu− 2) F [x O](u+ i) − (u2 + iu) F [x2 O](u+ i))
T (1 − u(u− i) F O(u+ i))
− 1
T
(2u+ i) F O(u+ i) + u(iu− 1) F [x O](u+ i)
1 − u(u− i) F O(u+ i)
2
. (5.14)
Using a kernel K with bandwidth h > 0 satisfying (5.6), we obtain the density
estimator νh(t) := −t−2 F−1  ψ′′n(u) F K(hu)(t), t ̸= 0.
(ii) Integrating νh, the estimator of the generalized distribution function is given by
Nh(t) = −  gt(x) F−1  ψ′′n(u) F K(hu)(x)dx, t ̸= 0,
with gt from (5.5).
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(iii) For τ > 0 the quantile estimators are defined as the minimum contrast estimators
q±τ,h := argmint∈[ηn,∞) | Nh(±t) − τ |
with threshold value ηn ↓ 0.
These estimators are well defined on the event A = {∀u ∈ [−1/h, 1/h] : ϕT,n(u) ̸= 0}
whose probability increases if ϕT,n concentrates around the true ϕT . In an idealized
model Söhl (2010) shows P (A) = 1. Note that νh is different from the finite activity
estimator in Chapter 2 which have been proposed by Belomestny and Reiß (2006a).
The k-function estimator from Trabs (2014) in the self-decomposable model relies on a
similar idea but using only the first derivative of ψ.
Since we want to concentrate on the main aspects in the error analysis and to avoid
technicalities, we will work in the idealized Gaussian white noise model which was
considered by Söhl (2014) as well. Assume that the noise levels of the observations
(5.12) are given by the values δj = δ(xj), j = 1, . . . , n, of some function δ : R → R+.
The observed strike prices are assumed to be the quantiles xj = F−1(j/(n + 1)), j =
1, . . . , n, of a distribution with distribution function F : R → [0, 1] and density f > 0.





Instead of assuming that the observation points are given by the quantiles of f one
may also assume that the observation points are sampled randomly from the density f .
For standard normally distributed (εj) Brown and Low (1996) have shown asymptotic
equivalence in the sense of Le Cam of the nonparametric regression model (5.12) and
the Gaussian white noise model
dZ(x) = O(x)dx+ n−1/2ϱ(x)dW (x)
with a two-sided Brownian motion W for x on a possibly growing bounded interval.
Grama and Nussbaum (2002) have extended the equivalence to more general error
distributions. More details on this equivalence can be found in the papers by Söhl
(2014) and by Trabs (2014, Supplement).
Z is an empirical version of the antiderivative of O. In that sense we define F O(u) :=
F [dZ](u) = F O(u) + n−1/2

eiuxϱ(x)dW (x) and analogously for F [x O] and F [x2 O].
Owing to (5.13), the estimation error of the ϕT,n is given by the Gaussian process
Φn(u) := ( ϕT,n−ϕT )(u) = u(u+i) F [O− O](u+i) = n−1/2u(u−i)  eiux−xρ(x)dW (x).
Applying Dudley’s theorem, we obtain the following path property of Φn. This lemma
is in line with the results by Söhl (2010) and Proposition 1 in Söhl (2014).
Lemma 5.11. Grant

(1 + |x|)me−2xρ2(x)dx < ∞ for some m > 4. Then Φn is twice
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Moreover, Φ(0)n := Φn,Φ(1)n ,Φ(2)n have versions that are almost surely continuous and







logU for k = 0, 1, 2.
In the following we may use these almost surely continuous and bounded versions.
Let us first state a result on the uniform loss for the density estimator νh.
Proposition 5.12. Let α, β, s, r, R > 0 and let the kernel satisfy (5.6) with order
p > s and let U ⊆ R be a bounded, open set which is bounded away from zero. Suppose
∥(1 ∨ x2)e−xρ(x)∥∞ < ∞. Then we have














|νh(t) − ν(t)| = OP,Es(logn)−s/β.
The convergence rates for the pointwise loss are the same without the logarithmic
factor in (i). They coincide with the rates by Belomestny and Reiß (2006a) who have
considered only the extreme cases: If σ2 = 0 and ν is a finite measure, the pointwise
risk converges with rate n−s(2s+5), and if σ2 > 0, we obtain the rate (logn)−s/2. The
estimator for the k-function by Trabs (2014) achieves the same rate as the corresponding
pointwise result in Proposition 5.12(i). Since in the two afore mentioned papers lower
bounds have been proved and the logarithm is unavoidable for uniform loss, the above
rates appear to be minimax optimal.
Recalling the function classes from (5.9), we obtain the following convergence rates
for the quantile estimators q±τ,h.
Theorem 5.13. Let τ > 0 and α, β, s, ζ, r, R > 0, s′ ∈ (−1, 0]. Suppose that ∥(1 ∨
x2)e−xρ∥∞ . 1 and

(1 + |x|)me−2xρ2(x)dx < ∞ for some m > 4. Suppose the kernel
satisfies (5.6) with order p > s+ 1 and let ηn ↓ 0 with η−1n . logn. Then we obtain for
n → ∞:
(i) uniformly in Ds,s′τ (α, 2, ζ, ηn, R) with h = hn = n−1/(2s+2Tα+5)
|q±τ,h − q±τ | = OP,Ds,s′τ (n−(s+1)/(2s+2Tα+5)),
(ii) uniformly in Es,s′τ (β, 2, ζ, ηn, r, R) with h = hn = ( 14r logn)−1/β
|q±τ,h − q±τ | = OP,Es,s′τ (logn)−(s+1)/β.
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Compared to Theorem 5.9, the rates in (i) are always slower. In particular, the para-
metric rate can never be achieved. Heuristically, this is because we estimate a derived
parameter of the state price density, which is basically the second derivative of the
observed option function O. In the Fourier domain we see in the pricing formula (2.7)
that F O decays two polynomial degrees faster than ϕT such that the ill-posedness
of the statistical problem is larger. In the severely ill-posed case (ii) the rate is the
same in both observation schemes since the rates are only logarithmically slow. The
moment assumption is weakened to second moments, which are necessary for the iden-
tification identity (5.1). Instead the existence of fourth moments is implicitly imposed
on the error distribution in the regression scheme. Although the theorem is stated forDs,s′τ (α, 2, ζ, η, R), the boundedness of xν is not needed here and could be dropped.
5.3.2. Data-driven choice of the bandwidth
Of course the optimal bandwidth is not known to the practitioner. To provide an adap-
tive method, we use again a Lepski-like method by considering a family of quantile
estimators {qτ,h : h ∈ Bn} for an appropriate set of bandwidths Bn. Following the
construction in Section 4.2, we define for a constant L > 1 and a sequence (Nn) ⊆ N
satisfying n−1LNn ∼ (logn)−5
hn,j := n−1Lj for j = 0, . . . , Nn.
To ensure that the density estimator νh is consistent for any h ∈ Bn, we choose the
minimal bandwidth via













Bn := {hn,jn , . . . , hn,Nn}.
To choose the bandwidth from Bn which mimics the oracle bandwidth in Theorem 5.13,
we have to estimate the standard deviation of the stochastic error. This problem is sim-
ilar to the one considered by Söhl (2014) who determined the asymptotic distribution of
the finite activity estimators from Chapter 2 and derived confidence sets. The stochastic
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with auxiliary functions, for u ∈ R, t ̸= 0,
χ(0)t (u) := F gt(−u) F K(hu)u(u− i)T 2 ψ′n(u)2 − T ψ′′n(u)ϕT,n(u)
+ 2T (i− 2u)
ψ′n(u)ϕT,n(u) + 2 ϕ−1T,n(u)

,
χ(1)t (u) := F gt(−u) F K(hu)(4iu+ 2) ϕ−1T,n(u) − 2Tu(iu+ 1) ψ′n(u)ϕT,n(u)

,
χ(2)t (u) := u(i− u) F gt(−u) F K(hu) ϕ−1T,n(u).
Note that Σ±n,h are monotone decreasing in h. The magnitude of the stochastic error ofq±τ,h can then be estimated by




for any small δ > 0. Defining
U±h := [q±τ,h − V ±n (h), q±τ,h + V ±n (h)],
the adaptive estimator is defined as
q±τ := q±τ,h± with h± := max{h ∈ Bn : 
µ6h,µ∈Bn
U±h ̸= ∅}.
Theorem 5.14. Let τ > 0 and α, β, s, ζ, r, R > 0, s′ ∈ (−1, 0]. Suppose that ∥(1 ∨
x2)e−xρ∥∞ . 1 and

(1 + |x|)me−2xρ2(x)dx < ∞ for some m > 4. Suppose the kernel
satisfies (5.6) with order p > s+ 1 and let ηn ↓ 0 with η−1n . logn. Then we obtain for
n → ∞:
(i) uniformly in Ds,s′τ (α, 2, ζ, ηn, R)
|q±τ − q±τ | = OP,Ds,s′τ ((log logn)n−1)(s+1)/(2s+2Tα+5),
(ii) uniformly in Es,s′τ (β, 2, ζ, ηn, r, R)
|q±τ − q±τ | = OP,Es,s′τ (logn)−(s+1)/β.
In the mildly ill-posed case (i) the adaptive method looses a log logn-factor compared
to the oracle choice in Theorem 5.13. As we have argued in Section 4.2 this is unavoid-
able. In the severely ill-posed case (ii) the rates are already logarithmically slow such
that the adaptive method causes no additional loss.
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τ oracle Lepski oracle Lepski
0.5 0.1778 0.1241 0.346 4.806 0.444 2.246
1.0 0.1201 0.0868 0.297 1.396 0.361 0.741
1.5 0.0929 0.0665 0.185 0.890 0.434 0.869
2.0 0.0726 0.0563 0.275 0.867 0.314 0.670
2.5 0.0624 0.0461 0.233 0.652 0.424 0.694
Table 5.1.: Empirical RMSE of the quantile estimators q±τ from 1000 Monte Carlo sim-
ulations of the CGMY model.
5.3.3. Simulations and real data
We will illustrate the quantile estimation method in simulations from the CMGY model
introduced by Carr et al. (2002). It is a generalization of the variance gamma model
which we have studied in Chapter 2. The driving Lévy process of the asset is tempered
stable and may have a diffusion component. For parameters C > 0,M,G > 0 and Y < 2
the Lévy measure in the CMGY model is given by the Lebesgue density
νcgmy(x) =

C|x|−1−Y e−G|x|, x < 0,
Cx−1−Y e−Mx, x > 0.
With a fifth parameter σ > 0 the characteristic triplet of the underlying Lévy process
is (σ2, γ, νcgmy) where the drift is determined by the martingale condition. For the
simulations we set C = 1, G = 5,M = 8, Y = 0.5 and σ = 0.1 in view of the empirical
results by Carr et al. (2002). The riskless interest rate is chosen as r = 0.06. As in
Section 2.3 the design points x1, . . . , xn are constructed as j/(n + 1)-quantiles of a
N (0, 1/2) distribution. We simulate n = 100 option prices with time to maturity T =
0.25 that are three months. The local noise levels δj are chosen as 1% of the observed
prices O(xj). The same 1% is assumed as a rule of thumb for the real data, where the
noise level is unknown (cf. Cont and Tankov, 2004a, p. 439).
In order to apply the estimation procedure, we have to choose some parameters.
The truncation value is set to η = 0.02. To construct the bandwidth set Bn, we take
L = 1.1. To compute Σ±n,h, we need the noise function ϱ from (5.15). The density f of the
distribution of the strikes is necessary, but in general not known to the practitioner. It
can be estimated from the observation points (xj)j=1,...,n using some standard density
estimation method. As in Söhl and Trabs (2014) we will apply a triangular kernel
estimator, where the bandwidth is chosen by Silverman’s rule of thumb.
To assess the performance of the estimation procedure, we compare the Lepski choice
of the bandwidth to the oracle bandwidth, meaning that h is chosen such that the
empirical root mean squared error (RMSE) is minimized. Our simulation results are
summarized in Tabel 5.1 for τ ∈ {0.5, 1.0, 1.5, 2.0, 2.5}. Although the RMSE of the Lep-
ski method is significantly larger than the oracle choice, the method achieves reasonable
estimation errors. Note that the sample sizes are relatively small, cf. Table 2.1. We see
that for smaller τ the estimation errors are larger. This is because small values of τ
correspond to rare large jumps such that the jump density is small. Consequently, the
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Figure 5.1.: Estimated generalized quantiles of negative jumps (left) and positive jumps
(right) based on option prices from May 29, 2008, with four maturities T .
estimation error (5.8) is large. Since the stochastic estimation error has to be estimated
by V ±n from (5.18), this effect is more severe for the Lepski method.
Let us finally apply the estimation method to prices of DAX options from May 29,
2008. This data set1 has already been studied in Chapter 2. Figure 5.1 shows the
estimated quantiles q±τ for four different maturities between two and seven months
and for τ ∈ {0.2, 0.4, . . . , 4}. Due to this finer grid, the threshold value is set to η =
0.01. Although not ensured by the algorithm, the estimators are monotone in τ . As in
the calibrated finite activity model and the self-decomposable model from Chapter 2,
negative jumps have a higher activity. Roughly, the intensity of small jumps is larger
for short maturities while the tails are more heavy for longer maturities.
5.4. Proofs
5.4.1. Error analysis for Section 5.2




All estimators are constructed based on the estimator ψ′′n(u) = ∆−1(log(ϕ∆,n(u))′′ of
ψ′′ from (5.1). In particular, νh, Nh and qτ,h only depend on the observations via ψ′′n. As
Nickl et al. (2013, Lem. 10) we first note that the drift has no effect on the estimators.
Lemma 5.15. Let Xk := Yk − ∆γ for k = 1, . . . , n. Then Xk are distributed according
to an infinitely divisible distribution with characteristic triplet (σ2, 0, ν). Denoting the
1provided by the SFB 649 “Economic Risk”
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estimator ψ′′n based on (Xk) and (Yk) by ψ′′X,n and ψ′′Y,n, respectively, it holds ψ′′X,n =ψ′′X,n for all u ∈ R .
Proof. The drift causes a factor ei∆γu in the empirical characteristic function ϕ∆,n,Y
such that ψ′′n,Y (u) = ∆−1(log(ϕ∆,n,X(u)) + i∆γu)′′ = ψ′′n,X(u).
Using
(ϕ−1∆ )








the estimation error ψ′′ − ψ′′n = −∆−1 log(ϕ∆,n/ϕ∆)′′ can be linearized similarly to
Proposition 21 in Nickl et al. (2013).
Lemma 5.16. Let

x4+δν(dx) < ∞ for some δ > 0. For h,∆ ∈ (0, 1) satisfying
n−1/2(log h−1)(1+δ)/2∥ϕ−1∆ ∥L∞(Ih) → 0 as n → ∞, it holds
sup
|u|6h−1














Proof. Setting F (y) = log(1 + y) and η = (ϕ∆,n − ϕ∆)/ϕ∆, we use (F ◦ η)′′(u) =
F ′(η(u))η′′(u) + F ′′(η(u))η′(u)2 to obtain





On the event Ωn := {sup|u|61/h |(ϕ∆,n − ϕ∆)(u)/ϕ∆(u)| 6 1/2} we thus obtain
sup
|u|6h−1




To estimate ∥η(k)∥L∞(Ih), k = 0, 1, 2, we use (5.19) and |ψ
′′(u)| . 1 to obtain
sup
u∈Ih
(ϕ−1∆ )′(u) . ∆∥ψ′L∞(Ih)∥ϕ−1∆ ∥L∞(Ih),
sup
u∈Ih
(ϕ−1∆ )′′(u) . (∆2∥ψ′2L∞(Ih) + ∆)∥ϕ−1∆ ∥L∞(Ih).
Applying Theorem 1 by Kappus and Reiß (2010) and the moment assumption on ν, we
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The bound (5.21) and n−1/2(log h−1)(1+δ)/2∥ϕ−1∆ ∥L∞(Ih) → 0, yield P (Ωn) → 1 which
implies the assertion.
Convergence rates for distribution function estimation
Because it is a bit more difficult to derive the convergence rates for the distribution
function estimator, we study this problem first. The corresponding results for νn can
the be proved analogously.
We decompose the estimation error of the distribution function estimator Nh into





ψ′′(u) − ψ′′n(u)F K(hu)(x)dx+ σ2  gt(x)Kh(x)dx
=:Bn(t) + Sn(t) + Vn(t), (5.22)
where Bn is the deterministic error term, Sn is the stochastic error term and Vn is the
error due to the unknown volatility σ2. The error term Vn is negligible:
Lemma 5.17. Grant Assumption (5.6) on the kernel with order p > s + 1. Then






For the bias we apply the following:
Proposition 5.18. Suppose ∥x2ν∥L1 < ∞ and let U ⊆ R be an open set. If ν admits
a Lebesgue density on U in Cs(U) for some s > 0 and if the kernel satisfies (5.6) with
order p > s+ 1, then
|Bn(t)| =
  gt(x)Kh ∗ y2ν(dy)− x2ν(dx) . (|t|−s−4 ∨ 1)hs+1, for all t ∈ U.















2ν(dx), t < 0, integration by parts yields









(x+ t)3N(x+ t+ y)dx
= t−2N(t+ y) + 2






From this representation we see for some sufficiently small δ ∈ (0, |t|) that gt(−•) ∗
(x2ν) ∈ Cs+1((−δ/2, δ/2)) owing to N(t + •) ∈ Cs+1((−δ, δ)) and (• + t)−31l(−∞,0] ∈
Cs+1((−δ/2, δ/2)c). The corresponding Hölder norm of the latter is of order t−s−4.
With a standard Taylor expansion argument and applying the order of the kernel, the
approximation error is of the order (|t|−s−4 ∨ 1)hs+1 by (5.23).





ϕ−1∆ (ϕ∆,n − ϕ∆)
′′](x)dx. (5.24)












ϕ−1∆ (ϕ∆,n − ϕ∆)



















(ϕ∆,n − ϕ∆)](x)dx. (5.25)
In the following, we will refer to M∆,n as the main stochastic error term.
Proposition 5.19. Let U ⊆ R be an open set, t ∈ U and α, β, s, r, R > 0,m > 4. Let

































. η−2(n∆)−1/2 log(h−1)er∆h−β .
Remark 5.20. Note that
∥(1 + |u|)∆α−1∥L2(Ih) .

h−∆α+1/2 for ∆α > 1/2,
(log h−1)1/2 for ∆α = 1/2,
1 for ∆α ∈ (0, 1/2).
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Proof. Due to ∥gt∥L1 = |t|−1, ∥gt∥BV 6 2t−2, we obtain | F gt(u)| . (t−1 ∨ t−2)(1 +
|u|)−1, u ∈ R. Using Plancherel’s identity, we estimate for |t| > η
|L∆,n −M∆,n|(t) 6π−1
  F gt(−u)m∆,h(u)ψ′(u)(ϕ∆,n − ϕ∆)′(u)du
+ 12π



















2(u)] . n−1∆(l∧1), for l = 0, 1, 2. (5.26)






















(1 + |u|)−1m∆,h(u)ψ′(u)L1 + (1 + |u|)−1m∆,h(u)ψ′′(u)L1
+ ∆
(1 + |u|)−1m∆,h(u)ψ′(u)2L1. (5.27)
To deal with (σ2, γ, ν) ∈ Ds(α,m,U,R), we note that the assumptions ∥x4ν∥L1 < ∞
and ∥xν∥∞ < ∞ imply xν, x2ν ∈ L1(R) ∩L2(R). Moreover, σ2 = 0 and by Lemma 5.15
we can assume γ0 = γ−
 1
−1 xdν = 0, cf. (2.3). Hence, iψ′ = − F [xν] and ψ′′ = − F [x2ν].















∆1/2∥xν∥L2 + ∥x2ν∥L2 + ∆∥xν∥L2∥xν∥L1
(1 + |u|)∆α−1∥L2(Ih), (5.28)
which yields the assertion for Ds(α,m,U,R).
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Now we consider the case (σ2, γ, ν) ∈ Es(β,m,U, r,R). The exponential decay of ϕ∆,
the properties of K, |ψ′(u)| . 1 + |u| and |ψ′′(u)| . 1 yield
∆1/2









,(1 + |u|)−1m∆,h(u)ψ′′(u)∥L1 .(1 + u)−1m∆,h(u)L1 . log(h−1) exp r∆h−β,
∆
(1 + |u|)−1m∆,h(u)ψ′(u)2L1 .∆(1 + u)m∆,h(u)L1 . ∆h−2 exp r∆h−β.
We conclude the claimed estimate for |L∆,n − M∆,n| in Es(β,m,U, r,R) by plugging









(1 + |u|)−1m∆,h(u)(ϕ′′∆,n − ϕ′′∆)(u)du

= η−2(n∆)−1/2∥(1 + |u|)−1m∆,h(u)∥L1





For the main stochastic error term in the mildly ill-posed case we will need the
following concentration result:
Proposition 5.21. Let U ⊆ R be an open set, t ∈ U and α, s,R > 0,m > 4 and
let the kernel satisfy (5.6) with p > 1. Then there is some c > 0 such that for any














1 + κ0(η−1 ∨ 1)(hn∆)−1/2

.























To estimate Var(ξk) 6 E[ξ2k], we use gt ∈ BV (R) to decompose gt = gst + gct into a
singular component and a continuous component satisfying for r > ∆α
max

F gst (u),F [xgst ](u),F [x2gst ](u)

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=: 2(n∆)2 (Es + Ec). (5.29)





∥∞ . ∥gct ∗Kh∥Cr 6 ∥K∥L1∥gct∥Cr
for any r > ∆α. Consequently, (n∆)−2Es . (n∆)−2 E[Y 41 ] . n−2∆−1 because Y1 has
fourth moments due to ∥x4ν∥L1 < ∞.
It remains to bound Es from (5.29). Using again γ0 = 0 by Lemma 5.15, we infer
from F [ixP∆] = ϕ′∆ = ∆ψ′ϕ = ∆ F [ixν]ϕ∆ that
xP∆ = ∆(xν) ∗ P∆ (5.30)
and thus xP∆ has a bounded density satisfying ∥xP∆∥∞ 6 ∆∥xν∥∞. Together with the













 F−1 (F gst (−•)m∆,h)′′(−y) F−1 (F gst (−•)m∆,h)′(−y)dy
6∆∥xν∥∞
(F gst (−•)m∆,h)′′L2 (F gst (−•)m∆,h)′L2 . (5.31)




− ∆ψ′(u)m∆,h(u) = ih
F [xK](hu)
ϕ∆(u)












To bound the L2-norms in (5.31), we use the properties of K, the decay assumption on
ϕ∆ and ψ′, ψ′′ ∈ L∞(R) to obtain
∥(F gst (−•)m∆,h)′∥L2 6∥ F [xgst ](−•)m∆,h∥L2 + ∥ F [gst ](−•)m′∆,h∥L2
.(t−2 ∨ 1)(1 + h+ ∆)∥(1 + |u|)∆α−1∥L2(Ih),
∥(F gst (−•)m∆,h)′′∥L2 6∥ F [x2gst ](−•)m∆,h∥L2
+ 2∥ F [xgst ](−•)m′∆,h∥L2 + ∥ F gst (−•)m′′∆,h∥L2
.(t−2 ∨ 1)(1 + h+ ∆ + h2 + ∆h)∥(1 + |u|)∆α−1∥L2(Ih). (5.34)
Therefore, (∆n)−2Es . (t−2 ∨ 1)n−2∆−1∥(1 + |u|)∆α−1∥2L2(Ih) which implies
Var(ξk(t)) .
t−2 ∨ 1




Using (5.32), (5.33), xν ∈ L2(R), | F gt(u)| . (t−2 ∨ 1)(1 + |u|)−1 and ∥xgt∥L2 . |t|−1





+ 2∥ F [xgt](−•)m′∆,h∥L1 + ∥ F gt(−•)m′′∆,h∥L1

.(n∆)−1
F−1 F [x2gt](−•)m∆,h∞ + ∥xgt∥L2∥m′∆,h∥L2









+ ∥xgt∥L2(h∥(1 + |u|)∆α∥L2(Ih) + ∆h
−∆α∥xν∥L2)
+ (t−2 ∨ 1)(∆ + h2 + ∆h)∥(1 + |u|)∆α−1∥L1(Ih)






+ (n∆)−1(t−2 ∨ 1)h−1/2∥(1 + |u|)∆α−1∥L2(Ih).
The term corresponding to the singular part gst in the above display can be estimated
by
(n∆)−1
F [x2gst ](−•)m∆,hL1 . (n∆)−1∥(1 + |u|) F [x2gst ](u)∥∞∥(1 + |u|)∆α−1∥L1(Ih)
. (n∆)−1(t−2 ∨ 1)h−1/2∥(1 + |u|)∆α−1∥L2(Ih).





∥∞ . ∥x2gct∥Cr for any r > ∆α. Therefore,
|ξk(t)| 6(n∆)−1
F−1[(F gt(−•)m∆,h)′′]∞
.(n∆)−1(t−2 ∨ 1)h−1/2∥(1 + |u|)∆α−1∥L2(Ih). (5.36)
Using (5.35) and (5.36), Bernstein’s inequality yields for some constant c > 0 the
claimed concentration result.
Combining the previous results, we obtain minimax convergence rates for estimating
the (generalized) distribution function of the jump measure.
Proof of Proposition 5.7. In the following, t is fixed and thus omitted in the constants.
Using the error decomposition (5.22), Lemma 5.17, Proposition 5.18, we obtain
| Nh(t) −N(t)| 6|Bn(t)| + |Sn(t)| + |Vn(t)|
.hs+1 + |Sn(t)|.
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Using | F gt(u)| . (1+|u|)−1, Plancherel’s identity and Lemma 5.16 yield for the stochas-
tic error from (5.22) and the linearized stochastic error term L∆,n defined in (5.24)Sn(t) − L∆,n(t)
=
 gt(x) F−1 F K(hu) ψ′′n(u) − ψ′′(u) − ∆−1ϕ−1∆ (ϕ∆,n − ϕ∆)′′(u)(x)dx
. sup
|u|6h−1
 ψ′′n(u) − ψ′′(u) − ∆−1ϕ−1∆ (ϕ∆,n − ϕ∆)′′(u)  (1 + |u|)−1| F K(hu)|du
6 sup
|u|6h−1

















provided that n−1/2(log h−1)(1+δ)/2∥ϕ−1∆ ∥L∞(Ih) → 0. The latter condition is satisfied
for the choices h = hn,∆ in both cases.
Let (σ2, γ, ν) ∈ Ds(α,m,U,R). We conclude from (5.37), where ψ′ is uniformly
bounded and ϕ∆ decays polynomially, and Propositions 5.19 and 5.21 for ∆α > 1/2










(n∆)−1/2h−∆α+1/2(1 + n−1/2 log(h−1)2+δh−∆α−1/2)

.







For ∆α 6 1/2 the rate rn,∆ follows similarly.









log(h−1) + ∆h−1 + ∆3/2h−2





Therefore, plugging in h = hn,∆ = ( δ2r
log(n∆)
∆ )











Uniform loss for density estimation




















































We will need the following concentration result for the main stochastic error term of











iuYk − E[Y 2k eiuYk ]

(t), (5.40)
where we recall m∆,h = F K(h•)/ϕ∆. We will prove it analogously to Proposition 5.21.
Lemma 5.22. Let α,R > 0,m > 4, U ⊆ R and t ̸= 0 and let the kernel satisfy (5.6)
for p > 1. If (σ2, γ, ν) ∈ Ds(α,m,U,R), then there is some constant c > 0, depending










(1 + t3)(1 + κ0(n∆h)−1/2)

.
















Var(ξk) can be estimated similarly to (5.31). We obtain by (5.30), the Cauchy–Schwarz
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(1 + t3)h−2∆α−1 + κ(1 + t2)h−∆α−1

.










(1 + t3)(1 + κ0(n∆h)−1/2)

.
Proposition 5.6 is an immediate consequence of the following result.
Proposition 5.23. Let α, β, s, r, R > 0,m > 4 and let the kernel satisfy (5.6) with
order p > s and let U ⊆ R be a bounded, open set which is bounded away from zero.
Then we have
(i) uniformly in (σ2, γ, ν) ∈ Ds(α,m,U,R), if log(n∆)/(n∆h) → 0 ,
sup
t∈U






(ii) uniformly in (σ2, γ, ν) ∈ Es(β,m,U, r,R)
sup
t∈U
|νh(t) − ν(t)| = OP,Eshs + (n∆)−1/2(h−1 + ∆h−2 + ∆3/2h−3)er∆h−β.
Proof. We start with the error decomposition (5.38). By standard approximation argu-
ments the deterministic error satisfies supt∈U |Bν(t)| . hs if ν ∈ Cs(U) for an open set
U , s > 0 and if the kernel satisfies (5.6) with order p > s. Moreover, the assumptions
supp F K ⊆ [−1, 1] and xp+1K(x) ∈ L1(R) imply ∥xp+1K(x)∥∞ < ∞ which yields
|σ2Kh(t)| 6 σ2h−1 sup
|x|>|t|/h
|K(x)| . σ2|t|−s−1hs.
Since U is bounded away from zero, the previous display gives a uniform bound on U .
Using the main stochastic error term Mν∆,n from (5.40), the linearized stochastic error
term can be decomposed similarly to (5.25) into










(ϕ∆,n − ϕ∆)](t). (5.41)
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To derive the appropriate bounds for R∆,n and Lν∆,n, we will distinguish again between
the mildly and the severely ill-posed case.
We start with the severely ill-posed case (σ2, γ, ν) ∈ Es(β,m,U, r,R). Using Fubini’s






























∆−1 E[(ϕ′′∆,n(u) − ϕ′′∆(u))2]1/2 + E[(ϕ′∆,n(u) − ϕ′∆(u))2]1/2(1 + |u|)







1 + ∆(1 + |u|) + ∆1/2 + ∆3/2(1 + |u|)2

exp(r∆|u|β)du
. (n∆)−1/2(h−1 + ∆h−2 + ∆3/2h−3) exp(r∆h−β).
The remainder (5.39) is of smaller order
|R∆,n| = OP






Now let us consider (σ2, γ, ν) ∈ Ds(α,m,U,R), where we have
|R∆,n| = OP

(∆ + ∆3/2 + 1)n−1∆−1/2 log(h−1)1+δh−2∆α−1

.
To bound supt∈U |Lν∆,n(t)|, we note for the second and the third term in (5.41) that





































It remains to estimate the main stochastic term Mν∆,n. Since U is bounded, we find a
finite number of points t1, . . . , tLn ∈ U such that supt∈U minl=1,...,Ln |t − tl| 6 (n∆)−2
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Together with Markov’s inequality and Lemma 5.22, defining T := supt∈U |t| this yields



















































0(1 + T 3)−1) log(n∆)

+ o(1),
which converges to zero as n∆ → ∞ if κ0 is chosen sufficiently large.
Proof of Theorem 5.9
We prove consistency analogously to Lemma 4.16.
Lemma 5.24. Let α, β, s, ζ, r, R > 0,m > 4, s′ ∈ (−1, 0] and let ηn ↓ 0 with η−1n .
logn. Suppose the kernel satisfies (5.6) with order p > 1. Then we have




|q±τ,h − q±τ | > δ → 0 for all δ > 0,





|q±τ,h − q±τ | > δ → 0 for all δ > 0.
Proof. We adopt the general strategy of the proof of Theorem 5.7 by van der Vaart
(1998) in the classical M-estimation setting. Without loss of generality, we only considerq+τ,h.
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Step 1: By the Hölder regularity we have ν(t) > ν(q+τ ) − |ν(q+τ ) − ν(t)| > 1R −R|q
+
τ −
t|1∧α > 12R for |q
+
τ − t| 6 (2R2)−(1∨α
−1). Without loss of generality we can assume
δ 6 δ0 := (2R2)−(1∨α
−1) ∧ (ηn/2) ∧ ζ, otherwise consider δ ∧ δ0. Using N(q+τ ) = τ and
monotonicity of N , we obtain the uniqueness condition
inf
t>ηn:|t−q+τ |>δ
|N(t) − τ | > δ inf
t>ηn:|t−q+τ |6δ
ν(t) > δ2R.
Step 2: Since q+τ,h minimizes | Nh − τ | on the interval (ηn,∞) and N(q+τ ) = τ with
qτ ∈ (ηn,∞), Proposition 5.7 and the assumptions on h imply for any δ > 0
P

| Nh(q+τ,h) − τ | > δ 6 P | Nh(q+τ ) −N(q+τ )| > δ → 0.
We could even find an event A such that P (A) → 0 and Nh(qτ ) − τ = 0 on A exactly
as for (4.38) in the deconvolution setting.
Step 3: We infer from Steps 1 and 2
P

|q+τ,h − q+τ | > δ 6 P |N(q+τ,h) − τ | > δ/(2R)
= P






|N(t) − Nh(t)| > δ/(3R)+ o(1). (5.42)
Hence, it remains to show uniform consistency of Nh(t). Applying the error decomposi-
tion (5.22) |N(t) − Nh(t)| 6 |Bn(t)| + |Sn(t)| + |Vn(t)| and the estimates in Lemma 5.17
and Proposition 5.18 we obtain
sup
t∈(ηn,∞)
|Vn(t)| .η−4n h, sup
t∈(ηn,∞)
|Bn(t)| . η−4n h1+s
′
.
According to Lemma 5.16 and Proposition 5.19, the stochastic error term can be decom-
posed into Sn(t) = M∆,n(t)+(L∆,n−M∆,n)(t)+Rn(t), where sup|t|>ηn |L∆,n−M∆,n|(t)+
|Rn|(t) is of the order claimed in Proposition 5.19. For (σ2, γ, ν) ∈ Es(β,m,U, r,R) the
main stochastic error term is uniformly bounded as well. For the case (σ2, γ, ν) ∈
Ds(α,m,U,R) it remains to apply Proposition 5.21 on an appropriate grid. For κ ∈
(0, 1) we define a grid vl = −κ−1+lκ with l = 0, . . . , L := 2⌊κ−2⌋. Set tl := sign(vl)(|vl|∨
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∥gt − gtl∥L1∥(1 + |u|)
∆α∥L1(Ih)
.(n∆)−1/2η−2n κh−∆α−1.
Choosing κ = η2n(n∆)−1/2, Markov’s inequality and Proposition 5.21 yield for ∆n suf-



























− cδ2η3nn∆∥(1 + |u|)∆α−1∥−2L2(Ih)

+ (n∆)−1/2η−2n κh−∆α−1
62η−4n n∆ exp(−cδ2η3nn∆h2∆α) + (n∆)−1h−∆α−1 → 0,
owing to n∆h2∆α+1 → ∞.
Proof of Theorem 5.9. Proposition 5.7 shows that the numerator in the error represen-
tation (5.8) is of the claimed order. Moreover, it holds for any δ > 0
P (|νh(ξ±) − ν(q±τ )| > δ) 6 P (sup
|t|<ζ
|νh(q±τ + t) − ν(q±τ )| > δ) + P (|q±τ,h − q±τ | > ζ),
where the first term converges to zero by Proposition 5.23 and the second one tends to
zero by Lemma 5.24. Therefore, the denominator in (5.8) can be written as
νh(ξ±) = ν(q±τ ) + oP (1).
5.4.2. Proofs for Section 5.3
To prove Lemma 5.11, we apply some entropy arguments. To fix the notation, we define
for any (pseudo-)metric d on R the covering number N(r,A, d) as the smallest number
of balls with radius r > 0 which is necessary to cover a subset A ⊆ R. For v > 0 the






which is finite for any v if N(r,A, d) grows polynomially in r−1.
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Proof of Lemma 5.11. Itô’s isometry yields
Var(Φn(u)) = E[|Φn(u)|2] = n−1u2(u2 + 1)E
  eiux−xρ(x)dW (x)2
= n−1u2(u2 + 1)∥e−xρ(x)∥2L2 (5.43)
and similarly for Φ(1)n and Φ(2)n as defined in (5.16). From Itô’s isometry and dominated
convergence we conclude that Φ(k)n , k = 1, 2, are the first and second order L2(P )-
derivatives of Φn. The intrinsic covariance metric of the Gaussian process
eiux−xxkρ(x)dW (x) : u ∈ R

is given by
d(k)(u, v) := E
  (eiux − eivx)xke−xρ(x)dW (x)21/2.
Using

|x|me−2xρ2(x)dx < ∞, the entropy integrals J(∞, [−U,U ], d(k)) can be bounded
exactly as in the proof of Proposition 1 by Söhl (2014) and are of order
√
logU.





Since the proof strategy is the same for the observation schemes in Sections 5.2 and 5.3,
we will concentrate on the differences. The estimation error can be decomposed intoNt(t) − N(t) = Bn(t) + Sn(t) + Vn(t) where Bn(t) and Vn(t) are given in (5.22) and
only the stochastic error
Sn(t) =  gt(x) F−1 ψ′′(u) − ψ′′n(u)F K(hu)(x)dx
has a different probabilistic structure. We can apply Lemma 5.17 and Proposition 5.18
to estimate Bn(t) and Vn(t). For the sake of brevity, we will frequently write
(ϕ−1T ( ϕT,n − ϕT ))′′ = ϕ−1T Φ(2)n + 2(ϕ−1T )′Φ(1)n + (ϕ−1T )′′Φn.
This equality is justified in L2(P )-sense, but should merely be understood as notational
convention. Linearizing the stochastic error term, we define analogously to (5.25)
LT,n(t) := − 1
T

gt(x)F−1[F K(h•)(ϕ−1T ( ϕT,n − ϕT ))′′](x)dx.
Since the Φ(k)n are almost surely bounded and F K has compact support, LT,n is almost





| ϕT,n(u)| > n−1/2h−2(log h−1). (5.44)
The order of the remainder in the next lemma corresponds exactly to Lemma 5.16
taking the bound from Lemma 5.11 into account.
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Lemma 5.25. If

|x|me−2xρ2(x)dx < ∞ for some m > 4, then for any sequence
h = hn satisfying n−1/2h−2(log h−1)∥ϕ−1T ∥L∞(Ih) → 0 as n → ∞ it holds P (Ωn,h) → 1
and uniformly for all Lévy triplets (σ2, γ, ν)
sup
u∈Ih











Proof. P (Ωn,h) → 1 can be verified exactly as in Lemma 4.13. To bound ϕ−1T,n−ϕ−1T , we
apply the argument by Neumann (1997), cf. also (4.23), and Lemma 5.11. We obtain
on Ωn,h
















A straight forward computation shows on Ωn,h
T




















































n + 2(ϕ−1T )
′Φ(1)n + (ϕ−1T )
′′Φn +Rn (5.46)
where Rn is the sum of all second order terms. Using (5.45), formulas (5.19) as well as
Lemma 5.11, we obtain the claimed order of Rn.
Let us study the linearized stochastic error term. To apply the Lepski method later
we need a sharp bound on the variance of LT,n. For the asymptotic analysis we need
the order of magnitude. With the auxiliary functions, u ∈ R,
χ
(0)
t (u) := F gt(−u) F K(hu)

u(u− i)(ϕ−1T )
′′(u) + 2(2u− i)(ϕ−1T )





t (u) := F gt(−u) F K(hu)

2u(iu+ 1)(ϕ−1T )



















(1 + |x|)4e−2xρ2(x)dx < ∞, then LT,h(t) is centered normal. Sup-
posing additionally ∥(1 ∨ x2)e−xρ∥∞ . 1, it holds
E[|LT,n(t)|2]1/2 6 Σn,h(t) . n−1/2(t−1 ∨ t−2)(1 + |u|)|ϕT (u)|−1(1 + ψ′(u)2)L2(Ih).
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Proof. Since the Φ(k)n are almost surely bounded, we can apply Plancherel’s identity
which yields
E[|LT,n(t)|2] = 1(2πT )2 E
  F gt(−u) F K(hu)ϕ−1T (u)Φ(2)n (u)du
+ 2





F gt(−u) F K(hu)(ϕ−1T )
′′(u)Φn(u)du
2.
By continuity and boundedness of Φ(k)n , k = 0, 1, 2, the integral in u can be approximated
with Riemann sums. We conclude first that LT,h(t) is normally distributed, cf. Section
6.2 in Söhl (2014), and second that we can exchange the deterministic integral and
the stochastic integral due to the construction of the Wiener integral as L2(P )-limit.





  x2 F−1 χ(2)t (−x) + xF−1χ(1)t (−x) + F−1 χ(0)t (−x)e−xρ(x)dW (x)21/2
= 1
n1/2T





∥x2e−xρ(x)∥∞∥χ(2)t ∥L2 + ∥xe−xρ(x)∥∞∥χ
(1)





The formulas (5.19) and | F gt(u)| . (t−1 ∨ t−2)(1 + |u|)−1 yield the claimed asymptotic
bound.
Now, we can conclude convergence rates for the distribution function estimator Nh.
Proposition 5.27. Suppose ∥(1 ∨ x2)e−xρ∥∞ . 1 and

(1 + |x|)me−2xρ2(x)dx < ∞
for some m > 4. Let U ⊆ R be an open set and α, β, s, r, R > 0. Let the kernel satisfy
(5.6) with order p > s+ 1.
(i) If (σ2, γ, ν) ∈ Ds(α, 2, U,R), then | Nh(t) − N(t)| = OP n−(s+1)/(2s+2∆α+5) for
h = hn = n−1/(2s+2∆α+5).
(ii) If (σ2, γ, ν) ∈ Es(β, 2, U, r, R), then | Nh(t) −N(t)| = OP (logn)−(s+1)/β for h =
hn = ( 12r logn)
−1/β.
Proof. As in the proof of Proposition 5.7 we have
| Nh(t) −N(t)| 6|Bn(t)| + | Sn(t)| + |Vn(t)| . hs+1 + | Sn(t)|. (5.48)
Lemmas 5.25 and 5.26 yield for the stochastic error term








(1 + |u|)ϕT (u)|−1L2(Ih) + n−1/2h−4(log h−1)∥ϕ−1∆ ∥2L∞(Ih).
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In situation (i) we use Proposition 5.1 to see that xν is integrable and thus





h−∆α−3/2 + n−1/2(log h−1)h−2∆α−4

. (5.49)
Therefore, the optimal bandwidth hn = n−1/(2s+2∆α+5) yields the claimed rate.





| Nh −N |(t) =OPhs+1 + n−1/2h−2∥(|u| + 1)er|u|β ∥L2(Ih) + n−1/2h−6(log h−1)erh−β
=OP

hs+1 + n−1/2h−7/2(1 + n−1/2h−5/2(log h−1))erh−β

, (5.50)
leading to the rate optimal choice hn = ( 12r logn)
−1/β.
Proposition 5.12 on the density estimator νh is an immediate consequence from the
following proposition.
Proposition 5.28. Suppose ∥(1 ∨ x2)e−xρ∥∞ . 1 and

(1 + |x|)me−2xρ2(x)dx < ∞
for some m > 4. Let the kernel satisfy (5.6) with order p > s, let U ⊆ R be a bounded,
open set which is bounded away from zero and let α, β, r, R > 0. Then we have
(i) for any h ↓ 0 satisfying n−1/2h−∆α−5/2−δ → 0 for some δ > 0 we have uniformly
in (σ2, γ, ν) ∈ Ds(α, 2, U,R)
sup
t∈U
|νh(t) − ν(t)| = OP,Dshs + n−1/2(logn)1/2h−∆α−5/2,
(ii) for any h ↓ 0 satisfying n−1/2e(r+δ)h−β → 0 for some δ > 0 we have uniformly in
(σ2, γ, ν) ∈ Es(β, 2, U, r, R)
sup
t∈U
|νh(t) − ν(t)| = OP,Eshs + n−1/2(logn)1/2h−9/2erh−β.
Proof. As in the proof of Proposition 5.23 we deduce from Lemma 5.25 that
sup
t∈U












with linearized stochastic error term
















|t2 LT,n,ν(t)| 6 T−1 E  sup
t∈U





|F−1[mT,h(ψ′′ − T (ψ′)2)Φn](t)|

=: E1 + E2 + E3.
Since all three terms can be estimated analogously, we limit ourselves on E3 which has
the largest variance. We estimate uniformly in t ∈ U with use of Plancherel’s identity,
Fubini’s theorem and Itô’s isometry
Var

F−1[mT,h(ψ′′ − T (ψ′)2)Φn](t)

= 12π E
  e−itumT,h(u)(ψ′′(u) − Tψ′(u)2)Φn(u)du2
=n−1 E
  F−1[mT,h(u)(ψ′′(u) − Tψ′(u)2)u(u− i)e−itu](−x)ρ(x)dW (x)2
=n−1
 F−1[mT,h(u)(ψ′′(u) − Tψ′(u)2)u(u− i)e−itu](−x)ρ(x)2dx
.n−1

(u2 + u4)|mT,h(u)|2(1 + |ψ′(u)|2)2du =: v(n, h). (5.51)
Analogously, we can estimate the distance in the intrinsic norm for any δ ∈ (0, 1/2)
d(s, t)2 :=E
F−1[mT,h(ψ′′ − T (ψ′)2)Φn](t) − F−1[mT,h(ψ′′ − T (ψ′)2)Φn](s)2
=n−1

(1 + u4)|mT,h(u)|2(1 + |ψ′(u)|2)2|e−itu − e−isu|2du
.|t− s|2δn−1

(1 + u4+2δ)|mT,h(u)|2(1 + |ψ′(u)|2)2du
=:|t− s|2δcδ(n, h)
and thus the covering number is of the order N(r, U, d) . (cδ(n, h)/r)1/(2δ). Conse-
quently, the entropy integral can be bounded by
J(









log cδ(n, h) + log v(n, h)−1
1/2
. (5.52)









log cδ(n, h) + log v(n, h)−1
1/2
.
Now we can plug in the different assumptions on the decay of ϕT (and in particular
log cδ(n, h) is smaller than 0 for δ sufficiently small).
To finally prove Theorem 5.13, we can argue as for Theorem 5.9. The only ingredient
which remains be shown is uniform convergence sup|t|>η | Nh(t) −N(t)| = oP (1) for the
rate optimal bandwidth h = hn. Since the remainder | Sn(t) − Ln(t)| can be bounded
uniformly in t using Lemma 5.25, it suffices to show:
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Lemma 5.29. If ∥(1 ∨ x2)e−xρ∥∞ . 1 and

(1 + |x|)me−2xρ2(x)dx < ∞ for some
m > 4, then it holds uniformly for all (σ2, γ, ν)
E[sup
|t|>η
|LT,n(t)|] . η−2n−1/2(logn)1/2  |mT,h(u)|21 + |ψ′(u)|2(1 + u4)du1/2.
Proof. Let us estimate the covering number of R \(−η, η) with respect to the intrinsic
metric of the process LT,n(t). Similarly to Proposition 5.28 we infer
d(s, t) : = E[|LT,n(t) − LT,n(s)|2]1/2
. n−1/2
 














=: ∥gt − gs∥L1c(n, h).
As in Lemma 5.24, we see that the covering numbers are polynomial:
N

r,R \(−η, η), d

. η−4n c(n, h)−2r−2.




|LT,n(t)|] . J(Σn,h,R \(−η, η), d)
. Σn,h





The proof of Theorem 5.14 is very similar to the one of Theorem 4.12 and thus we omit
the details. Due to P (Ωn,h) → 1 for the minimal bandwidth and with Ωn,h from (5.44),
it suffices to bound all terms on the complement Ωcn,h. For the bandwidth set Bn we
can verify an analogous result as Lemma 4.11. Using (5.8), an analogue to (4.38) and
(5.48), the estimation error of qτ,h can be bounded by
|q±τ,h − q±τ | 6 |Bn,h(q±τ )| + | Sn,h(q±τ )| + |Vn,h(q±τ )||νn,h(ξ±)| 6 Dh
s+1 + | Sn,h(q±τ )|
|νn,h(ξ±)| (5.53)
with probability converging to one and with a deterministic constant D > 0. We can






ξ±∈[q±τ ∧q±τ,h,q±τ ∨q±τ,h] |νn,h(ξ
±) − ν(q±τ )| > ην(q±τ )

→ 0. (5.54)
To conclude that V ±n (h) is an appropriate upper bound for | Sn,h(t)|/|νn,h(ξ±)| in (5.53),
we have to control Sn,h(q±τ ). We again decompose it into linearization Ln,h(q±τ ) and
remainder. Since Ln,h(q±τ ) is centered and normally distributed with variance bounded
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∃h ∈ Bn : |Ln,h(q±τ )| > (1 + δ)2 log lognΣn,h(q±τ ) → 0.
For the remainder, one can show, using (5.46) pointwise, E[| Sn,h(q±τ )− Ln,t(q±τ )|1lΩn,h ] .
Σn,h(q±τ )2h−1 and thus we conclude for any δ > 0
P

∃h ∈ Bn : | Sn,h(q±τ )| > (1 + δ)2 log lognΣn,h(q±τ ) → 0,
provided that (logn)Σn,h(q±τ )h−1 → 0. Noting that the order of Σn,h(q±τ )h−1 is the
same as the order of the stochastic error of νn,h, this condition is satisfied for all h ∈ Bn
by construction. In the next step, we show that Σn,h(q±τ ) is reasonably estimated byΣ±n,h from (5.17).
Lemma 5.30. In the situation of Theorem 5.14 we have for any sequence h ↓ 0 satis-
fying inf |u|61/h |ϕT (h)| > n−1/2h−2 log h−1 that
|Σ±n,h − Σn,h(q±τ )| = OP (log h−1)−1Σn,h(q±τ ).
Proof. Without loss of generality we only consider q+τ . The triangle inequality yields





























, for k = 0, 1, 2. (5.55)








(u2 + u4)| F K(hu)|2
F gq+
τ,h
(−u) ϕ−1T,n(u) − F gq+τ (−u)ϕ−1T (u)2du
6

(u2 + u4)| F K(hu)|2|ϕT (u)|−2
F gq+
τ,h




(u2 + u4)| F K(hu)|2| F gq+
τ,h
(−u)|2
 ϕ−1T,n(u) − ϕ−1T (u)2du
=:T1 + T2.
Using (gt − gs)(x) = x21l(s,t] for 0 < s < t and | F gt(u)| ∼ (1 + |u|)−1, the first integral







(u2 + u4)| F K(hu)|2|ϕT (u)|−2du
6 η−4n |q+τ,h − q+τ |2h−2∥χ(2)q+τ ∥2L2 .
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Applying (5.49), (5.50) and (5.54), we conclude T1 = OP ((log h−1)−2∥χ(2)q+τ ∥
2
L2).





(u2 + 1)| F K(hu)|2|
 ϕ−1T,n(u) − ϕ−1T (u)2du
6η−4n

(u2 + 1)| F K(hu)|2|ϕT (u)|−4

|Φn(u)|2 + n(u2 + u4)−1|Φn(u)|4

du
Using the estimate (5.43), Φn is a centered normal random variable with variance smaller

























We conclude (5.55) for k = 2. For k = 0, 1 similar calculations apply using
( ϕ−1T,n − ϕ−1T )′ = −Φ(1)n + Tψ′Φnϕ2T,n + Tψ′(ϕ−1T − ϕ−1T,n),
( ϕ−1T,n − ϕ−1T )′′ = −Φ(2)n + Tψ′′Φn + Tψ′Φ(1)nϕ2T,n
− 2ϕ2T,n










ψ′′(ϕ−1T − ϕ−1T,n) + ψ′(ϕ−1T − ϕ−1T,n)′.
With these preparations at hand, we can proceed exactly as in the proof of Theo-
rem 4.12 to see that h± mimics the oracle bandwidth which balances the deterministic
error Dhs+1 and the stochastic error Sn,h in the numerator of (5.53). Details are omit-
ted.
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∥f (k)X ∥Lp < ∞

In particular, W 0p (R) = Lp(R). Due to the Hilbert space structure, the case p = 2 is




∥f∥2Hα :=  ⟨u⟩2α| F f(u)|2du < ∞ (A.1)
which we call Sobolev space, too. Obviously, Wm2 (R) = Hm(R). Also frequently used
are the Hölder spaces. Denoting ⟨α⟩ as the largest integer strictly smaller than α, we




∥f (k)∥L∞(I) + sup
x,y∈I:x ̸=y
|f ⟨α⟩(x) − f ⟨α⟩(y)|
|x− y|α−⟨α⟩
. (A.2)





Cs(R, R) with Cα(I,R) :=

f ∈ C0(I)
∥f∥Cα(I) < R, R > 0. (A.3)
A unifying approach which contains all function spaces defined so far, is given by
Besov spaces (Triebel, 2010, Sect. 2.3.1) which we will discuss in the sequel. Let S (R)
be the Schwartz space of all rapidly decreasing infinitely differentiable functions with
values in C and S ′(R) its dual space, that is the space of all tempered distributions.
Let 0 < ψ ∈ S (R) with suppψ ⊆ {x|1/2 6 |x| 6 2} and ψ(x) > 0 if {x|1/2 < |x| < 2}.
Then define ϕj(x) := ψ(2−jx)(
∞
k=−∞ ψ(2−kx))−1, j = 1, 2, . . . , and ϕ0(x) := 1 −∞
j=1 ϕj(x) such that the sequence {ϕj}∞j=0 is a smooth resolution of unity. In particular,
F−1[ϕj F f ] is an entire function for all f ∈ S ′(R). For s ∈ R and p, q ∈ (0,∞] the
Besov spaces are defined by
Bsp,q(R) :=

f ∈ S ′(R)
∥f∥Bsp,q :=  ∞
j=0





We omit the dependence of ∥•∥Bsp,q to ψ since any function with the above properties
defines an equivalent norm. Setting the Besov spaces in relation to the more elementary
function spaces, we first note that the Schwartz functions S (R) are dense in every
Besov space Bsp,q(R) with p, q < ∞ and Hα(R) = Bα2,2(R) as well as Cα(R) = Bα∞,∞(R),
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where the latter holds only if α is not an integer (Triebel, 2010, Thms. 2.3.3 and 2.5.7).
Frequently used are the following continuous embeddings which can be found in (Triebel,
2010, Sect. 2.5.7, Thms. 2.3.2(1), 2.7.1): For p > 1,m ∈ Z
Bmp,1(R) ⊆ Wmp (R) ⊆ Bmp,∞(R) and B0∞,1(R) ⊆ L∞(R) ⊆ B0∞,∞(R) (A.4)
and for s > 0
Bs∞,1(R) ⊆ Cs(R) ⊆ Bs∞,∞(R). (A.5)
Furthermore, for 0 < p0 6 p1 6 ∞, q > 0 and −∞ < s1 6 s0 < ∞
Bs0p0,q(R) ⊆ B
s1











Another important relation is the pointwise multiplier property of Besov spaces (Triebel,
2010, (24) on p. 143) that is
∥fg∥Bsp,q . ∥f∥Bs∞,q ∥g∥Bsp,q (A.8)
for s > 0, 1 6 p 6 ∞ and 0 < q 6 ∞.
The Besov norm of a convolution can be bounded by Lemma 7 (i) by Qui (1981).
Let 1 6 p, q, r, s 6 ∞, −∞ < α, β < ∞, 0 6 1/u = 1/p + 1/r − 1 6 1, 0 6 1/v =
1/q + 1/s 6 1. For f ∈ Bαp,q(R) and g ∈ Bβr,s(R)
∥f ∗ g∥
Bα+βu,v
. ∥f∥Bαp,q ∥g∥Bβr,s . (A.9)
The space of finite signed Borel measures on the real line will be denoted by M(R).
For any µ ∈ M(R) there are two positive finite measures µ+, µ− such that µ(A) =
µ+(A)−µ−(A) for any A ∈ B(R). Using this so-called Jordan-decomposition, the total
variation norm on M(R) is defined by
∥µ∥TV := µ+(R) + µ−(R).
If a function f : R → R is locally integrable, it defines a distribution Tf (ψ) =

ψf
on the test function space D(R) of infinitely smooth functions with bounded support.
The distributional derivative of Tf is denoted by Df := ρ. The space of functions of
bounded variation is then defined by
BV (R) := {f : R → R locally integrable, Df ∈ M(R)}
with bounded variation norm ∥f∥BV := ∥Df∥TV for f ∈ BV (R). Slightly abusing
notation by identifying f ∈ BV (R) with its equivalence class with respect to equality
almost everywhere, the relation of BV (R) to Besov spaces is given by (Giné and Nickl,
2008, Lem. 8):
BV (R) ∩ L1(R) ⊆ B11,∞(R). (A.10)
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Ich erkläre, dass ich die vorliegende Arbeit selbständig und nur unter Verwendung der
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