Introduction
Digital and analog processing of electron images began almost simultaneously in scanning and in transmission electron microscopy. In 1968, MacDonald described 'computercontrolled scanning electron microscopy' and a year later, several papers on processing SEM images appeared (White et al., 1968; MacDonald, 1969; McMillan et al., 1969; Simon, 1969; Thomson & Crewe, 1969) . It was also in 1968 that De Rosier & Klug (1968) performed the first three-dimensional reconstruction from an electron micrograph; this was essentially a 'tomographic' reconstruction though the multiple views were obtained by exploiting the symmetry of the specimen and not by recording several views. A paper by Hoppe et al. (1968) predicted that true tomographic imaging should be possible in the electron microscope.
In the following year, all the branches of image processing were explored in electron microscopy: coding for image compression; enhancement notably by linear convolutional methods, by averaging sets of images and by nonlinear morphological techniques; restoration to solve the phase problem, to reveal three-dimensional architecture and to eliminate or at least reduce the undesirable effects of the microscope transfer functions; and image analysis and pattern recognition to extract quantitative information from images. Some of these branches were investigated more thoroughly for TEM images, others for SEM images while the STEM has generated techniques peculiar to its unusual mode of image formation. Thus image enhancement and image analysis have been extensively applied to SEM images, doubtless because the latter are readily available in discrete form. The quest for the highest resolution and the need to establish the complex wavefunction emerging from the specimen have meant that restoration has a high priority in TEM.
Electron microscopy is, of course, only one of the numerous and highly diverse areas in which image processing has been developed: forensic science calls on it for fingerprint analysis and for matching bullets to guns (see Basu & Millette, 1986) ; the many medical imaging devices commonly incorporate some enhancement and analytical capability; in textile science, the wear of carpets is measured by image analysis (Xu, 1994) ; Ripepe et al. (1993) have used image analysis to study the ejecta of Stromboli; in order to match schedules to needs, Mecocci et al. (1994) have analysed the images of travellers boarding and alighting from buses. One of the richest areas of development of image processing algorithms is agriculture, for recognizing weeds (Woebbecke et al., 1995) , for threedimensional reconstruction of clods of earth (Yonekawa et al., 1994) , for tracking piglets (McFarlane & Schofield, 1995) and making pigs comfortable (Wouters et al., 1990; Geers et al., 1991) and for estimating the weight of pigs and cows from 'projected images' and by stereo-projection (Minagawa, 1994; Minagawa & Ichikawa, 1994; Schofield, 1990) . Even oysters have not been neglected (Tojeiro & Wheaton, 1991; Li & Wheaton, 1992) . Pattern recognition is also employed for analysing satellite images and military reconnaissance and it was the United States Air Force that recognized, a decade ago, the need for some mathematical structure or language capable of unifying this plethora of algorithms. Many of these unknowingly duplicated one another though the differences in vocabulary and notation -between a pig-farmer and an astronomer, say -were so wide that such duplication was rarely recognized. The USAF appealed for the creation of some common language and the result was 'image algebra'. In fact, several such algebras were proposed (Giardina, 1984 (Giardina, , 1986 Dougherty, 1989) but the version that has been explored in most detail is that associated with G. X. Ritter and first presented methodically in Ritter et al. (1990) . This algebra is a surprisingly simple mathematical structure in terms of which any image processing algorithm can be expressed, usually in only a few lines, though some of the algorithms of image analysis lend themselves less readily to algebraic representation than do those of enhancement and restoration. The first publications on this new algebra appeared in the proceedings of various SPIE conferences (Ritter & Wilson, 1987; Ritter et al., 1987a Ritter et al., ,b, c, 1989 . A very clear presentation of all this early material (Ritter et al., 1990) effectively supersedes these. Major subsequent developments were surveyed by Ritter (1991) and by Davidson (1992) and a large collection of image algebra representations of image processing algorithms is to be found in a book by Ritter & Wilson (1996) . The annoying problem of addition in a discrete system, where the result may lie outside the permitted range (of grey-level values, for example) is dealt with fully by Dougherty & Sinha (1995) .
The power of image algebra is due to two features. First, the fact that the fundamental elements of image algebra are not pixels but images. Every equation in image algebra expresses a relation between entire images and the corresponding pixel operations are relegated to a secondary position. Moreover, the notion of 'image' is very broad. Any array of values may be an image and these values may be simple grey-level values or more elaborate quantities. If an energy-loss spectrum is recorded at each pixel, for example, as in the case of spectrum-images, then the 'value' will be a vector representing the spectrum. If several values are generated by each pixel, as in the case of colour images or the signals collected by the various detectors in an SEM, then the image will be multivalued. Finally, and this is the second of the two features mentioned at the head of this paragraph, each pixel may generate an entire image and such image-valued images are so important in the image algebra that they are given a separate name: templates.
In practice, such images are generated in the STEM, where object and image are not conjugate. On the contrary, a far-field diffraction pattern is formed in the detector plane for each object element (Hawkes, 1994 (Hawkes, , 1995 . Important though this practical example is, templates are in fact of most importance as models of the window functions of the many convolutional operations of image enhancement and of the structuring elements of mathematical morphology. They offer a concrete representation of functions with two (vector) arguments in equations of the form:
or again
(Other pairs of operators are possible, max and multiplication for example, but are not so often encountered.) The symbol V in Eq. (3) denotes 'take the maximum of the quantity that follows over all values of the subscripts indicated' just as S in Eq. (2) denotes 'take the sum. . .'. The basic element of image algebra is thus the image, defined as a set of addresses x and the grey-level (or other) values at those addresses a(x). If a is an image, then
in which X is the value set to which x belongs. We thus know whether we are dealing with Cartesian or polar coordinates, for example, or labels of some kind. The statement a(x) ʦ. . .. tells us that the grey-level values are integers, or real or complex numbers, or some other type of quantity.
The type of image that is called a template (t) is characterized by the nature of t(x). We now have
as for any image, but now
in which we have written t x for t(x) to avoid having to write (t(x))(y).
The most important image-template operations for our present purposes are the linear and morphological 'convolutions':
The first of these provides an extremely compact representation of the many convolutional filters employed for image enhancement and has the additional merit that, once the template has been carefully defined, no further thought need be given to the exceptional situations that arise in the neighbourhood of edges or corners of the image being enhanced. The second expression is one of the basic operations of mathematical morphology, which is built up from the dual operations of dilation and erosion or from the hit-or-miss operation of which erosion and dilation are degenerate forms. Here, the template plays the role of the structuring element and the mapping that specifies the template corresponding to a given structuring element is well understood (Davidson, 1992 (Davidson, , 1993 .
Electron image processing

Acquisition and coding
Electron microscopists have long been aware of the need to exchange images in digital form so that, instead of just looking at the images published in the scientific journals, quantitative use can be made of them. Almost all images are highly redundant, in the sense that a large part of the information expressed in a simple array of grey-level values can be jettisoned with negligible loss of image quality. An early example published by Burge et al. (1982) is still the most dramatic example of this. Burge (1980) also contemplated the creation of an electron image database and, with the increased capacity of networks, new proposals have been made (Hewan-Lowe, 1992; Marabini et al., 1996) . Important decisions will have to be taken concerning the choice of image coding and of any image compression in these databases. Transform coding, notably Fourier transform and cosine coding and wavelet coding, offers the possibility of compression by simply suppressing highfrequency components, which are judged to represent noise. Particularly high compression can be achieved by means of vector coding, in which a single codeword is attributed to a small set of grey-level values. Here additional compression is achieved in practice by limiting the number of codewords allowed; if a combination appears in the image to which no codeword has been attributed, then the nearest codeword is used instead. Vector coding is interesting in the context of image algebra in that it is a rare example of an imagetemplate mapping (Hawkes, 1996) . Suppose for example that each codeword represents a square set of four greylevel values and that the original image consists of 2N × 2N pixels. Then the coded image will have only N × N pixels, each of which is characterized by a single codeword that is itself an image with four pixels only. The coded image is a template. This observation is of some interest for two reasons. First, there is a large body of work on template decomposition, and this could be useful to accelerate vector coding and decoding. In the other direction, there are very full studies on the implementation of vector codes and these could benefit the analysis of templates.
Enhancement
Image enhancement very frequently implies emphasizing or reinforcing features of the image that are believed to be genuine at the expense of others that are probably caused by noise. More generally, we may wish to accentuate features that are difficult for the eye to discern because their contrast is too low, or in a region of the grey-level range to which the eye is not very sensitive.
There are numerous very different ways of increasing the signal-to-noise ratio. The simplest, which is extremely effective whenever the practical conditions permit it, is superposition of several recordings of the same area. Other procedures involve convolutional or morphological operations on the image and here, image algebra is particularly interesting. The convolutional procedures all involve forming the convolution of the raw image with a much smaller image. For the simplest case in which noise is reduced by replacing each grey-level value of the image by the mean value of that value and those of the eight nearest neighbours, the small image is a 3 × 3 image, each of whose grey-level values is 1/9. The numerous other convolutional operations differ from this only in the size (and possibly shape) of the array and in the grey-level values. If we neglect the problems that arise at the edges and corners, we have a straightforward convolution.
The morphological procedures in their simplest form involve replacing each grey-level value of the raw image by the largest or the smallest value in its immediate vicinity (typically, within the 3 × 3 window mentioned above). If we ᭧ 1998 The Royal Microscopical Society, Journal of Microscopy, 190, [37] [38] [39] [40] [41] [42] [43] [44] again neglect edges and corners, we have a straightforward dilation or erosion with a plane structuring element.
Convolutional operations are linear, morphological operations are not and so, for many years, these two families were thought to have nothing in common. In image algebra, however, their family resemblance becomes obvious since all operations involving two operators, O 1 and O 2 are treated alike as 'generalized convolutions'. Thus the traditional convolution
corresponds to O 1 ¼ S and O 2 ¼ x, while dilation,
corresponds to O 1 ¼ ∨ and O 2 ¼ þ. Both have the form
It is hardly necessary to say that, thanks to the convolution theorem, convolutions are considerably simplified by introducing the Fourier transforms of the functions appearing in them. Given the family resemblance between Eqs. (9) and (10), it is natural to enquire whether there is any transform that simplifies dilations (and erosions) in a similar way, effectively by eliminating the first of the two operators. This question has been explored quite recently (Dorst & van den Boomgaard, 1993 , 1994a Maragos, 1993 Maragos, , 1994a Maragos, ,b, 1995 van den Boomgaard et al., 1996) and the appropriate transform is now known. It is referred to as the slope transform since the functions that correspond to the exponentials or circular functions of the Fourier transform are now planes. In order to understand this new transform, consider the everyday convolution, which we write in terms of continuous functions and in one dimension for simplicity:
We regard this as an operator equation:
and enquire what are the eigenfunctions and eigenvalues of the operator L c : for what functions f(x) do we have
The reply is clearly 
If now we have
instead of Eq. (13), a similar simplification will emerge if the eigenfunctions of this 'dilation' operator L d can be found. These eigenfunctions were established independently and simultaneously by Maragos (1993) and Dorst & van den Boomgaard (1993) and subsequent work by these authors has shed further light on the resulting 'slope transform' and on the important differences between the versions proposed by Maragos and by Dorst and van den Boomgaard. van den Boomgaard et al. (1996) have also established the morphological analogue of Gaussian functions, that is, functions that transform into themselves. We shall not enter into these points here. However, an important aspect of the transform has not yet been discussed, namely, its representation as a template. It has long been realized that the Fourier transform of an image can be expressed as an image-template operation (Ritter & Gader, 1987) . Unlike the convolutional techniques for enhancement, where the image with which the raw image is convolved is much smaller than the latter, the template required for the Fourier transform is neither small nor invariant. Explicitly, the two-dimensional discrete Fourier transform, aðu; vÞ ¼ of an m × n image a is written
in which the template f is defined by
A similar image algebra representation can be found for the slope transform. Here we must first identify the structuring element that generates the slope transform. This can then be interpreted as a template, using the formalism explained in detail by Davidson (1992 Davidson ( , 1993 . That in turn can, if we wish, be expressed as a matrix, on the understanding that the laws of matrix composition are those of morphology and not of everyday linear algebra. For a matrix A and a column vector x, for example, the column vector y ¼ Ax is given not by
but by
These developments are by no means a mere mathematical curiosity. It has been shown that the image furnished by certain kinds of near-field scanning probe microscopes is represented to a good approximation by a dilation (Keller, 1991; Keller & Franke, 1993; Bonnet et al., 1994; Villarrubia, 1994 Villarrubia, , 1996 Pingali et al., 1994; Dongmo et al., 1996; Schneir et al., 1996; Williams et al., 1996) . The slope transform is thus the obvious tool in any attempt to remove the effect of the tip shape from atomic force microscope images, for example.
Restoration
Electron image processing has made many major contributions to image restoration, notably in three-dimensional reconstruction (electron crystallography and electron tomography) and in the solutions of the phase problem. The various aspects of electron tomography have been expressed in algebraic form from the very beginning and it does not seem that the formalism of image algebra has, or would have had, anything very new to contribute. The same is not true of the huge body of work on the phase problem. Although the branch of this concerned with uniqueness depends largely on analysis and hardly at all on discrete functions (see, for example, section 74 of Hawkes & Kasper, 1994) , the various algorithms inspired by the GerchbergSaxton algorithm of 1972 would certainly have benefited from the formalism of image algebra (Gerchberg & Saxton, 1972 , 1973 . For further discussion of this point, see Hawkes (1991a Hawkes ( ,b, 1992 . No serious attempt has yet been made to use this formalism to represent holography and holographic reconstruction nor have the forms of ptychography devised by Hoppe (Hoppe, 1969 (Hoppe, , 1982 Hoppe & Strube, 1969; Hegerl & Hoppe, 1972) and by the Rodenburg School (Rodenburg, 1989; Rodenburg & Bates, 1992; Rodenburg et al., 1993; Nellist et al., 1995; Colman & Rodenburg, 1995; Plamann, 1997; see also Chapman, 1996 see also Chapman, , 1997 , been represented in these terms. In view of the rich rewards that have emerged from some past efforts to incorporate established image processing techniques into the algebra, the possible benefits of expressing these ptychographic procedures in image algebra are currently being investigated.
Image analysis
The images furnished by scanning electron microscopes have long been subjected to digital analysis and, indeed, many of the early developments of mathematical morphology resulted from attempts to analyse such images. For a variety of applications, see Jeulin (1983 Jeulin ( , 1988 Jeulin ( , 1992 Jeulin ( , 1994 , Grillon (1992) , Hounslow & Tovey (1992) , Prod'homme et al. (1992) , Tovey et al. (1992a,b) , Harba et al. (1991) , Rautureau et al. (1992) , Beucher (1992) , Tricart (1994) and Ben Amar et al. (1996) . For a review, see Tovey et al. (1995) and for broad surveys, see Russ (1990 Russ ( , 1992 . These morphological methods are naturally easy to represent in image algebra and we say no more about them here, despite the fact that the many detailed algorithms based on morphology have not all been translated into the terminology of image algebra; those that have are to be found in Ritter & Wilson (1996) . Few other aspects of image analysis have been examined in depth in the language of image algebra. Some idea of the magnitude of the task can be gained from Shi (1995 Shi ( , 1997 , Shi & Ritter (1992 , 1994a ,b, 1995 and and from Chapter 10 of Ritter & Wilson (1996) .
Conclusion
Our object here is not to provide an exhaustive survey of image algebra nor of electron image processing but, rather, through a few selected examples, to draw attention to the advantages of expressing image processing algorithms in the language of image algebra. The algorithms gain considerably in compactness, except perhaps in the domain of image analysis, and this in turn makes it very easy to recognize promising generalizations or avenues to be explored.
