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On Beilinson’s equivalence for p-adic cohomology
Tomoyuki Abe and Daniel Caro
Abstract
In this short paper, we construct a unipotent nearby cycle functor and show a p-adic
analogue of Beilinson’s equivalence comparing two derived categories: the derived category
of holonomic modules and derived category of modules whose cohomologies are holonomic.
Introduction
In the theory of p-adic cohomology, lack of nearby cycle functor has been a big technical obstruc-
tion for proving important results. For example, [AM], [C5] are few of such examples. In this
short paper, we establish the theory of unipotent nearby cycle functor, and as an application,
we prove a p-adic analogue of Beilinson’s equivalence: for a smooth variety X over C, we have
an equivalence of categories (see [B1])
Db(Hol(X))
∼
−→ Dbhol(X).
For the construction of the unipotent nearby cycle functor, we follow the idea of [B2]. The
original construction of Beilinson’s unipotent nearby cycles in the context of algebraic D-modules
is based on a key lemma whose proof is a consequence of the existence of b-functions. However,
in our p-adic context, the definition of b-functions is problematic. To remedy this, we can use
successfully another powerful tool, namely, Kedlaya’s semistable reduction theorem, applied to
overconvergent isocrystals with Frobenius structure.
Now, even though the proof of Beilinson’s equivalence is written in a way that it can be
adopted for many cohomology theories, we still need to figure out what the suitable definition of
“holonomic modules” are in the p-adic context. A naive answer might be to consider overholo-
nomic complexes (without Frobenius structure) introduced by the second author. However, we
do not know if this category is closed under taking tensor products when modules do not admit
Frobenius structure. Thus, the category does not seem appropriate for the equivalence because
Beilinson’s original proof uses the stability under Grothendieck six operations. Moreover, the
full subcategory of overholonomic modules whose objects are endowed with some Frobenius
structure is not thick. To resolve these issues, in this paper, we construct some kind of smallest
triangulated subcategory of the category of overholonomic complexes which contains modules
with Frobenius structure. Its construction allows us to come down by “devissage” to the case
of modules with Frobenius structure.
Finally, we point out that techniques developed in this paper are crucial tools to construct
the theory of arithmetic D-modules for general schemes in [A2], and we also expect more appli-
cations: unification of the rigid cohomology theory into arithmetic D-modules (cf. [A2, 1.3.11]),
p-adic analogue of Fujiwara’s trace formula, etc..
The first section is devoted to construct the good triangulated category, and the unipotent
nearby cycle functors is treated in the second section.
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In this paper, we fix a complete discrete valuation ring R of mixed characteristic. Its residue
field is denoted by k, and we assume it to be perfect and of characteristic p. We suppose that
there exists a lifting σ : R
∼
−→ R of the s-th Frobenius automorphism of k. We put q := ps,
K := Frac(R). If there is no ambiguity with K, we sometimes omit “/K” in the notation of
some categories.
1. Overholonomic D†X ,Q-modules
1.1. On the stability under base change. Let P be a smooth formal scheme over R. Let
E be an overholonomic D†P/S,Q-module (resp. an overholonomic complex of D
†
P/S,Q-modules).
Recall that E is said to be overholonomic after any base change if for any morphism k → k′ of
perfect fields, putting R′ := R⊗W (k)W (k
′), S := Spf(R), S ′ := Spf(R′), f : P ′ := P ×S S
′ → P
the canonical morphism, then the object f∗(E) := D†P ′/S′,Q ⊗f−1D†
P/S,Q
f−1E remains to be an
overholonomic D†P ′/S′,Q-module (resp. complex of D
†
P ′/S′,Q-modules).
We remark that the base change functor f∗ is exact, commutes with push-forwards, pull-
backs, dual functors, local cohomological functors and preserves the coherence and the holo-
nomicity (use Virrion’s characterization of the holonomicity of [Vir00, III.4]). For instance, if Y
is a subvariety of the special fiber of P and Y ′ := f−1(Y ), for any overholonomic complex E of
D†P/S,Q-modules, we get the isomorphism of coherent complexes RΓ
†
Y ′(f
∗E)
∼
−→ f∗RΓ†Y (E) of
D†P ′/S′,Q-modules.
1.2 Lemma. — Let P be a proper smooth formal scheme over R, and E be an object of
F -Dbovhol(D
†
P,Q), i.e. an overholonomic complex of D
†
P,Q-modules endowed with Frobenius struc-
ture. Then E is overholonomic after any base change.
Proof. Let k → k′ be a morphism of perfect fields, R′ := R ⊗W (k) W (k
′), S := Spf(R), S ′ :=
Spf(R′), f : P ′ := P ×S S
′ → P be the canonical morphism. We have to prove that f∗(E) is
overholonomic. By devissage, we can suppose that there exists a quasi-projective subvariety
Y of the special fiber of P such that E ∈ F -Dbovhol(Y,P), i.e. by definition of this category
such that RΓ†Y (E)
∼
−→ E . There exists an immersion of the form Y →֒ Q, where Q is a
projective formal scheme over R. We get an immersion Y →֒ P × Q and two projections
p1 : P×Q → P, p2 : P×Q → Q. We recall that the categories F -D
b
ovhol(Y,P) and F -D
b
ovhol(Y,Q)
are canonically equivalent. Let F be the object of F -Dbovhol(Y,Q) corresponding to E , i.e.
E
∼
−→ p1+RΓ
†
Y p
!
2(F). Let Y
′, Q′, p′1, p
′
2 be the base change of Y , Q, p1, p2 by f . The complex
f∗(F) is endowed with a Frobenius structure by using [Be2, 2.1.6] and is holonomic because
f∗ preserves the holonomicity. Therefore f∗(F) is overholonomic by [C4] since Q′ is projective.
Since f∗(E)
∼
−→ p′1+RΓ
†
Y ′p
′!
2(f
∗F), the stability of overholonomicity implies that f∗(E) is also
overholonomic. 
1.3 Lemma. — Let P be a smooth formal scheme over R. We denote by Ovhol(P) the sub-
category of the category Mod(D†P,Q) of D
†
P,Q-modules consisting of overholonomic D
†
P,Q-modules
after any base change. The category Ovhol(P) is a thick abelian subcategory of Mod(D†P,Q).
Proof. To check this, we need to show that kernel and cokernel are overholonomic. Let E → F
be a homomorphism of overholonomic modules. Then these are holonomic by [C3, 4.3]. Thus the
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kernel and cokernel are holonomic by [ibid., 2.14]. Since the functor D is exact on the category
of holonomic modules, we get the overholonomicity of kernel and cokernel. The thickness can
be seen easily. 
1.4. A variety (i.e. a reduced scheme of finite type over k) X is said to be realizable if there
exists a smooth proper formal scheme P over R such that X can be embedded into P. Since the
cohomology theory does not change if we take the associated reduced scheme, in the following,
we assume that schemes are always reduced. For any realizable variety X, choose X →֒ P
an immersion with P a smooth proper formal scheme over R. Then by [C2, 4.16], the cate-
gory of overholonomic D†P,Q-complexes E after any base change which is supported on X and
RΓ†
X\X
(E) = 0 does not depend on the choice of P. This category is denoted by Dbovhol(X/K)
(in this paper, from now on, we only work with overholonomic complexes after any base change,
so we keep the notation concerning overholonomic complexes in order to avoid getting too heavy
notation).
Let X be a realizable variety. From [AC], we define a t-structure on Dbovhol(X/K), and its
heart is denoted by Ovhol(X/K).
1.5 Lemma. — Let X be a realizable variety. Then for any overholonomic after any base
change module E ∈ Ovhol(X/K), any ascending or descending chain of overholonomic submod-
ules of E is stationary.
Proof. By base change, we can suppose that k is uncountable. We prove the claim using the
induction on the dimension of the support. Let E ∈ Ovhol(X). From [C3, 3.7] (1) there exists
an open dense subscheme U of X such that X \ U is a divisor and G := E|U ∈ Isoc
††(U). By
induction hypothesis, we reduce to check that j+(G) satisfies the ascending (resp. descending)
chain condition. Take an irreducible submodule G′ ⊂ G in Ovhol(U). From [AC, 1.4.7], since
G′ is irreducible then so is j!+(G
′). Thus by induction hypothesis, j+(G
′) satisfies the ascending
(resp. descending) chain condition. Since j+ is exact, if G is not irreducible then we conclude
by using a second induction on the generic rank (on the rigid analytic spaces) of G. 
Remark. — For a smooth formal scheme P (which may not be proper), we may also show
that any overholonomic module on P satisfies the ascending and descending chain conditions.
The proof is similar.
1.6 Corollary. — Let E ∈ Ovhol(X), and assume that E can be endowed with a s′-th Frobenius
structure for an integer s′ which is a multiple of s. Then any constituents of E in Ovhol(X) can
be endowed with a s′′-th Frobenius structure for some s′′ a multiple of s′.
Proof. The verification is similar to [CM, 6.0-15]. 
1.7. Let X be a realizable variety. Let HolF (X)
′ be the subcategory of Ovhol(X) whose objects
can be endowed with s′-th Frobenius structure for some integer s′ which is a multiple of s, and
let HolF (X) be the thick abelian subcategory generated by HolF (X)
′ in Ovhol(X). We denote
by Dbhol,F (X) the triangulated full subcategory of D
b
ovhol(X) such that the cohomologies are in
HolF (X). By Lemma 1.3 and Corollary 1.6, we have:
Corollary. — Any object of HolF (X) can be written as extensions of modules in HolF (X)
′.
This corollary has the following consequences:
(1)In the statement of [C3, 3.7], we need to add that k is uncountable or that the property to have finite fibers
is stable under base change.
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1.8 Theorem. — Let f : X → Y be a morphism between realizable varieties.
1. If f is proper, f+ induces the functor D
b
hol,F (X)→ D
b
hol,F (Y ).
2. The functor f ! induces Dbhol,F (Y )→ D
b
hol,F (X).
3. The functor D induces the functor Dbhol,F (X)
◦ → Dbhol,F (X) such that D ◦D
∼= id.
4. The functor ⊗˜ (cf. [AC, 1.1.6 (ii)]) induces Dbhol,F (X) ×D
b
hol,F (X)→ D
b
hol,F (X).
Moreover, these functors satisfy the properties listed in [AC, 1.3.14].
We recall that when we take an embedding X →֒ P into a proper smooth formal scheme P,
then ⊗˜ can be written as (−)⊗†OP (−)[− dim(P)], where ⊗
†
OP
is the usual weakly completed ten-
sor product. In the following, we introduce the functor ⊗ : Dbhol,F (X)×D
b
hol,F (X)→ D
b
hol,F (X)
to be D
(
D(−)⊗˜D(−)
)
as in [AC, 1.1.6 (iii)].
Remark. — Even if we replace Dbhol,F by D
b
ovhol, the theorem holds except for 4, which has
been checked by the second author.
1.9. Using this category, we can state our main theorem as follows:
Theorem. — Let X be a realizable variety. Then the canonical functor
Db(HolF (X/K))→ D
b
hol,F (X/K)
is an equivalence of categories.
Proof. With the aid of the next section, the proof of [B1] can be adapted without any difficulties,
so we only sketch the outline. We put M(X) := HolF (X/K) and D(X) := D
b
hol,F (X/K). First
task is to define the functor realX : D
b(M(X))→ D(X) which induces an identity on the hearts
of t-structures. This can be defined using the abstract non-sense presented in the appendix of
[B1].
Now, for a generic point η ∈ X, we putD(η) := 2- lim−→η∈U
D(U), andM(η) := 2- lim−→η∈U
M(U).
We prove that the functor
(1.9.1) realη : D
b(M(η)) → D(η)
is an equivalence. For the proof, we need six functors formalism as we constructed in Theorem
1.8, and we can copy [B1, 2.1]: Let η ∈ U ⊂ X be an open subscheme, andMU , NU are inM(U).
It suffices to show the existence of an open subscheme η ∈ V
j
−→ U , OV ∈ M(V ) and NV :=
j+NU →֒ OV such that the induced homomorphism Ext
i
D(U)(MU , NU ) → Ext
i
D(V )(MV , OV ) is
zero. We use the induction on the dimension of X, and assume that the equivalence of (1.9.1)
holds for any Y of dimension less than X. By shrinking U , we may assume that U is smooth,
MU and NU are contained in Isoc
††(U), there exists a smooth affine morphism ¶ : U → Z with
1-dimensional fibers such that Z is smooth and Lq := H q¶+Hom(MU , NU ) are in Isoc
††(U) for
any q. We refer to [AC, A.5] for the relation betweenHom and HomD(X). For an open subscheme
Y ⊂ Z, let UY := ¶
−1(Y ) and ¶Y : UY → Y is the one induced by ¶. Since ¶ is assumed to be
affine and the dimension of each fiber is 1-dimensional, we see that the Leray spectral sequence
Ep,q2 = H
ppZ+(L
q) ⇒ Extp+qD(U)(MU , NU ) degenerates at E3, where pZ denotes the structural
morphism of Z. Using this degeneration, Beilinson splits the construction problem of OV into
two: one is an open subscheme Y ⊂ Z and NUY →֒ PUY such that H
1¶Y+Hom(MUY , NUY )→
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H 1¶Y+Hom(MUY , PUY ) is zero, and the other is an open subscheme Y
′ ⊂ Z and NUY ′ →֒
QUY ′ such that H
p(Z,H 0¶+Hom(MU , NU ))→ H
p(Y ′,H 0¶Y ′+(Hom(MUY ′ , QUY ′ )). He con-
structs PUY and QUY ′ by using the induction hypothesis on Z and the cohomological functor
formalism. Even thought the construction is technical, the argument is very general which can
be copied just by using the existing formalism in the theory of arithmetic D-modules, and we
refer the further details to [B1, 2.1].
Using the proven generic case, let us complete the proof. We use the induction on the di-
mension of X. Since X is separated, any open immersion j : U → X is affine, and in particular,
j+ sends M(U) to M(X) by [AC, 1.3.13]. Thus, by standard argument, the claim is Zariski
local, and we may assume X to be affine. It suffices to show that for M , N in M(X), the ho-
momorphism ExtiM(X)(M,N)→ Ext
i
D(X)(M,N), where Ext
i denotes the Yoneda’s Ext functor,
is an isomorphism. Using the equivalence of (1.9.1) and the formal properties of cohomological
functors, it is a standard devissage argument to reduce to the case where the supports of M
and N are dimension less than that of X (cf. [B1, 2.2.2–2.2.4]). Take a morphism f : X → A1
such that Y := f−1(0) contains the support of M and N . By using the induction hypothesis,
we have
ExtiD(X)(M,N)
∼
−→
i!
ExtiD(Y )(M,N)
∼= ExtiM(Y )(M,N),
where the inverse of the first isomorphism is i+. It remains to show that the canonical homo-
morphism
I : ExtiM(Y )(M,N)→ Ext
i
M(X)(M,N),
is a bijection for any i. For this we need the existence of the functors Φf and Ξf . These functors
are defined and basic properties are shown in the next section (cf. Proposition 2.7). In fact, the
inverse of I can be constructed as
Φf∗ : Ext
i
M(X)(M,N)
Φf
−−→ ExtiM(Y )(Φf (M),Φf (N))
∼= ExtiM(Y )(M,N)
where we used the exactness of Φf in the first homomorphism, and the isomorphism holds since
M and N are supported on Y . Since Φf∗ ◦ I = id, it remains to show that I ◦ Φf∗ = id. To
check this, for an extension class 0 → N → C1 → · · · → Ci → M → 0 in M(X), we need to
show that the class 0→ N → Φf (C
1)→ · · · → Φf (C
i)→ N → 0 is in the same class. For this,
Beilinson constructs an ingenious sequence of homomorphisms connecting the two using Ξf . See
[B1, 2.2.1]. 
Remark. — This theorem is a generalization of [AC, A.4].
2. Unipotent nearby cycle functor
2.1. Let Π := {(a, b) ∈ Z2 ; a ≤ b} be the partially ordered set such that (a, b) ≤ (a′, b′)⇔ a ≥
a′, b ≥ b′. For an abelian category A, we denoted by AΠ the category of Π-shaped diagrams
in A, i.e. the category whose objects are E•,• = (Ea,b, α(a,b),(a
′ ,b′)), where (a, b), (a′, b′) runs
through elements of Π so that (a′, b′) ≤ (a, b), Ea,b belong to A, and α(a,b),(a
′,b′) : Ea
′,b′ → Ea,b
are morphisms of A, transitive with respect to the composition. We denoted by AΠa the full
subcategory of AΠ of objects E•,• = (Ea,b, α(a,b),(a
′ ,b′)) such that, for any a ≤ b ≤ c, the sequence
0→ Eb,c → Ea,c → Ea,b → 0 is exact. These objects are called admissible. Since this subcategory
is closed under extension, this is an exact category so that the canonical functor AΠa → A
Π is
exact.
Let M (resp. Mf ) be the set of order-preserving maps φ : Z→ Z such that limi→±∞ φ(i) =
±∞ (resp. and also id+N ≥ φ ≥ id−N for some integer N large enough). For any φ ∈M , we
put φ˜(E•,•) := (Eφ(a),φ(b))(a,b)∈Π. Let S (resp. S
f ) be the set of the canonical morphisms of the
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form φ˜(E•,•) → ψ˜(E•,•), where φ,ψ ∈ M (resp. φ,ψ ∈ Mf ) satisfy φ ≥ ψ and E•,• ∈ AΠ. We
denote by Sa (resp. S
f
a ) the elements of S (resp. Sf ) which are morphisms of AΠa as well.
1. Following [B2, Appendix], we put lim←→A := S
−1
a A
Π
a and lim←→
ab
A := S−1AΠ. For any
E•,•a ,F
•,•
a ∈ lim←→A and for any E
•,•,F•,• ∈ lim←→
ab
A we have the equalities
Homlim
←→
A(E
•,•
a ,F
•,•
a ) = lim−→
φ∈M
HomAΠa (φ˜E
•,•
a ,F
•,•
a ),
Homlim
←→
ab A(E
•,•,F•,•) = lim−→
φ∈M
HomAΠ(φ˜E
•,•,F•,•).(2.1.1)
We get from (2.1.1) that the canonical functor lim←→A → lim←→
ab
A is fully faithful. This
enables us to denote by lim←→ : A
Π
a → lim←→A and lim←→ : A
Π → lim←→
ab
A the canonical functors.
2. Let N(A) be the full subcategory of AΠ whose objects are null in lim←→
ab
A. Then, the
category N(A) is a Serre subcategory of AΠ. Moreover, we have the equality AΠ/N(A) =
lim←→
ab
A. In particular, lim←→
ab
A is an abelian category. The proof is identical to [C6, 1.2.4].
3. Let E ∈ A. For any c ∈ R, we pose Ec = E if c < 0 and Ec = 0 otherwise. For any
(a, b) ∈ Π, we set ρ(E)a,b := Ea/Eb. We get canonically the object ρ(E)•,• ∈ AΠa . For
simplicity, we put ρ(E) := ρ(E)•,• and we get the fully faithful exact functor ρ : A→ AΠa .
4. We get similar properties if we replace S by Sf .
2.2. Let V →֒ U →֒ Y →֒ X be open immersions of realizable varieties. The exact functor
|(V,Y ) induces the exact functor
|(V,Y ) : lim←→
ab F -Ovhol(U,X/K)→ lim←→
ab F -Ovhol(V, Y/K).
Let E•,• ∈ lim←→
ab F -Ovhol(U,X/K). We remark that E•,• = 0 if and only if E•,•|(U,Y ) = 0. Let
{Ui} be an open covering of U . We notice that E
•,• = 0 if and only if E•,•|(Ui, Ui) = 0 for any i.
2.3. Set OG1k
:= O
P̂1
V
(†{0,∞})Q, DG1k
:= O
P̂1
V
(†{0,∞})Q ⊗O
P̂1
V
D
P̂1
V
and D†
G1k
:= D†
P̂1
V
(†{0,∞})Q
and let t be the coordinate of P̂1V . We denote by OG1k
[s, s−1] · ts the free OG1k
[s, s−1]-module
of rank one generated by ts. For any integer a ∈ Z, the free OG1k
[s]-submodule of rank one
generated by sats is denoted by saOG1k
[s] · ts or by Ia
G1k
. Following Beilinson’s notation, for
integers a ≤ b, we get a free OG1k
-module of finite type by putting
Ia,b
G1k
:= Ia
G1k
/Ib
G1k
.
We define a structure of DG1k
-module on OG1k
[s, s−1] · ts so that for g ∈ OG1k
and l ∈ Z, we have
(2.3.1) ∂t(s
lg · ts) = sl∂t(g) · t
s + sl+1g/t · ts.
Hence, we get a canonical structure of DG1k
-module on Ia,b
G1k
. We can check that this DG1k
-
module structure on Ia,b
G1k
extends to a D†
G1k
-module structure, with which the module is coherent,
and is associated to an overconvergent isocrystal on G1k (see the description of [Be1, 4.4.5]).
Indeed, with the notation of [Be1, 4.4.5], if Ia,b,(m) is the free B̂
(m)
P̂1
V
({0,∞})Q-module of rank one
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generated by ts constructed as above (we replace OG1k
by B̂
(m)
P̂1
V
({0,∞})Q), then we can check
that the connection on Ia,b,(m) defined with the same formula as 2.3.1 extends to a structure of
B̂
(m)
P̂1
V
({0,∞})⊗̂O
P̂1
V
D̂
(m)
P̂1
V
,Q
-module. Moreover, we have an isomorphism
Ia,b
G1k
∼
−→ F ∗Ia,b
G1k
; slg · ts 7→ qlg ⊗ (sl · ts)
with which Ia,b
G1k
is in F -Isoc†(G1k/K). The multiplication by s
n induces the isomorphism in
F -Isoc†(G1k/K):
(2.3.2) σn : Ia,b
G1k
∼
−→ Ia+n,b+n
G1k
(−n).
Moreover, there is a non-degenerate pairing
Ia,b
G1k
⊗†O
G1
I−b,−a
G1k
→ OG1k
(−1); (x(s), g(s)) 7→ Ress=0f(s) · g(−s).
We can check easily that this pairing is compatible with Frobenius structure. By using [A1,
Prop 3.12], the pairing induces an isomorphism
(2.3.3) D(Ia,b
G1k
)
∼
−→ I−b,−a
G1k
.
As a variant, we put Ia,b
G1k,log
:= saO
Â1
V
[s]ts/sbO
Â1
V
[s]ts. Then Ia,b
G1k,log
is a convergent isocrystal on
the formal log-scheme (Â1V , {0}).
2.4. In the rest of the paper, we will keep the following notation. Let X be a realizable variety,
f ∈ Γ(X,OX) be a fixed function. Put Z := f
−1(0)
i
→֒ X
j
←֓ Y := X \ Z. Let f |Y : Y → G
1
k be
the morphism induced by f and put
Ia,bf := (f |Y )
+(Ia,b
G1k
)[dimY − 1] ∈ F -Dbovhol(Y/K).
For E ∈ HolF (Y/K), put E
a,b := E ⊗ Ia,bf [− dim(Y )] (see the notation of ⊗ after theorem
1.8). Since the functor −⊗Ia,bf [− dim(Y )] is exact, we get that E
a,b ∈ HolF (Y/K) and then the
object E•,• ∈ lim←→HolF (Y/K).
Lemma. — Let E ∈ HolF (Y/K). The canonical morphism of lim←→HolF (X/K)
lim←→ j!(E
•,•)→ lim←→ j+(E
•,•)
is an isomorphism.
Proof. We put d := dim(Y ). Using the five lemma, we may assume that E ∈ F -Ovhol(Y/K).
The proof is divided into several steps.
0) By 2.2, it is sufficient to check that the canonical homomorphism is an isomorphism over
(Y,X). By abuse of notation in this proof, we still denote by E := E|(Y,X) and write j : (Y,X)→
(X,X) instead of (j, id).
1) We prove the lemma under the following hypotheses: “Let X be a smooth formal V-scheme
with local coordinates denoted by t1, . . . , td whose special fiber is X. For any i = 1, . . . , d, we put
Zi = V (ti). We suppose that there exist an open immersion U →֒ Y such that T := X \ U is a
strict normal crossing divisor of X and an overconvergent F -isocrystal G on (U,X)/K unipotent
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along T so that E = ι!(G), where ι : (U,X) → (Y,X) is the induced morphism of couples (see
below in the proof for a concrete description of the notion of unipotence). We fix 0 ≤ r′ ≤ r ≤ d.
We suppose that the special fiber of T := ∪1≤n≤rZn (resp. Z := ∪1≤n′≤r′Zn′) is T (resp. Z).”
We check the step 1) by induction on the integer r (in the induction, the scheme X can
vary and so is f , Y , E , X etc.). Where r = 0, this is obvious. Suppose r ≥ 1. We denote by
D := ∪2≤n≤rZn. Consider the following commutative diagram of F -Ovhol(X,X/K)
Π
0 // H†0Z1j!(E
•,•) //

j!(E
•,•) //

(†Z1)j!(E
•,•) //

H†1Z1j!(E
•,•)

0 // H†0Z1j+(E
•,•) // j+(E
•,•) // (†Z1)j+(E
•,•) // H†1Z1j+(E
•,•)
whose horizontal sequences are exact. By using the induction hypothesis and 2.2, the homomor-
phism lim←→ (
†Z1)j!(E
•,•)→ lim←→ (
†Z1)j+(E
•,•) is an isomorphism. Since RΓ†Z1j+(E
•,•) = 0, then it
is sufficient to check that lim←→H
†i
Z1
j!(E
•,•) = 0, for any i = 0, 1 by the exactness of lim←→.
We have a strict normal crossing divisor of Z1 defined by D1 :=
⋃r
i=2Z1 ∩ Zi. We put U :=
X \ T , and let i1 : Z1 →֒ X be the canonical closed immersion. Since G is unipotent, following
[K1], this is equivalent to saying that there exists a convergent isocrystal F on the log scheme
(X ,MT ), where MT means the log structure induced by T (we keep the same kind of notation
below), so that G
∼
−→ (†T )(F). By abuse of notation, we denote by f = uta11 · · · t
ar′
r′ ∈ OX (with
ai ∈ N and u ∈ O
∗
X ), a lifting of f . We put
Ia,bf,log := (f
♯)∗(Ia,b
G1k,log
),
where f ♯ is the composition morphism of formal log-schemes f ♯ : (X ,MT ) → (X ,MZ ) →
(Â1V ,M{0}) where the last morphism is induced by f . We put F
a,b := F ⊗†OX I
a,b
f,log, which
is a convergent isocrystal F on the formal log scheme (X ,MT ) with nilpotent residues. We put
U1 := Z1 \D1, and let ι1 := (⋆, id, id) : (U1, Z1,Z1)→ (Z1, Z1,Z1) be the canonical morphism of
frames. Let N1,Fa,b be the action induced by t1∂1 on i
∗
1(F
a,b). We put
J a,b := ι+
(
Ia,bf |(Y,X)
)
= saOX (
†T )Q[s] · f
s/sbOX (
†T )Q[s] · f
s.
We have
Ea,b[d] := ι!(G)⊗
(
Ia,bf |(Y,X)
) ∼
−→ ι!
(
G ⊗ J a,b
)
.
We put Ga,b := G ⊗ J a,b[−d] ∈ F -Isoc††(U,X/K). Since (†T )(Ia,bf,log)
∼
−→ J a,b, we have
(†T )(Fa,b)
∼
−→ Ga,b. By [AC, 3.4.12], we get the isomorphisms
H†1Z1(j!ι!(G
a,b))
∼
−→ i1+◦ι1!◦(
†D1)
(
cokerN1,Fa,b
)
, H†0Z1(j!ι!(G
a,b))
∼
−→ i1+◦ι1!◦(
†D1)
(
kerN1,Fa,b
)
.
Then, by functoriality, it is sufficient to check that lim←→N1,Fa,b is an isomorphism. Since N1,Fa,b =
N1,F ⊗ id + id ⊗ N1,Ia,bf,log
, and since there exists an integer n (independent of a, b) such that
Nn1,F = 0, then we reduce to checking that lim←→N1,Ia,bf,log
is an isomorphism, which is obvious since
N
1,Ia,bf,log
is the multiplication by s.
2) Finally, let us reduce the lemma to 1). We proceed by induction on dimX. We can suppose
that j is dominant. Recalling that Y being reduced, there exists a dominant open immersion
U → Y such that U is smooth and G := ι+(E) ∈ F -Isoc††(U,X/K), where ι : (U,X) → (Y,X).
By the induction hypothesis, we can suppose that E = ι!(G). Put T := X \ U . Then, we can
suppose that U, Y,X are integral and that ι is affine. Let α : X˜ → X be a proper surjective
generically finite and e´tale morphism, such that X˜ is smooth and quasi-projective, T˜ := α−1(T )
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is a strict normal crossing divisor of X˜. We put α : (X˜, X˜) → (X,X) (by abuse of notation),
Y˜ := α−1(Y ), U˜ := α−1(U), β : (Y˜ , X˜) → (Y,X), γ : (U˜ , X˜) → (U,X), ι˜ : (U˜ , X˜) →֒ (Y˜ , X˜),
j˜ : (Y˜ , X˜) →֒ (X˜, X˜), G˜ := γ!(G), E˜ := ι˜!(G˜). By Kedlaya’s semi-stable theorem [K2], there exists
such a morphism α satisfying moreover the following property: the object G˜ ∈ F -Isoc††(U˜ , X˜/K)
is unipotent. We know that G is a direct factor of H 0γ+(G˜) (see the proof of [C1, 6.1.4] at the
beginning of p.433). Then E = ι!(G) is a direct factor of ι!H
0γ!(G˜)
∼
−→ H 0β! ◦ ι˜!(G˜). Thus we
are reduced to checking the lemma for H 0β! ◦ ι˜!(G˜). We have
(⋆) H −dβ! ◦ ι˜!(G˜)⊗ (I
a,b
f |(Y,X))
∼
−→ H −dβ!
(
ι˜!(G˜)⊗ β
+(Ia,bf |(Y,X))
)
= H −dβ!(E˜ ⊗ I
a,b
f˜
|
(Y˜ ,X˜)
)
where f˜ = f ◦ α (the equality comes from ι˜!(G˜) = E˜ and β
+(Ia,bf |(Y,X)) = I
a,b
f˜
|(Y˜ ,X˜)). By
applying the exact functor j! (resp. j+) to the composition isomorphism of (⋆), we get the first
isomorphisms of the following ones:
j!(H
−dβ! ◦ ι˜!(G˜)⊗ (I
a,b
f |(Y,X)))
∼
−→ j! ◦H
−dβ!(E˜ ⊗ I
a,b
f˜
|
(Y˜ ,X˜)
)
∼
−→ H −dα! ◦ j˜!(E˜ ⊗ I
a,b
f˜
|
(Y˜ ,X˜)
)
j+(H
−dβ! ◦ ι˜!(G˜)⊗ (I
a,b
f |(Y,X)))
∼
−→ j+ ◦H
−dβ!(E˜ ⊗ I
a,b
f˜
|
(Y˜ ,X˜)
)
∼
−→ H −dα! ◦ j˜+(E˜ ⊗ I
a,b
f˜
|
(Y˜ ,X˜)
).
From 1), the canonical morphism lim←→ j˜!(E˜ ⊗ I
a,b
f˜
|(Y˜ ,X˜)[−d]) → lim←→ j˜+(E˜ ⊗ I
a,b
f˜
|(Y˜ ,X˜)[−d]) is an
isomorphism. Then so is lim←→H
−dα! ◦ j˜!(E˜ ⊗ I
a,b
f˜
|
(Y˜ ,X˜)
)
∼
−→ lim←→H
−dα! ◦ j˜+(E˜ ⊗ I
a,b
f˜
|
(Y˜ ,X˜)
). 
2.5. Let E ∈ HolF (Y/K). With the notation of 2.4, we put E
a,b
k := E
max{a,k},max{b,k} for any
integer k ∈ Z. We get E•,•k ∈ lim←→HolF (Y/K). Now, for E ∈ HolF (Y/K), we put
Πa,b!+ (E) := lim←→ j+(E
•,•
a )/lim←→ j!(E
•,•
b )
in lim←→HolF (X/K). By Lemma 2.4, this is in fact
(2) in HolF (X/K), which yields a functor
Πa,b!+ : HolF (Y/K)→ HolF (X/K). The following properties can be checked easily:
1. By (2.3.3), we have D ◦ Πa,b!+
∼= (Π
−b,−a
!+ ◦D)(1).
2. The isomorphism σn of 2.3.2 induces an isomorphism Πa,b!+
∼
−→ Πa+n,b+n!+ (−n).
We put Ψ
(i)
f := Π
i,i
!+, Ξ
(i)
f := Π
i,i+1
!+ , and put Ψf := Ψ
(0)
f , Ξf := Ξ
(0)
f . The isomorphisms
lim←→ j!(E
•,•
i )/lim←→ j!(E
•,•
i+1)
∼= j!(E)(i), lim←→ j+(E
•,•
i )/lim←→ j+(E
•,•
i+1)
∼= j+(E)(i)
induce exact sequences
0→ j!(E)(i)
α−
−−→ Ξ
(i)
f (E)
β−
−−→ Ψ
(i)
f (E)→ 0, 0→ Ψ
(i+1)
f (E)
β+
−−→ Ξ
(i)
f (E)
α+
−−→ j+(E)(i)→ 0.
(2) Since this deduction is formal and not explained in [B1], further explanations might be needless for experts,
but we point out that the details are written down in Lichtenstein’s thesis [L, Prop 3.21]. However, there is a small
mistake in Lichtenstein’s argument, as well as some obvious typos: he claims that there exists an isomorphism
ϕ˜F
a,b
!
∼
−→ ϕ˜F
a,b
∗ for some ϕ ≥ 1Z using the notation in ibid., but this is wrong in general. This issue can be
resolved as follows: We may take ϕ such that ϕ˜Fa,b∗ → ϕ˜F
a,b
! which induces the inverse of α if we pass to the
pro-ind category. Now, we consider the last big diagram in the proof of ibid.. Because of the mistake, we do
not have the isomorphism #, but we do have a homomorphism #′ : lim
←→
F
a,b
∗,ϕℓ → lim←→
F
a,b
!,ϕℓ making the diagram
commutative. Other homomorphisms or isomorphisms remain to be the same: since the isomorphism # is used
only to show the existence of the isomorphism cokerk,ℓ = coker(⋆), the existence of #
′ is enough to show the
equality.
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We define a functor Φf : HolF (X/K) → HolF (Z/K) as follows. Let E ∈ HolF (X/K), and put
EY := j
+(E). Let γ− : j!(EY ) → E and γ+ : E → j+(EY ) be the adjunction homomorphisms.
Consider the sequence
j!EY
(α−,γ−)
−−−−−→ Ξf (EY )⊕ E
(α+,−γ+)
−−−−−−→ j+(EY ).
The cohomology of this sequence is Φf (E).
2.6 Remark. — In fact we have checked in the Key Lemma 2.4 that the canonical morphism
α•,• : j!(E
•,•)→ j+(E
•,•) of HolF (X/K)
Π
a becomes an isomorphism in (S
f
a )−1HolF (X/K)
Π
a . We
remark that this is equivalent to saying that there exist an integer N large enough and a
morphism β•,• : j+(E
•+N,•+N ))→ j!(E
•,•) of HolF (X/K)
Π
a so that the morphisms α
•,• ◦β•,• and
β•,• ◦ α•+N,•+N are the canonical morphisms. Since the multiplication by sN factors through
j+(E
•,•)(N)
∼
−→ j+(E
•+N,•+N )→ j+(E
•,•), we get that coker αa,b and kerαa,b are killed by sN .
For any integer i ≥ 0, this implies that the projective system coker (siαa,b(i)) stabilizes for b
large enough (with a and i fixed). We remark that this limit is isomorphic to Πa,a+i!+ , which is
the analogue of the remark by Beilinson and Bernstein in [BB, 4.2].
2.7 Proposition. — The functors Πa,b!+ and Φf are exact. When E is in HolF (Z/K), then
E ∼= Φf (E) canonically.
Proof. The exactness of Πa,b!+ follows by that of j! and j+. The exactness of Φf follows since α−
is injective and α+ is surjective. The last claim follows by definition. 
Remark. — Since we do not use in the proof of the main theorem, we do not go into the details,
but it is straightforward to get an analogue of [B2, Prop 3.1], a gluing theorem of holonomic
modules.
References
[A1] Abe, T.: Explicit calculation of Frobenius isomorphisms and Poincare´ duality in the theory of arithmetic
D-modules, to appear from Rend. Sem. Math. Univ. Padova.
[A2] Abe, T.: Langlands correspondence for isocrystals and existence of crystalline companion for curves,
preprint, available at arxiv.org/abs/1310.0528.
[AC] Abe, T., Caro, D.: Theory of weights in p-adic cohomology, preprint, available at arxiv.org/abs/1303.0662.
[AM] Abe, T., Marmora, A.: On p-adic product formula for epsilon factors, to appear from JIMJ.
[B1] Beilinson, A.: On the derived category of perverse sheaves, Lecture Notes in Math. 1289, Springer, p.27–41
(1987).
[B2] Beilinson, A.: How to glue perverse sheaves, Lecture Notes in Math. 1289, Springer, p.42–51 (1987).
[BB] Beilinson, A., Bernstein, J.: A proof of Jantzen conjectures, Adv. Soviet Math. 16, p.1–50 (1993).
[Be1] Berthelot, P.: D-modules arithme´tiques. I. Ope´rateurs diffe´rentiels de niveau fini, Ann. Sci. E´cole Norm.
Sup. 29, p.185–272 (1996).
[Be2] Berthelot, P.: D-modules arithme´tiques. II. Descente par Frobenius, Me´m. Soc. Math. Fr. (N.S.), p.vi+136
(2000).
[C1] Caro, D.: De´vissages des F -complexes de D-modules arithme´tiques en F -isocristaux surconvergents, Invent.
Math. 166, p.397–456 (2006).
[C2] Caro, D.: D-modules arithme´tiques surholonomes, Ann. Sci. E´cole Norm. Sup. 42 p.141–192 (2009).
[C3] Caro, D.: Holonomie sans structure de Frobenius et crite`res d’holonomie, Ann. Inst. Fourier 61, p.1437–
1454 (2011).
[C4] Caro, D.: Stabilite´ de l’holonomie sur les varie´te´s quasi-projectives, Compos. Math. 147, p.1772–1792
(2011).
[C5] Caro, D.: Sur la pre´servation de la surconvergence par l’image directe d’un morphisme propre et lisse, to
appear from Ann. Sci. E´cole Norm. Sup.
10
[C6] Caro, D.: Syste`mes inductifs surcohe´rents de D-modules arithme´tiques, preprint, available at
arxiv.org/abs/1207.0710.
[CM] Christol, G., Mebkhout, Z.: Sur le the´ore`me de l’indice des e´quations diffe´rentielles p-adiques IV, Invent.
Math. 143, p.629–672 (2001).
[K1] Kedlaya, K. S.: Semistable reduction for overconvergent F -isocrystals. I. Unipotence and logarithmic ex-
tensions, Compos. Math. 143, p.1164–1212 (2007).
[K2] Kedlaya, K. S.: Semistable reduction for overconvergent F -isocrystals, IV: local semistable reduction at
nonmonomial valuations, Compos. Math. 147, p.467–523 (2011).
[L] Lichtenstein, Sam.: Vanishing cycles for algebraic D-modules, thesis, available at
www.math.harvard.edu/˜gaitsgde/grad 2009/Lichtenstein(2009).pdf.
[Vir00] Virrion, Anne Dualite´ locale et holonomie pour les D-modules arithme´tiques, Bull. Soc. Math. France 128
(2000), no. 1, p. 1–68.
Tomoyuki Abe:
Kavli Institute for the Physics and Mathematics of the Universe (WPI)
The University of Tokyo
5-1-5 Kashiwanoha, Kashiwa, Chiba, 277-8583, Japan
e-mail: tomoyuki.abe@ipmu.jp
Daniel Caro:
Laboratoire de Mathe´matiques Nicolas Oresme (LMNO)
Universite´ de Caen, Campus 2
14032 Caen Cedex, France
e-mail: daniel.caro@unicaen.fr
11
