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ABSTRACT: A radio network (RN) is a distributed system onsisting of n radio
stations. We design and analyze two distributed leader eletion protools in RN
where the number n of radio stations is unknown. The rst algorithm runs under the
assumption of limited ollision detetion, while the seond assumes that no ollision
detetion is available. By limited ollision detetion, we mean that if exatly one
station sends (broadasts) a message, then all stations (inluding the transmitter)
that are listening at this moment reeive the sent message. By ontrast, the seond
no-ollision-detetion algorithm assumes that a station annot simultaneously send
and listen signals. Moreover, both protools allow the stations to keep asleep as
long as possible, thus minimizing their awake time slots (suh algorithms are alled
energy-eient). Both randomized protools in RN are shown to elet a leader in
O(log (n)) expeted time, with no station being awake for more than O(log log (n))
time slots. Therefore, a new lass of eient algorithms is set up that math the
Ω(log (n)) time lower-bound established by Kushilevitz and Mansour in [12℄.
1 Introdution
Eleting a leader is a fundamental problem in distributed systems and it is studied in a
variety of ontexts inluding radio networks [5℄. A radio network (RN, for short) an be
viewed as a distributed system of n radio stations with no entral ontroller. The stations
are bulk-produed, hand-held devies and are also assumed to be indistinguishable: no
identiation numbers (or IDs) are available. A large body of researh has already
foused on nding eient solutions to elet one station among an n-station RN under
various assumptions (see e.g. [5, 12, 19℄). It is also assumed that the stations run on
batteries. Therefore, saving battery power is important, sine reharging batteries may
not be possible in standard working onditions. We are interested in designing power-
saving protools (also alled energy-eient protools). The present work is motivated
by various appliations in emerging tehnologies: from wireless ommuniations, ellular
telephony, ellular data, et., to simple hand-held multimedia servies [4℄.
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The models. As ustomary, time is assumed to be slotted, stations work synhronously
and have no IDs available. No a priori knowledge is assumed on the number n ≥ 2 of
stations involved in the RN: neither a (non-trivial) lower-bound nor an upper-bound on
n. Awake stations areallowed to ommuniate globally (i.e. the underlying graph is a
lique) by using a unique radio frequeny hannel with no ollision detetion (no-CD for
short) mehanism. If, during a step, stations may either send (broadast) a message or
listen to the hannel, then we talk about weak no-CD RN model. If both operations an
be performed simultaneously, then the model is alled the strong no-CD RN. Namely,
if exatly one station sends, then all stations that listen at this time slot, inluding the
transmitter, reeive the message. (In the literature, no-CD RN usually means strong
model, see e.g. [12, 15℄.) Suh models feature onrete situations; in partiular, the
lak of feedbak mehanism experienes real-life appliations (see e.g. [13℄). Usually, the
natural noise existing within radio hannels makes it impossible to arry out message
ollision detetion. It is thus highly desirable to design protools that do not depend on
the reliability of any ollision detetion mehanism. When sleeping, any given station
remains unable to hear another station, and it may also keep unaware of the eletion
instant time in the protool. However, stations (awake or asleep) are all required to
beome eventually aware of the nal status of the RN. More preisely, eah station may
be in two states:
• either awake, i.e. listening and/or broadasting, aording to the respetive model
(weak or strong no-CD RN),
• or asleep, and thus saving its own battery. When sleeping, a station is out of
reah: it annot be waked up by none of its neighbours.
Note also that eah broadast nishes within a rather short lapse of time, and that
eah awake reeiver is able to hek if a signal has been sent by exatly one station.
Related works. The RN model onsidered herein may be regarded as a broadast
network model (see e.g. [5℄). In this setting, e.g., Willard's [19℄, Greenberg's et al. [8℄
(with ollision detetion) and Kushilevitz and Mansour [12℄ (no-CD) are among the most
popular leader eletions protools. In the model, [13℄ may serve as a global referene for
basi onit-resolution based protools. Previous researhes on multiple-aess hannel
mainly onern stations that are kept awake during the whole of a protool in the RN,
even when suh stations are the very rst losers of a oin ipping game algorithm [16℄.
In [10℄, the authors design an energy-eient protool (with o (log log(n)) energy ost)
that approximate n up to a onstant fator, but with running time O
(
log2+ǫ(n)
)
in
strong no-CD RN. Also, distributional analyses of various randomized eletion protools
may inlude [6, 9℄ for example.
Our results. The rst leader eletion protool (Algorithm 1) presented in the paper
runs in the strong no-CD RN model, while the seond one (Algorithm 2) works in the
weak no-CD RN model. We design a lass of double-loop leader eletion algorithms that
ahieve an average O(log n) running time omplexity and an average O(log log n) awake
time slots for eah station in the RN. Indeed, both algorithms math the Ω(log n) time
lower-bound established in [12℄ and also allow the stations to keep sleeping most of the
time. In other words, eah algorithm greatly redues the total awake time slots of the n
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stations: shrinking from the usual O(n log n) downto O(n log log n), while their expeted
time omplexity still is O(log n) (with respet to the exeution time). Our protools are
thus energy-eient and suitable for hand-held devies working with batteries. Besides,
the algorithms use a parameter α whih works as a preise and exible regulator. By
tuning the value of α, the running time ratio of eah protool to its energy onsumption
may be adjusted (α serves a potentiometer). Furthermore, the design of Algorithms 1
and 2 suggests that within both weak and strong no-CD RN, the mean time omplexity
of the algorithms only diers of a onstant fator. Also, our results improve on [14℄.
Outline of the paper. In Setion 2, we rst present Algorithms 1 and 2, whih use a
simple oin-tossing proedure (rejetion algorithms). Setion 3 is devoted to the analyses
of both algorithms, by means of tight asymptotis tehniques. We onlude in Setion 4.
2 Algorithms and Results
Both algorithms rely on the intuitive evidene that eah station must be awake within
a sequene of predetermined time slots. A rst naive idea is to have stations using
probabilities 1/2, 1/4,. . . to wake up and broadast. This solution is not orret however,
sine it is possible that no station ever broadasts alone.
In order to orret the failure, we have to plan many rounds with predetermined
length. Awake time slots are programmed at the end of eah suh rounds. Thus, we
allow all stations to detet the (possible) termination of the session in eah round. In
the sequel, we let α > 1 be the tuning parameter.
2.1 Algorithm 1
( 1) round← 1;
( 2) Repeat
( 3) For k from 1 to ⌈αround⌉ do /* probabilisti phase */
( 4) Eah station wakes up independently with probability 1/2k (to broadast
and listen);
( 5) If a unique station broadasts then it beomes a andidate station EndIf;
( 6) EndFor /* deterministi phase */
( 7) At the end of eah round, all stations wake up, listen and all andidate stations
broadast;
( 8) If there is a unique andidate then it is eleted EndIf;
( 9) round← round+ 1;
(10) until a station is eleted
Algorithm 1. Leader eletion protool for strong no-CD RN
Given a round j in the outer-loop (repeat-until loop), during the exeution time of the
inner-loop eah station randomly hooses to sleep or to broadast (and/or to listen) at
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eah time slot (eah station an ompute its sequene of awaking times at the beginning
of a urrent round). If a unique station is broadasting, this station knows the status
of the radio hannel and it beomes a andidate. At the end of round j, every station
wakes up and listens to the hannel; then the andidates broadast. If there is a single
andidate, it is eleted. Otherwise, the next round begins.
Dene q as the probability of having an eletion after j⋆(n) = ⌈logα log2 n⌉ rounds
and let cq be the funtion dened in inequalities (10) and (11),
cq(α) =
qα3
(α− 1)(1− α(1 − q)) . (1)
Theorem 1 On the average, Algorithm 1 elets a leader in at most c(α, q) log2 n time
slots, with no station being awake for more than 2 logα log2(n) (1+o(1)) mean time slots,
where cq1(α) is given in (1) with q1 = .6305.
2.2 Algorithm 2
In the ase of weak no-CD RN, a potential andidate annot alone be aware of its status
sine it annot broadast and listen at the same time. So, witnesses are needed to inform
the andidates.
( 1) round← 1;
( 2) Repeat
( 3) For k from 1 to ⌈αround⌉ do /* probabilisti phase */
( 4) Eah station wakes up independently with probability 1/2k;
( 5) With probability 1/2 eah awake station deides
( 6) either to broadast the message 〈ok〉 or to listen;
( 7) A listening station that gets this message (from one single sender) beomes
a witness;
( 8) EndFor /* deterministi phase */
( 9) At time ⌈αround⌉+1, eah witness and eah station having broadasted wakes
up;
(10) Eah witness broadasts (forwards) its reeived message;
(11) If there is one single witness, the station that sent the (witness) message
〈ok〉 is eleted;
(12) At time ⌈αround⌉+ 2, all stations are listening;
(13) If the leader has been eleted then the leader broadasts
(14) and all stations are aware of the status EndIf ;
(15) round← round+ 1;
(16) until a station is eleted.
Algorithm 2. Leader eletion protool for weak no-CD RN
This algorithm is in the same vein as Algorithm 1. Yet, in Algorithm 2 no andidate
an listen to its own message. Therefore, to be eleted, a andidate needs the help of a
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witness. It is important to remark that, in line (7), a station is dened as a witness i
it wakes up exatly when there exists a single broadasting station. The eletion thus
takes plae at the end of the round during whih two stations are hosen among n, viz.
the single andidate and its orresponding witness.
Some modiations in Algorithm 2 would slightly improve its performanes. For
example, to avoid possible onits, witnesses ould be kept asleep till the end of eah
round and also, the algorithm ould prevent any broadasting station from beoming a
witness. In its present form, we have the following result.
Theorem 2 On the average, Algorithm 2 elets a leader in at most cq2(α) log2(n) time
slots, with no station being awake for more than 2.5 logα log2(n) (1 + o(1)) mean time
slots, where cq2(α) is given by (1), with q2 = .6176.
3 Analysis
3.1 Tehnial Lemmas
The following two Lemmas use Mellin transforms [7, 11℄; they are both at the basis of
our analyses.
Lemma 1 We have
r∑
k=1
n
2k
exp
(
− n
2k
)
=
1
log 2
+
1
log 2
U(log2 n) + O
( n
2r
)
+ O
(
1
n
)
, (2)
where
U(z) =
∑
ℓ∈Z\{0}
Γ(χℓ)e
−2iℓπz, with χℓ ≡ 2iℓπ
log 2
.
The Fourier series U(z) has mean value 0 and the amplitude of the series does not exeed
10−6. (Γ(z) is the Euler funtion Γ(z) =
∫∞
0 e
−ttz−1dz.)
Proof: Asymptotis on the nite sum in equation (2) is obtained by diret use of
Mellin transform asymptotis [7℄. Periodi utuations are ourring under the form
of the Fourier series U(log2 n). However, the Fourier oeients of U(z) derease very
fast, so that the amplitude of the Fourier series is very tiny, viz. |U(z)| ≤ 10−6 (see
e.g., [7℄ or [11, p. 131℄). Last, the error term O(n/2r) in (2) results from the trunated
summation
∑k=r
k=1 n/2
ke−n/2
k
. 
Lemma 2 Let r1 ≡ r1(n) and r2 ≡ r2(n), suh that ri → ∞, while n/2r2 → 0 and
n/2r1 →∞ when n→∞. Then, for all positive integer m,
r2∑
k=r1
( n
2k
)m
exp
(
−nm
2k
)
=
m!
mm+1 log 2
+
1
mm log 2
Um( log2(n)) + O
(
2r1m
nm
)
+ O
(
nm
2r2m
)
+ O
(
1
n
)
, (3)
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with χℓ ≡ 2iℓπ
log 2
. For any ξ ≥ 0 and any positive integer m, the above Fourier series
Um(z) =
∑
ℓ∈Z\{0}
Γ(m− 1 + χℓ) exp (−2iℓπz) (4)
has mean value 0 and the amplitude of the series does not exeed 10−5.
Proof: Again, asymptotis on the summation in equation (3) is ompleted by using
the Mellin transform and omplex asymptotis [7℄. The error terms O(2r1m/nm) and
O(nm/2r2m) in (3) also result from the doubly trunated summation: r1 ≤ k ≤ r2. 
We also use the following
Lemma 3 Let (Xi)i≥1 and (Yi)i≥1 be two sequenes of independent Bernoulli random
variables, denoted B(Pi) and B(Qi), respetively, and suh that Pi ≤ Qi for any i. By
denition,
P(Xi = 1) = 1− P(Xi = 0) = Pi and P(Yi = 1) = 1− P(Yi = 0) = Qi.
Let H = inf{j |Xj = 1} and K = inf{j |Yj = 1}, whih may be regarded as a rst
suess in eah sequene Xi and Yi (resp.). Then, the stohasti inequality K ≤S H
holds. In other words, for any non-negative integer k,
P(K ≤ k) ≥ P(H ≤ k).
Moreover, for any non-dereasing funtion f ,
E(f(K)) ≤ E(f(H)). (5)
The above Lemma is a standard result in probability theory. It an be proven by on-
struting a probability spae Ω in whih the sequenes of r.v. (Xi) and (Yi) live: for
every ω, Xi(ω) = 1 ⇒ Yi(ω) = 1. For any ω ∈ Ω, K(ω) ≤ H(ω), and the stohasti
order is then a simple onsequene of this sure order on Ω. Any nondereasing funtion
f also satises f(K(ω)) ≤ f(H(ω)),∀ω ∈ Ω, and (5) holds.
3.2 Analysis of Algorithm 1
Assume that Algorithm 1 is in a given round j and that k satises 1 ≤ k ≤ ⌈αj⌉. Let
pj(n) be the probability that one station is eleted in round j. In that round, that is for k
ranging from 1 to ⌈αj⌉, the stations deide to broadast with the sequene of probabilities
(1/2k)1≤k≤⌈αj⌉. We have,
pj =
⌈αj⌉∑
k=1
n
2k
(
1− 1
2k
)n−1
×
⌈αj⌉∏
i=1
i6=k
(
1− n
2i
(
1− 1
2i
)n−1)
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=⌈αj⌉∑
k=1
n
2k
(
1− 1
2k
)n−1
× 1(
1− n
2k
(
1− 1
2k
)n−1) × ⌈α
j⌉∏
i=1
(
1− n
2i
(
1− 1
2i
)n−1)
=
∞∑
m=0
⌈αj⌉∑
k=1
(
n
2k
(
1− 1
2k
)n−1)(m+1)
×
⌈αj⌉∏
i=1
(
1− n
2i
(
1− 1
2i
)n−1)
︸ ︷︷ ︸
sj(n)
. (6)
Remark 1 Simple onsiderations show that when 2α
j ≪ n, the probability (1 − sj(n))
to have an eletion in the j-th round is almost 0 for large n. This remark explains the
ourrenes of the ruial values n/2α
j
and j⋆ = ⌈logα log2 n⌉ in the analysis.
The following Lemma 4 provides an upper bound on
sj(n) =
⌈αj⌉∏
i=1
(
1− n
2i
(
1− 1
2i
)n−1)
. (7)
Lemma 4 Let j be inreasing integers suh that j ≥ j⋆(n), then
lim sup
n
sj(n) ≤ .1884.
Proof: For any given i1, for all i ≥ i1,(
1− n
2i
(
1− 1
2i
)n)
≤
(
1− n
2i
exp
(
− n
2i
(
1 +
1
2i
)))
≤
(
1− n
2i
exp
(
− n
2i
(
1 +
1
2i1
)))
.
Sine αj →∞ and n/2αj → 0, αj ≫ log2 n, and by hoosing i1 = ⌈12 log2 n⌉ we obtain
sj(n) ≤
⌈αj⌉∏
i=i1
(
1− n
2i
exp
(
− n
2i
(
1 +
1
2i1
)))
≤ exp
−∑
m≥1
1
m
⌈αj⌉∑
i=i1
nm
2im
exp
(
−nm
2i
(
1 +
1
2i1
))
≤ .1883 + O
(
1√
n
)
+ O
(
n
2α
j(n)
)
.
The value exp
(
−∑m≥1m!/(mm+2 log 2)) = .188209 . . . is numerially omputed with
Maple. The upper bound on lim sup sj(n) is derived by taking into aount the utua-
tions of the Fourier series, up to e10
−5
in our ase, and the Lemma follows. 
Next, the following Lemma 5 provides an upper bound on pj(n) (dened in (6)).
Lemma 5 Let j be inreasing integers suh that j ≥ j⋆(n), then
lim sup
n
pj(n) ≤ .3694.
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Proof: By Lemma 2, sine n/2α
j → 0, we have
⌈αj⌉∑
k=1
( n
2k
)(m+1)
exp
(
−(m+ 1)n
2k
)
∼ (m+ 1)!
(m+ 1)m+2 log 2
+
1
(m+ 1)m+1 log 2
Um( log2(n)), (8)
where Um(z) is dened in (4). Summing on m in equation (6) and using the tehniques
in Lemma 4 yields the above upper bound on lim sup pj(n), numerially omputed with
Maple. 
Proof of Theorem 1: Let j⋆ ≡ j⋆(n) = ⌈logα log2(n)⌉, whih implies that n/2α
(j⋆+1) →
0 when n→∞. Aording to Lemma 5, if n is large enough,
1− pj ≥ q1 Ij≥j⋆+1, where q1 = 1− .3695 = .6305. (9)
As a onsequene, the number of rounds n1 in Algorithm 1 is smaller (with respet
to the stohasti order) than n′1 = j
⋆ + G, where G is a geometri r.v. with parameter
q1. Indeed, let
n1 = inf{j | the eletion ours in round j}
and let the suess probability in the j-th round be Pj = 1−sj (the suesses in dierent
rounds being independent). Then, Pj ≥ Qj , where Qj = q1 Ij≥j⋆+1. Taking n′1 as
the rst suess in a Bernoulli sequene with probability Qj , we obtain n
′
1 as desribed
above. Indeed, the rst j⋆ trials fail, and afterwards, eah trial results in a suess with
probability q1. The additive number of trials needed follows a geometri distribution
G(q), and
E(n1) ≤ E(n′1) = j⋆ + q−11 = logα log2(n) +O(1).
Let T1 ≡ T1(n) be the time needed to elet a leader in Algorithm 1. Sine n′1 is larger
than n1 for the stohasti order and r 7→
∑r
i=1⌈αi⌉ is non-dereasing, by Lemma 3,
E(T1) = E
 n1∑
j=1
⌈αj⌉
 ≤ E
 n′1∑
j=1
⌈αj⌉
 ≤ +∞∑
k=1
j⋆+k∑
j=1
(1 + αj)q1(1− q1)k−1 (10)
≤ cq1(α) log2(n) + O(log log n). (11)
Note that, during a round the mean number of awake times for a given station is smaller
than 1. Taking into aount the large number of rounds, the total number of awake time
slots is shown to be smaller than 2n logα log2(n)(1 + o(1)). Sine P(n1 ≤ j⋆(1− ε))→ 0
when n→∞, the above value is asymptotially tight. 
Remark 2 It is easily seen that the algorithm and the onvergene of the double sum
in (10) (resp.) require onditions α > 1 and α(1 − q1) < 1, with 1 − q1 = .3695 (resp.).
The value of α may thus be hosen in the range 1 < α < 2.707 . . ., so as to ahieve a
tradeo between the average exeution time of the algorithm and the global awake time.
Thus, the minimum value of the onstant cq1(α) is cq1(α˜) ≃ 8.837, with α˜ = 1.3361 . . .
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3.3 Analysis of Algorithm 2
Sketh of proof of theorem 2. As already stated, two awake stations are needed
in Algorithm 2: the one is only sending and the other is listening (the witness). The
orresponding probability expresses along the same lines as in (6) and, instead of pj(n),
one has now in step j,
p′j(n) =
⌈αj⌉∑
k=1
1
2
(n
2
)
4k
(
1− 1
2k
)n−2 1(
1− 12
(n2)
4k
(
1− 1
2k
)n−2)
⌈αj⌉∏
i=1
(
1− 1
2
(n
2
)
4i
(
1− 1
2i
)n−2)
.(12)
The omputation is quite similar to the proof of Theorem 1; it uses tehnial Lemmas as
shown in Subsetion 3.1. Again, asymptotis on p′j(n) in equation (12) is ompleted by
use of Mellin transform asymptotis. Periodi utuations also our under the form of
a Fourier series, and after some algebra the Theorem follows. In the ase of Algorithm 2,
exp
(
−∑m≥1m!/(2mmm+2 log 2)) = .462 . . . (instead of exp(−∑m≥1m!/(mm+2 log 2)) =
.188 . . . in Algorithm 1). Then, omputing p′j(n) leads to the sum
∑
m>0
∑
k
(
1
2
)m((n
2
)
4k
)m(
1− 1
2k
)(n−2)m
∼
∑
m>0
m!
2mm(m+1) log 2
∼ .8274 . . . ,
Now, the mean number of broadasting stations is n/2 and the mean number of
witnesses in round j is
1
2
⌈αj⌉∑
k=1
(n
2
)
4k
(
1− 1
2k
)n−2
= O(1).
(Reall that a station beomes a witness i it wakes up exatly when there exists a single
sender.)
Thus, the average number of awake time slots per station taking plae in a round
equals 2 time slots (as in Algorithm 1) plus 1/2 + O(1/n), due to the awaking stations
appearing in line (9) of Algorithm 2. Therefore, for any station, the expeted number of
awake time slots is bounded from above by 2.5 logα log2(n) (1 + o(1)).
Note that with q2 = .6176 . . ., α now meets the ondition 1 < α < 2.61 . . .; and the
minimum value of the onstant cq2(α) is cq2(α˜) ≃ 8.96, with α˜ = 1.3295 . . . 
Remark 3 Algorithms 1 and 2 an be improved by starting from k = k0, k0 > 1 in
line (3). Asymptotially, the running time of the algorithms remains the same, but start-
ing from k = k0 redues the awake time slots, to (1 + ǫ) logα log2(n) for Algorithm 1 and
(1.5 + ǫ) logα log2(n) for Algorithm 2, respetively (with ǫ = 1/2
k0−1
). Yet, this makes
the running time longer for small values of n. Therefore, the knowledge of any lower
bound on n greatly helps.
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4 Conlusion
In this paper, we present two new randomized leader eletion protools in n-station RN
with no knowledge of n, under the assumption of weak and strong no-CD RN, respe-
tively. The expeted O( log(n)) time omplexity of Algorithms 1 and 2 ahieves a quasi-
optimality (up to a onstant fator), with eah station keeping awake for O( log log(n))
time slots in both algorithms.
Our main ontribution is to propose a lass of energy-eient and quasi-optimal
leader eletion protools for individual lusters of an n-station RN. This lass of double-
loop algorithms uses a parameter α whih serves for a time-tuner in adjusting the tradeo
between the average time omplexity of algorithms and the awake time slots of the n
stations. (The tradeo is only obtained with respet to time upper bounds). Next,
our analyses provide upper bounds on the urrent variables. Also, the algorithms pre-
sented and the analysis of their performane improve on [14℄. Suh results pave the
way to address the design and analysis of a broad lass of energy-eient protools in
RN: e.g. naming protools, emulation protools of single/multi-hop radio networks [1℄,
respetively, et.
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