1. Introduction {#sec0001}
===============

Machine learning algorithms have emerged as a popular paradigm in recent scientific researches due to their flexibility to cope with the specificities of the data, not being limited by assumptions such as functional forms of the decision function of the probability distribution of the variables [@bib0001]. The versatility of this approach allowed its application in many different contexts, ranging from forecasting financial variables [@bib0002] to sentiment analysis in texts [@bib0003] and medical applications [@bib0004], [@bib0005]. Specifically in response to the COVID-19 pandemics, machine learning methods have also been applied to the detection of new cases using X-ray images [@bib0006] and the prediction of the time series of confirmed cases [@bib0007].

Give their ability to approximate highly complex patterns using nonlinear interactions on the data, the performance of machine learning models often exhibits a high sensibility to variations in their hyperparameters, which are user-defined model-specific parameters that control the learning process. As discussed by Claesen and De Moor [@bib0008], is not always trivial to find out the optimal combination of hyperparameters for prediction tasks, or even which hyperparameters are relevant for that specific task.

With respect to the recent COVID-19 pandemics, authors like Song and Karako [@bib0009] pointed out the importance of real-time information dissemination, emphasizing the relevance of having not only precise and reliable information about the virus' characteristics and dissemination, but also the speed in which that information is generated and spread. Analogously, Leon et al. [@bib0010] discussed the importance of having comparable data to assist decision-making on COVID-19's containment, notably with regard to the impacts of different strategies of mitigation and/or suppression across different locations.

In this sense, this paper aims to analyze the empirical effects of different hyperparameter settings on prediction performance, especially concerning the degree of nonlinearity that is introduced to the models, using COVID-19 data from the 12 most-affected countries. Moreover, we provided a visual-friendly analysis of the overall sensitivity of the models to hyperparameter changes using 3-D interpolated surfaces. This paper is structured as follows: [Section 2](#sec0002){ref-type="sec"} discuss the bias-variance dilemma and related concepts based on Hoeffding's inequality, as well as the mathematical formulation of Support Vector Regression (SVR) and Kernel functions; [Section 3](#sec0005){ref-type="sec"} describes the data, the steps of the empirical analysis and the discussion of the results; and [Section 4](#sec0006){ref-type="sec"} discusses this study's limitations and propositions of future developments.

2. Concepts and methods {#sec0002}
=======================

2.1. Generalization, Hoeffding's inequality, and overfitting {#sec0003}
------------------------------------------------------------

The essence of statistical learning is to identify the relevant patterns from observed data and be able to generalize those patterns to future data, thus providing reasonable explanations to a certain phenomenon of interest. The main challenge of generalization if to make inferences about the population based on a sample taken from it, which implies that every sample has particularities that may not represent the true data generating process, which would only be achieved by having the data of the whole population, In this sense, it is not enough to evaluate a model's generalization ability based only on its predictive performance for the observed data (a small in-sample error *E~in~*); instead, real-world decision making is interested in approximating the correct value for data that are yet to be observed -- a small out-of-sample error *E~out~*.

The relationship between *E~in~* and *E~out~* can be seen in Hoeffding's inequality [@bib0011], which formalizes the trade-off between capacity and complexity for the construction of a good algorithm for generalizations -- also known as the "bias-variance dilemma". Hoeffding's inequality is expressed as:$${\mathbb{P}{(|}}E_{in}\left( h \right) - E_{out}\left( h \right)\left| > \varepsilon \right) \leq 2 \cdot \mathbb{M} \cdot e^{- 2 \cdot \varepsilon^{2} \cdot n}$$ where *h* is a predicting model constructed from the observed data, ε is user-specified margin, *n* is the sample size and $\mathbb{M}$ is a measure of the model's complexity (one possible indicator to measure this is the Vapnik-Chervonekis dimension [@bib0012]), which expresses the learning capability of a statistical learning algorithm -- *i.e.:* the space of functions that the model can produce as a decision function for the input data. Nonetheless, the broader this set of "attainable functions" is, the more complex the model will be, such that in a scenario in which a "simpler" function would suffice, a more complex set of candidate functions would add more noise to the model's predictions, thus compromising its overall generalization ability. As stated in the "Occam's razor" principle, a simpler model with the same explanatory power tend to be superior in comparison with a more complex one.

While *E~in~* can be effectively reduced to zero without major challenges, doing so tend to be harmful to generalization purposes, since the researcher would be basically "hoping" for the future data to be equal to the sample taken. On the other hand, the generalization error *E~out~* depends on the allocation between in-sample bias and out-of-sample variance (complexity). After algebraic manipulations of the expression [1](#eq0001){ref-type="disp-formula"}, the upper bound for *E~out~* can be expressed as:$$\begin{array}{ccl}
\underset{\text{out-of-sample}\text{generalization}\text{error}}{\underset{︸}{E_{out}\left( h \right)}} & \leq & {E_{in}\left( h \right) + \sqrt{\frac{1}{2 \cdot n}log\left( \frac{2 \cdot \mathbb{M}}{\delta} \right)}} \\
 & \leq & {\underset{\text{in-sample}\text{error}}{\underset{︸}{E_{in}\left( h \right)}} + \underset{\text{model}\text{complexity}}{\underset{︸}{\Omega}}} \\
\end{array}$$ where $\delta = 2 \cdot \mathbb{M} \cdot e^{- 2 \cdot \varepsilon^{2} \cdot n}$ is a constant and Ω represents the penalization for the complexity of the model. Note that two sources raise the upper bound for generalization error *E~out~*: based on Hoeffding's inequality, *E~out~* is bounded by the sum of two components: in-sample error *E~in~* (bias) and the algorithm's complexity Ω (variance): the first term is high when the sample data are not well described, while the second term is high when the predicting model is way too complex to fit well for unseen data -- in both cases, the generalization power of the model is hindered. In this regard, the choice of the model and its hyperparameters is especially relevant since a small change can induce significant differences in generalization effectiveness, as discussed in Claesen and De Moor [@bib0008].

Whilst machine learning methods are flexible to the characteristics of the observed data, excessive complexity in those models can induce overfitting. As the name implies, overfitting occurs when the predicting algorithm ends up in describing too well the in-sample data, incorporating not only the information related to the data-generating process but also the noises specific to that particular sample -- in this scenario, the model would be simply "memorizing" the observed patterns from the past, and thus it would not be actually "learning" the relevant patterns. The effect of excessive complexity can be seen in the so-called "Runge's phenomenon" [@bib0013], which refers to the deviation between the Lagrange polynomials interpolations and the actual function of interest -- maintaining the in-sample approximation error at zero, the out-of-sample approximation error grows larger as the chosen degree of the interpolating polynomial increases.

2.2. Support vector regression and kernel functions {#sec0004}
---------------------------------------------------

In this paper, we opted to use Support Vector Regression (henceforth SVR) to perform the forecasts, motivated by the fact that this method can generalize nonlinear interactions of a user-specified dimensionality by using Kernel functions, making it easy to compare the relative predictive performance of different structures of feature nonlinearity. SVR [@bib0014], [@bib0015] is a regression model that aims to find the optimal middle-ground between a good description of the in-sample data ("bias") and the overall complexity of the decision function ("variance"), and is one of the most popular machine learning methods in the recent literature [@bib0002]. As illustrated by Hoeffding's inequality, the out-of-sample generalization error depends on both sources; in this sense, for the "variance side", SVR considers a band of tolerance ε, to avoid overfitting; also, for the "bias side", a penalty term *C* is added to the objective function for points that lie outside this confidence interval for an amount ***ξ*** \> 0.

We applied the ε-SVR, which uses the ε-insensitive loss function [@bib0014], *L* ~ε~\[*y~i~, f*(**x~i~**)\], expressed by:$$L_{\varepsilon}\left\lbrack y_{i},f\left( \mathbf{x}_{\mathbf{i}} \right) \right\rbrack = \left\{ \begin{array}{l}
{|y_{i} - f\left( \mathbf{x}_{\mathbf{i}} \right)\left| - \varepsilon,\quad \right|y_{i} - f\left( \mathbf{x}_{\mathbf{i}} \right)\left| > \varepsilon, \right.} \\
{\left. 0,\quad \right|y_{i} - f\left( \mathbf{x}_{\mathbf{i}} \right)\left| \leq \varepsilon. \right.} \\
\end{array} \right.$$

SVR solves a quadratic programming problem with a global optimal solution, as described in Drucker et al. [@bib0015]. The decision function of ε-SVR is given by:$${f\left( \mathbf{x}_{\mathbf{i}} \right)}{= \mathbf{w}^{\top}\varphi\left( \mathbf{x} \right) - w_{0} = \sum\limits_{t = 1}^{T}{\kappa\left( \mathbf{x}_{\mathbf{i}},\mathbf{x}_{\mathbf{j}} \right)\left( \lambda_{j}^{*} - \lambda_{j} \right)} - w_{0}}$$ where $\kappa\left( \mathbf{x}_{\mathbf{i}},\mathbf{x}_{\mathbf{j}} \right) = \varphi\left( \mathbf{x}_{\mathbf{i}} \right) \cdot \varphi\left( \mathbf{x}_{\mathbf{j}} \right) \in \mathbb{R},i,j = 1,2,3\cdots,T$ is the kernel function associated to the nonlinear mapping φ, which is the key element that introduces the nonlinear interactions between the original variables to the model. As discussed by Schölkopf [@bib0016], *κ* represents the inner product of φ, thus it works as a metric of similarity at an arbitrarily high-dimensional feature space, without having to explicitly compute φ, which can have up to infinite components (such as in Gaussian Kernel, for example).

To verify the relative effect of considering higher degrees of nonlinearity on the out-of-sample predictive performance of the models, in this paper we used polynomial and Gaussian Kernels, two of the most commonly used functions in Kernel-based machine learning models for both classification and regression tasks. The polynomial Kernel of degree *q*, given by:$$\kappa\left( \mathbf{x}_{\mathbf{i}},\mathbf{x}_{\mathbf{j}} \right) = \left\lbrack \left( \mathbf{x}_{\mathbf{i}} \cdot \mathbf{x}_{\mathbf{j}} \right) + \alpha \right\rbrack^{q},\alpha \in \mathbb{R},q \in \mathbb{Z}^{+}$$ introduces nonlinear interactions (powers and cross-products) between all explanatory variables up to the *q*-th degree. In this sense, applying SVR with the quadratic Kernel ($q = 2$) for a dataset with *k* independent variables $x_{i},i = 1,2,\ldots,k$ is equivalent to running a regression using all powers of *x~i~* up to degree 2 ($x_{i}^{1},x_{i}^{2}$) and all cross-products *x~i~x~j~*, with $i,j = 1,2,\ldots,k;i \neq j$. Analogously, the cubic Kernel ($q = 3$) includes all powers of *x~i~* up to degree 3 ($x_{i}^{1},x_{i}^{2},x_{i}^{3}$) and all cross-products up to degree 3 ($x_{i}x_{j},x_{i}^{2}x_{j},x_{i}x_{j}^{2},$ with $i,j = 1,2,\ldots,k;i \neq j$) as regressors. In summary, the polynomial Kernel can effectively generalize arbitrarily high-dimensional nonlinear regressions by changing only the hyperparameter *q; α* works as a bias term (intercept) that incorporates the interactions of degree 0.

By taking the limit *q* → ∞, and decomposing [Eq. (5)](#eq0005){ref-type="disp-formula"} with Taylor series, one can generalize a infinite-dimensional feature space for the data, yielding the Gaussian Kernel:$$\kappa\left( \mathbf{x}_{\mathbf{i}},\mathbf{x}_{\mathbf{j}} \right) = exp\left( - \frac{\parallel \mathbf{x}_{\mathbf{i}} - \mathbf{x}_{\mathbf{j}} \parallel^{2}}{2\sigma^{2}} \right),\sigma > 0$$

The Gaussian Kernel (also known in the machine learning literature as "Radial Kernel" or "RBF Kernel") generalizes an infinite-degree polynomial with only one hyperparameter *σ*, which controls the dispersion of the empirical distribution[1](#fn0001){ref-type="fn"}

The choice of the global hyperparameters from SVR's formulation ε and *C*, as well as the Kernel-specific hyperparameters *α, q* and *σ*, makes a decisive impact on the predictions' quality since a different decision function is generated in each different combination. Therefore, in this paper we investigated empirically the effect of introducing high-dimensional interactions to a dynamic prediction of COVID-19's cases time series for the most-affected countries, evaluating the predictive gains by using higher degrees of nonlinearity (and consequently a more general set of potential candidates to the optimal decision function), and in what extent this additional complexity can hinder out-of-sample forecasting.

3. Empirical analysis and discussion {#sec0005}
====================================

We used daily data from [the Center for Systems Science and Engineering at Johns Hopkins University](http://github.com/CSSEGISandData/COVID-19){#intrrf0001} up to May 31, 2020, and selected the countries that surpassed 150,000 confirmed cases of COVID-19 at this date, namely (in alphabetic order): Brazil, France, Germany, India, Iran, Italy, Peru, Russia, Spain, Turkey, the United Kingdom, and the United States.

The dependent variable was the number of confirmed cases at period *t, y~t~*. For each time period *t*, we used as predictors the number of confirmed cases in the seven last days: $y_{t - 7},y_{t - 6},\ldots,y_{t - 1}$. To simulate a more realistic decision-making process, we started with an initial training set composed by the time series up to the day when the respective country reached 10,000 confirmed cases -- in this paper, we called this timestamp $\mathcal{S}$. Therefore, $\mathcal{S}$ is the number of days passed at each country until the 10000-th confirmed case and, consequently, the initial size of the training set $\mathcal{D}_{train}$.

On the other hand, the test set $\mathcal{D}_{test}$ is always the number of confirmed cases one day after the end of the training set -- that is, the first generated forecast is ${\hat{y}}_{\mathcal{S} + 1}$. Then, at each subsequent day after $\mathcal{S},$ the training set was updated with the actual value of the next day ($y_{\mathcal{S} + 1}$), with the models being retrained for each combination of hyperparameters, generating the prediction ${\hat{y}}_{\mathcal{S} + 2}$ and comparing to is actual value $y_{\mathcal{S} + 2},$ and so on. For each model, we applied 10-fold cross-validation for the respective training set. The grid of hyperparameters that we used is displayed in [Table 1](#tbl0001){ref-type="table"} below:Table 1Grid-search intervals of the hyperparameters.Table 1HyperparameterIntervalε$\left\lbrack 0,0.01,\cdots,0.99,1 \right\rbrack$*C*{10^1^, 10^2^, 10^3^, 10^4^, 10^5^}*α*$\left\lbrack 0,0.1,\cdots,1.9,2 \right\rbrack$*q*{1, 2, 3, 4}*σ*$\left\lbrack 0,0.05,\cdots,1.95,2 \right\rbrack$

At the end of the process, we obtained the prediction errors between the forecasts $\hat{y}$ and the actual values *y* for each day after $\mathcal{S},$ and computed the Mean Absolute Error (MAE) for each combination of hyperparameters {ε, *C, α, q, σ*}, given by:$$MAE = \sum\limits_{i \in \mathcal{D}}\frac{|\hat{y_{i}} - y_{i}|}{N}$$ where *N* is the number of hyperparameter combinations for each country.

After calculating all predictions of the number of confirmed cases *y* for all periods between $\mathcal{S} + 1$ and May 31, 2020, we took the mean of the in-sample and out-of-sample MAEs of the forecasting errors for all Kernel functions, aggregating by all other hyperparameter combinations. These results are displayed in [Tables 2](#tbl0002){ref-type="table"} and [3](#tbl0003){ref-type="table"} . In addition, for better visual analysis, we also plotted in [Fig. 1](#fig0001){ref-type="fig"}, [Fig. 2](#fig0002){ref-type="fig"}, [Fig. 3](#fig0003){ref-type="fig"}, [Fig. 4](#fig0004){ref-type="fig"}, [Fig. 5](#fig0005){ref-type="fig"}, [Fig. 6](#fig0006){ref-type="fig"}, [Fig. 7](#fig0007){ref-type="fig"}, [Fig. 8](#fig0008){ref-type="fig"}, [Fig. 9](#fig0009){ref-type="fig"}, [Fig. 10](#fig0010){ref-type="fig"}, [Fig. 11](#fig0011){ref-type="fig"}, [Fig. 12](#fig0012){ref-type="fig"} the resulting MAEs for each combination of non-Kernel specific hyperparameters (ε and *C*) for all five Kernel functions. The interpolation of the surfaces was performed using Akima [@bib0018]'s method, following Akima and Gebhardt [@bib0019]'s implementation.Table 2Average in-sample MAEs and size of initial training sets for each country.Table 2Country$\mathcal{S}$Kernel functionPolynomial 1Polynomial 2Polynomial 3Polynomial 4GaussianBrazil3210649.7712553.3810811.7113192.697587.87France4916394.9617751.0216651.1319862.8219775.04Germany4518467.5419467.9619435.1821004.2220819.01India685500.385621.825628.555769.076496.78Iran167149.888501.258522.088511.569631.21Italy3319863.9521637.1520723.5021099.2122874.63Peru335661.865821.576036.216208.257159.18Russia6315337.8615605.1515687.9417037.145873.28Spain3923784.6324810.4024756.6625800.7023099.66Turkey1311211.8212570.3612906.9713090.8513789.01United Kingdom4917544.0818519.7818422.4219979.4411603.50United States5126155.9864103.9956498.8482068.004862.61Table 3Average out-of-sample MAEs for 1-step ahead prediction and number of predictions made for each country.Table 3Country*N*Kernel functionPolynomial 1Polynomial 2Polynomial 3Polynomial 4GaussianBrazil5716578.3615814.7527725.7952651.0437146.88France7318112.1921952.9531221.0345390.4262178.86Germany7422414.2722509.8926018.9834430.5263626.16India487648.737045.7210515.3331637.6438413.82Iran8012127.4510999.5012844.6014068.1718387.96Italy8226777.3323060.1626755.9737398.5155590.10Peru478688.196066.8817954.8628525.0430738.32Russia5219260.7518918.9828708.9258564.9541130.92Spain7528297.3125669.6132067.2140376.5961631.02Turkey6217235.2315875.7619661.5223408.9128362.55United Kingdom6623151.8615899.1326867.5548548.8555414.30United States7328072.3645025.4370219.7391686.5747160.43Fig. 1Out-of-sample MAE surfaces for Brazil.Fig. 1Fig. 2Out-of-sample MAE surfaces for France.Fig. 2Fig. 3Out-of-sample MAE surfaces for Germany.Fig. 3Fig. 4Out-of-sample MAE surfaces for India.Fig. 4Fig. 5Out-of-sample MAE surfaces for Iran.Fig. 5Fig. 6Out-of-sample MAE surfaces for Italy.Fig. 6Fig. 7Out-of-sample MAE surfaces for Peru.Fig. 7Fig. 8Out-of-sample MAE surfaces for Russia.Fig. 8Fig. 9Out-of-sample MAE surfaces for Spain.Fig. 9Fig. 10Out-of-sample MAE surfaces for Turkey.Fig. 10Fig. 11Out-of-sample MAE surfaces for the UK.Fig. 11Fig. 12Out-of-sample MAE surfaces for the USA.Fig. 12

As shown in [Tables 2](#tbl0002){ref-type="table"} and [3](#tbl0003){ref-type="table"}, the polynomial Kernels with degree 1 and 2 had the best average out-of-sample MAEs, while the Gaussian Kernel had the best average performance for in-sample data, but worst for out-of-sample data. In light of Hoeffding's inequality and the decomposition of the generalization error sources presented in [Eq. (2)](#eq0002){ref-type="disp-formula"}, this is a sign that the Gaussian Kernel models have fallen into overfitting -- a small *E~in~* at the expanse of a large Ω, with the benefit obtained from the first term not compensating the price paid from the second term.

In terms of volatility of the surfaces -- *i.e.*, the relative sensitivity of the models' to hyperparameter changes -- [Fig. 1](#fig0001){ref-type="fig"}, [Fig. 2](#fig0002){ref-type="fig"}, [Fig. 3](#fig0003){ref-type="fig"}, [Fig. 4](#fig0004){ref-type="fig"}, [Fig. 5](#fig0005){ref-type="fig"}, [Fig. 6](#fig0006){ref-type="fig"}, [Fig. 7](#fig0007){ref-type="fig"}, [Fig. 8](#fig0008){ref-type="fig"}, [Fig. 9](#fig0009){ref-type="fig"}, [Fig. 10](#fig0010){ref-type="fig"}, [Fig. 11](#fig0011){ref-type="fig"}, [Fig. 12](#fig0012){ref-type="fig"} showed that the polynomial Kernels of degree 3 and 4 (in green and teal, respectively) were the more volatile ones, exhibiting big oscillations on the forecasting errors for small changes in *C* or ε. On the other hand, the less volatile surfaces were the linear Kernel (in magenta) -- an expected result given that this function yields the less complex decision functions -- and also the Gaussian Kernel (in blue), although it is theoretically able to generalize more complex polynomials than the other Kernels.

Even though the shape of the surfaces was different across the 12 analyzed countries, their overall results were similar, both in terms of the order of the Kernels with respect to out-of-sample MAEs and in terms of the surfaces' volatility. However, while the values shown in [Tables 2](#tbl0002){ref-type="table"} and [3](#tbl0003){ref-type="table"} are easy to interpret, they can be somewhat misleading, since they represent the average value of the surfaces shown in [Fig. 1](#fig0001){ref-type="fig"}, [Fig. 2](#fig0002){ref-type="fig"}, [Fig. 3](#fig0003){ref-type="fig"}, [Fig. 4](#fig0004){ref-type="fig"}, [Fig. 5](#fig0005){ref-type="fig"}, [Fig. 6](#fig0006){ref-type="fig"}, [Fig. 7](#fig0007){ref-type="fig"}, [Fig. 8](#fig0008){ref-type="fig"}, [Fig. 9](#fig0009){ref-type="fig"}, [Fig. 10](#fig0010){ref-type="fig"}, [Fig. 11](#fig0011){ref-type="fig"}, [Fig. 12](#fig0012){ref-type="fig"}, while in real-world decision-making the researcher would not pick the average, but the minimum value of the surfaces to actually generate predictions -- *i.e.*, out of all hyperparameter combinations, only the one that minimizes the out-of-sample prediction error would be effectively used. In this sense, we also compiled the smallest MAE of each hyperparameter combination for in-sample and out-of-sample data, grouped by the respective Kernel function. The results are displayed in [Tables 4](#tbl0004){ref-type="table"} and [5](#tbl0005){ref-type="table"} below:Table 4Minimal in-sample MAEs for each country.Table 4CountryKernel functionPolynomial 1Polynomial 2Polynomial 3Polynomial 4GaussianBrazil301.95250.66184.16180.863.32France643.12424.06486.78430.667.86Germany324.85193.25201.93308.798.91India91.6167.9895.30137.852.30Iran139.68103.502.1264.857.20Italy248.60160.61182.40242.8712.03Peru258.05169.44137.30125.703.48Russia137.72120.8891.12322.902.38Spain589.40455.05389.76787.5012.76Turkey248.36167.01139.03134.649.91United Kingdom312.88198.64171.59335.462.92United States840.10806.711615.792310.320.96Table 5Minimal out-of-sample MAEs for 1-step ahead prediction for each country.Table 5CountryKernel functionPolynomial 1Polynomial 2Polynomial 3Polynomial 4GaussianBrazil1357.282805.738231.2911147.7726242.72France1110.364092.0910804.9213575.7636397.61Germany827.903376.745460.364774.9136433.56India391.611087.672469.1514435.4733899.76Iran228.81763.041604.553479.605464.80Italy595.921464.045581.9416150.5129930.88Peru745.802602.574066.7316932.3523255.80Russia802.042324.248178.3632680.1835810.48Spain1558.273758.094722.189163.5330992.24Turkey722.33759.183011.704866.4810936.19United Kingdom956.081993.317489.9719053.1945346.41United States2643.958417.406688.7919125.2335734.70

Analyzing [Tables 4](#tbl0004){ref-type="table"} and [5](#tbl0005){ref-type="table"}, the empirical consequences of the bias-variance trade-off becomes even clearer. Once again, the linear Kernel exhibited bad minimal in-sample MAEs, but had the best ones for out-of-sample data; on the other hand, the Gaussian Kernel performed almost perfectly for in-sample data for at least one hyperparameter combination for every country, while its best out-of-sample result was significantly worse than all other Kernel functions for every analyzed country -- despite yielding the best *E~in~*, complexity took its toll and resulted in the worst generalization.

In the general context of statistical learning, just like more complex models can suffer from overfitting, simpler models like the linear Kernel are also prone to " the other side" of bad generalization performance, which is underfitting -- a small Ω that leads to a bad *E~in~*. For instance, Han et al. [@bib0020] proposed a framework to model nonlinear time-series data, discussing the generality of their approach over linear benchmarks for datasets from various contexts. Similarly, Lahmiri et al. [@bib0021], analyzed the reactions of financial variables to a global-scale crisis, identifying significant shifts in the nonlinear dynamics of many different financial markets, evidencing that the extra complexity of nonlinear models can effectively contribute to better out-of-sample performance for financial data, as also pointed out by works like Gu et al. [@bib0022] and Wang et al. [@bib0023].

However, for the specific predictive task performed in this paper, the introduction of nonlinearity did not manage to enhance the forecasts' quality, and the extra complexity made them worst instead. As stated in the "no free lunch theorem" [@bib0024], in statistical inference there does not exist a globally superior learning algorithm that dominates over all others for every generalization task -- in other words, there is no "best" model that suits well every application; instead, there is the right method for the right application. In this sense, not all "nonlinearities" are equal, and the same Kernel function can yield quite different performances depending on the application: for example, in Henrique et al. [@bib0025]'s paper on portfolio allocation using SVR, the inverse multiquadric Kernel function yielded the best results, while in Peng and Albuquerque [@bib0026], which also used SVR but for exchange rate prediction, the same Kernel function yielded overall poor results.

4. Conclusion and remarks {#sec0006}
=========================

This paper conducted an experiment using COVID-19 data to provide an empirical view of some basic machine learning concepts and has the potential to aid future researchers and professionals to better understand the trade-offs involved in model building and their subsequent impacts on generalization performance. In this sense, this paper does not have the intention to exhaust the debate over COVID-19 predicting models, much less the debate over the society's reaction to the impacts of the still ongoing pandemics; instead, we intend to draw attention into fundamental aspects of data analysis and machine learning model construction, as apparently small details can make a significant difference on decision-making made on real life, we urge for extra caution in this regard, especially in COVID-19 times.

One of the main features of machine learning models is their ability to capture nonlinear patterns from the data; therefore, the experiment performed in this paper could be extended for many other methods apart from SVR -- such as random forest and deep neural networks -- which also have many different hyperparameters (number of trees/hidden layers, number of observations in each terminal node, activation function, etc.) that directly influence on these models' generalization performance. While we opted to focus on SVR to facilitate the comparison between the models, the empirical effects of overfitting and hyperparameter changes can also be analyzed using other machine learning models in future researches. In addition, popular models such as LASSO and ridge regression can serve as linear benchmarks to analyze the relative performance of nonlinear models, not only for COVID-19 data but for general predicting tasks of various knowledge fields. Finally, future developments can include COVID-19 data from other countries and other Kernel functions, as well considering a larger interval grid for the hyperparameters for further details on the behavior of in-sample and out-of-sample prediction performance.
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Regarding the generalization of polynomial and Gaussian Kernels of nonlinear interactions, a formal proof can be obtained in Peng [@bib0017].
