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Abstract 
Szpankowski, W., A characterization of digital search trees from the successful search viewpoint, 
Theoretical Computer Science 85 (1991) 117-134. 
This paper studies the average complexity of digital search trees from the successful search point of 
view. The average value of the successful search is used to evaluate the search time for a given record, 
the number of comparisons to insert a record, etc. The average value, however, is rather a poor 
measure and the need for higher moments of the successful search is obvious. For example, the 
variance provides information on how well a digital tree is balanced; the third centralized moment is 
a measure of the skewness property of the distribution, etc. In this paper we concentrate on an open 
problem: how to evaluate all moments of the successful search in an asymmetric multiway digital 
search tree? We prove that the mth moment ES,” of the successful search S,, where n is the number of 
stored records, satisfies ES~/ln”n+l/h~ as n+co, where hi is the entropy of the alphabet. In 
particular, it is shown that the variance of S. is var S. = c In n + O(1) for the asymmetric case, and 
var S.=O(l) for the symmetric case. This paper completes a study undertaken by the author to 
characterize some digital trees such as regular tries, Patricia tries and digital search trees from the 
average viewpoint. 
1. Introduction 
Digital trees [2, 10, 13, 14, 161 experience a new wave of interest due to a number of 
novel applications in computer science and telecommunications. For example, recent 
developments in the context of large external files and ideas derived from the dynamic 
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hashing (virtual hashing, dynamic hashing, extendible hashing) lead to the analysis of 
digital trees [4, 5, 6, 7, 131. Partial matching of multidimensional data provides 
another application [7]. In telecommunications, recent developments in conflict 
resolution algorithms [3, 91 have also brought a new interest in digital trees. Some 
other applications are: radix exchange sort, polynomial factorization, simulation, 
Huffman’s algorithm, etc. [2, 10, 151. 
The three primary digital tree search methods are: digital search trees, radix search 
tries (in short, tries), and Patricia tries [2, 10, 13, 151. In all cases, a digital tree is built 
over a V-ary alphabet d= { oi, . . . . co,,}. Records stored in a tree, say n of them, 
consists of (possibly infinite) strings (keys) from d. A digital search tree [2] is a data 
structure that leads to much improved worst-case performance by making use of the 
digital properties of the key. The idea is to build up a structure consisting of nodes, 
each node has a record containing a key and V links which point to subtrees. The 
branching policy on a level, say k, is based on the kth digit (element) of a key. For 
example, if the kth element of the key is c()~, then we go to the leftmost subtree; if it is 
02, we move to the next of the leftmost subtree, etc. However, if keys are very long, 
then comparison of keys at each level of the tree might be quite costly. To avoid this, 
in the radix search trie we do not store keys in tree nodes (internal nodes), but rather 
put all the keys in external nodes of the trees. Moreover, such a radix trie has an 
annoying flaw: there is “one-way branching” which leads to the creation of extra 
nodes in the tree. D.R. Morrison discovered a way to avoid this problem in a data 
structure which he named the Patricia trie. In such a tree, all nodes have branching 
degree greater than or equal to two. This is achieved by collapsing one-way branches 
on internal nodes, i.e. by avoiding unary nodes (for more details see [2, 6, 15, 18-J). 
Note that the number of internal nodes in the digital search tree and the Patricia trie 
are equal to n and n- V’+ 1, respectively. This does not hold for radix search tries. It 
can be proved that the average number of internal nodes is larger than n, e.g. in binary 
symmetric case the tree has n/in 2- 1.44n internal nodes. 
Two quantities are of interest for digital trees; namely, successful search and 
unsuccessful search. A successful search occurs whenever a new key added to the data 
structure is already in the tree. If a new key is not in the tree, then an unsuccessful 
search occurs. In this paper we concentrate on the successful search S, for a digital 
search tree. A complete characterization of radix search tries and Patricia tries from 
the successful search viewpoint has already been obtained in [21] and [19], and this 
paper completes the study by analyzing digital search trees. 
To investigate the average complexity of the successful search S, in digital search 
trees, we assume that a sequence of elements from the alphabet LZZ is an independent 
sequence of Bernoulli trials (Bernoulli model), and the probability of occurrence of an 
element from the alphabet in a key is equal to pi for 1 d i < V. Under these assump- 
tions, we study all moments of the successful search S, in a digital search tree. 
It is shown that the mth moment of S, satisfies lim,, m ES:/ln”n= l/h!‘, where 
h, = -Cr= Ipi In pi is the entropy of the alphabet d. In particular, we prove that 
the variance of S, is ( h2 -h f)h; 3 In n + O(1) for an asymmetric digital tree, where 
Characterization of digital search trees 119 
h2 =I!= i~~ln~p~. Note that this implies that the variance in the symmetric case 
(pi =p2= . . . =pV= l/V) is equal to O(1) (e.g. for I’=2 the variance is varS,=2.844, 
for V=3 we find varS,= 1.325, and so on). To the author’s knowledge, the previous 
analyses of the digital search tree have been restricted to binary symmetric trees; the 
average successful search has been investigated in [6, 151, while the variance for 
binary symmetric case was explored in [13]. 
This paper differs in some aspects from the previous analyses; however, it resembles 
the approach taken by Flajolet and Sedgewick in [6]. We adopt a general approach to 
solve the problem. Namely, we first derive a general solution of a recurrence equation 
which governs the behavior of the successful search S, in digital trees. A straightfor- 
ward application of this solution leads to the exact formula for EST. To obtain an 
asymptotic approximation, we also adopt a unified approach; that is, we first derive 
a general formula for some alternative sums and then we use it to solve our problems. 
This formula generalizes Knuth’s and de Bruijn’s approach [14], and it is a Mellin- 
like technique; however, we do not explicitly use the Mellin transform (see [20] for the 
proof and more details). 
This paper is organized as follows. In the next section some preliminary results and 
summary of final results are given. In this section we show how to solve a general 
(binomial) recurrence equation and, in addition, we discuss some consequences of our 
main findings. We also compare digital search trees, radix tries and Patricia tries 
from the average complexity viewpoint. Finally, in Section 3 we prove our main 
results. 
2. Summary of main results and discussion 
Let us consider a family 9,, of digital search trees with n keys (records) built over an 
alphabet ‘cg=(ol,... ,oy}. A key is a string of (possible infinite) elements from 
d such that the ith element Oi E & occurs independently of other elements, and with 
probability Pi such that CrE1pi= 1. We study successful search S, in the random 
family 9,, of digital search trees. The successful search is defined precisely in [ 153 and 
[21]. To recall, S, represents a depth of a randomly selected key. The mth factorial 
moment of S, is defined as follows: 
def 
e =~{S,~(S,-l)~(S,-2)...(S,-m+1)}, 
where the expectation is taken over all trees in 9,, and over all nodes in a given tree 
t E &3,, It is shown that these moments are related to the mth derivatives of a generat- 
ing function of gn. Let H,(z) denote this generating function with the coefficients at zk 
being the expected number of nodes (records) at level k in our family 9,, (for details 
and more precise definitions see [15, 171). 
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There is no explicit formula for H,(z), but a rather sophisticated recurrence. To find 
it, let us denote byj=(j,, j,,...,j,) a vector such that j,+j,+ ... +jv=n. Also let 
def n! 
= 
j!j,!...j,! 
be a multinomial coefficient, and let Cfjr=n) f( jr,. . . , j,) denote a sum over all j such 
that j,+j,+ ... +j, = n for a given function f( .). Then the following recurrence on 
H,(z) may be established. 
Lemma 2.1. For any n the generating function H,(z) of the random family 9,, satisJies 
the following recurrence: 
Ho(z)=O, H,(z)= 1, 
H,(z)=z ~j~~_~~(n~l)~Z...Y:IIHj,(z)+ ." +Hj,(z)l+l. (2.1) 
Proof. Consider V’ subtrees of the root, each with jr, j,, . . . , j, keys, jr +j, + ... +j, = 
n - 1. Then, for a given tree t E 9,, 
H,(z)=z[Hj,(z)+ ". +Hj,(z)]. 
The first term z in the above equations represents the fact that the subtrees are one 
level below the root. Taking now the expectation of the last recurrence over all trees in 
Qn,, and noting that in our Bernoulli model the probability of jr,. . . , j, keys in the 
subtrees is equal to 
n-l ( ) j pi1 ...p$ 
we finally obtain (2.1). 0 
Now we establish relationship between the mth factorial moment st and the mth 
derivative of H,(z) at z= 1. Let L, denote an internal path length in a digital tree 
t E 9,,, i.e. the sum of all paths from the root to all nodes. We generalize the definition 
of L, as follows. Let S,(i) be a path from the root to the ith node. For a given integer 
m we define 
L+= i S,(i)[S,(i)-l] [S,(i)-21 ... [S,(i)-m+ 11, 
i=l 
and let lt= ELF. The quantity 1: is not exactly the mth factorial moment of L,, but it 
is closely related to it. We call 1: the mth semi-factorial moment of the internal path 
length. 
Denote now by Him)(l) the mth derivative of H,(z) at z= 1. Then the following 
property is easy to establish (see [21]). 
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Property 2.2. For integers n and m the following relationships hold: 
/I!=fp”)(l) n n ’ 
s;=lF/n, 
with H,(l)=n. 
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(2.2) 
(2.3) 
Using Lemma 2.1 and (2.2), we derive a recurrence equation for 1: and, hence, by 
(2.3) also on st. We shall work at the beginning with 1;. For simplicity of the 
presentation, we assume that I/= 2 and p1 = p, p2 = 1 - p1 = q; however, all results can 
be trivially extended to V-ary asymmetric digital search trees. From (2.1) and (2.2), for 
m= 1 we find immediately that 
Computing the second derivative of H,(z) one shows that 
i$=Z[i$(n-l)]+‘g ( n;l)Pkqn-l-klli+i!_I_k,. 
k=O 
(2.4) 
(2.5) 
Note that (2.4) and (2.5) is a system of recurrences, i.e. to find 14 we need 1:. 
Generalizing this, we can prove the following lemma. 
Lemma 2.3. For any integers m and n, the mth semi-factorial moment of L, satisfies the 
following recurrence 
l;=lT=o, (2.6) 
lf=m! 2 (- lJrnek &+ 
k=l 
,j~~_,,(n~l)ai....ul.[it+ ..‘+lm 
where we have defined 1 f = n - 1. 
Proof. The proof uses induction arguments applied to (2.3), and is left to the 
reader. 0 
As noted before, (2.6) is a system of recurrences. To compute 1: we need 
l$, 1$, . . . , le from the previous recurrences. Note also that (2.6) has a common 
pattern and the recurrences differ only by the first term in (2.6), which we call the 
additive term and denote by a,. To present a unified analysis of all moments of S, we 
first solve a general recurrence of type (2.6). 
Let xo,xl,...,x, be a sequence of numbers satisfying the following 
equation: given x0 and x1, compute 
x,=a,+ 
j c, (nT1)pp 
“‘P’;‘[Xj,+ ‘.. +Xjy], n32, 
r 
recurrence 
(2.7) 
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where a, is any sequence of numbers. We call a, an additive term of the recurrence 
(2.7). To solve (2.7) we introduce the so-called binomial inverse relations. Let us, for 
a given sequence a,, define a new sequence 8, as 
&=g (-l)k (;)% %=i (-l)k (;)ik. (2.8) 
The second equation justifies the name binomial inverse relations. For more details, 
see [17]. We prove the following theorem. 
Theorem 2.4. The recurrence (2.7) possesses the following solution 
x,=xO+n.(x,-xx,)- 2 (-l)k i Rk-2, 
0 k=2 
where 
n+l 
(2.9a) 
Rn=Qn 1 Cfii-~i+~-~olQtL-‘~, 
i=l 
Q.=;i (I- j, P:), Qo=l, 
and Ao=a,+ Vxo-x1. 
(2.9b) 
(2.9~) 
Proof. Multiply both sides of (2.7) by zn- ‘/(n- 1) ! and sum from 0 to infinity. Let 
X(z) and A(z) represent the exponential generating functions of x, and a,, respect- 
ively. Then, (2.7) reduces to the following equation: 
X'(Z)=A'(Z)-/lo+ E X(piZ)dl-pi)z. 
i=l 
(2.10) 
Introducing Y(z) = X(z)e-’ one transforms (2.10) into 
Y’(Z)+ Y(Z)=B(Z)+ 5 Y(piZ), 
i=l 
(2.11) 
where B(z)= [A’(z)-Ao]ePZ. Equating coefficients in (2.11) we find a recurrence 
y,+r+y,=b,+y, i ~1, (2.12) 
i=l 
where bn=(-l)n(Li,--li,+l -A,). The solution of (2.12) is 
II-1 
yn=(-l)n-’ C (-1)‘bi n 
i=l 
j:;:l (I-& p:). 
But x, = xi= o (i) y,; hence, after some algebra (2.9) follows. Cl 
Note also that from the definition of the inverse relations (2.8) and solution (2.9) one 
can easily prove the following corollary. 
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Corollary 2.5. If x0 =x1 =O, then the inverse relation 2, of the solution x, is given by 
$,=-Rn_2r nB2, (2.13) 
where R, is dejined in (2.9b). 
To find an asymptotic approximation for (2.9~) we need to evaluate the alternative 
binomial sum in (2.9~). We present below a general approach to find such an 
approximation. Let 
f(k), (2.14) 
wheref( k) is a function of k such that an analytical continuation off(k) to a complex 
functionf(z) exists. In [20] we have proved the following theorem. 
Theorem 2.6.Zff(z) (f( -z)) is analytical right (left) to the line (3 -m-ico,$-m+ico), 
then 
L(n)=& 
s 
+-m+icc 
T(z)f(-z)n-“dz+e,, (2.15) 
+-m-im 
where 
e,=O(n-‘)A 
s 
+-m+im 
zr(z)f(-z)n-‘dz 
f-m-im 
and T(z) is the gamma function [ll, 221. 0 
The error function e, can be evaluated with any accuracy at the cost of increasing 
complexity of (integral) computations (for details see [20]). Evaluation of the sum 
(2.14) by formula (2.15) is routine. We appeal to Cauchy’s theorem. The integral in 
(2.15) is equal to minus the sum of residues right to the line of integration. For details 
see Section 3 and [ll, 15, 21, 203. 
Now we are ready to present he main results. Using Lemma 2.3, Property 2.2 and 
Theorem 2.4, we prove in the next section that the exact solution for the mth factorial 
moment of S, is given in the following proposition. 
Proposition 2.7. The mth factorial moment SF of the successful search S, possesses the 
following exact solution: 
s7=(-l)m-1m! ” 
n 2 (-l)k (2> Qk-zTlrm=21), 
where Q,, is dejined in (2.9~) and TF’ . zs computed by the following recursion: 
n+l 
Tjp’= 1 and Ti”‘) = 1 Ti”; 1) c = P kvli 
i=2 
1 -cky,lp:’ 
(2.16) 
(2.17) 
for all m= l,...,n. cl 
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Using (2.16) and Theorem 2.6, we shall prove the following asymptotics for all 
moments of the successful search S,. 
Proposition 2.8. (i) The average successful search ES, for large n is given by 
Inn+:-I+$-B,+G,(n) 
1 
where h,=(-l)“Cy,, pklnnpk, y=O.577... is the Euler constant, 6,(n) is a fluctuating 
function with very small amplitude, and 
(ii) The variance of S, for large n becomes 
hZ-h: 
varS,=- h3 lnn+C+d(n)+O(n-‘ln’n), 
1 
(2.19) 
(2.20) 
where the constant C is computed in Section 3 [see (3.25)-(3.28)], and A(n) is a 
fluctuating function with a very small amplitude. In particular, for symmetric case 
h2 = h: =ln2 V and thejrst term in (2.20) disappears. In this case var S, = C + A(n), i.e. 
varS,=-+ 1: 
x2 
kv ~$1 
[ 1 -a-b+A(n)+O(n-‘ln2n), 
where 
a: 
c 
1 
cI= 
j=l vj-1’ 
(iii) The mth moment ES: of S, satisjes 
ES; 1 
lim -=- 
n-co In”‘, h’i” 
(2.2 1) 
(2.22) 
(2.23) 
where h, is the entropy of the alphabet d. 
Remarks 2.9. (i) Comparison with other digital trees. Propositions 2.7 and 2.8 com- 
plete the classification of asymmetric digital trees, i.e. radix tries [21], Patricia tries 
[19] and digital search tress (this paper). For all three digital trees, the mean value of 
S, is l/h1 Inn + 0( 1) with different constant O(1). The variance var S, for the asym- 
metric case is O(ln n); however, in the symmetric case var S, = O(1) and the constant 
differs significantly. Let S,“, S;f and SE d enote the successful searches for digital search 
trees, radix tries and Patricia tries, respectively. Then by (2.18) and results from [17, 
191, one can show that 
ES;-ES;=-(l+fI,)/h,<O, 
ES;-I#=--(1 +t3-h)/hl <O, 
(2.24a) 
(2.24b) 
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V var ST 
2 3.507 
3 1.446 
4 0.939 
5 0.718 
var s; 
1.000 
0.630 
0.500 
0.430 
var St 
2.844 
1.325 
0.923 
0.738 
where h=-Cr= i piln(l -pi). Therefore, the best constant in ES, is achieved for the 
digital search tree. On the other hand, the best variance of S, is for Patricia tries. To 
see it, note that for the symmetric case, the variance for radix tries and Patricia tries is 
given by [13, 21, 18, 193. 
1 7L2 
varS,T=-+- 
12 61n2 I” 
(2.25) 
varS,P=-+ 
1: &-&{ fi(l+# 
Table 1 compares the variances in the symmetric case for the above three trees. 
(ii) The successful search S, converges in probability to ES, ! Applying our Proposi- 
tion 2.8 we can show that $,/ES,,-, 1 in probability as n+ CO. Indeed, by Chebyshev’s 
inequality 
Pr{ I~-ll~s}<$$$=O(l/lnn)+0. 
Note, however, that in the symmetric case the rate of convergence is better and equal 
to 0(1/h-i’ n). Moreover, using more sophisticated probabilistic tools (i.e. 
Borel-Cantelli lemma) one can prove an even stronger result for the symmetric case, 
namely, S,/ES,+l with probability one (see [16] and [14]). 
(iii) How well are digital search trees balanced? A tree which is ultimately balanced 
is called a complete tree [2], and its depth is equal to log, n. Therefore, any tree 
with good balance property should have the average depth equal to log, n + O(1) and 
small variance, as we argued in [21] and [19]. For example, in a binary search tree the 
depth is only 1.41 .log, n+O(l) [2, 141, while for the symmetric digital trees (i.e. 
regular tries, Patricia tries and digital search trees) the successful search (the depth) 
is log, n + O(1) and the variance is O(1). Hence, digital search trees are better 
balanced than binary search tree. For the Patricia and digital search trees even the 
height (maximum overall depths) is log,n+O(l) [16], so the shape of these trees 
resembles on the average a complete tree. In the asymmetric case, however, the 
situation is slightly different. The constant at Inn is the reciprocal of the entropy hI of 
the alphabet, and the more asymmetric the alphabet, the more skew is the tree. This 
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can be even better characterized by considering the limiting distribution of the 
successful search. Using the idea of Jacquet and Regnier [12] one can prove that the 
limiting distribution of S, is normal for the asymmetric ase, but not for the symmetric 
one. This, as well as our discussion in Remark 2.9(ii), suggests that fluctuation of S, 
around ES, is bounded in probability in the symmetric case, and unbounded, of 
magnitude In’/’ n, in the asymmetric ase. In conclusion, the above discussion shows 
that the Patricia trie is the best balanced digital tree, and the regular trie is the worst 
one. Note, however, that Patricia tries required 2n- V+ 1 nodes compared to n nodes 
for digital search trees. But, the comparison of keys at each level of the digital search 
tree might be quite costly if keys are very long. On the other hand, the Patricia trie is 
the most sophisticated igital tree since additional pointers are required to indicate 
over how many digits the search procedure must skip to locate the next “branching” 
digits in an inserted key. 
3. Analysis 
In this section we prove Propositions 2.7 and 2.8. Hereafter, for simplicity, we 
consider only asymmetric binary digital trees, i.e. V= 2, p =pl and p2 = 1 -pl = q. The 
extension to the V-ary digital trees is trivial. 
3.1. The average value of the successful search 
The average value of the internal path length is given by recurrence (2.4) which falls 
into (2.7) with a,, = n- 1, x,, =x1 =O. Note that B, =-&, 1 - c?,,~, where &k is the 
Kronecker delta [ 15, 171. Hence, by Theorem 2.4, we find 
and by Corollary 2.5 
r:=Qn-2, 
(3.1) 
(3.2) 
where Qn is given by (2.9~). This proves Proposition 2.7 for m= 1. 
To find an asymptotic approximation for 1; we apply Theorem 2.6. Therefore, we 
need to define a complex function Q(z) that extends Qk. Flajolet and Sedgewick [6] 
dealt with Qk in the analysis of binary symmetric digital tree. (Note that they use Rice’s 
method to evaluate li, while we adopt approximations from Theorem 2.6.) Unfortu- 
nately, the extension Q(z) proposed for the symmetric ase cannot be directly applied 
here. Thus, we propose to use 
(3.3a) 
Characterization of digital search trees 127 
where 
m 
P(z)= fl (1 -pz+j-q=+q. (3.3b) 
j=2 
It is easy to see that Q(z) for z nonnegative integers coincides with Qk and 
Q(O)=Q,= 1. Note, however, that (3.3) is a proper analytical extension of Qk if and 
only if the product in (3.3b) is convergent. But this holds if the following series is 
convergent [1 l] : 
Hence, (3.3) is an appropriate extension. 
Now using (3.2), (3.3) and Theorem 2.6, we find 
It= 
s 
r(z)n-=Q(-z-2)dz+O(logn), (3.4) 
(- 312) 
where Stc) f( .) stands for (1/2rci) S:‘iz f(. ), and it is easy to show that error e, defined 
in Theorem 2.6 is O(log n). Evaluation of the integral in (3.4) is standard: refer to the 
residue theorem. Note that the function under the integral, say g(z), is analytical right 
to the line (-3/2-ico,-3/2+ico) except at zo=O, z-i =-1 (singularities of the 
gamma functions) and zeros zk( j) of P(- z - 2), i.e. roots of the equation 
P 
j-2-z+gj-2-z,l, 
So, it is easy to see that roots of the above equation have the following form (see [17]): 
zJj)=j-3+iyk, k=Of l,..., j=2, 3 ,..., (3.5) 
where iy, is the imaginary part of zk( j) with y. =O. But z_ 1 =zo(2) and z. = z,(3); 
hence, z. and z _ 1 are double poles. We shall see that the main contribution comes 
from z_ 1 (and also zo), while zk( j), k #O give a fluctuating function with very small 
amplitude (see [S, 7, 13, 14, 18, 19, 211). We denote this function by 6,(n). An explicit 
formula on 6, (n) is easy to obtain (see [17]); however, this does not provide too much 
information. In the symmetric ase, the following representation of the function is an 
immediate consequence of our analysis (see below and [13, 211): 
where 5!Z denotes the set of all integers. 
The hardest to compute is the residue at z- 1 = - 1, i.e res g(z_ 1). For this we need 
the Taylor expansion of the functions under the integral at z_ 1 =- 1. But [l, 11, 221 
for w=z+ 1 
T(z)=-w-l +(r-1)+0(w), 
n-‘=n(l-wlnn+O(w2)). 
(3.6) 
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To find the expansion of Q(z), we apply Lemma 2.3 from [7] and the fact [27] that 
1 
1 -p-‘_q-” 
‘-g+$+o(“)’ 
1 1 
where h, =(- l)“Cr= 1 pi(ln pi)“. Then 
Q(-z-2)= ‘(O) 
1 P(O) 
P(-z-2)= 1 -p-‘-q-” P(- l-z) 
-I e 
z-x-:+$+, 01h2 (3.7) 
1 1 1 
~fO(W2)Y 
1 
where e1 is defined in (2.19). Multiplying the above and evaluating the coefficient at 
w- ’ we obtain 
resy(z_,)=-F{lnn+h2/2hl+y-1-tll}. 
1 
In a similar way, one proves that 
resg(z,)=-k {lnn-y+h2/2hl-lnp-lnq+81}. 
1 
This, with the additional contribution coming from zk( j), k #O (i.e. the function a1 (n)), 
proves Proposition 2.8(i). 
3.2. The variance of the successful search 
The computation of It, and, therefore, of var S, = [ 13 + 1:1/n -(si)* is much more 
intricate. Note first that (2.4) and (2.5) imply that 
1$=2(X,-I?;), (3.8) 
where X, satisfies the following recurrence relation: 
pkqn-l-k[Xk+Xll_l_,‘], n32. (3.9) 
The recurrence (3.9) falls into (2.7) with an=li. By (3.2) we know that f!=Qnp2; 
therefore, after some algebra we find that 
x,=1+ 2 (2) (- lJkQk_* T~J~, 
k=2 
(3.10) 
where II+1 
Tb”= ,~* 1 “,t”,i, (3.11) 
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and, finally, (3.8) and (3.10) imply 
(3.12) 
which proves Proposition 2.7 for m=2. 
To estimate asymptotics for I$, we apply Theorem 2.6. Hence, an analytical 
continuation of Ti’) to a complex function T(‘)(z) is necessary. To accomplish that, 
we adopt the “mechanical derivation” suggested in [6]. Note that by (3.11) 
T;l],=Ti”+ 
P n+2+q”+2 
l-Pn+2-qn+2’ 
Replacing n by z in the above equation, we obtain 
T”‘(z)= T”‘(z+ l)- ’ 2+2+qz+2 
1 -Pz+2-qr+2’ 
This is a recurrence equation for which a solution becomes 
T(l)(z)= T”‘(co- 2 1 !;;+;y;;+i. 
i=2 
Define T”‘(co)=a. Then, by (3.11) 
m 
c(= c 
pi + qi 
i=2 1 -Pi-d 
and, finally, 
T”‘(z)=cr- 2 1 !;;+;T;;+i_ 
i=2 
(3.13) 
(3.14) 
(3.15) 
To prove that (3.15) is really the analytical continuation of Tb” one must show that 
the series in (3.15) is convergent. This is easy using the same arguments as applied in 
Section 3.1. 
Now we are ready to compute asymptotics for 12. By Theorem 2.6 
n 
c() ; (-l)kQk-2 Th1!2= k=2 s (-312) r(zw’ P(T;!2) T”‘(-z-2)dz 
+ O(log2 n/n). (3.16) 
We evaluate the integral by the residue theorem. Note that, as before, we have 
singularities at z. = 0, z_ 1 = - 1 and zk(j); however, now z. and z_ 1 are triple poles. 
The main contribution comes from z_ 1 =- 1. Therefore, we need the Taylor expan- 
sion of the functions under the integral up to three terms (see [21] for an algorithm to 
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compute multiple residues). The previous formula for T(z)n-’ may be applied 
(with one additional term). For T”‘(z), we split the function into two terms, i.e. 
T”)(-z-2)= T,(z)+ T2(z), where 
T1(z)= l- 
1 
1 -p-‘-q” (3.17a) 
i=3 l_p-z-2+i_q-z-2+i’ (3.17b) 
Naturally, for w = z + 1 
where 
m pk+rlnp+qk+rlnq 
e,=-C 
k=l (l-p-qk+y . 
(3.18) 
On the other hand, the Taylor expansion of T,(z) is given by (see [21]) 
r,(z)=G+l-$+w ( $-$)+o(w2). 
Therefore, 
T”)(-z-2)=51+( l-$$+w ( -$-$12)+o(w’). (3.19) 
1 
We also need three terms in the Taylor expansion of Q(-z-2). Note that 
Q(-z-2)= ‘(O) = P(O) z z fi (l_p-z+j+q-z+j)-l. 
P(-z-2) 1-p- -q- j=l 
(3.20) 
We apply to (3.20) the following lemma, which extends Lemma 2.3 from [6]. 
Lemma 3.1. Let F(z)=njEs[l -J(z)]-‘, where S is an index set, and let F(a) exist 
for some real a. Then, 
1 +(z-a)x f;(a) 
jES 1 --/;(a)+ 9 
+c f(i(a)(l-~(a))+Cf;(a)12 Cl -h(a)12 11 +O((z-a)3). jES (3.21) 
Proof. Use logarithm derivative for G(z)=nj,s qj(Z). q 
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A straightforward application of Lemma 3.1 to (3.20) gives 
W 
-1 
Q(-~-2)=-h,+ 
~:+A+Pz+W2 
2hi 2h; 
+O(w2), (3.22) 
where 
(3.23) 
P k+llnp+qk+llnq 
l-Pk+‘-qk+’ 
(3.24) 
Finally, multiplying (3.19), (3.22) with an appropriate formula on T(z) and n-‘, and 
identifying the coefficient of w-l, as well as taking into account the contribution 
coming from zk( j) for k # 0, one proves after some algebra 
where 6,(n) is another fluctuating function with small amplitude (see [21] for more 
details), and O(ln’ n) is the contribution from z0 =O. The constant A is equal to 
,J-W1-~1) Yl E 6 I 62 E2 
hl ht ’ ’ h, hl’ 
where 
h2 el h3 
El =yQ-h,’ 
h’2 e:+h+Pz+elh2 
” =@-4h:- 2hl 2h: ’ 
6,=1--$, 62=-$+!$_e2, 
1 1 1 
(3.25) 
(3.26a) 
(3.26b) 
and yl is the coefficient of w in the Taylor expansion of the gamma function. Using 
results from [8], we can prove that 
rl=-; $+l+(l+ [ 1 . (3.26~) 
The rest is easy. Note that var S, = Cl:+ 1+1/n -(s;)~. In Section 3.1, we have 
proved that s$=lnn/h, +B+6,(n)+O(logn/n), where 
I+ y-l+$-el . 
1 ( 1 > (3.27) 
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After some algebra, one proves Proposition 2.8(ii) formula (2.20), where the constant 
C is equal to 
C=2A+B-B2, (3.28) 
with A and B given by (3.25) and (3.27). In the symmetric case, the quantity C 
simplifies to (2.21) by taking into account the fact that hk =lnk V and b2 = h:/I, 
fil =cth: and ~9~ =c&~, d,=(~(+p).hr, where CI and p are given by (2.22). 
3.3. The higher moments 
The proof of Proposition 2.7 for general m is by induction. To simplify 
presentation, we show in this subsection how the proof goes for m = 3, and leave 
details of the induction for the interested reader. 
By Lemma 2.3 with m = 3 we find 
the 
the 
n-1 
1;=6[[$/2-It;+@-1)1+x 
k=O 
Let X, be defined as X0 =X1 = 0, and for n 3 2 as 
n-l 
x,=1?+ c y1 ( 1 pkqn-l-k[xk+xn_l_k]. (3.29a) k=O 
Then, by the above equation and (2.5) 
1;=6[X,/2-1$/2]. (3.29) 
To solve (3.29a) we apply Theorem 2.4. We need to compute R, given by (2.9b). In our 
case, a,,=l$ and &,=fi. By (3.12) f,f=-2Qk_2Ti1?2. Then, 
II+1 
R,=2T$“Q,-2Q, c Tjvz $fqi. (3.30) 
i=2 
Finally, by (3.29) the Theorem 2.4 
1+=6 2 (-l)k ; 
0 
Qk-zTh2&, (3.31a) 
k=2 
where 
n+l 
Ti2j2=3 Tjv2 pi+qi 
1 _pi-qi’ 
(3.31b) 
i=2 
This proves Proposition 2.7 with m = 3. Extension to general m is simple and left to the 
reader. 
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Asymptotic analysis of (3.31a), or, in general, (2.16) for any m, requires analytical 
continuation of T$,“” defined as (see (2.17)) 
nt1 
Tim’= 1 p;” pi+qi 
1 --pi-qi’ 
i=2 
(3.32) 
Let T’“‘(z) be such an analytical continuation. Then, arguing as in (3.13), we find the 
following recurrence relation: 
T(*)(z)= T’“‘(z+ l)- z+“(Z) p r+2+qz+2 
l-@+2-qZ+2’ 
This has a solution 
T’*‘(z)=To(cc)-g T’“-“(Z-2+i) p z+i+@+i 
i=2 
l_-pz+i_qz+i' 
But, by (3.32) TCm)(cc)=clCm), where 
m 
&m) = c p;” pi+qi 
i=2 
1 -pi-qi’ 
Hence, 
m 
p’(z)=cc(*)_ c z+i+@+i 
i=2 
T’“-“(Z-2+i) l~$+i_qZ+i. 
(3.33) 
(3.34a) 
(3.34b) 
Note that T”‘(z)= 1, T’(z) is given by (3.15) and CI(~)=CI as in (3.14). Thus, analytical 
continuation of TLrn’ is done 
To prove Proposition 2.8(iii), formula (2.23) we apply Theorem 2.6; hence, 
T’“-“( -z-2)dz+O(log”-‘n). 
(3.35) 
We consider only residues at z- 1 =- 1. From the previous analysis, we know that 
T(z)=-w-’ +0(l) and P(O)/P(-Z-~)=-W-~/~, +0(l). Naturally, 
m 
n -z =n c 
wklnk n 
(-l)k- k, +O(w”+‘). 
k=O 
It is also easy to prove that 
T’“-L’(-z_2)=!!&?+O(w-‘+9 
1 
Then, the main contribution follows from the last term of the Taylor expansion of n-‘, 
i.e. n(- l)mwmlnmn/m !. After some algebra, we can show that 
In” n 
1:-n- 
h;” ’ 
(3.36) 
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Noting that st= lz/n, one proves Proposition 2.8(iii), and this completes our analysis. 
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