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In this thesis, an effective method for designing planar microstrip filters by using 
Continuously Varying Transmission Line (CVTL) theory is presented. This method 
comprises of two parts. The first part is to find the mathematical expressions of the 
scattering parameters of CVTL. The second part is to apply an optimization technique to 
find the suitable values that will match the specific desired frequency response. Genetic 
Algorithm is the optimization technique utilized in this thesis due to its robustness and 
efficiency.   
 
The aim of this thesis is to find the impedance profile and the length of CVTL that will 
satisfy the desired frequency response whether it is low pass, stop band, band pass or 
high pass filter. Accordingly, the width of the microstrip will be determined once the 
impedance profile is known. The advantage of this technique is that the filter impedance 
profile is continuous which minimizes the internal power reflection. 
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  ﺧﻼﺻﺔ اﻟﺮﺳﺎﻟﺔ
  
  ﻒــــــﺮﻳـــــﺸــاﻟ ﺑـــﻦ ﻓــــﺎﺋــــﺰ ﻮازــــــﻓ ﺑـــﻦ ﻒـــﻮﺳــﻳ       : ﻢـــــــــــــــــــــــــاﻻﺳ
 ﺧﻂ اﻻرﺳﺎل ﻣﺮﺷﺢ اﺗﺼﺎﻻت اﻟﻤﺎﻳﻜﺮووﻳﻒ ﺑﺎﺳﺘﺨﺪام ﺗﺼﻤﻴﻢ       : ﺔــﺎﻟــﺮﺳــﻮان اﻟــﻨــﻋ
   (LTVC)اﻟﻤﺴﺘﻤﺮ اﻟﺘﻐﻴﻴﺮ                                    
  ﻮمــﻠــﻌــﻲ اﻟــﺮ ﻓـﻴـﺘـﺴـﺎﺟـﻣ       : ﺔـﻮﺣـﻨـﻤـﺔ اﻟﻤـﺪرﺟـاﻟ
  ﺎﻻتـﺼـﺔ اﻻﺗـﺪﺳـﻨـه      : ﺺـﺼــﺨــﺘـﻞ اﻟــﻘــﺣ
   ٩٠٠٢ﻮ ــﻴــﻮﻧــﻳ       : ﺪرﺟﺔـﺢ اﻟـﻨـﺎرﻳﺦ ﻣـﺗ
 
ﺎﺗﺼﺎﻻت ﺑ اﻟﻤﺘﻌﻠﻘﺔ اﻟﻤﺮﺷﺤﺎت اﻟﻤﺴﺘﻮﻳﺔﺔ ﻓﻌﺎﻟﺔ ﻟﺘﺼﻤﻴﻢ ﻃﺮﻳﻘﺳﻴﺘﻢ ﺗﻘﺪﻳﻢ  ،ﻓﻲ هﺬﻩ اﻟﺮﺳﺎﻟﺔ
. ﻴﻦﺋوﺗﺘﺄﻟﻒ هﺬﻩ اﻟﻄﺮﻳﻘﺔ ﻣﻦ ﺟﺰ(. LTVC)ﺑﺎﺳﺘﺨﺪام ﺧﻂ اﻻرﺳﺎل اﻟﻤﺴﺘﻤﺮ اﻟﺘﻐﻴﻴﺮ  اﻟﻤﺎﻳﻜﺮووﻳﻒ
 أﻣﺎ ﺑﺎﻟﻨﺴﺒﺔ .LTVCاﻟﺨﺎﺻﺔ ﺑـ  اﻟﺮﻳﺎﺿﻴﺔ ﻟﻌﻮاﻣﻞ اﻹﺳﺘﻄﺎرةاﻟﺠﺰء اﻷول ﻳﺘﻤﺜﻞ ﻓﻲ إﻳﺠﺎد اﻟﻌﺒﺎرات 
وﺗﻴﺮة ﺗﻄﺒﻴﻖ إﺣﺪى ﺗﻘﻨﻴﺎت اﻟﺘﺤﺴﻴﻦ ﻹﻳﺠﺎد اﻟﻘﻴﻢ اﻟﻤﻨﺎﺳﺒﺔ اﻟﺘﻲ ﺗﺤﻘﻖ  ﻋﺒﺎرة ﻋﻦ ﻬﻮﻓﻠﺠﺰء اﻟﺜﺎﻧﻲ ﻟ
ﺗﻘﻨﻴﺔ اﻟﻘﺎﻋﺪة اﻟﻤﺴﺘﺨﺪﻣﺔ ﻓﻲ هﺬﻩ اﻟﺮﺳﺎﻟﺔ ﻓﻬﻲ  اﻟﺘﺤﺴﻴﻦ ﺘﻘﻨﻴﺔأﻣﺎ ﺑﺎﻟﻨﺴﺒﺔ ﻟ. اﻟﻤﺮﺟﻮة اﻟﻤﺮﺷﺢ اﺳﺘﺠﺎﺑﺔ
  .ﻟﻠﻤﺘﺎﻧﺔ واﻟﻜﻔﺎءة اﻟﺘﻲ ﺗﺘﻤﺘﻊ ﺑﻬﺎ هﺬﻩ اﻟﺘﻘﻨﻴﺔاﻟﻮراﺛﻴﺔ ﻧﻈﺮا 
اﻟﺘﻲ ﺗﺤﻘﻖ وﺗﻴﺮة اﻻﺳﺘﺠﺎﺑﺔ  LTVCﻃﻮل  ﻣﻘﺎوﻣﺔ و اﻟﻬﺪف ﻣﻦ هﺬﻩ اﻟﺮﺳﺎﻟﺔ هﻮ إﻳﺠﺎد ﺗﻔﺎﺻﻴﻞ
ﻣﺮﺷﺢ  أواﻟﺘﺮددات اﻟﻌﺎﻟﻴﺔ  أو ﻣﺮﺷﺢ اﻟﺘﺮددات اﻟﻤﻨﺨﻔﻀﺔ اﻟﻤﺮﺟﻮة ﻟﻠﻤﺮﺷﺢ اﻟﻤﺮاد ﺗﺼﻤﻴﻤﻪ ﺳﻮاء آﺎن
و  .ﺳﻴﺘﻢ ﺗﺤﺪﻳﺪﻩ ﻋﻨﺪ ﻣﻌﺮﻓﺔ ﺗﻔﺎﺻﻴﻞ اﻟﻤﻘﺎوﻣﺔ LTVC ﻋﺮض نأ آﻤﺎ .ﺻﺪ اﻟﻨﻄﺎقاﻟﻨﻄﺎق أو  ﺗﻤﺮﻳﺮ
ﻤﻘﺎوﻣﺔ ﺧﺎﺻﻴﺔ اﻟ ﻳﻤﺘﻠﻚ – ﺑﻌﺪ ﺗﺼﻤﻴﻤﻪ –أن اﻟﻤﺮﺷﺢ  ﺗﺘﻤﺜﻞ ﻓﻲأن ﻣﻴﺰة هﺬﻩ اﻟﻄﺮﻳﻘﺔ  ،اﻟﺠﺪﻳﺮ ﺑﺎﻟﺬآﺮ
         .ﻞ اﻻﻧﻌﻜﺎس اﻟﺪاﺧﻠﻲ ﻟﻠﻤﻮﺟﺔﻴﻘﻠﻳﺴﺎﻋﺪ ﻓﻲ ﺗ ﻣﻤﺎ ﺑﺎﻧﻌﺪام اﻟﺤﻮاف اﻟﺤﺎدةة اﻟﺘﻲ ﺗﺘﻤﻴﺰ اﻟﻤﺴﺘﻤﺮ
 
  ﻓـﻬـﺪ ﻟـﻠـﺒــﺘــﺮول و اﻟـﻤـﻌــﺎدنﺟــﺎﻣــﻌــﺔ اﻟﻤــﻠــﻚ 
 اﻟـﻤـﻤـﻠـﻜـﺔ اﻟـﻌـﺮﺑـﻴـﺔ اﻟـﺴـﻌـﻮدﻳـﺔ ،اﻟـﻈـﻬـﺮان
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CHAPTER 1 
 
 
BACKGROUND 
 
 
1.1 Introduction 
 
The term MICROWAVE refers to alternating signals with frequencies between 300 
MHz and 300 GHz with a corresponding electrical wavelength between 1 m to 1 mm, 
respectively. The microwave region of the electromagnetic spectrum has certain unique 
properties which enable microwave signals to propagate over long distances through the 
atmosphere under all but the most severe weather conditions. In real life, there are many 
applications of microwave signals in the communications field such as satellite, radar, 
navigation systems. However, the microwave spectrum is a finite resource which must 
be efficiently utilized and this is where microwave filters come in [1].  
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A microwave filter is a two-port network which is used to control the frequency response 
at a certain stage in a microwave system. Filters enable the frequencies within the 
passband of the filters to be passed and attenuate the ones that within the stopband of the 
filter. In other word, filters discriminate between wanted and unwanted signal 
frequencies. The typical classifications of the filters are low pass, high pass, band pass 
and band stop.  
 
In general, filters are indispensable components in wireless systems. They are used in 
receivers for rejecting signals outside the operating band, attenuating undesired mixer 
products and for setting the IF bandwidth of the receiver. In transmitters, filters are used 
to control the spurious responses of up-converting mixers, to select the desired sidebands 
and to limit the bandwidth of the radiated signal. Microwave filters are vital components 
in a huge variety of electronic systems including cellular radio, satellite communications, 
radar, test and measurement systems. 
 
Filters are essentially frequency selective elements. The filtering behavior results 
frequency dependent reactances provided by inductors and capacitors. In microwave 
frequencies, lumped element inductors or capacitors cannot be used and thus transmission 
line sections, such as microstrip transmission lines are used as inductors and capacitors 
[2].  
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1.2 Planar Transmission Structures 
 
One of the principal requirements for a transmission structure to be suitable as a circuit 
element in Microwave Integrated Circuits (MICs) should be “planar” in configuration. A 
planar configuration implies that the characteristics of the element can be determined by 
the dimension in a single plane. For illustration, the width of a microstrip line on a 
dielectric substrate can be adjusted to control its impedance. Once the impedance can be 
controlled by dimensions in a single plane, the circuit fabrication can be conveniently 
carried out by techniques of photolithography and photoetching of thin films. Utilization 
of these techniques at microwave and millimeter wave frequencies has led to the 
development of hybrid and monolithic MICs. 
 
There are several transmission structures that satisfy the requirement of being planar 
such as microstrip lines, coplanar waveguides, slotlines and coplanar strips [3]. 
  
1.3 Microstrip Transmission Lines 
 
A microstrip line is a very simple geometric structure, which consists of a metallic strip 
on a dielectric slab, which in turn, is backed by a conducting ground plane as shown in 
Figure 1. Because of this planar geometry, microstrip readily lends itself to fabrication. 
Microstrip lines are the most commonly used transmission structures due to the fact that 
the mode of propagation in a microstrip is almost transverse electromagnetic (TEM) 
4 
 
which allows an easy approximate analysis. Also, simple transitions to coaxial circuits 
are feasible.  
 
 
Figure 1: Basic Model of a Microstrip 
 
The microstrip structure is open at the top. This open configuration also makes a 
microstrip very convenient for use in Microwave Integrated Circuits (MICs). Moreover, 
one of the main advantages of microstrip is that small adjustments or tuning can possibly 
be incorporated after the circuit has been fabricated. The most important dimensional 
parameters are the microstrip width (w) and the dielectric height (h). Also of great 
importance is the relative permittivity of the substrate (εr). The thickness (t) of the top-
conducting strip has generally much less important effect and may often be neglected. 
There are many applications of microstrip transmission lines in MICs either passive 
circuits or active circuits. Passive circuits are including filters, impedance transformers, 
couplers, power dividers and combiners. Active circuits are including amplifiers, 
oscillators and mixers [3].   
 
Conducting Metallic  
Strip 
 
Conducting Ground Plane 
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In this thesis, the filter design is going to be achieved by means of a specific type of 
microstrip which is called Continuously Varying Transmission Line (CVTL). Figure 2 
shows the top view of this type of microstrip. The main advantage of the CVTL is that it 
has a smooth impedance variation along its length which leads to minimize the internal 
reflected power and maximize the output efficiency unlike the stepped impedance 
microstrip shown in figure 9 which suffers from the high power loss due to large 
impedance discontinuities [4]. 
 
 
Figure 2: Top View of a CVTL Microstrip 
 
 
 
1.4 Thesis Motivation 
 
The subject of microwave filters is quite extensive due to the importance of these 
components in practical systems and the wide variety of possible implementations. Filters 
are one of the most widely used components for Radio Frequency (RF) and microwave 
communications. Filters play important roles in many RF or microwave applications. 
They are used to reject or pass specific frequency bands in accordance with the designer 
target. Emerging applications of wireless communications field continue to challenge RF 
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or microwave filters with ever more stringent requirements like higher performance, 
smaller size, lighter weight, and lower cost.  
 
Microstrip transmission lines are widely used since they enjoy broad frequency band and 
they provide circuits that are compact and light in weight. Also, they are generally 
economical to produce since they are readily adaptable to hybrid and monolithic 
integrated-circuit fabrication technologies at RF and microwave frequencies. All of the 
aforementioned reasons make the microstrip filters to be the best filters used in 
microwave circuits applications specially with help of the recent advance of novel 
materials and fabrication technologies, including monolithic microwave integrated 
circuits (MMIC) and Microelectromechanical systems (MEMS) which has stimulated the 
rapid development of new microstrip filters. In the meantime, advances in computer-
aided design (CAD) tools such as full-wave electromagnetic (EM) simulators have 
revolutionized filter design. Many microstrip filters with advanced filtering 
characteristics have been appeared. 
 
 
1.5 Thesis Contribution 
 
This thesis presents a novel method in designing and implementing microwave filters 
using continuously varying transmission line (CVTL) design method. Moreover, the 
analysis is easier to implement than a numerical electromagnetic approach and takes less 
computation time.  
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This methodology is based on obtaining the general and unified mathematical 
expressions for scattering parameters namely S11 and S21. These mathematical 
expressions are in terms of the impedance and the length of the filter which makes them 
valid to be applied for any type of filter. Once they are obtained, the optimization 
technique is applied to get the response of any type of filter in accordance with the 
specified optimization criteria.  
 
This methodology makes it possible to quickly and efficiently design any type of filter by 
only changing the criteria of the optimization to get the new impedance values and the 
new length of the filter. Therefore, one of the main advantages of this methodology is 
that the only thing needs to be modified is the optimization criteria in order to design any 
type of filter since the general mathematical expressions of S11 and S21 are unified for all 
filter types.     
 
 
1.6 Thesis Organization 
Chapter 1 gives an introduction to the microwave communications field and microwave 
filters in general. Moreover, it includes the thesis motivation section as well as the thesis 
contribution section.  
Chapter 2 presents the literature review which is comprising of description of scattering 
parameters and the subject of filter design and filter implementation. It discusses the 
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most commonly used designing methods which are the Image Parameters Method and 
the Insertion Loss Method. Also, the most convenient and commonly used 
implementation methods which are Stubs Method and Stepped-Impedance Method will 
be discussed in this chapter. Moreover, a general review for the previous works will be 
presented.  
Chapter 3 provides an introduction to Genetic Algorithm which is the optimization 
technique going to be utilized to get the required results. Also, it will highlight the 
important associated issues such as the operators and parameters of the genetic 
algorithms.    
Chapter 4 concentrates on the explanation of the methodology approach to design the 
CVTL filters with different situations in terms of the expansions of voltage and 
impedance terms. The first situation is to have the voltage wave expression and the 
impedance expression expanded with five terms expansion. The second situation is with 
eight terms expansion. Also, the settings and criteria of the application of the genetic 
algorithm to this methodology are discussed. 
Chapter 5 introduces the results found by this methodology and the effect of the 
variations of the values of impedance constants on the response of the designed filter. 
Also, it highlights a comparison between filters at 3 GHz designed by five and eight 
terms expansion. The results include both values and plots of the impedance profile, the 
physical dimensions of the filter and the scattering parameters namely S11 and S21.  
In chapter 6, conclusions and suggestions for future work are presented. 
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CHAPTER 2 
 
 
 
LITERATURE REVIEW 
 
 
2.1 Scattering Parameters 
 
It is evident that for some problems it will be more convenient to formulate the 
transformation properties of the two-port components directly in terms of waves. The two 
independent quantities required for microwave components analysis are an incident and a 
reflected wave replacing the voltage and current at the input and output terminals [2]. 
 
2.1.1 Brief Description 
 
As in figure 3, let the incident and reflected voltage waves on the input guide which are 
given in magnitude and phase V1
+ 
and V1
-
 respectively. Similarly, the incident and 
reflected waves looking toward the junction from reference plane 2 are V2
+
 and V2
- 
respectively. It is common to normalize incident and reflected voltage waves as follows: 
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Figure 3: Incident and Reflected Waves at Ports of Microwave Network 
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where Zon is the characteristic impedance at port n. Thus, voltage and current at 
reference plane n are related to these wave quantities as follows: 
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Due to the linear relations between the wave quantities, the reflected waves are 
expressed in terms of the incident waves as follows [4]: 
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2121111 aSaSb   
2221212 aSaSb   
 
The coefficients S11, S12, S21 and S22 are known as SCATTERING Coefficients. The 
above equations are frequently written in the matrix form as:  
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or  
 
     aSb   
 
with the [S] array known as the scattering matrix. Once the S-parameters are determined, 
the complete characterizations of the microwave network are determined. For a physical 
interpretation, the signal flow graph (figure 4) shows if the output guide is matched so 
that a2=0, then  
1111 aSb   
and 
1212 aSb   
 
Thus S11 is just the input reflection coefficient when the output is matched and S21 is the 
ratio of waves to the right at output and input under this condition [2].   
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         Figure 4: Signal Flow Graph of S-parameters 
 
 
 
2.1.2 Measurement of S-parameters 
 
The general procedure to measure or find the values of the S-parameters is to apply input 
voltage to one port and match the load at the other port. 
 
 
2.1.2.1 Measurement of S11 & S21  
S11 and S21 are found by applying input voltage to Port 1 and terminating Port 2 with a 
Matched Load to have a2 = 0. So, 
 
0
1
1
11 2
 a
a
b
S
 
 
is the reflection coefficient at Port 1 (matched load at Port 2) and  
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0
1
2
21 2
 a
a
b
S  
 
 is the Voltage transfer ratio from Port 1 to Port 2 (matched load at Port 2). 
 
 
2.1.2.2 Measurement of S22 & S12  
S22 and S12 are found by applying input voltage to Port 2 and terminating Port 1 with a 
matched load to have a1 = 0. So, 
 
0
2
2
22 1
 a
a
b
S  
 
is the reflection coefficient at Port 2 (matched load at Port 1) and 
 
 
0
2
1
12 1
 a
a
b
S  
 
is the voltage transfer ratio from Port 2 to Port 1 (matched load at Port 1). 
 
 
 
 
14 
 
 
2.2  Filter Design 
 
Filters can be designed using the image parameter method or the insertion loss method 
which is sometimes called network synthesis method. In the image parameter method, the 
design is rather simple. However, the response in the passband and the stopband cannot 
be precisely controlled. In the insertion loss method, design starts with a low-pass 
prototype based on maximally flat or Chebyshev response and the insertion loss in the 
passband and the stopband can be defined and controlled based on the number of sections 
chosen and the components used. Also, the image method for filter design does not give 
assurance as to how large the peak reflection loss values are in the pass-band. The 
network synthesis method for filter design applies tables of low-pass lumped elements 
filter prototypes. The use of such prototypes to determine the parameters of the RF or 
Microwave filter eliminates the guess work inherent in image method filter design [2].  
 
 
2.2.1 Image Parameter Method 
 
The image parameter method of filter design was developed in the late 1930s. It was 
useful especially for low frequency filters in radio and telephony. Filters which are 
designed by using the image parameters method consist of cascade of simpler two-port 
filter sections to provide the required cutoff frequencies and attenuation characteristics. 
Although, the design procedure is quite simple, the design of filters by this method often 
must be iterated many times to achieve the preferred results. Also, another disadvantage 
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is presented in this method. This disadvantage is that as arbitrary frequency response 
cannot be incorporated into the design unlike the insertion method [2].  
 
The image viewpoint for the analysis of circuits is a wave viewpoint much the same as 
the wave viewpoint commonly used for analysis of transmission lines. Such circuits 
include filters. Therefore, filters can be designed by the image method. Uniform 
transmission line characteristic impedance can again be its image impedance, if γ is the 
line’s propagation constant per unit length, then, γl is the image propagation function for 
a length l. 
 
The relation between the image parameters and the general circuit parameters, for 
example open-circuit and short-circuit impedances, is that transmission properties of 
general circuits can be defined in terms of their image parameters. For example, the 
image properties of the L-section network are as follows (Figure 5): 
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Z11, Z 12 and γ are the image parameters. Za and Zc are the transmission properties of the 
L-section network [1]. 
 
 
Figure 5: L-section Network [1]. 
 
 
2.2.1.1  Constant-k and Filter Sections 
Constant-k section (figure 6) and m-derived section (figure 7) are designed from the 
image point of view. Below are the image properties of the dissipation-free sections. 
They are normalized so that their image impedance is R'
 = 1 at ω' = 0 and their cutoff 
frequency occurs at ω'1 = 1 radians/sec. Its image impedances are as follows: 
 
 211 1 Z  
and 
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Its propagation function is 
 
   1sin0 jj  
 
for the 0 ≤ ω′ ≤ 1 pass-band, and 
 
 
2
cosh 1

 jj    
 
for the 1≤ ω ≤ ∞ stop-band, where 𝛼 is in nepers and 𝛽 is in radians [1]. 
 
 
 
Figure 6: Constant-k half Section [1]. 
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2.2.1.2 m-Derived Filter Sections 
The m-derived filter section is a modification of the constant-k section designed to 
overcome the slow attenuation rate past cutoff and a non-constant image impedance 
found in the constant-k section. Its image impedances are 
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Figure 7: m-derived half Section [1]. 
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The propagation constant is 
 
 
























 
2
2
2
1
1
1
2
1cos
2
1
0
m
m
jj

  
 
in the 0 ≤ ω ≤ 1 pass-band, and 
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in the 1 = ω′ ≤ ω′∞  stop-band, and 
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in the ω′∞ ≤ ω′ ≤ ∞ stop-band. 
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Constant-k and m-derived half sections can be connected together to form a filter. With 
sections chosen so that image impedances match at the junctions, the image attenuation 
and the image phase for the entire structure are simply the sum of the image attenuations 
and the phase values of the individual sections. 
 
The resistive terminations to an image filter do not match its image impedance. 
Therefore, matching end sections are designed to improve the response of the filter. The 
m-derived half sections are used as the matching end sections. They improve the 
passband response of the filter and can further sharpen the cutoff characteristic of the 
filter. 
 
The m-derived half sections reduce the reflections at the filter ends. On the other hand, 
they give no assurance as to how large the peak reflection loss values may be in the 
passband. Thus, though the image method is conceptually simple, it requires a great 
deal of trial and error if accurately defined band edges and low pass-band reflection 
loss are required [1]. 
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2.2.2 Insertion Loss Method 
 
The insertion loss method or the network synthesis method uses network synthesis 
techniques to design filters with a totally specified frequency response. Most of 
microwave filter designs performed with sophisticated computer aided design programs 
are based on the insertion loss method. The design is achieved by starting with low-pass 
filter prototypes which are normalized in terms of frequency and impedance. Then, 
transformations are applied to convert the prototype designs to the required impedance 
level and frequency range as well as the desired frequency response [2]. 
 
 
2.2.2.1 Characterization by Power Loss Ratio 
The power loss ratio (PLR) is defined as: 
  21
1
load  todeliveredPower 
source  thefrom availablePower 


load
inc
LR
P
P
P     
 
Where  is the reflection coefficient looking into the filter (assuming no loss in the 
filter). Design of a filter using the insertion-loss approach usually begins by designing a 
normalized low-pass prototype (LPP).  The LPP is a low-pass filter with normalized 
source and load resistances of 1 and normalized cutoff frequency of 1 Radian/s.  Figure 
8 shows the characteristics of LPP. Impedance transformation and frequency scaling are 
then applied to denormalize the LPP and synthesize different type of filters with different 
cutoff frequencies. 
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Figure 8: Normalized LPP Filter Network with Unity Cutoff Frequency (1 Radian/s). 
 
Low-pass prototype (LPP) filters have the form shown in Figure 9 (An alternative 
network where the position of inductor and capacitor is interchanged). The network 
consists of reactive elements forming a ladder, usually known as a ladder network. There 
are two ladder circuits for low-pass filter prototypes. The first begins with a shunt 
element, and the second begins with a series element. For the ladder circuit beginning 
with a shunt element, the generator has series internal resistance while the generator has 
shunt internal conductance for a ladder circuit beginning with a series element. The two 
ladder circuits are used interchangeably with considerations to the final filter symmetry. 
Specifying the insertion loss at some frequency within the stop-band determines the size 
or order of the filter. The order of the network corresponds to the number of reactive 
elements.  Impedance transformation and frequency scaling are then applied to transform 
the network to non-unity cutoff frequency, non-unity source/load resistance and to other 
types of filters such as high-pass, band-pass or band-stop.  
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(a) 
 
 
 
 
                                                                         
(b) 
Figure 9: Ladder Circuits for Low-Pass Filter Prototypes and their Element Definitions.                      
(a) Prototype Beginning with a Shunt Element. (b) Prototype Beginning with a Series Element 
 
 
There are standard approaches to design a normalized LPP of Figure 9 that approximate 
an ideal low-pass filter response with cutoff frequency of unity. These standard 
approaches are as the following: 
 Maximally flat or Butterworth Response. 
 Equal ripple or Chebyshev Response. 
 Linear Phase Response. 
 
There are tables to design filters from the low-pass filter prototypes for the above 
mentioned responses. The tables are derived from the equations for the equivalent filter 
responses. These tables list the values of the reactive elements of the filter and the 
C2=g3 
RL= gN+1 
 
RL= gN+1 g0= 1 
L1=g1 
C1=g1 
g0=1 
C2=g4 C1=g2 
L2=g3 
L1=g2 L2=g4 
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generator input impedance as well as the load impedance. The element values are given 
for filter orders from one to ten. In these tables, the impedances and the frequency of 
operation are normalized. So, filter prototypes need to be converted to usable impedance 
level and cutoff frequency by scaling. These tables namely table 4, 5, 6 and 7 are shown 
in the Appendix E. 
 
The required size or order (N) of the filter to fit a specification on the attenuation or 
insertion loss at some frequency in the stopband of the filter can be determined with help 
of graphs called “Attenuation Versus Normalized Frequency” found in the Appendix F. 
The definition of normalized frequency is as follows: 
1
c
normf


 
These graphs are for maximally flat filter prototype (Figure 40) as well as equal-ripple 
filter prototype (Figure 41 & 42). The graphs show the attenuation characteristics for 
various N up to 10, versus normalized frequency. If a filter with N > 10 is needed, such a 
result can usually be obtained by cascading two designs of lower order. 
    
The insertion loss method allows a high degree of control over the passband and 
stopband amplitude and phase characteristics with a systematic way to synthesize a 
desired response. The necessary design tradeoffs can be evaluated to best meet the 
application requirements. For example, if a minimum insertion loss is most important, a 
binomial response could be used; a chebyshev response would satisfy a requirement for 
the sharpest cutoff. If it is possible to sacrifice the attenuation rate, a better phase 
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response can be obtained by using a linear phase filter design. Generally in all cases, the 
insertion loss method allows filter performance to be improved in a straightforward 
manner at the expense of a higher order filter. 
 
2.2.2.1.1 Maximally flat or Butterworth Response 
Maximally flat filter response is also called Butterworth response or Binomial response 
as well. It has the flattest amplitude response in the pass band. For the low-pass filter, it is 
defined by 
N
c
LR kP
2
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where N is the order of the filter which is equal to the number of reactive elements and ωc 
is the cutoff frequency. The passband extend from ω=0 to ω= ωc and at the band edge the 
power loss ratio is 1 + k
2
. For ω ≫ ωc , insertion loss increases at the rate of 20N dB per 
decade increase in frequency [2]. 
 
2.2.2.1.2 Equal ripple or Chebyshev Response 
Equal-Ripple or Chebyshev Filter Response is defined by 







c
NLR TkP

221  
where T
2
N(x) is a Chebyshev polynomial of order N. The pass-band response has ripples 
of amplitude 1 + k
2
 while the stop-band insertion loss increases at the rate of 20N dB 
per decade in frequency [2]. 
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2.2.2.1.3 Linear Phase Response 
The above filters specify the amplitude response, however in some applications such as 
multiplexing filters for communications systems it is important to have a linear phase 
response in the passband to avoid signal distortion.  Linear phase response filter specifies 
the phase of the filter. A linear phase characteristic has the following response 
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where    is the phase of the voltage transfer function and p is a constant. Group delay 
which is the derivative of the phase characteristic shows that the group delay for a linear 
phase filter is a maximally flat function [2]. 
 
2.2.2.2 Impedance and Frequency Scaling 
The impedance and frequency scaling are known as Filter Transformation process 
because it transforms the low pass prototype to any other type of filter. The prototype 
supports load impedance of 1 and cutoff frequency of 1 radian/second. 
 
2.2.2.2.1 Transformation to Low Pass Filter 
The low-pass prototype filter can be converted into a low-pass filter which meets 
arbitrary cutoff frequency and impedance level specification using frequency scaling and 
impedance transform. For a new load impedance of Ro and cutoff frequency of c, the 
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normalized component values for the prototype (resistance Rn , inductance Ln and 
capacitance Cn) are changed by the followings [5]: 
no RRR   
                                                    c
n
o
L
RL

  
co
n
R
C
C

  
where R, L and C are the new filter component values after frequency scaling and 
impedance transform processes. The transformation as shown in the three aforementioned 
equations implies that the schematic does not need to be changed; only the element 
values are scaled down or up to reflect the new specifications. 
 
2.2.2.2.2 Transformation to High Pass Filter 
 
The frequency substitution where  


 c       (2.1) 
can be used to convert a low pass response to a high pass response. This substitution 
maps =0 to = ±∞ and vice versa. The cutoff takes place when = ± c . The negative 
sign is required to convert inductors and capacitors to realizable capacitors and 
inductors. Applying (2.1) to the series reactances, jLk, and the shunt susceptances, 
jCk, of the prototype filter gives 
 
28 
 
 
k
k
c
k
Cj
LjjX



 1
 
k
k
c
k
Lj
CjjB



 1
 
 
which shows that series inductors Lk should be replaced with capacitors C'k and shunt 
capacitors Ck should be replaced with inductors L'k. The new component values of the 
high pass filter without impedance scaling will be as follows: 
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The final values of the components of the high pass filter including impedance scaling 
will be as follows:  
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2.2.2.2.3 Transformation to Band Pass Filter  
 
The band pass response can be obtained from the low pass prototype. Assume ω1 and ω2 
denote the edges of the passband, then a bandpass response can be obtained using the 
following frequency substitution:  
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where  
0
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is the fractional bandwidth of the passband. The center frequency, ωo, is the geometric 
mean of ω1 and ω2 : 
 
120                                 (2.4) 
 
then the transformation of (2.2) maps the bandpass characteristics to the low pass 
response as follows: 
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when  = 1 , then 
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when  = 2 , then 
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The new filter elements are determined by using (2.2) in the expression for the series 
reactance and shunt susceptances. Therefore 
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which shows that a series inductor, Lk, is transformed to a series LC circuit with element 
values, 
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which shows that a shunt capacitor, Ck, is transformed to a shunt LC circuit with element 
values, 
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Therefore, the low pass filter elements are converted to series resonant circuits in the 
series arms and to parallel resonant circuits in the shunt arms with resonant frequency 
equals to ωo. 
 
 
2.2.2.2.4 Transformation to Band Stop Filter 
The following transformation, which is the inverse of the transformation of the low pass 
filter to bandpass filter, can be used to get a band stop response: 
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where △ and ωo have the same definitions as in (2.3) and (2.4). Then series inductors of 
the low pass prototype are converting to parallel LC circuits having element values as 
follows: 
  
0
k
k
L
L

  
0
1
k
k
L
C

  
 
The shunt capacitor of the low pass prototype is converted to series LC circuits having 
element values obtained by the following: 
 
0
1
k
k
C
L

  
0
k
k
C
C

  
 
The element transformations from a low pass prototype to a high pass, bandpass or band 
stop filter are summarized in table 1 which is showing the results without impedance 
scaling. 
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Low Pass High Pass Band Pass Band Stop 
    
Table 1: Summary of Frequency Scaling 
 
 
The summary of the whole transformation process from the low pass prototype to any 
desired type of filter including both the impedance scaling as well as the frequency 
scaling is shown in table 2. 
 
Both of the above-mentioned filter design methods provide lumped–element circuits. For 
microwave applications such designs usually should be modified to use distributed 
elements consisting of transmission line sections. This transition from lumped–element 
circuits to distributed elements is done by using the Richard's transformation and the 
Kuroda identities [2]. 
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Low-Pass 
 
Simple impedance and frequency scaling:                                 
0
0
1'
1'
R
k
C
c
wk
C
k
LR
c
wk
L


 
High-Pass 
Note the swapping of capacitors and inductors:                       
k
C
R
c
wk
L
k
LR
c
wk
C
0
0
1'
11'


 
Band Pass 
Series inductor Lk transforms to a series LC circuit with:       
ko
Lk
k
o
Lk
LRw
C
LR
w
L
0
'
0'
1
1




 
Shunt capacitor Ck transforms to a parallel LC circuit with:   




0
'
0'
1
1
R
C
w
C
C
R
w
L
k
o
Ck
ko
Ck
 
Band Stop 
Series inductor Lk transforms to a parallel LC circuit with:   
ko
Lk
k
o
Lk
LRw
C
LR
w
L
0
'
0
'
11
1



 
Shunt capacitor Ck transforms to a series LC circuit with:     
0
'
0'
1
1
R
C
w
C
C
R
w
L
k
o
Ck
ko
Ck




 
 
Table 2: Filter Transformation Process 
35 
 
 
2.3 Filter Implementation 
 
Microwave filter implementation is a filter realization process which includes the 
transforming of the lumped elements values produced from the design process to 
distributed elements values. The filter implementation is originally materialized by two 
methods. These two methods are Stubs method and Stepped-impedance line method.  
 
2.3.1 Stubs Method  
 
In this method, the Richard's transformation and the Kuroda identities will be utilized. 
Richard's Transformation and Kuroda's Identities focus on uses of /8 lines. Richard's 
idea is to use variable Zo (for example: width of microstrip) to create lumped elements 
from transmission lines. For a short circuit lossless transmission line, the input impedance 
is given by 
Zin = j Zo tan βl 
 
where β =2π/λ and l is the length of the transmission line. If l = /8, then 
 
  Zin = j Zo tan (2π/λ) (/8) = j Zo tan (π/4) = j Zo  
 
which is an inductive value. Further, if the line is open circuit, then 
 
Zin = -  j Zo cot βl 
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and for l = /8 
 
  Zin = - j Zo cot (2π/λ) (/8) = - j Zo cot (π/4) = - j Zo  
 
 which is a capacitive value. Therefore, the inductor can be replaced with a short-
circuited stub of characteristic impedance L while the capacitor can be replaced with an 
open-circuited stub of characteristic impedance 1/C (see figure 10). 
 
 
 
Figure 10: Richard's Transformation 
 
  
Kuroda's idea is about using the /8 line of appropriate Zo to transform awkward or 
unrealizable elements to those with more tractable values and also to achieve more 
practical microwave filter implementation by performing physical separation of 
transmission line stubs, transformation of series stubs into shunt stubs or changing 
impractical characteristic impedances into more realizable ones. Kuroda’s Identities can 
be very useful in making the implementation of Richard’s transformations more 
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practicable. Kuroda’s Identities essentially provide a list of equivalent two-port networks 
as shown in Table 3. By equivalent, we mean that they have precisely the same 
scattering, impedance, admittance and transmission parameters. In other words, we can 
replace one two-port network with its equivalent in a circuit and the behavior and 
characteristics of the circuit will not change. 
 
 
 
 
Table 3: Kuroda Identities [2] 
 
 
In microwave filter implementation process, it is very difficult to implement series stubs. 
Therefore, Kuroda Identity no. b is used to convert the series stubs to shunt stubs and 
here comes the real importance of Kuroda Identities. So, the completed filter in 
microstrip form looks like the one shown in figure 11. 
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Figure 11: Microstrip Fabrication of Microwave Filter by Using Stubs Method 
 
 
 
The advantage of this method is that it has a sharp cutoff. However, the main drawback 
of this method is that the filter size is quite big and takes a large space as a component of 
microwave system [2]. 
   
2.3.2 Stepped-Impedance Method 
 
In this method, successive sections of transmission lines are used to represent inductor 
(L) or capacitor (C) by using alternating sections of very high and very low characteristic 
impedance lines. The line section with the high impedance (narrow width) represents a 
series inductor while the one with the low impedance (wide width) represents a shunt 
capacitor.  
 
In order to use this method, we need to know the highest and lowest feasible transmission 
line impedances, Zmax and Zmin. Then the length of each transmission line element will be 
as follows (see figure 12): 
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max
0
Z
LR
  
      for inductive elements 
 
0
min
R
CZ
  
      for capacitive elements 
 
 
where Ro is the filter impedance and L and C are the normalized element values of the 
low-pass prototype. 
 
 
Figure 12:  Microstrip Fabrication of Microwave Filter by Stepped-Impedance Method 
 
  
 
The advantage of this method is that it is easier to implement than the stubs method and 
takes up less space. However, its main drawback is the high reflected wave due to large 
impedance discontinuities. Also, there is another drawback which is related to the cutoff 
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since it does not have a sharp cutoff, the use of such filters is usually limited to 
applications where a sharp cutoff is not required [2].  
 
 
2.4 Present Approach 
 
There are several papers which discuss the analysis of CVTL, the design of filter by 
scattering parameters and the application of optimization methods during the design 
stage. However, the ones that are related to the topic of my thesis are briefly highlighted 
below: 
     
In [6], the Genetic Algorithm (GA) has been applied for designing multi-layered 
microwave filters that incorporates combinations of different dielectrics. The GA 
simultaneously chooses, optimally, the material in each layer as well as its thickness. 
The result is a multi-layer composite that provides a maximum absorption of both TE 
and TM waves for a prescribed range of frequencies and incident angles. The population 
size was 100 and the number of generations that has been executed was 1000. The 
selection of the parents was based on the tournament selection type. This selection was 
preferred because it converges more quickly and also because it has a faster execution 
time than many other competing schemes. There are many variations of the crossover 
operator and the uniform crossover was used. The value of the probability of the 
mutation was kept low and chosen to be in the range between 0.01 and 0.1. 
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In [7], a planar filter was implemented by CVTL microstrip and the design was achieved 
by using inverse scattering method. That means, the design was by means of applying 
the Fourier transform to the reflection coefficient. Then, a numerical method was applied 
to solve the design equation which contains an integral term that can be evaluated 
numerically.   
 
More recently, a design procedure is suggested in [4] where a continuously varying 
transmission line solution for the voltage and current distribution along the line is 
obtained in the form of a power series. The transmission line is divided into n-sections 
and the S-parameters of each section is calculated in terms of its local characteristics 
impedance. The overall S-parameters are then optimized towards the required values of 
LPF. This technique will be adapted in this thesis. However, to avoid the excessive 
number of sections used in the design reported in [4] and the associated extensive 
numerical work, a new procedure is proposed. 
 
In this thesis, the whole transmission line section is treated as one unit and the overall 
solution is assumed as a complete fourier series expansions with unknown coefficients. 
The coefficients are obtained in terms of the assumed impedance profile. Finally, the S-
parameters are obtained in terms of the above impedances which are then optimized to 
achieve the required S-parameters profiles. Details of the analysis are given in chapter 4.        
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CHAPTER 3 
  
 
 
INTRODUCTION TO GENETIC ALGORITHM 
 
3.1 Introduction 
 
Genetic Algorithms (GA) were first presented by J. H. Holland in his book “Natural and 
Artificial Systems” in the year 1975 and developed further by his students. GA is a 
problem solving strategy that uses stochastic search. GA is mainly designed to solve 
optimization problems. It is very robust, efficient and powerful tool that it can be applied 
to a wide range of problem areas such as Acoustics, Aerospace engineering, Astronomy 
and astrophysics, Chemistry, Electrical engineering, Financial markets, Geophysics, 
Mathematics and algorithmics, Military and law enforcement, Molecular biology, 
Pattern recognition and data mining, Robotics, Routing and scheduling and Systems 
engineering. It also has good performance when solving some difficult problems where 
no existing specialized techniques can perform well [8]. 
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GA is a class of algorithms inspired by evolution. In GA, each possible solution is coded 
using a data structure known as a chromosome. The chromosome is composed of a string 
of genes, each gene representing a specific input variable. Collectively, the genes are 
used to evaluate the fitness of an individual solution. Then, proportional to their specific 
fitness values, chromosomes are allowed to reproduce using the genetic operators of 
crossover and mutation. So, the fittest chromosomes are more likely to reproduce and 
contribute to the next generation of chromosomes whereas less fit individuals eventually 
become lost to future generations. Over successive iterations, the average fitness of the 
whole population improves and the genetic algorithm can be expected to breed an 
optimal solution to the problem [9]. 
 
In such situations, the problem is viewed as a landscape upon which possible solutions 
may be found. As seen in Figure 13, an individual solution is located and represented by 
its coordinates. For optimization problems, where one is looking for the highest hill or 
the lowest valley, it can be seen that some individual solutions are better located than 
others. 
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Figure 13: Landscape of the mathematical equation                                                                                      
f (x, y) = (1− x) 2 e− x2 −(y+1)2 − (x − x3 − y3) e− x2 – y2 and six possible solutions [11] 
 
 
Borrowing heavily from the language of biological evolution, these solutions or 
individuals are said to be the fittest in a population of competing solutions. Then over 
successive iterations, the GA evolves the population of competing solutions until it 
becomes a population of consistently very fit individuals, as seen in Figure 14 [11]. 
 
 
 
Figure 14: Landscape of the mathematical equation                                                                                           
f (x, y) = (1− x) 2 e− x2 −(y+1)2 − (x − x3 − y3) e− x2 – y2 and six 'fitter' solutions [11] 
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3.2 Initialization 
 
GA operates with a set of strings instead of a single string. This set or population of 
strings goes through the process of evolution to produce new individual strings. To begin 
with, the initial population could be seeded with heuristically chosen strings or at 
random. In either case, the initial population should contain a wide variety of structures 
[12].  
 
3.3 Evaluation Function 
 
The evaluation function is a procedure to determine the fitness of each string in the 
population. Since GA proceeds in the direction of evolving better fit strings and the 
fitness value is the only information available to GA, the performance of the algorithm is 
highly sensitive to the fitness values. In case of optimization routines, the fitness is the 
value of the objective function to be optimized. GA is basically unconstrained search 
procedures in the given problem domain. Any type of constraints associated with the 
problem could be incorporated into the objective function as penalty function [8]. 
 
3.4 Parent Selection Techniques 
  
When breeding new chromosomes, we need to decide which chromosomes to use as 
parents. The selected parents must be the fittest individuals from the population but we 
also want sometimes to select less fit individuals so that more of the search space is 
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explored and to increase the chance of producing promising offspring. There are many 
selection techniques such as Roulette Wheel Selection, Tournament Selection, 
Windowing Selection and Fitness ranking Selection [13]. 
 
 
3.5 Genetic Operators 
 
3.5.1 Crossover 
 
Crossover entails choosing two individuals to swap segments of their code, producing 
artificial "offspring" that are combinations of their parents. This process is intended to 
simulate the analogous process of recombination that occurs to chromosomes during 
sexual reproduction. Common forms of crossover include single-point crossover, in 
which a point of exchange is set at a random location in the two individuals' genes, and 
one individual contributes all its code from before that point and the other contributes all 
its code from after that point to produce an offspring, and uniform crossover, in which 
the value at any given location in the offspring's gene is either the value of one parent's 
gene at that location or the value of the other parent's gene at that location, chosen with 
50/50 probability [13]. 
 
 
 
Figure 15: Single-point Crossover Operator 
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The above diagram (Figure 15) illustrates the effect of crossover operator on individuals 
in a population of 8-bit strings. It shows two individuals undergoing single-point 
crossover, the point of exchange is set between the fifth and sixth positions in the 
genome, producing a new individual that is a hybrid of its progenitors [13]. 
 
 
3.5.2 Mutation 
 
Mutation is the process of random modification of the value of a string with small 
probability. So, mutation in a genetic algorithm causes small alterations at single points 
in an individual's code. It is not a primary operator but it ensures that the probability of 
searching any region in the problem space is never zero and prevents complete loss of 
genetic material through reproduction and crossover.  
 
 
 
Figure 16: Mutation Operator 
 
 
The above diagram (Figure 16) illustrates the effect of mutation operator on individuals 
in a population of 8-bit strings. It shows an individual undergoing mutation at position 4, 
changing the 0 at that position in its genome to a 1 [13]. 
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3.5.3 Elitism 
 
 It is sometimes the case that a good solution is found in the early stages of the 
optimization process by GA but gets deleted from the population as the GA progresses. 
One solution is to “remember” the best solution found so far. Alternatively, a technique 
called elitism can be used. This technique ensures that the best members of the 
population are carried forward from one generation to the next [8].  
 
 
3.6 Genetic Parameters 
  
3.6.1 Population size 
 
Population size affects the efficiency of the algorithm. If we have smaller population, it 
would only cover a small search space and may results in poor performance. A larger 
population would cover more space and prevent premature convergence to local 
solutions. At the same time, a large population needs more evaluation per generations 
and may slow down the convergence rate. As a general observation of previous works on 
GA, increase in complexity of the algorithm leads to a need for larger population size 
[14].  
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3.6.2  Probability of Crossover  
 
Probability of crossover or crossover rate is the parameter that affects the rate at which 
the crossover operator is applied. A higher crossover rate introduces new strings more 
quickly into the population. For uniform crossover, a higher probability of contributing 
ones parents allele lowers the rate of disruption. If the crossover rate is too high, high 
performance strings are eliminated faster. A low crossover rate may cause stagnation due 
to the lower exploration rate [14]. 
 
 
3.6.3 Probability of Mutation  
 
Probability of mutation or mutation rate is the probability with each bit position of each 
string in the new population undergoes a random change after a selection process. A low 
mutation rate helps to prevent any bit positions from getting stuck to a single value [14]. 
 
 
3.7 Genetic Algorithm in The Present Work 
 
In this thesis, GA is going to be utilized as the optimization technique to optimize the 
expressions of 11S  
& 21S  to satisfy the required response of the desired type of filter. 
Here, the expressions of 11S  
& 21S  will be in terms of specific parameters pertaining to 
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the form of the variation of the characteristic impedance along the line. These 
expressions of 11S  
& 21S  
are forced to vary with the frequency in a prescribed manner 
according to the type of filter we require. The GA is utilized to minimize simultaneously 
the differences between the 11S , 21S  
and their target functions in the least mean square 
sense.    
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CHAPTER 4  
 
 
DESIGN OF CONTINUOUSLY VARYING 
TRANSMISSION LINE FILTER 
 
4.1 Review of Present Practice in Filter Theory 
 
 All the design approaches including the aforementioned methods are generally 
composed of a sequence of two steps: first a synthesis problem is solved using 
techniques usually borrowed from lumped-element network synthesis, and then a 
suitable equivalence between the synthesized network and the actual distributed structure 
to be realized is established. In the past, the second step was generally carried out by 
means of simple approximated circuit modeling of the real filter structure, and often 
some experimental cut-and-try work was necessary to obtain the desired filter response. 
Today, the trend is to take advantage of optimization techniques and make use of the 
available full-wave electromagnetic simulators, which can now analyze the complete 
physical structure of many filters [15]. 
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Recently, an effective method to design microwave filters is based on analyzing and 
optimizing the Continuously Varying Transmission Lines (CVTL) to achieve the desired 
frequency response. By using CVTL, there are no sharp impedance discontinuities and 
this is the main advantage of using CVTL in planar filter design [4]. 
 
In [4], a new continuously varying transmission line design method to design planar 
microwave filters is presented. The construction of the filter is by fabricating a CVTL 
which is a non uniform microstrip and the design was carried out by investigating and 
analyzing the scattering parameters of CVTL in detail in frequency domain. The 
transmission line is divided into n sections. The variation of the characteristic impedance 
of each section has been chosen to be a cubic polynomial. The design was accomplished 
by analyzing S11 and S21 because their magnitudes ( 11S  
& 21S ) represent the return loss 
and insertion loss respectively.  
 
After finding the mathematical expressions of S11 and S21 in terms of the frequency and 
the coefficients of the characteristic impedance, then, the optimization algorithm which 
is least-square criteria was applied to optimize the values of S11 and S21 to get the 
required frequency response of the filter. A low pass filter and stopband filter were 
designed and tested by comparing the simulated and theoretical results. There was a 
good conformity between both results which reflects the validity of the method used to 
analyze and optimize CVTL and filters.  
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4.2 Methodology Approach 
 
The achieved work is basically designing all types of microwave filters by using CVTL 
microstrip with help of optimization technique namely GENETIC ALGORITHM. This 
is going to be achieved by finding and analyzing the scattering parameters of CVTL. 
Then, optimize them to get the desired frequency response of the filter. The approach 
used here is different from the approach of [4]. In [4], a cubic spline function is used per 
section along the length which generates a very lengthy and quite large numerical 
structure to be optimized. Our approach is based on assuming the voltage, current and 
impedance along the line as a finite fourier series expansion with unknown coefficients 
and then optimize these coefficients to obtain an acceptable solution. This is detailed in 
the followings:  
 
The differential equation governing the voltage V(x) along the line with its characteristic 
impedance Z(x) is given by [4]:   
 
0)(
)(
1 2
002
2
 xVCL
dx
dV
dx
dZ
xZdx
Vd
                  (1) 
 
where ω is the operating frequency in radian/second. Lo and Co are constants which their 
product is equal to 1 over the square of the propagation velocity c (LoCo = 1/c
2
) where     
c = 3 × 10
8 
m/s.  
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Let V(x) & Z(x) be represented by their Fourier expansions in space along the line as 
follows:   
V(x) = p V0 +

n
l 1
( p Vl  cos lαx + q Vl+n sin lαx) 
where p and q are constants to be determined from the line terminations, 
LF
b

2
 , LF is 
the physical length of the filter and b is an optimization parameter. Further, let  
Z(x) = ZC +

n
j 1
(Zj cos jαx + Zj+n sin jαx) 
The general procedure of the methodology will be consisting of the following steps: 
 
1. The expressions of V(x) & Z(x), their first derivatives and the second derivative of 
V(x) will be substituted in (1).   
2. One may assume V0 & Vn+1 equal 1 without loss of generality. 
3. Obtain the values of all Vi (x) and Vi+n (x) in terms of Zj (x) where i & j = 1, 2, ….n. 
4. Then, we have a system of a certain number of unknowns (V1,V2, V3 etc ..) with the 
same number of equations in terms of the Zs (coefficients of Z(x)) as well as LF, b, 
L0C0, ω
2 , p and q. In case of five terms expansion, the matrix size is 9 X 9 while in 
case of eight terms expansion, the matrix size is 15 X 15.  
5. Assuming the Zj (x) are known, this system will be solved by means of MATLAB to 
get the values of the V’s. 
 
55 
 
 
6. After long manipulations and calculations, the expressions of S11 and S21 will be 
obtained in terms of Zs, LF, b, L0C0, ω
2
, p and q. The ratio (p/q) shall be determined 
according to the line termination which is assumed to be matched. The values of Zs, 
LF and b are going to be determined by Genetic Algorithm.    
7. If the values of S11 and S21 are acceptable, the problem is finished. If not, one 
assume new set for the impedance parameters Zj and repeat the problem. The 
assumption of Zj is done by means of the genetic algorithm. 
8. After finding suitable values of Zs, b, and LF, the Z(x) profile as well as the length 
of the filters are determined. Consequently, the physical parameters of the filter will 
be determined based on certain formulas provided by [2] which will be mentioned 
later. 
9. Then, the simulation of the filter will be conducted by means of professional 
simulator. 
 
The main purpose of having more than five terms expansion (eight terms expansion) is 
to have more freedom in the impedance profile to be able to design filters at higher 
frequencies more than 3 GHz. It is found that the five terms expansion is adequate for 
filters with cut-off at 3 GHz. However, the filters of cut-off frequency at 7 GHz or more 
need more oscillations in the impedance profile and can be achieved by increasing the 
terms expansion.      
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4.2.1 Five Terms Expansion 
 
In this case the expansion of V(x) & Z(x) will be up to cos5αx and sin5αx. Therefore, the 
compact form of the voltage V(x) will be as follows:   
 
V(x) = p V0 +

5
1l
( p Vl  cos lαx + q Vl+5 sin lαx) 
and the expanded form will be as follows: 
 
V(x) = p (V0 + V1 cos αx + V2 cos 2αx + V3 cos 3αx + V4 cos 4αx + V5 cos 5αx) 
        + q (V6 sin αx + V7 sin 2αx + V8 sin 3αx + V9 sin 4αx + V10 sin 5αx) 
 
Where V0 & V6 are – without loss of generality – assumed to be equal to 1 (V0 = V6 = 1).  
 
In the same manner, the expressions of Z(x) will be as the following: 
Z(x) = ZC +

5
1j
(Zj cos jαx + Zj+5 sin jαx) 
Z(x) = ZC + Z1 cos αx + Z2 cos 2αx + Z3 cos 3αx + Z4 cos 4αx + Z5 cos 5αx 
            + Z6 sin αx + Z7 sin 2αx + Z8 sin 3αx + Z9 sin 4αx + Z10 sin 5αx 
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Then, the first and second derivatives of V(x) are going to be 
 
dx
dv
= p α ( - V1 sin αx – 2 V2 sin 2αx – 3 V3 sin 3αx – 4 V4 sin 4αx – 5 V5 sin 5αx) 
+ q α (V6 cos αx + 2 V7 cos 2αx + 3 V8 cos 3αx + 4 V9 cos 4αx + 5 V10 cos 5αx) 
 
2
2
dx
dv
 = - p α2 (V1 cos αx + 4 V2 cos 2αx + 9 V3 cos 3αx + 16 V4 cos 4αx + 25 V5 cos 5αx) 
- q α2 (V6 sin αx + 4 V7 sin 2αx + 9 V8 sin 3αx + 16 V9 sin 4αx + 25 V10 sin 5αx) 
 
The first derivative of Z(x) is  
 
dx
dz
= - α (Z1 sinαx + 2 Z2 sin2αx + 3 Z3 sin3αx + 4 Z4 sin4αx + 5 Z5 sin5αx) 
+ α (Z6 cosαx + 2 Z7 cosα2x + 3 Z8 cosα3x + 4 Z9 cosα4x + 5 Z10 cosα5x) 
 
In order to facilitate the substitution in (1) and the manipulation with its terms to get the 
final expression, the following compact forms will be used: 
 
Z(x) = ZC +

5
1j
(Zj cos jαx + Zj+5 sin jαx) 
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dx
dz
 = α 

5
1m
(- m Zm sin mαx + m Zm+5 cos mαx) 
V(x) = p V0 +

5
1l
( p Vl  cos lαx + q Vl+5 sin lαx) 
dx
xdv )(
 =  α 

5
1n
(- n p Vn sin nαx + n q Vn+5 cos nαx) 
  
2
2 )(
dx
xvd
 = - α2  +

5
1u
(p u
2 
Vu cos uαx + q u
2 
Vu+5 sin uαx) 
                                         = - α2 u2  +

5
1u
 (p Vu cos uαx + q Vu+5 sin uαx)
 
 
Now, equation (1) can be written as: 
 
0)()()(
2
02
2
 xVxZk
dx
dV
dx
dZ
dx
Vd
xZ                                ( 2 ) 
 
Where ooo CLk 
22   
 
Now, substituting the above set of equations in the first and the last terms of equation (2) 
given: 
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Z(x) . 
2
2 )(
dx
xvd
+ k0
2
 . Z(x) .V(x)  =  Z(x) [
 
2
2 )(
dx
xvd
+ k0
2
 V(x)] 
 
=  [ZC +

5
1j
 (Zj cos jαx + Zj+5 sin jαx)] 
 × [pV0 k0
2 
+ ( k0
2
- α2 l 2) 

5
1l
 (p Vl cos lαx + q Vl+5 sin lαx] 
 
 =  p V0 k0
2 
ZC + ( k0
2 
- 
 α2 l 2) ZC 

5
1l
(p Vl cos lαx + q Vl+5 sin lαx)  
+ p V0 k0
2
 

5
1j
(Zj cos jαx + Zj+5 sin jαx ) 
+ {(k0
2
- α2 l 2) [

5
1j
(Zj cos jαx + Zj+5 sin jαx)] [

5
1l
(pVl cos lαx + qVl+5 sin lαx)]} 
    
Next , we will analyze the last mentioned term which is  
(k0
2
- α2 l 2) [

5
1j
(Zj cos jαx + Zj+5 sin jαx)] [

5
1l
(p Vl cos lαx + q Vl+5 sin lαx)] = 
{(k0
2
- α2 l 2) [

5
1j


5
1l
(Zj cos jαx + Zj+5 sin jαx) (p Vl cos lαx + q Vl+5 sin lαx)]} = 
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(k0
2
- α2 l 2) [

5
1j


5
1l
(Zj cos jαx) (p Vl cos lαx) + (Zj cos jαx) (q Vl+5 sin lαx)                          
+ (Zj+5 sin jαx) (p Vl cos lαx) + (Zj+5 sin jαx) (q Vl+5 sin lαx)] = 
 
(k0
2
- α2 l 2) [

5
1j


5
1l
(p Vl  Zj cos jαx cos lαx) + (q Vl+5 Zj cos jαx sin lαx)                          
+ (p Vl Zj+5 sin jαx cos lαx) + (q Vl+5 Zj+5 sin jαx sin lαx)] = 
 
(k0
2
- α2l 2) {

5
1j


5
1l 2
1
 (p Vl Zj) [cos (l + j)αx + cos (l - j)  α x)]                                       
+ 
2
1
 (q Vl+5 Zj)  [sin (l + j)αx - sin (l - j)αx)]                                                    
+ 
2
1
 (pVl Zj+5) [sin (l + j)αx + sin (l - j)αx)]                                                   
+ 
2
1
 (qVl+5 Zj+5) [cos (l - j)αx - cos (l + j)αx)]} = 
 


5
1j


5
1l
(
2
2
0
 lk 
) [(pVl Zj + qVl+5 Zj+5) cos(l - j)αx + (pVl Zj – qVl+5 Zj+5) cos(l + j)αx 
+ (-p Vl Zj+5 + q Vl+5 Zj) sin(l - j)αx + (p Vl Zj+5 + q Vl+5 Zj) sin(l + j)αx] 
 
Therefore,  
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Z(x) 
2
2 )(
dx
xvd
+ k0
2
 Z(x) V(x) = p V0 k0
2 
ZC  
 + ZC (k0
2
- α2 l 2) 

5
1l
(p Vl  cos lαx + q Vl+5  sin lαx) 
 + p V0 k0
2
 

5
1j
(Zj cos jαx + Zj+5 sin jαx)  
 +

5
1j


5
1l
(
2
2
0
 lk 
) [(pVl Zj+qVl+5Zj+5) cos(l - j)αx +( pVl Zj – qVl+5 Zj+5) cos(l + j)αx         
+ (-pVl Zj+5 + qVl+5Zj) sin (l-j)αx  + (pVl Zj+5 + qVl+5Zj) sin(l+j)αx] 
 
Next, substituting of the expressions of 
dx
dv
 and 
dx
dz
 into the remaining term of equation  
( 2 ) gives: 
 
-
dx
dz
dx
dv
 = - α2

5
1j
(-j Zj sin jαx + j Zj+5 cos jαx  × 

5
1l
 (-l pVl sin lαx + l qVl+5 cos lαx) 
             = -α2

5
1l


5
1j
 (l j p Zj  Vl  sin lαx sin jαx - l j p Zj+5 Vl sin lαx cos jαx                               
- j l q Zj Vl+5 sin jαx cos lαx + j l q Zj+5Vl+5 cos lαx cos jαx) 
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             = - α2

5
1l


5
1j
{
2
1
l j p Zj Vl [cos ( l - j)αx – cos (l + j)αx]                                             
- 
2
1
l j p Zj+5 Vl [sin (l - j)αx + sin (l + j)αx]                                       
- 
2
1
l j q Zj Vl+5 [sin (j - l)αx + sin (l + j)αx]                                       
+
2
1
l j q Zj+5 Vl+5 [cos (l - j)αx + cos (l + j)αx]} 
 
-
dx
dz
dx
dv
 =  
2
2lj
 {

5
1l


5
1j
[(p Zj Vl + q Zj+5 Vl+5) cos (l - j)αx] 
           + [ (-p Zj Vl + q Zj+5Vl+5) cos (l + j)αx ]  
         + [ (-p Zj+5Vl + q Zj Vl+5) sin (l - j)αx] 
         - [(p Zj+5Vl + q Zj Vl+5) sin(l + j) αx]} 
   
Considering all the above expansions, equation (1) will take the following form: 
 

5
1l


5
1j
cos (l - j)αx [(
2
 22220 ljlk   ) (p Zj Vl + q Zj+5Vl+5)] 
+ 

5
1l


5
1j
cos (l + j)αx [(
2
 22220 ljlk   ) (p Zj Vl - q Zj+5Vl+5)] 
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+ 

5
1l


5
1j
sin (l - j)αx [(
2
 22220 ljlk   ) (-p Zj+5 Vl + q Vl+5 Zj)] 
+

5
1l


5
1j
sin (l + j)αx [(
2
 22220 ljlk   ) (-p Zj+5 Vl + q Zj Vl+5)] 
+

5
1l
cos lαx [p Vl ZC (k0
2
- α
2 
l
2
)] +

5
1j
p V0 k0
2
 Zj cos jαx 
+

5
1l
sin lαx [q Vl+5 ZC ( k0
2
-  α
2 
l 
2 
)] +

5
1j
pV0 k0
2
 Zj+5 sin jαx  
+ p V0 ZC  k0
2 
 = 0 
 
There are terms that contain trigonometric functions higher than either cos5αx or sin5αx 
during solving the expressions of equation (1). However, any term contains trigonometric 
function that is higher than cos5αx or sin5αx will be ignored and it will not be taken into 
consideration. This is in the hope that high order terms are increasingly getting smaller in 
magnitudes. If this is not the case – as it is shown at higher frequencies – more expansion 
terms must be considered. Since equation (1) equals to zero, therefore, the coefficients of 
each term of the sine and cosine expansion must equal to Zero. Due to the length and the 
complexity of the expressions of the solution, the expansion of the terms, which 
participate in the construction of the 9 X 9 matrix system to find the values of the V’s 
(V1, V2, V3, V4, V5, V7, V8, V9 and V10)  which will be part of the expressions of S11 and 
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S21, is shown in Appendix A. These terms which are the constant term and the associated 
coefficients of the trigonometric functions can be cast in matrix form as follows: 














































































































jiij B
r
A
rV
rV
V
V
V
M
10
7
5
2
1
 
 
where Ai is 9 X 1 matrix containing the coefficients of V0 and the Bj is 9 X 1 matrix 
comprising of  the coefficients of V6 (both V0 and V6 are assumed to be 1) and r = p/q. 
Further, Mij is 9 X 9 matrix representing the coefficients of (V1, V2, V3, V4, V5, rV7, rV8, 
rV9 and rV10). Solution of the above matrix system will yield the values of V1, V2, V3, V4, 
V5, rV7, rV8, rV9 and rV10 all in terms of the impedance profile Z(x) along the 
transmission line path. The matrix formulation is detailed in Appendix B. The solution of 
the matrix formulation will be in the form of the following:  
 
V1 = A1 + r B1 V4 = A4 + r B4 rV7 = A6 + r B6 rV9 = A8 + r B8 
V2 = A2 + r B2 V5 = A5 + r B5 rV8 = A7 + r B7 rV10 = A9 + r B9 
V3 = A3 + r B3    
 
where r – as mentioned earlier – is a constant which is equal to q divided by p (r = q/p) .  
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It is important to note that Z(x) is the characteristic impedance at x. Thus, 
 
Z(x) = 
)(
)(
)(
)(
xI
xV
xI
xV
ref
ref
in
in

  
 
Where I(x) is the current along the line and given by 
 
dx
xdV
xZ
cj
xI
)(
)(
)( 




 
 
 However, V(x) and I(x) are the total voltage and the total current along x and they are 
equal to the following: 
 
V(x) = Vtotal(x)  = Vin(x) + Vref(x) 
I(x) = Itotal(x) = Iin(x) - Iref(x) 
 
So, when the line is matched at x = l, this means Zload = Z(l) 
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 Zload = 
)()(
)()(
)(
)(
lIlI
lVlV
lI
lV
refin
refin
total
total


  
 
But, since the line is matched, then Vref(l) = 0 and Iref(l) = 0   
 
 Zload = Z(l) = 
)(
)(
)(
)(
lI
lV
lI
lV
total
total  
where V(l) and I(l) are V(x) and I(x) at x = l.  
 
Therefore, the input impedance at x which is Zin(x) does not equal to Z(x) which is the 
characteristic impedance at x (Zin(x) ≠ Z(x)).  
 
Zin(x) = 
)()(
)()(
)(
)(
)(
)(
xIxI
xVxV
xI
xV
xI
xV
refin
refin
total
total


  
 
So,   Zin(x) = 
)(
)(
xI
xV
 ≠ Z(x)   
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Now, to find the mathematical expressions for r, S11 and S21, we have 
l
b

2
  and b ≠ l  
2121111 aSaSb   
2221212 aSaSb   
0
1
1
11 2
 a
a
b
S
 
where b1 is the reflected wave at the input port of the filter and a1 is the incident wave at 
the same port. The condition a2 = 0 necessitates the following: 
1. Z(x = l) = Zload. 
2. Vref (x = l) = Iref (x = l) = 0.  
 
Therefore, at x = l , we have αx = 2πb  and 
 
V(x) = Vtotal(x)  = Vin(x) 
I(x) = Itotal(x) = Iin(x) 
Therefore 
Zload = Z(l) = 
)(
)(
)(
)(
)(
)(
lI
lV
xI
xV
xI
xV
in
in 
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V (l) = p (1 + V1 cos 2πb + V2 cos 4πb + V3 cos 6πb + V4 cos 8πb + V5 cos 10πb)               
+ q (sin 2πb + V7 sin 4πb + V8 sin 6πb + V9 sin 8πb + V10 sin 10πb) 
 
= p (1+ A1 cos 2πb + r B1 cos 2πb + A2 cos 4πb  + r B2 cos 4πb  + A3 cos 6πb +              
r B3 cos 6πb + A4 cos 8πb + r B4 cos 8πb + A5 cos 10πb + r B5 cos 10πb) +    
q (sin 2πb + (A6/r) sin 4πb + B6 sin 4πb + (A7/r)  sin 6πb + B7 sin 6πb + 
(A8/r) sin 8πb + B8 sin 8πb + (A9/r)  sin 10πb + B9 sin 10πb) 
 
= p [(1 + A1 cos 2πb + A2 cos 4πb + A3 cos 6πb + A4 cos 8πb + A5 cos 10πb) +                
r (B1 cos 2πb + B2 cos 4πb + B3 cos 6πb + B4 cos 8πb + B5 cos 10πb) +          
r (sin 2πb + B6 sin 4πb + B7 sin 6πb + B8 sin 8πb + B9 sin 10πb) +              
(A6 sin 4πb + A7 sin 6πb + A8 sin 8πb + A9 sin 10πb)]  
 
For the sake of simplicity and brevity, let 
 
R1 = (1 + A1 cos 2πb + A2 cos 4πb + A3 cos 6πb + A4 cos 8πb + A5 cos 10πb) 
R2 = (B1 cos 2πb + B2 cos 4πb + B3 cos 6πb + B4 cos 8πb + B5 cos 10πb) 
R3 = (sin 2πb + B6 sin 4πb + B7 sin 6πb + B8 sin 8πb + B9 sin 10πb) 
R4 = (A6 sin 4πb + A7 sin 6πb + A8 sin 8πb + A9 sin 10πb) 
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Therefore, V (l) = P [R1 + rR2 + rR3 + R4] = P [(R1 + R4) + r (R2 + R3)]  
 
Now, the expression of I(l) will be manipulated  
 
dl
dV
l
b
lZ
cj
lI 





2
)(
)(
 
 
= ( 1/Z(l) )   j   (c/ω)   (2πb/l)   p [- A1 sin 2πb – 2 A2 sin 4πb – 3 A3 sin 6πb             
– 4 A4 sin 8πb – 5 A5 sin 10πb) + r (- B1 sin 2πb – 2 B2 sin 4πb – 3 B3 sin 6πb               
– 4 B4 sin 8πb – 5 B5 sin 10πb) + r (cos 2πb + 2 B6 cos 4πb + 3 B7 cos 6πb                  
+ 4 B8 cos 8πb + 5 B9 cos 10πb) + (2 A6 cos 4πb + 3 A7 cos 6πb + 4 A8 cos 8πb          
+ 5 A9 cos 10πb)]  
 
Again, for the sake of simplicity and brevity, let 
 
S1 = (- A1 sin 2πb – 2 A2 sin 4πb – 3 A3 sin 6πb – 4 A4 sin 8πb – 5 A5 sin 10πb) 
S2 = (- B1 sin 2πb – 2 B2 sin 4πb – 3 B3 sin 6πb – 4 B4 sin 8πb – 5 B5 sin 10πb) 
S3 = (cos 2πb + 2 B6 cos 4πb + 3 B7 cos 6πb + 4 B8 cos 8πb + 5 B9 cos 10πb) 
S4 = (2 A6 cos 4πb + 3 A7 cos 6πb + 4 A8 cos 8πb + 5 A9 cos 10πb) 
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  I (l) =   4321
)(
SrSrSSp
l
b
lZ
j





 
  
             =    )(
)(
3241 SSrSSp
l
b
lZ
j





 
  
 
   Z (l) = 








b
l
jl
SSrSS
RRrRR

)(-  )( Z
)()(
)()(
3241
3241    
 
(S1 + S4) + r (S2 + S3) = (-j) (l / λb) [(R1+ R4) + r (R2 + R3)]  
 
(S1 + S4) + j (l / λb) (R1 + R4) = - r [(S2 + S3) + j (l / λb) (R2 + R3)]  
 
 r  = 
)()(
)()(
3232
4141
RR
b
l
jSS
RR
b
l
jSS




 
 
After we have finished from the analysis of the load side, we will move to the input side 
at which x = 0. Now, since a2 = 0, we have Zload = Z(l) (matched loads) and there is no 
reflected voltage nor reflected current. Hence, a1 is the only incident voltage wave and b1 
is the only reflected voltage wave. Therefore,   
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






)0(
)0(
)0(
)0(
11
xV
xV
xV
xV
S
in
in
in
ref
 
 
0
0
ZZ
ZZ
in
in



 
 
at x = 0,  Z0 = Z(0)  
Z(0) = Z(x = 0) = ZC + Z1 cos 0 + Z2 cos 0 + Z3 cos 0 + Z4 cos 0 + Z5 cos 0
 
+ Z6 sin 0 + Z7 sin 0 + Z8 sin 0 + Z9 sin 0  + Z10 sin 0 
 
  Z(0) = (ZC + Z1 + Z2 + Z3 + Z4 + Z5) 
 
Zin = Zin(x = 0) = Zin(0) = 
)0(
)0(
I
V
 
 
V (0) = p [1 + V1 + V2 + V3 + V4 + V5] 
         = p [(1 + A1 + A2 + A3 + A4 + A5)] + r (B1 + B2 + B3 + B4 + B5)]  
         = p (R1 + r R2)  
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 I (0) =  )(
)0(
1
34 rSSp
l
bj
Z








 
 
b
l
jZ
rSS
rRR
Zin

)(
)()0(
)(
)(
)0(
34
21 



 
 
)0()0(
)0()0(
11
ZZ
ZZ
S
in
in



 
 
 
Next, we have to determine the mathematical expression of S21   
 
0
1
2
21 2
 a
a
b
S  
 
b2 is the reflected voltage wave at the load side whereas a1 is the incident voltage wave at 
the input side. However, since there is no incident wave at the load side (a2=0) due to 
matching condition, b2 is the total voltage at the load side 
 
 
)(
)(
)(
)(
2
lZ
lV
lZ
lV
b total   
 
where Z(l) is found by replacing the variable x with l in the expression of Z(x) as follows: 
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Z(l) = ZC + Z1 cos 2πb + Z2 cos 4πb + Z3 cos 6πb + Z4 cos 8πb + Z5 cos 10πb 
           + Z6 sin 2πb + Z7 sin 4πb + Z8 sin 6πb + Z9 sin 8πb  + Z10 sin 10πb 
 
)0(
)0(
1
Z
xV
a inc

  
 
 
 V(x)   =Vtotal(x)  = Vinc(x) + Vref(x) 
 
Vtotal(x)  = Vinc(x) [ 1+ Γ] 
 


1
)(
)(
xV
xV totalinc  
 
 

 
11S  
 
111
)(
)(
S
xV
xV totalinc

  
 
 
)0(
1
)1(
)0(
11
1
ZS
xV
a total 


  
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
1
2
21
a
b
S   
 
 
)0(
)0(
)1(
)(
)( 11
21 Z
xV
S
lZ
lV
S
total



  
 
 
)1(
)(
)0(
)0(
)(
1121 S
lZ
Z
V
lV
S 
 
 
 
 
4.2.2 Eight Terms Expansion 
 
The analysis here will be the same as the one that has been carried out in the previous 
section (Five Terms Expansion) except that the expansion in this case is up to cos8αx 
and sin8αx. Therefore, there are more terms to be included in the expressions and they 
will make a significant change in the analysis. The compact form of the voltage V(x) will 
be as follows: 
V(x) = pV0 +

8
1l
( p Vl  cos lαx + q Vl+8 sin lαx) 
 
and the expanded form will be as follows: 
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V(x) = p (V0 + V1 cos αx + V2 cos 2αx + V3 cos 3αx + V4 cos 4αx + V5 cos 5αx +             
V6 cos 6αx + V7 cos 7αx + V8 cos 8αx) + q (V9 sin αx + V10 sin 2αx +                
V11 sin 3αx + V12 sin 4αx + V13 sin 5αx + V14 sin 6αx + V15 sin 7αx + V16 sin 8αx ) 
 
where V0 & V9 are assumed to be equal to 1 (V0 = V9 = 1). 
 
  In the same manner, the expression of Z(x) will be as the following: 
Z(x) = ZC +

8
1j
(Zj cos jαx + Zj+8 sin jαx) 
Z(x) = ZC + Z1 cos αx + Z2 cos 2αx + Z3 cos 3αx + Z4 cos 4αx + Z5 cos 5αx + Z6 cos 6αx          
+ Z7 cos 7αx + Z8 cos 8αx + Z9 sin αx + Z10 sin 2αx + Z11 sin 3αx + Z12 sin 4αx             
+ Z13 sin 5αx + Z14 sin 6αx + Z15 sin 7αx + Z16 sin 8αx 
 
Then,  the first and second derivative of V(x) are going to be 
 
dx
dv
= p α (-V1 sin αx – 2 V2 sin 2αx – 3 V3 sin 3αx – 4 V4 sin 4αx – 5 V5 sin 5αx                       
– 6 V6 sin 6αx - 7 V7 sin 7αx - 8 V8 sin 8αx) + q α (V9 cos αx + 2 V10 cos 2αx          
+ 3 V11 cos 3αx + 4 V12 cos 4αx + 5 V13 cos 5αx + 6 V14 cos 6αx                      
+ 7 V15 cos 7αx   + 8 V16 cos 8αx) 
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2
2
dx
dv
 = - p α2 (V1 cos αx + 4 V2 cos 2αx + 9 V3 cos 3αx + 16 V4 cos 4αx + 25 V5 cos 5αx         
+ 36 V6 cos 6αx + 49 V7 cos 7αx + 64 V8 cos 8αx) – q α
2 
(V9 sin αx                 
+ 4 V10 sin 2αx + 9 V11 sin 3αx + 16 V12 sin 4αx + 25 V13 sin 5αx                    
+ 36 V14 sin 6αx + 49 V15 sin 7αx + 64 V16 sin 8αx) 
 
 
The first derivative of Z(x) is  
 
dx
dz
 = - α (Z1 sin αx + 2 Z2 sin 2αx + 3 Z3 sin 3αx + 4 Z4 sin 4αx + 5 Z5 sin 5αx                  
+ 6 Z6 sin 6αx + 7 Z7 sin 7αx + 8 Z8 sin 8αx) + α (Z9 cos αx +  2 Z10 cos 2αx   
+ 3 Z11 cos 3αx + 4 Z12 cos 4αx + 5 Z13 cos 5αx + 6 Z14 cos 6αx                        
+ 7 Z15 cos 7αx + 8 Z16 cos 8αx) 
 
As it has been done with the five terms expansion case, to simplify the substitution in (1) 
and the manipulations with its terms to get the final expression, the following compact 
forms will be used: 
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                                 Z(x) = ZC +

8
1j
(Zj cos jαx + Zj+8 sin jαx) 
 dx
dz
 = α 

8
1m
(- m Zm sin mαx + m Zm+8 cos mαx) 
 V(x) = p V0 +

8
1l
( p Vl  cos lαx + q Vl+8 sin lαx) 
dx
xdv )(
 =  α 

8
1n
(- n p Vn sin nαx + n q Vn+8 cos nαx) 
 
2
2 )(
dx
xvd
  = - α2  +

8
1u
(p u
2 
Vu cos uαx + q u
2 
Vu+8 sin uαx) 
               = - α2 u2  +

8
1u
 (p Vu cos uαx + q Vu+8 sin uαx)
 
 
 
After substitutions of the expressions and manipulations of the terms of (1) exactly in the 
same manner as it has been done with five terms expansion case, the final form of (1) 
will be as follows: 
   


8
1l


8
1j
cos (l - j)αx [(
2
 22220 ljlk   ) (p Zj Vl + q Zj+8Vl+8)] 
+ 

8
1l


8
1j
cos (l + j)αx [(
2
 22220 ljlk   ) (p Zj Vl - q Zj+8Vl+8)] 
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+ 

8
1l


8
1j
sin (l - j)αx [(
2
 22220 ljlk   ) (-p Zj+8 Vl + q Vl+8 Zj)] 
+

8
1l


8
1j
sin (l + j)αx [(
2
 22220 ljlk   ) (-p Zj+8 Vl + q Zj Vl+8)] 
+

8
1l
cos lαx [p Vl ZC (k0
2 –  α
2 
l 
2
)] +

8
1j
p V0 k0
2
 Zj cos jαx 
+

8
1l
sin lαx [q Vl+8 ZC ( k0
2 – α
2 
l 
2 
)] +

8
1j
pV0 k0
2
 Zj+8 sin jαx 
+ p V0 ZC  k0
2 
 = 0 
 
Again, there are terms that contain trigonometric functions higher than either cos8αx or 
sin8αx during solving the expression of equation (1). However, any term contains 
trigonometric function that is higher than cos8αx or sin8αx will be ignored.  Since 
equation (1) equals to zero, therefore, the constant term and coefficients of the 
trigonometric functions should be equal to zero to satisfy the solution. Due to the length 
and the complexity of the expressions of the solution, the important terms, that participate 
in the formation of the system of equations with fifteen (15) equations and fifteen (15) 
unknowns (V1, V2, V3, V4, V5, V6, V7, V8, V10, V11, V12, V13, V14, V15 and V16) which 
will be part of the expressions of S11 and S21, are indicated in Appendix C. These terms 
are the constant term and the associated coefficients of the trigonometric functions. A 
matrix formation for these terms is exactly as done in the five terms expansion where the 
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voltage expansion coefficients are determined in terms of the impedance profile Z(x) 
along the line. Here, the matrix Mij is 15 X 15 while Ai and Bj are 15 X 1 matrices as 
shown in Appendix D. The solution of the matrix system will be in the form of the 
following: 
V1 = A1 + r B1 V5 = A5 + r B5 rV10 = A9 + r B9 rV14 = A13 + r B13 
V2 = A2 + r B2 V6 = A6 + r B6 rV11 = A10 + r B10 rV15 = A14 + r B14 
V3 = A3 + r B3 V7 = A7 + r B7 rV12 = A11 + r B11 rV16 = A15 + r B15 
V4 = A4 + r B4 V8 = A8 + r B8 rV13 = A12 + r B12  
 
 
In order to find the mathematical expressions of r, S11 and S21, the same analysis that has 
been took place in the previous section (Five Terms Expansion) will be carried out here 
except that it has more terms expansion. So, the analysis here will be briefly discussed 
and limited to the expressions that will be affected by introducing more expanded terms 
in the voltage wave, the current and the impedance. Hence, the expanded expressions are 
as follows:  
Zl = 
)(
)(
lI
lV
 
 
V (l) = p (1 + V1 cos 2πb + V2 cos 4πb + V3 cos 6πb + V4 cos 8πb + V5 cos 10πb                     
+ V6 cos 12πb + V7 cos 14πb + V8 cos 16πb) + q (sin 2πb + V10 sin 4πb                 
+ V11 sin 6πb  + V12 sin 8πb + V13 sin 10πb + V14 sin 12πb + V15 sin 14πb              
+ V16 sin 16πb) 
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= p (1+ A1 cos 2πb + r B1 cos 2πb + A2 cos 4πb  + r B2 cos 4πb  + A3 cos 6πb          
+ r B3 cos 6πb + A4 cos 8πb + r B4 cos 8πb + A5 cos 10πb + r B5 cos 10πb       
+ A6 cos 12πb + r B6 cos 12πb + A7 cos 14πb  + r B7 cos 14πb + A8 cos 16πb   
+ r B8 cos 16πb) + q (sin 2πb + (A9/r) sin 4πb + B9 sin 4πb + (A10/r)  sin 6πb    
+ B10 sin 6πb + (A11/r) sin 8πb + B11 sin 8πb + (A12/r)  sin 10πb + B12sin 10πb 
+ (A13/r)  sin 12πb + B13 sin 12πb + (A14/r)  sin 14πb + B14 sin 14πb                  
+ (A15/r)  sin 16πb + B15 sin 16πb) 
 
= p [(1 + A1 cos 2πb + A2 cos 4πb + A3 cos 6πb + A4 cos 8πb + A5 cos 10πb               
+ A6 cos 12πb + A7 cos 14πb + A8 cos 16πb) + r (B1 cos 2πb + B2 cos 4πb       
+ B3 cos 6πb + B4 cos 8πb + B5 cos 10πb + B6 cos 12πb + B7 cos 14πb             
+ B8 cos 16πb) + r (sin 2πb + B9 sin 4πb + B10 sin 6πb + B11 sin 8πb                
+ B12 sin 10πb + B13 sin 12πb + B14 sin 14πb + B15 sin 16πb) + (A9 sin 4πb      
+ A10 sin 6πb + A11 sin 8πb + A12 sin 10πb + A13 sin 12πb + A14 sin 14πb        
+ A15 sin 16πb)] 
 
Again, let 
R1 = (1 + A1 cos 2πb + A2 cos 4πb + A3 cos 6πb + A4 cos 8πb + A5 cos 10πb                      
+ A6 cos 12πb + A7 cos 14πb + A8 cos 16πb) 
R2 = (B1 cos 2πb + B2 cos 4πb + B3 cos 6πb + B4 cos 8πb + B5 cos 10πb + B6 cos 12πb       
+ B7 cos 14πb + B8 cos 16πb) 
81 
 
 
 R3 = (sin 2πb + B9 sin 4πb + B10 sin 6πb + B11 sin 8πb + B12 sin 10πb + B13 sin 12πb         
+ B14 sin 14πb + B15 sin 16πb) 
R4 = (A9 sin 4πb + A10 sin 6πb + A11 sin 8πb + A12 sin 10πb + A13 sin 12πb + A14 sin 14πb     
+ A15 sin 16πb) 
 
Therefore,  
 
 V (l) = p [R1 + rR2 + rR3 + R4] = p [(R1 + R4) + r (R2 + R3)]  
 
Now, the expression of I (l) will be manipulated  
 
 I(l)  =  ( 1/Z(l) ) ×  j × (c/ω) × (2πb/l) × p [- A1 sin 2πb – 2 A2 sin 4πb – 3 A3 sin 6πb       
– 4 A4 sin 8πb – 5 A5 sin 10πb – 6 A6 sin 12πb – 7 A7 sin 14πb – 8 A8 sin 16πb)     
+ r (- B1 sin 2πb – 2 B2 sin 4πb – 3 B3 sin 6πb – 4 B4 sin 8πb – 5 B5 sin 10πb          
– 6 B6 sin 12πb – 7 B7 sin 14πb – 8 B8 sin 16πb) + r (cos 2πb + 2 B9 cos 4πb        
+ 3 B10 cos 6πb +  4 B11 cos 8πb + 5 B12 cos 10πb + 6 B13 cos 12πb                        
+ 7 B14 cos 14πb + 8 B15 cos 16πb) + (2 A9 cos 4πb + 3 A10 cos 6πb                        
+ 4 A11 cos 8πb + 5 A12 cos 10πb +  6 A13 cos 12πb + 7 A14 cos 14πb                     
+ 8 A15 cos 16πb)]  
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Now, let 
S1 = (- A1 sin 2πb – 2 A2 sin 4πb – 3 A3 sin 6πb – 4 A4 sin 8πb – 5 A5 sin 10πb                   
– 6 A6 sin 12πb – 7 A7 sin 14πb – 8 A8 sin 16πb) 
S2 = (- B1 sin 2πb – 2 B2 sin 4πb – 3 B3 sin 6πb – 4 B4 sin 8πb – 5 B5 sin 10πb                     
– 6 B6 sin 12πb – 7 B7 sin 14πb – 8 B8 sin 16πb) 
S3 = (cos 2πb + 2 B9 cos 4πb + 3 B10 cos 6πb + 4 B11 cos 8πb + 5 B12 cos 10πb                   
+ 6 B13 cos 12πb + 7 B14 cos 14πb + 8 B15 cos 16πb) 
S4 = (2 A9 cos 4πb + 3 A10 cos 6πb + 4 A11 cos 8πb + 5 A12 cos 10πb +  6 A13 cos 12πb      
+ 7 A14 cos 14πb + 8 A15 cos 16πb) 
 
 r  = 
)()(
)()(
3232
4141
RR
b
l
jSS
RR
b
l
jSS



  
 
The mathematical expression for S11 will be as the following: 
Zin = 
)0(
)0(
I
V
 
 
V (0) = p [1 + V1 + V2 + V3 + V4 + V5 + V6 + V7 + V8] 
= p [(1 + A1 + A2 + A3 + A4 + A5 + A6 + A7 + A8)]                                                     
+ r (B1 + B2 + B3 + B4 + B5 + B6 + B7 + B8)]  
         = p (R1 + r R2)  
83 
 
 
 I (0) =  )(
)0(
1
34 rSSp
l
bj
Z








 
 
Z(0) = Z(x = 0) = ZC + Z1 cos 0 + Z2 cos 0 + Z3 cos 0 + Z4 cos 0 + Z5 cos 0 + Z6 cos 0
 
+ Z7 cos 0+ Z8 cos 0+ Z9 sin 0 + Z10 sin 0 + Z11 sin 0 + Z12 sin 0  
 + Z13 sin 0 + Z14 sin 0 + Z15 sin 0+ Z16 sin 0 
 

 
Z(0) = (ZC + Z1 + Z2 + Z3 + Z4 + Z5+ Z6+ Z7+ Z8) 
 
b
l
jZ
rSS
rRR
Zin

)(
)()0(
)(
)(
34
21 


  
 
)0(
)0(
11
ZZ
ZZ
S
in
in


  
 
Now, the mathematical expression of S21 will be as follows:  
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Z(l) = ZC + Z1 cos 2πb + Z2 cos 4πb + Z3 cos 6πb + Z4 cos 8πb + Z5 cos 10πb                     
+ Z6 cos 12πb + Z7 cos 14πb + Z8 cos 16πb+ Z9 sin 2πb + Z10 sin 4πb + Z11 sin 6πb    
+ Z12 sin 8πb + Z13 sin 10πb + Z14 sin 12πb + Z15 sin 14πb + Z16 sin 16πb 
 
 
)1(
)(
)0(
)0(
)(
1121 S
lZ
Z
V
lV
S   
 
 
 
 
4.3 Application of Genetic Algorithm to the Methodology 
 
The genetic algorithm (GA) is going to be applied to this methodology by means of 
MATLAB®. There is an optimization toolbox in MATLAB® which includes GA and 
many other optimization techniques. In order to get this toolbox, one should type the 
word ”optimtool” in the main window. 
 
Here, each possible solution (chromosome) is consisting of the values of Zs, b and LF 
respectively. These values are initially created by either the GA as random values or by 
the user as deterministic values. The population size of the possible solutions was 250 
and the selection function which chooses the parents that will participate in producing 
the next generation was based on stochastic uniform function. The crossover rate was 
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0.7 whereas the mutation rate was very low. The number of generations was chosen to 
be 3000. 
  
The objective function to be optimized is the Error Function. The optimization of the 
error function means minimizing it to have the minimum error between the required 
values and the optimized values. The general form of the error function is as follows: 
 
 Error = 


n
j
requiredoptimized
n
j
requiredoptimized SjSSjS
0
2
2121
0
2
1111 ))(())((  
 
where [ j = 0, 0.1, 0.2, 0.3, ….. n] is the portion of the frequency spectrum in GHz that 
we want to optimize the filter response at. |S11 required| and |S21 required| are known and their 
values are set by the user. For example, if the desired filter to be designed is low pass 
filter with cutoff frequency at 3 GHz. Then, |S11 required| has the values of zero below 3 
GHz, values of 1 above 3 GHz and 0.5 at 3 GHz. Similarly, |S21 required| has the values of 
1 below 3 GHz, values of zero above 3 GHz and 0.5 at 3 GHz. 
 
In the optimization procedure, the quantity l/λ (length over wavelength) is considered 
variable so that the filter length is optimized as well. In order to have the characteristic 
impedances at the input and at the output of the filter equal to 50 ohm to match them 
with the characteristic impedance of the transmission line, there are two constraints need 
to be incorporated with GA. The first one is to have the characteristic impedance at the 
input equal to 50 ohm. This is a linear constraint as indicated below: 
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Z(0) = ZC + Z1 + Z2 + Z3 + Z4 + Z5 = 50                              (In case of 5 Terms Expansion) 
Z(0) = ZC + Z1 + Z2 + Z3 + Z4 + Z5+ Z6+ Z7+ Z8 = 50         (In case of 8 Terms Expansion) 
 
 On the other hand, the second one is nonlinear constraint which matches the 
characteristic impedance at the load side with 50 ohm transmission line. In case of 5 
Terms Expansion, the constraint is 
 
Z(l) = ZC + Z1 cos 2πb + Z2 cos 4πb + Z3 cos 6πb + Z4 cos 8πb + Z5 cos 10πb  
           + Z6 sin 2πb + Z7 sin 4πb + Z8 sin 6πb + Z9 sin 8πb  + Z10 sin 10πb = 50 
 
 
while in case of 8 Terms Expansion, the constraint is  
 
Z(l) = ZC + Z1 cos 2πb + Z2 cos 4πb + Z3 cos 6πb + Z4 cos 8πb + Z5 cos 10πb                     
+ Z6 cos 12πb + Z7 cos 14πb + Z8 cos 16πb+ Z9 sin 2πb + Z10 sin 4πb + Z11 sin 6πb    
+ Z12 sin 8πb + Z13 sin 10πb + Z14 sin 12πb + Z15 sin 14πb + Z16 sin 16πb = 50. 
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4.4 Width of the Filter  
 
Once the design results are obtained from the GA, they include the values of the Zs, the 
optimization constant (b) and the physical length of the Filter (LF). The design starts by 
assigning the dielectric thickness (d) and the dielectric constant (єr). We take d = 1.575 
mm and єr = 6 based on the datasheet on microwave laminates from “ARLON 
Company”. So, the only thing left and not found yet is the Width of the filter. However, 
for a given characteristic impedance Z0 and dielectric constant єr, the width (W) over the 
thickness (d) ratio can be calculated as [2]: 
 
 
For W/d < 2  
 
              2
8
2 

A
A
e
e
d
W
 
 
 
For W/d >2  
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where    
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


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


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

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rr
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Now, all the required values of the parameters and the variables to implement the filter 
are obtained. The next step is to confirm our findings through either building and testing 
the element or through simulation. The building process is attempted, but due to the lack 
of the proper device, we had to resort to simulation using professional simulator 
software.   
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CHAPTER 5 
 
 
RESULTS 
 
In this chapter, the obtained results from applying either the five terms expansion or the 
eight terms expansion analysis in obtaining the filter parameters (length and all 
coefficients of the impedance expansion) as outlined in the following results and graphs.   
 
5.1 Results of Five Terms Expansion 
 
5.1.1 Filters with Cut-off at 3 GHz 
In this section, the obtained filter designs at 3 GHz including low pass filter, band stop 
filter, high pass filter and band pass filter are presented.  
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5.1.1.1 Low Pass Filter 
A design of low pass filter has been achieved with a length of 155.98 mm and a value of 
0.9855 for the optimization constant (b). The values of Zs are as follows: 
 
Zc = 54.69, Z1 = 4.17, Z2 = 4.31, Z3 = 6.74, Z4 = -23.02, Z5 = 3.11, Z6 = 1.65, Z7 = 0.95,    
Z8 = 2.44, Z9 = 1.58 and Z10 = -1.64.  
 
Figure 17 (a, b, c & d) shows the plot of the impedance profile, the filter shape, S11 and 
S21 respectively. 
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(c) 
 
 
(d) 
 
Figure 17: Results of Low Pass Filter with Cut-off at 3 GHz (5 Terms Expansion) 
 
 
 
 
 
5.1.1.2 Band Stop Filter 
The values of the Zs that are satisfying the response of band stop filter at 3 GHz are as 
the following: 
 
Zc = 51.61, Z1 = -0.9536, Z2 = -1.48,  Z3 = -1.18, Z4 = 9.13,  Z5 = -7.13, Z6 = 2.74,           
Z7 = 0.0628, Z8 = -0.3503, Z9 = -4.52 and  Z10 = 7.51. 
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The filter length is 160.76 mm and the optimization constant (b) is 1.0962. The plot of 
the impedance profile, the filter shape and the profile plots of S11 and S21 are shown 
below in Figure 18 (a, b, c & d) respectively. 
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(c) 
 
 
(d) 
 
Figure 18: Results of Band Stop Filter at 3 GHz (5 Terms Expansion) 
 
 
5.1.1.3 Band Pass Filter 
The designed band pass filter at 3 GHz has 141.58 mm as a length and 0.9574 as a value 
of the optimization constant (b). The plot of the impedance profile of the designed filter, 
the filter shape and the plots of S11 and S21 are shown below in Figure 19 (a, b, c & d) 
respectively. The values of Zs are as follows: 
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Zc = 48.49,  Z1 = 5.30,  Z2 = 5.14,  Z3 = 6.33, Z4 = -1.81, Z5 = -13.45, Z6 = 4.25,              
Z7 = 3.12,  Z8 = 3.17, Z9 = 4.69 and Z10 = -0.7052. 
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(d) 
 
Figure 19: Results of Band Pass Filter at 3 GHz (5 Terms Expansion) 
 
 
 
5.1.1.4 High Pass Filter 
The designed high pass filter at 3 GHz has 145.21 mm as a length and 0.98784 as a value 
of the optimization constant (b). The plot of the impedance profile, the filter shape, the 
plot of S11 and the plot of S21 of the designed filter are shown in below Figure 
respectively (Figure 20: a, b, c & d). The values of Zs are as follows: 
 
 
Zc = 53.89, Z1 = -10.38, Z2 = -4.448, Z3 = 11.96, Z4 = 0.568833, Z5 = -1.5877,                
Z6 = -0.305975, Z7 = 0.515413,  Z8 = -0.584391, Z9 = -0.501818 and Z10 = 0.161258.  
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(b) 
 
 
(c) 
 
 
(d) 
 
Figure 20: Results of High Pass Filter with Cut-off at 3 GHz (5 Terms Expansion) 
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5.1.2 Filters at Frequencies Higher than 3 GHz 
The design of filters with cutoff frequencies higher than 3 GHz by means of five terms 
expansion was not possible through a large number of trials. This is due to the need 
for more oscillations in the impedance profile to satisfy the desired response. In order 
to have more oscillations in the impedance profile, the expansion should be performed 
on number of terms higher than the current expansion.  
 
 
5.2 Results of Eight Terms Expansion 
 
5.2.1 Filters with Cut-off at 3 GHz 
 
5.2.1.1 Low Pass Filter 
The values of the Zs that are satisfying the response of low pass filter at 3 GHz are as the 
following: 
 
Zc = 50.311, Z1 = 0.85533, Z2 = -2.42054, Z3 = 0.3662567, Z4 = -1.96868,                      
Z5 = 0.806049, Z6 = 0.35959, Z7 = 1.8608, Z8 = -0.16935, Z9 = 0.248715, Z10 = 0.527828, 
Z11 = -1.27853, Z12 = -3.9273, Z13 = -2.60142, Z14 = 0.39674, Z15 = -0.73389 and          
Z16 = -1.64497. 
 
The filter length is 108.18 mm and the optimization constant (b) is 0.61844. The plot of 
the impedance profile, the filter shape, the plot of S11 and the plot of S21 are shown below 
in Figure 21 (a, b, c & d) respectively. 
98 
 
 
 
(a) 
 
 
(b) 
 
 
 
(c) 
 
0 15 30 45 60 75 90 108.2
35
40
45
50
55
60
The Impedance Profile
Length (mm)
o
h
m
0 15 30 45 60 75 90 108.2
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
The Shape of the Filter
The Length (mm)
T
he
 W
id
th
 (
m
m
) 
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
-30
-20
-10
0
10
The Plot of |S11| vs Frequency
Frequency (GHz)
|S
1
1
| 
(d
B
)
99 
 
 
 
(d) 
 
Figure 21: Results of Low Pass Filter with Cut-off at 3 GHz (8 Terms Expansion) 
 
 
 
 
5.2.1.2 Band Stop Filter 
The designed band stop filter at 3 GHz has 200 mm as a length and 0.96978 as a value of 
the constant b. The values of Zs are as follows: 
 
Zc = 49.20, Z1 = 0.3234, Z2 = 2.33, Z3 = -0.4236, Z4 = -11.31, Z5 = 10.11, Z6 = 0.6104,   
Z7 = 0.0471, Z8 = -0.8852, Z9 = 0.7214, Z10 = 0.8499, Z11 = -1.37,  Z12 = -0.9782,           
Z13 = 0.6426, Z14 = 1.06, Z15 = -0.9138 and Z16 = -0.4270. 
 
The plot of the impedance profile, the filter shape and the profile plots of S11 and S21 of 
the designed filter are shown in below Figure respectively (Figure 22: a, b, c & d). 
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(d) 
 
Figure 22: Results of Band Stop Filter at 3 GHz (8 Terms Expansion) 
 
 
 
5.2.1.3 Band Pass Filter 
The designed band pass filter at 3 GHz has 164.46 mm as a length and 1.08463 as a value 
of the constant b. The plot of the impedance profile, the filter shape and the plots of S11 
and S21 of the designed filter are shown in below Figure (Figure 23: a, b, c & d) 
respectively. The values of Zs are as follows: 
 
Zc = 51.66, Z1 = -0.7686, Z2 = -0.8779, Z3 = -2.7489, Z4 = -0.6512, Z5 = 0.26828,           
Z6 = 0.40352,  Z7 = 1.51085,  Z8 = 1.2024, Z9 = -0.71457, Z10 = 0.12074, Z11 = -1.423,    
Z12 = 1.8772, Z13 = -0.19283, Z14 = 5.1157, Z15 = -4.0456 and Z16 = 0.300332786. 
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(d) 
 
Figure 23: Results of Band Pass Filter at 3 GHz (8 Terms Expansion) 
 
 
 
5.2.1.4  High Pass Filter 
The designed high pass filter at 3 GHz has 131.294 mm as a length and 0.742195 as a 
value of the constant b. The values of Zs are as the following: 
 
Zc = 51.9, Z1 = 1.87827, Z2 = 0.383658, Z3 = 0.87141, Z4 = -0.556578, Z5 = -1.43934,                
Z6 = -2.21986, Z7 = -0.7112, Z8 = -0.10586, Z9 = 2.34224, Z10 = -0.65619, Z11 = 2.7229, 
Z12 = 2.7388, Z13 = 1.73304, Z14 = -4.3139, Z15 = 0.2533 and Z16 = 0.539473. 
 
The plot of the impedance profile of the designed filter, the shape of the filter and the 
plots of S11 and S21 are shown in Figure 24 respectively. 
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(d) 
 
Figure 24: Results of High Pass Filter with Cut-off at 3 GHz (8 Terms Expansion) 
 
 
5.2.1.5 Comparisons Between Filters at 3 GHz (5 & 8 Terms Expansions) 
 
Up to now, filters at 3 GHz have been designed based on this method with five terms 
expansion and eight terms expansion. In this section, the responses of low pass filters 
and high pass filters with both five and eight terms expansion are going to be compared. 
However, before we do that, there is a worth mentioning point related to the length of the 
filters needs to be highlighted. During the design of filters at 3 GHz with eight terms 
expansion, after finishing the designs with five terms expansion, the length was chosen 
to be shorter than five terms expansion case when designing low and high pass filters 
and chosen to be longer when designing band pass and band stop filters.  
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In both cases, the designs have been achieved. This shows one of the main advantages of 
this methodology. This advantage is about having a great deal of flexibility in the design 
process which leads to variety of filters shapes, sizes and lengths satisfying exactly the 
same objectives and criteria. 
 
Figure 25 and 26 show the plots of the return loss (|S11|) and the insertion loss (|S21|) of 
LPF designed with five and eight terms expansion respectively. Both are having very 
sharp cutoffs especially the one designed with five terms expansion. However, the values 
of the return and insertion losses in the case of the eight terms expansion are less than the 
five terms expansion case especially the values of the  insertion loss. 
 
   
 
Figure 25: Return & Insertion Losses of LPF with Cut-off at 3 GHz (5 Terms Expansion) 
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Figure 26: Return & Insertion Losses of LPF with Cut-off at 3 GHz (8 Terms Expansion) 
 
 
Figure 27 and 28 show the plots of the return loss (|S11|) and the insertion loss (|S21|) of 
HPF designed with five and eight terms expansion respectively. It is so obvious that the 
filter designed by eight terms expansion has sharper cutoff. Also, it has less insertion 
loss compared to the five terms expansion case. However, the filter designed by five 
terms expansion has less return loss compared with eight terms expansion case. In 
general, in order to have filter with both sharp cutoff and minimum insertion loss, it 
should be designed with eight terms expansion.      
 
 
Figure 27: Return & Insertion Losses of HPF with Cut-off at 3 GHz (5 Terms Expansion) 
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Figure 28: Return & Insertion Losses of HPF with Cut-off at 3 GHz (8 Terms Expansion) 
 
 
5.2.2 Filters with Cut-off at 7 GHz 
 
5.2.2.1 Low Pass Filter 
The values of the Zs that are satisfying the response of low pass filter at 7 GHz are as the 
following: 
 
Zc = 50.71, Z1 = 6.04, Z2 = 1.11, Z3 = -1.03, Z4 = -0.5306, Z5 = -1.11, Z6 = -10.30,             
Z7 = 11.79, Z8 = -2.37, Z9 = -3.59, Z10 = 0.1585, Z11 = -1.45, Z12 = -1.82, Z13 = 3.78,         
Z14 = 4.00, Z15 = -0.3882 and Z16 = -7.44.  
 
The designed filter has a length of 82.35 mm and optimization constant value of 0.9368. 
Figure 29 (a, b, c and d) shows the plot of the impedance profile, the filter shape, the plot 
of S11 and the plot of S21 respectively. 
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(d) 
 
Figure 29: Results of Low Pass Filter with Cut-off at 7 GHz (8 Terms Expansion) 
 
 
5.2.2.2 High Pass Filter 
The designed high pass filter at 7 GHz has 79.49 mm as a length and 0.97613 as a value 
of the constant b. The plot of the impedance profile of the designed filter, the shape of the 
filter and the plots of S11 and S21 are shown in Figure 30 respectively. The values of Zs 
are as the following: 
 
Zc = 48.1572, Z1 = -1.60038, Z2 = 2.07573, Z3 = 0.939436, Z4 = -0.730876,                       
Z5 = -1.42879, Z6 = 0.362858, Z7 = 3.283191, Z8 = -1.057364, Z9 = 1.61567,                  
Z10 = 15.20248, Z11 = -5.273709, Z12 = 2.30311, Z13 = -4.911012, Z14 = -1.529156,        
Z15 = -0.4651368 and Z16 = 0.417186. 
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(d) 
Figure 30: Results of High Pass Filter with Cut-off at 7 GHz (8 Terms Expansion) 
 
 
 
5.2.2.3 Band Stop Filter 
The designed band stop filter at 7 GHz has 113.44 mm as a length and 0. 9867 as a value 
of the optimization constant. The values of Zs are as follows: 
 
Zc = 47.00, Z1 = 1.44, Z2 = -0.9598, Z3 = -0.7358, Z4 = 10.17, Z5 = -12.22, Z6 = 5.34,      
Z7 = 2.75, Z8 = -2.77, Z9 = 3.04, Z10 = 3.86, Z11 = 2.81,  Z12 = 6.19, Z13 = -1.67,              
Z14 = -4.71, Z15 = -2.98 and Z16 = 1.59. 
 
The plot of the impedance profile, the filter shape, the plot of S11 and the plot of S21 of 
the designed filter are shown in below Figure respectively (Figure 31: a, b, c & d). 
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 (d) 
Figure 31: Results of Band Stop Filter at 7 GHz (8 Terms Expansion) 
 
 
 
5.2.2.4 Band Pass Filter 
The designed band pass filter at 7 GHz has a length of 94.98 mm and an optimization 
constant (b) value of 0.944454. Figure 32 shows the plot of the impedance profile, the 
plot of the filter shape and the plots of S11 and S21 of the designed filter respectively. The 
values of Zs are as follows: 
 
Zc = 49.4952, Z1 = 0.918223, Z2 = -0.848646, Z3 = 8.292301, Z4 = -0.1031266,               
Z5 = 3.262291, Z6 = -5.087931, Z7 = -1.6194802, Z8 = -4.3088298, Z9 = 2.8433077,         
Z10 = 1.9570063, Z11 = 0.6908, Z12 = 1.3779977, Z13 = 2.0585, Z14 = 2.713939,              
Z15 = 2.556518 and Z16 = 2.6138707. 
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(d) 
Figure 32: Results of Band Pass Filter at 7 GHz (8 Terms Expansion) 
 
 
5.2.3 Filters with Cut-off at 10 GHz 
 
5.2.3.1 Low Pass Filter 
The filter length is 52.13 mm and the constant b is 0.94287. Figure 33 (a, b, c and d) 
shows the plot of the impedance profile of the designed filter, the filter shape, the plot of 
S11 and the plot of S21 respectively.  
The values of the Zs that are satisfying the response of low pass filter at 10 GHz are as 
the following: 
 
Zc = 63.79, Z1 = -5.15, Z2 = -4.33, Z3 = 9.47, Z4 = -2.59, Z5 = -19.97, Z6 = 11.48,            
Z7 = -2.33, Z8 = -0.3664, Z9 = -2.15, Z10 = 18.03, Z11 = 1.85, Z12 = -2.95, Z13 = -1.26,       
Z14 = 0.6633, Z15 = 1.33 and Z16 = 0.9357. 
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(d) 
Figure 33: Results of Low Pass Filter with Cut-off at 10 GHz (8 Terms Expansion) 
 
 
5.2.3.2 High Pass Filter 
The designed high pass filter at 10 GHz has 61.1 mm as a length and 0.65245 as a value 
of the optimization constant. The values of Zs are as follows: 
 
Zc = 50.105, Z1 = -4.0561, Z2 = -0.959964, Z3 = -2.00367, Z4 = -1.18517, Z5 = -2.8188,   
Z6 = 23.01252, Z7 = -6.43557, Z8 = -5.6581, Z9 = -0.96491, Z10 = -5.185789,                   
Z11 = 2.8444, Z12 = 4.6227, Z13 = 0.17206, Z14 = -6.3204, Z15 = 0.03057 and Z16 = -3.122.  
 
The plot of the impedance profile, the filter shape, the plot of S11 and the plot of S21 of 
the designed filter are shown in below Figure respectively (Figure 34: a, b, c & d). 
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(d) 
Figure 34: Results of High Pass Filter with Cut-off at 10 GHz (8 Terms Expansion) 
 
 
 
5.2.3.3 Band Stop Filter 
The length of the designed band stop filter is 53.38 mm and the constant b is 0.93148. 
Figure 35 (a, b, c and d) shows the plot of the impedance profile of the designed filter, the 
filter shape and the profile plots of S11 and S21 respectively.  
 
The values of the Zs that are satisfying the response of low pass filter at 10 GHz are as 
the following: 
 
Zc = 45.955, Z1 = -3.7516, Z2 = -3.4197, Z3 = 7.1091, Z4 = 6.214, Z5 = 6.2891,                
Z6 = -1.6928, Z7 = -4.6309, Z8 = -2.0712, Z9 = 10.1093, Z10 = -1.380, Z11 = -3.8658,         
Z12 = 0.34976, Z13 = -1.3310, Z14 = -2.0357, Z15 = -5.2882 and Z16 = 3.5271.  
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(d) 
Figure 35: Results of Band Stop Filter at 10 GHz (8 Terms Expansion) 
 
 
5.2.3.4 Band Pass Filter 
The values of the Zs that are satisfying the response of band pass filter at 10 GHz are as 
the following: 
 
Zc = 57.297, Z1 = -0.61412, Z2 = 0.4731, Z3 = -0.32035, Z4 = -2.3116, Z5 = -3.8735,        
Z6 = 1.2636, Z7 = -1.9845, Z8 = 0.0704512, Z9 = 27.2699, Z10 = 0.80697,                        
Z11 = -0.840165, Z12 = 0.545752, Z13 = -4.263, Z14 = 0.90241, Z15 = -0.50575                
and Z16 = -0.44424.  
 
The filter length is 60.11 mm and the value of the optimization constant (b) is 0.91988. 
Figure 36 (a, b, c and d) shows the plot of the impedance profile of the designed filter, the 
filter shape, the plot of S11 and the plot of S21 respectively. 
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(d) 
 
Figure 36: Results of Band Pass Filter at 10 GHz (8 Terms Expansion) 
 
 
 
5.3   Sensitivity and Validation of this Methodology 
 
In this section, the sensitivity of this methodology with the expansions (five and eight 
terms) is going to be discussed to assess its efficiency with respect to the number of terms 
in the expansions. Here, the sensitivity means that the changing of the filter response 
(changing the values of S11 and S21) by a small changing in the values of Zs. Also, the 
validation of this methodology with the current expansions (five and eight terms) is going 
to be investigated by means of simulating the designed filter with a professional 
simulator software. The assessment is by no means complete since it is basically an 
observation for few results. It is very important to investigate and validate the sensitivity 
of these current expansions to determine if they are adequate for this methodology so that 
they may be efficiently applied.             
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5.3.1  Five Terms Expansion 
In order to examine the response sensitivity of the filters designed by five terms 
expansion, the low pass filter designed in section 5.1.1.1 will be our example here. It has 
the following plots of S11 and S21 respectively (Figure 37):    
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Figure 37: Plots of S11 and S21 for the Low Pass Filter with Cut-off at 3 GHz (5 Terms Expansion) 
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When only one value of the Zs is changed by only ± 2%, the filter response (S11 & S21) 
will be dramatically changed to a limit that it is almost not a low pass filter anymore as it 
can be shown in figure 38. (Notice the drastic change in |S21|)       
 
 
 
(a) 
 
(b) 
Figure 38: Plots of S11 and S21 for the LPF after Changing one Value of Zs (5 Terms Expansion) 
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When all the values of Zs are changed by only ±0.5%, the filter response represented by 
the below plots of S11 and S21 will be completely not related to a low pass filter response 
(figure 39). This shows that the response is very sensitive to any minor change in the 
values of the Zs. That means, any small change in any value of the Zs cause a huge 
change in the filter response leading to have an unstable system in the real life. 
Therefore, any tiny change in the width of the filter will affect the value of the 
characteristic impedance which leads to unpredictable changes in the values of Zs 
resulting in a considerable change in the filter response. This obviously explains why 
there was some differences between the theoretical results and the drawn filters in the 
simulator. Also, the equations used to find the width of the microstrip are not very 
accurate because they provide a very good approximation of the width by using quasi-
static approach analysis not by using a full wave analysis which is more accurate. 
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(b) 
Figure 39: Plots of S11 and S21 for the LPF after Changing all Value of Zs (5 Terms Expansion) 
 
 
 
5.3.2 Eight Terms Expansion 
Again, in order to evaluate the sensitivity of this methodology with the eight terms 
expansion, the designed band stop filter which has been introduced in section 5.2.1.2 will 
be investigated here. It has the following plots of S11 and S21 respectively (Figure 40):     
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(b) 
 
Figure 40: Plots of S11 and S21 for the Band Stop Filter at 3 GHz (8 Terms Expansion) 
 
 
When only one value of the Zs is changed by less than ±5%, the response is slightly 
distorted. However, when one value is changed by ±5%, the filter response (S11 & S21) 
will be noticeably distorted but the general response is still reflecting a response of a 
band stop filter as seen in figure 41. In some cases, the distortions are so high that it 
could destroy the whole desired response. 
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 (b) 
 
Figure 41: Plots of S11 and S21 for the BSF after Changing one Value of Zs (8 Terms Expansion) 
 
 
When all the values of Zs are changed by either ±0.5%, ±1%  or ±1.5%, the response of 
the filter is highly distorted, but, it still respond as a band stop filter. However, when all 
the values of Zs are changed by ±2%, the filter response represented by the below plots 
of S11 and S21 will be completely distorted as shown in figure 42. This is because we 
have a non-linear system producing a non-linear error which could be very high at some 
cases. The best way to reduce this non-linear error is by expanding the system with more 
terms so that when the characteristic impedance changes, this change will be distributed 
among all the values of Zs. This leads to very small changes in the values of Zs so that 
they will not harmfully affect the response.    
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It is so obvious that the methodology with eight terms expansion is much less sensitive 
than five terms expansion which enables obtaining a simulation result as it can be seen in 
figure 43.  
 
 
 
(a) 
 
 
(b) 
 
Figure 42: Plots of S11 and S21 for the BSF after Changing all Value of Zs (8 Terms Expansion) 
 
 
In figure 43, the blue line represents S11 and the red one represents S21. Comparing the 
theoretical results (figure 40) with the simulated results (figure 43), one can see that both 
figures show a response of band sop filter. However, the bandwidth of the simulated 
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result is less than the theoretical one. Also, there is a poor conformity between the 
starting and ending points of the stopped band since the theoretical result starts the 
stopped band at around 2 GHz whereas it is the end point of the stopped band in the 
simulated result. Again, this is because of the high sensitivity of the methodology with 
eight terms expansion. In order to have a stable response and consequently an excellent 
conformity between the theoretical and simulated results, there should be more terms 
expansion.     
 
 
 
Figure 43: Plots of S11 and S21 for the BSF at 3 GHz (8 Terms Expansion) 
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CHAPTER 6 
 
 
CONCLUSIONS AND RECOMMENDATIONS 
FOR FUTURE WORK 
 
 
6.1  Conclusions 
 
In this thesis, the design of the filters is based on a global assumption of voltage, current 
and impedance along the entire length of the transmission line and then using genetic 
algorithm to optimize the impedance parameters and the length of the filter to fit the 
required values of S11 and S21. The method is quite successful and several types of filters 
are designed and presented. Low pass, band pass, band stop and high pass filters were 
designed at different frequency ranges.  
 
There are several advantages of using this technique such as the following: 
 
 The designed filters have the characteristic impedance at their inputs and their 
outputs equals to 50 ohm which matches the characteristic impedance of the 
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transmission line within the microwave integrated circuit. Therefore, impedance 
matching techniques are not required anymore. This is achieved by using genetic 
algorithm because all constraints whether they are linear or nonlinear can be 
incorporated in the optimization procedure.  
 
  There is no sharp impedance discontinuity influence which minimizes the 
internal reflected power. 
 
 The design process by this technique is very flexible which enables designing 
filters with different shapes, sizes and lengths satisfying exactly the same 
objectives and having exactly the same criteria. 
 
 In order to design any type of filter, the only thing needs to be modified is the 
optimization criteria, since the general mathematical expressions of S11 and S21 
may be altered at will.     
 
In fact, the technique avoids the standard methods of filter design and tackles the filter 
characteristics directly through its S-parameters (S11 & S21).  Also, this technique enjoys 
minimal numerical work – compared to the work in [4] – on the expense of long and 
tedious mathematical analysis, particularly for a large number of expansion terms.  On 
the other hand, in [4], the line is divided into n sections and a power series is assumed to 
describe discrete points of the characteristic impedance per section and then using cubic 
spline interpolation to describe the characteristic impedance variation between the 
discrete points. After that, the global scattering parameters of all sections are determined 
by finding the transmission matrix of every section of the transmission line, transform it 
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by using chain cascaded matrices and then converted back into scattering parameters. 
This generates a very lengthy and quite large numerical structure to be optimized. 
 
A comparison between the two techniques show that it is a tradeoff between extensive 
mathematical work with limited numerical work – which is the present work – as 
opposed to extensive numerical work with limited mathematical analysis as presented in 
[4]. 
 
Although, Optimization is a very powerful tool, it must be applied judiciously. In fact, 
without a good starting point, the most elegant and robust optimization procedures may 
not be able to find an acceptable solution and this is considered as a disadvantage of this 
technique since it is capitalizing on an optimization tool which is largely dependent on 
the initial assumptions.   
 
Finally, a comparison between filters at 3 GHz cut-off design with five terms expansion 
and eight terms expansion shows that the filters designed with eight terms expansion 
have both sharp cutoff and minimum values of insertion loss simultaneously which is an 
advantage for this design. One may conclude that increasing the number of terms would 
lead to a better and more refined design. 
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6.2  Recommendations for Future Work 
 
This work has focused on the filter designs at cutoff frequencies of 3 GHz, 7 GHz and 10 
GHz. A recommendation for the future work will be to consider filters at the same 
frequencies but with larger expansion terms to reduce the sensitivity to small variation in 
the filter characteristic impedance. Also, another recommendation will be to consider 
filters at higher frequencies such as 20 GHz, 26 GHz or 30 GHz by increasing the 
number of the expansion terms. Therefore, the increase in the number of the expansion 
of the terms is highly needed for both cases either for having filter designs that are non-
sensitive to the change of impedance parameters and for filters at higher frequencies. 
 
Another idea for the higher frequency filters is to reduce the number of expansion terms 
by starting at higher spatial frequency terms directly assuming that the low spatial 
frequency terms are of minimal effect. This has been tested and found to be possible.  
 
Finally, other optimization techniques should be attempted and compared to this work.    
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APPENDIX 
 
 
7.1 Appendix A: Five Terms Expansion Constant Term and 
Coefficients of Trigonometric Functions  
 
In this section, the terms that should be equal to zero to satisfy the solution of the 
equation (1) and form the system of equations with 9 equations and 9 unknowns (V1, V2, 
V3, V4, V5, V7, V8, V9 and V10) will be listed below: 
 
 
The Constant Term = p V0 ZC k
2
0 + 




 
2
2 20
2 k
 (p Z1 V1 + q Z6 V6) + 





 
2
8 20
2 k
(p Z2 V2 + q Z7 V7) + 




 
2
18 20
2 k
(p Z3 V3 + q Z8 V8) + 





 
2
32 20
2 k
(p Z4 V4+qZ9V9)+ 




 
2
50 20
2 k
(pZ5 V5 + q Z10 V10) = 0 
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Cosαx Coefficient = p V1 ZC (k
2
0 - α
2
) + p V0 Z1 k
2
0 + 




 
2
3 20
2 k
(p Z2 V1 +  q Z7 V6)      
+ 




 
2
6 20
2 k
(p Z1 V2 + q Z6 V7)  + 




 
2
10 20
2 k
(p Z3 V2 + q Z8 V7)   
+ 




 
2
15 20
2 k
(p Z2 V3 + q Z7 V8)+ 




 
2
21 20
2 k
(p Z4 V3 + q Z9 V8) 
+ 




 
2
28 20
2 k
(p Z3 V4 + q Z8 V9)+ 




 
2
36 20
2 k
(p Z5 V4 + q Z10 V9)  
+ 




 
2
45 20
2 k
 (p Z4 V5 + q Z9 V10) = 0 
 
 
Cos2αx Coefficient = p V2 ZC (k
2
0 - 4α
2
) + p V0 Z2 k
2
0 + 




 
2
4 20
2 k
 (p Z3 V1 + q Z8 V6)         
+ 
2
0
2k
( p Z1 V1 – q Z6 V6)  + 




 
2
12 20
2 k
 (p Z4 V2 + q Z9 V7)                  
+ 




 
2
12 20
2 k
(p Z1 V3 + q Z6 V8)+ 




 
2
24 20
2 k
(p Z5 V3 + q Z10 V8)  
+ 




 
2
24 20
2 k
(p Z2 V4 + q Z7 V9)+ 




 
2
40 20
2 k
(p Z3 V5 + q Z8 V10) 
= 0 
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Cos3αx Coefficient = p V3 ZC (k
2
0 - 9α
2
) + pV0 Z3 k
2
0 + 




 
2
5 20
2 k
(p Z4 V1 + q Z9 V6)        
+ 




 
2
2
0
2 k
(p Z2 V1 – q Z7 V6) + 




 
2
14 20
2 k
(p Z5 V2 + q Z10 V7)     
+ 




 
2
2 20
2 k
(p Z1 V2 – q Z6 V7) + 




 
2
20 20
2 k
(p Z1 V4 + q Z6 V9)  
+ 




 
2
35 20
2 k
 (p Z2 V5 + q Z7 V10)  = 0 
 
Cos4αx Coefficient = pV4 ZC (k
2
0 -16α
2
) + p V0 Z4 k
2
0 + 




 
2
6 20
2 k
(pZ5V1+ qZ10V6)           
+ 




 
2
2 20
2 k
(p Z3 V1 – q Z8 V6) + 




 
2
6 20
2 k
(p Z1 V3 – q Z6 V8)      
+ 
2
0
2k
 (p Z2 V2 – q Z7 V7) + 




 
2
30 20
2 k
 (p Z1 V5 + q Z6 V10)  = 0 
 
Cos5αx Coefficient = p V5 ZC (k
2
0 - 25α
2
) + p V0 Z5 k
2
0 + 




 
2
3 20
2 k
(pZ4V1 – qZ9V6)          
+ 




 
2
3 20
2 k
(p Z2 V3 – q Z7 V8) + 




 
2
12 20
2 k
(p Z1 V4 – q Z6 V9)    
+ 




 
2
2 20
2 k
 (p Z3 V2 – q Z8 V7)  = 0 
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Sinαx Coefficient = q V6 ZC (k
2
0 - α
2
) + p V0 Z6 k
2
0 - 




 
2
3 20
2 k
( -p Z7 V1 + q Z2 V6)         
+ 




 
2
6 20
2 k
(-p Z6 V2 + q Z1 V7)- 




 
2
10 20
2 k
(-p Z8 V2 + q Z3 V7)  
- 




 
2
15 20
2 k
(-p Z7 V3 + q Z2 V8) - 




 
2
21 20
2 k
(-p Z9 V3 + q Z4 V8)  
+ 




 
2
28 20
2 k
(-p Z8V4 + q Z3V9)- 




 
2
36 20
2 k
(-p Z10V4+ q Z5V9)  
+ 




 
2
45 20
2 k
 (-p Z9 V5 + q Z4 V10) = 0 
 
Sin2αx Coefficient = q V7 ZC (k
2
0 - 4α
2
) + pV0 Z7 k
2
0 - 




 
2
4 20
2 k
 (-p Z8V1 +q Z3V6)         
+ 
2
0
2k
 (p Z6 V1 + q Z1 V6) - 




 
2
12 20
2 k
 (-p Z9 V2 + q Z4 V7)            
+ 




 
2
12 20
2 k
(-p Z6 V3 +q Z1 V8)- 




 
2
24 20
2 k
(-p Z10V3 +q Z5V8)  
- 




 
2
24 20
2 k
(-pZ7 V4 + q Z2 V9)+ 




 
2
40 20
2 k
(-p Z8V5 +qZ3V10) 
= 0 
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Sin3αx Coefficient = qV8 ZC (k
2
0 - 9α
2
) + pV0 Z8 k
2
0 - 




 
2
5 20
2 k
(-p Z9V1 + q Z4V6)          
+ 




 
2
2
0
2 k
(p Z7 V1 + q Z2  V6) - 




 
2
14 20
2 k
(-p Z10 V2 + q Z5 V7) 
+ 




 
2
2 20
2 k
(p Z6 V2 + q Z1 V7)+ 




 
2
20 20
2 k
(-p Z6 V4 + q Z1 V9) 
+ 




 
2
35 20
2 k
 (-p Z7 V5 + q Z2 V10) = 0 
 
 Sin4αx Coefficient = qV9 ZC (k
2
0 - 16α
2
) + pV0Z9 k
2
0 - 




 
2
6 20
2 k
(-p Z10V1+ qZ5V6)           
+ 




 
2
2 20
2 k
(p Z8 V1 + q Z3 V6) + 
2
0
2k
 (p Z7 V2 + q Z2 V7)               
+ 




 
2
6 20
2 k
(p Z6 V3 + q Z1 V8)+ 




 
2
30 20
2 k
(-p Z6 V5+ q Z1 V10) 
= 0 
 
Sin5αx Coefficient = qV10 ZC (k
2
0 - 25α
2
) + p V0 Z10 k
2
0 + 




 
2
3 20
2 k
(p Z9 V1 + q Z4 V6)  
+ 




 
2
2 20
2 k
(p Z8 V2 + q Z3 V7) + 




 
2
3 20
2 k
(p Z7 V3 + q Z2 V8)   
+ 




 
2
12 20
2 k
(p Z6 V4 + q Z1 V9) = 0
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7.2  Appendix B: Equations Matrix of Five Terms Expansion 
 V1 V2 V3 V4 
Const. 
1
2
2
20
2
Z
k





  
 
2
2
2
80
2
Z
k





  
 
32
2
180
2
Z
k








 
 
4
2
2
320
2
Z
k





  
 
Cosαx (k
2
0-α
2) ZC+ 
2
2
2
30
2
Z
k





  
 
3
2
2
100
2
1
2
2
60
2
Z
k
Z
k











 

 
 
4
Z
2
2
21α0
2
k
2
Z
2
2
15α0
2
k











 


 
5
2
2
360
2
3
2
2
280
2
Z
k
Z
k











 

 
 
Cos2αx 
3
2
2
40
2
Z
αk





 
+ 
1
2
0
2
Z
k






 (k
2
0 - 4α
2) ZC+ 
4
2
2
120
2
Z
k





  
 
5
Z
2
2
24α0
2
k
1
Z
2
2
12α0
2
k











 


 
2
2
2
240
2
Z
k





  
 
Cos3αx 
2
2
2
0
2
4
2
2
50
2
Z
k
Z
k











 

 
 
1
2
2
20
2
5
2
2
140
2
Z
k
Z
k











 

 
 
(k20 - 9α
2) ZC 
1
2
2
200
2
Z
k





  
 
Cos4αx 
3
2
2
20
2
5
2
2
60
2
Z
k
Z
k











 

 
 
2
2
0
2
Z
k






 
1
2
2
60
2
Z
k





  
 (k20 - 16α
2) ZC 
Sinαx 
7
2
2
30
2
Z
k





  
 
8
2
2
100
2
6
2
2
60
2
Z
k
Z
k











 




 
9
2
2
210
2
7
2
2
150
2
Z
k
Z
k











 




 
10
2
2
360
2
8
2
2
280
2
Z
k
Z
k











 




 
Sin2αx 
8
2
2
40
2
Z
k





  
+ 
6
2
0
2
Z
k






 
9
2
2
120
2
Z
k





  
 
10
Z
2
2
24α0
2
k
6
Z
2
2
12α0
2
k











 


 
7
2
2
240
2
Z
k





  
 
Sin3αx 
7
2
2
0
2
9
2
2
50
2
Z
k
Z
k











 

 
 
6
2
2
20
2
10
2
2
140
2
Z
k
Z
k











 

 
 
0 
6
2
2
200
2
Z
k





 


 
Sin4αx 
8
2
2
20
2
10
2
2
60
2
Z
k
Z
k











 

 
 
7
2
0
2
Z
k






 
6
2
2
60
2
Z
k





  
 0 
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 V5 rV7 rV8 rV9 
Const. 
5
2
2
500
2
Z
k





  
 
7
2
2
80
2
Z
k





  
 
8
2
2
180
2
Z
k





  
 
9
2
2
320
2
Z
k





  
 
Cosαx 
4
2
2
450
2
Z
k





  
 3
2
2
100
2
1
2
2
60
2
Z
k
Z
k











 

 
 
9Z
2
2
21α0
2
k
7Z
2
2
15α0
2
k











 


 10
2
2
360
2
8
2
2
280
2
Z
k
Z
k











 

 
 
Cos2αx 
3
2
2
400
2
Z
k





  
 
4
2
2
120
2
Z
k





  
 10Z
2
2
24α0
2
k
6Z
2
2
12α0
2
k











 


 
7
2
2
240
2
Z
k





  
 
Cos3αx 
2
2
2
350
2
Z
k





  
 1
2
2
20
2
5
2
2
140
2
Z
k
Z
k











 

 
 
0 
6
2
2
200
2
Z
k





  
 
Cos4αx 
1
2
2
300
2
Z
k





  
 
7
2
0
2
Z
k






 6
2
2
60
2
Z
k





 


 0 
Sinαx 9
2
2
450
2
Z
k





 


 
3
2
2
100
2
1
2
2
60
2
Z
k
Z
k











 

 
 
4
2
2
210
2
2
2
2
150
2
Z
k
Z
k











 

 
 
5
2
2
360
2
3
2
2
280
2
Z
k
Z
k











 

 
 
Sin2αx 
8
2
2
400
2
Z
k





 


 (k20-4α
2) ZC - 4
2
2
120
2
Z
k





  
 
5Z
2
2
24α0
2
k
1Z
2
2
12α0
2
k











 


 
2
2
2
240
2
Z
k





 


 
Sin3αx 
72
2
350
2
Z
k











 1
2
2
20
2
5
2
2
140
2
Z
k
Z
k











 




 
(k20 - 9α
2) ZC 1
2
2
200
2
Z
k





  
 
Sin4αx 6
2
2
300
2
Z
k





 


 
2
2
0
2
Z
k






 
1
2
2
60
2
Z
k





  
 (k20 - 16α
2) ZC 
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 rV10 
= 
Constant 
+ r 
r *Constant 
Const. 10
2
2
500
2
Z
k





   -ZC k
2
0 6
2
2
20
2
Z
k





 


 
Cosαx 9
2
2
450
2
Z
k





  
 -Z1 k
2
0 7
2
2
30
2
Z
k





 


 
Cos2αx 8
2
2
400
2
Z
k





  
 -Z2 k
2
0 8
2
2
40
2
Z
k





 


+ 
6
2
0
2
Z
k






 
Cos3αx 7
2
2
350
2
Z
k





  
 -Z3 k
2
0 7
2
2
0
2
9
2
2
50
2
Z
k
Z
k











 




 
Cos4αx 6
2
2
300
2
Z
k





  
 -Z4 k
2
0 8
2
2
20
2
10
2
2
60
2
Z
k
Z
k











 



 
Sinαx 4
2
2
450
2
Z
k





  
 -Z6 k
2
0 - (k20 - α2) ZC - 
2
2
2
30
2
Z
k





  
 
Sin2αx 3
2
2
400
2
Z
k





  
 -Z7 k
2
0 3
2
2
40
2
Z
k





  
 - 
1
2
0
2
Z
k






 
Sin3αx 2
2
2
350
2
Z
k





  
 -Z8 k
2
0 2
2
2
0
2
4
2
2
50
2
Z
k
Z
k











 

  
Sin4αx 1
2
2
300
2
Z
k





  
 -Z9 k
2
0 3
2
2
20
2
5
2
2
60
2
Z
k
Z
k











 

  
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7.3 Appendix C : Eight Terms Expansion Constant Term and 
Coefficients of Trigonometric Functions  
 
In this section, the terms that should be equal to zero to satisfy the solution of the 
equation (1) and form the system of equations with 15 equations and 15 unknowns (V1, 
V2, V3, V4, V5, V6, V7, V8, V10, V11, V12, V13, V14, V15 and V16) will be listed below: 
 
 
The Constant Term = 




 
2
2 20
2 k
(p Z1 V1 + q Z9 V9) + 




 
2
8 20
2 k
(p Z2 V2 + q Z10 V10)                    
+ 




 
2
18 20
2 k
(p Z3 V3+q Z11V11)+ 




 
2
32 20
2 k
(p Z4V4+q Z12 V12)            
+ 




 
2
50 20
2 k
(pZ5V5+qZ13V13)+ 




 
2
72 20
2 k
(pZ6 V6 + q Z14 V14)            
+ 




 
2
98 20
2 k
(pZ7V7+q Z15 V15)+ 




 
2
128 20
2 k
(pZ8V8+q Z16 V16)              
+ p V0 ZC k
2
0 = 0 
 
Cosαx Coefficient = 




 
2
3 20
2 k
(p Z2 V1 + q Z10 V9) + 




 
2
6 20
2 k
 (p Z1 V2 + q Z9 V10)     
+ 




 
2
10 20
2 k
(p Z3 V2+ qZ11 V10)+ 




 
2
15 20
2 k
(pZ2 V3 + q Z10 V11) 
+ 




 
2
21 20
2 k
(p Z4V3+qZ12V11)+ 




 
2
28 20
2 k
(p Z3V4 +q Z11 V12) 
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+ 




 
2
36 20
2 k
(p Z5V4+qZ13V12)+ 




 
2
45 20
2 k
(pZ4 V5 + q Z12 V13) 
+ 




 
2
55 20
2 k
(pZ6V5+qZ14V13) + 




 
2
66 20
2 k
(p Z5 V6 + q Z13 V14) 
+ 




 
2
78 20
2 k
(pZ7V6 +qZ15V14)+ 




 
2
91 20
2 k
 (p Z6 V7 + q Z14 V15) 
+ 




 
2
105 20
2 k
(p Z8V7 +qZ16V15)+ 




 
2
120 20
2 k
(pZ7V8 +q Z15 V16) 
+ p V1 ZC (k0
2
- α2) + p V0 k
2
0 Z1 = 0 
 
Cos2αx Coefficient = 




 
2
4 20
2 k
(p Z3 V1+qZ11V9)+ 




 
2
12 20
2 k
(p Z4 V2 + q Z12 V10)    
+ 




 
2
12 20
2 k
(pZ1V3 + qZ9V11)+ 




 
2
24 20
2 k
(p Z5 V3 + q Z13 V11) 
+ 




 
2
24 20
2 k
(p Z2V4+q Z10 V12)+ 




 
2
40 20
2 k
(pZ6V4+q Z14 V12) 
+ 




 
2
40 20
2 k
(p Z3 V5 + qZ11V13)+ 




 
2
60 20
2 k
(pZ7V5+qZ15 V13) 
+ 




 
2
60 20
2 k
(pZ4V6+qZ12V14) + 




 
2
84 20
2 k
(pZ8 V6 + q Z16 V14) 
+ 




 
2
84 20
2 k
(pZ5V7+qZ13V15) + 




 
2
112 20
2 k
(p Z6 V8 + q Z14 V16) 
+ 





2
0
2k
(p Z1 V1 – q Z9 V9) + p V2 ZC (k
2
0 - 4α
2
) + p V0 k
2
0 Z2 = 0 
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Cos3αx Coefficient = 




 
2
5 20
2 k
(p Z4 V1 + q Z12 V9)+ 




 
2
14 20
2 k
(p Z5 V2+ q Z13 V1)     
+ 




 
2
27 20
2 k
(p Z6 V3 +q Z14 V11)+ 




 
2
20 20
2 k
(p Z1V4 +q Z9V12) 
+ 




 
2
44 20
2 k
(pZ7V4 + q Z15V12)+ 




 
2
35 20
2 k
(pZ2 V5 + q Z10V13) 
+ 




 
2
65 20
2 k
(pZ8V5 +q Z16V13)+ 




 
2
54 20
2 k
(pZ3V6 +q Z11 V14) 
+ 




 
2
77 20
2 k
(pZ4V7 +q Z12 V15)+ 




 
2
104 20
2 k
(pZ5V8 +qZ13 V16) 
+ 




 
2
2
0
2 k
(p Z2 V1 + q Z10 V9) + 




 
2
2 20
2 k
(p Z1 V2 + q Z9 V10)        
+ p V3 ZC  (k
2
0 – 9α
2
) + p V0 k
2
0 Z3 = 0 
 
Cos4αx Coefficient = 




 
2
6 20
2 k
(pZ5 V1+q Z13 V9)+ 




 
2
16 20
2 k
(p Z6 V2 + q Z14 V10)     
+ 




 
2
30 20
2 k
(P Z7V3+q Z15 V11)+ 




 
2
48 20
2 k
(pZ8 V4 + qZ16 V12) 
+ 




 
2
30 20
2 k
(pZ1 V5 +qZ9 V13) + 




 
2
48 20
2 k
(p Z2 V6 +qZ10 V14) 
+ 




 
2
70 20
2 k
(pZ3V7 + qZ11V15)+ 




 
2
96 20
2 k
(pZ4V8 + q Z12 V16) 
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+ 




 
2
2 20
2 k
 
(p Z3 V1 – q Z11 V9) + 





2
0
2k
 
(p Z2 V2 – q Z10 V10)             
+ 




 
2
6 20
2 k
 (p Z1 V3 – q Z9 V11) + p V4 ZC (k
2
0 -16α
2
) + p V0 k
2
0 Z4  
= 0 
 
Cos5αx Coefficient = 




 
2
7 20
2 k
(pZ6V1 +q Z14 V9)+ 




 
2
18 20
2 k
(p Z7 V2 + q Z15 V10)    
+ 




 
2
33 20
2 k
(p Z8V3+q Z16 V11)+ 




 
2
42 20
2 k
(pZ1 V6 +q Z9 V14) 
+ 




 
2
63 20
2 k
(pZ2V7+q Z10 V15)+ 




 
2
88 20
2 k
(pZ3 V8 + q Z11 V16) 
+ 




 
2
3 20
2 k
(pZ4V1 – qZ12V9) + 




 
2
2 20
2 k
 
(p Z3 V2 – q Z11 V10)     
+ 




 
2
3 20
2 k
 
(pZ2V3 – qZ10V11)+ 




 
2
12 20
2 k
 
(p Z1 V4 – q Z9 V12)  
+ p V5 ZC (k
2
0 - 25α
2
) + p V0 k
2
0 Z5 = 0 
 
Cos6αx Coefficient = 




 
2
8 20
2 k
(p Z7 V1 + qZ15 V9)+ 




 
2
20 20
2 k
(p Z8V2 + q Z16 V10)  
+ 




 
2
56 20
2 k
(p Z1V7+qZ 9V15)+ 




 
2
80 20
2 k
(p Z2 V8 + q Z10 V16) 
149 
 
+ 




 
2
4 20
2 k
(p Z5 V1 – q Z13 V9)+ 




 
2
4 20
2 k
(p Z4 V2 – q Z12 V10)   
+ 





2
0
2k
 
(p Z3 V3 – q Z11 V11) + 




 
2
8 20
2 k
(p Z2 V4 – q Z10 V12)           
+ 




 
2
20 20
2 k
(p Z1 V5 – q Z9 V13)+ p V6 ZC (k
2
0 - 36α
2
)+ p V0 k
2
0 Z6 
= 0 
 
Cos7αx Coefficient = 




 
2
9 20
2 k
(pZ8 V1 + q Z16 V9)+ 




 
2
72 20
2 k
 
(pZ1 V8 + q Z9 V16)  
+ 




 
2
5 20
2 k
(pZ6 V1 – q Z14 V9)+ 




 
2
6 20
2 k
(p Z5 V2 – q Z13 V10)    
+ 




 
2
3 20
2 k
(p Z4 V3 – q Z12 V11)+ 




 
2
4 20
2 k
(p Z3 V4 – qZ11 V12)   
+ 




 
2
15 20
2 k
(p Z2V5 – q Z10V13)+ 




 
2
30 20
2 k
(p Z1V6 – qZ9 V14) 
+ p V7  ZC (k
2
0 - 49α
2
) + p V0 k
2
0 Z7 = 0 
 
Cos8αx Coefficient = 




 
2
6 20
2 k
(pZ7 V1 – q Z15 V9)+ 




 
2
8 20
2 k
 
(p Z6 V2 – q Z14 V10)   
+ 




 
2
6 20
2 k
(p Z5 V3 – q Z13 V11)  + 





2
0
2k
 
(p Z4 V4 – q Z12 V12)         
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+ 




 
2
10 20
2 k
(pZ3V5 – q Z11V13)+ 




 
2
24 20
2 k
(pZ2V6 – q Z10 V14) 
+ 




 
2
42 20
2 k
 (p Z1V7 – q Z9 V15)+ p V8 ZC (k
2
0 - 64α
2
) +P V0 k
2
0 Z8 
= 0 
 
Sinαx Coefficient = – 




 
2
3 20
2 k
(- pZ10V1 + q V9 Z2)+ 




 
2
6 20
2 k
(- pZ9 V2 + q V10 Z1) 
– 




 
2
10 20
2 k
(-pZ11V2 +qV10 Z3)+ 




 
2
15 20
2 k
(-pZ10V3 +qV11 Z2) 
– 




 
2
21 20
2 k
(-pZ12V3+qV11 Z4)+ 




 
2
28 20
2 k
(-pZ11V4 +q V12 Z3) 
– 




 
2
36 20
2 k
(-pZ13V4+qV12 Z5)+ 




 
2
45 20
2 k
(-pZ12V5 +qV13 Z4) 
– 




 
2
55 20
2 k
(-pZ14V5+qV13 Z6)+ 




 
2
66 20
2 k
(-pZ13V6 +qV14 Z5) 
– 




 
2
78 20
2 k
(-pZ15V6+qV14 Z7) + 




 
2
91 20
2 k
(-pZ14V7 +qV15 Z6) 
– 




 
2
105 20
2 k
(-pZ16V7+qV15 Z8)+ 




 
2
120 20
2 k
(-pZ15V8+qV16 Z7) 
+ q V9 ZC (k
2
0 - α
2
) + p V0 k
2
0 Z9 = 0 
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Sin2αx Coefficient = – 




 
2
4 20
2 k
(-pZ11V1+qV9 Z3) – 




 
2
12 20
2 k
(-pZ12V2 + q V10 Z4) 
+ 




 
2
12 20
2 k
(-pZ9V3+qV11Z1) – 




 
2
24 20
2 k
(-pZ13V3 + qV11 Z5) 
+ 




 
2
24 20
2 k
(-pZ10V4+qV12 Z2) – 




 
2
40 20
2 k
(-pZ14V4+qV12 Z6) 
+ 




 
2
40 20
2 k
(-pZ11V5+qV13 Z3) – 




 
2
60 20
2 k
(-pZ15V5+qV13 Z7) 
+ 




 
2
60 20
2 k
(-pZ12V6+qV14 Z4) – 




 
2
84 20
2 k
(-pZ16V6+qV14 Z8) 
+ 




 
2
84 20
2 k
(-pZ13V7+qV15 Z5)+ 




 
2
112 20
2 k
(-pZ14V8+qV16 Z6) 
+ 





2
0
2k
(p Z9 V1 + q Z1 V9) + q V10 ZC (k
2
0 - 4α
2
) + p V0 k
2
0 Z10 = 0 
 
Sin3αx Coefficient = – 




 
2
5 20
2 k
(-pZ12V1+qV9 Z4) – 




 
2
14 20
2 k
(-pZ13V2 + q V10 Z5) 
– 




 
2
27 20
2 k
(-pZ14V3+q V11 Z6)+ 




 
2
20 20
2 k
(-pZ9V4+qV12 Z1) 
– 




 
2
44 20
2 k
(-pZ15V4+qV12 Z7)+ 




 
2
35 20
2 k
(-pZ10V5 +qV13 Z2) 
– 




 
2
65 20
2 k
(-pZ16V5+qV13 Z8)+ 




 
2
54 20
2 k
(-pZ11V6 +qV14 Z3) 
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+ 




 
2
77 20
2 k
(-pZ12V7+qV15 Z4)+ 




 
2
104 20
2 k
(-pZ13V8 + qV16 Z5) 
+ 




 
2
2
0
2 k
 
(pZ10V1 +q Z2 V9)+ 




 
2
2 20
2 k
 
(pZ9V2 + q Z1 V10)       
+ q V11 ZC (k
2
0 - 9α
2
) + p V0 k
2
0 Z11 = 0 
 
Sin4αx Coefficient = – 




 
2
6 20
2 k
(-pZ13V1+qV9 Z5) – 




 
2
16 20
2 k
(-pZ14V2 +q V10 Z6) 
– 




 
2
30 20
2 k
(-pZ15V3+qV11 Z7) – 




 
2
48 20
2 k
(-pZ16V4 +qV12 Z8) 
+ 




 
2
30 20
2 k
(-pZ9V5 +qV12 Z7) + 




 
2
48 20
2 k
(-pZ10V6 +qV14 Z2) 
+ 




 
2
70 20
2 k
(-pZ11V7+qV15 Z3)+ 




 
2
96 20
2 k
(-pZ12V8 +qV16 Z4) 
+ 




 
2
2 20
2 k
 
(p Z11 V1 + q V3 Z9) + 





2
0
2k
 (p Z10 V2 + q V2 Z10)            
+ 




 
2
6 20
2 k
(pZ9V3 +q V1 Z11) + q V12 ZC (k
2
0 –16α
2
) + p V0 k
2
0 Z12 
= 0 
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Sin5αx Coefficient = – 




 
2
7 20
2 k
(-p Z14 V1+qV9 Z6) – 




 
2
18 20
2 k
(-p Z15V2+qV10 Z7) 
– 




 
2
33 20
2 k
(-pZ16V3 +qV11 Z8) + 




 
2
42 20
2 k
(-pZ9V6+ qV14 Z1) 
+ 




 
2
63 20
2 k
(-pZ10V7+qV15 Z2) + 




 
2
88 20
2 k
(-pZ11V8+qV16 Z3) 
+ 




 
2
3 20
2 k
(pZ12V1+qV4 Z9) + 




 
2
2 20
2 k
(pZ11V2 + q V3 Z10)     
+ 




 
2
3 20
2 k
(pZ10V3+qV2 Z11) + 




 
2
12 20
2 k
(p Z9 V4 + q V1 Z12)    
+ q V13  ZC (k
2
0 – 25α
2
) + p V0 k
2
0 Z13 = 0 
 
Sin6αx Coefficient =  – 




 
2
8 20
2 k
(-pZ15V1 +qV9 Z7) – 




 
2
20 20
2 k
(-pZ16V2+q V10 Z8) 
+ 




 
2
56 20
2 k
(-pZ9V7+qV15 Z1) + 




 
2
80 20
2 k
(-p Z10V8+qV16 Z2) 
+ 




 
2
4 20
2 k
(pZ13V1+ q V5 Z9) + 




 
2
4 20
2 k
(p Z12 V2 + q V4 Z10)      
+ 





2
0
2k
(p Z11 V3 + q V3 Z11) + 




 
2
8 20
2 k
(p Z10 V4 + q V2 Z12)             
+ 




 
2
20 20
2 k
(pZ9V5+ qV1Z13) + qV14 ZC (k
2
0 – 36α
2
) + p V0 k
2
0 Z14 
= 0 
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Sin7αx Coefficient = – 




 
2
9 20
2 k
(-pZ16V1+qV9 Z8) + 




 
2
72 20
2 k
(-pZ9V8 + q V16 Z1) 
+ 




 
2
5 20
2 k
(pZ14V1+q Z6 V9) + 




 
2
6 20
2 k
(p Z13V2+ q Z5 V10)     
+ 




 
2
3 20
2 k
(pZ12V3+ q Z4V11) + 




 
2
4 20
2 k
(p Z11 V4 + q Z3 V12)   
+ 




 
2
15 20
2 k
(pZ10V5+ qZ2V13) + 




 
2
30 20
2 k
(pZ9V6+ q Z1 V14) 
+ q V15 ZC (k
2
0 – 49α
2
) + p V0 k
2
0 Z15 = 0 
 
 
Sin 8αx Coefficient = 




 
2
6 20
2 k
(pZ15V1+ qZ7 V9) + 




 
2
8 20
2 k
(p Z14 V2 + q Z6 V10)      
+ 




 
2
6 20
2 k
(p Z13 V3 + q Z5 V11) + 





2
0
2k
(p Z12 V4 + q Z4 V12)            
+ 




 
2
10 20
2 k
(pZ11V5+ qZ3V13) + 




 
2
24 20
2 k
(pZ10V6+ q Z2 V14) 
+ 




 
2
42 20
2 k
(pZ9V7+qZ1V15) + qV16 ZC (k
2
0 – 64α
2
) + pV0 k
2
0 Z16 
= 0 
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7.4 Appendix D: Equations Matrix of Eight Terms Expansion  
 
V1 V2 V3 
Const. 
1
2
2
20
2
Z
k





  
   22802 Zk  3
2
2
180
2
Z
k





  
 
Cosαx 
CZkZ
k
)
2
0
2
(2
2
2
30
2










 
3
2
2
100
2
1
2
2
60
2
Z
k
Z
k











 

 
 
4
2
2
210
2
2
2
2
150
2
Z
k
Z
k











 

 
 
Cos2αx 
1
2
0
2
3
2
2
40
2
Z
k
Z
k







 
 )
2
40
2
(4
2
2
120
2










kCZZ
k
 
5
2
2
240
2
1
2
2
120
2
Z
k
Z
k











 

 
 
Cos3αx 
2
2
2
0
2
4
2
2
50
2
Z
k
Z
k











 

 
 
1
2
2
20
2
5
2
2
140
2
Z
k
Z
k











 

 
  29026
2
2
270
2










kCZZ
k
 
Cos4αx 
3
2
2
20
2
5
2
2
60
2
Z
k
Z
k











 

 
 
2
2
0
2
6
2
2
160
2
Z
k
Z
k













 
 
1
2
2
60
2
7
2
2
300
2
Z
k
Z
k











 

 
 
Cos5αx 
4
2
2
30
2
6
2
2
70
2
Z
k
Z
k











 

 
 
3
2
2
20
2
7
2
2
180
2
Z
k
Z
k











 

 
 
2
2
2
30
2
8
2
2
330
2
Z
k
Z
k











 

 
 
Cos6αx 
5
2
2
40
2
7
2
2
80
2
Z
k
Z
k











 

 
 
4
2
2
40
2
8
2
2
200
2
Z
k
Z
k











 

 
 
3
2
0
2
Z
k






 
Cos7αx 
6
2
2
50
2
8
2
2
90
2
Z
k
Z
k











 

 
 
5
2
2
60
2
Z
k





  
 
4
2
2
30
2
Z
k





  
 
Sinαx 
10
2
2
30
2
Z
k





  
 
11
2
2
100
2
9
2
2
60
2
Z
k
Z
k











 




 
12
2
2
210
2
10
2
2
150
2
Z
k
Z
k











 




 
Sin2αx 
9
2
0
2
11
2
2
40
2
Z
k
Z
k













 
 
12
2
2
120
2
Z
k





  
 
13
2
2
240
2
9
2
2
120
2
Z
k
Z
k











 




 
Sin3αx 
10
2
2
0
2
12
2
2
50
2
Z
k
Z
k











 

 
 
9
2
2
20
2
13
2
2
140
2
Z
k
Z
k











 

 
 
14
2
2
270
2
Z
k





  
 
Sin4αx 
11
2
2
20
2
13
2
2
60
2
Z
k
Z
k











 

 
 
10
2
0
2
14
2
2
160
2
Z
k
Z
k













 
 
9
2
2
60
2
15
2
2
300
2
Z
k
Z
k











 

 
 
Sin5αx 
12
2
2
30
2
14
2
2
70
2
Z
k
Z
k











 

 
 
11
2
2
20
2
15
2
2
180
2
Z
k
Z
k











 

 
 
10
2
2
30
2
16
2
2
330
2
Z
k
Z
k











 

 
 
Sin6αx 
13
2
2
40
2
15
2
2
80
2
Z
k
Z
k











 

 
 
12
2
2
40
2
16
2
2
200
2
Z
k
Z
k











 

 
 
11
2
0
2
Z
k






 
Sin7αx 
14
2
2
50
2
16
2
2
90
2
Z
k
Z
k











 

 
 
13
2
2
60
2
Z
k





  
 
12
2
2
30
2
Z
k





  
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 V4 V5 V6 
Const. 4
2
2
320
2
Z
k





  
 
5
2
2
500
2
Z
k





  
 
6
2
2
720
2
Z
k





  
 
Cosαx 
5
2
2
360
2
3
2
2
280
2
Z
k
Z
k











 

 
 
6
2
2
550
2
4
2
2
450
2
Z
k
Z
k











 

 
 
7
2
2
780
2
5
2
2
660
2
Z
k
Z
k











 

 
 
Cos2αx 6
2
2
400
2
2
2
2
240
2
Z
k
Z
k











 

 
 
7
2
2
600
2
3
2
2
400
2
Z
k
Z
k











 

 
 
8
2
2
840
2
4
2
2
600
2
Z
k
Z
k











 

 
 
Cos3αx 7
2
2
440
2
1
2
2
200
2
Z
k
Z
k











 

 
 
8
2
2
650
2
2
2
2
350
2
Z
k
Z
k











 

 
 
3
2
2
540
2
Z
k





  
 
Cos4αx  216028
2
2
480
2










kCZZ
k
 
1
2
2
300
2
Z
k





  
 
2
2
2
480
2
Z
k





  
 
Cos5αx 1
2
2
120
2
Z
k





  
 ZC (k0
2 - 25α2) 1
2
2
420
2
Z
k





  
 
Cos6αx 2
2
2
80
2
Z
k





  
 
1
2
2
200
2
Z
k





  
 ZC (k0
2 - 36α2) 
Cos7αx 3
2
2
40
2
Z
k





  
 
2
2
2
150
2
Z
k





  
 
1
2
2
300
2
Z
k





  
 
Sinαx 13
2
2
360
2
11
2
2
280
2
Z
k
Z
k











 




 
14
2
2
550
2
12
2
2
450
2
Z
k
Z
k











 




 
15
2
2
780
2
13
2
2
660
2
Z
k
Z
k











 




 
Sin2αx 14
2
2
400
2
10
2
2
240
2
Z
k
Z
k











 




 
15
2
2
600
2
11
2
2
400
2
Z
k
Z
k











 




 
16
2
2
840
2
12
2
2
600
2
Z
k
Z
k











 




 
Sin3αx 15
2
2
440
2
9
2
2
200
2
Z
k
Z
k











 




 
16
2
2
650
2
10
2
2
350
2
Z
k
Z
k











 




 
11
2
2
540
2
Z
k





 


 
Sin4αx 16
2
2
480
2
Z
k





  
 
9
2
2
300
2
Z
k





 


 
10
2
2
480
2
Z
k





 


 
Sin5αx 9
2
2
120
2
Z
k





  
 0 9
2
2
420
2
Z
k





 


 
Sin6αx 10
2
2
80
2
Z
k





  
 
9
2
2
200
2
Z
k





  
 0 
Sin7αx 11
2
2
40
2
Z
k





  
 
10
2
2
150
2
Z
k





  
 
9
2
2
300
2
Z
k





  
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 V7 V8 rV10 
Const. 
7
2
2
980
2
Z
k





  
 
8
2
2
1280
2
Z
k





  
 
10
2
2
80
2
Z
k





  
 
Cosαx 
8
2
2
1050
2
6
2
2
910
2
Z
k
Z
k











 

 
 
7
2
2
1200
2
Z
k





  
 
11
2
2
100
2
9
2
2
60
2
Z
k
Z
k











 

 
 
Cos2αx 
5
2
2
840
2
Z
k





  
 
6
2
2
1120
2
Z
k





  
 
12
2
2
120
2
Z
k





  
 
Cos3αx 
4
2
2
770
2
Z
k





  
 
5
2
2
1040
2
Z
k





  
 
9
2
2
20
2
13
2
2
140
2
Z
k
Z
k











 

 
 
Cos4αx 
3
2
2
700
2
Z
k





  
 
4
2
2
960
2
Z
k





  
 
10
2
0
2
14
2
2
160
2
Z
k
Z
k













 
 
Cos5αx 
2
2
2
630
2
Z
k





  
 
3
2
2
880
2
Z
k





  
 
11
2
2
20
2
15
2
2
180
2
Z
k
Z
k











 

 
 
Cos6αx 
1
2
2
560
2
Z
k





  
 
2
2
2
800
2
Z
k





  
 
12
2
2
40
2
16
2
2
200
2
Z
k
Z
k











 

 
 
Cos7αx 
 
ZC (k0
2 - 49α2) 
1
2
2
720
2
Z
k





  
 
13
2
2
60
2
Z
k





 


 
Sinαx 
16
2
2
1050
2
14
2
2
910
2
Z
k
Z
k











 




 
15
2
2
1200
2
Z
k





 


 
3
2
2
100
2
1
2
2
60
2
Z
k
Z
k











 

 
 
Sin2αx 
13
2
2
840
2
Z
k





 


 
14
2
2
1120
2
Z
k





 


  24024
2
2
120
2




 





kCZZ
k
 
Sin3αx 
12
2
2
770
2
Z
k





 


 
13
2
2
1040
2
Z
k





 


 
1
2
2
20
2
5
2
2
140
2
Z
k
Z
k











 




 
Sin4αx 
11
2
2
700
2
Z
k





 


 
12
2
2
960
2
Z
k





 


 
2
2
0
2
6
2
2
160
2
Z
k
Z
k
















 
Sin5αx 
10
2
2
630
2
Z
k





 


 
11
2
2
880
2
Z
k





 


 
3
2
2
20
2
7
2
2
180
2
Z
k
Z
k











 




 
Sin6αx 
9
2
2
560
2
Z
k





 


 
10
2
2
800
2
Z
k





 


 
4
2
2
40
2
8
2
2
200
2
Z
k
Z
k











 




 
Sin7αx 0 9
2
2
720
2
Z
k





 


 
5
2
2
60
2
Z
k





  
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 rV11 rV12 rV13 
Const. 
11
2
2
180
2
Z
k





   
12
2
2
320
2
Z
k





   
13
2
2
500
2
Z
k





   
Cosαx 
12
2
2
210
2
10
2
2
150
2
Z
k
Z
k











 

  
13
2
2
360
2
11
2
2
280
2
Z
k
Z
k











 

  
14
2
2
550
2
12
2
2
450
2
Z
k
Z
k











 

  
Cos2αx 
13
2
2
240
2
9
2
2
120
2
Z
k
Z
k











 

  
14
2
2
400
2
10
2
2
240
2
Z
k
Z
k











 

  
15
2
2
600
2
11
2
2
400
2
Z
k
Z
k











 

  
Cos3αx 
14
2
2
270
2
Z
k





   
15
2
2
440
2
9
2
2
200
2
Z
k
Z
k











 

  
16
2
2650
2
10
2
2350
2
Z
k
Z
k







 








   
Cos4αx 9
2
0
2
15
2
0
2
2
6
2
30
Z
k
Z
k







 








   
16
2
0
2
2
48
Z
k







   
9
2
2300
2
Z
k







   
Cos5αx 10
2
230
2
16
2
2330
2
Z
k
Z
k







 








   
9
2
2120
2
Z
k







 

 0 
Cos6αx 11
2
0
2
Z
k








 10
2
280
2
Z
k







 

 
9
2
2200
2
Z
k







 

 
Cos7αx 12
2
230
2
Z
k







 

 
11
2
240
2
Z
k







 

 
10
2
2150
2
Z
k







 

 
Sinαx 4
2
2210
2
2
2
2150
2
Z
k
Z
k







 








   
5
2
2360
2
3
2
2280
2
Z
k
Z
k







 








   
6
2
2550
2
4
2
2450
2
Z
k
Z
k







 








   
Sin2αx 5
2
2240
2
1
2
2120
2
Z
k
Z
k







 








   
6
2
2400
2
2
2
2240
2
Z
k
Z
k







 








   
7
2
2600
2
3
2
2400
2
Z
k
Z
k







 








   
Sin3αx 




 







 
 290
2
6
2
2270
2


kCZZ
k 
7
2
2440
2
1
2
2200
2
Z
k
Z
k







 








   
8
2
2650
2
2
2
2350
2
Z
k
Z
k







 








   
Sin4αx 1
2
260
2
7
2
2300
2
Z
k
Z
k







 








 

 




 







 
 2160
2
8
2
2480
2


kCZZ
k 
12
2300
2
Z
k







   
Sin5αx 2
2
230
2
8
2
2330
2
Z
k
Z
k







 








 

 
12
2120
2
Z
k







    
ZC (k
2
0 - 25α
2) 
Sin6αx 32
0
2
Z
k







 
22
280
2
Z
k







   
1
2
2200
2
Z
k







   
Sin7αx 42
230
2
Z
k







   
3
2
240
2
Z
k







   
22
2150
2
Z
k







   
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 rV14 rV15 rV16 
Const. 14
2
2720
2
Z
k







   
152
2980
2
Z
k







   
16
2
21280
2
Z
k







   
Cosαx 15
2
0
2
13
2
0
2
2
78
2
66
Z
k
Z
k







 








   
16
2
0
2
14
2
0
2
2
105
2
91
Z
k
Z
k







 








   
15
2
21200
2
Z
k







   
Cos2αx 16
2
2840
2
12
2
2600
2
Z
k
Z
k







 








   
13
2
0
2
2
84
Z
k







   
14
2
0
2
2
112
Z
k







   
Cos3αx 11
2
0
2
2
54
Z
k







   
12
2
2770
2
Z
k







   
13
2
21040
2
Z
k







   
Cos4αx 10
2
2480
2
Z
k







   
11
2
2700
2
Z
k







   
12
2
0
2
2
96
Z
k







   
Cos5αx 9
2
0
2
2
42
Z
k







   
10
2
0
2
2
63
Z
k







   
11
2
0
2
2
88
Z
k







   
Cos6αx 0 9
2
2560
2
Z
k







   
10
2
0
2
2
80
Z
k







   
Cos7αx 9
2
2300
2
Z
k







 

 0 9
2
0
2
2
72
Z
k







   
Sinαx 7
2
0
2
5
2
0
2
2
78
2
66
Z
k
Z
k







 








   
8
2
0
2
6
2
0
2
2
105
2
91
Z
k
Z
k







 








   
7
2
0
2
2
120
Z
k







   
Sin2αx 8
2
0
2
4
2
0
2
2
84
2
60
Z
k
Z
k







 








   
5
2
0
2
2
84
Z
k







   
6
2
0
2
2
112
Z
k







   
Sin3αx 3
2
0
2
2
54
Z
k







   
4
2
0
2
2
77
Z
k







   
5
2
0
2
2
104
Z
k







   
Sin4αx 2
2
0
2
2
48
Z
k







   
3
2
0
2
2
70
Z
k







   
4
2
0
2
2
96
Z
k







   
Sin5αx 1
2
0
2
2
42
Z
k



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7.5 Appendix E: Tables of Element Values for Low Pass Filter 
Prototypes 
 
N 
g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11 
1 2.0000 1.0000          
2 1.4142 1.4142 1.0000         
3 1.0000 2.0000 1.0000 1.0000        
4 0.7654 1.8478 1.8478 0.7654 1.0000       
5 0.6180 1.6180 2.0000 1.6180 0.6180 1.0000      
6 0.5176 1.4142 1.9318 1.9318 1.4142 0.5176 1.0000     
7 0.4450 1.2470 1.8019 2.0000 1.8019 1.2470 0.4450 1.0000    
8 0.3902 1.1111 1.6629 1.9615 1.9615 1.6629 1.1111 0.3902 1.0000   
9 0.3473 1.0000 1.5321 1.8794 2.0000 1.8794 1.5321 1.0000 0.3473 1.0000  
10 0.3129 0.9080 1.4142 1.7820 1.9754 1.9754 1.7820 1.4142 0.9080 0.3129 1.0000 
Table 4: Element Values for Butterworth (Maximally Flat) Low-Pass Filter Prototypes (go=1,wc=1) 
 
N 
g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11 
1 2.0000 1.0000          
2 1.5774 0.4226 1.0000         
3 1.2550 0.5528 0.1922 1.0000        
4 1.0598 0.5116 0.3181 0.1104 1.0000       
5 0.9303 0.4577 0.3312 0.2090 0.0718 1.0000      
6 0.8377 0.4116 0.3158 0.2364 0.1480 0.0505 1.0000     
7 0.7677 0.3744 0.2944 0.2378 0.1778 0.1104 0.0375 1.0000    
8 0.7125 0.3446 0.2735 0.2297 0.1867 0.1387 0.0855 0.0289 1.0000   
9 0.6678 0.3203 0.2547 0.2184 0.1859 0.1506 0.1111 0.0682 0.0230 1.0000  
10 0.6305 0.3002 0.2384 0.2066 0.1808 0.1539 0.1240 0.0911 0.0557 0.0187 1.0000 
Table 5: Element Values for Bessel (Maximally Flat Time Delay) Low-Pass Filter Prototypes (go=1,wc=1) 
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0.5dB Ripple Band 
N 
g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11 
1 0.6986 1.0000          
2 1.4029 0.7071 1.9841         
3 1.5963 1.0967 1.5963 1.0000        
4 1.6703 1.1926 2.3661 0.8419 1.9841       
5 1.7058 1.2296 2.5408 1.2296 1.7058 1.0000      
6 1.7254 1.2479 2.6064 1.3137 2.4758 0.8696 1.9841     
7 1.7372 1.2583 2.6381 1.3444 2.6381 1.2583 1.7372 1.0000    
8 1.7451 1.2647 2.6564 1.3590 2.6964 1.3389 2.5093 0.8796 1.9841   
9 1.7504 1.2690 2.6678 1.3673 2.7239 1.3673 2.6678 1.2690 1.7504 1.0000  
10 1.7543 1.2721 2.6754 1.3725 2.7392 1.3806 2.7231 1.3485 2.5239 0.8842 1.9841 
Table 6: Element Values for Chebyshev (0.5dB Equal-Ripple) Low-Pass Filter Prototypes (go=1,wc=1) 
 
3.0dB Ripple Band 
N 
g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11 
1 1.9953 1.0000          
2 3.1013 0.5339 5.8095         
3 3.3487 0.7117 3.3487 1.0000        
4 3.4289 0.7483 4.3471 0.5920 5.8095       
5 3.4817 0.7618 4.5381 0.7618 3.4817 1.0000      
6 3.5045 0.7685 4.6061 0.7929 4.4641 0.6033 5.8095     
7 3.5182 0.7723 4.6386 0.8039 4.6386 0.7723 3.5182 1.0000    
8 3.5277 0.7745 4.6575 0.8089 4.6990 0.8018 4.4990 0.6073 5.8095   
9 3.5340 0.7760 4.6692 0.8118 4.7272 0.8118 4.6692 0.7760 3.5340 1.0000  
10 3.5384 0.7771 4.6768 0.8136 4.7425 0.8164 4.7260 0.8051 4.5142 0.6091 5.8095 
Table 7: Element Values for Chebyshev (3.0dB Equal-Ripple) Low-Pass Filter Prototypes (go=1,wc=1) 
 
163 
 
 
7.6 Appendix F: Graphs of Attenuation Versus Normalized 
Frequency    
 
 
Figure 44: Attenuation versus Normalized Frequency for Maximally Flat Filter Prototypes [2] 
 
 
 
Figure 45: Attenuation versus Normalized Frequency for Equal-Ripple Filter Prototypes 
(0.5 dB Ripple Level) [2] 
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Figure 46: Attenuation versus Normalized Frequency for Equal-Ripple Filter Prototypes 
(3.0 dB Ripple Level) [2] 
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