A new efficient method for the calculation of interior eigenpairs and its application to vibrational structure problems The Journal of Chemical Physics 146, 124101 (2017) In this work, we apply quantum mechanics/molecular mechanics (QM/MM) approach to predict core-electron binding energies and chemical shifts of polymers, obtainable via X-ray photoelectron spectroscopy (XPS), using polymethyl methacrylate as a demonstration example. The results indicate that standard parametrizations of the quantum part (basis sets, level of correlation) and the molecular mechanics parts (decomposed charges, polarizabilities, and capping technique) are sufficient for the QM/MM model to be predictive for XPS of polymers. It is found that the polymer environment produces contributions to the XPS binding energies that are close to monotonous with the number of monomer units, totally amounting to approximately an eV decrease in binding energies. In most of the cases, the order of the shifts is maintained, and even the relative size of the differential shifts is largely preserved. The coupling of the internal core-hole relaxation to the polymer environment is found to be weak in each case, amounting only to one or two tenths of an eV. The main polymeric effect is actually well estimated already at the frozen orbital level of theory, which in turn implies a substantial computational simplification. These conclusions are best represented by the cases where the ionized monomer and its immediate surrounding are treated quantum mechanically. If the QM region includes only a single monomer, a couple of anomalies are spotted, which are referred to the QM/MM interface itself and to the neglect of a possible charge transfer. Published by AIP Publishing.
I. INTRODUCTION
The core-photoelectron chemical shift has been the subject for a great number of theoretical and computational investigations since its discovery in 1963. 1 The ESCA (electron spectroscopy for chemical analysis) model, describing the change of potential at the core due to a charged surrounding, has been instrumental ever since for its interpretation. Over the years several refined models, as well as quantum calculational schemes, have been proposed including those where final state relaxation is accounted for which constitutes the main correction to the original model. 2 In the present work, we explore a model where both initial and final state effects and short and long range contributions to the chemical shift are included. We use the quantum mechanics/molecular mechanics (QM/MM) method where the core-ionization occurs in a central molecule, or group of molecules, described by electronic structure theory, and where the environment is described by atoms equipped with expedient force-fields. This approach transcends previous work on environmental influence on coreelectron binding energies (BEs), which have mostly resorted to either supermolecular models, where the environment is successively built up by more quantum mechanical atoms, a) Electronic mail: tuomas.loytynoja@oulu.fi or by continuum approaches, in particular, the self-consistent reaction field method, where the environment is described by a continuum characterized by its dielectric constant. 3 In the QM/MM method, the environment is represented by force-field atoms parameterized by decomposed charges (or charge multipoles) and polarizabilities. 4 Such an environment accounts for both initial and final state effects in view of the original ESCA model by a very big cluster of atoms where each atom makes a difference. It thus offers an improvement over the supermolecular model in that many more atoms can be considered, and over the continuum model in that the environmental interaction is granulated and in that initial state charge electrostatic effects are included. The QM/MM model for core-ionization has previously been tested on two aggregates-liquid solutions 5, 6 and surface adsorbates. 7 In the present work, we make a corresponding study on yet another aggregation, namely, polymer fibers.
In order to be useful, a computational model should be flexible to allow for screening of molecules at a relatively low cost but also generate precision for selected systems. The self-consistent field (SCF) approximation as implemented in Hartree-Fock (HF), multi-configurational self-consistent field (MCSCF), or density functional theory (DFT) is a model that joins efficiency and reasonable accuracy for core-electron BEs, often reaching well within an eV of experimental values. For large molecules, each separate chemically unique atom requires its own sequence of SCF cycles to be performed, and from that perspective the well-known Koopmans' theorem, by which all core-electron BEs can be estimated from one ground state optimization by equating them to negative coreorbital energies, is a viable alternative. Such calculations can also be made now in a linear scaling fashion. 8 However, the frozen core BEs obtained by Koopmans' theorem suffer from the well-known relaxation error-the neglect of the energy contribution from the large relaxation of the valence cloud around the created core-hole, generating BE errors ranging up to 30 eV for the first row atoms. For polar or charged systems, Koopmans' theorem still often predicts the correct order of the chemical shifts between differently localized core-levels, which might, however, not be the case for unpolar systems, generally showing smaller absolute shifts. It was demonstrated by Bagus that core-states, despite their quasistationary nature, can be optimized separately from the ground state and thus more precise BEs and chemical shifts could be calculated with this, the so-called ∆-SCF method. 9 The main error of the HF ∆-SCF energy refers to a correlation error (for non-relativistic systems) which, however, still tends to be quite small since the valence electron cloud remains intact upon core-ionization. An effective way of including (dynamical) correlation is to employ DFT in the Kohn-Sham (KS) approach, which has in fact been very successful when applied to core-ionization BEs 10 and X-ray spectroscopy during recent years. Separate state DFT thus includes dynamical correlation effects for the BEs, in the core-orbital case this refers to the correlation of the two core-electrons and the change of correlation energy in the valence cloud due to the relaxation contraction, while a near-degenerate type of correlation, as, e.g., found in inner valence ionization, typically does not prevail for core-electron X-ray photoelectron spectroscopy (XPS) spectra. With the use of SCF calculations Kohn-Sham DFT obviously also requires iterative solutions for each ionization site. One could look for orbital energy predictions, even though Koopmans' theorem is not strictly valid-experience shows that the (negative) orbital energies of the valence shell may mimic experimental BEs quite well. 11 In contrast, for core-orbitals the deviation between orbital energies and true BEs is usually very large, something that can be derived, as first shown by Perdew and Zunger, 12 to the neglect of self-interaction for a singly occupied orbital that is much enhanced for orbitals that are strongly localized, like core-orbitals. Different types of corrections to the self-interaction error have been proposed that lead to an improved estimation of core BEs with good accuracy using DFT calculations for the ground state of a molecule. 13 Such corrections are, however, beyond the scope of the present paper-here we take interest in chemical shifts and relaxation (internal-QM as well as external-MM) contributions to the shifts. In order to do so without Koopmans' theorem, we define the frozen orbital energy simply as the total energy of the core-state in terms of ground state orbitals. We note that this energy corresponds exactly to the negative of the ground state core-orbital energy in the case of Hartree-Fock (Koopmans' theorem).
Our choice of polymer as a demonstration case is PMMA-polymethyl methacrylate, which has been studied widely both experimentally and computationally, for example, in Refs. 14-22. This choice is partly dictated by the fact that PMMA is biocompatible and has been used in manufacturing eye lenses employed for cataract disease. Owing to its surface sensitivity, XPS is a useful spectroscopic tool for detecting possible surface aggregation or distortion of the material before it securely can be used. However, in order to make a correct analysis of the spectral outcome it is important to understand how the XPS spectrum of pure PMMA is built up, which structures can be associated with which chemical groups, how to resolve overlapping structures in the spectra, etc. Thus it is relevant from a theoretical standpoint to explore the fingerprinting capability of the spectroscopy but also how precisely the XPS spectrum can be computed. This was the motivation behind a previous work from 1991 where simple model molecules of PMMA were used to explore XPS spectra by means of the ∆-SCF method, and to establish the precision and confidence level for that method. 14, 15 Here we extend that study by modeling the full PMMA polymer, where an extended environment to the ionization units is considered and where we now use multiscale QM/MM with DFT for the SCF cycles and an MM representation by the so-called generalized LoProp approach, 23, 24 or determining atom or atom-bond charges, multipoles, and polarizabilities.
II. CALCULATIONS
To be able to calculate the XPS spectrum of the PMMA polymer, we first need to find a good estimate for its structure. In principle, full sampling of all possible structures should be made, where the BEs are subsequently computed and averaged over the resulting trajectories. This is the so-called integrated approach. 25 In this pilot study, we instead choose to examine idealized structures obtained by optimizing a PMMA oligomer consisting of three monomers and to duplicate the geometry of the central unit to build longer chains. We then apply the LoProp approach 23, 24 to work out MM force-field parameters. Finally, the core-electron BEs are calculated by using the ∆-SCF method in the QM/MM framework.
A. Structure construction
The starting structure for the three-monomer PMMA oligomer was chosen to be isotactic. It was obtained using the SMILES algorithm implemented in the Avogadro program 26, 27 and small adjustments for the positions of the atoms were made to prevent them ending up too close to each other. The structure was further optimized using DFT at the B3LYP 28 /6-31+G* 29-31 level of theory with the Gaussian program. 32 Longer chains were constructed by copying the geometry of the middle monomer while preserving the angles and dihedrals of the carbon backbone chain. Backbone carbons C3 and C5 (see Fig. 1 ) were capped with hydrogen atoms by placing them in the positions where the next backbone carbons would lie and then scaling the bond lengths to match those of the corresponding hydrogens in the geometry optimized trimer. Hydrogen capping, however, was only applied in MM force-field optimization and not in the QM/MM binding energy calculations to ensure a zero net charge of the MM region. The result of the duplicating process is a spiral structure shown in Fig. 2 .
B. Optimization of the force-fields
For simplicity, the PMMA chain was modeled periodically, which in practice means that properties were obtained for one monomer and then successively repeated along the chain. For the net properties of one final monomer, a total of three capped monomers and two conjugate cap fragments were used (see Fig. 3 ). This is because the backbone carbons C3 and C5 will be present across the three capped monomers. The forcefield of the MM region for the QM/MM calculations was computed by employing the molecular fractionation with conjugate caps (MFCC) procedure 33 and using the LoProp approach 23, 24 to decompose the molecular properties into atomic contributions. Analytical response theory 34 implemented in the Dalton program 8 was applied for the linear polarizability, employing the B3LYP functional with an atomic natural orbital (ANO) basis set 35 corresponding to the 6-31+G* contraction. Using MFCC with LoProp, the total property P (charge, dipolemoment, polarizability, etc.) for atom i is obtained from the formula
where c j = 1 if the atom appears in a capped monomer, and c j = 1 if the atom is in a conjugate cap joining two monomers. The lower case p i j denotes the property of atom i in molecule j. The summation goes over the fragments used in the QM calculation of properties. In this study, the obtained MM force-field parameters consist of partial atomic charges and anisotropic polarizabilities. The force-field including charges only is denoted as MM-0, while MM-1 stands for a force-field with both charges and polarizabilities.
C. QM/MM set up
In PMMA oligomer calculations, the QM region consists either of one or three monomers, referred here as 1-QM and 3-QM cases, correspondingly. Fig. 4 showcases a chain of five units with the middle one in the QM region and its two sidemonomers in the MM region. In the calculations, the length of the PMMA oligomer varied between 1 and 41 monomers. When the chain exceeded the QM region, MM-0 and MM-1 force-fields were applied to the rest of the monomers. One key point to note is that the hydrogen atoms at the ends of the carbon backbone in the QM region do not actually exist in the real polymer structure. These hydrogens were added in the same manner as the capping hydrogen atoms of the whole oligomer (which were not present in the QM/MM calculations as noted earlier) in order to cap the valency of the QM-region, and thus a complicated open-shell electronic structure treatment was avoided. The immediate properties of the carbons located very close to the newly introduced hydro- gens were evenly transferred to the closest lying atoms in the MM-region in order to avoid artificial over-polarization. In the MM-1 case, the polarizable embedding scheme 36 was used for the evaluation of the induced dipole moments. In addition, the interactions between induced dipole moments were damped using Thole's exponential damping scheme 37, 38 with the original damping coefficient of 2.1304 to further reduce over-polarization.
D. Core-electron binding energies
Binding energy calculations were performed with the Dalton program 8 by applying the ∆-SCF method. 9 The process started by optimizing the ground state of the system, after which the converged orbitals were used as the starting point in a core-hole calculation where the core-orbital was frozen while the other orbitals were allowed to relax. In the last step, only the core-orbital was reoptimized. This stepwise technique was applied to prevent the variational collapse of the core-hole wave-function to the lowest valence hole state of that symmetry. 39 Finally, the binding energy was taken to be the difference of total energies of the ground state and the relaxed core-hole state. The procedure was applied for both HF and DFT, referred here as ∆-HF and ∆-DFT, respectively. Both of these quantum methods were also employed in the QM/MM framework, denoted as ∆-HF/MM and ∆-DFT/MM, accordingly. Additionally, estimates for BEs were obtained using the frozen orbital approximation (Koopmans' theorem for HF wave functions). A frozen orbital energy is defined, in common for HF and DFT, as the core-hole state total energy expressed over the ground state (frozen) orbitals.
In this study, 1s BEs were calculated for two QM oxygen atoms and five QM carbon atoms in the 1-QM case. In the 3-QM case, the BEs were computed only for the middle monomer. Dunning's augmented correlation-consistent polarized core-valence triple-ζ (aug-cc-pCVTZ) basis set [40] [41] [42] was used in the 1-QM case and in the middle monomer of the 3-QM case. In the latter, the 6-31+G* basis was applied for the other two monomers in order to reduce computation time. Most of the calculations were repeated with both HF and DFT. In DFT the B3LYP exchange-correlation functional was used in all cases. For a review of core-electron binding energies using different functionals, we refer to the work of Takahashi and Pettersson. 43 In all cases, localized core-hole solutions were employed.
III. RESULTS AND DISCUSSION
Having control over all major intra-and extra-molecular contributions to the binding energies and chemical shifts, except MM to QM charge transfer, the goal of the present paper is to construct the XPS spectrum of polymer PMMA as closely as possible and to derive the importance of the different contributions. This also has a practical value since there is need to deconvolute the pure PMMA spectrum from contaminated ones, as in the mentioned case where XPS is used to identify clean eye lenses employed for cataract disease. It is also interesting to explore which are the essential parts in order to make polymer calculations of the kind more efficient.
First, it is pertinent to study the performance of the ∆-SCF method for the separate PMMA unit. Indeed this has already been carried for model molecules of the PMMA monomer unit for HF and DFT cases in the papers of Brito et al. 15 and Triguero et al., 10 respectively. These authors could show that the ∆-SCF method gives high accuracy for predicting core-photoelectron chemical shifts for PMMA related model molecules and that core-electron chemical shifts can be obtained within a few tenths of an eV to within an eV of the experimental data. This is the sufficient accuracy to allow for the resolution of spectra in cases when overlapping bands are hard to resolve using experimental information only. As discussed in those works, the relative success of the ∆-SCF BEs is based on the cancellation of errors, which stems from the fact that the valence electron structure is only contracted and not disrupted upon core-electron ionization (see above). Not surprisingly, relaxation was found essential for obtaining the precise shifts while the frozen core or equivalent core (not discussed here) approximations should be taken with "some caution" when aiming at higher precision for the chemical shifts. The role of zero-point vibrational energies (ZPVEs) and relativistic errors was also elucidated. It was also pointed out that for larger molecules the fraction of the ZPVE that should be applied to correct the SCF values grows progressively smaller. It was argued that the absolute value of this correction is relatively constant over the molecules studied and that one can tentatively assume 0.1 eV as a general ZPVE correction that should be subtracted from the computed BEs, with occasionally larger corrections occurring for ionization at sites bonded to hydrogens. It is clear that the functional choice is more pressing than the inclusion of the zero-point effect, inflicting variations of many tenths of eVs. The relativistic corrections are comparable or larger than the ZPVEs-estimates from mass-velocity and Darwin relativistic calculations 10 indicate 0.2 eV, 0.3 eV, 0.4 eV, and 0.7 eV as corrections for C, N, O, and F, respectively-values that are quite atomically inert.
In a polymeric system, as in an unpolar solvent, one can anticipate that the final state effect dominates the environmental contribution to the BE shifts. A first rough estimation is given by the Born model for the solvation energy in a dielectric of a charged sphere with a certain radius. This estimate tends to overshoot the contribution but depends obviously (and inversely) on the choice of radius. Allowing the medium to react back, in a reaction field model, Table I . The geometry of the monomer was obtained by capping the middle monomer from the optimized trimer with hydrogen atoms which leads to this structure being slightly unrelaxed. In this paper, the word "single monomer" refers to this unrelaxed structure. The table also includes BEs from the fully optimized PMMA monomer also known as the methyl isobutyrate molecule. Comparison between the calculated BEs and experimental methyl isobutyrate values reveals that ∆-DFT performs on average better than ∆-HF, especially in the case of the C1 carbon. The deviations are more extensive for oxygen than for carbon atoms, which could partly be understood resulting from the larger relativistic effect. Backbone carbons C3 and C5 are affected most by the relaxation of the monomer geometry, but overall the changes in BEs are small.
One of the most profound issues in QM/MM modeling is the partitioning of the system into QM and MM regions. Like for molecules in solution, it is natural for polymers to assign the QM region to one molecular unit-the repeating monomer. Unlike solutions, this unit is chemically bonded to its closest neighbors, which, as shown in Sec. II C, is handled computationally by a special H-capping technique. Of course in reality the bond can act as a transmitter of charge that helps to screen the created core-hole, a screening that can be assumed to be almost complete. A too small quantum unit may also cause over-polarization of the atoms closest to the QM/MM boundary. In order to put these notions to test, we calculated BE shifts with respect to the single monomer BEs for 1-QM/2-MM (one QM monomer, two MM monomers) and 3-QM (no MM region) cases-the results are presented in Table II . For both ∆-HF and ∆-DFT, the QM/MM-1 results deviate on average 0.7 eV from the 3-QM values, while in the case of QM/MM-0 the deviation is +0.3 eV. In QM/MM-1 the difference is notably large (1.3-1.6 eV) in the case of backbone carbons C3 and C5 located near the QM/MM boundary. So indeed the atoms at the edges of the QM region seem to suffer from an interface effect in the QM/MM-1 case.
Figs. 5 and 6 present convergence of the ∆-DFT BEs in the PMMA oligomer as a function of the number of monomers in the chain for the 1-QM and 3-QM cases, respectively. In all curves, the first point from the left corresponds to a DFT-only calculation while DFT/MM-0 and DFT/MM-1 levels were used for the longer chains. As can be seen, all BEs decrease as the chain is elongated and the largest energy changes occur after the inclusion of the first few MM monomers. A closer examination of the curves reveals that even in the case of the longest studied chains the BEs are not fully converged, but could presumably decrease by at most 0.0-0.2 eV with an infinitely long polymer. Both MM charges and polarizabilities contribute to the shifts, the latter, however, much more than the former. As noted earlier, in the 1-QM case the inclusion of the MM-1 region causes C3 and C5 BEs to decrease too much, which leads to the reverse of order of C3 and C4 BEs. With MM-0 this problem does not occur, but on the other hand the shifts are then very small. Table III presents the 1s core-electron BEs obtained with ∆-HF and ∆-DFT methods for a single PMMA monomer and a 41 monomer PMMA oligomer. Long chains were treated at the QM/MM-0 and QM/MM-1 levels of theory. The last two columns depict how much the atom-atom BE shifts deviate on average from the experimental solid PMMA shifts, which in essence describes how well the calculations capture the shape of the experimental spectrum. Of course, any errors produced by the fitting process in the experiments introduce errors to these numbers as well. Remarkably, in our calculations, a good shape of the spectrum seems to be given already by a single monomer ∆-DFT calculation, indicating that qualitatively good results can indeed be obtained with rather small effort. Larger errors in the ∆-HF spectrum are mostly caused by the C1 BE. The introduction of the MM region shifts the BEs to lower magnitudes as is expected from polymerization. The shapes of the spectra are worst for the 1-QM case on the QM/MM-1 level in which especially the backbone carbon BEs decrease too much. This can be further confirmed from Table IV , which shows the BE shifts for each orbital with respect to the single monomer cases. The average shift of the BEs induced by polymerization in ∆-DFT/MM-1 calculations is 1.58 eV, which can be decomposed to 0.42 eV and 1.16 eV shifts from MM charges and polarization, correspondingly. However, the latter value is probably somewhat too large due to the QM/MM interface effect, as discussed earlier.
More realistic values could be obtained from the C2 atom as it is furthest away from the interface. It has a total shift of 1.03 eV with charge and polarization contributions of 0.42 eV and 0.61 eV.
In the 3-QM case, however, the spectral shapes are very similar between pure QM and QM/MM-1 level calculations. Once again, DFT performs better than HF. Notably, the C2 BE, being furthest away from the carbon backbone, is perturbed the least by the polymerization. In the paper by Brito et al., the polymer shifts are estimated using a group shift method, which Table V shows the relaxation energies between BEs obtained using the frozen core approximation and after the relaxation of the orbitals in the 1-QM case. As can be seen, the changes are large and thus frozen core BEs do not produce good absolute BEs. The values are ∼22 eV off from the relaxed ones in the oxygen case and 14-15 eV in the carbon case. Differences between single monomer and QM/MM-0 results are minuscule, but after the addition of the polarizabilities the relaxation energies get slightly smaller.
There is somewhat more relaxation in the case of DFT than HF BEs.
Figs. 7 and 8 present convergence of the frozen core BEs as a function of the PMMA chain length for the 1-QM and 3-QM cases, respectively. It is clear that the frozen orbital energies make up for the major polymer effect on the XPS spectra, amounting to an order of magnitude larger effect than the corresponding relaxation dependence (see below). Both MM charges and polarizabilities contribute to the frozen orbital shifts, however, the latter ones have much larger impact. The convergence with respect to MM units is in almost all cases close to monotonous and the original shift order is maintained with one exception. The exception refers to the 1-QM case where there actually is a swap of shift order between C3 and C4. However, going to the 3-QM case, the order of those two entries are maintained, and with almost identical difference. This is a valuable piece of information as it indicates that a prediction of the environmental contribution to a pure polymer spectrum can be obtained already in the frozen orbital picture. This would be a significant simplification in terms of efficiency in calculations of polymer XPS spectra, although still separate core-hole state calculations must be made for the free monomer to catch the internal relaxation, which is crucial for the shifts.
Our model also allows scrutinizing how the relaxation energy is coupled to a polymeric environment. The convergence of the relaxation energies as a function of the PMMA oligomer length is plotted in Figs. 9 and 10 where the DFT regions involve one and three monomers, respectively. One first notes that this coupling is very small at the MM-1 level (MM charges and polarizabilities), one or two tenths of eVs at most, compared with the total relaxation, while with MM-0 (MM charges only) the coupling is close to zero. The relaxation behavior with respect to the polymer length is monotonous, and with only one exception the order of the relaxation energies is maintained throughout the series. However, there is one salient feature in this comparison, namely, that the relaxation energy reduces in magnitude from 1 to 3 monomers in the 1-QM quantum case, while after 3 monomers, in both 1-QM and 3-QM cases, the relaxation is increased almost   FIG. 8 . Convergence of the frozen core binding energies as a function of the PMMA oligomer length in calculations with three DFT monomers. The MM part was modeled using partial atomic charges (MM-0 level) and charges and anisotropic polarizabilities (MM-1 level) . J. Chem. Phys. 146, 124902 (2017)   FIG. 9 . Convergence of the relaxation energies as a function of the PMMA oligomer length in calculations with one DFT monomer. The MM part was modeled using partial atomic charges (MM-0 level) and charges and anisotropic polarizabilities (MM-1 level).
monotonously. One could here speculate that the relaxation becomes incomplete due to artificial electrostatic interaction with the closest MM units, or that the charge penetration to the core is altered by these units. It would require a special study to sort this out.
An analysis of negative Kohn-Sham orbital energies was also made. As mentioned in the Introduction, there is no counterpart to Koopmans' theorem in the case of core-electron BEs because of the large self-correction errors. The variations of core-orbital energies with respect to the chemical surrounding have still been empirically used to predict XPS shifts. 45, 46 In contrast to frozen core BEs, these (negative of core-orbital eigenvalues-COEs) values are lower than ∆-DFT BEs by 12-18 eV. To check how well the different methods produce shifts and shapes of the experimental spectra, mean absolute errors for atom-atom shifts were calculated for a couple of systems in the same manner as in the last two columns of Table III. In the case of the O 1s level in the gas phase methyl isobutyrate molecule, this produces deviations of 0.14 eV, 0.13 eV, and 0.19 eV from the experiments when using BEs obtained from COE, frozen core approximation, and ∆-DFT method, respectively. For C 1s the corresponding numbers are 0.24 eV, 0.24 eV, and 0.09 eV. For the sake of completeness, we report errors of 0.14 eV and 0.25 eV for O 1s and 0.24 eV and 0.38 eV for C 1s from HF Koopmans' theorem and ∆-HF method, accordingly. Therefore, on average it seems that ∆-DFT gives a slightly better match to the shape of the experimental spectrum than the other applied methods. In addition, frozen core and COE produce very similar deviations in the DFT framework and, as a matter of fact, the BEs between the two methods differ with a close approximation by a constant when the O 1s and C 1s regions are considered separately (39. they were able to obtain 0.29 eV average absolute error for the BEs. Further improvements to Koopmans' theorem based BEs can also be made. For example, Leftwich and Teplyakov corrected N 1s BEs with values that linearly depend on the partial charge of the nitrogen atom reaching as low as 0.17 eV average absolute error. 46 After these models have been fitted against known experimental values, they can be used for BE predictions of new molecules as well. The fitting parameters will of course have to be revaluated for different environments. To make fully first principle predictions, the environment needs to be accounted explicitly by some means, for instance, with QM/MM. Furthermore, if absolute core-level BEs are of interest, the missing relaxation of the ionic state has to be addressed, which is the strength of the ∆-SCF method over Koopmans' theorem.
Finally, the calculated ∆-DFT BEs for a single monomer and PMMA chain (3-QM/38-MM, MM-1 case) were transformed into spectra by modeling the peaks with Gaussian functions. To help the comparison, the polymer spectra were uniformly shifted by 0.97 eV and 1.09 eV to match O1 and C1 peaks of the monomer, accordingly. All the peaks were chosen to have the same intensity and 1.1 eV width which corresponds to the FWHM value of the C1 peak in the experimental solid PMMA XPS spectrum by Brito et al. 15 In reality the peaks evidently have non-equal areas and asymmetric characteristics. The calculated spectra are shown in Fig. 11 . For oxygen atoms, the polymerization widens the BE gap in the calculated spectrum. This effect can also be seen when comparing experimental BEs from methyl isobutyrate and solid PMMA, even though the shift is smaller. 15 In the case of calculated carbon BEs, C2 is affected least by the polymerization causing it to move in relation to the other carbon peaks. In comparison to the solid PMMA experiments, this actually makes the shape of the spectrum look slightly worse than that in the one monomer calculation. In the gas phase methyl isobutyrate experiment, no shift is observed between C4 and C5 BEs, while our monomer calculation shows a 0.19 eV difference. In a fully relaxed geometry, the shift shrinks down to 0.13 eV. In the work of Brito et al., proper fitting strategies of the carbon peaks in a solid PMMA spectrum are discussed. They suggest five separate peak fits to be the most appropriate for the C 1s region, but we note here that setting C4 and C5 peaks equal could also give a reasonable result. Our calculations show that the shifts between a monomer and polymer are remarkably close for different ionization sites and thus that a common shift to align the spectra works well. This is an important conclusion of the present work and indicates that a higher level calculation of a trimer unit can be used as the basis to assign the pure polymer spectrum.
IV. CONCLUSIONS
The present work was motivated by the possibilities offered by modern quantum-classical, multiscale, modelling of molecules and materials, including a wide range of properties. We took interest in the use of the quantum mechanics/molecular mechanics (QM/MM) method in X-ray photoelectron spectra (XPS) where the core-ionization occurs in a specific atom, which together with its nearest surrounding is described by electronic structure theory and where the outer environment is described by atoms equipped with classical force-fields, generally parameterized in terms of local charges and polarizabilities. This approach is the most general to date to study environmental effects on XPS spectra as it includes short as well as long range effects, and, in view of the original ESCA models, both initial and final state effects. The QM/MM model for core-ionization has previously been tested on two aggregates-liquid solutions and surface adsorbates; in the present work, we applied the technology to a third aggregate-polymer fibers. We chose polymethyl methacrylate (PMMA) as a demonstration example, as the XPS spectra of this species have been used in practical applications, where it is desirable to predict a pure spectrum, and because its monomer unit has been the subject for previous work, upon which we here can build to explore the polymer environment effect. The technical work behind the present study rests on the previous experience in quantum chemistry calculations of XPS as well as of recent advances in parameterizations of the molecular mechanics forcefields.
Several conclusions of both general and detailed characters can be drawn from this pilot study. One goal of this work was to study how well the shape of the solid PMMA spectrum can be reproduced using a simple polymer as an approximation for the structure. While even a single monomer, pure QM calculations can do this very well, the long range interactions are still required for the full polymer shifts, which, as predicted by our QM/MM calculations, are approximately 1 eV for carbon and oxygen 1s orbitals with respect to the single monomer calculation. The C2 atom, the one furthest away from the carbon backbone, has a notably smaller shift than the rest of the atoms, while BEs of the C4 and C5 atoms end up being almost equal. Essentially the polymer environment produces a monotonous decrease of the BEs with respect to the number of monomer units, making it easy to extrapolate a small remaining part to infinity. Alternatively, one could apply a dielectric continuum for the very long range contributions. In most cases of the tested PMMA polymer structure, the order of the shifts is maintained and even the relative size of the differential shifts is kept intact. Although the generality of this statement must be put to further test for different kinds of polymers, it nevertheless indicates that good first estimates of the polymer spectrum can be obtained by few, or even by one, monomer units. The main polymeric effect actually emerges at the frozen orbital level of theory, as the coupling of the internal core-hole relaxation to the polymer environment is found to be weak, amounting only to one or two tenths of an eV. This in turn implies a substantial computational simplification. We have also tested a simplifying procedure of using the negative core-orbital energies from DFT ground state calculations (corresponding to Koopmans' theorem in the case of Hartree-Fock) which have previously been applied, for example, by Giesbers et al. 45 and by Leftwich and Teplyakov. 46 We find that this procedure gives results quite similar to the frozen orbital approximation concerning the shifts and the shapes of the spectra.
We have tested two quantum descriptions where either one or three monomers are included in the quantum mechanical treatment. In calculations with one QM monomer, a couple of anomalies are spotted, which are referred to the QM/MM interface itself, and neglect of a possible charge transfer. Despite the applied damping, cutting chemical bonds with the QM/MM boundary may lead to over-polarization introduced by corehole atoms close to the boundary, causing their BEs to decrease too much. However, we found these problems to be substantially reduced when the QM region was extended to cover three monomers, so adding a QM buffer between the boundary and core-hole atoms. Thus, the three QM monomer results should be considered to be the most accurate ones. The 1 eV polymerization shift in the three QM monomer case cannot be strictly divided into parts from MM charges and polarizabilities because the shift includes contributions from the additional QM monomers as well. In the one monomer case, on the other hand, the usage of polarizabilities results in a too low average polymerization shift, but using the BE of the C2 atom, the contributions can be estimated to be about 0.4 eV and 0.6 eV from MM charges and polarizabilities, accordingly.
Our conclusions should also be qualified by that we made the common assumption that at high X-ray photon energies, transcending the ionization edge by 50 eV or more; there is no "chemical shift" of the core-electron ionization cross section. We stress that here we have studied the 1-dimensional chain dependence of the XPS spectra. For absolute BEs in solid state polymer spectra 3-dimensional calculations should be carried out, which is trivial, but also a qualified estimate of the socalled work function for the photoelectron should be made, which is non-trivial. The work function is though expected to apply uniformly to all elements of the same type and to not to perturb the core shifts. By large, this pilot study is supportive of the applicability of the quantum classical QM/MM for predicting X-ray photoelectron spectra of general polymeric systems.
