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19 Holomorphicity of real Kaehler submanifolds
A. de Carvalho, S. Chion and M. Dajczer
Abstract
Let f : M2n → R2n+p denote an isometric immersion of a Kaehler manifold of
complex dimension n ≥ 2 into Euclidean space with codimension p. If 2p ≤ 2n − 1,
we show that generic rank conditions on the second fundamental form of the sub-
manifold imply that f has to be a minimal submanifold. In fact, for codimension
p ≤ 11 we prove that f must be holomorphic with respect to some complex struc-
ture in the ambient space.
Throughout the paper f : M2n → R2n+p denotes a real Kaehler submanifold. This
means that (M2n, J) is a connected Kaehler manifold of complex dimension n ≥ 2
isometrically immersed into Euclidean space with substantial codimension p. The latter
condition says that the codimension cannot be reduced, even locally. It is well-known
that real Kaehler submanifolds in low codimension are generically holomorphic. This
means that p is even and f is holomorphic with respect to some complex structure in
R2n+p. In fact, it was shown by Dajczer and Rodr´ıguez [12] that this is the case if the
type number of the immersion is τ(x) ≥ 3 at any point x ∈M2n. Notice that this strong
assumption forces the codimension of the immersion to satisfy 3p ≤ 2n.
In view of the above, it is a natural task to understand what can (locally) happen
in low codimension under weaker, and algebraically simpler, assumptions on the second
fundamental form than the one on the type number. In view of the rigidity results given
in [6], it seems natural to hope that generic conditions imply holomorphicity just for
codimension 2p ≤ 2n− 1. Moreover, it is desirable to replace the type number assump-
tion for something simpler and more meaningful. By the latter, we mean providing a
workable condition as a starting point in order to study the real Kaehler submanifold
that are not holomorphic.
In fact, for very low codimensions there is already some relevant knowledge in the
direction pointed above. For instance, Dajczer [3] showed that if the index of relative
nullity of f : M2n → R2n+2 satisfies ν(x) < 2(n− 2) at any point x ∈ M2n, then the
submanifold is holomorphic along each connected component of an open dense subset
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of M2n. Recall that the index of relative nullity ν(x) of f at x ∈ M2n is the dimension
of the relative nullity tangent subspace defined by
∆(x) = N (α)(x) = {X ∈ TxM : α(X, Y ) = 0 for all Y ∈ TxM},
where α : TM × TM → NfM stands for the second fundamental form of f . The study
of non-holomorphic real Kaehler submanifolds f : M2n → R2n+2 with index of relative
nullity ν(x) = 2(n− 2) was done in [8], [9] and [13].
If f : M2n → R2n+3 satisfies ν(x) < 2(n− 3) at any x ∈ M2n, Dajczer and Gromoll
[10] proved that there exists an open dense subset U of M2n such that, along each
connected component U ′ of U , the submanifold f |U ′ has a Kaehler extension, namely,
there exist a real Kaehler hypersurface j : N2n+2 → R2n+3 and a holomorphic isometric
immersion h : U ′ → N2n+2 such that f |U ′ = j ◦ h. We point out that real Kaehler
hypersurfaces have been classified by Dajczer and Gromoll [7] by means of the Gauss
parametrization in terms of pseudoholomorphic surfaces in spheres.
Yan and Zheng [16] observed that both results discussed above still hold under the
slightly weaker assumption that the complex index of relative nullity, defined by
νc(x) = dim∆(x) ∩ J∆(x),
satisfies the same pointwise inequalities required for ν(x). The main result in [16] is
that if f : M2n → R2n+4 satisfies νc(x) < 2(n− 4) at any x ∈M2n, then there exists an
open dense subset U of M2n such that along each connected component U ′ of U , the
submanifold f |U ′ has a Kaehler extension, namely, there exist a real Kaehler submanifold
j : N2n+2 → R2n+4 and a holomorphic isometric immersion h : U ′ → N2n+2 such that
f |U ′ = j ◦ h. Moreover, although the extension j may not be unique, it can be chosen
to be minimal if f is minimal. Of course, we may be in the situation where f itself is
holomorphic. Finally, the case of codimension p = 6 was considered by Carvalho and
Guimara˜es [2].
Since its introduction by do Carmo and Dajczer [6], the notion of s-nullity of an
isometric immersion has played a leading role in the understanding of rigidity questions
of submanifolds in low codimension. A complex version for real Kaehler submanifolds
of this notion goes as follows.
The complex s-nullity νcs(x) of f : M
2n → R2n+p at x ∈M2n, 1 ≤ s ≤ p, is
νcs(x) = max
Us⊂NfM(x)
{dim(N (αUs) ∩ JN (αUs))},
where Us denotes an s-dimensional subspace of NfM(x) and αUs = piUs ◦ α being
piUs : NfM → Us the projection. Notice that νcp(x) = νc(x).
Theorem 1. Let f : M2n → R2n+p be a real Kaehler submanifold. Assume that the
complex s-nullities satisfy νcs(x) < 2(n− s) at any x ∈ M2n for all 1 ≤ s ≤ p. Then f
is a minimal immersion.
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Minimal real Kaehler submanifolds have been intensively studied since it was shown
in [10] that they posses several of the basic properties of minimal surfaces. For in-
stance, any simply connected minimal real Kaehler submanifold f : M2n → R2n+p is
either holomorphic or has a non trivial one-parameter associated family of minimal iso-
metric immersions with the same Gauss map. Moreover, f can be realized as the “real
part” of its holomorphic representative F : M2n → C2n+p, namely, √2F = (f, f¯) where
f¯ : M2n → R2n+p is the conjugate immersion to f in the associated family.
Notice that already for codimension p = 4 the composition of isometric immersions
obtained in the aforementioned result by Yan and Zheng shows that Theorem 1 does
not hold if we drop just one of the assumptions on the complex s-nullities.
Once one obtains minimality from Theorem 1, one can make use of the rigidity
theorem for isometric immersions of codimension p ≤ 5 given in [6] to conclude that the
submanifold must, in fact, be holomorphic; see Remarks 14 for details.
Theorem 2. Let f : M2n → R2n+p be a real Kaehler submanifold. Assume that the
codimension is p ≤ 11 and that the complex s-nullities satisfy νcs(x) < 2(n − s) at any
x ∈M2n for all 1 ≤ s ≤ p. Then p is even and f is holomorphic.
The examples of minimal but not holomorphic real Kaehler submanifold with codi-
mension p = 2 constructed in [8] satisfy one of the assumptions on the complex s-nullities
in the above result since νc1(x) = 2n− 4 but not the other one since νc2(x) = 2n− 4.
It remains an open problem if Theorem 2 still holds if the assumption p ≤ 11 is
dropped. In that respect, we observe that the core of the proof of Theorem 2 is a
result in the theory of flat bilinear forms that only holds until dimension 11. In fact,
we conclude the paper constructing examples showing that this result is false if the
dimension is 12. On one hand, if Theorem 2 holds for any codimension, then, of course,
Theorem 1 follows from Theorem 2. On the other hand, Theorem 1 is a fundamental
ingredient in our proof of Theorem 2.
1 The proofs
The proofs of our theorems rely heavily on results in the realm of the theory of flat
bilinear forms tailored for that purpose. Hence, we first recall from that theory as
lemmas several facts already in the literature.
Let V n andWm denote (real) vector spaces of finite dimension n andm, respectively.
Given a (maybe not symmetric) bilinear form β : V n × V n →Wm, we denote by
S(β) = span {β(X, Y ) : X, Y ∈ V n}
the subspace generated by β and its (right) kernel by
N (β) = {Y ∈ V n : β(X, Y ) = 0 for all X ∈ V n}.
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We also denote
r = max{dimBX(V ) : X ∈ V n}, (1)
where BX : V
n →Wm is the linear transformation defined by BXY = β(X, Y ). A vector
X ∈ V n is called a (left) regular element of β if dimBX(V ) = r. The set RE(β) of
regular elements of β is easily seen to be an open dense subset of V n; for instance see
Proposition 4.4 in [11].
Lemma 3. If β : V n × V n → Wm is symmetric and S(β) = Wm then r(r + 1) ≥ 2m.
Proof: On one hand, the set of non-asymptotic regular elements
RE∗(β) = {X ∈ RE(β) : β(X,X) 6= 0}
is open and dense in V n. On the other hand, from Eq. (8) in [14] or Proposition 4.6
in [11] we have β(V n, Z) ⊂ BX(V n) for any Z ∈ kerBX . Hence, given Y1 ∈ RE∗(β)
consider Y2, . . . , Yr such that
BY1(V
n) = span {β(Y1, Yj), 1 ≤ j ≤ r}.
Then
Wm = span {β(Yi, Yj), 1 ≤ i, j ≤ r},
and the result follows.
Let W p,p denote a 2p-dimensional real vector space endowed with an inner product
of signature (p, p). Hence p is the dimension of the vector subspaces of W p,p of maximal
dimension where the induced inner product is either positive or negative definite. A
vector subspace L ⊂ W p,p is called degenerate if U = L ∩ L⊥ 6= {0} and nondegenerate
otherwise. We call the rank of L the rank of the inner product induced on L, that is,
rank L = dimL− dimU . If L = U , then L is called an isotropic subspace.
Lemma 4. Given a subspace L ⊂W p,p there is a direct sum decomposition
W p,p = U ⊕ Uˆ ⊕ V (2)
such that U = L ∩ L⊥, the subspace Uˆ is isotropic with L ⊂ U ⊕ V and V = (U ⊕ Uˆ)⊥
is a nondegenerate subspace.
Proof: See Sublemma 2.3 in [6] or Corollary 4.3 in [11].
Lemma 5. Given β : V n × V n →W p,p set
REo(β) = {X ∈ RE(β) : dimU(X) = τ},
where U(X) = BX(V ) ∩BX(V )⊥ and
τ = min{dimU(X) : X ∈ RE(β)}.
Then REo(β) is an open dense subset of V n.
Proof: See the proof of Lemma 2.1 in [12].
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A bilinear form β : V n × V n →W p,p is called flat if
〈β(X, Y ), β(Z, T )〉 − 〈β(X, T ), β(Z, Y )〉 = 0
for all X, Y, Z, T ∈ V n. It is said that β is null when
〈β(X, Y ), β(Z, T )〉 = 0
for all X, Y, Z, T ∈ V n. Thus null bilinear forms are flat.
Lemma 6. Let β : V n × V n →W p,p be a flat bilinear form. If X ∈ RE(β) then
span {β(Y, Z) : Y ∈ V n and Z ∈ kerBX} ⊂ U(X). (3)
Proof: See Sublemma 2.4 in [6] or Proposition 4.6 in [11].
Proposition 7. Let V n and Up denote real vector spaces where V n carries J ∈ End(V )
satisfying J2 = −I and Up is endowed with a positive definite inner product. Given a
symmetric bilinear form α : V n × V n → Up let γ : V n × V n → Up be given by
γ(X, Y ) = α(X, Y ) + α(JX, JY ).
Assume that β : V n × V n →W p,p = Up ⊕ Up defined by
β(X, Y ) = (γ(X, Y ), γ(X, JY )) (4)
be flat with respect to the inner product on W p,p given by
〈〈(ξ1, ξ2), (η1, η2)〉〉 = 〈ξ1, η1〉Up − 〈ξ2, η2〉Up.
Then dimN (β) = n− r where r was defined by (1).
Proof: First observe that the symmetric bilinear form γ satisfies
γ(X, JY ) + γ(JX, Y ) = 0
for any X, Y ∈ V n. Then
〈〈β(X, Y ), β(Y,X)〉〉 = ‖γ(X, Y )‖2 + ‖γ(X, JY )‖2.
Thus
β(X, Y ) = 0 and if and only if 〈〈β(X, Y ), β(Y,X)〉〉 = 0 (5)
for X, Y ∈ V n.
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Fix X ∈ RE(β) and set N = kerBX . Since S(β|N×N ) ⊂ U(X) by Lemma 6, then
〈〈β(η1, η2), β(η2, η1)〉〉 = 0
for any η1, η2 ∈ N . It follows from (5) that β|N×N = 0. Now flatness of β yields
〈〈β(Y, η), β(η, Y )〉〉 = 〈〈β(Y, Y ), β(η, η)〉〉 = 0
for any η ∈ N and Y ∈ V . Then (5) gives β(Y, η) = 0, and hence N = N (β). We have
dimN (β) = dimN = n− dimBX(V ) = n− r,
as we wished.
Proof of Theorem 1: Let β : TxM × TxM →W p,p = NfM(x)⊕NfM(x) be given by
β(X, Y ) = (α(X, Y ), α(X, JY )),
where α : TxM×TxM → NfM(x) denotes the second fundamental form of f at x ∈M2n
and W p,p is endowed with the inner product
〈〈(ξ1, ξ2), (η1, η2)〉〉 = 〈ξ1, η1〉NfM(x) − 〈ξ2, η2〉NfM(x).
Let γ, γ˜ : TxM × TxM → NfM(x) be the symmetric bilinear forms defined by
γ(X, Y ) = α(X, Y ) + α(JX, JY ) and γ˜(X, Y ) = α(X, Y )− α(JX, JY )
and let βγ, β γ˜ : TxM × TxM → W p,p be the bilinear forms associated by (4) to γ, γ˜,
respectively, that is,
βγ(X, Y ) = (γ(X, Y ), γ(X, JY )) and β γ˜(X, Y ) = (γ˜(X, Y ), γ˜(X, JY )).
Then
2β = βγ + β γ˜. (6)
To conclude the proof, it suffices to show that βγ = 0 since this is equivalent to
α(X, JY ) = α(Y, JX) for all X, Y ∈ TxM (7)
and, in particular, to f being minimal.
Using the Gauss equation for f and that the curvature tensor of M2n satisfies
J ◦R(X, Y ) = R(X, Y ) ◦ J and R(JX, JY ) = R(X, Y ),
it is easy to verify that βγ is a flat bilinear form and that
〈〈βγ(X, Y ), β γ˜(Z, T )〉〉 = 〈〈βγ(X, T ), β γ˜(Z, Y )〉〉 (8)
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for all X, Y, Z, T ∈ TxM .
If (ξ, ξ¯) ∈ S(βγ), then also (ξ,−ξ¯), (ξ¯, ξ), (ξ¯,−ξ) ∈ S(βγ). In fact, let
(ξ, ξ¯) =
∑
k
βγ(Xk, Yk) =
∑
k
(α(Xk, Yk) + α(JXk, JYk), α(Xk, JYk)− α(JXk, Yk)).
Then
∑
k
βγ(Yk, Xk) = (ξ,−ξ¯),
∑
k
βγ(JYk, Xk) = (ξ¯, ξ) and
∑
k
βγ(Xk, JYk) = (ξ¯,−ξ).
We have just shown that
pi1(S(βγ)) = pi2(S(βγ)),
where pij : W
p,p → NfM(x), j = 1, 2, denote the projections onto its components.
Setting Uγ = pi1(S(βγ)), we claim that
S(βγ) = Uγ ⊕ Uγ . (9)
In fact, we know that S(βγ) ⊂ Uγ⊕Uγ . On the other hand, let (ξ, η¯) ∈ Uγ⊕Uγ . By the
definition of Uγ , there exist ξ¯, η ∈ Uγ such that (ξ, ξ¯), (η, η¯) ∈ S(βγ). But then (ξ,−ξ¯)
and (−η, η¯) also belong to S(βγ), and thus (ξ, η¯) ∈ S(βγ). This proves the claim.
Assume that dimUγ = s > 0. It follows from (6) that
2β|V×N (βγ) = β γ˜|V×N (βγ) (10)
and from (8) that
span {β γ˜(X,Z) : X ∈ V n and Z ∈ N (βγ)} ⊂ S(βγ)⊥. (11)
Let {ξ1, . . . , ξs} be an orthonormal basis of Uγ . We obtain from (9), (10) and (11) that
〈α(X, Y ), ξj〉 = 〈〈β(X, Y ), (ξj, 0)〉〉 = 0
and
〈α(X, JY ), ξj〉 = −〈〈β(X, Y ), (0, ξj)〉〉 = 0
for all X ∈ TxM and Y ∈ N (βγ). Therefore
αUγ(X, Y ) = 0 = αUγ (X, JY )
for all X ∈ TxM and Y ∈ N (βγ). Hence νcs ≥ dimN (βγ). Since Proposition 7 gives
dimN (βγ) ≥ 2n− dimS(βγ),
thus νcs ≥ 2(n − s). This contradicts the assumptions on the complex s-nullities and
proves that Uγ = 0, and hence βγ = 0.
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Remarks 8. (1) In order to conclude minimality it is not unexpected to prove (7) which
seems a quite stronger condition. In fact, it was shown in [12] that (7) and minimality
are equivalent conditions.
(2) It was shown in [4] that any substantial real Kaehler submanifold f : M2n → R2n+p,
p ≥ 2, without local Euclidean factor, free of flat points and such that νcp = 2n− 2 has
to be minimal.
Lemma 9. Let V n be a real vector space that carry T ∈ End(V n) satisfying T 2 = −I. If
X1, TX1, . . . , Xk−1, TXk−1, Xk are linearly independent then X1, TX1, . . . , Xk, TXk are
also linearly independent. In particular n is even.
Proof: If otherwise, there is 0 6= (a1, . . . , ak, b1, . . . , bk−1) ∈ R2k−1 such that
TXk =
k∑
i=1
aiXi +
k−1∑
j=1
bjTXj.
It follows easily that
(1 + a2k)Xk +
k−1∑
j=1
((akaj − bj)Xj + (akbj + aj)TXj) = 0,
and this is a contradiction.
Proposition 10. Let V n and Up be real vector spaces where V n carries J ∈ End(V n)
satisfying J2 = −I and Up is endowed with a positive definite inner product. Then let
α : V n × V n → Up, n ≥ 2p, be a symmetric bilinear form satisfying
α(JX, Y ) = α(X, JY )
for X, Y ∈ V n. Assume that the symmetric bilinear form β : V n×V n →W p,p defined by
β(X, Y ) = (α(X, Y ), α(X, JY )) (12)
is flat with respect to the inner product on W p,p = Up ⊕ Up given by
〈〈(ξ1, ξ2), (η1, η2)〉〉 = 〈ξ1, η1〉Up − 〈ξ2, η2〉Up.
If p ≤ 11 and the subspace S(β) is nondegenerate then dimN (β) ≥ n− 2p.
Proof: Fix X ∈ REo(β) and denote N(X) = kerBX . We first argue that τ ≤ p− 1. If
otherwise, the density of REo(β) gives
〈〈β(Z, Y ), β(Z, T )〉〉 = 0
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for any Z, Y, T ∈ V n. Then flatness yields
0 = 〈〈β(Z +R, Y ), β(Z +R, T )〉〉 = 2〈〈β(Z, Y ), β(R, T )〉〉
for any Z, Y, T, R ∈ V n, and that contradicts that the subspace S(β) is nondegenerate.
If τ = 0 then dimN (β) ≥ n− 2p holds. In fact, now Lemma 6 yields N(X) = N (β)
and therefore dimN (β) = dimN(X) ≥ n − 2p. Consequently, in the sequel we work
with 1 ≤ τ ≤ p− 1.
We have that
(η, η¯) ∈ U(X) if and only if (η¯,−η) ∈ U(X). (13)
In fact, if (η, η¯) = BXZ then (η¯,−η) = BXJZ. Moreover, since
0 = 〈〈BXY, (η, η¯)〉〉 = 〈α(X, Y ), η〉 − 〈α(X, JY ), η¯〉
for any Y ∈ V n, then also
〈〈BXY, (η¯,−η)〉〉 = 〈α(X, Y ), η¯〉+ 〈α(X, JY ), η〉 = 0
for any Y ∈ V n.
We have from (13) that T ∈ End(U(X)) given by T (η, η¯) = (η¯,−η) is well defined.
Since T 2 = −I, it follows from Lemma 9 that τ = 2s and that we may write
U(X) = span {(η1, η¯1), (η¯1,−η1), . . . , (ηs, η¯s), (η¯s,−ηs)}. (14)
Decomposing W p,p as in (2), we have
W p,p = U(X)⊕ Uˆ(X)⊕ Vp−τ,p−τ
and BX(V
n) ⊂ U(X)⊕ V. Let βˆ denote the Uˆ(X)-component of β. That the subspace
S(β) is nondegenerate gives S(βˆ) = Uˆ(X).
Setting BˆY Z = βˆ(Y, Z), it is easy to see that


〈〈BˆY Z, (ηj, η¯j)〉〉 = −〈〈BˆY JZ, (η¯j,−ηj)〉〉, 1 ≤ j ≤ s,
〈〈BˆY Z, (η¯j,−ηj)〉〉 = 〈〈BˆY JZ, (ηj, η¯j)〉〉, 1 ≤ j ≤ s,
(15)
for any Y, Z ∈ V n. It follows from (14) and (15) that S ∈ End(Uˆ(X)) given by
SBˆY (Z) = BˆY (JZ) is well defined. Since S
2 = −I, then Lemma 9 gives the following:
Fact 11. If the vectors BˆY1Z1, BˆY1JZ1, . . . , BˆYrZr are linearly independent, then the
same is true for BˆY1Z1, BˆY1JZ1, . . . , BˆYrZr, BˆYrJZr.
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Take Y ∈ RE(βˆ). Then Fact 11 gives that κ = dim BˆY (V n) is even. We show
next that if κ = τ , then dimN (β) ≥ n − 2p holds regardless the value of p. We
have BˆY (V
n) = Uˆ(X). Set B1 = BY |N(X) : N(X) → U(X) and N1 = kerB1. Then
dimN(X) ≤ dimN1 + τ . By Lemma 6,
BZη = 0 if and only if 〈〈BZη, BˆY (V n)〉〉 = 0
for η ∈ N1 and Z ∈ V n. Flatness of β gives
〈〈BZη, BˆY (V n)〉〉 = 〈〈BZη, BY (V n)〉〉 = 〈〈BZ(V n), BY η〉〉 = 0
for η ∈ N1 and any Z ∈ V n. Thus N1 ⊂ N (β), and hence
dimN (β) ≥ dimN1 ≥ dimN(X)− τ ≥ n− (2p− τ)− τ = n− 2p.
On one hand, as seen above we only have to consider the cases 2 ≤ κ < τ ≤ p − 1
where κ and τ are even. On the other hand, being β symmetric then Lemma 3 applied
to βˆ gives κ(κ+ 1) ≥ 2τ . In particular, it suffices to argue for τ = 6, 8, 10.
Fact 12. If L ⊂ V n is a J-invariant subspace then the subspace BY (L) has even
dimension for any Y ∈ V n.
In fact, we have that T0 ∈ End(BY (L)) given by T0BY Z = BY JZ for Z ∈ L is well
defined and satisfies T 20 = −I, and the claim follows from Lemma 9.
Case τ = 6 and κ = 4. By Fact 11 there are vectors Y1, Y2 in the open dense subset
REo(β) ∩RE(βˆ) of V n such that
Uˆ(X) = BˆY1(V n)⊕ BˆY2(V n). (16)
First suppose that Y1 satisfies dimBY1(N(X)) ≤ 4. Set B1 = BY1 |N(X) : N(X)→ U(X)
and N1 = kerB1. Then dimN1 ≥ dimN(X)− 4. Flatness and (3) easily yield
rank BY2(N1)⊕ BˆY1(V n) = 0.
Thus dimBY2(N1) ≤ 2. Set B2 = BY2 |N1 : N1 → U(X) and N2 = kerB2. Then
dimN2 ≥ dimN1 − 2. We claim that N2 ⊂ N (β). Now (3) and (16) give
BZη = 0 if and only if 〈〈BZη, BˆYj(V n)〉〉 = 0, j = 1, 2,
for any η ∈ N2. Flatness of β and (3) yield
〈〈BZη, BˆYj(V n)〉〉 = 〈〈β(Z, V n), β(Yj, η)〉〉 = 0
for any Z ∈ V n, j = 1, 2, and the claim has been proved. Then
dimN (β) ≥ dimN2 ≥ dimN1 − 2 ≥ dimN(X)− 6 ≥ n− 2p.
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To conclude the proof of this case, in view of Fact 12 it remains to show that we
cannot have BY (N(X)) = U(X) for any X ∈ REo(β) and Y ∈ REo(β) ∩ RE(βˆ).
Assume otherwise, and consider the decomposition
W p,p = U(Y1)⊕ Uˆ(Y1)⊕ V(Y1)
given by (2). Let β˜ be the Uˆ(Y1) component of β and Y2 ∈ REo(β) ∩ RE(βˆ) ∩ RE(β˜)
be such that (16) holds. Then BY2(N(Y1)) = U(Y1) and hence
BY1(V
n) ∩ U(X) = U(X), BY2(V n) ∩ U(X) = U(X) and BY2(V n) ∩ U(Y1) = U(Y1).
It follows that U(X) +U(Y1) + U(Y2) is an isotropic subspace. Moreover, since we have
that dimU(X) ∩ U(Yj) = dimU(Y1) ∩ U(Y2) = 2, then its dimension would be 12, and
this is a contradiction because p ≤ 11.
Case τ = 8 and κ = 4. Let Y1 ∈ REo(β)∩RE(βˆ) and decompose Uˆ = BˆY1(V n)⊕Uˆ1. Let
β1 be the Uˆ1-component of β and set B1Y (Z) = β1(Y, Z). Since S(β1) = Uˆ1, we have from
Lemma 3 that 3 ≤ dimB1Y (V n) ≤ 4 for Y ∈ RE(β1). We argue that dimB1Y (V n) = 4.
If otherwise, then
dim BˆY1(V
n) + BˆY2(V
n) = 7
for Y2 ∈ REo(β) ∩ RE(βˆ) ∩ RE(β1). Thus dim BˆY1(V n) ∩ BˆY2(V n) = 1 since κ = 4.
To see that this cannot happen, suppose BˆY1(X1) = BˆY2(X2). We have from (15) that
BˆY1(JX1) = BˆY2(JX2). Therefore BˆY1(X1) = aBˆY1(JX1) and (15) gives BˆY1(X1) = 0,
a contradiction. We conclude that there exist Y1, Y2 ∈ REo(β) ∩ RE(βˆ) such that (16)
holds.
First suppose that dimBY1(N(X)) ≤ 4. Set B1 = BY1 |N(X) : N(X) → U(X) and
N1 = kerB1. Thus dimN(X) ≤ dimN1 + 4. Set B2 = BY2 |N1 : N1 → U(X) and
N2 = kerB2. From flatness and (3) we have
〈〈BY2η, BˆY1(V n)〉〉 = 〈〈BY2(V n), BY1η〉〉 = 0
for any η ∈ N1, and thus dimBY2(N1) ≤ 4. Hence, dimN1 ≤ dimN2+4. We claim that
N2 ⊂ N (β). Now (3) and (16) give
BZη = 0 if and only if 〈〈BZη, BˆYj(V n)〉〉 = 0, j = 1, 2,
for any η ∈ N2. Flatness of β and (3) give
〈〈BZη, BˆYj(V n)〉〉 = 〈〈β(Z, V n), β(Yj, η)〉〉 = 0
for any Z ∈ V n, j = 1, 2, and the claim has been proved. Then
dimN (β) ≥ dimN2 ≥ dimN1 − 4 ≥ dimN(X)− 8 ≥ n− 2p.
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Observe that we cannot have BY1(N(X)) = U(X) since being κ = 4 and p ≤ 11, we
would have that dimU(Y1) ≤ 7. Hence, by Fact 12 the remaining case to be examined
is when dimBY1(N(X)) = 6. Set B1 = BY1 |N(X) : N(X) → U(X) and N1 = kerB1.
Flatness of β and (3) give
〈〈BY2(N1), BˆY1(V n)〉〉 = 0
and thus dimBY2(N1) ≤ 4. But in fact, dimBY2(N1) ≤ 2 since otherwise dimU(Y2) ≤ 7.
Set B2 = BY2 |N1 : N1 → U(X) and N2 = kerB2. As above, N2 ⊂ N (β) and then
dimN (β) ≥ dimN2 ≥ dimN1 − 2 ≥ dimN(X)− 8 ≥ n− 2p.
Case τ = 8 and κ = 6. Let Y1, Y2 ∈ REo(β)∩RE(βˆ) be such that (16) is satisfied. Then
dimBYj(N(X)) ≤ 4 for j = 1, 2. Otherwise, if dimBY1(N(X)) ≥ 6 then dimU(Y1) ≤ 7,
a contradiction since p ≤ 11. Again let B1 = BY1|N(X) : N(X) → U(X), N1 = kerB1,
B2 = BY2 |N1 : N1 → U(X) and N2 = kerB2. As above, we have N2 ⊂ N (β). Hence
dimN (β) ≥ dimN2 ≥ dimN1 − 4 ≥ dimN(X)− 8 ≥ n− 2p.
Case τ = 10. If BY (Z) ∈ U(X) then (13) gives that also BY JZ ∈ U(X). Moreover,
computing the inner products shows that
〈〈BY Z, BˆRT 〉〉 = −〈〈BY JZ, BˆRJT 〉〉
for any R, T ∈ V n. Then Lemma 9 and Fact 12 give
rank BY (V
n) ∩ U(X)⊕ BˆY (V n) = 4ρ,
where ρ ∈ N. But since τ = 10 and hence p = 11, then ρ = 0, that is,
rank BY (V
n) ∩ U(X)⊕ BˆY (V n) = 0 (17)
for any Y ∈ REo(β) ∩ RE(βˆ). We argue for κ = 4 being the other cases similar. An
analogous argument as the one given for the case τ = 8 and κ = 4 shows that there is
Y1, Y2, Y3 ∈ REo(β) ∩RE(βˆ) such that
Uˆ(X) = BˆY1(V n) + BˆY2(V n) + BˆY3(V n) (18)
where
dim BˆY1(V
n) + BˆY2(V
n) = 8.
Set B1 = BY1 |N(X) : N(X) → U(X), N1 = kerB1, B2 = BY2 |N1 : N1 → U(X), N2 =
kerB2 and B3 = BY3 |N2 : N2 → U(X). From (17) we have dimBY1(N(X)) ≤ 6. Flatness
of β and (3) give
〈〈BY2η, BˆY1(V n)〉〉 = 〈〈BY2(V n), BY1η〉〉 = 0
12
for any η ∈ N1. Thus from (17) we have dimBY2(N1) ≤ 2. Using again flatness of β
and (3) we obtain
〈〈BY3(N2), BˆYj(V n)〉〉 = 0, j=1,2.
Hence (17) gives BY3(N2) = 0. As above, we have N2 ⊂ N (β). Then
dimN (β) ≥ dimN2 ≥ dimN1 − 2 ≥ dimN(X)− 8 ≥ n− 2p,
and this concludes the proof.
Corollary 13. Assume that the bilinear form β : V n×V n →W p,p given by (12) is flat.
If p ≤ 11 and dimN (β) ≤ n− 2p− 1, then U = S(β) ∩ S(β)⊥ satisfies dimU = s > 0
is even. Moreover, the projection U1 of U on the first component of W p,p satisfies
dimU1 = s and the U2 component α2 of α with respect to the orthogonal decomposition
Up = Us1 ⊕ Up−s2 satisfies
dimN (α2) ∩ JN (α2) ≥ n− 2(p− s).
Proof: Proposition 10 gives s > 0. If (ξ, ξ¯) ∈ U then
(ξ, ξ¯) =
∑
i
β(Xi, Yi) =
∑
i
(α(Xi, Yi), α(Xi, JYi))
and
〈〈β(X, Y ), (ξ, ξ¯)〉〉 = 〈α(X, Y ), ξ〉 − 〈α(X, JY ), ξ¯〉 = 0
for all X, Y ∈ V n. Hence (ξ¯,−ξ) =∑i β(Xi, JYi) ∈ S(β) and
〈〈(β(X, Y ), (ξ¯,−ξ)〉〉 = 〈α(X, Y ), ξ¯〉+ 〈α(X, JY ), ξ〉 = 0
for all X, Y ∈ V n. Thus (ξ¯,−ξ) ∈ U , and hence it follows easily from of Lemma 9 that s
is even. Moreover, we have pi1(U) = Us1 = pi2(U) where pij : W p,p → Up, j = 1, 2, denote
the projections.
Set β = β1 + β2 where βj : V
n × V n → Uj ⊕ Uj is given by
βj(X, Y ) = (αj(X, Y ), αj(X, JY ))
and α1 = piU1 ◦ α. Then S(β1) = U . Since β is flat and β1 is null then β2 is flat.
Moreover, since the subspace S(β2) is nondegenerate, from Proposition 10 we obtain
dimN (β2) ≥ n− 2(p− s).
To conclude the proof observe that N (β2) = N (α2) ∩ JN (α2).
Proof of Theorem 2: We make use of some of the contents of the proof of Theorem 1.
We have seen that β is symmetric. Moreover, a similar argument as the one used in
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that proof gives that β is flat. We have from (7) that the complex s-nullities coincide
with the standard s-nullities defined in [6], that is, νcs(x) = νs(x) where
νs(x) = max
Us⊂NfM(x)
{dimN (αUs)}.
In particular dimN (β) ≤ 2(n − p) − 1, and hence Corollary 13 applies. Therefore,
dimU = s > 0, and there is an orthogonal decomposition NfM(x) = Us1 ⊕ Up−s2 such
that
dimN (α2) ∩ JN (α2) ≥ 2(n− p+ s).
Thus νp−s(x) ≥ 2(n− p + s), and this is a contradiction unless p = s and U2 = 0, that
is, the bilinear form β is null.
We know from [7] that any simply-connected minimal real Kaehler submanifold has
a one-parameter associated family of minimal isometric immersions fθ : M
2n → R2n+p,
θ ∈ [0, pi), with second fundamental form
αθ(X, Y ) = cos θα(X, Y ) + sin θα(JX, Y ).
Moreover, that family is trivial, that is, any pair of elements in the family are congruent
in R2n+p, if and only if f is holomorphic. On the other hand, since ν1(x) ≤ 2n − 3
then S(α) = NfM(x). Hence, being β null there is a smooth vector bundle isometry
T : NfM → Nfpi/2M such that T ◦ α = απ/2. Using Theorem 3 in [15] or Lemma 4.16
in [11] we have that T is parallel in the normal connection, and hence f and fπ/2 are
congruent. Thus, the one parameter associated family of minimal isometric immersions
is trivial; see Proposition 1.6 in [7] or Theorem 15.10 in [11].
Remarks 14. (1) For codimension p ≤ 5, the proof of Theorem 2 follows immediately
from Theorem 1 and the rigidity result given in [6] since these results assure that the
associated family discussed above is trivial.
(2) We point out that Theorem 2 holds for codimension p = 4 under the assumption
νcs(x) < 2(n− s) just for s = 2, 4. This can be proved using Proposition 6 of [1] instead
of Proposition 10.
(3) We observe that Lemma 3 in [10] may require a slightly stronger assumption than
the one asked there in order to hold. On the other hand, to prove the theorem given
there one can replace the Lemma 3 there by Corollary 13 in this paper.
2 Counterexamples
In this section, we show that Proposition 10 does not hold for p ≥ 12. This is achieved
by constructing explicit counterexamples to that result.
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Let γ : V m0 × V m0 → W q,q0 , m > 2q, q ≥ 6, be a flat symmetric bilinear form such
that S(γ) =W q,q0 and dimN (γ) < m− 2q. We point out that explicit examples of such
γ’s have been constructed in the proof of Theorem 2 in [4]. Then set V n = V m0 ⊕ V m0
and W p,p = W q,q0 ⊕W q,q0 , where the latter is endowed with the inner product
〈〈(ζ1, ζ2), (η1, η2)〉〉 = 〈ζ1, η1〉W q,q
0
− 〈ζ2, η2〉W q,q
0
.
Proposition 15. Let β : V n × V n →W p,p be the symmetric bilinear form given by
β((X, Y ), (Z, T )) = (γ(X,Z)− γ(Y, T ), γ(X, T ) + γ(Y, Z))
for any X, Y, Z, T ∈ V m0 . Then β is flat with S(β) = W p,p and dimN (β) < n− 2p.
Proof: The symmetry of β follows from the symmetry of γ and a straightforward compu-
tation gives that β is flat. To see that S(β) = W p,p, let (ζ1, ζ2) ∈ W p,p with ζ1, ζ2 ∈ W q,q0 .
By assumption
ζ1 =
∑
k
γ(Xk, Yk) and ζ
2 =
∑
ℓ
γ(Zℓ, Tℓ)
where Xk, Yk, Zℓ, Tℓ ∈ V m0 . Then
∑
k
β((Xk, 0), (Yk, 0)) +
∑
ℓ
β((Zℓ, 0), (0, Tℓ)) = (ζ
1, ζ2).
Finally, we have (X, Y ) ∈ N (β) if and only if
γ(X,Z)− γ(Y, T ) = 0 = γ(X, T ) + γ(Y, Z)
for any Z, T ∈ V m0 . Clearly, the right-hand side is equivalent to X, Y ∈ N (γ).
To conclude the construction of a counterexample we show next that β given by
Proposition 15 has the structure required by Proposition 10.
We fix an orthogonal decomposition W q,q0 = P0 ⊕ N0 such that dimP0 = q and the
induced inner product 〈 , 〉P0 on P0 is positive definite. Hence the induced inner product〈 , 〉N0on N0 is negative definite. Taking orthogonal components we have ζ = ζP0 + ζN0
if ζ ∈ W q,q0 . Hence, we have an orthogonal decomposition
W p,p = P ⊕N
where P = (P0, 0, 0, N0) and N = (0, N0, P0, 0). Hence, the induced inner product on P
is positive definite and negative definite on N .
Let P¯ = P0 ⊕N0 be endowed with the positive definite inner product
〈(p1, n1), (p2, n2)〉P¯ = 〈p1, p2〉P0 − 〈n1, n2〉N0
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where p1, p2 ∈ P0 and n1, n2 ∈ N0. Then the map φ : P → P¯ defined by
φ(p1, 0, 0, n1) = (p1, n1)
is an isometry.
Endow the vector space Lp,p = P¯ ⊕ P¯ with the inner product 〈 , 〉Lp,p of signature
(p, p) given by
〈((p1, n1), (p2, n2)), ((p3, n3), (p4, n4))〉Lp,p = 〈(p1, n1), (p3, n3)〉P¯ − 〈(p2, n2), (p4, n4)〉P¯
where pj ∈ P0 and nj ∈ N0, j = 1, 2, 3, 4. The map T : W p,p → Lp,p defined by
T (ζ1, ζ2) = T (ζ1P0 + ζ1N0, ζ2P0 + ζ2N0) = ((ζ1P0, ζ2N0), (−ζ2P0, ζ1N0))
is an isometry. In fact, its inverse T −1 : Lp,p → W p,p is
T −1((p1, n1), (p2, n2)) = (p1 + n2,−p2 + n1)
and
〈T (ζ1, ζ2), T (η1, η2)〉Lp,p = 〈((ζ1P0, ζ2N0), (−ζ2P0, ζ1N0)), ((η1P0, η2N0), (−η2P0, η1N0))〉Lp,p
= 〈ζ1P0, η1P0〉P0 − 〈ζ2N0, η2N0〉N0 − 〈ζ2P0, η2P0〉P0 + 〈ζ1N0, η1N0〉N0
= 〈〈(ζ1, ζ2), (η1, η2)〉〉.
Let α : V n×V n → P¯ be defined by α = φ◦piP ◦β, where piP : W p,p → P denotes the
projection. Set γ = γP0 + γN0 according to the decomposition W
q,q
0 = P0 ⊕N0. Then
α((X, Y ), (Z, T )) = φ ◦ piP ◦ β((X, Y ), (Z, T ))
= φ ◦ piP (γ(X,Z)− γ(Y, T ), γ(X, T ) + γ(Y, Z))
= (γP0(X,Z)− γP0(Y, T ), γN0(X, T ) + γN0(Y, Z)).
Let J ∈ End(V ) be given by J(X, Y ) = (−Y,X). Hence J2 = −I. Then
α((X, Y ), J(Z, T )) = α(J(X, Y ), (Z, T )),
that is, α satisfies condition (7). The bilinear form βα : V n × V n → P¯ ⊕ P¯ defined by
(12) is given by
βα((X, Y ), (Z, T )) = (α((X, Y ), (Z, T )), α((X, Y ), J(Z, T )))
= ((γP0(X,Z)− γP0(Y, T ), γN0(X, T ) + γN0(Y, Z)),
(−γP0(X, T )− γP0(Y, Z), γN0(X,Z)− γN0(Y, T ))).
Then
T −1 ◦ βα((X, Y ), (Z, T )) = β((X, Y ), (Z, T )).
Thus βα : V n × V n → Lp,p is a flat symmetric bilinear form such that S(βα) = Lp,p and
satisfies dimN (βα) < n− 2p.
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