Abstract. We construct a counterexample for Masur's criterion in the setting of Teichmüller space with Thurston metric. For that, we find a minimal, non-uniquely ergodic lamination λ on a seven-times punctured sphere with the uniformly bounded annular projection coefficients. Then we show that the geodesic in the corresponding Teichmüller space that converges to λ, stays in the thick part for the whole time.
Introduction
The search for the description of the global behavior of geodesics in a geodesic metric space attracts geometers ever since Euclid formulated his fifth postulate for the plane [1] . In this paper, the role of the plane will be played by Teichmüller space, introduced by Oswald Teichmüller in 1939 [2] . There are several currently studied metrics on it: Teichmüller metric, Weil-Petersson metric, Thurston metric, etc.
In the recent decades, the development of the Teichmüller metric was significantly motivated and influenced by the study of dynamics of translation and half-translation surfaces, also known as Teichmüller dynamics. One of the central results in the area is called Masur's criterion [3] : Theorem 1.1 (Masur's criterion). Let q be an area 1 quadratic differential on a Riemann surface X 0 in the moduli space M(S). Suppose that the vertical foliation of q is minimal but not uniquely ergodic. Then the projection of the corresponding Teichmüller geodesic X t to the moduli space eventually leaves every compact set of M(S) as t → ∞.
In particular, the dynamical data of the initial «direction» of the geodesic predicts its long term behavior. Recalling that the moduli space M(S) has one end ( [29] , Cor. 12.11), we easily conclude that the geodesic that satisfies Theorem 1.1 goes to the end. We note that Masur's criterion is not an «if and only if statement», as the divergence of the geodesic does not imply non-unique ergodicity of the vertical foliation, see [19] . One may ask: Question 1.2. Does the analogue of Masur's criterion hold in other metrics?
Before answering the question, we clarify what do we mean by the analogue of Masur's criterion, i.e. what geometric structure is replacing the vertical foliation of a quadratic differential. In the setting of Weil-Petersson metric, it is natural to assign to a WP geodesic an ending lamination (see [13] or [14] ). It was shown by Brock and Modami [23] that in this setting Masur's criterion does not hold and WP geodesic with NUE ending lamination can be recurrent: Theorem 1.3 (Brock-Modami). There are Weil-Petersson geodesic rays in the Teichmüller space with minimal, filling, non-uniquely ergodic ending lamination whose projections to the moduli space are recurrent. Moreover, these rays are not contained in any compact subset of the moduli space.
In this paper, we also resolve negatively the Question 1.2 for Thurston metric, but our counterexample breaks Masur's criterion even stronger than in the case of Theorem 1.3. Namely, our geodesic will stay in the compact set of the moduli space M(S) for the whole time.
We consider the class of geodesics called stretch paths, that are defined using a complete lamination on a hyperbolic surface. Given this data, there is a natural choice of a transverse measured foliation, obtained by foliating the spikes of every ideal triangle in the complement by horocycles, and letting the transverse measure agree with the hyperbolic metric on the surface. We call this object the horocyclic foliation and the projective class of the transverse measure defines the stretch path (see Section 2.8 for details). It also turns out, that the forward limit of the stretch path in Thurston boundary coincides with the projective class of transverse measure of the horocyclic foliation and that every point in Thurston boundary can be reached by some stretch path [17] , [12] . Our main theorem is: Theorem 1.4. There are Thurston stretch paths in the Teichmüller space with minimal, but not uniquely ergodic horocyclic foliation, that stay in the thick part for the whole time.
The horocyclic foliation λ in theorem is a non-uniquely ergodic lamination with bounded twisting (the NUEBT lamination in the abbreviated form), meaning that for a fixed marking µ, the relative twisting numbers twist α (µ, λ)
are uniformly bounded for all curves α. To the knowledge of the author it is the first known example of a lamination with these properties.
To put this result into the context of Teichmüller geometry, it is interesting to trace what happens along a Teichmüller geodesic whose vertical foliation is λ. When some curve α gets short, the Teichmüller geodesic enters Minsky product region that corresponds to α, where the Teichmüller metric equals to the sup-metric on T (S α)×H α up to an additive constant (see [5] for exact statement). Since the relative twisting coefficients are uniformly bounded, Masur's criterion in particular implies that the projection of the geodesic to the upper half plane H(τ α , 1 α ) will become more and more steep (but narrow) for successive short α's, with no upper bound for the peaks. It follows from [28] that these are the boundary curves of subsurfaces Φ i (Y ) defined in Section 3.1 that will consecutively get short along Teichmüller geodesic, with no lower bound. In contrast, Thurston geodesic does not have to follow this behavior, by our result.
The construction will be done for the seven-times punctured sphere. First, in Section 3 we construct a non-uniquely ergodic lamination λ using a modified version of the machinery developed in [30] . In their construction, using the compositions of two preferred mapping classes on a five-times punctured sphere, they obtain a quasi-geodesic in its curve graph. Namely, they pick a finite-order homeomorphism ρ and a Dehn twist D α , such that the curve ρ(α) is disjoint from the curve α. Then they set ϕ r = D r α • ρ and define
It turns out that if the coefficients r i grow exponentially fast, then the sequence of curves γ i converges to the ending lamination ν in the Gromov boundary which is not uniquely ergodic.
We replace the Dehn twist D α with a simple partial pseudo-Anosov map τ , supported on a subsurface Y homeomorphic to a four-times punctured sphere. Similarly we pick a finite-order mapping class ρ, such that the subsurface ρ(Y ) is disjoint from the subsurface Y , which motivates our choice for the number of punctures. We define the maps Φ i in the analogous way and show that under feasible growth condition on the coefficients r i , the sequence of curves γ i is a quasi-geodesic in the curve graph. In Section 4 we introduce a ϕ i -invariant train-track and we use it to compute the intersection numbers between pairs of curves in the sequence γ i in Section 5. Then we exploit the asymmetry between the intersection numbers to prove the non-unique ergodicity of λ in Section 6. After that, we prove in Section 7 that λ has uniformly bounded annular projection coefficients using the mantra that the pseudo-Anosov maps «do not increase twisting». Finally, we show in Section 8 that Thurston stretch path that converges to λ, due to the theorem of Dumas-Lenzhen-Rafi-Tao ( [4] , Section 3), stays in the thick part from end to end.
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2. Background 2.1. Curves and markings. Let S = S g,n be an oriented surface of genus g with n punctures and with negative Euler characteristic. A simple closed curve on S is called essential if it does not bound a disk or a punctured disk, and non-peripheral if it can not be homotoped to a boundary component of S. We will call a curve on S the free homotopy class of the essential non-peripheral simple closed curve on S. Given two curves α and β on S, we will denote a minimal geometric intersection number between their representatives by i(α, β). A collection of curves Γ is called filling if for any curve β on S, i(α, β) > 0 for some α ∈ Γ. A collection of disjoint curves on S will be called a multicurve. A pants decomposition P on S is a maximal multicurve on S, i.e. its complement in S is a disjoint union of pairs of pants. A marking µ on S is a choice of the filling collection of curves. The intersection of the marking µ with a curve α is defined to be i(µ, α) = γ∈µ i(γ, α).
2.2.
Curve and arc graph. The curve graph C(S) of a surface S is a graph whose vertex set C 0 (S) is a set of all curves on S. Two vertices are connected by an edge if the underlying curves realize a minimal possible geometric intersection number on the surface, i.e. if the curves are disjoint unless S is the four-times punctured sphere or the once punctured torus. The curve graph is the 1-skeleton of the curve complex, introduced by Harvey in [22] . The metric d S on the curve graph is defined by letting each edge have unit length. Masur and Minsky showed in [24] that the curve graph is Gromov hyperbolic ( [11] , Chapter III.H), using the techniques of Teichmüller theory. Since then many (easier) proofs have appeared, see for example [26] , [27] .
Theorem 2.1.
[24] The curve graph is Gromov hyperbolic.
Subsurface projections.
By the subsurface Y ⊂ S we mean an isotopy class of an embedded essential subsurface, such that its boundary consists of curves and its punctures agree with those of S. We assume Y is not a pair of pants or an annulus (for the case of annulus see Section 2.7). The subsurface projection is a map 
The projection distance between two elements α,
We say that a curve α cuts the subsurface Y if π Y (α) is non-empty. We state the Bounded geodesic image theorem that was first proved in [25] , see also [31] for a short proof.
Theorem 2.2.
[25] Given a surface S there exists M = M(δ) such that whenever Y is a subsurface and g = {γ i } is a geodesic such that
2.4. Geodesic and measured laminations and foliations. For the background on laminations we refer the reader to Chapter 8 of [10] , and we list some additional definitions and facts that we use later in the paper. A geodesic lamination is complete if its complementary regions in S are ideal triangles. A stump of the lamination λ is the support of the any maximal (with respect to inclusion) compactly supported measured sublamination ν of λ.
There is a forgetful map from the space of projective measured laminations PML(S) to the set of measurable laminations (laminations admitting some transverse measure) that forgets the transverse measure. We consider the subset of minimal, filling, measurable laminations, and give it the quotient topology of the subspace topology on PML(S). The resulting space is denoted by EL(S) and is called the space of ending laminations.
Theorem 2.3. [33]
The Gromov boundary at infinity of the curve graph C(S) is the space of ending laminations on S. If a sequence of curves {α i } is a quasi-geodesic in C(S), then it converges to some λ ∈ EL(S) and any limit point of {α i } in PML(S) projects to λ under the forgetful map.
For the background on measured foliations we refer to Chapter 11.2 of [29] . The spaces MF(S) and ML(S) are canonically identified, and we will sometimes not distinguish between measured laminations and measured foliations; similarly for their projectivizations PML(S) and PMF(S). A foliation or lamination is uniquely ergodic if it supports a unique up to scaling transverse measure. Otherwise it is non-uniquely ergodic.
2.5.
Train tracks. For a detailed treatment of train tracks we refer to [32] . A train track on S is an embedded 1-complex τ such that
• each edge (branch) of τ is a smooth path with well-defined tangent vectors at the end points. That is, all edges at a given vertex (switch) are tangent to each other.
• For each component R of S τ , the double of ∂R along the interior of the edges of R has negative Euler characteristic. A (measured) lamination λ is carried by τ if there is a differentiable map f : S → S homotopic to identity taking λ to τ , such that the restriction of df to tangent lines of λ is non-singular.
Teichmüller space.
A marked hyperbolic surface is a complete finite-area Riemannian 2-manifold of constant curvature −1 with a fixed homeomorphism from the underlying surface S. Two marked hyperbolic surfaces X and Y are considered to be equivalent if there is an isometry between X and Y in the correct homotopy class. The collection of equivalence classes of all marked hyperbolic surfaces is called the Teichmüller space T (S) of the surface S. This space T (S) equipped with its natural topology (Chapter 10.3, [29] ) is homeomorphic to R 6g−6+2n , which can be shown by considering Fenchel-Nielsen coordinates on T (S) (Chapter 10.6, [29] ). By α (X) we denote the length of the curve α, that is the hyperbolic length of the unique geodesic representative of the curve α in the surface X. We define ε-thick part of Teichmüller space as the set of all marked hyperbolic surfaces with no curves of length less than ε. For a point X in T (S) we define the short marking µ X in the following way. First, pick the shortest curve in the surface X, then the shortest curve disjoint from the first, and continue until the pants decomposition P is formed. Next, choose a «dual» curve for each curve α in the pants decomposition P, that is disjoint from the remaining pants curves and that is the shortest among all such curves. There are only finitely many choices for the short marking for every point in Teichmüller space. We recall that Teichmüller space can be compactified via Thurston boundary, homeomorphic to PMF(S), so that the compactification is homeomorphic to the disc. For the details of the construction using geodesic currents the reader can see Chapter 8 of [10] .
2.7. Relative twisting. There are several notions of relative twisting on the surface. Each of the definitions given below is coarse, which in the following setting means equality up to a fixed additive constant.
Suppose α is a curve on S and λ, λ are laminations, both intersecting α. One can define the relative twisting between laminations λ and λ about α denoted by twist α (λ, λ ) in the following way: let S α be the annular cover of S that corresponds to the cyclic subgroup α in the fundamental group π 1 (S). Consider the Gromov compactification of S α forming a compact annulus. Consider ω, ω -components of the lifts of leaves of λ and λ to S α that are not parallel to the boundary. Define twist α (λ, λ ) = min i( ω, ω ), where the minimum is taken over all lifts of all leaves described above.
We also define twist α (X, λ) for a point X in Teichmüller space T (S) -the twisting of a lamination λ about a curve α on the surface X. Consider the annular cover X α ⊂ H of X with its natural Gromov compactification. Let α ⊥ be the geodesic arc in X α that is perpendicular to a geodesic in the homotopy class of the core curve. Let ω be a component of the lift of a leaf λ that is not parallel to the boundary. Define
where the minimum is taken over all choices of the perpendicular geodesic and all lifts of all leaves described above. Lastly, we define twist α (X, Y ), where X, Y are points in Teichmüller space T (S) -the twisting of two hyperbolic metrics relative to a curve α. Let X α , Y α be the lifts of these hyperbolic metrics on S α . Using the first metric, construct the geodesic α ⊥ X , perpendicular to a geodesic in the homotopy class of a core curve. Similarly, construct α
, where the minimum is taken over all choices of the perpendicular geodesics.
Lemma 2.4 ([6], Proposition 2.6).
Let γ i be a sequence of curves in C(S) converging to λ ∈ EL(S) in the Gromov boundary. Then for any α ∈ C(S) and any X ∈ T (S),
up to a uniform additive error, independent of α.
We state the corollary of Theorem 2.2, which follows from the stability of quasi-geodesics in Gromov hyperbolic spaces (Theorem 1.7, Chapter III.H of [11] ): Corollary 2.5. Given constants k, c > 0 there exists a constant A = A(S) such that the following holds. Let {γ i } be the vertex set of a 1-Lipschitz (k, c)-quasi-geodesic in C(S) and let α be a curve on S. If every γ i intersects α, then for every i and j, twist α (γ i , γ j ) A.
Thurston metric on Teichmüller space.
In his unpublished paper [34] , Bill Thurston defined a new nonsymmetric metric on Teichmüller space, that is now called Thurston metric. That paper omits some details, for additional exposition see Section 3 in [9] . Thurston metric is defined in the following way:
where f is a continuous map in a given homotopy class and L f is the Lipschitz constant of the map. As the inverse of the Lipschitz map is not necessarily Lipschitz, this metric fails to be symmetric (see the example in [34] , page 5). Thurston proved that the distance can be computed using the ratios of the lengths of curves ( [34] , pages 8 − 11):
Thurston showed that the best Lipschitz constant is realized by a homeomorphism from X to Y . Moreover, there is a unique recurrent lamination Λ(X, Y ), called the maximally stretched lamination, such that any map from X to Y realizing the infinum in Equation (1), multiplies the arc length along the lamination by the factor of e d T h (X,Y ) . The lamination Λ(X, Y ) can be described in terms of curves: any sequence of curves that realizes in the limit the supremum in Equation (2), has a subsequence converging to a geodesic lamination in Hausdorff topology. The lamination Λ(X, Y ) is the union of all such laminations. Indeed, the length ratio for simple closed curves extends continuously to the space of projective measured laminations, which is compact. Therefore, the length-ratio supremum is always attained on some measured lamination. Any measured lamination that attains the supremum has the support contained in the stump of Λ(X, Y ). Generically, though, Λ(X, Y ) is just a curve ( [34] , pages 45 − 53).
For a complete lamination λ, Thurston defined a map F λ : T (S) → MF(λ), where MF(λ) is the set of measured foliations transverse to λ. The image of a point X in Teichmüller space T (S) is obtained by foliating symmetrically the three spikes of every ideal triangle in the complement of the geodesic realization of λ on X with arcs of horocycles perpendicular to the edges of the triangles, and then uniquely extending the partial foliation to the whole surface. The transverse measure on F λ (X) agrees with the hyperbolic arc length on λ and the resulting measured foliation is called horocyclic. It turns out, that knowing the horocyclic foliation F λ (X) in the neighborhood of the lamination λ, we can recover the hyperbolic metric on the whole X, and the map F λ is a homeomorphism (Proposition 4.1, [34] ).
Using the horocyclic foliation, it is possible to define the shear between pairs of ideal triangles in the complement of λ, the lift of λ in the universal cover H. The knowledge of shears between finitely many ideal triangles recovers the hyperbolic metric and produces the embedding s λ : T (S) → R dim T (S) called the shearing coordinates (or cataclysm coordinates in Thurston's original notation) relative to λ. The image of the embedding is an open convex cone. Details on the construction can be found in [18] , [8] . The shearing coordinates can be used to define a class of geodesics for Thurston metric called the stretch paths, where the latter form straight lines. Namely, given any X in Teichmüller space T (S), a complete lamination λ, and t 0, we let stretch(X, λ, t) be a unique point in T (S), such that s λ (stretch(X, λ, t)) = e t s λ (X).
If the maximally stretched lamination Λ(X, Y ) is complete, then there is a unique geodesic from X to Y , and it is a stretch path along Λ(X, Y ). Furthermore, if Λ(X, Y ) is not complete, one can still connect X to Y by a concatenation of finitely many stretch paths using different completions of Λ(X, Y ) (Theorem 8.5, [34] ). That makes the Teichmüller space equipped with Thurston metric a geodesic metric space. We note that it is not uniquely geodesic as there can be many Thurston geodesics between generic points, see Section 5 in [4] for an example of this phenomenon in the case of the punctured torus. . We summarize these results in one theorem.
Theorem 2.6. The stretch path stretch(X, λ, t) converges to the projective class of the horocyclic foliation [F λ (X)] in Thurston boundary as t → ∞. Furthermore, any point in Thurston boundary is a projective class of a horocyclic folitaion for some pair (X, λ). If λ is uniquely ergodic, the stretch path stretch(X, λ, t) converges to [λ] at t → −∞.
2.9. Short curves along Thurston geodesic. Recall that the shadow map from Teichmüller space T (S) to the curve graph C(S) is a coarse map that assigns to the hyperbolic surface X the set of its shortest curves, its systoles. It is well-known that the projection of the geodesic in Teichmüller space equipped with any of the metrics mentioned in Section 1 to the curve graph C(S) via shadow map is a reparametrized quasi-geodesic ( [24] , [15] , [7] ). But which curves appear on the quasi-geodesic and how short do they get? For the Teichmüller metric the answer to this question was given by Rafi in [28] . Recently, the characterization of the short curves along Thurston geodesic appeared in [4] , Section 3. We state their theorem below.
We
is the longest interval along G(t) such that α (a) = α (b) = ε 0 (where the constant ε 0 is small enough, e.g. Margulis constant, see [10] , Chapter 4.2). Theorem 2.7.
[4] Let X, Y be points in T(S), α be a curve that interacts with Λ(X, Y ) and α (X), α (Y ) ≥ ε 0 . Let G(t) be any geodesic from X to Y and α = min t t (α). Then
where Log(x) = max(1, log(x)).
Constructing the lamination
My lamination of nar-er-ration, hits a snare and bass On a track for duck rapper interrogation When I declare invasion, there ain't no time to be starin' gazin' I turn the stage into a barren wasteland; I'm Infinite.
In this section we will construct two quasi-geodesics {α i } and {γ i } in the curve graph of the seven-times punctured sphere S 0,7 converging to the same ending lamination λ in the Gromov boundary.
3.1. Alpha sequence. Denote by S = S 0,7 the septuply-punctured sphere. The surface S is obtained from a heptagon on the plane, doubled along its boundary. Consider the five curves α 0 , α 1 , α 2 , α 3 , α 4 on S shown in the Figure 2 : Figure 2 . Some curves on a seven-times punctured sphere.
Let ρ be a finite order symmetry of S which is realized by a counterclockwise rotation along the angle of For any n ∈ N, let ϕ n = τ n • ρ. Let {r n } a sequence of natural numbers such that the sequence {r n+1 − r n } is strictly increasing, and r 1 = 1, r 2 = 2. Set (3)
Observe that for i = 1, 2, 3, 4 we have that Φ i (α 0 ) = α i . Actually, since the first four curves don't interact with τ , for any a, b, c ∈ N :
Denote by S α i the component of the complement to α i in S that contains 3 punctures and by S α i the component that contains 4 punctures. Note that Y = S α 2 . We begin with some simple observations on the sizes of the subsurface projections between curves in the sequence {α i } and local progress that the sequence makes in the curve graph of S: Lemma 3.1. There is a constant α > 0, so that for every large enough i
Proof. First we expand the expression using Equation (3) and simplify it by applying Equation (4) and the fact that the mapping class group acts on the curve graph by isometries:
Since the mapping class τ is a pseudo-Anosov on surface Y , it has positive asymptotic translation length on C(Y ) (see 3.1 in [16] and Proposition 7.1 in [6] ).
Claim 3.2. The curves α i and α i+5 fill the surface S for every i 0.
Proof. It is easy to see that two curves α 0 and α 5 pictured in the Figure 4 are in minimal position: there are no bigons, and the complement to the union of curves α 0 , α 5 consists of topological disks and once-punctured topological disks: Figure 4 . Proof by the picture. The more winding curve is α5, the familiar one is α0.
, therefore it is enough to prove the claim for a pair of curves α 0 and ϕ ri+1 ϕ ri+2 (α 3 ). The latter curve can be obtained from α 5 by applying the map τ respectively r i+1 and r i+2 times to subsurfaces Y and ρ(Y ) (here we slightly abuse the notation, since τ is defined on Y ). Notice that the intersections of curves α 0 , α 5 with the subsurface Y form the filling set of arcs in Y , and similarly for the subsurface ρ(Y ). This is also true for a pair of curves α 0 and ϕ ri+1 ϕ ri+2 (α 3 ). Since the complement to the union of subsurfaces Y ∪ ρ(Y ) is a three-times punctures sphere, every curve in S disjoint from α 0 has to cut either Y or ρ(Y ). Combining these observations, we conclude that there are no curves in the components of S (α 0 ∪ ϕ ri+1 ϕ ri+2 (α 3 )), so we are done.
We are moving towards proving the following proposition, as it was announced in the beginning of the chapter:
The path {α i } is a quasi-geodesic in the curve graph C(S).
Proof. Let M be the constant associated with the bounded geodesic image theorem (Theorem 2.2). In the next two claims we show that for large enough R, the path {α i } i>R is a J-local (4, 0)-quasi-geodesic for J = R−M 2 . Lemma 3.4. For every R < j < h < k such that
the curves α j , α k fill the surface S and
Proof of Lemma 3.4. The proof is by induction on n = k − j. Base: n = 5. We apply the triangle inequality, the disjointedness of any two consecutive curves in the path {α i } and the fact that the subsurface projections for the disjoint curves are 2-Lipschitz ( [25] , lemma 2.2):
Next, by Lemma 3.1 and the growth condition on the sequence {r i }, for large enough j we have:
Finally, by the Claim 3.2 the curves α j and α j+5 fill the surface S.
Step. Assume the triple j < h < k satisfies Equation (6) and k − j = n + 1 < J. Since n + 1 6, either k − h 4 or h − j 3. Let us consider the first case, a similar argument proves the second one.
The triple j < h < k − 1 satisfies Equation (6), therefore by induction hypothesis
Notice that i(α h , α k ) = 0 (for k − h 5 it follows from the induction hypothesis, and for k − h = 4 it follows from the Figure 2 ), so α k cuts the subsurface S α h . Then by triangle inequality:
Suppose the curves α j and α k do not fill the surface S. Since the curves α j and α k−1 do fill by induction hypothesis, the distance d S (α j , α k−1 ) is at least 3. Hence by triangle inequality d S (α j , α k ) = 2. Let {α j , α , α k } be some geodesic connecting α j with α k in the curve graph C(S). Pick h such that j < h < h + 1 < k, h − j 2 and k − (h + 1) 3. Then
so by Theorem 2.2 the curve α has to miss both subsurfaces S α h and S α h+1 . This means that the curve α has to be either α h or α h+1 , which is impossible, because the curves α j and α k intersect both of them.
Claim 3.5. For every pair or curves α j , α k with R < j < k and k − j < J, we have:
Proof of Claim 3.5. By Theorem 2.2 and Lemma 3.4, we know that for every h, such that the triple j < h < k satisfies Equation (6) , any geodesic G between curves α j and α k in the curve graph C(S) must contain some vertex that does not cut the subsurface S α h . It also follows from the Figure 2 and Lemma 3.4, that any vertex in G does not cut at most 4 subsurfaces of the form S α i . For each h ∈ {j + 2, . . . , k − 3} map the curve α h to some vertex in G that does not cut the subsurface S α h . It follows that this map is at most 4−to−1 and omits the endpoints, so G has at least 2 +
vertices. This bounds the distance between curves α j and α k from below:
We proved that the path {α i } i>R is a J-local (4, 0)-quasi-geodesic. If we pick R and hence J large enough, it follows from Theorem 1.4 in [21] , that {α i } i>R is a global quasi-geodesic. Therefore, {α i } is also a quasi-geodesic.
We obtain an immediate corollary from Theorem 2.3: Corollary 3.6. There is an ending lamination λ on S representing a point in the Gromov boundary of C(S), such that
Furthermore, every limit point of {α i } in PML(S) defines a projective class of transverse measure on λ.
3.2. Gamma sequence. The sequence of curves {α i } does not suit the purposes of the next three sections of the paper. Instead, we will work with another sequence of curves with the same limiting lamination, and alpha sequence will reappear in the Section 7. Consider the curve γ 0 shown in the Figure 5 : Figure 5 . The curve γ0.
The following corollary is straightforward:
Corollary 3.7. The conclusion of Corollary 3.6 holds for the path {γ i }.
Denote by µ γi = {γ i , γ i+1 , . . . , γ i+n } the minimal set of consecutive curves starting from γ i that forms a marking on S. We actual value will not matter for us, but we leave it for the reader to check that n = 4.
A lovely train track
In this section, we introduce the train track T that is invariant under the homeomorphisms τ and τ • ρ, and carries the curve γ 0 . As a consequence, it will carry every curve in the gamma sequence. The train track is shown in the Figure 6 : Figure 6 . The train track T with the choice of branches.
We pick 9 branches of T as on Figure 6 and denote the weights assigned to them by w 1 , . . . , w 9 . Observe that the weight of each branch of T is a linear combination of weights w i 's. Notice that the vector v 0 = (0, 0, 0, 0, 0, 0, 0, 0, 1) t defines the curve γ 0 (while the curve α 0 is not carried by T ). To see the full animation, please visit my website: https://www.math.toronto.edu/ivantelp
We write down the matrices of the action of τ and τ • ρ on the vector space spanned by {w 1 , . . . , w 9 }. Let us denote these matrices by M and A, respectively. 
How many times do the curves meet?
In this section we estimate the intersection numbers between pairs of curves in the sequence {γ i } up to multiplicative errors. In the next section, we will use these estimates to show the non-unique ergodicity of the ending lamination λ. We prove:
Proposition 5.1. There is a constant i 0 , such that for all i 0 i < j with i ≡ j mod 2
is the Golden ratio.
Before proving the proposition, we do some preparation. Let {a i } be a sequence of numbers, such that a i = r i − 1. Then the matrix A ai M corresponds to the mapping class ϕ ri . Next, consider the matrix P i = A ai M A ai+1 M , which corresponds to the mapping class ϕ ri ϕ ri+1 . We think of P i 's as of the «building blocks» for the sequence of homeomorphisms Φ i from the Equation (3). We will be interested in the top eigenvalues of the matrices P i and analyze their infinite products.
Denote by v i the vector defining the curve γ i . Observe that the product of matrices P 1 P 3 . . . P 2n−1 corresponds to the map Φ 2n . Hence, in the vector form, v 2n = P 1 P 3 . . . P 2n−1 (v 0 ).
Since ϕ r (γ 0 ) = γ 1 for any r, we have:
Experiments show that the top eigenvalue of the matrix P i is very close to twice the 2a i+1 −th Fibonacci number. We will use the numbers c i+1 = 2 √ 5 φ 2ai+1 as a good approximation. Let P i be the following matrix:
The matrix P i is obtained from the matrix P i by cancelling all infinitesimal and bounded terms in 28 entries featuring c i , c i+1 -coefficients, keeping the remaining entries untouched. In particular, the Frobenius norm of the difference between matrices is uniformly bounded: ||P i − P i || F < 10 (the actual constant will not matter). Define the matrices R i = Pi ci+1 . Let L be the entrywise limit matrix of the sequence R i and set ε i = R i − L. We show:
Lemma 5.2. The product of matrices R i R i+2 . . . R i+2k converges to a non-zero matrix for every i as k → ∞. Moreover, for every i and k, the following inequalities hold:
Proof. Our tool is the following fact on the convergence of the infinite product of matrices:
) be a product of matrices. Suppose that ||L i || = 1 for every i, the infinite product ∞ i=1 L i converges and the sum i ||δ i || converges. Then the sequence of matrices S i converges as i → ∞. It is easy to see that L is a matrix of rank 1 with top eigenvalue 1. Also, the matrices ε i have a small Frobenius norm:
The convergence of the product R i R i+2 . . . R i+2k follows from from the Fact 5.3 by letting the algebra A be End(R 9 ) with Frobenius norm on it,
where {u} is the Jordan basis of L. The first inequality follows from the standard properties of the infinite products, see also [20] . As a consequence, the product R i R i+2 . . . R i+2k convergences to a non-zero matrix for large enough i as k → ∞. Since matrices R j are full rank for all j, the product R i R i+2 . . . R i+2k converges to a non-zero matrix for every i.
For the second inequality, observe that the matrix L + ε i L is the first-order approximation of the product
Now the inequality follows from the standard properties of the infinite products as well.
Proof of Proposition 5.1. Suppose that j − i is even. Then
Writing down the latter curve in the vector form, we obtain:
By Lemma 5.2 and since v
, 0, 0, 0, 0, 0, 0)
t . The geometric intersection number between the curve γ 1 and the lamination that corresponds to L(v 1 ) is non-zero, since both of them are supported in the four-times punctured sphere ρ(Y ), and L(v 1 ) is not a multiple of γ 1 . By the continuity of the intersection number, the intersection number between the curve γ 1 and the lamination corresponding to the vector R i R i+2 . . . R j−2 (v 1 ) is bounded above and below from zero, where the bound is independent of i and j, if i is large enough. Therefore, there exist a number i 0 , so that for i 0 i < j, the intersection number i(γ i , γ j ) equals to the product c i+1 c i+3 . . . c j−1 up to the multiplicative constant. This proves the second comparison.
For the first comparison, we have
Once again, we apply (12) . In this case the intersection number between the curve γ 0 and the lamination that corresponds to L(v 1 ) is zero, so we need a more delicate estimate. Using the second inequality in Lemma 5.2, we can estimate the intersection number using the vector (L + ε i L)(v 1 ). Its last two entries are comparable to 1 φ 2(a i+1 −a i ) , so we are done.
It's NUE
In this section we show that the lamination λ constructed in Section 3 is not uniquely ergodic. Namely, we prove that appropriately scaled even and odd subsequences of the sequence {γ i } converge in ML(S) to non-zero laminations and project to two different points in PML(S). Also, we show that the set of limit points of {γ i } in PML(S) forms an interval of measures.
Let µ γ2i 0 be the marking as in the Section 3.2, where i 0 the constant from Proposition 5.1.
,γ2i+1) } converge to non-zero measured laminationsλ even andλ odd , respectively, in ML(S).
Proof. We prove the claim for the even sequence, the other case is similar.
It is enough to show that the sequence { γ2n c1c3c5...c2n−1 } converges to non-zero lamination, since then we would have
since µ γ2i 0 is the marking. Using Equation (11) , in the vector form we obtain
which converges to a non-zero vector by Lemma 5.2 and since the matrix M is non-degenerate.
Next, we prove the claims that demonstrate the asymmetry between even and odd subsequences of {γ i }.
Proof. Let k be much larger than i 2i 0 . It follows from Proposition 5.1 that i(µ γ2i 0 , γ 2i ) * i(γ 2i0 , γ 2i ) and i(µ γ2i 0 , γ 2i+1 ) * i(γ 2i0+1 , γ 2i ). By Proposition 5.1 and Claim 6.1, we have the following estimates:
proving the first comparison. By Proposition 5.1, we also have i(γ 2i , γ 2k+1 ) * c2i+1 c2i+2 i(γ 2i+1 , γ 2k+1 ). We compute:
Proof. Let k be much larger than i. Similar to Claim 6.2, we have:
which proves the first comparison. Finally,
We have an immediate corollary:
is not the constant sequence, therefore the measured laminationsλ even and λ odd are not multiples of each other, i.e. they represent different points in PML(S).
Hence, λ is not uniquely ergodic. Finally, we prove:
Lemma 6.5. The measured laminationsλ even andλ odd define mutually singular ergodic measures on λ. Further, they are the only ergodic measures on λ, up to scaling.
Proof. We start with a claim:
Claim 6.6. The columns of the product of matrices P 1 P 3 . . . P 2i+1 can be put into 2 groups (independent of i), so that the angles between column vectors within each group decay at least exponentially.
Proof of Claim 6.6. Consider the matrix P i from Section 5. Notice that in the matrix P i the largest entries appearing in the first five and the seventh columns have the order c i+1 , while the largest entries in the remaining columns are of order c i . Following this observation, we divide the columns in two groups: group №1 (columns 1-5 and 7) and group №2 (columns 6, 8 and 9), respectively. We show that the angle between the last two column vectors of the matrix P 1 P 3 . . . P 2i+1 decays exponentially with i, and the similar argument proves the remaining cases.
Replacing the matrix P 2i+1 with the matrix P 2i+1 , we obtain
. . P 2i−1 (e 9 ) + P 1 P 3 . . . P 2i−1 (e 7 ) ,
The largest term for the vectors P 1 P 3 . . . P 2i+1 (e 8 ) and P 1 P 3 . . . P 2i+1 (e 9 ) is written in the first square bracket, respectively. Notice that these terms are collinear. It follows from Lemma 5.2, that the lengths of the column vectors in the group №1 of the matrix P 1 P 3 . . . P 2i−1 become comparable to each other as i gets large. Further, the lengths of the column vectors in the group №2 of the matrix P 1 P 3 . . . P 2i−1 are smaller, but also comparable to each other, since the matrix A aj M maps the basis vectors of the group №2 to the basis vectors of the group №1 for every j. Moreover, using this observation and Lemma 5.2, we can estimate the ratios of the lengths for vectors from different groups, for example
Since the sequence {r i } has at least quadratic growth, it follows that c 2i+1 > c2c4...c2i c1c3...c2i−1 φ 2i+1 , hence by comparing the magnitudes of the vectors in the first and the second brackets, respectively, we obtain that the angle between the vectors P 1 P 3 . . . P 2i+1 (e 8 ) and P 1 P 3 . . . P 2i+1 (e 9 ) decays at least exponentially.
Notice that the weights on the chosen branches of the train track T as on Figure 6 given by any transverse measure on the lamination λ belong to the cone P 1 P 3 . . . P 2i+1 (R Writingλ even andλ odd as weighted sums of these two ergodic measures, Claim 6.2 and Claim 6.3 imply that each has zero weight on a different ergodic measure. This proves the lemma.
The first NUEBT lamination
In this section we prove that the lamination λ has uniformly bounded annular projection coefficients. To show this, we return to the alpha sequence, defined in the Section 3.1.
Let µ α = {α 0 , α 5 } be the marking from Figure 4 . By Lemma 2.4 and Corollary 3.6, it is enough to prove the following: Proposition 7.1. The relative twisting numbers twist β (µ α , α i ) are uniformly bounded for large enough i ∈ N and for all curves β ∈ C(S).
Proof. We start with a claim that will be used throughout the proof. Claim 7.2. If the curve β is disjoint from both curves α i−1 and α i+1 , then it is disjoint from the curve α i as well.
Proof of Claim 7.2. By Equation (4), we can assume that the curve β is disjoint from both curves α 1 and α 3 instead. It follows from the Figure 2 , that the curve α 2 is one of the components of the boundary ∂N (α 1 ∪ α 3 ), so we are done.
Depending on how far the curve β is from the path {α i }, we consider the following three cases:
In this case, by Corollary 2.5, the relative twisting twist β (µ α , α i ) is less or equal than 2A. Case 2: d S (β, {α i }) = 1. By Claim 7.2, the curves in the path {α i } that are disjoint from the curve β form a set of consecutive curves, therefore by Claim 3.2 there can be at most 5 such curves.
Depending on the number n of curves in the path {α i } disjoint from β, we consider five subcases: Subcase 2.1: n = 5. Assume that the curves α j , . . . , α j+4 are disjoint from β. Denote by δ the only curve in S disjoint from the union of curves α 0 , . . . , α 4 . It follows from the Figure 2 and the Equation (4) , that β has to be the only curve in the subsurface S α j+1 ∩ S α j+3 , which is the curve Φ j (δ). By Corollary 2.5, we can localize the twisting and only estimate twist β (α j−1 , α j+5 ). By Equation (4), we have
Since the curve ρ −1 α 0 intersects the curve δ, by triangle inequality we have:
The uniform boundedness of both relative twisting number sequences on the RHS of Equation (15) follows from Lemma 7.4 in [6] . Subcase 2.2: n = 4. Without the loss of generality, we can assume that the curve β is disjoint from the curves α 0 , . . . , α 3 . It follows from the Figure 2 , that the curve β is either the curve δ or the curve ρ −1 (δ). In either case the curve β is disjoint from 5 curves in the alpha sequence, the contradiction. Subcase 2.3: n = 3. Assume that the curves α j+1 , α j+2 , α j+3 are disjoint from β. It follows from the Figure 2 and the Equation (4) , that the curve β has to be supported in the subsurface S α j+2 . Similarly, it is enough to bound the following relative twisting:
where the curve Φ −1 j β is supported in the subsurface Y and it is neither one of the curves Φ −1
, since in these cases the curve β is disjoint from 5 curves in the path {α i }. Regardless, the relative twisting numbers on the RHS of Equation (16) are uniformly bounded by Lemma 7.4 in [6] .
Subcase 2.4: n = 2. If the curves disjoint from β are α j and α j+1 , then we can bound the relative twisting by the intersection number: twist β (α j−1 , α j+2 ) i(α j−1 , α j+2 ) = 2.
Subcase 2.5: n = 1. Suppose that the curve α j is the only curve in the sequence disjoint from β. Similarly, twist β (α j−1 , α j+1 ) i(α j−1 , α j+1 ) = 2.
Case 3: d S (β, {α i }) = 0. Suppose we have β = α j . Then by the Figure 2 and the Equation (4), it follows that the the only curves in the path {α i } that are disjoint from the curve α j are the curves α j−1 and α j+1 . Repeating the same argument, we restrict to the relative twisting twist αj (α j−2 , α j+2 ). By Equation (4), (17) twist αj (α j−2 , α j+2 ) = twist α2 (α 0 , ϕ rj−1 α 3 ) = twist α2 (α 0 , τ rj−1 (ρα 3 )).
The uniform boundedness of the relative twisting numbers in Equation (17) follows, since the partial pseudo-Anosov map τ is identity on the boundary of its support Y , that is the curve α 2 .
8. The geodesic that stayed in the thick part Figure 9 . La persistència de la geodèsica.
In this section we finally prove Theorem 1.4. First, we prove a lemma that relates sequences in T (S) converging in Thurston boundary and short curves along the sequence. We note that a stronger version of the lemma holds, but the authors could not find a reference.
Lemma 8.1. Let X n ∈ T (S) be a sequence that converges to λ in Thurston boundary and β n be some short curve in X n . If β ∈ ML defines a transverse measure on some limit point of β n , then i(β, λ) = 0.
Proof. Let µ X0 be some short marking on X 0 . By passing to a subsequence, we can assume that βn i(βn,µ X 0 ) → β in ML. Then i(β, λ) = lim n→∞ i(βn,λ) i(βn,µ X 0 ) (by abuse of notation we assume that λ is an element of ML). For a fixed n, we have that 1 i(β n , µ X0 ) (β n , X m ) (µ X0 , X m ) → i(β n , λ) i(β n , µ X0 )i(µ X0 , λ) , as m → ∞, so it is enough to show that the latter expression converges to 0 as n → ∞. By considering the Fenchel-Nielsen coordinates that correspond to the marking µ X0 , we obtain that the term µ X 0 (X m ) diverges as m → ∞. Further, we have i(β n , µ X0 ) 1, since β n is a curve and µ X0 is a marking. Let n = m. Then βm (X m ) 2 arccosh(|χ(S)| + 1) (see the proof of Theorem 12.8 in [29] ). Combining these ingredients, we obtain the result.
Corollary 8.2. Let X n , Y n ∈ T (S) be sequences of points in Teichmüller space, such that X n → λ, Y n → ν in Thurston boundary. Then for every curve α that intersects both λ and ν, twist α (X n , Y n ) + → twist α (λ, ν).
Proof. The relative twisting between two hyperbolic surfaces relative to a curve coarsely equals to the relative twisting between their short markings (see [5] ). Note that the marking is a set of diameter 2 in the curve graph C(S). Thus by Lemma 8.1, the intersection numbers between limit points of curves in short markings µ Xn , µ Yn and the laminations λ, ν are zero, respectively. Hence the relative twisting twist α (X n , Y n ) converges to twist α (λ, ν) up to a bounded additive error independent of α.
Proof of Theorem 1.4. Let [λ] be the projective class of some transverse measure on the lamination λ, constructed in Section 3: as it was shown in Lemma 6.5, there is an interval of choices for it. Then by Theorem 2.6, there is a pair (X, ν), where X is a point in Teichmüller space T (S) and ν is a complete lamination, such that the stretch path stretch(X, ν, t) converges to the point [λ] in Thurston boundary PMF(S) as t → ∞. For instance, any uniquely ergodic lamination ν would fit by setting X = F −1 ν (λ), since the set of measured foliations transverse to ν is whole MF(S) (see Section 2.8). Furthermore, in this case by Theorem 2.6 the stretch path stretch(X, ν, −t) converges to [ν] in Thurston boundary PMF(S) as t → ∞. We choose ν = ν Ψ to be the stable foliation of some pseudo-Anosov map Ψ on S. By Corollary 8.2 and Theorem 2.7, it remains to prove that the relative twisting numbers twist β (ν Ψ , λ) are uniformly bounded for all curves β in the curve graph C(S). Let µ Ψ be some marking that arises from the hierarchy of the pseudo-Anosov Ψ (see [25] ). Then by triangle ineqiality: twist β (ν Ψ , λ) twist β (ν Ψ , µ Ψ ) + twist β (µ Ψ , µ α ) + twist β (µ α , λ), where µ α = {α 0 , α 5 } is the marking from Figure 4 . The first term is uniformly bounded as all subsurface projections d Y (ν Ψ , µ Ψ ) are uniformly bounded by the periodicity of the hierarchy of markings that corresponds to Ψ (see [25] for details). The second term is bounded from above by the intersection number: twist β (µ Ψ , µ α ) i(µ Ψ , µ α ). The numbers twist β (µ α , λ) are uniformly bounded by Proposition 7.1, which completes the proof.
