Abstract-We study the performance of a statistical multiplexer whose inputs consist of a superposition of packetized voice sources and data. The performance analysis predicts voice packet delay distributions, which usually have a stringent requirement, as well as data packet delay distributions. The superposition is approximated by a correlated Markov modulated Poisson process (MMPP), which is chosen such that several of its statistical characteristics identically match those of the superposition. Matrix analytic methods are then used to evaluate system performance measures. In particular, we obtain moments of voice and data delay distributions and queue length distributions. We also obtain Laplace-Stieltjes transforms of the voice and data packet delay distributions, which are numerically inverted to evaluate tails of delay distributions. It is shown how the matrix analytic methodology can incorporate practical system considerations such as finite buffers and a class of overload control mechanisms discussed in the literature. Comparisons with simulation show the methods to be accurate. The numerical results for the tails of the voice packet delay distribution show the dramatic effect of traffic variability and correlations on performance.
I
I. INTRODUCTION N this paper we study the performance of a statistical multiplexer whose inputs consist of a superposition of packetized voice sources together with data traffic. The performance analysis predicts voice packet delay distributions, which usually have a stringent requirement, as well as data packet delay distributions.
While the problem was motivated by the desire to analytically gain insight into the performance of an integrated voice/data netork, the techniques developed are more broadly applicable. The methodology presented here provides new insights and can also be viewed as a step in the direction of reducing the dependence on simulations, which can be expensive and are typically used in studying performance issues for this class of problems. In addition, the analysis enables one to obtain low probability tails and high percentiles' of distributions, which cannot be obtained with simulations.
The input process to the statistical multiplexer is a fairly complex process and can possess correlations, in the number of arrivals in adjacent time intervals, which can significantly affect queueing performance. These correlations result from the fact that the aggregate voice packet Manuscript received May 1 1 , 1985; revised April 2, 1986 . The authors are with AT&T Bell Laboratories, Holmdel, NJ 07733. IEEE Log Number 8609928.
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[EEE, AND DAVID M. LUCANTONI arrival rate is a modulated process obtained bq ing the individual voice source packet rate by the numDer of voice sources in their talk spurt, which is itself a correlated process. Even if a component voice process is approximated as a renewal process, with deterministically spaced packets during a talk spurt followed by an exponentially distributed silence period, the superposition process is a complex nonrenewal process. Exact analysis of systems to which this superposition process is offered is intractable, especially when such systems contain finite buffers and overload control mechanisms.
The approach we take in this paper is to approximate the aggregate arrival process by a simpler, correlated, nonrenewal stream, which is modulated in a Markovian manner. The approximating stream is chosen such that several of its statistical characteristics identically match those of the original superposition. In choosing the approximating stream we are driven by the need for analytic simplicity as well as .the desire for versatility. A natural choice is the Markov modulated Poisson process (MMPP), which is a doubly stochastic Poisson process where the rate process is determined by the state of a continuous-time Markov chain. This process has previously been used to accurately approximate a superposition of packet arrival processes for a related problem [l] . One advantage of our characterization of the superposition of voice sources and data as an MMPP is that once we obtain the parameters of the process we can feed it into any system we like.
In this paper the packet voice/data multiplexer is modeled by feeding the MMPP into a single-server queue, served first-in-first-out (FIFO), with general service time distribution where the service distribution is the appropriate mixture of the voice and data packet service time distributions. A detailed analysis of this queueing system is presented where matrix analytic-algorithmic procedures [2] - [5] are used to compute, for example, 1) transforms of the delay .distributions, which are numerically inverted to' yield the tail of the delay distributions;
2) the queue length distributions; and 3) moments of the delay distributions. These measures are obtained for both voice and data traffic. The first quantity is of importance, for example, 0733-8716/86/0900-0856/$01 .OO 0 1986 IEEE in systems that have a performance criterion on the tail of the voice packet delay distribution.
We also show how the powerful matrix-analytic methodology can be applied to handle finite buffers and a particular type of overload control discussed in the literature. The control mechanism here is to use a variable bit rate on voice packets during congestion (see, e.g., [6] - [8] ). This would provide a graceful degradation of system performance during overload. The variable bit rate overload control is incorporated into the model by using state-dependent service times in the matrix-analytic methodology.
There has been a considerable amount of related work on this problem, and we refer the reader to [9] -[17] for details and further references. In a companion paper in this issue [16] , and in 1171, an approach based on approximating the superposition process by a renewal process with an inflated coefficient of variation for the interarrival time distribution is presented. The inflation factor for the arrival process depends on the system to which the process is offered, and simple closed-form formulas for the first two moments of delay, which capture the qualitative behavior, are given. The multiplexer is modeled as a FIFO queue with infinite buffers and state-independent service times. In [ 171 it is observed that although successive interarrival times can be nearly independent and exponentially distributed, these low correlations can have a cumulative effect over long time periods and can result in behavior significantly different than that of a Poisson process. In [ 131 a similar approach is used to analyze a multiplexer serving only packetized voice. For the purposes of comparison, the numerical examples presented here correspond to those in 1171.
In [ 151, approximate queue length distributions are obtained for the case where all sources are identical and have the same deterministic service time. This precludes mixing voice and data sources with different packet lengths.
We finally note that the methodology presented is fairly general, and the application to the voiceldata problem may be viewed as an illustration.
..
STATISTICAL PROPERTIES OF PACKETIZED VOICE PROCESSES
In this section we use renewal theory results to evaluate the mean, variance-mean ratio, and third central moment of the number of arrivals in a time interval for a superposition of packetized voice sources.
The packet stream from a single voice source is modeled by arrivals at fixed intervals of T ms during talk spurts and no arrivds during silences. In particular, we consider the packet arrival process from a single voice source to be a renewal process with interarrival time distribution given by
(where U(t) is the unit step function) and the Laplace-
with the mean packet arrival rate from a single source clearly given by
This corresponds to a geometrically distributed number of voice packets (with mean l/crT) during an approximately exponentially distributed talk spurt with mean a-' followed by an approximately exponentially distributed silent period with mean 0-l [18] - [21] . We note that the actual talk spurt durations here are discrete variables. The parameters used in this paper are given by 01-l = 352 ms, 0-' = 650 ms [22] , and T = 16 ms, which corresponds to the same single-source model used in [17] . It should be pointed out that the methodology we present is not restricted to the above voice source characterization. For example, we note that it is not necessary that the distribution of the silent period be exponential. This would allow, for example, the use of a silent period distribution which is a mixture of the distributions of silence due to pauses and silence due to listening.
Since each packetized voice process is a renewal process, we can use renewal theory results to study the moments of the number of arrivals in an interval. As we will see in the next section, these quantities will be useful in developing an approximation to the superposition process. Let N ( 0 , t) denote the number of arrivals of a stationary renewal process in the interval (0, t ) , let 
and var (~( 0 , 
and the index of dispersion for counts satisfies
where we have used the superscript S to denote the superposition variables. The third central moment for the superposition process,
where M2(t) and M3(t) are obtained from Laplace transforms inversion of (4b) and (4c) at the desired times, and M l ( t ) is obtained from (5a). From (6b) the variance-mean ratio for the superposition is identical to that of the individual processes. These results clearly enable us to compute the mean, variance-mean ratio, and third cental moment for the superposition over a finite time interval and the variance-mean ratio over an infinite time interval. We note that the variance-time curve 
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Thus, to accurately approximate the correlation properties of the superposition it is important that the approximate process provide a good match to the variance-time curve. This is considered in the next section.
111. APPROXIMATING 'THE SUPERPOSITION OF PACKETIZED *VOICE AND DATA STREAMS In this section we present a technique for approximating the superposition of a collection of voice sources and data traffic. Since the superposition process is a correlated nonrenewal stream, we choose the approximating process as a correlated nonrenewal process such that several of its statistical characteristics identically match those of the superposition.
In choosing the approximating process we are driven by the need for analytic simplicity as well as the desire for versatility. A natural choice is the MMPP. An MMPP is a doubly stochastic Poisson process where the rate process is determined by the state of a continuous-time Markov chain. We use a two-state Markov chain where the mean sojourn times in states 1 and 2 are r;' and r;', respectively. When the chain is in state j ( j = 1, 2) the arrival process is Poisson with rate A j . This process has been used to accurately approximate a superposition of packet arrival processes and subsequent queueing delays for a related problem [ 
11.
We choose the four parameters of the MMPP so that the following characteristics of the superposition are matched:
1) the mean arrival rate; 2) .the variance-to-mean ratio of the number of arrivals
3) the long term variance-to-mean ratio of the number

4) the third moment of the number of arrivals in (0, t2).
In the previous section we discussed the evaluation of these quantities for the superposition of packet voice processes. We thus have available to us Ms(t) = At, var ~' ( 0 , (9) we clearly have and
then we must solve the following equations:
(144 for the parameters X I , X2, r l , and r2. Note that-the righthand sides of (14) are all computable from the results for the superposition of packetized voice sources in Section 11.
We can solve for (r, + r2) directly from (14c) if b,, > 1, i.e., the variance-to-mean ratio of the superposition process at tl is greater than that of a Poisson process. Denote this solution by d = (rl + r2), which can be obtained, for example, by successive substitution in Furthermore, g ' y l , t ) can be written in terms of the parameters of the two-state MMPP, using the results of Appendix A to yield
*).
We thus see that (14d) can be written in the form
where K is known. 
We note that we still have freedom in choosing the time points tl and t2. Since the variance-time curve V(t) completely specifies the correlation structure of the process (see Section 11), we will choose tl and t2 to get a good fit to V(t), or equivalently V(t)/E(N(t)), over the entire range o f t . The data streams are incorporated into. the model by noting that the superposition of a Poisson process of rate Xd and a two-state MMPP with parameters X,, X2, rl, r2 is again a two-state MMPP with parameters XI + Ad, X2 + Xd, r l , r2. Thus, if the superposition of the data streams can be approximated by a Poisson process, then a trivial modification of the MMPP representing the packetized voice traffic will model the aggregate voice and data streams. If the data.traffic is not Poisson, then the original methodology of Section I1 is applied directly to the aggregate stream.
IV. QUEUEING PERFORMANCE-THE MMPP/G/l QUEUE In this section we discuss the performance of a statistical multiplexer with inputs consisting of the superposition of voice streams together with data streams. The streams are multiplexed onto a high-speed transmission line. This is modeled as a single-server queue where the service time of a packet is its transmission time on the line. In'view of the characterization of the superposition process as an MMPP as given in the previous section, we model the multiplexer as a MMPP/G/l queue. 1n.particular, if there is only voice on the system, then since all voice packets are of equal length we have an MMPPIDIl queue.
As discussed in Section 111, the arrival of data packets can be assumed to be a Poisson process and is trivially incorporated into the representation of the MMPP: We approximate the performance of the voice/data system by using an MMPPIGII queue where the service time distribution is. an appropriate mixture of the service times of voice and -data packets. This is not an exact model of the voice/data system since we are not keeping track of the order of voice and data packets in the queue, but as we will see in the next section, for the range of parameters of interest, the results agree very well with a simulation of the actual system.
Although the MMPP used in .this paper has only two states, the results presented below also appiy to the general case. In paizicular, consider an rn-state continuoustime Markov chain with infinitesimal generator R. When the Markov chain is in state j there are Poisson arrivals with rate Xi . These arrivals join a FIFO single-server queue, and the service times of all customers are independent and identically distributed with distribution function a( e ) . Let the ith moment about the origin of the service times be denoted by p ( i ) and let A be a diagonal matrix with the elements Xj along the diagonal.
Our main performance measures will be the distribution function and moments of the delay seen by voice and data packets. Let the vector of distribution functions W(x) have components %.(x) where %.(x) is the joint probability that at ,an arbitrary time the MMPP is in phase j and .that a virtual customer who arrived at that time would wait less than or equal to x before entering service. It is easy to show that the virtual waiting time distribution is given by W(x)e. The following algorithm describes the computation of W(x)e, from which the distributions of delays seen by an arbitrary packet arrival, voice packet arrival, and data packet arrival can be obtained. This is discussed after the presentation of the algorithm. Let ic be the stationary distribution of the Markov chain with generator R and let 3, be the vector with jth component Xi. The derivation of the virtual delay distribution is outlined in Appendix B, and the algorithm for computing the transform of the virtual delay distribution and the first two moments of the virtual waiting time is summarized as follows:
and
where where pj is the expected number of arrivals during a service that began in phase j .
where pj is the expected number of departures during a busy period that began in phase j .
Compute d such that dUG = d , de =. 1. It is clear that dj is the stationary probability of ending a busy period in phase j . Compute x. = (dUp)-ld. (~0 )~ is the stationary probability that a departure Ieaves the system empty with the MMPP in phase j . This is just the stationary probability of being in phase j at successive epochs which leave the system empty divided by the expected number of departures between such epochs.
Compute yo = (xX) xo(A -R)-' where (yo)j is the stationary probability of the system being empty and the phase of the MMPP being in phase j at an arbitrary point in time.
Finally, the LST of the virtual delay distribution is given by W(s)e where and H(s) is the LST of &x).
Remarks:
1) The above algorithm also holds for the m-state case if in steps 2 and 3 the explicit two-state formulas are replaced by computation of the appropriate stationary distribution g and matrix A .
2) Note that if the MMPP has only one state or if X j = X for all j , then the above expressions reduce to packets arrive according to a Poisson process, the delay they experience is equivalent to the virtual waiting time (i.e., Poisson arrivals see time averages [28] ). Therefore, the delay distribution seen by data packets is given by W d = w e . By conditioning on the type of arrival we can express the distribution of the delay of an arbitrary arrival in terms of the distribution of voice W,(x) and data delays as follows:
which can be solved for w,,(x). Note that X, = a and Ad have been defined in the previous section. Therefore, we can compute the delay seen by voice packets in terms of the parameters of the model and the quantities %(x), j = 1 , * * * , m. One advantage of our characterization of the superposition of voice and data as an MMPP is that once we obtain the parameters of the process we can feed it into any system we like. In particular, it enables us to model two very important practical situations: finite buffers and overload control.
One type of overload control which has been discussed in the literature is to use a variable bit rate on voice packets during congestion [6]- [8] . This would provide a graceful degradation of system performance during overload. The variable bit 'rate can be incorporated into the model by making the service times state dependent. That is, when the buffer lengths exceed some thresholds, the service time of voice packets decreases (i.e., bits are dropped). The effect of finite buffers on the model would be the truncation of the state space of the embedded Markov renewal process (see Appendix B). We illustrate these modifications by displaying the transition probability matrix for a small example (because of space limitations). For example, suppose the system has capacity for four packets. When the number of packets in the buffer is less than or equal to 2 the service time distribution is R( e ) , and when the number of packets is greater than 2 the ser- and Bn( -) are as defined in Appendix B, Cn(x) = j$ P(n, t) dR,(t), and P(n, t ) is defined in Appendix B.
Using Markov renewal theory similar to that used in Appendix B, the performance measures of this system may be derived. Since the MMPP has only two phases, the above matrix is of order 2(N + 1) where N is the system size, so that analyzing a system with a capacity of 100 packets is completely feasible. 
V. NUMERICAL RESULTS AND DISCUSSION
As indicated in Section 11, the parameters used for conversational speech will be CY-' = 352 ms for the mean talk-spurt duration and fl-' = 650 ms for the mean silentperiod duration. The time interval between packet arrivals from a voice source in a talk spurt is assumed to be T = 16 ms. Fig. 1 shows the variance-mean ratio curve Z(t) for the superposition of packetized .voice processes. Also shown on the figure is the corresponding curve for the MMPP approximation, where we have chosen tl = 500 ms to get a good fit over the entire range of t in order to accurately approximate the correlation properties of the input process over the entire range of t. We note that Z(t) for the MMPP is insensitive to t2. Initially, we choose t2 = t , = 500 ms. For the purpose of comparison to the results of [17] we will use the same line speed (I .536 Mbitsls) and voice packet length (64 bytes), which result in a fixed voice packet service time of 1/3 ms. We also use the same data packet length distribution, .which is geometrically distributed with mean 50 bytes. As in [17:1, data packets are assumed to arrive as a Poisson process (although our methodology is not restricted to this). Fig. 2 shows the mean delay as a function of the number'of active voice lines for the case of voice traffic only. Results are shown for a simulation of the actual system and for our MMPP 'model, which is seen to be very accurate over the entire range. Also shown on the figure are results from [ 171, which have comparable accuracy above 120 lines, corresponding to a utilization of 0.88 and somewhat poorer accuracy for p < 0.88. The correlation and traffic variability effects of the input process are. seen by comparing the results to the Poisson curve shown. It is seen that these effects become significant above 100 voice lines, which corresponds to a line utilization of p = 0.73. Fig. 3 shows the standard deviation of delay for the same problem, and times, for both model and simulation results is more than an order of magnitude larger than the corresponding Poisson input case. We note that accurately capturing the mean delay requires the exact and model results for the complementary delay distributions to cross as shown. We expect that to more accurately capture the long tail behavior would require an MMPP with more levels. The multilevel MMPP/G/l model described would be useful in this case.
We now turn our attention to the sensitivity of the above results to the parameter t2. Recall that the actual skewness parameter pF'(0, t) is matched at t = t2. Results shown in Fig. 6(a) and (b) correspond to t2 = 1 s, which approximately maximizes the high arrival rate of the two-state MMPP. This yields more accurate results for 120 lines and slightly less accurate results for 125 lines. On the other hand, although the distribution tail is somewhat affected by where the skewness parameter is matched, the mean and standard deviation results shown in Figs. 2 and 3 are relatively insensitive to t2. Furthermore, as noted earlier, the index of dispersion results shown in Fig. 1 are insensitive to t2. Investigation of the determination of good choices for t2 is left to future work. Considering the fact that we are using a two-level process to approximate a process of more .than 120 levels, the results are amazingly accurate. The use of more levels in the MMPP is also left for future work.
VI. CONCLUSIONS.
A methodology has been developed for characterizing a superposition of packetized voice sources and data traffic as 'an MMPP and for evaluating the performance of a statistical multiplexer with the above input. The methodology is rich in that it uses powerful, modern, matrix-analytic techniques and enables us to obtain important performance measures, such as tails of voice packet delay distributions. It is also rich in that it enables, as outlined, the study of bit-dropping overload control mechanisms. We also note that we have avoided the need for using expensive simulations. While the methodology has been applied to an integrated voiceldata problem, it can also be obtain the probability generating function of the number of arrivals in an interval of length t , -N,(N, -1) (N, -2) .
('42)
To evaluate the required third derivative we observe that used to characterize more general superpositions of renewal, or even Markov-modulated processes. We finally observe.that the methodology is based on traffic count statistics which have been obtained analytically. In a postcutover environment they may also be directly obtained from system measurements. The statistical accuracy of the ' traffic parameter estimates based on counts, for the class of inputs considered in this paper, is left for future work. We note that the problem of estimating parameters of an MMPP, based on measurements of actual arrival times of customers, has been considered in [3 11. APPENDIX A We obtain explicit closed-form expressions for the third moment of'the number of arrivals in the interval (0, t) for a two-state MMPP. Recalling that an MMPP is a doubly stochastic Poisson process where the rate process is determined by the state of a continuous-time Markov chain, we denote r;' and r-2' as the mean sojourn times in states 1 and 2 , respectively, of the underlying chain and Xj ( j = 1, 2 ) as the arrival rate of the Poisson process when the chain is in state j . Also, denote re as the equilibrium probability vector for the Markov chain. Since the twostate MMPP is a special case of the Versatile Markovian Point Process treated in In this appendix we outline a general procedure for solving the MMPP/G/l queue. These methods were pioneered by Neuts and have been used successfully to solve a large number of stochastic models [2] -151. The results presented here are not new. .In fact, the MMPP/G/ 1 queue is a special case of the much more general N/G/l queue studied by Ramaswami [4] . Our purpose of including this discussion here is to make these methods accessible to a wider audience. Because of space limitations in this appendix, only an outline of the analysis is presented. The reader should supply the proofs and intermediate derivations as they often involve analytic manipulations which are useful in many other applications of the methodology. Similar proofs and derivations are contained in the above references.
The basic philosophy of the methodology is to use probabilistic arguments to derive relationships which will lead to simple stable algorithmic procedures for obtaining quantities of interest. The essential tool is Markov renewal theory [27] .
The definition of the MMPP and its parameters has already been given. Here we assume that this process generates arrivals to a single-server queue with a general service time distribution B( .) with moments LC('), i 2 1, when they exist. Let { 7,: n 1 0} denote the successive epochs of departure (with T~ = 0), and define X , and J, to be, respectively, the number of customers in the system and the phase of the MMPP at T,'. The sequence { ( X n , J,, 
S ,
where P,(n, t ) is the conditional probability, given that the underlying Markov process starts in state i at time 0, that at time t it is in state j and there were n arrivals in (0, r). Note that O,(x) is just the probability that the first arrival to an empty system occurs at or before time x with the MMPP in phase j given that the idle period started at time 0 in phase i.
The goal of this analysis is to derive the virtual waiting time distribution. It is clear that this will involve the stationary distribution of the number in system and phase of the MMPP at an arbitrary time epoch. In order to derive this, we first need the stationary distribution embedded at departure epochs. In particular, we need the stationary probability that a departure leaves the system empty with the MMPP in statej, denoted by x(0, j ) . This is equal to the reciprocal of the expected number of transitions in the Markov chain with transition matrix Q = &(a), between successive returns to (0, j ) . We refer to the set of states {(i, l), --, (i, m)}, corresponding to i customers in the system, as level i. It is clear from the structure of Q that the process may move up many levels in one transition, but may move down only one level at a time (since we are observing at departures). Therefore, the mean number of steps between transitions from i + 1 to i is a crucial ingredient in the mean recurrence times to level 0. Also, from the structure of Q, the probabilistic structure of transitions from i + 1 to i is independent of i, for i 2 0. We now study this structure.
Let the matrix a n ) have components Gjk(n) defined as the probability that the embedded Markov chain reaches where A(") is the n-fold convolution of ii< e ) with itself.
The first term is obtained as follows. The last departure before time t occurred at time 7 and left u1 2 1 customers in the system. Between 7 and t there were u2 1 0 arrivals, so that at time t :there are a total of u1 + u2 customers in the system. The service time of the customer who entered service at time 7 ends at some time t + w. Now, for the customer who arrived at time t to enter service before time t + x, there must be u1 + u2 -1 departures in x -w.
The second .term is obtained in a similar way except that the last departure at time 7 leaves the system empty, and we must keep track of the phase of the MMPP during the idle period. Let the vector W ( x ) have components Remarks on the Numerical Procedures: 1) It is shown in Lucantoni and Ramaswami [29] that the matrix G needed in the above analysis may be computed efficiently by successive substitutions in the following system. Start with Go = 0, and fork = 0, 1, 2, -compute Hn+ 1.k = [I -t O-'(R -A)]Hn,k -k e-'AH,,,Gk, n = 0 , 1 , 2 , -* . , where HO,k = I, 0 = max ( X j -Rjj) and yn = j ; .e-*.r ((Ox)"ln!) dZ?(x). It is shown in [29] that the sequence Gk converges monotonically to G. This procedure avoids computing and storing the matrices A,.
2) We note that when A( -> is deterministic with mass at d, then is computed recursively by yo = e-*d, yn = (Odh) yn-n 2 1. If H( -) is geometric, i.e., where the sequence i t n } is given by lo = e-*' > t n = ( O h ) n = 1, 2, . . .
