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Warning signal generators in cars are being developed that
have the objective to warn vulnerable road users. Several
sensor systems exist which are able to reveal the position
of the vulnerable road users, which information can be used
by the warning signal generator. Based on this information,
the signal generator can be designed to generate the specifed
warning signal at the location of the vulnerable road user
while the acoustic response at other locations is minimized in
order to reduce noise pollution. The directional sound beam
was realized with an array of controlled acoustic sources.
Changes of the relative positions of the vehicle and the
vulnerable road user require continuous adjustments of the
sound beam. Different methods to generate the sound beam
are described and experimental results are shown. Rapid real-
time adjustment of the beaming direction is possible even
if the beamformer is recomputed everytime a new steering
direction is required.
Introduction
Studies [1, 2] have shown that (hybrid) electrical vehicles
pose an increased risk to pedestrians and bicyclists when
compared to traditional vehicles with combustion engines.
This increased risk is due to the low noise production at
slower speeds, where tire noise is not yet dominant. These
speeds are typically below 30 km/h. To improve safety, a
sound source can be used to improve detection of electrical
vehicles if required. In this paper, it is suggested to make
use of a directional sound beam in order to reduce the
noise pollution. This directional beam is designed to be
able to produce a specified acoustic response in a given
target direction whilst minimizing the response in the other
directions. The algorithms that are able to create such a beam
through producing filters for use with transducer arrays are
commonly referred to as beamformers.
Much work on beamforming has been done in the electro-
magnetic domain, using antenna arrays to receive specific
frequencies from specific directions. In [3], many of these
earlier approaches are summarised and referenced. Later on,
this concept was expanded for the use of microphone arrays of
which the book [4] provides many approaches and serves as
an important background for beamforming in general. Further
work includes automatic steering of the array as in [5]. Due to
the reciprocity theorem, the algorithms that are designed for
these receiving arrays can be applied to transmitting arrays
of point-sources as well. For source arrays the amount of
radiated power is often critical and therefore these sources
can not be considered to be small. Furthermore, in some
configurations there is a strong coupling between the sources.
Moreover, the radiation geometry can be complex and there
can be differences between the sources as well. Therefore, the
methods that are considered are all based on measured transfer
functions.
The most simple method of beamforming is commonly known
as delay-and-sum [4, 6]. This method is designed to compen-
sate for the different phase differences between the sources
and the bright spot in order to ensure that they are con-
structive. Additional compensation for different, possibly
frequency dependent source sensitivities to each target sensor
can be included. An approach which is specifically designed
for transmitting type arrays is the contrast control approach
[7, 8]. A variant known as acoustic energy difference was later
proposed in [9]. These methods optimize the contrast between
the bright and dark zones. The least-squares algorithm
described in [4, 6] aims to find a sound pressure field that
matches the desired field. In [10], a frequency-invariant
approach is introduced for an omnidirectional receiving array.
A method for loudspeaker arrays which constrains the re-
sponse at certain sensors, minimizes the response at other sen-
sors, and which can be used with arbitrary transfer functions
is described in Ref. [11]. This algorithm will be called the
sound power minimization method. Yet another approach to
creating a directional source was introduced in [12] under the
name of the time-reversal approach. This algorithm reverses
the impulse response from the loudspeaker to the focus point,
effectively using the reflections that are present to focus the
sound. As also noted in [13], the performance greatly depends
on the surrounding which makes this algorithm impractical
for dynamic environments. A framework for comparison of
regularisation methods is presented by Elliott [14].
Methods
Let us define N loudspeakers at positions r =[
r1 r2 . . . rN
]
and the vector G(x) containing the
transfer functions from the loudspeaker positions r to the
receiver point x:
G(x) =
[
G (r1|x) G (r2|x) . . . G (rN |x)
]
. (1)
The source strength vector q =
[
q1 q2 . . . qN
] is
defined to describe the input to each source. The pressure
in a point x is therefore given by
p(x) = G(x)q. (2)
The acoustic potential energy eV in a region V is related to
the mean magnitude squared value of the pressure integrated
over the volume of V :
eV =
1
V
∫∫∫
V
p(x)∗p(x) dx, (3)
in which ∗ denotes the complex conjugate.
In the discrete space domain, eV can be approximated by
sampling at sufficiently small intervals. This then leads to the
following matrix-vector representation:
eV ≈ 1
M
M∑
m=1
p(xm)∗p(xm)
= qHRV q.
(4)
with
RV =
1
M
M∑
m=1
G(xm)HG(xm). (5)
Here, the matrix RV can be interpreted as the spatially
averaged correlation matrix of transfer functions defined on
the sampled points of the sampled acoustic region V .
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Figure 1: Illustration of an acoustic bright zone and an acoustic dark
zone.
As illustrated in Fig. 1, two distinct types of regions are
defined: a bright and a dark region. Furthermore, the total
region is defined as the combination of both bright and dark
zones. These regions will be abbreviated by subscripting b
(bright), d (dark) or t (total). Then let eb, ed and et denote
the energy of these regions and let Rb, Rd and Rt denote their
correlation matrices of transfer functions (as defined in Eq.
(5)).
The resulting algorithms for calculating the source strength
vectors are as follows:
1. Delay and sum
q =
G∗
GHG
(6)
2. Contrast control
Jcc =
eb
et
=
qHRbq
qH (Rt + βI) q
. (7)
Here, q is the eigenvector belonging to the maximum
eigenvalue of (Rt + βI)−1 Rb.
3. Acoustic energy difference
Jaed =
eb − αed
eq
=
qH (Rb − αRd) q
qHq
. (8)
In this case, q is the eigenvector belonging to the max-
imum eigenvalue of Rb − αRd. Note that no regular-
ization factor β is required since no matrix inversion is
performed, but an eigenvalue computation instead.
4. Least squares
q = Gˆ†p, (9)
in which † denotes the pseudo-inverse.
5. Sound power minimisation
Jspm = qHRtq + βqHq + f(λ, c), (10)
in which λ is a Lagrange multiplier and c is a constraint.
For a quantitative and objective performance comparison,
different measures were used. These are the directivity, also
commonly referred to as acoustic contrast or signal to noise
ratio, efficiency, also commonly referred to as sensitivity and
white-noise gain, consistency and beam-width.
The directivity is defined as:
Q(ω) = 10 log
M |px(ω)|2∑M
i=1 |pi(ω)|2
= 10 log
eb(ω)
et(ω)
as dimRb = 1× 1 ∀ω,
(11)
where px is the pressure at the target point and p1 . . . pM are
the pressures in the entire region of interest. The directivity
describes the ratio between the sound pressure at the target
point against the sound pressure in the area of interest and
is therefore a measure of how well the sound is directed
towards the target point. Some other criteria to evaluate the
performance were used as well. The efficiency is defined as:
η(ω) =
|px(ω)|2
q(ω)Hq(ω)
=
eb(ω)
q(ω)Hq(ω)
as dimRb = 1× 1 ∀ω,
(12)
which weighs the pressure in the target area against the
amount of control energy that is required.
The consistency is defined as:
σ =
√√√√ ωL∑
ω=ωU
|px(ω)− pc|2, (13)
which is a measure for the deviation from the target pressure.
Note that this measure does not depend on frequency.
The beam width is defined as in equation (14) and represents
the amount of area which is perceived as more than half as
loud as in the focus point.
W (ω) =
∑M
i=0 μ(i, ω)
M
,
μ(i, ω) =
{
1 when 10 log |pi(ω)|
2
|pc(ω)|2 ≥ −10
0 otherwise
.
(14)
Results
Experiments were performed to find the most suitable algo-
rithm for use with this application. In these experiments, the
acoustic performance was evaluated, as well as their stability
and suitability for real-time implementation.
Three sets of experiments were defined with increasing order
of realism: 1) simulations using ideal point sources in free-
field conditions, 2) adding a fully reflective ground surface
and 3) using measured transfer functions and a real-time
implementation in the field.
Implementation
All methods as decribed above were implemented and eval-
uated in real-time. Experiments were performed to validate
the simulation results. Measurements were performed in
free-field, on asphalt using an 8-element uniform array de-
signed for a maximum frequency of 3kHz, using a real-time
implementation with Matlab/Simulink based on hardware as
described in [15]. The sources were standard moving coil
loudspeakers of nominal 5cm diameter, mounted in a closed
box with a spacing of 5.8 cm between the centers of the
sources. The height of the box above the asphalt was 60cm.
The height of the microphones above the asphalt was 1.75
m. Measured transfer functions were used to determine
the frequency domain control coefficients using a sampling
frequency of 6 kHz. The transfer functions were obtained
between the 8 sources and 15 microphones at a distance of
5 m from the center of the source array.
The Sound Power Minimization approach has the advantage
that its implementation is relatively flexible. New beaming
directions can be computed very efficiently based on stored
transfer functions. In principle, for all methods the required
beaming directions can be computed in advance and can be
stored in memory if the number of possible beams is lim-
ited. In order to obtain smooth transitions between different
beaming directions, a relatively dense interpolation grid may
be required, leading to a large number of controller solutions.
Furthermore, if several beams have to be produced at the same
time without knowing in advance which combinations are re-
quired then the number of controller coefficients will increase
even more. Direct computation of the controller coefficients
once a request for a different beam is received is a solution
providing more flexibility at a reasonable computational cost
and less memory requirements. The control coefficients can
be computed efficiently for each new beaming angle with the
sound power minimization strategy. The size of the matrix
inversion that needs to be recomputed depends on the number
of the acoustic constraints, which is usually low. Other matrix
inverses in this method are more complex, but do not have
to be recomputed and therefore can be stored. Therefore, in
the sound power minimization method this computation can
be implemented efficiently, providing a flexible solution for
generation of one or more beams in the directions specified
by the sensor system.
Experiments
For all methods, it was found that there was agreement
between the simulations and the real-time implementation.
The Acoustic Energy Difference method and the Contrast
Control method led to a reduction of the signal output if the
coherence was significantly lower than unity, such as near
the dips in the response caused by the ground reflection.
The Sound Power Minimization approach sustained the beam
at more frequencies than the Acoustic Energy Difference
method and the Contrast Control method. The beam of the
Sound Power Minimization method was found to be slightly
more narrow than the beam of the Acoustic Energy Difference
mthod. The Acoustic energy difference method had somewhat
lower sidelobes than the Sound Power Minimization, but
precise tuning was required through the parameter α. The
beam of Delay and Sum is relatively wide, especially at low
frequecies. For arrays with a relatively small size expressed
in wavelengths such as considered in this application, the
beams produced by Delay and Sum are found to be too
wide. The Sound Power Minimization method and the
Acoustic Energy difference method were found to give the
best overall acoustic performance for this application. Figure
2 shows the resulting beamforming result for the Sound Power
Minimization method. The dips at certain frequencies due to
the ground reflection are clearly visible. In addition to the
real-time implementation on the Matlab-Simulink system, the
sound power minimization method was implemented on an
embedded SHARC DSP based platform. On this embedded
platform a new beam could be computed and produced within
30ms.
Figure 2: Real-time beamforming result in dB re 20 µPa at 5m
distance for the Sound Power Minimization method.
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