A search for supersymmetry is presented based on events with large missing transverse energy, no isolated electron or muon, and at least three jets, with one or more identified as a bottom-quark jet. A simultaneous examination is performed of the numbers of events in exclusive bins of the scalar sum of jet transverse momentum values, missing transverse energy, and bottom-quark jet multiplicity. The sample, corresponding to an integrated luminosity of 19.4 fb −1 , consists of proton-proton collision data recorded at a center-of-mass energy of 8 TeV with the CMS detector at the LHC in 2012. The observed numbers of events are found to be consistent with the standard model expectation, which is evaluated with control samples in data. The results are interpreted in the context of two simplified supersymmetric scenarios in which gluino pair production is followed by the decay of each gluino to an undetected lightest supersymmetric particle and either a bottom or top quark-antiquark pair, characteristic of gluino mediated bottom-or top-squark production. Using the production cross section calculated to next-to-leading-order plus next-to-leading-logarithm accuracy, and in the limit of a massless lightest supersymmetric particle, we exclude gluinos with masses below 1170 GeV and 1020 GeV for the two scenarios, respectively. 
Introduction
The standard model (SM) of particle physics has proved to be remarkably successful in describing phenomena up to the highest energy scales that have been probed. Nonetheless, the SM is widely viewed to be incomplete. Many extensions have been proposed to provide a more fundamental theory. Supersymmetry (SUSY) [1] [2] [3] [4] [5] [6] [7] [8] , one such extension, postulates that each SM particle is paired with a SUSY partner from which it differs in spin by one-half unit, with otherwise identical quantum numbers. For example, squarks and gluinos are the SUSY partners of quarks and gluons, respectively. One of the principal motivations for SUSY is to stabilize the calculation of the Higgs boson mass. For this stabilization to be "natural" [9] [10] [11] , top squarks, bottom squarks, and to a lesser extent gluinos, must be relatively light. If top and bottom squarks are light, their production is enhanced, either through direct pair production or through production mediated by gluinos, where the latter process is favored if the gluino is relatively light so that its pair production cross section is large. Since the decay products of both bottom and top squarks include bottom quarks, natural SUSY models are characterized by an abundance of bottom-quark jets (b jets).
In R-parity-conserving [12] SUSY models, supersymmetric particles are created in pairs. Each member of the pair initiates a decay chain that terminates with the lightest SUSY particle (LSP) and SM particles, typically including quarks and gluons, which then hadronize to form jets. If the LSP only interacts weakly, as in the case of a dark-matter candidate, it escapes detection, potentially yielding significant missing transverse energy (E miss T ). Thus large values of E miss T provide another possible SUSY signature.
In this Letter, we present a search for SUSY in events with at least three jets, one or more of which are identified as b jets (b tagged), and large E miss are presented in Refs. [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] . The current analysis is an extension of the study presented in Ref. [23] , which was based on 4.98 fb −1 of data collected at √ s = 7 TeV. We retain the same basic analysis procedures, characterized by a strong reliance on control samples in data, to evaluate the SM backgrounds. The principal backgrounds arise from the production of events with a top quark-antiquark (tt) pair, a single-top quark, a W boson in association with jets (W+jets), a Z boson in association with jets (Z+jets), and multiple jets produced through the strong interaction, in which a b-tagged jet is present. We refer to events in the latter category as quantum chromodynamics (QCD) multijet events. For W+jets events and events with top quarks, significant E miss T can arise if a W boson decays into a neutrino and a charged lepton. The neutrino provides a source of genuine E miss T . For events with a Z boson, significant E miss T can arise if the Z boson decays to two neutrinos. For QCD multijet events, significant E miss T can arise when a charm or bottom quark undergoes semileptonic decay, but the main source of E miss T is a mismeasurement of jet transverse momentum p T . The QCD multijet category excludes events that are contained in the other categories.
As new-physics scenarios, we consider the simplified SUSY spectra [26] [27] [28] [29] in which gluino pair production is followed by the decay of each gluino g into a bottom quark and an off-shell bottom squark or into a top quark and an off-shell top squark. The off-shell bottom (top) squark decays into a bottom (top) quark and the LSP, where the LSP is assumed to escape detection, leading to significant E miss T . A possible LSP candidate is the lightest neutralino χ 0 1 ; we therefore use the symbol χ 0 1 to denote the LSP. We assume all SUSY particles other than the gluino and the LSP to be too heavy to be produced at current LHC energies, and the gluino to be short-lived. The production cross section is computed [30] [31] [32] [33] [34] at the next-to-leading order (NLO) plus nextto-leading-logarithm (NLL) level. We denote the g g → 2 × bb χ 0 1 process as the T1bbbb scenario and the g g → 2 × tt χ 0 1 process as the T1tttt scenario [35] . Event diagrams are shown in Fig. 1 . If the bottom (top) squark is much lighter than any other squark under the conditions described above, gluino decays are expected to be dominated by the three-body process of Fig. 1a (1b) . The gluino and LSP masses are treated as independent parameters.
It is rare for a T1bbbb event to contain an isolated high-p T lepton. To define the search region for this study, we therefore veto events with an identified isolated electron or muon. We also veto events with an isolated charged track, characteristic of τ-lepton decay. The corresponding collection of events is referred to as the zero-lepton (ZL) or "signal" sample. Besides the ZL sample, control samples are defined in order to evaluate the SM background. To evaluate the backgrounds from top-quark and W+jets events (where "top quark" refers to both tt and single-top-quark events), we select a top-quark-and W+jets-dominated control sample by requiring the presence of exactly one identified isolated electron or muon. We refer to this sample as the single-lepton (SL) sample. (Top-quark and W+jets events are grouped into a single background category because of their similar experimental signatures.) To evaluate the QCD multijet background, we employ the minimum normalized azimuthal angle ∆φ min [23] between the E miss T vector and one of three highest-p T jets, selecting a QCD-dominated control sample by requiring small values of this variable. 1 We refer to this control sample as the low-∆φ min (LDP) sample. The Z+jets background is evaluated with control samples of Z → + − events ( = e and µ). Our analysis is performed in the framework of a global likelihood fit that simultaneously analyzes the signal and background content, accounting for signal contributions to the ZL and control samples in a unified and consistent manner.
In contrast to T1bbbb events, events in the T1tttt scenario are expected to appear in both the ZL and SL samples. Since our global likelihood fitting procedure can account for T1tttt contributions to the control samples, the analysis procedures and background evaluation methods used to examine the T1tttt scenario are essentially the same as those used for the T1bbbb scenario.
This study extends the analysis of Ref.
[23] by exploiting the expected differences in shape between the T1bbbb or T1tttt scenario and each of the SM background components in the distributions of E miss T , the number N b-jet of b-tagged jets in an event, and H T , where H T is the scalar sum of jet p T values. (The quantitative definitions of E miss T and H T are given in Section 3.) The data are divided into mutually exclusive bins in these three variables, as indicated schematically in Fig. 2 . The E miss T and H T distributions are divided into four bins each. The definitions charged hadrons (for electrons and muons, also photons and neutral hadrons) surrounding the lepton or track within a cone of radius (∆η) 2 + (∆φ) 2 = 0.3 (0.4 for muons), divided by the lepton or track p T value itself, is less than 0.15, 0.20, and 0.05, respectively.
Identification of b jets is based on the combined-secondary-vertex algorithm described in Ref. [41] (we use the "medium" working point). This algorithm combines information about secondary vertices, track impact parameters, and jet kinematics, to separate b jets from light-flavoredquark, charm-quark, and gluon jets. The nominal b-tagging efficiency is 75% for jets with a p T value of 80 GeV, as determined from a sample of simulated b-jet-enriched events [41] . The corresponding misidentification rate for light-quark jets is 1.0%.
Control samples, search regions, and event simulation
The top-quark-and W+jets-dominated SL control sample is defined by selecting events with exactly one electron or one muon, using the lepton selection criteria and all other nominal selection requirements given in Section 3, with the exception of the requirement that there be no isolated track. To reduce potential contributions from signal T1tttt events, we apply an additional requirement m T < 100 GeV to the SL sample only, where
is the transverse mass formed from the E miss T and p T (lepton transverse momentum) vectors, with ∆φ ,E miss T the corresponding difference in the azimuthal angle.
The region ∆φ min < 4, with all other nominal selection requirements from Section 3 imposed, defines the QCD-dominated LDP control region.
To evaluate the Z+jets background, we select Z+jets control samples with Z → e + e − and Z → µ + µ − decays, as described in Section 5.3.
The data are divided into mutually exclusive bins of E miss T , H T , and N b-jet , as shown in Fig. 2 . This binning is chosen based on simulation studies with SUSY signal and SM background event samples, for which signal sensitivity in the presence of SUSY events, and limits in the absence of such events, are both considered. The best performance is obtained with relatively narrow bins at low H T and E miss T , which help to characterize the background shapes, and with multiple bins at high H T and E miss T , which provide regions with reasonable signal efficiency and very little background. Within this general framework, the sensitivity is found to be relatively independent of particular binning choices.
To illustrate the characteristics of the events, Fig. 3 < m g . The signal samples are based on MADGRAPH, with up to two partons present in addition to the gluino pair. The decays of the gluino are described using a pure phase-space matrix element in PYTHIA. To reduce computational requirements, the detector is modeled with the CMS fast simulation program [49, 50] , with corrections to account for modest differences observed with respect to the GEANT4 simulation. Figure 3 includes the distributions of two representative T1bbbb scenarios, one with (m g , m χ 0 1 ) = (600 GeV, 500 GeV) and the other with (m g , m χ 0 1 ) = (1225 GeV, 150 GeV), both of which are at the limit of our expected sensitivity (Section 6).
All MC samples incorporate the CTEQ6.6 [51, 52] parton distribution functions, with PYTHIA used to describe parton showering and hadronization. The MC distributions account for pileup interactions, as observed in data. In addition, we correct the simulation so that the b-tagging and misidentification efficiencies match those determined from control samples in the data. The b-tagging efficiency correction factor depends slightly on jet p T and has a typical value of 0.95 [41] . A further correction, applied to the signal samples, accounts for mismodeling of initial-state radiation (ISR) in MADGRAPH. This correction is derived by comparing the efficiencies in data and simulation to reconstruct events with a boosted Z boson, tt pair, and WZ boson pair. The correction is negligible except for small values of the gluino-LSP mass difference where it can be as large as 20% for both the T1bbbb and T1tttt samples.
Likelihood function and background evaluation methods
In this section, we present the definition of the likelihood function and describe the background evaluation methods. We use the following notation:
• ZL: the zero-lepton event sample;
• SL: the single-lepton event sample;
• LDP: the low-∆φ min event sample; • Zee and Zµµ: the Z → e + e − and Z → µ + µ − event samples;
• ttWj: the top-quark and W+jets background component, where "top-quark" includes both tt and single-top-quark events;
• QCD: the QCD multijet background component;
• Zνν: the Z+jets (where Z → νν) background component;
• SUSY: the signal component;
• µ C S; i,j,k : the estimated number of events in bin i, j, k of event sample S for component C without accounting for trigger efficiency, where i, j, and k denote the bin in E miss T , H T , and N b-jet , respectively, and C denotes ttWj, QCD, or one of the other signal or background terms;
• n S; i,j,k : the estimated number of events in bin i, j, k of event sample S from all components after accounting for trigger efficiency;
• trig S; i,j,k : the trigger efficiency in bin i, j, k for event sample S; • N S; i,j,k : the observed number of events in bin i, j, k for event sample S.
Top-quark and W+jets background
The SL sample is used to describe the shape of the top-quark and W+jets background in the three analysis dimensions of E miss T , H T , and N b-jet . The SL sample thus provides a threedimensional (3D) binned probability density function (PDF) determined directly from data. The top-quark and W+jets background in each bin of the ZL sample is determined from this measured 3D shape, simulation-derived bin-by-bin corrections S ttWj i,j,k , and an overall normalization term R ttWj ZL/SL that is a free parameter in the fit, as described below. With respect to SM processes, the SL sample is assumed to be populated by top-quark and W+jets events only. Contributions from QCD multijet and Z+jets events are small (around 1% on average) as seen from Fig. 3 , and are accounted for with a systematic uncertainty. The contribution from T1bbbb events is negligible because isolated leptons are rare in the T1bbbb scenario. In contrast, with four top quarks in the final state, T1tttt events often contain an isolated high-p T lepton, resulting in events that populate the SL sample. Therefore, we presume
where S SUSY SL; i,j,k is a nuisance parameter. For the T1bbbb scenario, µ SUSY SL; i,j,k = 0. We calculate the ratio of the number of top-quark and W+jets events in the ZL sample to the corresponding number in the SL sample, as predicted by simulation, after normalization to the same integrated luminosity. We consider the simulated ZL-to-SL ratios in groups of 16 bins, one group corresponding to N b-jet = 1, one to N b-jet = 2, and one to N b-jet ≥ 3 (see Fig. 2 ). The N b-jet = 1 results are normalized by dividing them by the average ratio value over the 16 bins. The resulting normalized ZL-to-SL ratios are shown in the left plot of Fig. 4 . The corresponding results for N b-jet = 2 and N b-jet ≥ 3 are shown in the center and right plots, respectively. Were the 3D shape of top-quark and W+jets events the same in the simulated ZL and SL samples, all points in Fig. 4 would be consistent with unity. Deviations from unity on the order of 20-50% are seen for some points, indicating a shape difference between the two samples. The shape difference is strongest in the H T dimension. This H T dependence is due to the lepton isolation requirement, which is less likely to be satisfied as H T increases. Consistent results are found if the POWHEG or MC@NLO [53] generator, rather than MADGRAPH, is used to produce the tt MC sample.
Our estimate of the top-quark and W+jets contribution to bin i, j, k of the ZL sample is thus
where R ttWj ZL/SL is the scale factor common to all bins mentioned above and the S ttWj i,j,k factors are the MC-based terms presented in Fig. 4 , which account for the 3D shape differences between the ZL and SL samples. In the likelihood function, the S ttWj i,j,k terms are treated as nuisance parameters whose values are determined in the fit, each constrained by a lognormal PDF. The median of the lognormal is the corresponding value shown in Fig. 4 , while the geometric standard deviation is ln(1 + σ rel ), with σ rel the relative uncertainty of the corresponding S ttWj i,j,k term, determined from the quadratic sum of its statistical uncertainty and one half the difference from unity. In addition, we vary the W+jets cross section by 100% [54] . The difference with respect to the standard result defines an uncertainty for a lognormal distribution that is applied as an additional constraint on the S ttWj i,j,k terms. An analogous constraint is derived through variation of the single-top-quark cross section by 30% [55] . 
QCD multijet background
The QCD multijet background in each bin of the ZL sample, in the 3D space of E miss T , H T , and N b-jet , is determined from the number of events in the corresponding bin of the LDP sample, in conjunction with multiplicative scale factors described below. Before applying these scale factors, the contributions of top-quark and W+jets events are subtracted from the measured LDP results, as are the contributions of Z+jets events. The estimate of the top-quark and W+jets contribution to the LDP sample is determined from the data-derived top-quark and W+jets event yield in the ZL sample, found in the likelihood fit (Section 6) for the corresponding bin, multiplied by the MC ratio of LDP to ZL events for that bin, and analogously for the Z+jets contribution to the LDP sample (these subtractions are performed simultaneously with all other aspects of the fit). The uncertainty assigned to this subtraction procedure accounts for the total uncertainty of the respective ZL event yield, and for a 10% uncertainty associated with the simulated ratio, where the latter term corresponds to the average statistical uncertainty of the MC ratio values.
The top row of Fig. 5 shows the ratio between the number of QCD multijet events in the ZL sample to the corresponding number in the LDP sample, as predicted by simulation, after normalization to the same integrated luminosity. The results are shown for the 48 bins of the ZL and LDP samples. This ratio is seen to depend strongly on H T . The dependence on E miss T and N b-jet is more moderate. We parameterize the E miss T , H T , and N b-jet dependence assuming that this dependence factorizes, i.e., we assume that the H T dependence is independent of E miss T and N b-jet , etc. We thus model the QCD multijet background contribution to the ZL sample for a given E miss T , H T , N b-jet bin as:
where the three K QCD terms describe the E miss T , H T , and N b-jet dependence and the S QCD i,j,k factors (defined below) are corrections to account for potential inadequacies in the parametrization. (3) is sufficient. Therefore, in the likelihood fit, no corrections to the parametrization are applied. The S QCD i,j,k factors are treated as nuisance parameters constrained by lognormal PDFs with a median set to unity. Geometric standard deviations for the lognormal distributions are set equal to the outer error bars in the bottom row of Fig. 5 , given by the quadratic sum of the deviation of the ratios in the bottom row of Fig. 5 from unity, the statistical uncertainties of these ratios, and the root-mean-squared values found using the different QCD multijet samples described in the Fig. 5 caption. For bins in the top row of Fig. 5 without any MC entries, we assign 100% uncertainties, which are indicated in the bottom row of the figure.
In the likelihood analysis, most of the K QCD factors are free parameters in the fit: there is enough shape information that they can be determined directly from the data. However, we find from studies with simulation that the fit is unable to determine K 
The Z+jets background
The Z+jets background (where Z → νν) is evaluated by reconstructing Z → + − events ( = e and µ). The + and − leptons are then removed so that the events emulate Z+jets events with Z → νν. The Z → e + e − and Z → µ + µ − samples are divided into 16 bins in the twodimensional space of E miss T and H T , as indicated in Fig. 2 .
Fits to the dilepton invariant mass spectra are performed to determine the Z → + − yields. The yields are corrected to account for background, acceptance, and detection efficiency. The acceptance, determined from simulation, accounts for the larger fiducial volume for the detection of Z → νν events compared to Z → + − events. The efficiency is = trig · 2 reco · 2 sel , where the trigger trig , lepton reconstruction reco , and lepton selection sel factors are determined from data.
The Z → + − yields are small in some of the signal regions. To increase these yields, we select events with the requirements of Section 3 except with a significantly looser b-tagging definition. The yield in each bin of this sample is multiplied by an extrapolation factor given by the ratio of the sum of the Z → + − yields over all H T and E miss T bins for events that satisfy the nominal b-tagging requirements to those that satisfy the loose requirements.
To establish whether the extrapolation factors themselves exhibit a dependence on H T or E miss T , we construct a control sample identical to the LDP sample except with the loosened b-tagging definition. This sample is dominated by QCD multijet production, and is found to have a distribution for the output variable of the b-tagging algorithm similar to that of the Z → + − events. From this control sample, we find that the N b-jet = 1 extrapolation factors exhibit a variation with E miss T up to 25%; we apply this variation as a correction to those factors. For N b-jet = 2 and N b-jet ≥ 3, we find no variation within the uncertainties and do not apply a correction.
The Z+jets background in the i = E miss T , j = H T bin of the ZL sample with N b-jet = 1 is related to the corresponding bin in the Z → e + e − and Z → µ + µ − control samples through
where A ; i and are the acceptances and efficiencies for the Z → + − samples, respectively, S is a scale factor to account for systematic uncertainties, R B = 5.95 ± 0.02 is the ratio of the Z → νν and Z → + − branching fractions [56] , and F Zνν; 1 is the extrapolation factor that relates the N b-jet = 1 selection efficiency to the efficiency of the loose b-tagging requirement. The estimates of the Z+jets background for N b-jet = 2 and N b-jet ≥ 3 are given by the N b-jet = 1 result through the ratio of b-tagging extrapolation factors:
where k is the N b-jet bin index.
Systematic uncertainties are evaluated for the Z → + − purity, acceptance, and detection efficiency by considering their dependence on E miss T and H T , and by varying the selection conditions. An additional uncertainty, based on a consistency test performed with simulation, accounts for the level of agreement between the predicted and correct Z → νν event rates. Finally, systematic uncertainties are evaluated for the extrapolation factors by varying the loosened btagging definition and by assigning an uncertainty to account for the observed or potential variation with E miss 
Other backgrounds
Backgrounds from diboson and Drell-Yan processes are accounted for using simulation, with an uncertainty of 100%. Their total fractional contribution to the overall background is 1% or less in all search regions.
Systematic uncertainties
Systematic uncertainties associated with the signal efficiency arise from various sources. A systematic uncertainty associated with the jet energy scale is evaluated by varying this scale by its p T -and η-dependent uncertainties. The size of this uncertainty depends on the event kinematics, i.e., the E miss T bin, the H T bin, and the assumed values of the gluino and LSP masses: typical values are in the range of 5-10%. A systematic uncertainty of 1% is associated with unclustered energy. This uncertainty is evaluated by varying the transverse energy in an event not clustered into a physics object by 10%. A systematic uncertainty of 3% is associated with anomalous E miss T values, caused by events that are misreconstructed or that contain beam-related background. This uncertainty is defined by 100% of the change in efficiency when software filters are applied to reject these events. The uncertainty of the luminosity determination is 4.4% [57] . The systematic uncertainties associated with corrections to the jet energy resolution, the pileup modeling mentioned in Section 3, the trigger efficiency, the b-tagging efficiency scale factor, and the ISR modeling are evaluated by varying the respective quantities by their uncertainties, while systematic uncertainties associated with the parton distribution functions are evaluated [51, 58, 59] following the recommendations of Ref. [60] . The jet energy resolution and pileup modeling uncertainties are 2% and 3%, respectively. The uncertainty of the trigger efficiency is generally below 2%. Uncertainties associated with the parton distribution functions and b-tagging efficiency are typically below 10% and 15%, respectively. The uncertainties of the T1bbbb (T1tttt) ISR modeling corrections are typically 5% (3%), but can be as large as 20% (20%) near the m g = m χ 0 1 diagonal. The uncertainties associated with the jet energy scale, btagging efficiency, ISR modeling, and parton distribution functions vary significantly with the event kinematics and are evaluated point-by-point in the scans over gluino and LSP masses discussed in Section 6.
Systematic uncertainties for the SM background estimates are described in the previous sections. Note that, for our analysis, systematic uncertainties are generally much smaller than statistical uncertainties, where the latter terms primarily arise as a consequence of the limited numbers of events in the data control samples. 
The global likelihood function
The likelihood function is the product of Poisson PDFs, one for each bin, and the constraint PDFs for the nuisance parameters. For each bin, the Poisson PDF gives the probability to observe N events, given a mean n, where n depends on the parameters of the likelihood model such as those given in Eqs. (1)- (6) . The region with E miss T > 350 GeV and 400 < H T < 500 GeV, representing the bin with highest E miss T and lowest H T in our analysis (the HT1-MET4 bin of Fig. 2 ), is at an extreme limit of phase space and is very sparsely populated, making it difficult to validate the background evaluation procedures. Furthermore, very few signal events are expected in this region. We therefore exclude the HT1-MET4 bin from the likelihood analysis, corresponding to 11 of the 176 bins. Thus, the effective number of bins in the analysis is 165.
For both signal and background terms, external input parameters are allowed to vary and are constrained by a PDF in the likelihood. Parameters with values between zero and one, such as efficiencies, are constrained by beta-distribution PDFs (see Section 35 of Ref. [56] ). All others are constrained by lognormal PDFs. Correlations between the different kinematic regions, including the N b-jet bins, are taken into account. The test statistic is
where L max is the maximum likelihood determined by allowing all parameters including the SUSY signal strength µ to vary, and L µ is the maximum likelihood for a fixed signal strength.
Results
SUSY events in the T1bbbb and T1tttt scenarios often contain significant E miss T and multiple b jets, as discussed in the Introduction. Tables 1 and 2 and Fig. 6 present the results of the fit for the 14 bins of the analysis that we find to be most sensitive to these two scenarios: the three bins with H T > 500 GeV, E miss T > 350 GeV, and N b-jet = 2, for which the results are shown in Table 1 , and the 11 bins with E miss T > 150 GeV and N b-jet ≥ 3, for which the results are shown in Table 2 . For these results, the SUSY signal strength is set to zero so that we can test the compatibility of the data with the SM hypothesis. For the scan results over gluino and LSP masses presented below, the SUSY signal strength is allowed to vary.
The top row of Table 1 and top section of Table 2 show the numbers of events observed in data. The second row and section show the SM background estimates obtained from the fit, which are seen to be in agreement with the data to within the uncertainties. The third row and section present the SM predictions from the simulation. The simulated results are for guidance only and are not used in the analysis.
It is also interesting to perform the likelihood fit with the Poisson PDF terms for the 14 "most sensitive" bins removed, in order to ascertain the data-derived SM background estimates when the data in these bins do not affect the result. We call such a fit the "sideband" fit, which is therefore based on 151 bins. The sideband fit results for the numbers of SM background events in the 14 bins are presented in the bottom row of Table 1 and section of Table 2 . For the sideband fit, the deviations with respect to the data are seen to be somewhat larger than for the standard fit. The largest deviation between observation and SM expectation occurs for the bin with N b-jet ≥ 3, H T > 1000 GeV, and E miss T > 350 GeV (the HT4-MET4 bin of Table 2 ), where 4 events are observed whereas only 0.4
+0.6
−0.2 events are expected (note that these uncertainties are not Gaussian). From studies with ensembles of simulated experiments, considering only this bin, we estimate the probability for a fluctuation in the background in this bin to match or exceed 4 events to be 9% and do not consider this excess further.
Upper limits on the cross sections to produce events in the T1bbbb and T1tttt scenarios are [30] [31] [32] [33] [34] , along with the ±1 standard deviation theory uncertainties [61] . The dashed (red) contours present the corresponding expected results, along with the ±1 standard deviation experimental uncertainties. Fig. 2 , while HT2-4 is the sum over the three bins. The bottom row presents the SM background estimates from the sideband fit described in the text. The uncertainties listed for the fit results include the statistical and systematic components, while those shown for the simulation are statistical only. For the fits, the SUSY signal strength is fixed to zero. determined at 95% confidence level (CL). The limits, based on the CL s [62, 63] technique with the test statistic q µ defined above, are presented as a function of the gluino and LSP masses. Using the NLO+NLL cross section as a reference, we also evaluate the corresponding 95% CL exclusion curves. The results are shown in Fig. 7 . The selection efficiency for T1bbbb (T1tttt) events is fairly constant at about 60% (25%) except for points to the left of a line parallel to the diagonal that intersects the m χ 0 1 = 0 axis at around m g = 400 GeV (550 GeV) or for gluino masses below about 550 GeV (680 GeV), where the efficiency decreases smoothly to 15% or less. Conservatively using the minus-one-standard-deviation result [61] for the reference cross sections, and in the limit of a massless LSP, we exclude gluinos with masses below 1170 GeV and 1020 GeV, respectively, in the T1bbbb and T1tttt scenarios. While these limits do not exclude the entire range of gluino masses m g 1.5 TeV suggested by natural models of SUSY [11] , they are nonetheless among the most stringent bounds that have yet been obtained and greatly improve our results from Ref.
[23].
Summary
A search is presented for an anomalous rate of events with three or more jets, at least one bottom-quark-tagged jet, no identified isolated electron or muon or isolated charged track, and large missing transverse energy. The search is based on a sample of proton-proton collision data collected at √ s = 8 TeV with the CMS detector at the LHC in 2012, corresponding to an integrated luminosity of 19.4 fb −1 . The principal standard model backgrounds, from events with top quarks, W bosons and jets, Z bosons and jets, and QCD multijet production, are evaluated using control samples in the data. The analysis is performed in the framework of a global likelihood fit in which the numbers of events in 165 exclusive bins in a three-dimensional array of missing transverse energy, the number of b-tagged jets, and the scalar sum of jet p T values, are simultaneously examined. The standard model background estimates are found to agree with the observed numbers of events to within the uncertainties. We interpret the results in the context of simplified SUSY scenarios in which gluino pair production is followed by the decay of each gluino to an undetected particle and either a bottom or top quark-antiquark pair, characteristic of gluino mediated bottom-or top-squark production. Using the NLO+NLL production cross section as a reference, and in the limit of a massless lightest supersymmetric particle, we exclude gluinos with masses below 1170 GeV and 1020 GeV for the two scenarios, respectively. Fig. 2 , while HT1-4 (MET2-4) is the sum over the four H T (three E miss T ) bins. The HT1-MET4 bin is excluded from the analysis, as explained in the text. The bottom section presents the SM background estimates from the sideband fit described in the text. The uncertainties listed for the fit results include the statistical and systematic components, while those shown for the simulation are statistical only. For the fits, the SUSY signal strength is fixed to zero. These are among the most stringent bounds that have yet been obtained for gluino mediated bottom and top squark production.
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