In this paper, we propose constructing confidence sets for a break date in cointegrating regressions by inverting a test for the break location, which is obtained by maximizing the weighted average of power. It is found that the limiting distribution of the test depends on the number of I(1) regressors whose coefficients sustain structural change and the number of I(1) regressors whose coefficients are fixed throughout the sample. By Monte Carlo simulations, we then show that compared with a confidence interval developed by using the existing method based on the limiting distribution of the break point estimator under the assumption of the shrinking shift, the confidence set proposed in the present paper has a more accurate coverage rate, while the length of the confidence set is comparable. By using the method developed in this paper, we then investigate the cointegrating regressions of Russian macroeconomic variables with oil prices with a break.
Introduction
This paper proposes constructing a confidence set for the change point in cointegrating regressions. Cointegration has long been an important concept for investigating the long-run relationships among macroeconomic variables. To capture the long-run relationship, data over relatively long time-frames are often used in such an investigation. In this case, we should take into account that the economic structure may change during the sample period.
For example, Campos, Ericsson, and Hendry (1996) investigate the effect of structural change on cointegration tests and Gregory and Hansen (1996a, b) propose tests for the null hypothesis of no cointegration that are robust to the existence of structural change, while tests for the null hypothesis of cointegration with a structural break are proposed by Carrion-i-Silvestre and Sansó (2006) and Arai and Kurozumi (2007) . On the contrary, tests for structural change in the framework of cointegrating regressions have been proposed by Bai, Lumsdaine, and Stock (1998, BLS hereafter) and Kejriwal and Perron (2010) . By using the tests presented in the literature in addition to the careful inspection of original data and economic events, we may find cointegrating relations with structural change. In this case, a statistical inference about the change point can be made by using the method proposed by BLS in the case of a single break, while multiple breaks were investigated by Kejriwal and Perron (2008a) .
In the case of regressions using stationary variables, the break point is estimated by minimizing the sum of the squared residuals or by using the quasi-maximum likelihood method, while the confidence interval is constructed by using the limiting distribution of the break point estimator, as suggested by Bai (1997) and Bai and Perron (1998) . In this case, the crucial assumption made for the construction of the confidence interval is that the magnitude of the structural break shrinks to 0 at a rate slower than 1/ √ T , as also assumed in BLS and Kejriwal and Perron (2008a) . However, as demonstrated by Elliott and Müller (2007) and Chang and Perron (2015) , a confidence interval based on the limiting distribution of the break point estimator tends to be too liberal when the magnitude of the break is not so large. Instead of using the limiting distribution of the change point estimator, Elliott and Müller (2007) propose constructing a confidence interval by inverting the test for the break location, which helps control the coverage rate. However, the drawback of their method, as pointed out by Chang and Perron (2015) , is that the confidence interval tends to be too wide. Indeed, it covers most of the sample period in some cases, thereby offering no useful information in practice. To overcome this drawback, Yamamoto (2016) pays attention to the estimation of the long-run variance for the construction of the test for the break location and proposes estimating it by taking the estimated break point into account, while Kurozumi and Yamamoto (2015) consider a similar method to Elliott and Müller (2007) but propose inverting the sup-type, average-type, and exponential-type tests for the break location, which can be obtained by maximizing the average power of a test. By Monte Carlo simulations, it is shown that these methods can better control the coverage rate and that the length of the confidence set becomes close to or smaller than that based on Bai (1997) . On the contrary, Eo and Morley (2015) investigate a confidence set based on the likelihood ratio, while Harvey and Leybourne (2015) propose constructing a confidence set for the date of a break in level and trend that is valid for both I(0) and I(1) processes. Further, Kurozumi (2016) extends the method of Kurozumi and Yamamoto (2015) to linear regression models with non-homogeneous regressors, particularly with a linear trend.
As in the above case of stationary regressions, controlling the coverage rate of the confidence interval of the break date in the case of cointegrating regressions may be difficult based on the methods of BLS and Kejriwal and Perron (2008a) . Indeed, the simulation results reported in these papers are not necessarily satisfactory. Therefore, in this paper, we propose constructing a confidence set by inverting the test for the break location in cointegrating regressions. In this case, while the basic structure of the test is the same as in the case of regressions with stationary regressors, the limiting distribution becomes different. We derive the asymptotic distribution of the test depending on whether a linear trend is included in the regressions and/or the coefficient associated with the I(1) regressors sustain a structural change. As in the case of stationary regressions, the critical values depend on the location of As discussed in Remark 2, the main result in regressions with the I(1) variables with a drift remains the same by slightly modifying the test statistics in the next section.
In general, the error terms u z b,t and u z f,t are correlated with the regression error e t in (1) and this correlation will become a nuisance parameter in our test. To eliminate the correlation, we include as regressors the leads-and-lags of the first differences of the I(1) variables in model (1) , as suggested by Phillips and Loretan (1991) , Saikkonen (1991) , and Stock and Watson (1993) . Such a model becomes
where Δ denotes the first differencing operator and both the leads-and-lags lengths are l for notational convenience, but they can be different as in, for example, Hayakawa and Kurozumi (2008) and Choi and Kurozumi (2012) . In the following, we assume that u t are uncorrelated with u z b,t−j and u z f,t−j for all j.
Remark 1 In general, the leads-and-lags lengths are infinite and thus if we truncate them at some point l, then the error term u t includes an additional noise caused by the truncation.
However, this noise can be negligible asymptotically under additional assumptions, as proven by Saikkonen (1991) , Arai and Kurozumi (2007) , and Kejriwal and Perron (2008b) and Δz f,t−j and denote them as a p x f -dimensional vector x f,t . Since x f,t consists of the first differences of the I(1) regressors, we assume E[x f,t ] = 0 throughout the paper. In addition, because the coefficient associated with x f,t is fixed throughout the sample, we absorb x f,t into w f,t and then the model can be simply expressed as 
where
As a specification of the regressors w b,t and w f,t , we consider the following commonly used models in practical analysis:
Model I-a : A constant and the I(1) regressors are included in the cointegrating relation and all the coefficients except for those associated with the first differences of the I (1) regressors sustain a break. That is,
, and β f = β f,x :
Model I-b : A constant and the I(1) regressors are included in the cointegrating relation and only a constant term sustains a break. That is,
Model I-c : A constant and the I(1) regressors are included in the cointegrating relation and some of the coefficients associated with the I(1) regressors are fixed throughout the sample. That is,
, and
Model II-a : A constant, a linear trend, and the I(1) regressors are included in the cointegrating relation and all the coefficients except for those associated with the first 6 differences of the I(1) regressors sustain a break. That is,
Model II-b : A constant, a linear trend, and the I(1) regressors are included in the cointegrating relation and only a constant term and a linear trend sustain a break. That is,
Model II-c : A constant, a linear trend, and the I(1) regressors are included in the cointegrating relation and some of the coefficients associated with the I(1) regressors are fixed throughout the sample. That is,
. For model (3), we make the following assumption.
Assumption 1 (a)
The following weak convergences hold:
where 
where p −→ signifies convergence in probability.
Assumption 1(a) implies that the functional central limit theorem holds for the I (1) regressors and the partial sum process based on u t . Since the leads-and-lags of the I (1) regressors are included in model (3), u t is supposed to be uncorrelated with all the leadsand-lags of Δz b,t and Δz f,t , meaning that the so-called second-order bias does not appear in (6) . Assumption 1(b) requires that the innovations driving the I(1) regressors are zero-mean stationary processes and that the well-known mild moment conditions also hold, as in (8) and (9).
Confidence Set for the Break Date
In this section, we consider constructing a confidence set for the break date by inverting the test for the location of the break point. For the unknown break point, we test for
with the significance level α, and if the null hypothesis is accepted, then we include T 1 in the confidence set; otherwise we exclude T 1 from the confidence set. By conducting this test for all the permissible break points, we obtain a confidence set for the break date with the confidence level 1 − α. Note that testing problem (10) can be expressed by using the break fraction as
In this procedure, the confidence set becomes smaller as a test becomes more powerful
and, therefore, we should construct a test as powerful as possible. However, it is not difficult to see that there exists no uniformly most powerful test for testing problem (10) . Instead, following the literature, we consider constructing a test that maximizes the weighted average of power.
We first note that we cannot directly estimate (3) by using w b,t (λ 0 ) because w b,t (λ 0 ) depends on the unknown break fraction λ 0 . Since the testing problem is given by (10), we consider estimating the model under the null hypothesis and construct the test statistic. Let
. Then, model (3) can be expressed as
where W b (λ 1 ) and W (λ 1 ) are defined similarly to W b (λ 0 ) and W (λ 0 ) in (4) with λ 0 replaced
we restrict our attention to a class of tests invariant to the group of transformations given by
and Ploberger (1994), Elliott and Müller (2007) , and Kurozumi and Yamamoto (2015) among others, we consider maximizing the weighted average of power over the magnitude of the break δ and the location of the break under the alternative λ 2 , which is given by
where ϕ is a test for (11) with the significance level α and Q λ 2 (δ) and J(λ 2 ) are non-negative measures on R p b and (0, 1), respectively. Typically, these weighting functions are chosen so that the asymptotic distribution of the test statistic becomes free of the nuisance parameters.
In the case of cointegrating regressions, we set Müller (2007), and Kurozumi and Yamamoto (2015) , under the additional assumption that {u t } is a sequence of i.i.d. normal random variables and {u t } is independent of {w b,t } and {w f,t }, the test that maximizes the averaged power given by (14) rejects the null hypothesis when
for some value a. Note that the assumption of normality is used only for the derivation of the test statistic, and we do not assume normality in the remainder of the paper.
We first derive the limiting distribution of LR T (λ 1 ) for each model. Let us partition the long-run variance Ω 11 in Assumption 1(a) into Ω ij for i, j = b and f . Define
bb Ω bf . Note that they are all standard Brownian motions and that B b (r), B f ·b (r), and B u (r) are independent of each other. As we can see from Theorem 1, the limiting distributions become simpler for the models without the I(1) regressors with fixed coefficients because in those models, the regressor w b,t , whose coefficients sustain structural change, becomes asymptotically orthogonal to the other regressors w f,t with fixed coefficients. On the contrary, when the I(1) regressors are included in w f,t , w b,t is correlated with w f,t even in the limit and thus the limiting distribution of the test statistic depends on p z f , the number of I (1) 
Theorem 1 Suppose Assumption 1 holds. Then, under the null hypothesis H N , we have
LR T ⇒ LR(λ 1 ) ≡ λ 2 ∈Λ (1 + c) −p β /2 exp c 2(1 + c) G(λ 1 , λ 2 ) H(λ 1 , λ 2 ) −1 G(λ 1 , λ 2 ) dλ 2 ,
where (a) for Models I-a and II-a,
G(λ 1 , λ 2 ) = ⎧ ⎨ ⎩ λ 1 λ 2B b (r)dB u (r) − λ 1 λ 2B b (r)B b (r) dr λ 1 0B b (r)B b (r) dr −1 λ 1 0B b (r)dB u (r) : λ 2 < λ 1 − λ 2 λ 1B b (r)dB u (r) − λ 2 λ 1B b (r)B b (r) dr 1 λ 1B b (r)B b (r) dr −1 1 λ 1B b (r)dB u (r) : λ 2 > λ 1 H(λ 1 , λ 2 ) = ⎧ ⎨ ⎩ λ 1 λ 2B b (r)B b (r) dr − λ 1 λ 2B b (r)B b (r) dr λ 1 0B b (r)B b (r) dr −1 λ 1 λ 2B b (r)B b (r)dr : λ 2 < λ 1 λ 2 λ 1B b (r)B b (r) dr − λ 2 λ 1B b (r)B b (r) dr 1 λ 1B b (r)B b (r) dr −1 λ 2 λ 1B b (r)B b (r)dr : λ 2 > λ 1 withB b (r) = [1, B b (r) ] for Model I-a andB b (r) = [1, r, B b (r) ] for Model II-a,
(b) for Models I-b and II-b,
The critical values of these distributions depend on λ 1 and it is inconvenient to tabulate them for all the permissible break fractions λ 1 . Instead, we first calculate critical values for λ 1 ranging from 0.1 to 0.9 in increments of 0.01, for the given significance level, over From the limiting expressions (15)- (17), the corresponding finite sample versions, which can be implemented in practical analysis, are given by
is the test statistic for the simple null hypothesis of T 0 = T 1 against the simple alternative of T 0 = T 2 , which is given by
As ε = 0.05, λ1 may take values between 0.05 and 0.1 or 0.9 and 0.95. In these cases, the integral in the limiting expression is taken over the one-sided region ({λ2 : λ1
when λ1 is located near the end points, ε ≤ λ1 ≤ 2ε or 1 − 2ε ≤ λ1 ≤ 1 − ε, whereas the range of the integral is two-sided ({λ2 : ε ≤ λ2 < λ1 − ε, λ1 + ε < λ2 ≤ ε}) when λ1 is located far from the end points, 2ε < λ1 < 1 − 2ε. As a result, the response surface regression becomes complicated in this case, as shown by Kurozumi and Yamamoto (2015) . To simplify our procedure as far as possible, we restrict the permissible values of the break fraction λ1 to range from 0.1 to 0.9.
3 In the response surface regressions, the maximum relative error, (the fitted value − the obtained critical value)/the obtained critical value, among all the regressions was 0.028.
whereû t are the regression residuals of y t on w b,t , w b,t (λ 1 ), and w f,t ,
withr t being the regression residuals of r t (λ 2 , λ 1 ) on w t (λ 1 ), andω uu is a consistent estimator of ω uu . Note that we requireω uu to be consistent under both the null and the alternative and thus, following Yamamoto (2016), we use the following nonparametric estimator: 
Finite Sample Property
In this section, we investigate the finite sample properties of the confidence sets constructed by inverting the three test statistics (19)- (21) . We consider the case of only one I(1) regressor, where the data generating process is given by Model I-a:
Model II-a:
The I(1) regressor z t and the error term u t are generated by
The sample size T is 100 and 300, and we consider the case where a one-time break occurs in the middle of the sample period, λ 0 = 0.5. We set the magnitude of the break to be 4 The long-run variance ω uu is estimated using the QS kernel with the bandwidth selected by the automatic selection rule suggested by Andrews (1991) . The confidence level is 0.95, the number of replications is 5000, and all the simulations are conducted by using the GAUSS matrix language. Table 1 shows the coverage rates and lengths of the confidence sets for Model I-a. The column "BLS" is the result based on the confidence interval obtained by using the method proposed by BLS, while the columns "sup," "avg," and "exp" correspond to the confidence sets obtained by inverting the sup-type, average-type, and exponential-type tests, respectively. In DGP1, the coverage rate of BLS for T = 100 is much smaller than the nominal rate of 0.95 when the magnitude of the break is small, while it becomes close to 0.95 when a large structural change occurs. Similarly, the coverage rates based on the average-type and with d = 16, the coverage rate of BLS is smaller than that of the sup-type test, whereas the length of the confidence interval of BLS is shorter than the latter. As a whole, the difference in the sizes of the confidence sets is relatively minor when the empirical coverage rates are close to 0.95.
From panel DGP2, we can see that the effects of serial correlation in the I(1) regressor on the coverage rates are very minor; they are close to those in DGP1. By contrast, positive serial correlation reduces the lengths of the coverage rates because the variation in the regressors becomes larger than the variance of u t and the relative weight of the noise in the regression becomes smaller, thereby allowing us to estimate the model more efficiently.
On the contrary, serial correlation in the error term does affect the coverage rates, as shown in panel DGP3. For all the methods, the coverage rates become more liberal in this case. However, the coverage rate of the sup-type test recovers to the nominal rate as soon as the magnitude of the break becomes larger. In the case of positive serial correlation in u t , the variation of the noise in the regression becomes large and the estimation becomes less efficient. As a result, the lengths of the confidence sets tend to be larger than those in the standard case.
Panel DGP4 suggests that the effect of the endogeneity is relatively minor, at least if we include the leads-and-lags by using the BIC. The coverage rates in DGP4 are close to those in DGP1, while the sizes of the confidence sets are slightly smaller. When T = 300, all the methods perform better in terms of the coverage rates and the lengths of the confidence sets. In general, the relative performance is preserved in this case. Table 2 reports the results for Model I-b. In this case, the confidence set of BLS is liberal again when the magnitude of the break is small, whereas it becomes too conservative for a large break. For example, the coverage rate of BLS is 0.886 for d = 4, while it is 1.000 for d = 16 in DGP1. By contrast, our three methods are better able to control the coverage rate, although it is smaller than the nominal rate when d = 4 in DGP 3 and DGP5. Tables 3 and 4 report the results for Models II-a and II-b. In these cases, the coverage rate of BLS becomes close to the nominal rate for the small break, whereas it is conservative for d ≥ 8 for Model II-a and almost always 1.000 for Model II-b. On the contrary, the coverage rates of our three methods are relatively close to the nominal rate, although the sup-type test tends to be slightly conservative in some cases.
Overall, the sup-type test is the best method for controlling the coverage rate, while the differences in the lengths of the confidence sets are minor, as far as our simulations are concerned.
Empirical Application
In this section, we demonstrate the performance of our confidence sets by using Russian data. We consider the dependence of the Russian economy on oil prices. This positive long- when GDP reaches the pre-crisis level, the growth rate reduces significantly.
The long-run dependence of real GDP on oil prices can be expressed by the following simple model:
where y t is real output, p oil t is the real oil price, and γ is the long-run price elasticity of real output on the real oil price. If the process e t is stationary, we interpret this relation as 
Throughout this section, we assume that the oil price is a random walk (see, inter alia, Alquist, Kilian, and Vigfusson, 2013). Then, as described by Polbin and Skrobotov (2016) , the deterministic component in equation (22) 3. Re-estimate the break date by using the selected leads-and-lags.
Test for the null hypothesis of cointegration with a break by using the test proposed by Arai and Kurozumi (2007).
5. If we do not reject the null hypothesis of cointegration, then construct the confidence set based on the leads-and-lags regression and estimated break date.
The first two steps imply that we choose the leads-and-lags under the alternative. By using the selected leads-and-lags, we re-estimate the break date in step 3. This estimated break date is then used for the LM-type test for the null hypothesis of cointegration with a break proposed by Arai and Kurozumi (2007) in step 4. We construct the confidence set in the final step if the null hypothesis of cointegration is not rejected. Table 5 reports the estimated break dates. For GDP and consumption, they are in 2008, whereas a structural change may have occurred in 2006 in the relationship between investment and oil prices. By using the estimated break dates, we test for the null hypothesis of cointegration with a break for each series where the long-run variance is estimated based on the kernel method by using the QS kernel and data-dependent bandwidth rule proposed by Andrews (1991), and we cannot reject the null hypothesis. 6 For completeness, we also test for the null hypothesis of cointegration without a break as proposed by Shin (1994) , and we reject the null for GDP and investment at the 5% significance level and for consumption at the 10% significance level. 7 These results suggest a cointegrating relationship between Russian macroeconomic variables and oil prices because it is known that if series are cointegrated with a break, we do reject the null hypothesis of cointegration if we use the usual test without a break (Shin's test), whereas we fail to reject the null hypothesis if we appropriately introduce the break into the model, as in the case of unit root tests (Perron, 1989) . Furthermore, we test for parameter stability by using the LM and Wald tests by plugging in the estimated break date as if it were the true one, which is theoretically supported by BLS. We find that both tests reject the null hypothesis at the 1% significance level for all the series. Note that while the LM test for parameter stability is known to suffer from the non-monotonic power problem, as shown by Vogelsang (1999) , it still strongly rejects the parameter stability hypothesis. From these test results, we proceed with a cointegration model with a break as given by (23) .
Once evidence of cointegration with a break is observed, we next construct confidence sets, as summarized in Figure 2 . We select the different lengths of leads-and-lags by using the BIC, which are (leads, lags)=(0,0) for the regression with GDP, (1, 5) for that with consumption, and (0,0) for that with investment. In the figure, the bold vertical line shows the estimated break date, which is also reported in Table 5 . For the cointegrating regression with GDP reported in Figure 2 the sup-type test tends to be close to the nominal confidence level while it may be difficult to control the coverage rate for the other three methods; in particular, the coverage rate of BLS becomes either liberal or conservative depending on the case. Taking this result into account, the break point could be located outside the confidence interval estimated by BLS. Similarly, the confidence sets for the break dates in the cointegrating regressions with consumption and investment are reported in Figures 2(ii) and 2(iii). Similar to the regression with GDP, the confidence set based on the sup-type test is wider than the others; hence, considering the stable coverage rate of the sup-type test, the break point could again be located outside the periods covered by the other methods. We also observe that the confidence set based on our methods could return an asymmetric interval, while that based on BLS is always symmetric.
To summarize, Russian quarterly macroeconomic variables are cointegrated with oil prices with a break and the possible break date could range more than one year.
Concluding Remarks
In this paper, we proposed constructing a confidence set for the break date in cointegrating regressions by inverting the test that maximizes the weighted average of power. We derived the limiting distribution of the test for the break location, which depends on whether a linear trend is included and/or the coefficients associated with the I(1) regressors sustain a structural change. By Monte Carlo simulations, we showed that the confidence set based on our test, particularly the sup-type test, can better control the coverage rate, while the size of the confidence set is at least as small as the existing method. We then applied our method to analyze the Russian economy and showed that it is informative for the location of the break date.
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Appendix A
Here, we prove the theorem for Model II-c. The other cases can be proven in the same manner. For the test statistic LR T (λ 1 ), we note that
Note that D T adjusts the convergence order as well as
meaning that the resulting distribution becomes free of the nuisance parameters.
Let us consider the case where λ 2 < λ 1 . We first note that
bb Ω bf as defined before Theorem 1. Note that the matrixD
which is independent of B b (r) and B u (r).
Then, under Assumption 1, we can see that
In the same manner, we have
Then, from (24)- (26), we have
. (27) Next, since y = W (λ 1 )β + u under the null hypothesis of λ 0 = λ 1 , as can be seen in (13),
we have
Again, under Assumption 1, we have
andD
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From (25), (26), (28) , and (29), we obtain
The limiting distribution of the test statistic is obtained from (27) and (30) for λ 2 < λ 1 . The result for λ 2 > λ 1 is obtained similarly.
The theorem for the other models is proved in the same manner.
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Appendix B Note: the superscripts *, **, and *** signify significance at 10%, 5% and 1%, respectively. 
