Abstract. We investigate existence and uniqueness of solutions of the Cauchy problem for the porous medium equation on a class of Cartan-Hadamard manifolds. We suppose that the radial Ricci curvature, which is everywhere nonpositive as well as sectional curvatures, can diverge negatively at infinity with an at most quadratic rate: in this sense it is referred to as critical. The main novelty with respect to previous results is that, under such hypotheses, we are able to deal with unbounded initial data and solutions. Moreover, by requiring a matching bound from above on sectional curvatures, we can also prove a blow-up theorem in a suitable weighted space, for initial data that grow sufficiently fast at infinity.
Introduction
We are concerned with existence and uniqueness of solutions of the following Cauchy problem for the porous medium equation (PME for short) on suitable Riemannian manifolds:
where the initial datum u 0 is allowed to be unbounded, M is an N -dimensional complete, simply connected Riemannian manifold with everywhere nonpositive sectional curvatures (i.e. a CartanHadamard manifold) and ∆ is the Laplace-Beltrami operator on M . The power m is assumed to be strictly larger than 1, and when dealing with sign-changing solutions we mean u m := |u| m−1 u. The initial data we consider that can have a specific growth at infinity, which will be discussed in detail below, and therefore one expects solutions, in general, to exist up to a certain finite time T > 0 at which some blow-up phenomena may occur. An analogous problem had originally been addressed in the celebrated paper [2] in the case M ≡ R N , by means of techniques that seem not to adapt to the present context. Recently, quasilinear degenerate (or singular) parabolic equations of the type of (1.1) on Riemannian manifolds have attracted a lot of interest: with no claim to completeness, we quote e.g. [26, 19, 20, 22, 23, 5, 14, 25, 6, 9, 13, 7, 8] (see also the significant papers [15, 10, 12, 11, 16] in the purely parabolic case). In particular, in [7] problem (1.1) has thoroughly been studied under the assumption In [7, Theorem 2.2] it is shown that if the initial datum complies with the growth estimate |u 0 (x)| ≤ C (1 + ρ(x)) σ m−1 for a.e. x ∈ M for some C > 0, then problem (1.1) admits a solution that exists at least up to a certain T > 0 (which can be estimated depending on the behavior of u 0 (x) at infinity) and satisfies |u(x, t)| ≤ C ε (1 + ρ(x)) σ m−1 for a.e. (x, t) ∈ M × (0, T − ε) , (1.3) where ε > 0 can be taken arbitrarily small and C ε > 0 is locally bounded and blows up as ε ↓ 0. Moreover, Theorem 2.3 of [7] asserts that such a solution is unique in the class of solutions fulfilling (1.3) . Finally, in Theorems 2.5 and 2.7 of the same paper a further analysis of the maximal existence time has been carried out: basically, it is shown that under a bound from above on sectional curvatures analogous to (1.2), the estimate on T is sharp, so there are solutions that do cease to exist in finite time.
Note that if γ = 2, namely σ = 0, from the aforementioned results of [7] it follows that problem (1.1) is well posed, for globally bounded initial data, in L ∞ (M × (0, T )) (for any T > 0 actually). Accordingly, the choice γ = 2 can be referred to as critical, in the sense that when γ > 2 nonuniqueness of bounded solutions prevails: see e.g. [7, Remark 2.4] and [21, Remark 3.12 and Theorem 3.8].
The same dichotomy occurs in the linear case (m = 1). Indeed, if γ ≤ 2 the associated manifold M is stochastically complete, which is equivalent to uniqueness of bounded solutions of the Cauchy problem for the heat equation; on the other hand, if γ > 2, M is in general stochastically incomplete.
The goal of the present paper is to investigate existence and uniqueness of unbounded (very weak) solutions of problem (1.1) in the critical case γ = 2. More precisely, throughout we assume that:
We shall prove (Theorem 2.4) that if u 0 complies with the logarithmic-type growth estimate
for some C > 0, then there exists a solution u of (1.1) satisfying
where T > 0 is a suitable existence time that depends on u 0 , while C ε > 0 is a locally bounded constant blowing up as ε ↓ 0. As concerns uniqueness within the class of solutions fulfilling (1.4), we are able to establish it (Theorem 2.6) under the following slightly stronger requirement:
(1.5)
To prove the above results, we exploit basically the same line of arguments of [7] ; however, we improve some of the techniques used there, in order to treat unbounded solutions. The issue of maximal existence time here is more delicate, since in [7] it deeply relied on a uniqueness result that is not available in the present context. Nevertheless, by different methods, under the additional assumption that the analogue of (H)-(ii) holds for sectional curvatures, with reverse inequality, we show that there exist solutions for which (1.4) does fail to hold after a finite time, giving rise to a sort of "blow-up" phenomenon at spatial infinity: see Theorem 2.5 and Remark 4.2 for a more complete discussion. Problem (1.1) with M ≡ R N naturally arises in various fields of science, such as physics and biology: for a quite complete reference, see e.g. [24, Chapter 2] . Originally, it appears as a model to describe the flow of a polytropic gas which diffuses through a porous medium, whence the name of the equation. In fact the PME itself is obtained by combining the continuity equation of the gas (perturbed by the porosity of the medium), Darcy's law (an empirical relation between velocity and pressure) and the state equation for perfect gases. In this framework, u is the density of the gas and p = u m−1 (up to multiplicative constants) is the pressure. It is worth mentioning [17] , one of the very first engineering treatises on the flow of fluids through porous media, which led to the PME. From the physical point of view, an appreciable feature of the PME is that compactly supported data expand with finite speed: for details see again [24, Introduction] . The problem we address here, to some extent, could be associated with a PME flow (e.g. arising from a fluid) taking place on a complete noncompact surface T ⊂ R 3 . In this case one obtains (1.1) with M ≡ T , for which the metric, and so the Laplace-Beltrami operator, is the one induced by the embedding of T in R 3 . Our main results ensure, in particular, the well-posedness of problems of this type in the case of a pressure that is allowed to grow at infinity with a logarithmic rate.
Preliminaries, assumptions and statements of the main results
In the following, we shall briefly introduce and describe all the mathematical tools necessary to our discussion, both at the level of geometry and analysis. We shall then state our results as concerns existence, uniqueness and blow-up for solutions of (1.1).
2.1. Geometric framework. Let M be a complete, noncompact Riemannian manifold of dimension N ≥ 2. Let ∆ denote the Laplace-Beltrami operator, ∇ the Riemannian gradient and dV the Riemannian volume element on M . Here we shall restrict ourselves to Cartan-Hadamard manifolds, i.e. complete, noncompact and simply connected Riemannian manifolds with everywhere nonpositive sectional curvatures. We recall that on Cartan-Hadamard manifolds the cut locus of any point o ∈ M is empty and the exponential map is a diffeomorphism between R N and M (see e.g. [3, 4] ). Hence, given any x ∈ M \ {o}, one can well define its polar coordinates with respect to the pole o, namely ρ(x) := d(x, o) and θ ∈ S N −1 . Accordingly, we denote by B R the Riemannian ball of radius R centered at o and set S R := ∂B R . Through such polar coordinates, the Laplace-Beltrami operator reads
where m(ρ, θ) is a suitable function related to the metric tensor, which equals the Laplacian of the distance function x → ρ(x), and ∆ Sρ is the Laplace-Beltrami operator on the submanifold S ρ . Let
We say that M is a model manifold (or model for short) if the Riemannian metric ds at every x ≡ (ρ, θ) is given by
where dθ 2 stands for the standard metric on the unit sphere S N −1 and ψ ∈ A. In this case, we write concisely M ≡ M ψ . The Laplace-Beltrami operator on M ψ has a simple form, which we shall often exploit below:
Now we need to deal with curvatures. For any x ∈ M \ {o}, we denote by Ric o (x) the Ricci curvature at x in the radial direction ∂ ∂ρ . Let ω be any pair of vectors from the tangent subspace T x M of the form
where V is any unit vector orthogonal to ∂ ∂ρ .
We denote by K ω (x) the sectional curvature at x ∈ M of the 2-section determined by ω. On a model manifold M ψ , for every x ≡ (ρ, θ) ∈ M ψ \ {o} such curvatures have the following explicit expressions:
In particular, for M ψ to be a Cartan-Hadamard manifold it is necessary to ask that ψ is convex, namely ψ ′′ ≥ 0 in (0, ∞) (actually the condition is also sufficient).
Thanks to (2.2), straightforward computations show that (H) is satisfied e.g. by Riemannian models M ψ associated with convex functions ψ such that 
Moreover, by comparison with models M ψ associated with functions ψ ∈ A as in (2. 
2.2. Functional setting. In the sequel we shall consistently employ the functional space X log , which is defined as the set of all functions f ∈ L ∞ loc (M ) such that
for some C > 0 (depending on f ). For each r ≥ 2, we endow X log with the norm
Note that, by definition,
It is immediate to check that r → f log,r is nonincreasing and
(2.9)
We point out that, above and below, for the sake of better readability we give up the use of "essential" limit (or essential lim sup, lim inf, sup and inf), even though it would be more appropriate.
2.3.
Statements of the results. Before stating our main theorems, let us provide the precise notion of solution (as well as sub-and supersolution) of (1.1) we deal with. 
. From here on we shall tacitly understand solutions, sub-and supersolutions in the very weak sense described above, without further specifications except in cases where ambiguity might occur. 
where C is a positive constant depending on C o , N, m, independent of r ≥ 2. Moreover, such a solution satisfies the pointwise estimate
In particular,
(2.14)
As a consequence, the solution u exists in X log at least up to
Theorem 2.4 does not provide the exact maximal time for which solutions of (1.1) exist in X log , but only the lower estimate (2.15). We can show that, under an additional upper bound on sectional curvatures matching the assumed lower bound (H)-(ii) on the Ricci curvature, there exist solutions associated with initial data having the prescribed logarithmic-type growth at infinity which lie in X log at most up to a certain time complying with an upper estimate that mimics (2.15).
Theorem 2.5 (Blow-up in X log ). Let assumption (H) hold. Suppose in addition that there exist
Then there exists a solution u of (1.1) belonging to L ∞ loc ([0, T ); X log ), where T satisfies
Finally, as concerns uniqueness of solutions in X log , we have the following. First of all, let us briefly describe our strategy for an initial datum u 0 ∈ X log with u 0 ≥ 0, which is fairly standard. For every R > 0, one considers the approximate problems
Existence and uniqueness of a weak solution u R of (3.1) is ensured by well-established results (see e.g. [24, Section 5] in the Euclidean setting), and the corresponding comparison principle guarantees that the map R → u R is nondecreasing. As a consequence, the pointwise limit u := lim R→∞ u R , which is a candidate solution of (1.1), always exists: the nontrivial issue is to prove that it is finite. To this end, following similar arguments to [7, Section 3], we shall provide a separable supersolution of (1.1) that blows up at some positive time. However, in contrast with the results of [7] , the latter turns out to have a logarithmic-type spatial growth which matches the admissible growth of u 0 . When sign-changing initial data are considered, such strategy can easily be adapted (we refer again to [7, Section 3] ).
Lemma 3.1. Let assumption (H) hold. Given any T, a > 0 and r ≥ 2, let
where
Then there exists a = a(C o , N, m) > 0 such that
Proof. First of all, we set
(3.5)
The computation of the radial derivatives of W m yields
.
Let us check that it is possible to pick a > 0, depending only on m and the constant C ′ of Lemma 2.1, in such a way that
Thanks to (2.1), (3.6)-(3.7) and the radiality of W , we can infer that
(3.9) In particular, by virtue of (2.5), identity (3.9) yields (recall that r ≥ 2)
whence inequality (3.8) is fulfilled provided
An elementary calculation shows that (3.10) holds e.g. upon the choice
This ensures the validity of (3.8) and therefore the fact that W T,r satisfies
which is in turn equivalent to (3.4).
Proof of Theorem 2.4.
For every R > 0, let u R be the solution of problem (3.1), which in particular complies with the very weak formulation
for all φ ∈ C ∞ c (B R × [0, +∞)). Let u be the supersolution provided by Lemma 3.1, with the choice (we can suppose with no loss of generality that u 0 ≡ 0) T = a m−1 u 0 1−m log,r . Because u 0 ∈ X log , as a straightforward consequence of (2.8) and (3.3) we have that
for a.e. x ∈ M . (3.12)
In view of (3.4) and (3.12), we can apply the comparison principle on balls to get
Similarly, by noting that −u m = (−u) m satisfies
we also deduce the estimate from below
From (3.13) and (3.14), there follows
Thanks to estimate (3.15), we infer that {u R } is bounded in L ∞ loc (M × [0, T )), which is enough to pass to the limit in (3.11) and obtain a solution u in the sense of Definition 2.3 satisfying (2.12) (see [7, Proof of Theorem 2.2] for some more detail). As mentioned above, when u 0 ≥ 0 such passage to the limit is straightforward by monotonicity.
In order to complete the proof, we just remark that (2.13) is a consequence of (2.12) and definition (2.7), while (2.14) and (2.15) are consequences of (2.13) and (2.11), respectively, upon letting r → ∞ and recalling (2.9).
4. Blow-up in X log : proof of Theorem 2.5
We start by a crucial result, which is the analogue of Lemma 3.1. Proof. Let W (x) ≡ W (ρ(x)) be as in (3.5), with r ≥ 2. Here we need to require that W satisfies
Thanks to (3.9), (2.1) and estimate (2.6) given by Lemma 2.2, inequality (4.2) holds if
Now we select r = r(C ′′ ) and a = a(r, C ′′ , m) so large that
Upon the choices (4.4), it is readily seen that (4.3) is fulfilled and therefore W complies with (4.2), which is equivalent to the fact that W T,r complies with (4.1).
Proof of Theorem 2.5. We suppose throughout that the solutions we consider are continuous in t w.r.t the L ∞ loc (M ) weak * topology: this is nonessential, but simplifies a bit the discussion. Let 0 < S n < T n be suitable time sequences that will be recursively defined. For any δ > 0, let
where W Tn,r is given in (3.3) with T ≡ T n and the same choices of a and r as in Lemma 4.1 (depending only on K o , R o , N, m), which we labelâ andr, respectively. Thanks to (4.1), we have
independently of δ > 0. Now we set up the following iterative scheme. Let T 0 = S 0 = 0, t n := n k=0 S k and suppose that u is a solution of (1.1) that lies in L ∞ ([0, t n ]; X log ). We define T n+1 by 6) where ǫ 0 = 1 2 and for n ≥ 1 we select ǫ n ∈ (0, 1) so small that
Note that T n+1 is well defined provided the lim inf appearing in (4.6) is nonzero: this is true at n = 0 by (2.17), and will be established for all n by induction. Note that the latter is finite because u ∈ L ∞ ([0, t n ]; X log ). Moreover, thanks to (4.6) and the very definition of W Tn,r , there holds
Since u(·, t n ) is locally bounded and (4.8) holds, for δ large enough (depending on n) we can make sure that u(x, t n ) ≥ V n (x) for a.e. x ∈ M . Let us set
and observe that u is, by construction (recall (4.5)), a subsolution of problem (1.1) with u 0 ≡ u(·, t n ) and T ≡ T n+1 . Similarly, from Lemma 3.1 we know that there exists another choice of a (depending only on C o , N, m), which we labelã, such that u defined as in (3.2) satisfies (3.4), for all r ≡r ≥ 2.
In addition, if we pick the corresponding existence time T as
we deduce that u is a supersolution of problem (1.1) (still with u 0 ≡ u(·, t n )) which is larger than u in the whole of M × 0, Sr n+1 . Consider now the solutions u R to the following nonhomogeneous Cauchy-Dirichlet problems:
for all R > 0. By standard comparison in B R , it is plain that
Thanks to (4.9)-(4.10), if we let R → ∞ classical weak * -convergence arguments in L ∞ loc guarantee that u R converges to a solution u ⋆ of (1.1), with u 0 ≡ u(·, t n ) and T ≡ Sr n+1 , which still complies with the bounds (4.9)-(4.10) in M × 0, Sr n+1 . Sincer can be taken arbitrarily large, by letting r → ∞ and recalling (2.9) we deduce that u ⋆ is in L ∞ ([0, S n+1 ]; X log ) e.g. up to setting
and continues to satisfy (4.9) in M × [0, S n+1 ]. We have therefore proved that u can be extended
Furthermore, by virtue of (4.9) and (4.8) there holds lim inf
By exploiting (4.11) (at n ≡ n − 1), (4.6) and (4.7), for all n ≥ 1 we obtain
Hence, (4.12) yields
We have therefore constructed a solution u of (1.1) which belongs to L ∞ ([0, s]; X log ) for all s < τ and satisfies (2.18) with T = τ . Remark 4.2 (Blow-up in X log vs. pointwise blow-up). As mentioned in the Introduction, in [7, Theorem 2.5] it was proved that for nonnegative initial data with critical growth there exists a time T beyond which no nonnegative solution can be extended, referred to as maximal. On the other hand, such result heavily relied on uniqueness, which here is not known if (2.16) holds, since the latter is incompatible with (1.5). In any case, Theorem 2.5 establishes, without uniqueness assumptions, the exact analogue of formula (2.27) of [7, Theorem 2.5]): we construct a solution whose · log,r norm (∀r ≥ 2) blows up at a finite time T . We are not able to rule out the possibility that such solution may be extended beyond T , but it cannot lie in X log at all times.
The question whether a pointwise blow-up also occurs has partially been answered in [7] in the case of subcritical curvatures: we refer to Theorem 2.7 there. This issue is strongly related to the existence of a positive global solution, belonging to X log , of the elliptic equation
which has been established in [7, Lemma 5 .5] on model manifolds. We do not expand this point further here, but let us mention that analogues of [7, Lemma 5.5 and Theorem 2.7] hold in the present framework as well, by means of similar computations. This ensures existence of solutions, on model manifolds having negative curvatures (according to (2.2) ) that go to infinity quadratically, exhibiting a pointwise blow-up at some time T of the same type as the supersolution u in (3.2).
Uniqueness: proof of Theorem 2.6
The technique we exploit to prove uniqueness of solutions of (1.1) belonging to X log relies on a well-established duality method, whose main ideas behind can be traced back (with no claim to completeness) to the pioneering works [1, 18, 2] . Our proof follows the lines of [7, Proof of Theorem 2.3]: however, some nontrivial modifications are in order to handle unbounded solutions.
Proof of Theorem 2.6. Throughout, T is to be understood as T − ε, for arbitrary ε > 0 (since solutions at the very time T may not exist). Moreover, we shall make the extra assumption that u, v ∈ C(M × [0, T ]): if this is not the case, some technical modifications, which to the present purposes are inessential, have to be implemented (see the beginning of the proof of [7, Theorem 2.3] for details). So, given any R > 0 and ξ ∈ C ∞ B R × [0, T ] with ξ = 0 on S R × (0, T ), since both u and v satisfy (2.10) and are continuous, it is direct to show that
where ∂ ∂ν is the outward normal derivative on S R and dσ is the Hausdorff measure on S R . Let
By virtue of (1.4) and an elementary computation, it is readily seen that
for some constant C 1 > 0. After definition (5.2), we can rewrite (5.1) as follows:
Now we take R 0 ≥ 2, which is meant to be fixed, and R ≥ R 0 + 1 ≥ 3, which will go to infinity eventually. Let us pick a sequence of regular approximations of a such that
and a n > 0 in B R for every n ∈ N . (5.4) Accordingly, we denote by ξ n the (regular) solution of the backward parabolic problem
where ω is an arbitrary final datum satisfying
If we plug ξ ≡ ξ n in (5.1) and exploit (5.5), we obtain:
Let us label the integral quantities in the l.h.s. of (5.7):
Thanks to the growth hypothesis (1.4), which holds both for u and v, there follows
10) where meas(S R ) = σ(S R ) and C > 0 is a suitable constant independent of n, R and R 0 . It is therefore crucial to provide an upper estimate for the normal derivative of ξ n on S R × (0, T ). To this aim, we make the additional assumption that for all R ≥ R 0 + 1 there exists n 0 = n 0 (R) such that, for every n ∈ N with n ≥ n 0 , the sequence {a n } satisfies Claim: There exists K > 0, depending only on C 2 , such that the function
satisfies, for all λ > 0,
Indeed, for all ρ ≥ R 0 and t ∈ (0, T ), we have:
14)
Now we observe that R 0 ≥ 2 entails
Thanks to (5.14) and the fact that a n ≥ 0, in order to ensure the validity of (5.13) it is not restrictive to assume that ∆η(ρ, t) > 0. Hence, upon recalling (2.1), (2.4), (5.15), (5.16) and (5.11), there holds
It is clear that one can choose K = K(C 2 ) > 0 so small that the r.h.s. of (5.17) is negative for all ρ > R 0 ≥ 2, thus the claim has been established. From (5.12), we have that Because R 0 can be taken arbitrarily large (the choice of T is independent of R 0 ) and ω is any regular function subject to (5.6), from (5.23) we infer that u(·, T ) = v(·, T ). The only constraint we still have to remove is that T must be small enough: nevertheless, such restriction can be overcome by applying the above argument a finite number of times.
The same technique of proof of Theorem 2.6 yields a comparison principle. 
