Proximal policy optimization (PPO) is one of the most successful deep reinforcement learning methods, achieving state-of-the-art performance across a wide range of challenging tasks. However, its optimization behavior is still far from being fully understood. In this paper, we show that PPO could neither strictly restrict the probability ratio as it devotes nor enforce a well-defined trust region constraint, which means that it may still suffer from the risk of performance instability. To address this issue, we present an enhanced PPO method, named Trust Region-based PPO with Rollback (TR-PPO-RB). Two critical improvements are made in our method: 1) it adopts a new clipping function to support a rollback behavior to restrict the ratio between the new policy and the old one; 2) the triggering condition for clipping is replaced with a trust region-based one, which is theoretically justified according to the trust region theorem. It seems, by adhering more truly to the "proximal" property − restricting the policy within the trust region, the new algorithm improves the original PPO on both stability and sample efficiency.
Introduction
Deep model-free reinforcement learning has achieved great successes in recent years, notably in video games (Mnih et al., 2015) , board games (Silver et al., 2017) , robotics , and challenging control tasks Duan et al., 2016) . Policy gradient (PG) methods are useful model-free policy search algorithms, updating the policy with an estimator of the gradient of the expected return (Peters & Schaal, 2008) . One major challenge of PG-based methods is to estimate the right step size for the policy updating, and an improper step size may result in severe policy degradation due to the fact that the input data strongly depends on the current policy (Kakade & Langford, 2002; . For this reason, the trade-off between learning stability and learning speed is an essential issue to be considered for a PG method.
The well-known trust region policy optimization (TRPO) method addressed this problem by imposing onto the objective function a trust region constraint so as to control the KL divergence between the old policy and the new one . This can be theoretically justified by showing that optimizing the policy within the trust region leads to guaranteed monotonic performance improvement. However, the complicated secondorder optimization involved in TRPO makes it computationally inefficient and difficult to scale up for large scale problems when extending to complex network architectures. Proximal Policy Optimization (PPO) significantly reduces the complexity by adopting a clipping mechanism so as to avoid imposing the hard constraint completely, allowing it to use a first-order optimizer like the Gradient Descent method to optimize the objective . As for the mechanism for dealing with the learning stability issue, in contrast with the trust region method of TRPO, PPO tries to remove the incentive for pushing the policy away from the old one when the probability ratio between them is out of a clipping range. PPO is proven to be very effective in dealing with a wide range of challenging tasks, while being simple to implement and tune.
However, despite its success, the actual optimization behavior of PPO is less studied, highlighting the need to study the proximal property of PPO. Some researchers have raised concerns about whether PPO could restrict the probability ratio as it attempts to do (Wang et al., 2019; Ilyas et al., 2018) , and since there exists an obvious gap between the heuristic probability ratio constraint and the theoretically-justified trust region constraint, it is natural to ask whether PPO enforces a trust region-like constraint as well to ensure its stability in learning?
In this paper, we formally address both the above questions and give negative answers to both of them. In particular, we found that PPO could neither strictly restrict the probability ratio nor enforce a trust region constraint. The former issue is mainly caused by the fact that PPO could not entirely remove the incentive for pushing the policy away, while the latter is mainly due to the inherent difference between the two types of constraints adopted by PPO and TRPO respectively.
Inspired by the insights above, we propose an enhanced PPO method, named Trust Region-based PPO with Rollback (TR-PPO-RB). In particular, we apply a negative incentive to prevent the policy from being pushed away during training, which we called a rollback operation. Furthermore, we replace the triggering condition for clipping with a trust region-based one, which is theoretically justified according to the trust region theorem that optimizing the policy within the trust region lead to guaranteed monotonic improvement . TR-PPO-RB actually combines the strengths of TRPO and PPO − it is theoretically justified and is simple to implement with first-order optimization. Extensive results on several benchmark tasks show that the proposed methods significantly improve both the policy performance and the sample efficiency.
Related Work
Many researchers have extensively studied different approach to constrain policy updating in recent years. The natural policy gradient(NPG) (Kakade, 2001) improves REINFORCE by computing an ascent direction that approximately ensures a small change in the policy distribution. Relative entropy policy search (REPS) (Peters et al., 2010) constrains the state-action marginals, limits the loss of information per iteration and aims to ensure a smooth learning progress. While this algorithm requires a costly nonlinear optimization in the inner loop, which is computationally expansive. TRPO is derived from the conservative policy iteration (Kakade & Langford, 2002) , in which the performance improvement lower bound has been first introduced.
There has been a focus on the problem of constraining policy update, and attention is being paid to TRPO and PPO in these two years. Wu et al. (2017) proposed an actor critic method which uses Kronecker-factor trust regions (ACKTR). Hämäläinen et al. (2018) proposed a method to improve exploration behavior with evolution strategies. Chen et al. (2018) presented a method adaptively adjusts the scale of policy gradient according to the significance of state-action.
Several studies focus on investigating the clipping mechanism of PPO. Wang et al. (2019) found that PPO suffers from a local optima issue deriving the probability ratiobased clipping method. They address this problem by an adaptively adjusting the clipping range guided by a trust region criterion. We also work on a trust region criterion, but we use it as a triggering condition for clipping. Ilyas et al. (2018) performed a fine-grained examination and found that the PPO's performance depends heavily on optimization tricks but not the core clipping mechanism. However, as we found, the clipping mechanism may exert an important effect in restricting policy and maintain stability. We provide detail discussion in our experiments.
Preliminaries
A Markov Decision Processes (MDP) is described by the tuple (S, A, T , c, ρ 1 , γ). S and A are the state space and action space; T : S × A × S → R is the transition probability distribution; c : S × A → R is the reward function; ρ 1 is the distribution of the initial state s 1 , and γ ∈ (0, 1) is the discount factor. The return is the accumulated discounted reward from timestep t onwards,
The performance of a policy π is defined as
where
t is the density function of state at time t. Policy gradients methods (Sutton et al., 2000) update the policy by the following surrogate performance objective,
where r π (s, a) = π(a|s)/π old (a|s) is the probability ratio between the new policy π and the old policy π old ,
is the advantage value function of policy π. Kakade & Langford (2002) and stated that excessively optimizing the policy by (2) without limit may lead to a worse policy. Schulman et al. derived the following performance bound:
As the eq. (4) imply, by maximizing M π old (π), the performance of the new policy π is guaranteed to be nondecreasing. To take larger steps in a robust way, TRPO imposed a constraint on the KL divergence:
Constraint (5b) (Williams, 1992; Mnih et al., 2016) , where f µ θ and f Σ θ are the DNNs which output the mean and covariance matrix of the Gaussian distribution. For simplicity, we will use the notation of θ rather than π in the our paper, e.g.,
4 Analysis of the "Proximal" Property of PPO
In this section, we will first give a brief review of PPO and then investigate the "proximal" property of PPO. We refer to "proximal" property as whether the algorithm could restrict the policy difference as it devotes, regarding the probability ratio or the KL divergence between the new policy and the old one.
PPO employs a clipped surrogate objective to prevent the new policy from straying away from the old one. The clipped objective function of state-action (s t , a t ) is
where r t (θ) = π θ (a t |s t )/π θ old (a t |s t ) is the probability ratio; θ is the parameter of the new policy while θ old is that of the old policy; s t ∼ ρ π θ old , a t ∼ π θ old (·|s t ) are the sampled states and actions; A t is the estimated advantage value of A π θ old (s t , a t ); The clipping function F CLIP is defined as
where (1− , 1+ ) is called the clipping range, 0 < < 1 is the parameter. The overall objective function is
To faithfully analyse how PPO works in practical, we assume that s i = s j for all i = j (1 ≤ i, j ≤ T ), since we could hardly meet exactly same states in finite trials in large or continuous state space.
PPO heuristically restricts the policy by clipping the probability ratio. However, recently researchers have raised concern about whether this clipping mechanism could really restrict policy as it devotes (Wang et al., 2019; Ilyas et al., 2018) . We investigate the following questions of PPO. The first one is that whether PPO could bound the probability ratio as it devotes. The second one is that whether PPO could enforce a welldefined trust region constraint, which is primarily concerned since that it is a theoretical indicator on the performance guarantee (see eq. (3)) .
We give a elaborate analysis of PPO to answer these two questions.
Question 1. Could PPO bound the probability ratio within the clipping range as it devotes?
In general, PPO could generate an effect of preventing the probability ratio from exceeding the clipping range too much, but it could not strictly bound the probability ratio. To see this, L CLIP t (θ) in eq. (6) can be rewritten as:
The case (9a) and (9b) are called the clipping condition. This form is equal to that of eq. (6). As the equation implies, once r t (θ) is out of the clipping range (with a certain condition of A t ), the gradient of L CLIP t (θ) w.r.t. θ will be zero. As a result, the incentive, deriving from L CLIP t (θ), for moving r t (θ) outward is removed.
However, in practice the probability ratios are known to be not bounded within the clipping range (Ilyas et al., 2018) . The probability ratios on some tasks could even reach a value of 1000% more than the upper clipping range 1 + (see our empirical results in Section 6). One main factor for this problem is that, the clipping mechanism could not entirely remove incentive deriving from the overall objective L CLIP (θ), which is possible to push these out-of-the-range r t (θ) to continue moving outward. We formally describe this claim in following. Theorem 2. Assume r t (θ 0 ) satisfies the clipping condition (either 9a or 9b). Let ∇L CLIP (θ 0 ) denote the gradient of L CLIP at θ 0 , and similarly ∇r t (θ 0 ). Let
, where β is the step size. If
then there exists someβ > 0 such that for any β ∈ (0,β), we have
We provide the proof in Appendix A. As this theorem implies, even the probability ratio r t (θ 0 ) is already out of the clipping range, it could continue moving outward (see eq. (11)). We provide a certain condition when this result could happen, as eq. (10) shows. The condition (10) requires the gradient of the overall objective L CLIP (θ 0 ) to be similar in direction to that of r t (θ 0 )A t . This condition possibly happens due to the similar gradients of different samples or the optimization tricks. For example, the Momentum optimization methods reserve the gradients attained before, which could possibly make this situation happen.
Our result is similar to that in (Wang et al., 2019) . They analyse the optimal solutions of the objective function and found that the probability ratios of these optimal solutions are not strictly bounded. Nevertheless, they do not analyse whether PPO could achieve these unbounded solutions. Whereas we explicitly give the reason how these solutions could be achieved. Question 2. Could PPO enforce a trust region constraint?
PPO does not explicitly attempt to impose a trust region constraint, i.e., the KL divergence between the old policy and the new one. Nevertheless, Wang et al. (2019) revealed that different scale of the clipping range can affect the scale of the KL divergence. As they stated, under state-action (s t , a t ), if the probability ratio r t (θ) is not bounded, then neither could the corresponding KL divergence D st KL (θ old , θ) be bounded. Thus, together with the previous conclusion in Question 1, we can know that PPO could not bound KL divergence. In fact, even the probability ratio r t (θ) is bounded, the corresponding KL divergence D st KL (θ old , θ) is not necessarily bounded. Formally, we have the following theorem. 
; for continuous action space tasks where the policy is π θ (a|s) = N (a|f
KL (θ old , θ) = +∞ for both discrete and continuous action space tasks.
To attain an intuition on how this theorem holds, we plot the sublevel sets of r t (θ) and the level sets of D st KL (θ old , θ) for the continuous and discrete action space tasks respectively. As Fig. 1 illustrated, the KL divergences (solid lines) within the sublevel sets of probability ratio (grey area) can go to infinity.
It can be concluded that there is an obvious gap between bounding the probability ratio and bounding the KL divergence. Approaches which manage to bound the probability ratio does not necessarily lead to bounded KL divergence theoretically.
Method
In the previous section, we have shown that PPO could neither strictly restrict the probability ratio nor enforce a trust region constraint. We address these problems in the scheme of PPO with a general form
where F is a clipping function which attempt to restrict the policy, "·" in F means any hyperparameters of it. For example, in PPO, F is a probability ratio-based clipping function F CLIP (r t (θ), ) (see eq. (7)). We modify this function to promote the ability in bounding the probability ratio and the KL divergence. We now detail how to achieve this goal in the following sections.
PPO with Rollback (PPO-RB)
As discussed in Question 1, PPO could not strictly restrict the probability ratio within the clipping range: even r t (θ) has already exceeded the clipping range, the clipping mechanism could not entirely remove the incentive for moving r t (θ) outward the clipping range. We address this issue by substituting the clipping function with a rollback function, which is defined as 
The case of a discrete action space task, where |A|= 3. The policy under state s t is parametrized by π θ (s t ) = (p (1) t , p (2) t , p where α > 0 is a hyperparameter to decide the force of the rollback. The corresponding objective function at timestep t is denoted as L RB t (θ) and the overall objective function is L RB (θ). The rollback function F RB (r t (θ), , α) generates a negative incentive when r t (θ) is outside of the clipping range. Thus it could somewhat neutralize the incentive deriving from the overall objective L FB (θ). The rollback operation could more forcefully prevent the probability ratio from being pushed away compared to the original clipping function. Formally, we have the following theorem. Theorem 4. Let θ
. The indexes of the samples which satisfy the clipping condition is denoted as Ω = {t|1 ≤ t ≤ T, (A t > 0 and r t (θ 0 ) ≥ 1 + ) or (A t < 0 and r t (θ 0 ) ≤ 1 − )}. There exists someβ > 0 such that for any β ∈ (0,β), we have
Particularly, if t ∈ Ω and r t (θ 0 ) satisfies t ∈Ω ∇r t (θ 0 ), ∇r t (θ 0 ) A t A t > 0, then there exists someβ > 0 such that for any β ∈ (0,β), we have
This theorem implies that the rollback function can more forcefully prevent the out-of-the-range ratios from moving outward. as functions of the probability ratio r t (θ), for positive advantages (left) and negative advantages (right). The red circle on each plot shows the starting point for the optimization, i.e., r t (θ) = 1. When r t (θ) crosses the clipping range, the slope of L RB t is reversed, while that of L CLIP t is zero.
Trust Region-based PPO (TR-PPO)
As discussed in Question 2, there is a gap between the probability ratio-based restriction and the trust regionbased one: bounding the former is not sufficient to bounding the latter one. However, bounding KL divergence is what we primarily concern about, since the KL divergence is a theoretical indicator on the performance guarantee (see eq. (3)). Therefore, new mechanism incorporating the KL divergence should be taken into account.
The original clipping function performs clipping or not depends on whether the probability ratio is out of the range or not (see eq. (7)). Inspired by the thinking above, we substitute the probability ratio-based clipping with a trust region-based one. Formally, the probability ratio is clipped when the policy π θ is out of the trust region,
where δ is the parameter, r t (θ old ) = 1 is a constant. The incentive for moving r t (θ) outward is removed when the policy π θ is not within the trust region, i.e., D st KL (θ old , θ) ≥ δ. The clipped value r t (θ old ) may make the surrogate objective discontinuous. Nevertheless, this discontinuity does not affect the optimization of the parameter θ at all, since the value of the constant does not affect the result of the gradient.
In general, TR-PPO could combine both the strengths of TRPO and PPO: it is somewhat theoretically-justified (by the trust region constraint) while is much simpler to implement and only requires first-order optimization. Especially, compared to TRPO, TR-PPO doesn't need to optimize θ through the KL divergence term D st KL (θ old , θ). The KL divergence is just calculated to decide whether to clip r t (θ) or not. In addition, PPO has been found to be possible to get trapped in a local optima, which derives from the probability ratio-based clipping (Wang et al., 2019) . Whereas the trust region-based PPO does not suffer from such issue to the best of our knowledge.
One may consider a method optimizing F TR (r t (θ), δ)A t directly, which may be a more natural approach to restrict the KL divergence. While the objective function of TR-PPO incorporates an extra min(·, ·) operation, i.e., stated that this extra min(·, ·) operation makes L TR t (θ) to be a lower bound on the unclipped objective r t (θ)A t . However, it should be noted that this extra operation could prevent the objective from getting into local optimum. For the direct-clipping method, F TR (r t (θ), δ)A t , it removes the incentive for improving r t (θ)A t once the KL divergence is outside (see eq. (16)), even when the objective is worse to the old one, i.e., r t (θ)A t < r t (θ old )A t . While the min(·, ·) operation can eliminate this problem. To see this, eq. (17) is rewritten as
As can be seen, the objective will not be clipped as long as the objective is not increased compared than the old one, i.e., r t (θ)A t < r t (θ old )A t . We also experimented with the direct-clipping method, i.e., F TR (r t (θ), δ)A t , and found it performs extremely bad.
Combination of TR-PPO and PPO-RB (TR-PPO-RB)
The trust region-based clipping still possibly suffers from the unbounded probability ratio problem, since we do not provide any negative incentive when the policy is outside of trust region. Thus we integrate the trust region-based clipping with the rollback mechanism.
As the equation imply, F TR−RB (r t (θ), δ, α) generates a negative incentive when π θ is out of the trust region.
Experiment
We conducted experiments to investigate whether the proposed methods could improve ability in restricting policy or benefit policy learning.
To measure the performance, we evaluate the probability ratio, the KL divergence, and episode rewards during the training process. The probability ratio and the KL divergence are measured between the new policy and the old one at each epoch. We refer one epoch as an entire procedure of sampling new state-actions and performing multiple steps of stochastic gradient ascent on policy learning. The old policy is the one before optimizing, while the new policy is the one after being updated at the end of the epoch.
We evaluate the following algorithms. (a) PPO: the original PPO algorithm. We used = 0.2, which is recommended by . We also tested PPO with = 0.6, denoted as PPO-0.6. The proportion of the probability ratios which are out of the clipping range. The proportions are calculated over all sampled state-actions at that epoch. We only show the results of PPO and PPO-RB, since only these two methods have the clipping range parameter to judge whether the probability ratio is out of the clipping range.
is comparable to PPO. (g) A2C: a classic policy gradient method. A2C has the exactly same implementations and hyperparameters as PPO except the clipping mechanism is removed.
The algorithms are evaluated on continuous and discrete control benchmark tasks implemented in OpenAI Gym (Brockman et al., 2016) , simulated by MuJoCo (Todorov et al., 2012) and Arcade Learning Environment (Bellemare et al., 2013). For continuous control tasks, we evaluate algorithms on 7 benchmark tasks (including a challenging high-dimensional Humanoid locomotion task). All tasks were run with 1 million timesteps except for the Humanoid task was 20 million timesteps. Each algorithm was run with 4 random seeds. The experiments on discrete control tasks are detailed in Appendix B. Question 1. Does PPO suffer from the issue in bounding the probability ratio as we have analysed?
In general, PPO could not strictly bound the probability ratio within the predefined clipping range. As shown in Figure 3 , a reasonable proportion of the probability ratios of PPO are out of the clipping range on all tasks. Especially on Humanoid-v2, HalfCheetah-v2, and Walker2d-v2, even half of the probability ratios exceed. Moreover, as can be seen in Figure 4 , the maximum probability ratio of PPO can achieve more than 3 on all tasks (the upper clipping range is 1.2).
Nevertheless, PPO could still produce an important effect on restricting the probability ratio. To show this, we tested two variants of PPO: one uses = 0.6, denoted as PPO-0.6; another one removes the clipping mechanism, denoted as A2C. As we expected, the probability ratio and the KL divergence of these two variants are much larger than that of PPO (we put the results in Appendix B, since the values are too large). Accordingly, the per- formance of these two methods fluctuates dramatically during the training process (see Figure 6 ).
Our conclusion is slightly different from that of Ilyas et al. (2018) . They drew a conclusion that "PPO's performance depends heavily on optimization tricks but not the core clipping mechanism". They got this conclusion by examining a variant of PPO which implement only the core clipping mechanism and remove additional optimization tricks (e.g., clipped value loss, reward scaling). It turns out that the probability ratio and the KL divergence of this variant increase substantially. However, as can be seen in our results, excessively enlarging the clipping range or removing the core clipping mechanism can also result in failure.
In summary, it could be concluded that both the core clipping mechanism and the additional optimization tricks could facilitate restricting the policy, but they could not strictly restrict the probability ratio within the predefined clipping range. Question 2. Could the rollback mechanism improve its ability in bounding the probability ratio and the KL divergence? Could it benefit policy learning? Table 1 : Results of maximum episode rewards and required episodes to hit a threshold within 1 million timesteps (except Humanoid with 20 million), averaged over 4 random seeds. (a) shows the timesteps to hit a prescribed threshold. The thresholds of all environment were chosen according to (Wu et al., 2017) The rollback mechanism could take a significant effect in restricting the policy. We first consider a comparison of PPO-RB and PPO. Both of them have the same clipping range of = 0.2 and the only difference is that PPO-RB incorporates the rollback mechanism with a negative slope of −α = −0.3. As can be seen in Figure 3 , 4 and 5, PPO-RB performs substantially better than PPO in both bounding the probability ratio and bounding the KL divergence. The rollback mechanism could also benefit policy learning. We describe the results from the following three perspectives.
First, as listed in Table 1 (a), PPO-RB requires much less episodes to achieve the threshold on Swimmer, Walker2d and Hopper (while performing fairly good or slightly worse on most of the other tasks). These results may be considered as a success of the "trust region" optimization, which could make the algorithm less susceptible to the noise in the optimization, e.g., the inaccurate advantage value.
Second, PPO-RB achieves much higher episode rewards than PPO does on Swimmer and Walker2d (see Table 1 (b)). Meanwhile it performs fairly good as PPO on almost all of the other tasks except the high-dimensional task Humanoid. This is caused by the higher exploration variance of PPO-RB. As can be seen in Figure 7 , the entropy of PPO-RB is fairly larger than that of PPO. Nevertheless, this could help to learn a better policy, as we will discuss in the following.
Lastly, we examine how well the final stochastic policy generalize to a deterministic version, where PPO-RB also performs much better than PPO. The deterministic policy outputs an action which is the mean of the stochastic Gaussian policy. Since the deterministic version does not involve the exploration noise, it usually performs better than the stochastic one. Table 2 lists the episode rewards of these two policies averaged over 40 episodes.
As can be seen, the deterministic policies of PPO-RB performs much better and stable than the ones of PPO on all the tasks. Notably, on Hopper and InvertedDoublePendulum with PPO-RB, the improvement of the deterministic policy compared to the stochastic one is almost 100%. This is caused by the high exploration variance of PPO-RB (see Figure 7 for the entropy of the pol- Reacher -8 ± 4 -7 ± 4 -6 ± 3 -6 ± 3 -8 ± 4 -7 ± 4 -6 ± 3 -6 ± 3 icy). This high variance may reduce the performance of policy in the training process, but it could encourage the policy to explore sufficiently and obtain a better policy.
The rollback mechanism could also benefit policy learning for trust region-based clipping PPOs. As can be seen from these results, TR-PPO-RB also performs much better than TR-PPO in learning policy.
Question 3. How well does the trust region-based clipping perform compared to the probability ratio-based clipping?
The trust region-based clipping methods include TR-PPO and the TR-PPO-RB, while the probability ratiobased clipping methods include PPO and the PPO-RB. We tested various hyperparameters for each method and choose the best one for each method. Note that all the methods use the same hyperparameter across all the tasks. The hyperparameters for each methods in our experiments are given previously.
The trust region-based clipping fairly outperforms the probability ratio-based clipping in learning policy. As listed in Table 1 (a), both the TR-PPO and TR-PPO-RB require much fewer episodes to achieve the threshold on all the tasks. Notably, on Swimmer and Walker2d, TR-PPO requires almost half of the episodes of PPO. Besides, as listed in Table 1 (b), the episode rewards of TR-PPO and TR-PPO-RB are fairly better than that of PPO. Lastly, the deterministic final policy of TR-PPO is also much better than that of PPO. However, we found PPO-RB performs as good as TR-PPO-RB in the deterministic version.
In summary, both the rollback mechanism and the trust region-based clipping could improve policy learning, while the latter one seems to make the algorithm more sample efficient compared to the former one during training.
Conclusion
Despite the effectiveness of the well-known PPO, it somehow lacks theoretical justification, and its actual optimization behaviour is less studied. To our knowledge, this is the first work to reveal the reason why PPO could neither restrict the probability ratio as it devotes nor enforce a well-defined trust region constraint. Based on this observation, we proposed a trust region-based clipping objective function with a rollback operation. The trust region-based clipping is theoretically justified and could also improve the policy performance and sample efficiency. This improvement may be due to that the probability ratio-based clipping method has been found to suffer from a local optima issue (Wang et al., 2019) , whereas trust region-based one seems not to suffer from it. The rollback operation could also significantly improve ability in policy restriction and training stability.
Extensive results show the effectiveness of the proposed methods.
Deep RL algorithms have been notorious in its tricky implementations and require much effort to tune the hyperparameters (Islam et al., 2017; Henderson et al., 2018) . Our TR-PPO-RB is equally simple to implement and tune as PPO. It may be considered as a useful alternative to PPO.
Then we provide the proof for the continuous action space case where dim(A) = 1. The problem (4) can be transformed into the following form,
2 As can be seen, lim σ→0 F (µ, σ) = +∞, we just need to prove that given any σ new < σ old , there exists µ new such that
Similarly, for the case where dim(A) > 1, we also have
The indexes of samples which satisfy the clipping condition is denoted as Ω = {t|1 ≤ t ≤ T, (A t > 0 and r t (θ 0 ) ≥ 1 + ) or (A t < 0 and r t (θ 0 ) ≤ 1 − )}. There exists someβ > 0 such that for any β ∈ (0,β), we have
Proof:
We first prove eq. (6).
Consider
By chain rule, we have
The second equation holds because
Hence, there existsβ > 0 such that for any β ∈ (0,β)
Thus, we have
We then prove eq. (7).
For the case where r t (θ 0 ) ≥ 1 + and A t > 0, we have φ (0) < 0.
Hence, there existsβ > 0 such that for any β ∈ (0,β) φ(β) < φ(0)
Thus, we have r t (θ Similarly, for the case where r t (θ 0 ) ≤ 1 − and A t < 0, we also have r t (θ 
B Experiments
B.1 Results of PPO-0.6 and TR-PPO-simple As fig. 1 illustrated, the probability ratios of PPO-0.6 and TR-PPO-simple are much larger than others, especially in high dimensional continuous task Humanoid-v2. We also provide the results of the maximum KL divergences over all sampled states of each update during the training process. The results show that the KL divergences of PPO-0.6 and TR-PPO-simple are much larger than others. These results are consistent with our analysis in 
B.2 Results on Discrete Tasks
To evaluate the proposed methods on discrete tasks, we use Atari games as a testing environment, so the policies are learned with raw images. We present results on several atari games in fig. 3 . For TR-PPO, we set δ = 0.001. For PPO-RB, we set α = 0.3 and = 0.1. For TR-PPO-RB, we set δ = 0.001 and α = 0.05. Notice that these hyperparameters have not been tuned, we simply borrowed the experience from [1] and [2] . The empirical results shows that the TR-PPO and the TR-PPO-RB can achieve better performance on the given tasks.
