Abstract -This paper focuses on tbe protection of virtual circuits (Label Switched Paths, LSPs) in a (G)MPLS 111 (Generalised Multi-Protocol Label Switching) network. The proposed algorithm is designed to protect traffic with strong delay requirements such as EF (Expedited Forwarding) ordered aggregates in a DiffServ domain. For this type of application endto-end recovery schemes are usually considered to be far too slow. Local, fast-rerouting is the only solution which can compete with restoration times offered by SONETself-hcalingrng. However local restoration has a cost io terms of extra bandwidth consumed for the backup paths. Our scheme thus includes a sophisticated resource aggregation mechanism based on the concepts of"backupbaekup aggregation" and "backup primary aggregation". The path selection algorithm is also d c signed to efficiently reduce the resource usage. Moreover, when considering LSPs at different preemption levels, our algorithm is able to correctly calculate the amount of bandwidth that can be preempted despite the sharing of resource. We show that our approach, though local, can compete with the statmf-theart end-tsend recovery schemes (such as the one pmented in 121) in terms of resource reservation. The major contribution of our scheme, the "backup-primary aggregation", was then also used in the context of end-to-end recovery and improved its performance substantially.
Introduction
The introduction of optical technology in IP networks and the development of near-terabit capacity routers have made huge amounts of bandwidth available. Simultaneously, the deployment of (G)MPLS and Dimem in core networks al- ' Rsearch Fellow of the Belgian National Fund f a the Scientific Research (F.N.R.S) lows ISPs to traffic engineer their network for maximum efficiency and to offer quality of service to their customers. Indeed, MPLS behaves mostly like ATM where VCs (Virtual Circuits) are replaced by LSPs (Label Switched Paths). LSPs can be established to "emulate" the classical hop-hyhop routing of IP but can also be source-routed, allowing to precisely define how flows of traffic must make their way through the network. Signalling protocols associated with
MPLS, namely RSW-TE [3] (Reservation Protocol with
Traffic engineering Extensions), CR-LDP [4] (Constraint Routing Label Distribution Protocol) both support the provisioning of LSPs with bandwidth allowing to offer end-toend QoS guarantees.
Optical and electronic hardware running at breath-cutting speeds are inherently unreliable. Hardware failures, so& ware bugs, maintenancdupgrade operations cannot be avoided at some points in time. But, when forwarding packets at the speed of lOGbps or more, a single second of inactivity means that millions of bytes ofprecious customer's data are sent directly to the trash-bin and the QoS guarantees you claimed to offer are gone the same way.
Consequently, lots of works have been undertaken to develop algorithms and protocols that will allow the network to quickly recover from any failure it may encounter. Such algorithms where already studied for ATM and before for X.25 for example. But at that time virtual circuits where mostly established by hand based on planning tools and traffic measurement. Nowadays many people agree that, to be really useful, all this process has to be automated. Based on a high level request (defining precisely the bandwidth and QoS requirement of the traffic), the network must he able to compute and establish a path from one ingress router to an egress one and to protect it against failures.
A classical way to reach reliability is to use schemes referred to as 1+1 and 1:l protection (cf. we want to establish, we compute two completely disjoint paths from the ingress to the egress. The best of the two is the primary path, the other is the backup path. In the 1+1 scheme both paths are used simultaneously: all packets are duplicated at the ingress and sent on both paths. The egress node continuously monitors both inputs and selects the "best" one. This way of ensuring protection is of course very costly in terms of bandwidth.
[6] presents an approach to limit the cost of the 1+1 protection. In the 1:l scheme, only the primary path is used to forward packets whila the backup path is in "standby" mode. If a failure occurs, a message is sent to the ingress which switch the backup ami the primary path. The advantage of the 1: 1 solution is that under the single failure assumption significant bandwidth saving can be realized. Indeed if we assume that only a slingle failure may happen in the network at any given time, not all backup paths can be activated simultaneously. Resources that must be reserved for independent backup paths can thus be shared. For reliability and performance the computation of primary and backup paths will probably be distributed and handled by ingress nodes. Some information must thus be made available to these devices if we want to achieve the best possible aggregation of resources.
[7] and [2] present two approaches to do so. The authors of [2] show that with a relatively small amount of data their algorithm is able to protect the network against link failures while limiting the extra bandwidth consumption to 63-68% which is a sippificant improvement compared to previous methods.
Obviously the 1: 1 protection induces far more delay than the 1+1. Failure bas to be detected, a message must propagate to the ingress node which must then switch active: and standby paths. For this reason other approaches have also been envisaged. In fact restoration strategies can be divided into two classes : end-to-end recovery and local recovery (often called "fast re-routing"). In a local scheme, th,a rerouting is handled by the node directly preceeding the failure on the primary path or more generally by a node "close" to the failure. The principle is to establish a set of bat:kup LSPs each one protecting the primary path against the failure of one particular node (or link).
It should also be noted that in both local and en(i-toend approaches, the computation and establishment of the backup paths can be postponeduntil the occurrenceof a failure. While this way of proceeding makes sense especially with best effort traffic, it introduces large delays and, moreover, restoration cannot be guaranteed to succeed. hi the context of this paper we consider only traffics with "stmng" protection requirements (the kind of guarantees one may want for voice ~a f f i c for example). Without any loss of generality this paper will mainly focus on node failures.
Algorithm overview
Our algorithm offers improvements in two main areas compared to any previously presented solution : (I) high quality local bandwidth aggregation and (2) correct handling of preemption levels.
Bandwidth sharing
2.1.1 Backup-Backup bandwidth sharing
As already explained, resource sharing is possible under the assumption that, at any given time, at most a single failure will occur in the network. If this hypothesis holds, two backup LSPs protecting two distinct nodes will never be activated together. If these LSPs are using some common links, only the maximum bandwidth has to be reserved. Figure 1 presents this scenario. The backup LSP "SrclSrcz-B-C" was established to protect the primary LSP established between Srcl and Dstl against the failure of node A. Meanwhile, the backup LSP "B-C-Dstl-D-E" was established to protect the primary path between Srcz and Dstz against the failure of the node labelled "failure". Both backup paths are using the link "B-C" on which we can reserve maz(BW(Backup,), BW(Backup,)) where BW(1) represents the bandwidth required by the LSP "1". This type of aggregation allows a high decrease in the bandwidth consumption.
Primary-Backup bandwidth sharing
It is possible to improve further the scheme if we consider that when a backup path is activated because of a fail-.we, some bandwidth isn't used any more on the primary path. Indeed as soon as the failure is detected, the node responsible for the local backup will switch the traffic between service and recovery path. Very rapidly the circumvented links of the primary path will see their bandwidth consumption reduced. This bandwidth can thus be used by other backup LSPs protecting the Same node. Figure 1 details the situation. As in the previous case, Backup2 was established to protect LSPz. A second backup was created to protect LSP, against the failure of the node "failure" : Backupa. Backupz and LSPl share link "C-Dstl". If node "failure" fails, packets propagated on LSPl will be encapsulated into the Backups tunnel at node 'W. At the same time, packets propagated on LSPz will be diverted on Backupz. As Backupz and LSPl are never used simultaneously, only maz(BW(BackupZ),BW(LSP1)) must be reserved on link "C-Dstl". In many traffic engineering schemes, a central server using some sori of mixed-integer programming algorithm computes an optimal mapping between requests and LSP paths.
This approach usually require hours of computation and is not very robust mainly because the global optimum discovered by this mean is very sensitive : a few changes in the set of requests leads to a completely different set of paths. In our approach, path computation is completely decentralised and real-time. Establishment requests are processed one after the other by the ingress node from which the LSP must start, each ingress treating the requests it receives independautly. Consequently our scheme can combine easily with TE (Traffic Engineering) algorithms following the same decentralised philosophy, as well as with any more centralised scheme. In this paper we will always assume that the primary LSP follows the shortest path according to a certain metric (usually a hop count). The reader is referred to [8,9, IO] for other TE schemes to establish primary paths. When the primary path is known, we compute the set of backup LSPs required to prevent any possible node failure along this path. This is done by starting to protect against last node failure and then going backward until we reach the first node. If a backup path cannot be found under the node-failure hypothesis', we assume that only a link failure will occur and compute a new backup path. If it fails again, the request is rejected.
'Obviously it is impsible U) p t s t the path against the failure of the egrss node. However il is possible 0 pmtect the link bcrwrm the penultimate node and the -.
The tackup computed for this purpose only needs to be link-disjoint with the primary path.
To utilise bandwidth efficiently, the path computation algorithm must favour paths where a lot of resource sharing is possible. To compute the backup path we associate with each link a cost corresponding to the increment of handwidth required if the backup LSP goes through the considered link. Dijkstra's algorithm is then used to compute the shortest path starting at the node preceding the protected node of the primary path towards the egress node. We stop the algorithm when it comes to a node that belongs to the primary path which is located after the protected node.
Preemption levels
Preemption levels are used to define some LSPs as being "more importanr' than others. When establishing a LSP, it can preempt the bandwidth reserved by LSPs having a lower preemption level. This makes it possible to request an establishment that will never block. In case of failure, LSPs with a higher preemption level will also be restored first.
Handling preemption levels has no impact on the bandwidth sharing efficiency. However combining resource sharing and preemption levels in the same scheme requires some special care. This problem will be explained more extensively in section 3.2.
Detailed description
For the clarity of the rest of this paper we will first define a few terms and functions. While the preemption levels are meaningless for the bandwidth sharing, the most general uotation will be introduced. A network is represented by a multi-valued graph G = (X, U) where X is a set of nodes and U a set of oriented arcs between these nodes. Each link hij E U between nodes N; E X and Nj E X is associated 
Lkn. E j ( L k n ) ' = c f :
: the total bandwidth freed by primary LSPs at preemption level p in case of failure of node Nk. %(Nk) = crzi Ftl(Nk)bl.
P is the number of preemption levels. In a practical implementation the source node of each arc is responsible for maintaining this set of values up-to-date. From these definitions, we have :
Note that in equation 3 we have to consider the maximum over all possible link failure scenarios even if we are protecting against node failbe because it is not mathematically guaranteed that the worst case bandwidth consumption will be obtained when faced with a node failure. Indeed consider the failure of link B-Failure on figure 1. In this scenario, both Backup2 and LSP, will be used simultaneously while it is not the case if node "Failure" goes down. Of course, in most pratical situation the wont case will be a node failure.
A U P request is composed of: 
Backup paths computation
Given the primary path P we do :
3. The node we try to protect is F = N,,,, 4. Each link is assigned a cost K;] given by -if we protect against node failure pacity constraint). It can be calculated using equations 1, 2 and 3. Oijkstra's algorithm is Nn from root N,, until the next marked node by the procedure is N' with N' E P. If no valid node-disjoint path is found, then return to step 4 and select link failure protection. If it fails once again, reject the request. E is a small number which is used instead of zero to favour the selection of the shortest path if all I n G j are null.
5. go to step 2.
This algorithm can even be further distributed to spread the load of computation across as many routers as possible.
Indeed each router along the primary path could be responsible for computing and establishing the backup LSP protecting the next node. This approach would require some sort of synchronisation as, to benefit from maximum sharing, backup paths cannot be calculated independently. It's worth also noting that this procedure is not optimal for two reasons. First of all, it is not a network-wide optimum. It is quite obvious because requests are treated one after the other. This means that choices made for any particular LSP will never be reevaluated in the future. But this procedure is also not optimal at the LSP level, i.e. does not lead to find the set of LSPs minimising the increase of bandwidth reservation. Indeed backup LSPs are calculated in order starting at the last node and going backwards. Once again the imposed order prevents the aigorithm to find an optimal solution.
Despite being sub-optimal, during our simulations, this algorithm proved to be a good heuristic. We also tested an enhanced version of the algorithm which consists of iterating on backup paths calculation until no more gain is observed. In very rare cases it leads to a global improvement on the total bandwidth consumed at the network level. In all other cases it leads to no improvement at all or even to an increase in the bandwidth consumption.
Moreover the type of solution we propose is designed to be used also in a very dynamic environment where relatively small LSPs (compared to the links capacity) are added and removed permanently, following users needs. In this context, a form of statistical multiplexing makes the ordering of establishment less relevant. 
The purpose of point 2 is to reflect the fact that at this stage of the establishment no backup exists. If a failure occurs at this point, reservations should thus be freed along the primary path. This assumes that when an unprotected LSP is interrupted by a failure the bandwidth reserved is freed after and before the failure. This can be achieved quite easily. Indeed each backup LSP is associated with one particular node failure. When a packet flows along a backup LSP, a router can thus know that a failure occurred and where it is located. As the router also knows the path of each primary LSP established through him, it can decide to discard packets on failed LSPs before they reach the failure.
-If 1 is a backup LSP, all links Lij E P, U Pp must be updated according to :
The purpose of point 2 is to re-serve bandwidth on'the primary path before the protected node and ailer the merging point. Indeed when the primary LSP was established it was unprotected and this bandwidth was supposed to be freed in case of failure. Now that this recovery path is in place a failure of node "Ny.+," is not fatal for the primary LSP. Because of point 2, the establishment of a backup LSP must also be signalled on the primary path to allow the reservation of the required resources. In fact the only information that must be made available is the starting and the merging point.
Preemption levels aggregation
When combining both preemption levels and resources sharing we must be careful that Kjb] must correctly reflectthe amount of bandwidth which can effectively be preempted (if required) at each preemption level. Indeed the preemption level is a property of LSPs not of bandwidth. But we assign an amount of bandwidth to each preemption level to reflect the fact that by removing all LSPs at a given level a certain amount of bandwidth will be freed. When dealing only with primaty path everythmg is very easy : we have to reserve at level p the sum of the bandwidth required by all LSPs at level p. The introduction of backup LSPs and bandwidth sharing makes things a bit more complex. Indeed when using protection, removing a LSP does not necessaily free any resource: if we recall equation 3, we see that a decrease of Bij(N) only has an impact on qj if node N is the one that maximises the difference. The consequence is that the preemption of a given quantity of bandwidtb will sometimes require that we tear down a set of LSPs whose total bandwidth is bigger than the required bandwidth. To do so the LSPs we are establishing must have a preemption level higher than all the LSPs in this set.
An example is given in tables 1 and 2. The bandwidth that must be reserved for backup LSPl and LSPz can be limited to maz(BW(LSP1), BW(LSP2)) = lOMbps because they protect two distinct nodes. A new LSP with preemption level l4 would only be able to preempt bandwidth from LSP1. But despite the fact that LSPl requested IO The d u e G;, (L)lp] (resp. G,j (F) b]) represents, up to preemption level p, the increment of bandwidth that must be reserved to be able to forward tra5ic in case of failure of link ' P m p t i a n levels are numbaed in dmreasing orda of priority. Level I is thus more important than level 2.
The algorithm is based on the following idea : we do not need to reserve extra bandwidth at level p if, up to that level, a sufficient amount ofbandwidth will be freed by the failure we consider. However we should note that Gij(X)[p] ( X being either a node or a link) can never be negative even
have to "unreserve" bandwidth that is used by active primary paths (recall that Fij(X)lp] is already reserved). Figure 3 shows the situation. Up to level 1, a failure will free more bandwidth that needed by the backup LSPs. For this r e m n GO(
and Gij(X) [4] are represented graphically on the figure. This is only for a particular failure. As any node in the network can fail, we have to define a new vector MiiW accounting for the maximum difference between the total bandwidth required and freed considering all possible failures. This is the purpose of phase 2. 
Which is the same formulae we introduced by means of our example. It should be pointed out that the difference Mijb] -M,j [p -1 1 can be negative which looks a bit surprising at first. Indeed it means we have to reserve less bandwidth at level p than the sum of the bandwidth requirements of all primary LSPs. In fact this just means that a certain amount of bandwidth initially reserved at level p has been upgraded to level po < p to be aggregated with backup LSPs.
Signalling extensions
As all computations are done by ingress nodes, information regarding the state of each link has to somehow propagate to these, nodes. This is done through a signalling protocol which in our case C M be of two kinds : a routing protocol or a label distribution protocol. A~~easyapproachistoflood&j,B;~(L) -Fij(L) along with a routing protocol PDU. We could extend OSPF to flood this vector regularly to allow ingress nodes to stay permanently up-to-date with the network state. If the TE algorithm used for primary path is required to know the bandwidth usageperpreemption level, Kjb] (tlp : 0 < p < P ) must replace &j. The delay between two floodmgs has to be carefully chosen to minimise the number of LSP establishment failures due to obsolete information. This represent a big amount of data. A first way to reduce this would be to floodB,j(N)-F,j(N). Ifwerecallequation3, weseethat this is sufficient if the node failure is always worse that a single link failure (which is a very realistic assumption).
In a very big network, even this "reduced" flooding might became quite costly. The approach followed in [2] is to extend RSVP-?E or CR-LDP to collect information while establishing the primary path. However, to be able to do so, a slightly bigger amount of data must be kept for each link. Each node has to know the impact on the bandwidth consumed on all links L;j in the whole network if each of its links fails. A node N z must thus collect and maintain the following information : Bij (Lxn)b] and Pi, ( h n ) bl Vi,j, k,n,p : L;j E U,k = x V n = x,O _< p < P The information required for backup path calculation can be easily collected at each primary LSP establishment. Indeed if we use RSVP-TE for LSP signalling, a PATH message will be forwarded along the primary path towards the egress node. When the RESV message is forwarded back to the ingress node, each node Nz belonging to the primary path can append B;j(N,) -F,(N,) to this message. The ingress node will thus receive a fresh network state before calculating the backup paths. &j should continue to be flooded by a routing protocol. We should note however that this scheme introduces delays since the ingress node must wait for the primary path to be completely signalled to start computing the backup LSPs. Moreover it cannot be used if the computations of the primary and of the backup paths are done together to further minimise resource consumption.
Simulations
We used for our tests a topology which was composed of 50 nodes and IO2 full-duplex links. Among the 50 nodes, 30 were chosen to act as border routers. We affected to each ingress-egress pair a probability which was used to engineer the network by means of a multi-commodity m d o w algorithm. The purpose of this algorithm is to ensure that if a set of requests follows the given distribution probability a load of 100 % is achievable on all link. This approach was used to mimic the way a real network is engineered. Network engineering in the context of fault protection is still a very active domainofresearch(cf. [13, 141).
The most important value when designing a restoration scheme is the "cost" of such a protection in terms of additional bandwidth reserved for backup LSPs. We will call it "network over-subscription" and represent it by y. It is given by : y measures the network-wide bandwidth reservation increase caused by the backup LSPs compared to the unprotected case.
Four algorithms for node-failure protection are presented in the following results. The first one (labelled "LOCAL") is as the name suggest a local recovery scheme using only the "backupbackup" bandwidth sharing scheme. The: second one, "LOCAL with FBW', is an enhanced version taking into account the concept of "primary-backup aggregation" (using the vector F;,(F) ). The same difference exists between the two algorithms labelled respectively "€ND-TO-END'' and "END-TO-END with F B W . It should be noted that the "END-TO-E"' algorithm is similar in its behaviour to the algorithm presented in [2] which we consider to be the state-of-the-art in resource aggregation. Figure 4 presents the evolution of 7 when we progressively add LSPs to the network. The vertical position of eac:h algorithm is not a real surprise. However it should be noted how the introduction of vector F improves the performance of the local recovery. Local restoration with FBW is as good as end-to-end recovery without FBW. On this topoIog:f, the "distance"between the best local approach and the best endto-end scheme is less than IO%, a price we consider quite cheap to benefit from very short restoration delays.
Results
The decrease of 7 that occurs after the establishment of 2000primaryLSPs should he pointed out. This behaviour is due to the method to choose the path of the primary LSP. Indeed, as the primary always follows the shortest path, inany primary LSPs will tend to overlap while enough bandwidth remains available on the shortest path. This tends to create regions where links are used to protect only a small number ofnodes. This situation does not create a lot of oppomoities to aggregate bandwidth. If we take a look at figure 5 , we will see that after 2000 establishments, the mean reserved bandwidth is close to 45%. This mean load suggests that ,some links are completely filled. The following requests thus have to make a detour to avoid the saturated links. Because of this, backup LSPs are now established in other parts of the network where an important sharing can be realized. This is confirmed by figure 6 which shows the mean nnmber of non-null elements in the vector F,j(F), i.e. the evolution of ,$ CFEX sign(F,j(F))'. Despite not being shown in this paper the same kind of behaviour is obslmed for the density of vector B , j ( F ) . The slope of the (curve increases shortly after 2000 LSP establishments indicating that backup LSPs are now using links where no bandwidth has been reserved for protecting the same node. This suggests that choosing our primary paths in a smarter way (could have a big impact on the amount of sharing.
While the absolute value we obtain for the oversubscription cannot be considered a reference value without extensive testing on many different topologies and traf-5,ign(r) is qual to 1 i f x is positive, to -1 i f x is negative and to 0 if z is equal to 0. fic matrices, it proves the interest of including restoration mechanism in the MF'LS layer. Indeed lower layer recovery schemes such as SONET self healing rings impose an over-subscription of 100% and is limited to link-failure protection. The contribution of this paper is twofold. First of all we improved the best known bandwidth sharing scheme without sacrificing simplicity. This new aggregation technique is able to provide a substantial decrease of the network oversubscription of fast-rerouting. We also proposed an efficient way of computing backup paths in a decentralised or even completely distributed manner. The signalling extensions required to implement our approach remains simple and not too costly in terms of resource. The second interest of this paper is to explain the modification required to handle correctly the notion of 'preemption levels". Results presented show that fast-rerouting is a viable approach to protect tr&c that can only accommodate very short interruptions. They also suggest that routing the primary path in a smarter way could help reduce the resource usage further. This topic will probably be an active domain of research for our future works.
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