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The Peridynamic theory is a nonlocal approach, based on an integral formulation that avoids 
the use of spatial derivatives. This attribute is very desirable in fracture simulations, making 
Peridynamics a versatile tool for failure analyses. A major disadvantage however is the high 
computational cost associated with its numerical implementation. The aim of this study is to 
propose coupling strategies between standard Finite Element methodologies and Peridynamic 
grids in order to simultaneously exploit the inherent ability of the latter to simulate crack 
initiation and propagation with the computational efficiency of the former. Initially a coupling 
technique, where the thermal field is approximated using Finite Elements and the mechanical 
field using Peridynamics, is applied to a thermal shock problem for refractory ceramics. The 
results, although very accurate, verify the increased computational cost of Peridynamic 
simulations. To remedy this, a methodology to couple Peridynamics with finite element solvers 
for classical continuum theories, restricting the use of particles at the vicinity of the crack tip, 
is developed. The coupling method introduces fictitious particles inside the finite elements 
near the coupling interface. This method is selected after comparing three different 
methodologies with respect to spurious reflections observed during pulse propagation in a 1D 
bar. A crack tip tracking algorithm and an adaptive expansion/contraction methodology are 
developed for the dynamic relocation of the Peridynamic patch around the emerging crack 
fronts. This methodology also employs enrichment of the Finite Elements with Heaviside 
functions (Extended Finite Element Method) to limit the use of Peridynamics only near the 
crack tip. The proposed method is used for the simulation of several fracture problems, 
including the complex case of dynamic crack branching. The results are in close agreement 
with those obtained using a Peridynamic only approach while featuring significant 
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Different failure mechanisms develop when the stresses in a body exceed the material 
strength, leading to the progressive collapse of the structure. Typical failure mechanisms 
include the discrete cracks in brittle material, the fracture process zones in concrete and the 
shear band localization in ductile metals [1]. Fracture and damage analysis are therefore a 
crucial aspect of structural integrity assessment [2], typically relying heavily on accurate and 
reliable numerical computations. 
Fracture mechanics play a crucial role in the assessment of a structure and the estimation of 
the remaining life. This is due to the initiation and the propagation of cracks inside the material. 
Despite the tremendous research over the past decades on the description of the fracture 
phenomenon, accurate simulation of the process is a major challenge. The complication arises 
from the vast array of underlying mechanisms that contribute to the process such as: material 
microstructure, grain boundaries, initial defects, dislocations, loading conditions, 
environmental conditions, etc. [3]. 
The introduction of a crack however; complicates the numerical simulation of such phenomena 
[4] because of i) the required mesh refinement around the crack tip, ii) the presence of steep 
gradients in front of the crack and iii) the presence of discontinuities in the medium. Predicting 
crack propagation and nucleation can also prove to be a challenging task using fracture 
mechanics based on the formulation of classical continuum mechanics [5].  
The Peridynamic (PD) theory was introduced by Silling [6] to enable the simulation of dynamic 
fracture in brittle materials. It assumes non-local interactions between material points/particles 
and introduces an internal length scale to the simulation [5]. In this setting, crack nucleation 
and propagation can be naturally simulated through the progressive rupture of interparticle 
bonds without the introduction of external criteria. Contrary to classical elasticity, its 
formulation is based on integrals which is very convenient for fracture applications as the 
introduction of discontinuous displacement fields does not require any special treatment [7].   
The implementation of PD however is associated with high computational cost that can be 
restrictive for large scale simulations. One possibility to reduce the computational burden is to 
combine the PD theory with classical elasticity formulations using the Finite Element method 
(FE). The response of the structure is simulated numerically using a coupled PD grid – FE 
mesh. It is thus attempted to take advantage of the desirable properties of the PD theory 
2 
regarding the simulation of fracture and combine it with the robustness and computational 
efficiency of the FE method.  
1.2 Project Overview 
 Aims and Objectives 
In this study an algorithm is developed for the numerical simulation of the fracture 
phenomenon utilizing combined FE meshes with PD grids. The problem domain is divided into 
two subdomains, 𝛺  and 𝛺 . The PD model is applied in 𝛺  which is limited to areas 
where nonlinear behaviour and steep strain gradients are expected (e.g. near the vicinity of a 
crack) while classical elasticity, approximated by the FE method, is applied in 𝛺  to describe 
the response of the remaining structure. Since this approach is intended for crack propagation 
problems, the algorithm must be able to automatically redefine the location of 𝛺  and 𝛺 , 
following the evolution of the crack.  
Key ingredients for the successful development and implementation of the proposed algorithm 
are: 
(A) Develop understanding on the application of the PD theory and its limitations and 
explore various pathways for its efficient combination with the FE method.  
(B) An efficient and accurate technique to couple the PD model with the FE method that 
allows for the independent discretization of each subdomain and minimizes the 
spurious reflections that are observed in dynamic problems due to model interfaces.   
(C) The ability to localize the implementation of the computationally expensive PD theory 
to specific locations only, such as the vicinity of the crack tip.  
(D) Since the method is intended for crack propagation problems, it is desirable to avoid 
remeshing during the analysis as well as the requirement for a-priori knowledge of the 
final crack path.  
(E) An adaptive relocation strategy to automatically redefine the areas where the PD and 
the FE model is applied during crack propagation. 
 Research Novelty 
The novelty of this study can be summarized in the following points: 
i) The thermal cracking of alumina specimens is simulated numerically using the FE 
method to solve the heat transfer problem and subsequently the PD model for its 
mechanical response. Both cold and hot shock cases are considered, and the results 
are closely correlated with experimental and numerical observations. The importance 
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of considering the temperature dependency of the thermal and mechanical material 
properties is demonstrated through this study.  
ii) A comparative study is performed using different coupling methods to evaluate the 
influence of the method adopted on the spurious reflections observed during pulse 
propagation. The investigation highlights key parameters that affect the performance 
of each coupling case. While enforcing a weak coupling with an overlapping length 
leads to the most accurate energy transmission, coupling approaches that introduce 
additional “ghost” particles produce comparable accuracy and reduce the 
computational cost. 
iii) The Extended Finite Element Method (XFEM) enrichment is introduced and a coupled 
XFEM – PD model is developed to allow the localization of 𝛺  only near the crack 
tip. The crack body that now appears in 𝛺  is treated with the introduction of 
Heaviside enrichment functions, limiting the application of the computationally 
expensive PD model. A convergence study using the J integral value is performed to 
illustrate the feasibility and effectiveness of the approach. Better convergence is found 
between the XFEM – PD model and classical elasticity compared to a PD only 
approach.  
iv) A novel adaptive relocation algorithm is developed for the simulation of crack 
propagation problems. The algorithm does not require any a-priori knowledge of the 
final crack path. Use of the XFEM enrichment enables the bypass of remeshing and 
does not impose mesh dependencies on the problem. The results indicate significant 
improvements in terms of computational efficiency when the XFEM – PD model with 
the adaptive relocation algorithm is used instead of a PD only model.  
1.3 Thesis Structure 
This thesis is structured in 7 chapters. In the first chapter, background information on the 
research topic and an overview on the research objectives are provided.   
A review of the relevant literature is included in Chapter 2. State of the art methodologies that 
are commonly implemented for the numerical simulation of fracture are briefly described. An 
overview of multiscale methodologies is also included in this chapter with emphasis on the 
coupling of FE meshes with PD grids.     
In Chapter 3, the two numerical methods that are used in this study are defined. First, the 
formulation of the Bond – Based PD theory is presented with the relevant definitions regarding 
the appropriate selection of parameters and correction factors. The MATLAB implementation 
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of the peridynamic theory is validated using two simple benchmarking examples. Then, the 
formulation of the Classical Elasticity Theory and the approximation of its solution through the 
FE method are briefly described. The enrichment strategy defined in the Extended Finite 
Element Method (XFEM) is also presented in this chapter.  
The combination of the FE Method and the PD model for uncoupled thermomechanical 
applications is included in Chapter 4. The thermal cracking problem of ceramics is simulated 
numerically by employing the FE method to approximate the temperature field and 
subsequently the PD model is used to simulate the mechanical response of the material. Cold 
and hot shock conditions are considered and a comparison between the results obtained here 
with similar numerical and experimental observations from the literature is made. This coupling 
method, although accurate has been found to have increased computational cost and hence, 
other types of coupling are pursued in the following chapters. 
Chapter 5 is dedicated to the concurrent use of FE meshes and PD grids. In total, three 
different coupling cases are presented to study the effect of each methodology on the spurious 
reflections that are generated in dynamic problems. The simple example of waves propagating 
in a 1D bar is used to compare their accuracy and effectiveness based on time and frequency 
domain results. The second coupling case is also extended to 2D problems and the 
importance of establishing an accurate coupling is illustrated through an example where partial 
energy entrapment occurs.  
In Chapter 6, the coupling method that was presented in Chapter 5 is modified to allow the 
coupling of PD grids with XFEM. This allows for the use of the computationally expensive 
Peridynamic model only near the vicinity of the crack tip. Furthermore, an adaptive relocation 
algorithm is also presented that allows the efficient simulation of crack propagation. The 
performance of the proposed method is evaluated through a series of static and dynamic 
examples.  
Finally, concluding remarks and possible topics for future investigation are discussed in 







2 Literature Review 
Almost a century ago, Griffith published his pioneering work on the brittle fracture of glass [8] 
relating the fracture strength to the flaw size using a simple energy criterion. Subsequent 
investigations extended Griffith’s initial approach to ductile materials and rapidly growing 
cracks [2]. Without being extensive, some of the major contributions to fracture mechanics are 
Irwin’s introduction of the concept of energy release rate [9], Westergaard solution of sharp 
cracks [10], Irwin’s [11] and Dugdale’s [12] works on incorporating a plastic zone correction to 
account for cases where there is considerable yielding ahead of a crack tip, Wells’ [13] 
introductions of crack-tip-opening displacement parameter, Rise’s [14] formulation of the 𝐽 
integral and Paris’s investigation on fatigue [15]. These early works have led today to the 
development of linear elastic fracture mechanics (LEFM) and non-linear fracture mechanics 
(NLFM) [2]. In the following sections various models that have been proposed in the literature 
to simulate the fracture phenomenon are discussed.  
2.1 Fracture Mechanics using the FE method 
Fracture mechanics have been based on the partial differential formulation of classical 
continuum mechanics, that requires the evaluation of spatial displacement derivatives. Two 
types of discontinuities can arise in a problem: weak and strong discontinuities [1]. An example 
of a weak discontinuity is the material heterogeneities that lead to a discontinuous 
displacement derivative. Strong discontinuities refer to cases where the displacement field 
itself exhibits a discontinuity. Such is the case of a crack. These cases violate the continuity 
requirement of the displacement field. In this case, one must consider the crack faces as a 
boundary to apply the partial differential equation of linear elasticity [5]. Furthermore, stress 
singularity appears ahead of the crack tip and crack nucleation cannot be simulated within 
LEFM [3]. The classical theory is enriched with external criteria to simulate crack growth [2] 
and to predict the direction of crack propagation [16]. In the literature, four major criteria have 
been suggested: i) the maximum hoop stress or the maximum principal stress, ii) the minimum 
energy density, iii) the maximum energy release rate and iv) the zero 𝐾  criterion [16,17].  
Unless the problem geometry and boundary conditions are simple, analytical solution of the 
underlying partial differential equations is not always possible. Despite the shortcomings of 
classical continuum theory, it can be applied in a wide spectrum of practical problems using 
the FE method. In such cases the FE method can be used to find an approximate solution to 
the problem [18]. Since the approximation is computed using simple algebraic operations, the 
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method is very suitable for software implementation. It is also noted that the finite difference 
and the boundary element method [19] can also be employed for the approximation.  
The FE method is one of the most widely recognized numerical methods for engineering 
problems and has already been incorporated in the industry for design purposes due to its 
robustness and computational efficiency [18]. Many commercial software packages are 
available in the market that are equipped with powerful mesh generation tools, implicit and 
explicit solvers, large element libraries, computer aided design interface for the definition of 
complex geometries and analysis optimization capabilities that allow the user to easily 
implement the method [20]. In fracture mechanics the FE method has been successfully 
implemented for the computation of 𝐽 integral and stress intensity factors and has achieved 
successes in engineering applications with significant contributions in the estimation of 
remaining lifetime and structural integrity studies [2].  
Since the FE method attempts to approximate the solution of partial differential equations, the 
shortcomings of classical elasticity with respect to the appearance of cracks in the problem 
affect the implementation of the method. One of the challenges is the appearance of singular 
field within the solution domain as discussed earlier. The convergence near the tip can be 
improved by introducing special collapsed elements or moving the side nodes to the ¼-points 
[2,21]. Furthermore, the equivalent domain method [22] can be used to improve the 
approximation of the 𝐽 contour integral as the use of stress/strain information near the crack 
tip is avoided. The numerical simulation of crack propagation can also be cumbersome within 
the FE framework. The evolution of the discontinuity during the simulation imposes topological 
changes to the problem. The FE mesh must be redefined to capture the new geometry of the 
discontinuity. The remeshing procedure and the interpolation of the approximation from the 
old mesh to the new not only increases the computational cost but can also impair the 
accuracy of the approximation [1]. To avoid this drawback, the Cohesive Zone Model (CZM) 
and the Extended Finite Element Method (XFEM) are two approaches that have used 
extensively in the literature to simulate fracture.  
The CZM was first introduced by Barenblatt in 1959 [23] for brittle materials and later Dugdale 
[12] extended the model for ductile materials. Following the pioneering work of Xu and 
Needleman [24] and Camacho and Ortiz [25], CZM was introduced to computational fracture 
mechanics. According to this model, the process of fracturing is introduced through the 
implementation of a traction separation law or a cohesive law. The degrading mechanism is 
assumed to take place in a zone in front of the crack tip, called the “cohesive zone”, and the 
fracture is represented through a stress-displacement law across this zone [26]. Stresses are 
assumed to reduce to zero as the crack opening displacement reaches a critical value. 
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Through these stress-displacement laws, the cohesive strength (𝑓 ) and the fracture energy 
(𝐺 ) are introduced into the simulation as material description parameters. Chandra et al [27] 
showed that the shape of the traction law used in the model is of paramount importance for 
the accurate description of the macroscopic material behaviour. One for the most significant 
drawbacks of the method is its mesh dependency. Cohesive zone elements are in essence 
interface elements inserted between the elements’ faces; hence a crack is bound to propagate 
following paths that depend on inter-element boundaries [28]. In cases where the crack path 
is not known, remeshing might be required to align element edges with the expected 
propagation path. During the past years, the CZM has been used widely, especially for 
situations where the path of the crack is known a-priori, either from experimental observations 
or because of the composition of the structure (e.g. composites) [29]. This mesh dependency 
can lead to significant inaccuracies of the predicted crack path and inconsistent results 
depending on the orientation of the element edges [30].  
The motivation that drove the development of the XFEM was the need to incorporate arbitrary 
discontinuities within the simulation. XFEM was first introduced by Belytschko and Black [31] 
and is based on the partition of unity methodology (PUM). The main idea is to enrich the 
solution basis of the approximation with special functions that capture the characteristics of 
the underlying solution. For example, Heaviside functions can be used to capture the 
displacement jump across a crack, ramp functions for material interfaces and asymptotic 
solutions for the crack tip singularities [1]. As reported in [32], XFEM are suitable for: i) crack 
propagation simulations, ii) modelling of grain boundaries, iii) evolution of dislocation and iv) 
evolution of phase boundaries, as the mesh is decoupled from the geometry and position of 
the aforementioned entities.  
In fracture mechanics, XFEM have been successfully implemented for the determination of 
stress intensity factors, crack initiation and propagation and fatigue life predictions [33,34]. 
The general idea of XFEM is based on the PUM to enrich the FE space. Nodes whose element 
are completely cut by the crack are enriched with jump functions (Heaviside function) while 
nodes whose element contain the crack tip are enriched with tip enrichment functions [35]. 
The advent of XFEM allows cracks to propagate independently of the underlying FE mesh and 
alleviates the need for remeshing at every crack growth step. The crack growth and the 
direction of propagation are still predicted using criteria based on fracture mechanics 
parameters. The crack path and the position of the crack tip is monitored through the 
implementation of a level set function. There are implications however regarding the initiation 
and the tracking on the crack. As reported in [36] and in [37], crack nucleation can be 
influenced by the discretization size and requires special treatment. Additionally, tracking the 
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location of the crack(s) for the definition of the level set functions can be difficult, especially in 
3D applications. 
Contrary to XFEM and CZM that explicitly model the crack topology prior to performing the 
calculations [38], the phase-field method is a recently emerged method that represent the 
discrete cracks through the introduction of a scalar field called the “phase field” [39] which 
represents a smooth transition between the pristine and the damaged material. Phase-fields 
are based on the variational theory of fracture developed by Francfort and Marigo [40] that 
aims to address shortcomings of the classical Griffith theory regarding crack nucleation, 
branching and curved cracks [41]. A key concept of phase fields is the introduction of a length 
scale parameter that defines the width of the localization band and the diffusion or smearing 
of the crack. In the limit of vanishing length scale, the original sharp crack problem can be 
obtained according to the Γ-convergence theorem [42]. An advantage of phase-field models 
over XFEM and CZM is that the crack location does not need to be tracked and crack growth 
is modeled through the evolution equation of the phase field however, further investigation is 
required for the selection and the estimation of the length scale [39].  
In light of the difficulties arising in problems where remeshing is required, use of mesh-less 
(or mesh-free) methods have been studied by many researchers [43,44]. Without being 
exhaustive, some notable mesh-less models include the element free Galerkin method, the 
finite point method, the mesh-less local Petrov-Galerkin method, the smooth particle 
hydrodynamics and the reproducing kernel smooth particle hydrodynamics (see [43,45–50] 
and the references therein). The main difference between mesh-based methods (such as 
FEM) and mesh-free methods is that in the case of the former, a predefined mesh with specific 
relationships between the nodes must be created while in the later nodes are scattered in the 
domain and on the boundaries of the problem without requiring information on the relationship 
between the nodes for field variable interpolation [43]. This removes the requirement of a fixed 
topological connectivity that can be advantageous for problems involving large deformation, 
fracture and fragmentation [51] and allows the effortless implementation of adaptive 
refinement schemes [43]. However, there are also disadvantages to the application of mesh-
less models. As reported in [43,51] mesh-less methods can suffer from implications regarding 
the application of boundary conditions, increased simulation time as the shape functions are 
created during the simulation, stability and accuracy constraints. Nevertheless, mesh-less 
methods are powerful tools and significant research effort is devoted towards their 
development. 
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2.2 Alternative Models to Classical Elasticity 
 Generalized Continuum Mechanics  
Damage mechanisms like cracking that take place in small scales (nanometer and 
femtosecond scales), have an extensive impact and are directly correlated with the observed 
material’s macroscopic behaviour [52]. Hence the need to incorporate the microstructural 
characteristics is crucial for the accurate simulation and understanding of the fracture 
phenomenon. Such characteristics however are not captured by classical elasticity. For this 
reason, scientists have explored different formulations that allow them to take into account 
these effects. 
Enhancing classical elasticity and continuum mechanics to account for the material 
microstructure has been broadly investigated over the past decades and many theories have 
been developed [53]. As proposed in [54], these theories can be termed generalised 
continuum mechanics. The Cosserat brothers [55] were the first to suggest such an 
enhancement. In their mathematical formulation, the total number of degrees of freedom (dofs) 
was increased by introducing additional micro-rotations at each node and they were the first 
to introduce couple-stresses [53,56]. The introduction of micro-rotations is well-suited for 
materials with granular microstructure to describe internal moments [53]. Later investigations 
extended the Cosserat theory [53] and some landmark publications include the works of 
Toupin [57] and Mindlin and Tiersten [58]. In these theories, higher order rotation gradients 
are included in the deformation [59]. Mindlin also introduced the first gradient and the second 
gradient elasticity theory in [60] and [61]. In this case, the strain energy density depends also 
on higher order gradients of the deformation field. Notable contributions include the works of 
Lam et. al. [59] and Fleck and Hutchinson [62]. Following the Cosserat theory, Eringen 
introduced microrotations within the formulation and his work led to the developments of three 
theories that are today called “Micropolar”, “Microstretch” and “Micromorphic” [63,64]. Among 
them, the Micromorphic theory is the most general [64].  
An interesting advantage of higher order theories is the ability to include microstructural 
characteristics in the simulations using an internal length scale (usually denoted by 𝑙) that 
appears within the formulation. As reported in [65] gradient elasticity has been successfully 
implemented to avoid crack tip singularities, simulate wave dispersion and produce size-
dependent mechanical behaviour. They depart from the mono-scale formulations of classical 
elasticity and allow for a multiscale treatment of the medium [66]. However, these advantages 
come with an increased cost regarding the complexity of methodologies. Additional elastic 
coefficients are required for the material to be defined that has discouraged engineers and 
experimentalists to implement them in practical applications [56,66]. Due to the higher order 
10 
operator of strain gradient elasticity, the finite element implementation to three-dimensional 
problems is not straightforward. It is noted that the gradient model suggested by Aifantis 
introduces only a single additional elasticity coefficient while eliminating the strain singularities 
ahead of the crack tip [66,67].  
 Molecular Dynamics and Atomistic Methods 
When a system is attempted to be described very accurately, finer descriptions of the 
response must be incorporated (e.g. atomistic, quantum) [68]. Molecular dynamic (MD) 
simulations have been used over the years to investigate the fracture phenomenon in an 
atomic lattice scale. One of the fundamental differences between classical continuum 
mechanics and MD is the inability of the former to incorporate long-range forces. In continuum 
mechanics, the state of a material point is influenced by the material points that are located in 
its immediate vicinity. MD on the other hand, allows for long-range interactions between 
atoms. Fracture (initiation and propagation) can be modelled using the interatomic forces [69] 
and such simulations could potentially help researchers gain insights and develop a more 
fundamental understanding of failure [70]. Many observations have been simulated 
numerically using such models (e.g. crack branching that takes place at elevated crack 
velocities) and have been validated experimentally [71]. As reported by Askes and Aifantis in 
[66], many studies have also implemented MD models to fit the parameters of gradient 
elasticity for various materials. Still, for fracture applications, there are reports in the literature 
where MD simulations fail to capture the experimental observations [30].  
Despite the booming technological advancements in computer science over the past decades 
and the increase in the available computational power, it is still unfeasible to perform MD 
simulations for real life structures. In [72], a model with over a billion of atoms was used to 
simulate the ductile fracture in a face-centred cubic solid under mode I loading. Even though 
the sheer computational volume of this task is phenomenal, the side of the cube modelled was 
0.3 microns and the total duration of the simulation was a few nanoseconds. The small time 
step required for the temporal resolution of the problem limit MD simulations to short time 
durations. In fracture simulations high strain rates are typically applied due to this limitation 
however, the interpretation and the relation of these results to phenomena that take place at 
lower loading rates is not clear [7]. In many cases, the wave reflections from the geometrical 
boundaries of the structure need to be incorporated into the simulation to make accurate 
dynamic brittle fracture predictions [30]. Given the spatial restrictions of MD simulations, such 
models for larger structures are not feasible yet. These restrictions have led many researchers 
to explore different pathways and develop various multiscale methodologies, that are 
discussed in the following sections. Without being exhaustive, studies on the coupling of 
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atomistic and MD models to continua can be found in [52,70,73–76] and the references 
therein.  
 The Non-local Bond-Based Peridynamic Theory 
The restrictions on the implementation of MD simulations for real engineering applications are 
evident. According to classical elasticity, material points of infinitesimal volume interact only 
with other material points that are in direct contact with and fails to account for the long-range 
forces that have been observed by scientists in experiments [7]. The lack of an internal length 
scale parameter leads to size independent results and breaks down in smaller scales [56].  
To incorporate the long-range forces in continua, Eringen [77] introduced the non-local theory 
of elasticity. Recent studies illustrate that the lack of nonlocality is one of the reasons classical 
elasticity breaks down at nanoscales [78]. Non-local elasticity builds a connection between 
molecular dynamics and continuum mechanics. Non-locality is introduced as integral-type 
material models whose constitutive model at a point is affected by all the material points that 
lie within a finite distance from it [79]. Such theories and hypotheses allow the incorporation 
of the inter-atomic forces as well as an internal length scale [80]. Similar to gradient theories, 
non-local theories have also the advantage of predicting finite stresses ahead of the crack tip 
however, many of the early non-local theories developed retain the displacement derivatives, 
leading to complications when the displacement field is discontinuous [7].  
In this category belongs the Peridynamic (PD) theory. In his seminal work [6], Silling presents 
a reformulation of the elasticity theory to study problems that contain a discontinuity. The PD 
theory incorporates nonlocal interactions within its formulation and assumes that each material 
point, or PD particle, interacts with other particles that are within a certain distance from it. 
These particles are the called the “family” or “neighbourhood” of a particle and define a 
spherical region, commonly denoted with 𝐻 . The radius of the spherical region, 𝛿, is called 
the PD horizon [5,7]. The horizon introduces an internal length scale within the description of 
the material behaviour that prescribes the extent of these interactions [81]. In [5], the PD theory 
is termed as a “strongly” non-local method while the higher order theories are termed “weakly” 
non-local. This terminology is used due to the explicit incorporation of the long-range forces 
between the PD particles and make a separation from the theories where the non-locality can 
be inferred from the appearance of higher order derivatives within the formulation.  
The selection and interpretation of the PD horizon has been discussed in many contributions 
available in the literature (see e.g. [5–7,81]). Specifically, a discussion on the meaning and 
the selection of the PD horizon has been presented by Bobaru and Hu in [81] where the 
authors also make suggestions on the appropriate selection of the horizon value. 
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In some applications, the physics of the problem will dictate the interaction properties that the 
horizon should capture. In the microscale for instance, the interaction potential drops with 
respect to the distance between the atoms. In such cases, The concept of nonlocality has the 
physical meaning of interatomic forces and the PD horizon can be used to describe the extent 
of the interactions [81]. Furthermore, the horizon can also impose a threshold value to the 
number of interactions that are considered as including all possible interactions can be a 
computational burden. The PD horizon introduces a cut-off length to specify the extend over 
which these interactions are included. Nonlocal interactions also arise when homogenization 
is performed in heterogeneous materials such as composites. As noted in [5], the distance of 
these interactions depend on the microstructural features of the material as well as on the 
constituent material properties. In cases where the long-range interactions are determined by 
the problem’s physics such as the examples mentioned earlier, the horizon size should take 
a specific value. 
In practical engineering applications, where such length scales are not resolved, the horizon 
and the nonlocal interaction do not have a physical interpretation [5]. An approach 
recommended by Silling in [6] is to select the PD horizon as such that the PD dispersion curve 
matches the material’s dispersion characteristics. As mentioned in [81], this idea of matching 
the horizon value is further pursued in [82]. As a general recommendation for the discretization 
and approximation of macroscale fracture problems, it is suggested in [5] to use horizon values 
at least three times the discretization length (i.e. 𝛿 ≥ 3𝛥𝑥) as lower values can lead to grid 
dependencies on the crack growth orientation. In cases where exact solutions are available 
or when the problem can be approached with local models (e.g. linear elasticity), the PD 
horizon can be used as a basis for convergence studies [81]. It should be selected large 
enough to ensure accuracy during numerical integration but sufficiently small to reduce the 
computational effort. In [83], it is mentioned for example that the horizon of the PD model can 
be tailored so the nonlocal 𝐽 integral value matches exactly the one obtained from a linear 
elastic model. However, as noted in [84], large horizon values may induce excessive wave 
dispersion and increase the computational cost without significant accuracy gains. Similar 
observations have also been reported by Zimmerman [85] and Ha and Bobaru [86] after 
carrying out convergence studies. 
It is also noted that the horizon value does not necessarily need to be constant over the whole 
problem domain. Approaches that implement variable horizon lengths can be found in [87–91] 
where the size of the peridynamic horizon is different at specific parts of the structure.  
Contrary to classical elasticity, the PD equation of motion is formulated using integrals that 
avoids the appearance of spatial derivatives. Thus, no changes or special treatment is 
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required when discontinuous displacement fields are present in the problem domain. Such is 
the case when problems with strong discontinuities are addressed. An additional benefit within 
the PD formulation is that fracture can be naturally incorporated into the simulations by 
modifying the particle interactions. No external phenomenological criteria are required for the 
initiation of crack nucleation or for the estimation of the propagation direction and length [92]. 
These characteristics make the PD theory a promising tool for fracture mechanics applications 
as it provides a unified framework that can readily accommodate discontinuous displacement 
fields and can simulate fracture without the requirement for additional criteria or a-priori 
knowledge of the propagation path [93].  
These properties have attracted the interest of the scientific community and the PD theory has 
been applied to a variety of fracture problems. A first implementation was carried out by Silling 
[94] where a plate containing two parallel notches is hit by an impactor. The numerical 
simulations predicted crack paths that are in close agreement with observations from 
experimental studies. Impact damage was simulated in the work of Silling and Askari [84]. A 
simulation of a sphere impacting on a brittle target was carried out containing 185,000 particles 
where the formation of conical Hertzian cracks was observed on the target. In [95] and [88], a 
linearized version of the PD theory was introduced and a comparison was made with elasticity 
using a 1-D bar case study. Simulations of crack propagation and crack branching in brittle 
materials using PD have been found to be in close agreement compared other numerical 
methods (e.g. CZM and XFEM) and experimental results [28]. The branching phenomenon 
was captured without the need to introduce criteria to trigger the splitting of the crack. In the 
works of Ha and Bobaru [96] and Bobaru and Zhang [30], the PD theory is implemented to 
study the dynamic crack propagation in brittle materials and identify key parameters that 
control the appearance of crack branching. The ability of PD to incorporate microstructural 
properties and material heterogeneities has been also exploited by changing the bond 
interaction properties between matrix and fibre [97] or different crystals in the body [98]. As 
described in [95], the PD theory includes an internal length scale 𝑙 that in the limiting case of 
𝑙 → 0 one retrieves the classical theory of elasticity. This enables the PD theory to be used 
for multiscale material modelling studies. In [99], it was implemented for the study of 
polycrystalline ceramics, fracture in anisotropic composite materials and fibre networks. A 
similar study on granular fracture for polycrystalline materials is presented in [98] where crack 
initiation and propagation in Iron and AISI 4340 steel crystals is considered, taking into account 
the micro structure of the material. Furthermore, in [100], fracture of AISI 4340 steel was 
simulated under the combination of tensile stress and stress corrosion cracking. To reduce 
the high computational cost of the PD theory when modelling simple structural elements, PD 
beam and plate elements were developed in [101–104] that are comparable to the 
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Timoshenko beam and Mindlin plate. An interesting analogy was used by Silling in [105] where 
the interparticle interactions are described through a simple truss element describing a mass-
spring idealization. A truss network was constructed to capture all particle interactions. The 
implementation of this idealization was realized within the commercial finite element package 
Abaqus.  
The PD formulation presented in [6] is known as “Bond – Based Peridynamic theory” (BBPD). 
The name stems from the pairwise interactions between the pairs of particles. These 
interaction forces depend only on the relative position of the particles and are assumed equal, 
opposite and collinear. This assumption imposes a restriction on the effective Poisson ratio of 
the material. In subsequent work [106], Silling et. al. presented a generalization of the 
methodology by introducing the concept of a “state” giving the name to the method “State – 
Based Peridynamic theory” (SBPD). In this case, particle interactions depend on the collective 
deformation state of all particles that lie within a finite distance from it. Using State – Based 
PD the Poisson’s ratio restriction is lifted and Bond – Based PD can be extracted as a special 
case. An alternative that can partially circumvent the restriction on the Poisson’s ratio has 
been presented by Gerstle et al. [107]. Pairwise PD moments where introduced by adding 
rotational dofs into the model, similar to micropolar elasticity. Due to this similarity, the method 
is termed “micropolar peridynamic model”. In the present study only the Bond – Based PD 
theory is used and for short is referred to as PD. Although the Bond-Based PD model impose 
the restriction on the value of the Poisson’s ratio, it is selected to first evaluate the 
effectiveness and feasibility of employing coupling and relocation schemes for the simulation 
of the fracture process. The formulation of the PD model is presented in detail in chapter 3 of 
this manuscript.  
The high computational cost associated with the implementation of the PD theory is one of its 
biggest disadvantages and can be restrictive for large scale applications [108]. Various 
methodologies have been devised in the literature to improve the computational efficiency of 
the PD models. One approach is to adopt a refinement procedure. In [88], local refinement 
was implemented and the convergence of the PD theory to elasticity was studied in a 1D bar. 
The local refinement procedure is extended in [87] to 2D static applications where the quadtree 
partitioning strategy is used to refine the spatial resolution in specific areas and emphasis is 
given to the change of the horizon value due to discretization change. This approach is 
adopted by Dipasquale et. al. [91] to study dynamic crack propagation in 2D problems. In this 
contribution, a trigger is also introduced to adaptively refine the discretization during the 
evolution of damage. Thus, the number of particles used away from areas that increased 
accuracy is required is reduced, leading to a more computationally efficient model. In order to 
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reduce the spurious reflections that appear due to the horizon change when local refinement 
is used, Ren et. al. [109] introduced the concept of dual horizon.  
A different approach to reduce the computational burden is to adopt multiscale numerical 
models that couple the PD theory with classical elasticity. Many methodologies that were 
originally developed for the coupling of MD with classical elasticity can be extended or 
modified to accommodate such applications.  
2.3 Multiscale Modelling Approaches 
The need of developing approaches for multiscale problems emerged in view of the increasing 
demand for better understanding and controlling the properties of a product. Implementation 
of multiscale modelling is in the spotlight of scientific and industrial interest to increase the 
fidelity of numerical simulations. Multiscale modelling however, is not broadly available and it 
is restricted to academic cases due to the complexity of its nature and the unavailability of a 
unified tool to enable researchers implement novel ideas [70]. The notion of combining 
different models is not new and has been studied by many researchers. Different approaches 
and combinations of models have been proposed in the literature, aiming to bridge different 
temporal and spatial scales [52]. There are various reported multiscale methods in the 
literature. Selection of the appropriate method depends on the case considered (structural, 
system, material etc.) and on the fine and coarse scale descriptions [52,70]. There are two 
major multiscale methods: the hierarchical and the concurrent method.  
In the hierarchical method, a small domain/sample of the material that represents its 
microstructure is computed for certain force-displacement inputs and the response of the 
domain is stored in the form of a constitutive equation or a database. The discretization 
employed for this domain is generally much finer compared to the discretization of the problem 
domain. Then, the original-coarse domain is solved, utilizing the information gathered during 
the first solution [110]. The domain that represents the microstructure of the materials must 
be selected in such a way that can be considered representative of the average response of 
the material. This domain is called unit cell for structured microstructures and representative 
volume element for random microstructures (RVE) [111].  
In this sense, there is a pre-processing step, prior to the analysis of the structure. The fine 
domain is solved first and there is a one-way information passing between the two domains 
without any interaction taking place from the coarser to the finer domain. Although this 
approach is computationally efficient for simple cases, there are many complexities when 
modelling problems that exhibit high nonlinearities (e.g. strain localization) or displacement 
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jumps (e.g. cracks) [112]. Since the information regarding the behaviour of the fine-scale 
domain is gathered as a pre-processing step, the extracted response is usually simplified and 
usually refers to linear elastic cases. 
Following the concurrent method, the finer and the coarser domains are coupled together and 
there is no pre-processing step in the simulation. Equilibrium and displacement compatibility 
are enforced throughout the analysis resulting and the two domains are solved simultaneously. 
The fine scale domain is inserted in the areas where detailed description of the material 
response is required [110].  
Finally, there are several approaches in the literature [52] that cannot be classified specifically 
in one of the two previous categories as they exhibit properties of both. These methods are 
referred to as semiconcurrent and hybrid-semiconcurrent methods. The difference between 
the semiconcurrent and the hierarchical method is that the fine scale model is not solved 
before the coarse model, but it is solved at each solution step of the analysis providing on the 
fly the coarse-grained displacement gradient for the prescribed boundary conditions. Still it is 
different from the concurrent method as a weak coupling is enforced on the boundary [110]. 
In the hybrid-semiconcurrent method, the fine scale model is solved for a group of expected 
deformations as in the hierarchical method, however; the fine scale model is kept on standby 
in case the required response of the microstructure was not mapped during the pre-processing 
step of the simulation.   
This study is focused on studying the feasibility and the potential computational improvements 
when the PD theory is combined with classical elasticity. The coupling is performed using the 
discretized equations of motion for each model. For classical elasticity, the discretization is 
carried out using FEM. This choice is made as it is envisaged that such coupling approaches 
can be implemented within the environment of commercially available FE software packages 
to simulate fracture. Such a notion is presented by Talebi et. al. [70] where an open-source 
framework is developed that interfaces with available libraries (ABAQUS, LAMMPS, LS-DYNA 
and GMSH). This framework enables the realization of continuum-continuum and atomistic-
continuum models for the multiscale simulation of fracture. Nevertheless, other coupling 
combinations involving Peridynamics are also possible. For instance, a coupling between 
peridynamics and a mesh-free method is presented in [113]. Peridynamics is combined with 
the Meshless Local Exponential Basis Functions method, developed in [44], by introducing a 
transition region between the local and the non-local discretized zones and it was 
demonstrated that the coupling is patch test consistent and free of ghost forces. Another 
alternative could potentially be the coupling of Peridynamics with phase-fields models. One of 
the advantages of selecting phase-fields is that it has already been demonstrated that phase-
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fields can be implemented using available FE packages (see e.g. the studies in references 
[39,41]).  
2.4 Concurrent Coupling of FE meshes with PD Grids.  
In fracture applications, concurrent coupling methodologies are generally preferred as the 
representative property of the RVE is violated. The advantages of coupling a computational 
efficient local theory with the capabilities that are offered in non-local descriptions (e.g. 
molecular dynamics) have already been recognized [114] within multiscale applications. One 
of the challenges during concurrent coupling arises when dynamic problems are considered. 
Due to model mismatch, unrealistic reflections occur when waves cross the different domains. 
It is noted however that such reflections also appear in cases where local refinement methods 
are implemented [109] 
Substantial effort has been devoted into formulating a methodology that is able to effectively 
communicate the information between the various descriptions. Various methodologies have 
been proposed to achieve coupling between continuum with atomistic/molecular descriptions. 
A recent review can be found in [115]. The coupling methods can be divided into two broad 
classes: a) in the first class, coupling is achieved at a discrete interface [116–118], b) in the 
second class, coupling takes place gradually over a finite zone, often called overlapping zone 
[52,70,119–121]. It is noted that one of the advantages of implementing overlapping zones is 
that they generally reduce the spurious reflections and allow the two models to have different 
discretization [52,75,122].  
The concurrent coupling of the FE method with PD grids has already been studied by many 
researchers and various methodologies have been presented. It is preferred that the FE 
method is used in areas where failure is not expected to happen while the PD model is used 
to model the behaviour near a failure. Using this approach, it is attempted to combine the 
computational efficiency of FEs with the inherent ability of the PD theory to accommodate 
discontinuous fields and microstructural characteristics [98]. 
Liu and Hong [121] have formulated a methodology of coupling FEs with PD grids that 
introduces interface elements between the two domains. Two coupling approaches are 
reported in their work called the CT and VL coupling schemes. The difference between the 
two schemes lies in the different distribution of the PD forces within the interface elements. 
Although the model was applied to static and dynamic problems, in the case of dynamic 
applications the spurious reflections generated in each case were not studied.  
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In the work of Seleson et al. [123], the PD and the local classical elastic model are blended 
together using a force-based coupling scheme. The coupling is derived by a single framework 
by using a blending function instead of having two models and devise a “gluing” process to 
connect them. Remarkably, this approach eliminates the appearance of ghost forces on the 
interface. This coupling is also generalized to allow coupling between the PD theory and higher 
order gradient models.  
Kilic and Madenci [124] propose the use of an overlapping region over which both the PD and 
the FE equations are used. The displacements of the PD particles in the overlapping region 
are defined through interpolation of the FE nodal values using the shape functions. Although 
the method is applied to 3D examples, only quasistatic problems are considered. The selection 
of the overlapping length and its influence on the accuracy of the coupling is not discussed.  
In [125], Ha and Lubineau use the Arlequin method presented in [126] to couple the FE method 
with the non-local elasticity model developed by DiPaola et. al. [127]. This model contains both 
local and nonlocal interactions within its formulation and the authors point out that the Bond-
Based PD model is a suitable alternative. In fact, in subsequent publications [108,128], the 
same authors introduce the so called “morphing” strategy, a modification of the Arlequin 
method, to couple PD with FEs. In the morphing strategy both local and non-local interactions 
appear in the formulation of the model and their contributions are controlled by introducing a 
special weighting function that ensures energy equilibrium. Thus, there are areas of the 
material that are described though interactions that are purely local, non-local or a combination 
of both. The effect of the weighting function choice and the length of transitioning area is also 
investigated [128]. It is noteworthy to mention that in [108], an adaptive strategy is proposed 
to automatically control the areas where the local and the non-local descriptions are used. A 
critical damage index based on the loss of material stability is introduced that triggers the 
switch from local to non-local near damaged areas. The method was successfully 
implemented for the simulation of crack propagation in three static problems.  
A different method to couple FE meshes with PD grids is developed in [118] where the two 
models are applied to different areas of the problem. Using the linearized formulation of the 
PD theory, the coupled stiffness matrix is derived by considering force equilibrium at the 
locations where PD particles and FE nodes coincide. The same approach is also used in [129] 
to combine the PD theory with the meshless finite point method. In [118] and [129], the 
coupling was implemented for static problems. In [117], Zaccariotto et. al. employ the same 
FE - PD coupling to study dynamic and fracture problems. The results of the coupled model 
are compared to those obtained from PD only solutions. The advantage of their methodology 
lies in its simplicity as it does not require incorporation of blending functions for the two models 
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and can be easily extended to commercial software. The appearance of spurious reflections 
was evaluated by transmitting pulses in 1D and 2D scenarios and measuring the amplitude of 
the reflected wave for different horizon values. Similar to [108], a trigger is also introduced that 
is based on the relative displacement between two FE nodes. The trigger signifies the switch 
from FE nodes to PD particles when the relative elongation exceeds a predefined threshold 
value. This is important in crack propagation problems as the efficiency of the method is 
significantly improved. However, since PD particles and FE nodes are required to coincide for 
the coupling to be enforced, the FE discretization must match that of the PD grid, at least near 
the coupling location. This requirement can be restrictive as the two meshes are not 
independent. In a subsequent publication, Zaccariotto et. al. [130], modify the coupling to 
remove this requirement. Additional, fictitious, PD particles and FE nodes are introduced into 
the FE and PD domain, respectively. The displacement values of the fictitious particles are 
computed by interpolating the nodal displacements using the FE shape functions. On the other 
hand, the displacement values of the fictitious nodes are computed through linear interpolation 
using the displacement values at the particle locations.  
In a very recent publication, Sun and Fish [131] presented a coupling method where the PD 
model is superimposed onto the classical elasticity model in the area where a crack is present. 
The coupling is enforced over a region where both models co-exist and a special interface 
scheme is proposed that introduces fictitious FE nodes and PD particles. The novelty of the 
superposition-based coupling method is that it avoids the use of blending functions and its 
performance is evaluated using 1D and 2D static examples. The method leads to very small 
relative error at the coupling interface and as the authors note, its implementation to wave 
propagation problems will be studied in future publications.  
The plethora of scientific contributions indicate the interest in the development of an efficient 
and accurate FE – PD coupling procedure. The aim is to reduce the computational cost of the 
PD model and allow its implementation for the simulation of failure at a structure level. From 
the contributions mentioned earlier our interest focuses in the methods presented in [108] and 
[117]. In both studies a criterion was used to signify the transition from a local to a non-local 
model. Such an approach allows the PD domain to be inserted in targeted areas where large 
strains develop, and failure is expected to manifest (e.g. possible crack nucleation sites) or to 
increase the area of the PD domain during crack propagation. The overall computational effort 
is decreased as the use of the PD model is limited. Whilst both contributions describe a 
transition from FE to PD, the inverse procedure is yet to be realized. During a fracture 
simulation, as cracks propagate or new crack nucleate, the PD domain will increase 
monotonically. Use of the PD model away from the crack tip is however not required and 
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3 Local and Non-Local Models for Solid and Fracture 
Mechanics 
3.1 Formulation of Bond – Based Peridynamics 
 Definitions 
The PD theory assumes that a material body consists of points, or particles, of infinitesimal 
volume. The PD equation of motion can be written as [84]: 
 
𝜌?̈?(𝒙, 𝑡) = 𝒇(𝒅(𝒙′, 𝑡) − 𝒅(𝒙, 𝑡), 𝒙 − 𝒙) 𝑑𝑉 + 𝒃(𝒙, 𝑡), (3.1) 
where, 𝐻  is the “neighbourhood” of 𝒙 within which it interacts with other particles and is the 
domain of integration, 𝒙′ are all other particles within the horizon of 𝒙, 𝒇 is the pairwise force 
function and describes the force per unit volume squared 𝒙′ exerts on 𝒙,  𝜌 is the mass density 
of the material, 𝑡 is the time, 𝒅 is the displacement vector and 𝒃 is the external body force 
field. Unless otherwise stated, bold notation indicates vectors. Figure 3.1 illustrates a PD body 
before and after deformation, indicating the neighbourhood of interaction of two particles. It is 
noted here that Eq. (3.1) is defined at the deference configuration. As such, the neighbourhood 
of 𝒙 does not change as a result of deformation.  
 
 
Figure 3.1: Deformation of a PD domain.  
Denoting with 𝝃 and 𝜼 the relative position and relative displacement vectors, defined as: 
 𝝃 = 𝒙 − 𝒙, (3.2a) 











then, the PD equation of motion can be written more concisely as: 
 
𝜌?̈?(𝒙, 𝑡) = 𝒇(𝜼, 𝝃) 𝑑𝑉 + 𝒃(𝒙, 𝑡). (3.3) 
By simple inspection of the expression described in Eq. (3.3), it is evident that spatial 
derivatives are avoided in the PD equation of motion. The integral formulation of the PD theory 
makes it powerful tool for failure analyses [5].  
The pairwise force function 𝒇 prescribe the interparticle interactions and holds all the constitute 
information and properties of the material [84]. The bond forces have the direction of 𝜼 + 𝝃 
and must satisfy linear and angular admissibility conditions, as described in detail by Silling in 
[6]. Considering Newton’s third law, leads to the linear admissibility condition expressed as: 
 𝒇(−𝜼, −𝝃) = −𝒇(𝜼, 𝝃),    ∀𝜼, 𝝃. (3.4) 
The linear admissibility condition requires that the bond forces between a pair of particles are 
equal and opposite. Conservation of the angular momentum leads to the angular admissibility 
condition, expressed as: 
 (𝜼 + 𝝃) × 𝒇(𝜼, 𝝃) = 𝟎 ,    ∀𝜼, 𝝃. (3.5) 
Effectively, Eq. (3.5) requires that the bond forces are collinear between a pair of particles. 
Any function that satisfies the linear and angular admissibility conditions, is a valid candidate 
as a response function and there is no restriction that requires the use of linear functions 
[5,29]. However, these pairwise interaction assumptions lead to the restriction of Bond – 
Based PD theory on the value of the Poisson’s ratio [7].  
The PD horizon is of pivotal importance for the PD theory as it describes the finite distance 
over which a particle interacts with other particles directly. The collection of all material 
particles that belong in its horizon define 𝐻 , which is the domain of integration in the equation 
of motion of a particle. Although the shape of 𝐻  can be arbitrary, it is commonly selected as 
a disc or a sphere with radius 𝛿, for 2D and 3D applications respectively. Since bond forces 
vanish for distances greater than 𝛿, then: 
 |𝝃| > 𝛿 ⇒ 𝒇(𝜼, 𝝃) = 𝟎,    ∀𝜼. (3.6) 
If 𝒇 is derivable from a scalar micropotential 𝑤, then the material is said to be microelastic and 
the pairwise force function is written as [132]: 
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 𝒇(𝜼, 𝝃) =
𝜕𝑤(𝜼, 𝝃)
𝜕𝜼
, ∀𝜼, 𝝃. (3.7) 
The micropotential 𝑤, represents the bond energy contained in a single bond with dimensions 
of energy per unit volume squared. The local strain energy density in an area of a body (e.g. 
within the horizon of a material particle) can be computed by considering the energy stored in 





𝑤(𝜼, 𝝃)𝑑𝑉   (3.8) 
where, the factor 1 2 appears in Eq. (3.8) because each endpoint of the bond contains only 
half the energy.  
Following the definition in [30], a material is called linear microelastic when the micropotential 
𝑤 is expressed as: 




where, 𝑐(𝝃) is the micromodulus function, ‖ ∙ ‖ denotes the Euclidean norm and 𝑠 is the 
relative bond elongation computed as: 
 𝑠 =
‖𝜼 + 𝝃‖ − ‖𝝃‖
‖𝝃‖
. (3.10) 
The micromodulus function contains the information of the material’s properties and defines 
the effective stiffness of the bond that connects two particles. The value of 𝑐(𝝃) can be 
determined by equating the PD strain energy density to the strain energy density from classical 
elasticity, under the assumption of the same homogeneous deformation. Micromodulus 
functions of various shapes have been proposed in the literature. In, [88], the shape of 𝑐(𝝃) 
is defined as a constant, piecewise linear (conical) and inverted triangular function of 𝝃. In 
[124], an exponential decay function is proposed to better capture the notion of decreasing 
forces as the interparticle distance increases. Commonly, the constant and the conical shapes 
are employed. If 𝑐(𝝃) is assumed constant, its value can be computed as: 
 








|𝝃| ≤ 𝛿 and plane strain
9𝐸
𝜋𝑡𝛿
|𝝃| ≤ 𝛿 and plane stress
2𝐸
𝐴𝛿
|𝝃| ≤ 𝛿 and 1D
, (3.11) 
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where, 𝑡 is the thickness and 𝐴 is the cross-sectional area.  









𝜋𝛿 (1 − 𝑣)






|𝝃| ≤ 𝛿 and 1D
. (3.12) 
In all cases, 𝑐(𝝃) = 0 if |𝝃| > 𝛿. Similar expressions can be obtained for 3D cases. The 
present study is limited to 1D and 2D applications but the interested reader is referred to 
[5,7,84,88] and the references therein for more information. It is noted that when 𝑐(𝝃) is 
conical, better convergence to classical elasticity has been reported in the literature [88,96]. 
Here either the expression from Eq. (3.11) or Eq. (3.12) is used depending on the example 
and the application. In each case, the selection is specified explicitly.  
Finally, using these definitions and following [30], the pairwise force function for a microelastic 
material can be written as: 







where, 𝑓(𝜼, 𝝃) = 𝑐(𝝃)𝑠 is the scalar-valued pairwise force function.  
Although the bond constant depends only on the relative position of two particles and 
describes a linear force-stretch (𝑓 − 𝑠) interaction relationship, the PD equation of motion 
leads to a nonlinear system of equations. Alternatively, a linearized formulation was also 
presented in [6] and has been used extensively in the literature (see e.g. [88,95,133]). 
Linearization can be carried out under the assumption of small deformation and the linearized 
pairwise response function 𝒇  is written as [6,88]: 




Although the validity of the small deformation assumption is ambiguous for fracture simulations 
as large bond deformations will appear at the vicinity of the crack tip, the linearized PD 
formulation is compatible with direct solvers. Furthermore, when the linearized equations are 
used, it is easier to obtain theoretical results such as the properties of waves [5].  
 Damage in Peridynamics 
The initial motivation for the development of the PD theory was the investigation of dynamic 
crack propagation and fragmentation [84]. Material damage is defined on the bond level 
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between two particles and the fracture process is simulated through the breakage of bond that 
exceed a predefined threshold value, termed the critical bond stretch 𝑠 . Broken bonds are 
removed from subsequent computations, changing the effective stiffness of the structure, 
leading to a nonlinear material response. During fracture phenomena this procedure is 
irreversible and broken bonds remain broken for the remaining computations. In certain 
applications reversible bond breaking can be used, making the bonds able to re-attach, 
allowing for the simulation of Van der Waals interactions [132].  In all examples considered 
here, bond breaking is an irreversible process.  
Bond breaking is achieved by introducing a Boolean 𝜇(𝑡, 𝜼, 𝝃) in the pairwise response 
function [105]. When damage is allowed in the simulation, Eq. (3.13) is re-written as: 
 𝒇(𝜼, 𝝃) = 𝑐(𝝃)𝑠
𝜼 + 𝝃
‖𝜼 + 𝝃‖
𝜇(𝑡, 𝜼, 𝝃). (3.15) 
Function 𝜇(𝑡, 𝜼, 𝝃) is a time-dependent scalar-valued function that monitors which bond have 
broken and which are intact. Its value can be defined as [105]: 
 𝜇(𝑡, 𝜼, 𝝃) =
1,
0,
if 𝑠(𝑡 ) ≤ 𝑠 , ∀0 ≤ 𝑡 ≤ 𝑡 
otherwise
. (3.16) 
The critical stretch value 𝑠 , can be calibrated using measurements on the critical energy 
release rate 𝐺 , of a brittle material.  
The work required to break a single bond can be computed using Eq. (3.9) as [84]: 




Then 𝑠 , can be computed by equating the energy required to break all bonds per unit of 
fracture area to the critical energy release rate 𝐺 . The process is described in detail in [84]. 
Following, Ha and Bobaru [96], if a constant micromodulus function 𝑐(𝝃) is used in 2D, the 













Thus, the PD theory can naturally incorporate damage by simply removing the bonds whose 
stretch 𝑠 exceed the critical stretch 𝑠  through function 𝜇(𝑡, 𝜼, 𝝃). There is no need for any 
additional criteria to triggering the damage initiation, or estimations of the propagation length 
and direction within the framework. The evolution of damage can be quantified and monitored 
using the local damage index 𝜙(𝒙, 𝑡) as [134]: 
 
𝜙(𝒙, 𝑡) = 1 −
∫ 𝜇(𝑡, 𝜼, 𝝃)𝑑𝑉
∫ 𝑑𝑉
, (3.20) 
with 0 ≤ 𝜙(𝒙, 𝑡) ≤ 1. When the material is in its pristine condition, the value of the local 
damage index is 𝜙(𝒙, 𝑡) = 0 while 𝜙(𝒙, 𝑡) = 1 corresponds to material points that are no 
longer connected to the rest of the solid. Typically, near a sharp crack that separates two 
surfaces, 𝜙(𝒙, 𝑡) takes the value of approximately 0.4, as illustrated in Figure 3.2. Higher 
values however are possible during different damage mechanisms [135].  
 
Figure 3.2: Broken bonds of a particle next to the crack path. The total bonds connected to the 
particle were 28 (when 𝛿 = 3Δ𝑥) and 11 bonds were broken. The local damage index of the particle is 
0.39. 
Alternative models have been presented in the literature for different applications. In [29], a 
bilinear constitutive model replaces the linear law to introduce ductility in the simulations. In 
[100], the value of the critical bond stretch is modified at each time step of the analysis to 
simulate fracture in a polycrystalline material due to stress corrosion cracking. In [84] a 
modification of the critical stretch is presented that was found to give better approximations 
when compared with experimental results from glass fracture.  
 Thermomechanical Bond – Based PD Theory 
In many applications it is of interest to examine the influence of the thermal state of a structure 
on its deformation state and vice versa. Such a problem is described in chapter 4 where the 
thermal cracking of alumina is studied. The desirable properties of the PD theory for fracture 
Crack path
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mechanics can be utilized in thermomechanical problems to investigate the failure of 
structures under the application of thermal loads. Kilic and Madenci [136,137] were the first to 
formulate an uncoupled thermomechanical bond-based PD model by introducing a thermal 
bond stretch in the pairwise force function 𝒇 and successfully applying their model on fracture 
problems. Using this methodology, crack propagation was studied in pre-cracked specimens 
and in thin glass plates subjected to water quenching. Later, Oterkus et. al. [138] introduced 
a fully coupled thermomechanical model for State-Based PD and the formulation proposed by 
Kilic and Madenci can be extracted as a special case. In this study we are interested in 
applying the PD theory in an uncoupled thermomechanical problem and thus the formulation 
presented by Kilic and Madenci is implemented. Following [136], the pairwise force function 
defined in Eq. (3.13) can be modified to: 




where, 𝛼 is the thermal expansion coefficient and 𝜃 is the temperature change, relative to the 
temperature of the material in the unstressed state. Since the temperature at the location of 
each PD particle varies, the mean value between material points 𝒙′ and 𝒙 is used, defined 
as: 𝜃 = 𝜃(𝑥 ) + 𝜃(𝑥 ) /2. The fracture criterion is also redefined by modifying 𝜇(𝑡, 𝜼, 𝝃) as: 
 𝜇(𝑡, 𝜼, 𝝃) =
1,
0,
if 𝑠(𝑡 ) − 𝛼𝜃 ≤ 𝑠 , ∀0 ≤ 𝑡 ≤ 𝑡 
otherwise
. (3.22) 
 Discretization of the PD Equation of Motion 
The problem domain can be discretized into a finite number of subdomains and a particle is 
assigned at the centre of each one. The material volume associated with each subdomain 
depends on the number of subdivisions and it is attached to each corresponding particle. 
Although the discretization grid does not have to be necessarily uniform or structured (see e.g. 
[5,139]), for simplicity only uniform grids are implemented in this study and the discretization 
length is denoted as 𝛥𝑥. Nevertheless, the concepts described are directly extendible to 
unstructured or irregular grids. Special considerations however are required when local grid 
refinement is attempted [87,91].  
The integral in the PD equation of motion described in Eq. (3.1), can be approximated 
numerically through a single quadrature point and can be written as a finite summation as [7]: 
 
𝜌?̈? = 𝒇 , 𝑉 + 𝒃 , 𝑗 ≠ 𝑖 (3.23) 
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where, 𝒙  is the location of the 𝑖  collocation point (particle), 𝑀 is the total number of particles 
that are included in the horizon of the 𝑖  particle, 𝑉  is the volume of the 𝑗  particle, 
𝒇 , 𝜼 , , 𝝃 ,  is the bond force that particle 𝑗 exerts on particle 𝑖 and 𝒃𝒊 is the body force 
acting on the 𝑖  particle. In the above approximation the quadrature and collocation points 
coincide. Kilic and Madenci proposed a more elaborate discretization in [116] where the 
aforementioned discretization can be extracted as a special case.  
In Eq. (3.23) either the original or the linearized formulation of the pairwise force function can 
be used. Substituting Eqs. (3.2), (3.10) and (3.13) in Eq. (3.23) leads to: 
 
𝜌?̈? = 𝑐 ,
𝒅 − 𝒅 + 𝒙 − 𝒙 − 𝒙 − 𝒙
𝒙 − 𝒙
𝒅 − 𝒅 + 𝒙 − 𝒙
𝒅 − 𝒅 + 𝒙 − 𝒙
𝑉 + 𝒃 , (3.24) 
where 𝑐 , = 𝑐(𝒙 − 𝒙 ) was used for short. Similarly, substituting Eqs. (3.2), (3.10) and (3.14) 
in Eq. (3.23) leads to: 
 
𝜌?̈? = 𝑐 ,
𝒅 − 𝒅
𝒙 − 𝒙
𝑉 + 𝒃 , (3.25) 
If damage is allowed, then 𝜇(𝑡, 𝜼, 𝝃) is added in the expression of the pairwise force function, 
and consequently in Eqs. (3.24) and (3.25) as described in Eq. (3.14).  
 Correction Factors in the PD theory 
There are two correction factors that need to be considered to improve the accuracy and the 
convergence when the PD theory used: i) the volume correction and ii) the surface correction 
factors.   
In the discretization described in Eq. (3.23), each particle is located at the centre of each 
subdomain. Although a particle 𝑗 might be within the horizon of particle 𝑖 with 𝒙𝑗 − 𝒙𝑖 ≤ 𝛿, 
the volume associated with particle 𝑗 can be only partial within the horizon of 𝑖. This can impair 
the convergence rate of the integral approximation in Eq. (3.23). The volume correction factor 
𝑣 𝝃 ,  is introduced to reduce the effective volume of the particles that are only partially within 
the horizon of the particle considered. This procedure is expressed as [140]: 
 










, if 𝛿 − 𝑟 ≤ 𝝃 , ≤ 𝛿




where 𝝃 , = 𝒙 − 𝒙  and 𝑟  is a constant usually selected equal to half the grid spacing. 
The length 𝛿 − 𝑟  indicates the distance above which the volume of a node needs to be 
corrected. When the grid spacing is uniform then one can easily verify that 𝑣 , = 𝑣 , . 
In the formulation presented in the previous paragraphs, when the PD parameters are 
computed it was assumed that the particle considered, is completely embedded in the interior 
of the material and surrounded by other particles. This assumption is true for points that lie in 
the bulk of the material but ceases to hold for points near the boundaries. If the same 
parameters are used for all points, regardless of their position, the final stiffness of the material 
will be lower near the boundaries and higher towards its interior. In the literature this effect is 
termed the “PD skin-effect” [141]. The skin effect manifests mainly at the geometrical 
boundaries of the structure but as noted in [142] it can also appear at the crack faces.  
Special techniques have been proposed in the literature to compute surface correction factors 
for the particles whose horizon is interrupted and reduce the effect of this phenomenon. 
Without being exhaustive, some notable procedures are mentioned here. A comprehensive 
review and comparison of various surface correction procedures can be found in [143]. In [7] 
a correction factor is computed by applying simple uniaxial loads on the structure and 
comparing the resulting response to that of an infinite case. The particles near the boundary 
will exhibit a directional dependence because of the horizon interruption. A correction is 
introduced that modifies the bond stiffness to reduce this effect. Instead of modifying the bond 
stiffness, Gerstle et. al. [144] propose the introduction of an additional fictitious layer that 
surrounds the initial structure. The motivation is to remove the skin effect by ensuring that the 
horizon of all nodes that are within the structure is uninterrupted. Finally, in [5], a simple 
correction is defined based on the volume that is enclosed in the horizon of the particle. If this 
volume is smaller than that of a particle with uninterrupted horizon, the material is softer than 
intended.  
As stated in [143], none of the correction approaches can truly treat the PD skin effect. Here, 
the volume correction procedure presented in [5] is employed. The procedure is selected for 
its effectiveness [143] and its simple implementation that is important later when the domain 
over which the PD theory is applied is relocated following the evolution of damage. Following 
this approach, the surface correction factor 𝜆 ,  can be computed from the expression [5,143]:  





where, 𝑉  and 𝑉  are the actual volume of the horizon for nodes 𝑖 and 𝑗, respectively, and 𝑉  
is the volume of the node that is fully embedded within the material. The two correction factors 
𝑣 𝝃 ,  and 𝜆 , , are introduced in the discretized equation of motion described in Eqs. (3.24) 
or (3.25), and modify locally the bond stiffness.   
3.2 Solution of the PD equation of motion 
As illustrated in the literature, the PD model have been successfully implemented in a wide 
variety of applications and problems (see e.g. [5,29,7]). Depending on the problem scientists 
and engineers are trying to address, inertia forces might, or might not, contribute significantly 
to the system’s behaviour. It is important to be able to investigate both the dynamic behaviour 
of a system as well as find solutions that describe equilibrium states. 
 Static Solution 
Under the assumption that the loads are applied sufficiently slowly, and the inertia effects are 
insignificant, the PD equation of motion expressed in Eq. (3.3) reduces to: 
 
𝒇(𝜼, 𝝃) 𝑑𝑉 + 𝒃(𝒙, 𝑡) = 𝟎. (3.28) 
The above integral can be approximated using the same collocation method that was 
described in the previous paragraph, using either the original or the linearized expression for 
the pairwise force function 𝒇(𝜼, 𝝃). As stated earlier, despite the use of a linear force - stretch 
relationship from the definition of the 𝑐(𝝃), when the original expression of 𝒇(𝜼, 𝝃) is used, 
the resulting system of equations is nonlinear. Three major approaches have been used in the 
literature to solve this system: 
i). In [145], Kilic and Madenci proposed the implementation of the Adaptive Dynamic 
Relaxation (ADR) method. According to ADR, a fictitious mass and damping is 
assigned at each particle and Eq. (3.24) is solved directly. After a sufficient number of 
iterations, the dynamic effects have been dissipated and an equilibrium solution is 
achieved. This method has been applied in many contributions in the literature as it 
avoids the solution of a nonlinear system of equations and the computationally 
expensive matrix inversion.  
ii). The conjugate gradient method was proposed by in [146]. The solution of Eq. (3.28) is 
sought through the minimization of the strain energy of the system and avoids the 
introduction of any additional fictitious parameters. According to the authors, this 
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method is superior to ADR as it requires less iterations to approximate the static 
solution.  
iii). Zaccariotto et al. [29] suggested the implementation of a full Newton-Raphson 
algorithm for the implicit solution of the nonlinear system equations. 
In the present study, the full Newton-Raphson approach is adopted for the numerical 
approximation of the displacement field when the original expression of 𝒇(𝜼, 𝝃) is implemented 
in the PD equation of motion. We denote with 𝑔(𝒅) the expression:  
 
𝒈(𝒅) = 𝒇(𝜼, 𝝃) 𝑑𝑉 + 𝒃(𝒙, 𝑡). (3.29) 
Obviously 𝑔(𝒅) = 𝟎. For an arbitrary test solution 𝒅 , 𝑔(𝒅 ) is the residual of Eq. (3.29). The 
same discretization is used in Eq. (3.29) as in Eq. (3.24) leading to: 
 
𝑔 (𝒅 ) = 𝑐
𝒅 − 𝒅 + 𝒙 − 𝒙 − 𝒙 − 𝒙
𝒙 − 𝒙
𝒅 − 𝒅 + 𝒙 − 𝒙
𝒅 − 𝒅 + 𝒙 − 𝒙
𝑉 + 𝒃 . (3.30) 
Using the full Newton-Raphson method, the displacement field can be approximated 
numerically through [147]: 
 𝒅 = 𝒅 − 𝒥 (𝒅) 𝑔(𝒅 ), (3.31) 
where, 𝒅  is the next iteration approximation and 𝒥 (𝒅) is the Jacobian of 𝑔(𝒅) is defined 
as: 




In [148], an algorithm is presented for the approximation of 𝒥 (𝒅). Small perturbations in the 
displacement field are applied and Eq. (3.32) is approximated numerically using a central 
difference scheme.  
Here, use of an analytical expression for 𝒥 (𝒅) is preferred as it improves the efficiency of the 
algorithm. Assume a 2D uniform grid and let 𝑛  be the set of all particles. The total number 
of particles is 𝑛 = |𝑛 |. Since the grid is uniform then 𝑉 = 𝑉, 𝑖 = 1, 2, … , 𝑛 . The 
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where, the notation 〈∙〉,  and 〈∙〉,  is used to denote the horizontal and the vertical components, 
respectively. It is convenient to re-write Eq. (3.30) as: 
 
𝒈 = 𝑐𝑉
𝒅 − 𝒅 + 𝝃 ,
𝝃 ,
−
𝒅 − 𝒅 + 𝝃 ,
𝒅 − 𝒅 + 𝝃 ,
+ 𝒃 . (3.34) 
where,  𝑀 ⊂ 𝑛  is a set that contains the particle numbers that are within the horizon of 
particle 𝑖 and the cardinality of 𝑀  depends on the value of the PD horizon. It is convenient to 






𝑑 , − 𝑑 , + 𝜉 , ,
𝝃 ,
−
𝑑 , − 𝑑 , + 𝜉 , ,
𝒅 − 𝒅 + 𝝃 ,
  (3.35) 
with 𝑘, 𝑖 = 1, 2, … , 𝑛 ,  𝑘 ≠ 𝑖 and 𝛼, 𝛽 = 𝑥, 𝑦. By definition, the above derivative vanishes 
when 𝑘 ∉ 𝑀 .  






𝑑 , − 𝑑 , + 𝜉 , ,
𝝃 ,
−
𝑑 , − 𝑑 , + 𝜉 , ,
𝒅 − 𝒅 + 𝝃 ,
. (3.36)  































𝑑 , − 𝑑 , + 𝜉 , ,
𝑎 ,
. (3.37c) 
where, 𝑎 , = 𝒅 − 𝒅 + 𝝃 , .  
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  (3.38)  
Using Eqs. (3.37) and (3.38), the computation of the Jacobian matrix can be vectorized during 
a computer implementation of the Newton-Raphson solver.  
When the linearized formulation is used, the final system of equations becomes linear and can 
be written in the form 𝑨𝒙 = 𝒚. Thus, a stiffness matrix that describes the interparticle 
interactions can be assembled. Consider substituting Eq. (3.14) into Eq. (3.28). After 
discretization of the PD equation of motion we get: 
 
𝒇 , 𝑉 𝑉 + 𝒃 𝑉 = 𝟎. (3.39) 
where, both sides of Eq. (3.39) were multiplied by 𝑉 . The term in the summation describes 
the bond forces acting on each particle. Each bond force 𝒇 , , can be computed as: 
 
𝒇 , = 𝒇 , 𝑉 𝑉 =
𝑐 𝝃 , 𝑣 𝝃 , 𝜆 𝝃 , 𝑉 𝑉
𝒙 − 𝒙
𝒅 − 𝒅 . (3.40) 
where, in the above expression the correction factors 𝑣 𝝃 ,  and 𝜆 𝝃 ,  have also been 
introduced to account for the volume and surface correction. The term 
 
𝑘 , =
𝑐 𝝃 , 𝑣 𝝃 ,  𝜆 𝝃 , 𝑉 𝑉
𝒙 − 𝒙
, (3.41) 
describes the stiffness of each bond and has units of force/length. Using the above definitions, 
the bond forces, 𝒇 ,  can be written in the global coordinate system following the 
transformation: 
 𝑭 , = 𝑹 𝑲 𝑹𝒅 , = 𝑲 ,
𝑷𝑫𝒅 , , (3.42) 
where, 𝑭 , = 𝑓 , , , 𝑓 , , , 𝑓 , , , 𝑓 , ,  is the forcing vector, 𝒅 , = 𝑑 , , 𝑑 , , 𝑑 , , 𝑑 , is the 
vector containing the displacements of particles 𝑖 and 𝑗, 𝑹 is the transformation matrix and 
𝑲  is the local stiffness matrix of the bond and it is analogous to that of a truss element. 




𝑐 𝑠 0 0
−𝑠 𝑐 0 0
0 0 𝑐 𝑠
0 0 −𝑠 𝑐
, 𝑲 = 𝑘 ,
1 0 −1 0
0 0 0 0
−1 0 1 0
0 0 0 0
. (3.43) 
where, 𝑐 and 𝑠 are short for 𝑐𝑜𝑠𝜃 and 𝑠𝑖𝑛𝜃 with 𝜃 being the angle between the bond and the 
horizontal axis. The final PD stiffness matrix assembled by repeating Eq. (3.42) for all bonds 
in the problem domain. An approximation of the displacement field 𝒅 is then obtained by 
solving the linear system: 
 𝑭 = 𝑲 𝒅, (3.44) 
where, 𝑭 = 𝒃 𝑉  is the external force vector acting on the particles.  
 Time Integration of the PD Equation of Motion 
Time integration is of pivotal importance for many engineering problems. The schemes that 
are typically employed to perform time marching in classical models are also applicable for 
the PD equation of motion [148]. The temporal resolution required to capture the rapid and 
sudden nature of fracture leads to the necessity of very small time-increments [1]. When a 
large number of time steps is required explicit time integration schemes can be 
computationally more efficient compared to the implicit ones as the solution of system of 
equations is avoided [149]. Additionally, unless the linearized PD theory is employed, the 
resulting system of equations is also nonlinear, requiring the use of iterative solvers. As such 
explicit solvers are more efficient. Explicit time marching techniques however are only 
conditionally stable, and the time discretization step must satisfy the Courant’s condition. 
Various explicit methodologies have been implemented in the literature. The central difference 
scheme, the velocity – verlet algorithm, forward and backward first order differences are same 
typical examples [7,84,96,148].  
Here the central difference method is used for the time marching. The next step displacements 
are computed as: 
 𝒅 = 𝒅 + ?̇? 𝛥𝑡 + ?̈? 𝛥𝑡 . (3.45) 
The next step acceleration is computed using the discretized PD equation of motion from Eq. 
(3.23). Finally, the next step velocities are computed as: 
 ?̇? = ?̇? + ?̈? + ?̈? 𝛥𝑡. (3.46) 
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Although explicit methods are straightforward to use, sufficiently small time-steps must be 
used to ensure stability. In [84], a stability study was carried out using the linearized PD 
equation of motion. It was shown that the total error is 𝑂(𝛥𝑡 ) + 𝑂(𝛥𝑥 ) when no 
discontinuities are present and  𝑂(𝛥𝑡 ) + 𝑂(𝛥𝑥) when there are discontinuities. According to 
[84], for the solution to be stable the maximum time increment must satisfy: 
 







Since 𝛥𝑡  was computed using the linearized PD equation of motion, its value can be 
reduced by a factor of 0.9 for problems that contain fracture or when the original formulation 
is used [84].  
3.3  Benchmarking Examples Using The in-house MATLAB Code 
Using the definitions in the previous paragraph, an algorithm was developed in MATLAB for 
the solution of the PD equation of motion. In this paragraph, two benchmarking examples are 
presented.  
 Oscillation of an Initially Loaded 1D bar 
As a first example, the axial vibration of a 1D bar is studied. The discretized PD equation of 
motion is used to approximate the solution and the results are compared with the analytical 
solution of classical elasticity. The bar considered is 𝐿 = 1.0m long with a cross sectional area  
𝐴 = 1mm . The material is linear elastic with Young’s modulus 𝐸 = 200GPa, Poisson’s ratio 
𝑣 = 0.25 and density 𝜌 = 2800kg/m . The bar is assumed to be initially deformed under the 
application of a distributed load 𝑞 = 10N/mm. At 𝑡 = 0s, the load is suddenly removed, and 
the bar is let free to vibrate for 𝑡 = 4.0 ∙ 10 s.  
First, the derivation of the analytical solution is described. Details on the derivation can be 
found on a plethora of books on vibrations and dynamics (e.g. [150] and [151]). The bar is 
assumed fixed at 𝑥 = 0 and free at 𝑥 = 𝐿. Furthermore, an initial displacement is applied at 
the bar due to the external distributed load. The initial and boundary conditions are 
summarized in Eqs. (3.48) as: 







 ?̇?(𝑥, 0) = 0 (3.48b) 
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 𝑢(0, 𝑡) = 0 (3.48c) 
 𝜕𝑢
𝜕𝑥
(𝐿, 𝑡) = 0 (3.48d) 
where, 𝑢 and ?̇? are the displacement and the velocity, respectively.  
For a prismatic and homogeneous rod, the free-vibration equation can be derived by 
considering Newton’s second law on an infinitesimal small bar segment. Since the material is 








The free-vibration equation can be solved using the separation of variables principle and can 
be rewritten as the product of 𝑤(𝑥) and 𝑘(𝑡) using 𝑢(𝑥, 𝑡) = 𝑤(𝑥)𝑘(𝑡). Making this 











where, 𝑐 = 𝐸/𝜌 is the wave speed in the bar. The left-hand side of Eq. (3.50) depends only 
on 𝑥 while the right-hand side only on 𝑡. Thus, the common value is a constant, −𝜔 . This 
















+ 𝜔 𝑘 = 0     ⇒     𝑘(𝑡) = 𝐶 cos 𝜔𝑡 + 𝐷 sin 𝜔𝑡 (3.51b) 
where, 𝐴, 𝐵, 𝐶 and 𝐷 are constants. Using Eqs (3.51), the solution can be written as: 






(𝐶 cos 𝜔𝑡 + 𝐷 sin 𝜔𝑡). (3.52) 
Using the initial condition from Eq. (3.48b) in Eq. (3.52) and then the boundary condition from 
Eq. (3.48c) in Eq. (3.52) leads to 𝐷 = 0 and 𝐴 = 0, respectively. Application of the boundary 




, 𝑛 = 1,2,3, … (3.53) 
where, 𝜔  is the natural frequency associated with the 𝑛  mode of vibration. Using Eq. (3.53), 
the equation of vibration can be written for each mode. The general solution of the free-
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vibrating bar is given implementing the superposition method for all modes and can be written 
as: 
 












𝐶 = 𝑢(𝑥, 0). (3.55) 


































where, the final integral can be solved using integration by parts. Thus, Eq. (3.52) is finally 
recast as:   
 







The PD equation of motion is approximated numerically using the collocation method 
described in paragraph 3.1.4. Two different grids are considered for comparison, one with 100 
and one with 1000 nodes, corresponding to 𝛥𝑥 = 10mm and 1mm, respectively. In both 
cases the horizon length is set to 𝛿 = 3𝛥𝑥. A fictitious material layer of thickness 𝛿 is added 
on the left side of the bar to apply the boundary condition, as suggested in [7]. The initial 
condition, defined in Eq. (3.48a), is applied at each particle location. An illustration of the 
discretization can be found in Figure 3.3. Both the surface and the volume correction factors 
have been included in this example.  
 
Figure 3.3: Discretization of the 1D bar using the colocation method. Grey boxes indicate the fictitious 
material layer, added for the application of the boundary conditions.  
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In Figure 3.4, the displacement of a particle located at 𝑥 = 0.5m is plotted during the 
oscillation of the bar, as a comparison between the analytical with the PD solution. For the 
analytical solution the first 20 modes of vibration are considered. It is evident that when only 
100 particles are used, there is a lag between the two solutions. When the discretization is 
refined to 1000 particles, the lag is reduced. Still the two solutions are in very close agreement. 
The effect of different horizon values on the response of the 1D bar is discussed in more depth 
in the following paragraphs.  
 
Figure 3.4: Comparison of the PD solution to the analytical solution for  
 Static Mode I Crack Propagation  
In this section a Mode I static crack propagation example is considered to evaluate the ability 
of the algorithm to accurately capture the fracture phenomenon. Consider a plate with an edge 
breaking crack under plane stress conditions, as illustrated in Figure 3.5 (left). The length of 
the beam is 𝐿 = 0.9mm, the height is 𝐻 = 0.45mm and the initial crack length 𝑎 = 0.3mm. 
The material is linear elastic with Young’s Modulus 𝐸 = 72GPa, Poisson’s ratio 𝑣 = 0.33 and 
energy release rate 𝐺 = 5J/m2.  
Three uniform grids are used for the discretization of the problem with 𝛥𝑥 = 0.015mm, 
0.009mm and 0.005mm, leading to 3600, 5000 and 16200 total particles, respectively. In all 
cases the PD horizon is set to 𝛿 = 3𝛥𝑥. A displacement control approach is adopted in this 
example as it leads to a more stable crack propagation. A prescribed displacement 𝛿 = 3 ∙
10 mm is applied at the top and bottom left corners. The initial crack geometry is introduced 
in the PD model by removing the bonds that intersect the crack location. The final bond 
connectivity is plotted in Figure 3.5 (right).  
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In total, 100 load increments are used, and the final system of equations is solved using the 
Newton-Raphson method. The stretch of each bond is monitored during the simulation and if 
it exceeds the critical value 𝑠 , it is removed from subsequent computations. This process is 
illustrated in Figure 3.6. The bonds whose stretch value is close to 𝑠  are plotted with red 
colour. The prescribed displacement of the load steps presented in Figure 3.6 are 𝛿 =
0.0mm, 𝛿 = 0.88 ∙ 10 mm, 𝛿 = 1.7 ∙ 10 mm and 𝛿 = 2.1 ∙ 10 mm, respectively. 
High stretch values concentrate near the tip location and the crack propagates in a straight 
line, as expected for mode I problems.  
 
Figure 3.5: Left: Geometry and applied displacement. Right: Bond connectivity near the crack 
location. 
 
Figure 3.6: Crack path from initial position to the final position before the sudden, unstable fracture for 
grid spacing Δ𝑥 = 0.015mm. Red denotes bonds that are close to exceeding the critical stretch. 
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The reaction force at the top left corner is monitored during the propagation and plotted in 
Figure 3.7 for different grid densities. The same example has been solved by Zaccariotto et. 
al. in [29] and the results are used for comparison. It is noted that in [29] the authors did not 
use a volume correction factor nor accounted for the PD skin effect. For consistency, no 
correction factors are applied in our simulations either. The results of the MATLAB algorithm 
are in close agreement with those reported in [29]. The final length of the crack is 
approximately 0.65mm, achieved for a prescribed displacement of 0.0021mm. The same 
observation was reported in [29]. 
 
Figure 3.7: Prescribed nodal displacement versus reaction force plot. Results are in good agreement 
with those published by Zaccariotto et. al. in [29].   
3.4 Classical Elasticity and the FE Method 
 Strong and Weak Form 
In this paragraph the formulation of linear elasticity is briefly presented. In all situations where 
a numerical solution is sought, the FE method is used. Denote a problem domain that is 
modelled using elasticity with 𝛺  and its boundary with 𝜕𝛺 . 𝜕 𝛺 and 𝜕 𝛺 denote the 
portions of 𝜕𝛺  where prescribed displacements 𝒖 , and forces 𝑭  are applied, respectively. 
The problem is thus stated as: 
Given the initial conditions 𝒖(𝒙, 0) and ?̇?(𝒙, 0) and for 𝒙 ∈ 𝛺 , 𝑡 ∈ [0, 𝑇], find 𝒖 such that: 
 𝜌?̈? = 𝑑𝑖𝑣𝝈 + 𝒇  on 𝛺 , with 𝒖 = 𝒖  on 𝜕 𝛺 and 𝝈 ∙ 𝒏 = 𝑭  on 𝜕 𝛺,  (3.58) 
where, 𝒖 is the displacement vector, 𝝈 is the Cauchy stress tensor, 𝒏 is the outward unit vector 
and 𝒇  are the applied body forces. The different formulation between classical elasticity and 
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the PD theory is apparent when comparing Eq. (3.3) with Eq. (3.58). The volume integral of 
the pairwise force function 𝒇, appearing in Eq. (3.3) replaces the divergence of the stress 
tensor that appears in Eq. (3.58).  
To enable the FE discretization of 𝛺 , the weak (or variational) formulation of Eq. (3.58) is 
used [152]. Then the above problem can be rewritten as: 
Given the initial conditions 𝒖(𝒙, 0) and ?̇?(𝒙, 0) find 𝒖 such that: 
 
𝜌?̈? ∙ 𝛿?̇?𝑑𝛺 + 𝜺(𝒖): 𝑬: 𝜺(𝛿?̇?) 𝑑𝛺 = 𝒇 ∙ 𝛿?̇?𝑑𝛺 + 𝑭 ∙ 𝛿?̇?𝑑𝑆 (3.59) 
for all admissible 𝛿?̇?, where 𝜺(𝒖) = (∇𝒖 + ∇𝒖𝑻) is the strain tensor and 𝑬 is the fourth order 
elastic tensor. 
 Approximation using the FE method 
Unless the geometry and the loading conditions are simple, analytical solution of the partial 
differential equation (PDE) described in Eq. (3.58) is not always possible [153]. The FE method 
is employed throughout this study to approximate the solution of the resulting PDE.  
The displacement field 𝒖 is approximated as: 
 
𝒖(𝒙 ) ≈ 𝑁 (𝒙 )𝒖 = 𝑵𝑼 (3.60) 
where, 𝑛  is the total number of nodes in the discretization mesh of 𝛺 , 𝑼 is the 
displacement vector at the FE nodal positions 𝒙  and 𝑁 (𝒙𝐹𝐸) are the shape functions. 
Throughout this study two types of elements are used: 2-noded linear truss elements for 1D 
problems and 4-noded bilinear plane stress/strain elements for 2D problems.  
For the 1D case, the stiffness matrix 𝑲 , and lumped mass matrix 𝑴  of the truss element 
















where, 𝑙  is the length of the element, 𝐸 is the Young’s Modulus and 𝐴 is the cross-sectional 
area of the truss. These element matrices are used directly for the assembly of the global 
matrices.  
42 
For the 2D case, the stiffness and mass matrices are extracted from the variational formulation 
described in Eq. (3.59) and their values are approximated numerically. The shape functions 
for a bilinear element are defined as [18]: 
 
𝑵 =
𝑁 0 ⋯ 𝑁 0
0 𝑁 ⋯ 0 𝑁
, 𝑗 = 1, 2, … , 𝑛  (3.62) 
where, 𝑛  is the total number of elements used for the discretization of 𝛺 . Then, using 
Voigt notation, the strain 𝜺(𝒙 ) = 𝜀 , 𝜀 , 𝜀  is approximated as: 
 
𝜺(𝒙 ) ≈ 𝑩 (𝒙 )𝒖 = 𝑩𝑼, (3.63) 





𝜕𝑁 𝜕𝑦⁄ 𝜕𝑁 𝜕𝑥⁄
. (3.64) 
The discrete form of Eq. (3.59) can thus be written as: 
 𝑴 ?̈? + 𝑲 𝑼 = 𝑭 . (3.65) 
where, 𝑭  is the external force vector, 𝑴  is the consistent mass matrix and 𝑲  is the 
stiffness matrix with: 
 
𝑴 = 𝜌𝑵 𝑵𝑑𝛺 , 𝜥 = 𝑩 𝜠𝑩𝑑𝛺 (3.66) 
where, 𝑁  is the total number of elements and 𝛺  is the integration domain of the 𝑖  element. 
A 2 × 2 Gauss approximation is used for the evaluation of the integrals in Eq. (3.66). Since 
explicit time integration is used for the dynamic problems, it is computationally more efficient 
to use the lumped mass matrix in Eq. (3.65). A simple row summation process is used and 
the lumped mass matrix 𝑴  is defined as: 
 
𝑀 , = 𝑀 ,  (3.67) 
and Eq. (3.65) is re-written as: 
 𝑴 ?̈? + 𝑲 𝑼 = 𝑭  (3.68) 
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 The Extended Finite Element Method 
The standard FE method is not suitable for problems involving strong or weak discontinuities 
as it is a piecewise differential approximation. For such problems the mesh needs to be 
specifically constructed which can be challenging in cases where the discontinuity evolves. 
The requirement of conforming meshes is avoided with the use of XFEM,  introduced in [31] 
and [155]. Of pivotal importance for the formulation of XFEM is the Partition of Unity Method 
(PUM) where appropriate enrichment functions are added to the approximation space. The 
particular choice of enrichment depends on the problem and the extra shape functions are 
specifically designed to capture known characteristics of the solution field (e.g. the singular 
field at the crack tip).   
Here, the local extrinsic enrichment of the solution field is used where additional dofs are 
introduced at the nodal points of the elements that are cut by the discontinuity. The 
approximation of the displacement field can be written as [1]: 
 
𝒖(𝒙) ≈ 𝑁 (𝒙 )𝒖 + 𝑁 (𝒙 )𝜓(𝒙 )𝒂 , (3.69) 
where, 𝐾 is the number of nodal points in the computational domain, 𝒖  are the nodal 
displacements, 𝑁 (𝒙 ) are the standard FE shape functions, 𝑀 is the number of enriched 
nodes, 𝑁 (𝒙 ) are the shape functions of the enriched part, 𝜓(𝒙 ) is the enrichment 
function and 𝒂  are the enriched nodal values. In practice, the shape functions of the enriched 
part are usually selected to be the same as the standard ones. This approach is also adopted 
in the present study.   
Since our strategy employs the PD model ahead of the crack tip, no crack tip enrichment is 
needed. Hence, the XFEM enrichment will only be used to capture the displacement jump 
across the crack body. The enrichment function used is the Heaviside sign function given as: 
 𝐻(𝒙 ) =
   1, 𝜑(𝒙 ) > 0
−1, 𝜑(𝒙 ) < 0
  , (3.70) 
where, 𝜑(𝒙 ) = 𝒙 − 𝒙
∗
𝑠𝑖𝑔𝑛 𝒏 ∙ 𝒙 − 𝒙
∗
 is the signed distance function with 
𝒙
∗
 being the closest point to 𝒙  on the discontinuity and 𝒏  the unit normal on the 
discontinuity surface [1].  
Although the local enrichment of the elements is attractive in XFEM as it limits the additional 
computational burden, unavoidably some of the elements in the domain will have only a part 
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of their nodes enriched. These elements are usually termed “blending” or “partially enriched” 
elements (see [1] and [156]). In these elements the partition of unity concept of the shape 
functions is violated and this can affect significantly the convergence rate of the solution. In 
[157], Belytschko et. al. proposed the use of the shifted Heaviside enrichment function that 
vanishes within the blending elements. The crack tip enrichment commonly employed in the 
XFEM formulation is replaced by the introduction of the PD domain and only the shifted 
Heaviside enrichment is introduced in the FE approximation. Thus, the spurious terms that 
lead to PUM violation are avoided, and no additional treatment or introduction of special 
blending elements is required for our needs. Using the shifted enrichment, the displacement 
approximation described in Eq. (3.69) is re-written as: 
 
𝒖(𝒙 ) ≈ 𝑁 (𝒙 )𝒖 + 𝑁 (𝒙 ) 𝐻(𝒙 ) − 𝐻 𝒙 𝒂  (3.71) 
It is noted that the second part of Eq. (3.71) vanishes if no enrichment takes place and the 
approximation of the displacement field reduces to the familiar FE approximation. 
Furthermore, only 2D fracture problems are included in this study and the FE mesh is 
constructed using 4-noded bilinear elements. 
The introduction of the enrichment functions in the approximation necessitates modifications 
to the numerical integration over the enriched elements. The accuracy of Gauss integration 
can be improved by [1,156,158]: i) increasing uniformly the number of Gauss points, ii) 
partitioning the elements into sub-regions that conform with the discontinuity and iii) 
partitioning the elements into regular subregions. Here the numerical integration is performed 
by dividing the elements into four rectangular sub-regions and perform Gauss integration in 
each one using a 32 × 32 grid.  
Dynamic crack branching is an open subject in fracture mechanics as no unified theory has 
been able to explain the phenomenon. Although the theoretical limit of the crack propagation 
velocity is the Rayleigh wave speed, experimental observations indicate that in some cases 
this limit is unattainable as branching occurs at lower values [159]. Various numerical models 
have been used in the literature to study the dynamic phenomenon; the interested reader can 
refer to [134,160] and the references therein. In their work, Ha and Bobaru [96] implemented 
the PD theory to study dynamic crack branching. A characteristic of PD is that it does not 
require additional criteria to signal the initiation of branching. This is something we seek to 
take advantage of in the proposed methodology. A property that is necessary though is the 




Figure 3.8: Enrichment strategy for multiple cracks and junctions. Green dots represent the nodes 
enriched due the main crack while red dots the nodes enriched due to the secondary crack. 
Daux et. al. [1,161] were the first to implement the junction enrichment function to capture the 
discontinuous displacement field in an element where crack branching takes place. Later Zi 
et. al. [162] proposed the enrichment of multiple cracks by overlaying Heaviside step functions. 
The advantage of this method is that no special treatment is required for the junction as it is 
captured naturally. Consider the case of a crack with two branches, as illustrated in Figure 
3.8. The initial crack and one of the branches are termed main crack (solid green line) and the 
other branch is termed secondary crack (dashed red line). A signed distance function 
𝜙 (𝒙 ) and 𝜙 (𝒙 ) is assigned to the main and the secondary crack, respectively. The 
yellow elements are the elements whose basis functions have been enriched while the white 
elements are standard bilinear elements. The nodes whose support is intersected by the main 
crack are enriched in the absence of the secondary crack, indicated with green dots. 
Subsequently, the nodes whose support is intersected by the secondary crack are enriched 
in the absence of the main crack, indicated by larger red dots. Consequently, the elements 
that are cut by multiple cracks or contain a junction will be enriched multiple times. This 
happens because a single step function is not adequate to capture the complex discontinuous 
displacement field in these elements [163]. Following [163], the displacement field in an 
element with multiple cracks is approximated as: 
 
𝒖(𝒙 ) ≈ 𝑁 (𝒙 )𝒖 + 𝑁 (𝒙 ) 𝐻(𝒙 ) − 𝐻 𝒙 𝒂
+ 𝑁 (𝒙 ) 𝐻(𝒙 ) − 𝐻(𝒙 ) 𝒂  
(3.72) 
where, 𝑀 and 𝐺 are the total number of nodes due to the main and the secondary crack, 
respectively, 𝒂  are the enriched dofs associated with the main crack and 𝒂  are the dofs 
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associated with the secondary crack. In the element where the crack junction takes place, the 
approximation is modified to:  
 
𝒖(𝒙 ) ≈ 𝑁 (𝒙 )𝒖 + 𝑁 (𝒙 ) 𝐻(𝒙 ) − 𝐻 𝒙 𝒂
+ 𝑁 (𝒙 ) 𝐽(𝒙 ) − 𝐽(𝒙 ) 𝒂  
(3.73) 
where, 𝐽(𝒙 ) is the junction function defined as: 
 
𝐽(𝒙 ) =
   𝐻 𝜑 (𝒙 ) , 𝜑 (𝒙 ) < 0
𝐻 𝜑 (𝒙 ) , 𝜑 (𝒙 ) > 0
   (3.74) 
Depending on the specific element and the problem addressed (i.e. is there a crack in 𝛺 ? 
how many cracks exist in the same element? do the cracks intersect?) either the displacement 
approximations described in Eqs. (3.71), (3.72) or (3.73) is used.  
Following [1], the XFEM approximation for a 2D problem can be written more compactly by 
introducing: 
 𝑁 (𝒙 ) =
𝑁 (𝒙  ) 0
0 𝑁 (𝒙 )
 (3.75a) 
 
𝑁 (𝒙 ) =
𝑁 (𝒙  ) 𝐻(𝒙 ) − 𝐻 𝒙 0
0 𝑁 (𝒙 ) 𝐻(𝒙 ) − 𝐻 𝒙
 (3.75b) 
and the XFEM approximation is written as: 
 𝒖(𝒙 ) ≈ 𝑵 𝒖 + 𝑵 𝒂 = 𝑵 𝒖, (3.76) 
where, 𝑵 = {𝑵 , 𝑵 } and 𝒖 = {𝒖 , 𝒂 } .   
Similarly, the matrices of derivatives are defined as: 
 
𝐵 (𝒙 ) =
𝜕𝑁 𝜕𝑥⁄ 0
0 𝜕𝑁 𝜕𝑦⁄
𝜕𝑁 𝜕𝑦⁄ 𝜕𝑁 𝜕𝑥⁄
 (3.77a) 
 





⎡𝜕𝑁 𝜕𝑥⁄ 𝐻(𝒙 ) − 𝐻 𝒙 0
0 𝜕𝑁 𝜕𝑦 𝐻(𝒙 ) − 𝐻 𝒙






The strain field can thus be approximated as: 
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 𝜺(𝒙 ) ≈ 𝑩 𝒖 + 𝑩 𝒂 = 𝑩 𝒖, (3.78) 
where,  𝑩 = {𝑩 , 𝑩 }. Using these definitions in the weak formulation of the problem 
the stiffness matrix 𝑲 , and the consistent mass matrix 𝑴 , can be obtained, in an 
analogous way to the process described for the FE case. The stiffness matrix can be 
computed using: 
 𝑲 = 𝑲
, 𝑲 ,




𝑲 , = (𝑩 ) 𝑫𝑩 𝑑𝛺 (3.80a) 
 
𝑲 , = (𝑩 ) 𝑫𝑩 𝑑𝛺 (3.80b) 
 
𝑲 , = (𝑩 ) 𝑫𝑩 𝑑𝛺 (3.80c) 
 
𝑲 , = (𝑩 ) 𝑫𝑩 𝑑𝛺 (3.80d) 
Similarly, the consistent mass matrix can be computed. The superscripts 𝑠𝑡𝑑 and 𝑒𝑛𝑟 that 
appear in Eqs. (3.75) – (3.80) refer to the standard and the enriched dofs. It is noted that for 
an element that contains two cracks or the junction of two cracks, the dimensions of local 
stiffness matrix will be 24 × 24, referring to 8 standard and 16 enriched dofs.  
Problems under both static and dynamic conditions will be considered using the XFEM 
formulation. As mentioned in a previous paragraph, explicit time integration schemes are 
commonly used to capture the fracture process. However, use of the consistent mass matrix 
can increase significantly the computational burden. In their work, Belytschko et. al. [164] 
pointed out that if conventional mass lumping techniques are implemented, the critical time 
step tends to zero as the discontinuity approaches the nodes of the element [165]. A method 
to circumvent this restriction was proposed by Menouillard et. al. in [166], the lumped mass 
matrix was approximated by considering kinetic energy conservation for some special motions 
of the body. The methodology provides a lower bound on the critical time step, even in cases 
where the discontinuity coincides with a nodal position.  
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Menouillard derived the lumped mass matrix for the case where a Heaviside enrichment is 
used. Xu et. al. [163] followed the formulation of Menouillard to propose a mass lumping 
approximation when the shifted Heaviside enrichment is used. The methodology is also 
extended to cases where multiple discontinuities are present. Consider a 2D bilinear element. 
Following [163] and [166], the element mass associated with the enriched nodes of the 
element is computed as: 
 𝑚 = 𝜌 𝜓 (𝒙 ) 𝑑𝛺, (3.81) 
where, 𝜓 (𝒙 ) = ∑ 𝑁 (𝒙 ) 𝐻(𝒙 ) − 𝐻 𝒙  is the particular enrichment function 
selected (in this case the shifted Heaviside enrichment) and 𝜌 is the density. Then, the element 
mass is distributed to the nodes of the elements and subsequently, to the respective dofs. Xu 
et. al. [163] present a weighting procedure for the distribution of the mass considering the area 
of each subarea in the element that is defined by the crack. The integral in Eq. (3.81) can be 
approximated numerically using the Gauss integration procedure that was described earlier. 
Then, the weighted mass for each node can be approximated following [163] by creating a 





∙ 𝑚, (3.82) 
where, 𝐽 = 1, 2, 3, 4 is the element node number, 𝑛  is the number of grid points in the 
subarea that contains node 𝐽, 𝑛  is the total number of grid points and 𝑛  is the number 
of nodes in the subarea that contains node number 𝐽. An illustration of the mass approximation 
is presented in Figure 3.9. In this case 𝑛 = 16, 𝑛 = 3, 𝑛 = 𝑛 = 𝑛 = 13, 
𝑛 = 1 and 𝑛 = 𝑛 = 𝑛 = 3. Following Eq. (3.82) the mass values 
associated with each node are 𝑚 = 3 16⁄ 𝑚 and 𝑚 = 𝑚 = 𝑚 = 13 (3 ∙ 16)⁄ 𝑚.  
The process is repeated if multiple cracks or a junction exists in the element. For the secondary 
crack in the example depicted in Figure 3.8, Eq. (3.81) would be repeated in the absence of 
the main crack and the subscript (∙)  would be replaced with (∙) . The weighted mass is 
computed again using Eq. (3.82) but this time the mass is associated with the dofs of the 
secondary crack.  
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Figure 3.9: Illustration of the mass approximation for a FE cut by a crack.  
For the standard dofs, the mass is computed using the conventional row summation technique 
on the consistent mass matrix as: 
 𝑴 ,
, = 𝑀 , . (3.83) 
Then the final mass matrix is: 




where, 𝑴 ,  is the diagonal lumped mass matrix associated with the enriched dofs. The 
elements of 𝑴 ,  are defined using Eq. (3.82). Finally, using the definitions in Eqs. (3.79) 
and (3.84), the discretized system of equations is written in matrix notation as: 
 𝑴 ?̈? + 𝑲 𝒖 = 𝑭 . (3.85) 












4 Uncoupled Thermomechanics using FE meshes and PD 
grids 
In a solid body, the thermal and deformation states are interdependent. In certain cases, this 
interdependency can be neglected leading to uncoupled thermomechanical models in which, 
only the influence of the temperature field on the deformation is present. In this chapter the 
thermomechanical response of ceramic specimens is investigated. Alumina specimens are 
subjected to sudden and extreme temperature variations that lead to the formation of cracks. 
As a simplification, it is assumed here that the thermal cracking does not affect the heat 
transfer and the uncoupled solutions will be used. This hypothesis has been used extensively 
in the literature (e.g. [167]), as cracks are expected to appear parallel to the direction of heat 
transfer.  
The FE method is used first to approximate the evolution of the temperature field through the 
solution of the heat transfer problem. Subsequently, the PD model simulates the mechanical 
response of the specimen due to the application of the resulting thermal load. Besides, due to 
the brittle nature of ceramics, the PD theory is a suitable candidate for the simulation of the 
fracture process. The two solutions are not used concurrently but instead sequentially. 
Therefore, one-way information passing is achieved from the FE to the PD model. This way it 
is attempted to combine the use of FE mesh with PD grid for the analysis of this problem. The 
benefits of this approach are: 
i). The numerical solution of the heat transfer problem, assuming local interactions, is 
already well understood [138]. Since the assumption for uncoupled thermomechanical 
analysis is applicable, available analytical solutions could also be used for simple 
cases. Blocking this option in our study is the temperature dependency of the thermal 
and mechanical material properties as well as the effects associated with radiative heat 
transfer. This leads to a nonlinear heat transfer problem and the resulting temperature 
field is approximated numerically with the FE method.  
ii). The computational efficiency of the FE method for the approximation of partial 
differential equations is exploited to simulate the temperature distribution as, according 
to our assumption, heat transfer is not affected from the onset of fracture.  
iii). The inherent ability of the PD theory to simulate complex crack patterns is beneficial 
as multiple cracks are expected to nucleate and propagate in the material.  
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iv). The time integration procedure implemented for the thermal transfer and the 
mechanical problem becomes independent. The temporal resolution requirement 
during heat transfer can be different that the resolution required for the mechanical 
response [168]. Additionally, different solvers might be used for each case (i.e. explicit 
or implicit) depending on the application.  
4.1 Thermal Cracking of Ceramic Refractories 
Ceramics and refractories are an extremely diverse family of materials that have met wide 
applicability across many industries. They exhibit high compressive strength, hardness and 
melting point, low thermal and electrical conductivity as well as the ability to maintain their 
properties at elevated temperatures. Due to their excellent performance under elevated 
temperatures, typical applications include: dies for metal forming, liquid steel technologies, 
thermal barrier coatings and others [169,170]. Aluminium oxide (Al2O3) and zirconia (ZrO2) are 
two commonly used engineering oxide ceramics [171]. However, the inherent brittle nature of 
ceramic materials makes them prone to cracking when subjected to sudden temperature 
variations. Due to its paramount importance, thermal shock induced cracking in ceramic 
materials has been studied by many researchers over the last decades. Plentiful studies in 
the literature, both numerical and experimental, aim to investigate the maximum temperature 
change a brittle material can withstand prior to cracking, thus estimating its thermal shock 
resistance  [172–175,167,176]. Furthermore, thermal fatigue due to repeated temperature 
fluctuations is of high academic and industrial interest [177,178]. 
Investigations on the thermal induced stress field, have illustrated that specimens undergoing 
cold shock develop tensile stresses near the boundary and compressive stresses in the 
interior [167,175]. The reversed effect is observed during heating of the specimen where 
tensile stresses develop in the interior. Lu and Fleck [175] presented a systematic 
classification of solids based on their thermal resistance. Cracking of the material was 
investigated assuming a pre-existing crack embedded in the area under tension and the 
resulting stresses were compared with the maximum allowed. Bahr et al. [179] investigated 
the emerging crack patterns after water quenching of pre-heated quartz and glass plates and 
simulated the crack evolution using multiple-crack models [167].  
Early investigations were carried out assuming pre-existing crack or cracks in the medium. 
More recent studies on thermal shock employ elaborate lattice [180], nonlocal ([181] and [182]) 
and gradient ([173] and [183]) models to simulate the initiation and propagation of cracks as 
well as approaches for the incorporation of microstructural characteristics [184,185]. 
Additionally, studies on the induced thermal stresses have illustrated that it is crucial to 
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account for temperature dependent material parameters in the simulations [168,174]. Usually, 
materials tend to exhibit a softening behaviour as the temperature increases due to decrease 
of Young’s modulus. As reported in [174], not considering the temperature dependency of the 
material properties tends to lead to underestimation of the actual thermal shock resistance. In 
their work, Papathanasiou et al. [168] carried out a detailed investigation on the 
thermomechanical  response of ceramic refractories under extreme temperature changes. 
The nonlinear heat equation was solved using the FE method for a 2D problem, taking into 
consideration radiation heat exchange and temperature dependant thermal and elastic 
material properties. The calculated temperature field was subsequently used to determine the 
induced stress field and the results were compared with those arising from linear models for 
different values of the Biot number.  
As state earlier, the FE method is used to approximate the temperature field and subsequently, 
the PD model simulates the mechanical response of the specimen. First, the experimental and 
numerical results for cold shocked alumina specimens reported by Li et. al. in [182], are 
compared with the results of the proposed method for validation purposes. It is noted that in 
[182], an analytical solution of the heat transfer problem was used as input to a damage model 
to capture the fracture process. Then the proposed method is used to simulate cold and hot 
shocked specimens, considering the temperature dependence of the material properties. To 
the best of the authors’ knowledge, numerical simulations for hot shock related analysis are 
scarcer, while some experimental procedures have been reported to yield results that are not 
easily reproducible [186] 
4.2 Problem Definition 
Thermal shock is divided into two distinct categories: “hot” shock and “cold” shock. During hot 
shock, an object is introduced to an environment of elevated temperature and the temperature 
of the material increases rapidly. On the other hand, in cold shock, the object is introduced to 
an environment of much lower temperature and its temperature rapidly decreases. Both 
scenarios are crucial for the identification of the maximum temperature variations a material 
can withstand prior to failure.  
Here, the problem of thin rectangular alumina (Al2O3) specimens subjected to sudden and 
extreme temperature variations is studied numerically. Both cold and hot shock scenarios are 
considered to investigate the different damage mechanisms that develop in each case. For 
the cold shock case the pre-heated (to a specified temperature 𝑇 ) specimen is assumed to 
undergo sudden heat exchange with a surrounding fluid of temperature 𝑇 = 293.15K≪𝑇 . 
In the hot shock case, the specimen is assumed initially at room temperature 𝑇 = 293.15K 
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and then heated due to exposure at an ambient with temperature  𝑇 ≫ 𝑇 . Various values of 
𝑇  for the cold shock and 𝑇  for the hot shock will be considered during the simulations.  
In all cases heat transfer is assumed to take place only in the 𝑥𝑦 plane. Figure 4.1, illustrates 
the physical and numerical model under investigation. The specimen’s half-length and 
thickness are 𝐿 = 5𝐻 and 𝑊 = 0.2𝐻 respectively where 𝐻 is half the height. Taking 
advantage of the system’s symmetry along 𝑦 − and 𝑥 − axes, only one quadrant of the initial 
domain is simulated. Adiabatic conditions apply to the edges that coincide with lines of 
symmetry. Convection and radiation losses occur on the other two edges, as shown in Figure 
4.1. Initially the specimen is assumed to be at a uniform temperature 𝑇  and stress free. The 
material is linear, isotropic, homogeneous and in pristine condition at the initial configuration. 
 
Figure 4.1: Physical (left) and numerical (right) model of the alumina specimen subjected to 2D heat 
transfer. 
Due to the severe temperature variations refractories experience throughout their lifetime, it is 
imperative to include the temperature dependency of the thermal and elastic properties. This 
is reflected by the vast scientific effort to accurately capture the variation of these parameters 
in a wide range of temperatures [187–190]. Based on experimental data for polycrystalline 
alumina, the temperature dependency of the specific heat capacity 𝑐  and thermal conductivity 
𝑘 can be approximated with adequate accuracy by inverse power laws [168]: 
 𝑘(𝑇) = 𝑘 + 𝑘 𝑇 ,   Wm
-1K-1, (4.1a) 
 𝑐 (𝑇) = 𝑐 + 𝑐 𝑇 ,   Jkg
-1K-1 (4.1b) 
where, 𝑇 is the absolute temperature, 𝑘 , 𝑘 , 𝑐  and 𝑐  are constants with values −4.5536, 
12227, 1429.4 and −197620, respectively. Although more elaborate and accurate functions 
have been described in [187], the expressions from Eqs. (4.1) are adopted here due to their 
simple form. It is obvious that as temperature increases, the specific heat capacity increases 
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while the thermal conductivity decreases. This is expected, as materials at higher 
temperatures tend to store heat instead of conducting it [168,189].  
The temperature field is determined considering thermal convection and radiation/irradiation 
between the material and its environment. Heat exchange can be estimated through the 
implementation of the Newton cooling law and Stefan-Boltzmann law. To fully characterize 
heat transfer, two additional parameters must be defined: the emissivity 𝜀 ∈ [0,1] and the heat 
transfer coefficient ℎ. Heat exchange can then be written as: 
 𝑞surf = 𝑞conv + 𝑞rad = ℎ(𝑇 − 𝑇 ) + 𝜀𝜎(𝑇 − 𝑇 ), (4.2) 
where, 𝜎 = 5.67 10  W-2K-4, is the Stefan-Boltzmann constant and 𝑇  is the temperature at 
the surface of the solid. Following [168], heat loss due to radiation is taken as 𝜀 = 0.80. 
Estimation of the convective heat transfer coefficient ℎ, is crucial for the accurate simulation 
of the heat transfer between alumina and the surrounding environment. Various experimental 
configurations have been proposed in the literature (e.g. [191,192]) but as reported in [169], 
the results exhibit high dispersion. Following [182], the value ℎ = 50,000 Wm-2K-1 is 
employed, as a representative value of the heat transfer between a liquid and a solid (water 
quenching for cold shock or molten steel for hot shock).  
The temperature dependence of alumina’s mechanical properties needs also to be accounted 
for. The elastic modulus 𝐸 and fracture toughness 𝐾 , decrease as the temperature increases 
while, the thermal expansion coefficient 𝛼 and Poisson’s ratio 𝑣, increase. Despite the fact 
that the temperature dependency of the thermal expansion coefficient is in general nonlinear, 
a simple linear function can approximate the experimental observations with adequate 
accuracy [168,189]. Determining the fracture toughness of a material during the initiation of a 
crack is difficult [2]. Experimental studies have illustrated that the fracture toughness of high 
purity alumina tends to decrease as temperature increases. Following the observations 
reported in [193], the fracture toughness of alumina, expressed in terms of stress intensity, is 
assumed to decrease linearly as temperature increases. In the subsequent analyses, the use 
of the Bond-Based PD model restricts the values of the Poisson’s ratio to 𝑣 = 0.33 for plane 
stress problems [29]. Nevertheless, the temperature variation of the Poisson’s ratio is also 
included for completeness. Although the Poisson’s ratio of the refractory material selected is 
different than the value enforced by the PD theory (which is independent of the temperature 
variation) the results obtained indicate that the prediction of failure due to thermal shock is 
reasonably accurate. The elastic and mechanical properties of alumina are calculated using: 
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 𝐸(𝑇) = 𝐸 [1 − 𝜆 (𝑇 − 𝑇 )] (4.3a) 
 𝑣(𝑇) = 𝑣 [1 + 𝜆 (𝑇 − 𝑇 )] (4.3b) 
 𝑎(𝑇) = 𝑎 [1 + 𝜆 (𝑇 − 𝑇 )] (4.3b) 
 𝐾 (𝑇) = 𝐾 [1 − 𝜆 (𝑇 − 𝑇 )]. (4.3b) 
where, 𝐸 = 370GPa, 𝑣 = 0.25, 𝑎 = 6 ∙ 10 K-1 and 𝐾 = 3.3MPa√m are the elastic 
modulus, Poisson’s ratio, thermal expansion coefficient and fracture toughness of 
polycrystalline alumina at room temperature and 𝜆 = 1.2 ∙ 10 K , 𝜆 = 6.9 ∙ 10 K , 
𝜆 = 9 ∙ 10 K , and 𝜆 = 1.567 ∙ 10 K   are constants. Using Eqs. (4.1) and (4.3), the 
temperature dependency of the thermal and elastic material properties is illustrated in Figure 
4.2. In the following paragraphs, the fracture process will be related to the critical energy 
release rate 𝐺 . An estimate of the fracture toughness (using Linear Elastic Fracture 
Mechanics for relatively brittle materials like alumina and plane stress assumptions) is 𝐺 =
𝐾 /𝐸. 
 
Figure 4.2: Temperature dependency of thermal and elastic properties for polycrystalline alumina 
(Al2O3).  
4.3 Heat transfer simulation 
When the thermal properties are assumed constant, solution of the mixed boundary problem 
illustrated in Figure 4.1, can be obtained directly from available analytical solutions [194]. 
When the thermal properties are functions of temperature, analytical solutions are not possible 
and the temperature field needs to be approximated numerically [195]. The FE method is 
commonly employed for the approximation of complex thermomechanical problems when 
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analytical solutions are not available. Here, Lagrange elements with bilinear interpolation of 
the temperature field are used for the solution of the nonlinear heat transfer problem [168].   
Following the derivation presented in [168], the nondimensional spatial and temporal 
parameters introduced are: 
 𝜉 = 𝐻 𝑥 (4.4a) 
 𝜉 = 𝐻 y (4.4b) 
 ?̂? = 𝐻 𝜅𝑡 (4.4c) 
where, the accent 〈 ⋅ 〉 is employed to indicate nondimensional values, 𝜅 = 𝑘ref/(𝜌𝑐 ,ref) is 
the thermal diffusivity and 𝑘ref and 𝑐 ,ref are the thermal conductivity and specific heat capacity 
at room temperature, respectively. The nondimensional temperature field: 
 𝜃 = 𝑇 𝑇, (4.5) 
is introduced. The governing equations and the FE solution approach adopted are the same 
as in Papathanasiou et al. [168].  
The mechanical response of the specimen is approximated by implementing the PD theory. 
The pairwise force function described in Eq. (3.21) is used in the PD equation of motion and 
following the same collocation method described in paragraph 3.1.4 for its discretization lead 
to: 
 
𝜌?̈? = 𝑣(𝝃 , )𝜆(𝝃 , )𝑐(𝝃 , ) 𝑠 , − 𝛼𝜃 ,  
𝒅 − 𝒅 + 𝒙 − 𝒙
𝒅 − 𝒅 + 𝒙 − 𝒙
𝑉 , (4.6) 
where, the body forces 𝒃  have been neglected as they are not relevant for this problem and 
𝑠 ,  is used for short to denote the stretch of the bond that connects particle 𝑖 and 𝑗. 
Furthermore, the volume correction 𝑣(𝝃 , ) and surface correction 𝜆(𝝃 , ) factors are also 
introduced in Eq. (4.6). The shape of the micromodulus 𝑐(𝝃) is assumed to be constant and 
its value is computed as described in Eq. (3.11) for a plane stress problem.  
Using the characteristic length and time scales introduced in Eqs. (4.4), the position vector 𝒙 
and the displacement vector 𝒅, are defined as 𝒙 = 𝐻 𝒙 and 𝒅 = 𝐻 𝒅. The following 





𝐻 ?̈? (4.7a) 
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𝐻 = 𝑐(𝝃 , )𝐻  (4.7b) 
 𝑉 = 𝛥𝑥 𝑊 = 𝐻 𝑉 (4.7c) 
where, 𝛥𝑥 is the lattice spacing considered for the spatial discretization. Using Eqs. (4.7) into 
Eq. (4.6), the dimensionless uncoupled equation of motion is obtained as: 
 𝑘
𝜌𝑐 𝐻
?̈? = 𝐶 , 𝑠 , − 𝛼𝜃 ,  
𝒅 − 𝒅 + 𝒙 − 𝒙
𝒅 − 𝒅 + 𝒙 − 𝒙
𝑉 , (4.8) 
where, 𝐶(𝝃 , ) = 𝑣(𝝃 , )𝜆(𝝃 , )𝑐(𝝃 , ). Similar to the previous examples, boundary conditions 
are applied by introducing an additional fictitious material layer of thickness 𝛿. The 
nondimensional temperature field 𝜃, approximated using the FE method, is subsequently 
applied on the PD model thorough 𝜃 , .  
4.4 Numerical Results  
 Cold Shock and Model Verification 
The sudden nature of material cracking during cold shock has impaired scientists to 
experimentally observe and monitor the phenomenon [191]. Additionally, the rapid fracture of 
the material creates complex crack patterns that are difficult to simulate when implementing 
traditional continuum fracture mechanics. The tensile stresses developing on the surface of 
the material leads to the initiation of surface breaking cracks [175]. Many methodologies have 
been proposed for the approximation of the stress field and stress intensity factors. More 
recent studies, also incorporate microstructural characteristics as well as effects due to the 
presence of micro cracks in the medium [185,196]. A distinctive characteristic of the final crack 
patterns that emerge, is the varying crack length that forms hierarchical classes of cracks 
[173,182] 
Table 4.1: Temperature independent properties employed as specified in [182]. 
Thermal and Mechanical Properties for Al2O3  
𝐸 370,000 MPa 
𝜌 3980 kg/m  
𝐺  24.3 J/m  
ℎ 50,000 W/(m ∙ K) 
𝑘 31 W/(m ∙ K) 
𝑐 880 J/(kg ∙ K) 
𝑎 7.5 ∙ 10  K  
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The efficiency of the Bond-Based PD theory for numerical simulations of thermal shock 
cracking is evaluated by comparing the present methodology with the numerical and 
experimental results for Al2O3 specimens reported in [182]. To ensure compatibility and 
comparability of the results, the temperature dependency of the thermal and mechanical 
properties and the radiative heat transfer is initially neglected and the material parameters 
used in [182] are employed. The parameters used are summarized in Table 4.1.  
Due to the geometry of the model, tensile stresses at the surface of the specimen are virtually 
uniform along the length. For that reason, to avoid de-bonding of wide areas of the upper 
surface and accurately capture the crack nucleation sites, sufficiently small time-steps must 
be used, otherwise cracks become time-step dependent. The transient solution allows for the 
extraction of dynamic characteristics. However, due to the restrictive maximum time step 
calculated from Eq. (3.47), dynamic simulation of the whole phenomenon is computationally 
unfeasible.  
During the numerical experiments, it was observed that the fracture process can be divided 
into three phases: nucleation, propagation and arrest (Figure 4.3). The nucleation phase is 
very rapid and short in duration. The tensile stresses that develop on the outer boundary of 
the specimen lead to the formation of small cracks. These cracks however start to further 
propagate in the interior of the material after all initial cracks have formed. This signifies the 
beginning of the propagation phase. Finally, as the cracks propagate, they enter the 
compressive stresses that develop in the interior of the specimen and their extension is 
arrested. Similar observations have been reported in the literature [172,175,179].  
Hence, the transient solution of the PD equation of motion is used to simulate crack nucleation 
and subsequently an incremental static solution (ignoring inertia effects) is used for the 
propagation phase till the final arrest. This allows for the simulation of the nucleation phase 
using a sufficiently small time increment that satisfies the stability criterion of the explicit time 
marching method while the final propagation of each crack is predicted using large time steps. 
Comparisons with similar numerical and experimental results from the relevant literature, that 
are presented in the following paragraphs, indicate that this approach leads to results of 
reasonable accuracy. To further accelerate the simulation, the loading (temperature) 
increment was increased during the static analysis, following a geometric sequence of 𝑛 =
300 steps with common ratio, 𝑟 = 1.02. That is, the discrete form of Eq. (4.8) is solved using 
the temperature distribution, calculated from the FE solution, at time instants 𝛥?̂?n = 𝛥?̂?0𝑟 . 
The initial time step during the transient solution is 𝛥?̂?0 = 3.0 10  and the maximum time 
step 𝛥?̂?max = 0.05. The nondimensional time step parameters 𝛥?̂?n, 𝛥?̂?0 and 𝛥?̂?max are also 
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defined using Eq. (4.4). The solution implemented in each phase and the corresponding time 
step is illustrated schematically in Figure 4.3.  
 
Figure 4.3: Variation of the time-step during the simulation of cold shock.  
The geometry of the specimen is 50mm × 10mm × 1mm, (𝐿 × 𝐻 × 𝑊) and only one quarter 
of the domain is considered. The half-height of the specimen is 𝐻 = 5mm. The solution 
domain is discretized using 52,416 particles corresponding to a grid spacing 𝛥𝑥 = 0.01. A 
fictitious material layer of length 𝛿 is added to enforce the boundary conditions and the PD 
horizon is set to 𝛿 = 3.015𝛥𝑥, following the observations on macroscale problems reported 
in the literature [84,97,197]. The simulation is carried out for a total time ?̂?total = 1. A 200 × 40 
structured grid was implemented for the FEM discretization. The temperature at the location 
of each PD particle is computed using linear interpolation on the results from the FEM (see 
Figure 4.4).  
 
Figure 4.4: Qualitative illustration of the temperature field interpolation at the PD particles.  
First, the evolution of the thermal shock induced cracks in an alumina specimen preheated at 
𝑇 = 773.15K and quenched into a fluid at room temperature (𝑇 = 293.15K), is 
investigated. In Figure 4.5, the initiation, propagation and final crack patterns are illustrated at 
various time steps. In the left column, the displacement of each PD particle in the lattice is 
displayed (displacements have been magnified by a factor of 100 for clarity). In the right 
column, the local damage index 𝜙(𝒙, 𝑡) from Eq. (3.20) is illustrated to enhance visualization 
of the crack location.  
𝑁 (𝑥,𝑦) Θ 𝑥∗,𝑦∗ = 𝑁 𝑥∗, 𝑦∗ Θ + 𝑁 𝑥∗,𝑦∗ Θ





Figure 4.5: Crack evolution for a specimen preheated at 𝑇 = 773.15K and quenched into water at 
ambient temperature (𝑇 = 293.15K).  
According to the numerical results, the first crack nucleates at approximately ?̂? = 9.044 10  
while the last one nucleates at ?̂? = 1.203 10 , as illustrated in the first two rows of Figure 
4.5. These time instants indicate the initiation and the completion of the nucleation phase. It 
is noted that after a crack nucleates, it does not start to propagate towards the interior of the 
material till after all cracks have emerged. This happens after ?̂? = 1.203 10  and at ?̂? =
2.624 10  the propagation of the cracks is illustrated. Very small variations in the crack 
lengths at the initial stages result to the formation of a periodic and hierarchical crack pattern, 
which is distinctive of cold shocked specimens. This is illustrated at ?̂? = 1.7903 10 , where 
the hierarchical classes are evident. The mechanism responsible for this pattern is stress flow 
deviation from the short cracks due to shielding by the larger ones. At ?̂? = 1.844 10 , the PD 
model predicts that crack propagation has been terminated for all cracks. In total three clear 
crack length classes can be identified in the final crack pattern.  
62 
 
Figure 4.6: Comparison of the final crack paths obtained using the proposed method with the 
experimental and the numerical results presented by Li et. al. in [182].  
The analysis is repeated for initial temperatures 𝑇 = 673.15K and 𝑇 = 873.15K. The results 
for each temperature case are compared in Figure 4.6 with the experimental and numerical 
results presented by Li et. al. in [182]. The figures taken from [182] have been processed 
digitally to enhance clarity. The proposed approach can capture the periodic and hierarchical 
crack pattern that is typical in cold shock for all 𝑇  cases considered. Furthermore, it was also 
possible to capture the increase in the crack density that is observed when the difference 
between 𝑇  and 𝑇  increases. Thus, using the proposed combination of FEM and PD is 
possible to replicate the phenomenon.  
Aiming for a more detailed comparison, using the results presented in [182], the dimensionless 
crack length, defined as 𝑙 = 𝑙/𝐻, is computed for all the initial temperatures considered. 
Following [182] the comparison presented in Figure 4.7, is carried out using the ratio 𝑁/𝑁tot, 
where, 𝑁 𝑙 , 𝑙  is the number of cracks with crack length 𝑙 ≤ 𝑙 ≤ 𝑙  and 𝑁tot is the total 
number of cracks. It is thus possible to compare the length of the cracks for each temperature 
and the number of cracks in each length level and identify the crack clusters that define the 




Figure 4.7: Histograms comparing the number of cracks at each length level between the numerical 
and experimental results presented in [182] and here. 
Commenting on Figure 4.7, it is identified that the crack lengths in each hierarchical level, as 
derived from the numerical procedure suggested in [182], exhibit very small dispersion with 
respect to a central value. At the same time, these length class clusters appear to be slightly 
misplaced compared to the experimental results, (grey bars and black line in Figure 4.7). On 
the other hand, the crack lengths produced with the PD model exhibit a wider distribution that 
in the mean sense appears to describe better the experimental observations. In the case of 
the short hierarchical level specifically, the central value around which the numerical results 
of [182] cluster, underestimate the experimental findings. However, the results of the proposed 
method fit better underneath the curve. As the initial temperature increases, the length of the 
shortest hierarchical level shifts to the left. This effect was captured by both numerical models, 
with the PD model leading to better approximations. Although both models predict that the 
crack length of the longest hierarchical level increases with increasing initial temperature, 
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based on the available experimental results, both models underestimate the final 
nondimensional lengths of the longest cracks. In this case, the method presented in [182] 
produces slightly better approximations. 
When such large temperature differences are considered, the nonlinear effects related to 
thermal dependent moduli and radiation heat transfer need to be included. The strong 
influence of temperature depended material properties on the thermal stresses has been 
documented in the literature [168,174]. Therefore, the numerical simulations are repeated 
using this time the nonlinear heat transfer model. The constant properties presented in Table 
4.1 are now replaced by those reported in Figure 4.2. Furthermore, due to the nonlinearities 
in the heat transfer equations, the finite element mesh was increased to 50,000 elements to 
accurately approximate the temperature variation. The solution procedure is otherwise 
identical to the one followed in the previous section.  
 
Figure 4.8: Comparison of the final crack patterns after the introduction of the temperature dependent 
material properties (?̂? = 1.00).  
Figure 4.8 offers a comparison between the results from the proposed procedure, with (right 
column) and without the temperature dependency (left column). Each row in Figure 4.8 depicts 
the local damage index 𝜙(𝒙, 𝑡) at ?̂? = 1.00 for 𝑇 = 673.15K, 773.15K  and 873.15K, 
respectively. It is evident that for higher initial temperatures, the heat flux within the material 
intensifies and the crack spacing is decreased, leading to an increase in the total number of 
cracks. This agrees well with the experimental and numerical results presented in [182] as 
well as similar observations in the literature (e.g. [172,177,181]). The transient algorithm 
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successfully predicted that cracks will nucleate on the material boundary. Subsequently, the 
static algorithm predicted multi-crack propagation till their final arrest. The spacing of the 
cracks tends to be even across the boundary and final crack patterns illustrate hierarchical 
and periodic classes. Increasing the initial temperature 𝑇 , the density of the crack patterns 
and the length of the longest crack class increases [177]. In the cases presented here, it was 
possible to clearly identify three hierarchical classes. When the temperature dependency of 
the thermal and mechanical material properties is included into the simulations, the length of 
the longest crack level is increased, while the lower crack levels still follow the distribution 
observed experimentally [182]. 
 
Figure 4.9: Comparison of the number of cracks at each length level before and after the introduction 
of the temperature dependent material properties.  
When the temperature dependency is not included, the time instant of first nucleation is ?̂? =
16.52 10 , ?̂? = 9.04 10  and ?̂? = 5.76 10  for initial temperature 𝑇 = 673.15K, 𝑇 =
773.15K and 𝑇 = 873.15K, respectively. In the cases considered, the PD model predicts 
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that cracks initiate when the temperature difference on the surface of the material is 
approximately 106K.  When the temperature dependency is included, the first crack appeared 
at ?̂? = 17.06 10 , ?̂? = 6.25 10  and  ?̂? = 3.16 10  for initial temperature 𝑇 = 673.15K, 
𝑇 = 773.15K and 𝑇 = 873.15K, respectively. After the introduction of the variable material 
properties, steeper temperature gradients develop in the interior of the material and thus, 
thermal stresses increase. This explains why cracks appeared sooner compared to the 
constant properties. At 𝑇 = 673.15K, the first crack appears at comparable time in both 
cases due to the higher value of the fracture toughness assumed here.  
In Figure 4.9, the experimental data presented in [182] (black line) are plotted against the ones 
derived by the present FEM-PD method. Apart from the linear heat transfer model (red bars), 
the more realistic nonlinear heat transfer based results are shown using green bars. It is 
evident from the three plots in Figure 4.9 that the fully nonlinear model can predict better the 
formation of larger cracks. The clusters of green bars in higher values of the nondimensional 
length appear to follow more accurately the line produced by experimental data. The 
methodology proposed here can approximate the experimental findings over the full spectrum 
of crack lengths for various initial temperatures.   
Qualitatively, the methodology presented here produces crack patterns that are in close 
agreement with the numerical and experimental results presented in [182]. Differences 
between the models can be traced back in the use of a transient solution for the first part of 
the simulation and the limitation on the Poisson ratio (here 𝑣 = 0.33). Finally, as mentioned 
earlier, both the numerical model presented in [182] and the present model underestimate the 
length of the longest cracks when the temperature dependency on the thermal and mechanical 
material properties is neglected. This shortcoming is remedied by the incorporation of 
nonlinear effects in the heat transfer model. 
Concluding the analysis of cold shock, it is necessary to mention that the rapid evolution of 
cracks is one of the key fracture characteristics of cold shocked specimens. The use of the 
transient solution during the nucleation phase, allows for the evaluation of crack propagation 
velocities. In the following, the average crack propagation velocity is estimated for the first 
crack that nucleates at each initial temperature 𝑇 , when the temperature dependent 
properties are used. For 𝑇 = 673.15K, the first crack nucleates at ?̂? = 1.7059 10  and 
propagates till ?̂? = 1.7061 10 , for a total length of 𝑙 = 0.105. The average velocity, 
expressed as a dimensional value for convenience, is approximately 𝑣average = 1113m/s. 
Similarly, for 𝑇 = 773.15K and 𝑇 = 873.15K , the average velocities are 𝑣average =
1033m/s and 𝑣average = 719m/s, respectively. Typical Rayleigh wave speeds 𝑐 , for alumina 
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materials are in the region of 5858m/s [198]. The results obtained from the numerical 
simulations suggest propagation velocities well below 𝑐 . In [199], Rosakis notes that although 
the Rayleigh wave speed is the maximum, theoretically attainable, crack velocity for Mode I 
fracture of ceramics, experimental observations suggest only lower velocity levels are actually 
attainable. When the crack tip velocity is within the range of approximately 0.35~0.5𝑐 , crack 
branching is observed. The range of the crack velocities predicted from the PD model during 
cold shock are below the crack branching velocities and agree with the straight crack patterns 
observed during experiments. Therefore, the results presented appear to be in agreement with 
the expected values and provide insights on the rapid nature of the phenomenon. 
 Hot Shock Simulation 
In applications like metal forming and gas turbines, refractories are subjected to extremely 
high temperatures. During a hot shock, the surface of the material tries to expand and 
compressive stresses develop near its boundaries while tensile stresses develop in the interior 
of the material [168,175]. Due to the tensile stresses that develop in the interior, cracks initiate 
inside the material and propagate towards its boundary [174].  
Various techniques have been suggested in the literature to reproduce damage in specimens 
due to hot shock, under laboratory conditions. These set ups however are more demanding 
compared to the ones used for cold shock. Open flame burners are probably the simplest set 
up but the supplied heat flux is not easy to be quantified accurately [172,200]. It is noted (as 
also mentioned in [186]) that the ASTM standardized procedure for flame burners was 
withdrawn due to reproducibility issues. The use of laser apparatus on the other hand, can be 
only applied on a very limited area that can impair the applicability of the method [186], 
[201,202], although the energy supplied is known. Melt immersion tests produce the most 
representative temperature changes a refractory can experience in metal forming applications. 
This is due to the direct contact of the specimen with the melt, but the procedure is very costly 
[203]. Due to these inefficiencies, experimental results for the cases under consideration are 
not available. However, the results of the numerical model will be compared with general 
observations from the literature on hot shocked specimens.  
Similar to the cold shock simulations described in the previous section, the temperature field 
is approximated numerically using the FEM algorithm. Subsequently the interpolated 
temperature field is used in the uncoupled PD model to simulate the mechanical response. A 
structured mesh with a 200 × 40 grid was used for the finite element calculations while 52416 
particles were used for the spatial discretization of the PD equation of motion. The geometry 
of the model, boundary conditions and application of heat transfer is identical to that described 
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in the previous sections. Since in hot shock the maximum stresses take longer to manifest 
compared to the cold shock [168,174], the whole phenomenon is simulated under the 
assumption of static conditions.  
 
Figure 4.10: Temperature variation along a vertical and horizontal cross section at various time 
instants corresponding to initial temperature 𝑇0 = 293.15 K and 𝑇 = 873.15 K. 
Both the linear and non-linear heat transfer solutions will be used to simulate thermal induced 
fracture of a material body that undergoes rapid temperature increase. The heat transfer 
coefficient is again assumed equal to 50,000 Wm-2K-1, to simulate the heat exchange 
between a hot liquid and a cool solid. Such conditions are typical for metal forming and die 
casting. The temperature variation and a comparison between the temperature field from the 
linear and the non-linear solution can be found in Figure 4.10. The temperature fields are 
extracted from a specimen, initially at ambient temperature (𝑇0 = 293.15K), suddenly 
exposed to an environment of higher temperature (𝑇 = 873.15K). It is evident that intense 
heat transfer takes place at the boundary of the material which is explained from the Biot 
number, calculated at room temperature as Bi = 𝑘ref 𝐻ℎ = 6.74. In the same figure, the 
nonlinear solution exhibits steeper temperature gradients, while the linear predicts a smoother 
transition of the temperature from the boundary to the interior of the material. Furthermore, 
from the thermomechanical analysis carried out in [168], it can be seen that the nonlinear 
solution predicts higher compressive stresses at the boundary of the material while the linear 
solution predicts higher tensile stresses in the interior of the material.  
As a first case, the temperature dependence of the thermal and mechanical material properties 
is neglected and the properties at room temperature, presented in Figure 4.2, are implemented 
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for the whole duration of the simulation. To investigate the influence of the surrounding 
temperature, the simulation was repeated for 𝑇 = 673.15K, 𝑇 = 773.15K and 𝑇 =
873.15 K.  
For all thermal shock magnitudes considered, damage initiated in the interior of the material 
and propagated towards the upper boundary (Figure 4.11, left column). Damage is 
concentrated near the left end, forming a crack at the centre of the specimen (left end of one 
quadrant modelled here). This crack formation is compatible with the statements in the 
relevant literature [175] and can be explained from the tensile stresses developing in the 
interior of the material. Comparing the crack formed during hot shock with the cracks that 
emerged during cold shock, it is evident that damage is not restricted to the vicinity of the 
crack, but PD bonds break in a wider area, leading to material weakening around the crack. 
Furthermore, only a single crack formed during hot shock that almost completely split the 
specimen in half.  
 
Figure 4.11: Comparison of damage in a hot shocked specimen after the introduction of the 
temperature dependent parameters for different shock magnitudes. 
As a second case, the temperature dependency of the material parameters, illustrated in 
Figure 4.2, is included. The nonlinear solution of the heat transfer problem, presented in the 
previous paragraph, is employed for the approximation of the temperature field. Figure 4.11 
illustrates a comparison of the results for the two cases, at the end of the simulation 
(?̂? = 1.00). When the temperature dependency is included in the simulations (right column of 
Figure 4.11), a total of three damage types can be identified: i) a single crack splits the material 
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in two (similar to the previous case), ii) surface damage appears on the exposed surfaces of 
the material and iii) a crack at the upper right corner forms when 𝑇 = 873.15 K. When 𝑇 =
673.15 K, the introduction of the temperature dependent parameters has led to material 
weakening in a wider area around the main crack at 𝑥/𝐻 = 0, as well as to some limited 
damage at the heat transfer boundary. Increasing the surrounding temperature to 𝑇 =
773.15 K during hot shock, further intensifies the damage at the boundary. At 𝑇 = 873.15 K, 
a third type of damage manifests and crack initiates at the corner of the specimen.  
 
Figure 4.12: Evolution of damage in a hot shocked alumina specimen from 𝑇0 = 293.15 K to 𝑇∞ =
873.15 K. 
A timeline of the damage evolution for a specimen suddenly subjected to an environment at 
𝑇∞ = 873.15K, is illustrated in Figure 4.12. Damage first manifests at the boundary of the 
material. It initiates at approximately ?̂? = 0.0107 and quickly spreads to almost the full length 
of the boundaries at ?̂? = 0.0321. The second damage mechanism that appears is the crack 
at the boundary that initiates at ?̂? = 0.0519, followed closely by the last one, the corner crack, 
that initiates at ?̂? = 0.0659. At ?̂? = 0.1647 complete fracture of the specimen occurred, and 
the simulation was terminated. 
Although both the cold and hot shocked numerical simulations predict damage at the material 
boundary when the temperature dependence of the material properties is included, the 
damage mechanisms behind each phenomenon is inherently different. In Figure 4.13, a close-
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up of the PD lattice near the top boundary is illustrated for a cold shock and hot shock case. 
The red lines represent the broken bonds between the particles at the initial stages of the 
damage. During cold shock, the tensile stresses near the boundary break locally the horizontal 
bonds, creating the crack nucleation sites. During hot shock on the other hand, it is the vertical 
bonds that brake, while the horizontal bonds remain intact. This leads to the formation of 
weakened material layers that at later stages of the simulation, detach from the rest of the 
solid (see Figure 4.12 at ?̂? = 0.1647). 
 
Figure 4.13: Comparison of broken bonds for a hot and cold shocked specimen. 
When the temperature dependency of the material parameters is not included in the 
simulations, surface damage does not manifest at the material surface. This can be attributed 
to two main reasons. Firstly, at higher temperatures, the material fracture toughness 
decreases, and the material becomes more susceptible to fracture. The second reason 
becomes apparent considering the thermal stresses that develop in the material during hot 
shock. When the thermal material properties are not constant, the thermomechanical solution 
predicts higher compressive stresses near the material boundary compared to when the 
material properties are not constant [168]. In the literature, it has been pointed out that during 
hot shock, spalling at the material surface is possible, if the thermal induced compressive 
stresses are high enough [175,195]. The fracture mechanism of spalling and the simulated 
damage at the material boundary appear to have similar characteristics and the present 
methodology could be a good candidate for simulations regarding the material response 
undergoing a rapid increase in temperature. Referring again to Figure 4.12, surface damage 
precedes the formation of a crack near the boundary as well as the corner crack. This agrees 
with the thermomechanical response of alumina during heating as the compressive stresses 
near the upper boundary reach their maximum value prior to the tensile stresses in the interior 
of the material [168,175].  
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Interestingly, the corner crack initiates at an angle close to 45  and subsequently propagates 
following the boundaries of the specimen. Figure 4.14 illustrates a close-up of the corner crack 
along with the temperature field acting on the material. During the thermomechanical 
investigation of refractories carried out in [168], development of shear stresses near the 
corners of the domain were observed. The shear stresses computed in [168] are presented in 
the middle of Figure 4.14, while at the top of Figure 4.14, the PD damage index from the 
present study is reported at the same time instant.  
Considering a material point at the vicinity of the corner, its temperature will be different 
compared with neighbouring material points in both the vertical and horizontal direction (due 
to smooth isothermal lines). This temperature difference leads to distortion of the differential 
areas in close proximity to the corner and the development of shear stresses. This distortion 
effect is further magnified by the temperature dependence of the thermal expansion coefficient 
of alumina. The simultaneous combination of shear and compressive stresses on the material 
points near the corner could explain the fracture during the numerical simulations. It is noted 
however that in this case the assumption that an uncoupled thermomechanical approach can 
be used is no longer valid as heat transfer is no longer parallel to the direction of the crack 
propagation. Although the present approach is capable of producing same initial observations, 
a fully coupled approach will also capture the effect of fracture on the temperature distribution.   
 
Figure 4.14: Close-up of the damage (upper plot), the shear stress field (middle plot) and the smooth 
isothermal contours near the corner of the material (lower plot).  
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5 Coupling Approaches for FE-PD Models and Wave 
Reflections in Dynamic Problems 
5.1 The Problem Domain 𝜴 and the Subdomains 𝜴𝑷𝑫 and 𝜴𝑭𝑬 
Let 𝛺 be the computational domain of the problem and 𝜕𝛺 its boundary. For simplicity, and 
without loss of generality, in this study we assume absence of body forces and external loads 
are applied only on 𝜕𝛺. 𝜕 𝛺 and 𝜕 𝛺 are the portions of the boundary where the prescribed 
displacements 𝒖  and external forces 𝑭  are applied. Then, 𝛺 is divided into two subdomains 
where the PD theory and the classical elasticity are applied, denoted with 𝛺  and 𝛺 , 
respectively, with 𝛺 = 𝛺 ∪ 𝛺 . As discussed during the literature review, coupling 
between two different models is usually performed: a) at a discrete interface [116–118] in 
which case 𝛺 ∩ 𝛺 = ∅ or b) gradually over a zone where both descriptions coexist, often 
called the “overlapping zone” [52,118–121], in which case 𝛺 ∩ 𝛺 = 𝛺 . The two 
different approaches are illustrated schematically in Figure 5.1.  
 
Figure 5.1: Subdivision of 𝛺 into 𝛺  and 𝛺  when a) coupling is enforced at a discrete interface or 
b) gradually over a region. 
We limit ourselves to the configuration illustrated in Figure 5.1 with the restriction 𝜕𝛺 ∩ 𝜕𝛺 =
𝜕𝛺 ∩ 𝜕𝛺 = 𝜕𝛺 ∩ 𝜕𝛺 = 0 on the boundaries. This configuration is a desirable situation for 
our applications because: i) use of the computationally expensive PD model is limited, ii) its 
application can be focused to specific locations and iii) the PD model is defined away from 
the portions 𝜕 𝛺 and 𝜕 𝛺 where the boundary conditions are enforced. This circumvents the 
difficulties regarding the application of boundary conditions on an nonlocal model [6,107,117]. 
















manifests. For this reason, use of a surface correction procedure is very important as it will 
improve the accuracy of the coupling between the two different models, as it will be discussed 
in the following sections.  
5.2 Definition of the Coupling Approaches in 1D 
Although the PD theory can be advantageous in certain problems, the high computational cost 
associated with its implementation is very restrictive. It is thus desirable to limit the use of PD 
in areas where finer descriptions are required and use a more computational efficient method 
for the remaining domain. Coupling different numerical model leads to the development of 
fictitious forces near the interface. In dynamic problems, spurious reflections are observed due 
to model mismatch [52]. In this paragraph, three different approaches are presented to couple 
FE meshes with PD grids. 
 Problem Description  
Consider the 1D bar depicted in Figure 5.2. The bar domain 𝛺, consists of the subdomains 
𝛺  and 𝛺 , as defined in the previous paragraph. 𝛺  consists of the two ends of the bar 
while 𝛺  contains the middle part of the bar. This simple 1D bar problem is used to identify 
the fundamental mechanisms and phenomena associated with spurious wave reflections 
during pulse propagation. In this setting, a wave propagating in the bar will cross a FE-PD and 
a PD-FE coupling. Test cases of propagating pulses with different shapes are considered to 
identify the parameters (e.g. PD horizon 𝛿, effect of discretization size in each model) that are 
crucial. 
 
Figure 5.2: Incident and reflected wave in a 1D bar. 
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Figure 5.3: Illustration of the three approaches implemented in this study to couple FE meshes with 
PD grids. First two methods couple the two domains at an interface while the third one performs the 
coupling over an overlapping region. 
A crucial point of this study is the effect of different coupling approaches on the reflected wave 
energy. To evaluate each strategy three approaches are presented below:  
i). The first approach (Coupling Case 1 - Figure 5.3) involves a simple coupling between 
the two models at a discrete interface, that is termed “coupling interface” hereafter. In 
2D applications the coupling interface is a curve (see 𝜕𝛺  in Figure 5.1(a)) and reduces 
to a single point in 1D. Force equilibrium and continuity requirements are enforced on 
the interface to achieve information passing between the two models. Following this 
approach, it is required that a FE node and a PD particle coincide at the interface 
location. In the present study, this is the only case where such a requirement is 
enforced.  
ii). The second approach (Coupling Case 2 - Figure 5.3) introduces additional PD particles 
within the FE mesh, that will be referred to as “ghost particles” in the subsequent 
sections. Recently, an approach very similar to this coupling case was presented in 
[117,118]. Just like Coupling Case 1, the coupling is enforced at an interface that 
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reduces to a single point in the 1D problem considered here. The difference is that 
there is no requirement for coincident FE nodes and PD particles at the interface 
location. Circumventing this requirement is very desirable for 2D and 3D problems as 
the discretization approach adopted in each model becomes independent.  
iii). The third approach included in this comparison in an energy coupling method 
(Coupling Case 3 - Figure 5.3), proposed by Aubertin et al. [75]. In this case, the two 
models overlap and coexist in 𝛺 . Contrary to Coupling Cases 1 and 2, this time 
𝛺  is defined over a region of the bar.  
These three cases are implemented and the formulation that enforces the coupling between 
the different models is described in the following paragraphs. The aim of this comparison is to 
evaluate the efficiency and the ability of each methodology to achieve accurate information 
passing between 𝛺  and 𝛺 . Focal point of the comparison is the generation of spurious 
reflections during pulse propagation. These fictitious artefacts are one of the biggest issues 
when such coupling approaches are adopted [52] and can lead to erroneous results. To 
ensure comparability of the results, it is noted that in all the examples presented in this chapter 
𝑐(𝝃) is assumed constant and it is computed through Eq. (3.11).  
 Coupling Case 1 
The first coupling approach presented here is a simple coupling of the two models using a 
single interface node. The FE and the PD model “share” this node to achieve wave 
propagation across the interface. Although this is a very simplistic approach, it is used as a 
benchmarking tool for comparison with the other two coupling methods. For convenience 
examples for all approaches are described using 𝛿 = 2𝛥𝑥. It is noted however that the 
formulation remains the same for larger values of 𝛿. Assuming that the interface is at node 𝛼 
(e.g. 𝛼 = 5 in Figure 5.3), to ensure continuity between the models at the interface it is 
required that: 
 𝑢 = 𝑑 = 𝑢 . (5.1) 
It is reminded that 𝒖 and 𝒅 denote the FE and PD displacements respectively.  
The interface node is subjected to forces from the FE model on the left side and the PD model 
on the right side and thus, the motion of node 𝛼 is described from: 
 𝑚 ?̈? = 𝛴𝐹 + 𝛴𝐹 , (5.2) 
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where, 𝑚 = 𝑚 + 𝑚 , 𝑚  and 𝑚  are the mass contributions from the FE and PD 
model respectively, and 𝛴𝐹  and 𝛴𝐹  are the total forces applied from the FE and the PD 
model respectively. 
Combining Eqs. (3.39), (3.61), (5.1) and (5.2), the final system of equations for Coupling Case 
1 can be derived. Assuming small displacements (i.e. |𝜼| < |𝝃|), the linearized expression of 
the pairwise force function 𝒇(𝜼, 𝝃) is used and the final system of equations can be written in 
the familiar form 𝑴?̈? + 𝑲𝑼 = 𝟎. For a single truss element, the stiffness matrix is given as 
described in Eq. (3.61a). Substituting the value of the 𝑐(𝝃) from Eq. (3.11) into Eq. (3.41), the 





𝑣 𝝃 ,  𝜆 𝝃 , 𝑉 𝑉
𝛽𝛥𝑥
= 𝑘
𝑣 𝝃 ,  
𝛽
. (5.3) 
Since this is a 1D model with a uniform grid spacing 𝛥𝑥 , then the distance between two 
particles is a multiple of 𝛥𝑥 , i.e. 𝒙 − 𝒙 = 𝛽𝛥𝑥 . Additionally, the volume correction 
factor 𝑣 𝝃 ,  takes the value 0.5 when 𝒙 − 𝒙 = 𝛿. With these definitions, the stiffness 




Stiffness contributions from both the PD and the FE domain appear at the interface position 
(node 𝛼). Furthermore, as also stated in [117,130], when such couplings are enforced the 
bandwidth of the final stiffness matrix changes due to the nonlocal nature of PD theory. By 
inspecting the final stiffness matrix, it is evident that the stiffness contributions from the PD 
model to nodes 𝛼 and 𝛼 + 1 is different compared to nodes 𝛼 + 2 and 𝛼 + 3. This happens 
because the horizon of the nodes near the interface has been interrupted. This is avoided 
when the second coupling case is used. As noted earlier, it was assumed here that 𝛿 =
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2𝛥𝑥 . The final stiffness matrix for other values of the PD horizon can be computed following 
the same procedure.  
 Coupling Case 2 
In the second coupling case, ghost particles are inserted within the FE domain (Coupling Case 
2 - Figure 5.3). These particles are termed “ghost particles” because their respective dofs can 
be eliminated in the final system of equations through static condensation. The reason why 
ghost particles are introduced in 𝛺  is twofold: firstly, it allows for the computation of the 
forces that are applied at the interface location and secondly, the horizon of the nodes that 
are located close to the coupling interface is not interrupted. The number of ghost particles is 
such that the PD horizon of the first particle in the PD model is complete.  
Denote with 𝒙  and 𝒙 , the location vectors of the PD particles and FE nodes, respectively. 
Let 𝑛  be the number of ghost particles, i.e., the number of PD particles with 𝒙 ∈ 𝛺  and 
𝒅  their displacements. Continuity between the two models is enforced by interpolating the 
nodal displacements of the FE model at the positions of the ghost particles using the FE shape 
functions. Thus, 𝒅  is computed as: 
 𝒅 = 𝑵(𝒙 )𝒖. (5.5) 
The introduction of ghost particles does not imply any coincident FE nodes and PD particles 
on the interface. The forces acting on the interface from the PD model are computed by 
considering the forces of each individual bond that crosses the coupling interface. Using the 
definition of the bond force described in Eq. (3.40), the motion of the interface node 𝛼 is 
described as (again 𝛼 = 5, for the purposes of this example): 
 𝑚 ?̈? = (𝑘 𝑢 − 𝑘 𝑢 ) + 𝒇( ),( ) + 𝒇( ),( ) + 𝒇( ),( ) . (5.6) 
Combining Eqs. (3.39), (3.61), (5.5) and (5.6), the final system of equations for the second 
coupling case is formed. Again, using the linearized PD formulation, it is possible to construct 
the stiffness matrix of the system. Using Eq. (5.5), the displacements of the ghost particles 
can be written in terms of the FE nodal displacements as: 
 𝑑 = 𝑁 𝑢 + 𝑁 𝑢  and 𝑑 = 𝑁 𝑢 + 𝑁 𝑢 .  (5.7) 
Thus, Eq. (5.6) can be re-written as: 
 𝑚 ?̈? = 0.25𝑘 𝑁 𝑢 − (𝑘 − 1.5𝑘 𝑁 )𝑢
+ (𝑘 + 1.25𝑘 𝑁 )𝑢 − 1.25𝑘 𝑑 − 0.25𝑘 𝑑 . 
(5.8) 
79 
In Eq. (5.9), a portion of the coupled stiffness matrix is presented to illustrate the final stiffness 




Comparing the stiffness matrices of the first two coupling approaches from Eqs.(5.4) and (5.9) 
it is obvious that the nonlocality of PD has also been transferred to the interface node while 
the horizon of the particles near the interface is not interrupted. Due to the static condensation 
the dofs of the ghost particles do not appear in the final stiffness matrix. It is noted that the 
stiffness matrix in Eq. (5.9) is valid only when the PD horizon is 𝛿 = 2𝛥𝑥  and the ghost 
particles 𝑔1 and 𝑔2 lie between nodes (𝛼 − 2, 𝛼 − 1) and (𝛼 − 1, 𝛼) respectively. Of course, 
similar expressions can be derived for other values of the horizon and ghost particle location.  
 Coupling Case 3 
In the third case, coupling is not realised at a single point but occurs along an overlapping 
region 𝛺 , where the two models coexist (Coupling Case 3 - Figure 5.3). Coupling between 
the two domains is enforced in a weak sense through the implementation of Lagrange 
multipliers. This methodology has been presented by Aubertin et al. [75]. Similar approaches 
include the Arlequin method [126] and the bridging domain method [204]. In the work of 
Aubertin et al. [75], FE were coupled with MD. Here, the methodology presented in [75], is 
adopted and modified so that the PD theory is used instead of MD.  
First, the variation of the PD kinetic and strain energy is defined. The variation of the total 
potential energy can be approximated numerically using the same collocation method that was 
used for the PD equation of motion as: 
 
𝛿𝑊 ≈ 𝑚 ?̈? ∙ 𝛿?̇? , (5.10) 
where, 𝑁 is the total number of PD particles in 𝛺 . Implementing Eqs. (3.7) and (3.8) the 
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𝒇(𝜼, 𝝃) ∙ 𝛿?̇?′𝑑𝑉 𝑑𝑉 − 𝒇(𝜼, 𝝃) ∙ 𝛿?̇?𝑑𝑉 𝑑𝑉  
(5.11) 
where, the definition ?̇? = ?̇? − ?̇? was used to arrive to the last expression. Similarly, we 





𝒇 𝜼 , , 𝝃 , ∙ 𝛿?̇? 𝑉 𝑉 − 𝒇 𝜼 , , 𝝃 , ∙ 𝛿?̇? 𝑉 𝑉  (5.12) 
where, 𝑖, 𝑗 are dummy variables to denote different particles and 𝑁  is the number of particles 
within the horizon of particle 𝑖. Using the definitions of 𝜼 and 𝝃 from Eqs. (3.2) we get that: 
 𝜼 , = 𝒅𝑗 − 𝒅𝑖 = − 𝒅𝑖 − 𝒅𝑗 = −𝜼𝑗,𝑖 (5.13a) 
 𝝃 , = 𝒙
𝑷 − 𝒙 = − 𝒙 − 𝒙 = −𝝃 ,  (5.13b) 
Using Eqs. (3.4) and (5.13), the first term of Eq. (5.12) can be written as: 
 
𝒇 𝜼 , , 𝝃 , ∙ 𝛿?̇? 𝑉 𝑉 = 𝒇 −𝜼 , , −𝝃 , ∙ 𝛿?̇? 𝑉 𝑉
= − 𝒇 𝜼(𝒋),(𝒊), 𝝃(𝒋),(𝒊) ∙ 𝛿?̇? 𝑉 𝑉  
(5.14) 
By interchanging the dummy variables in the last expression 𝛿𝑊  is then approximated as: 
 
𝛿𝑊 ≈ − 𝒇 𝜼 , , 𝝃 , ∙ 𝛿?̇? 𝑉 𝑉  (5.15) 
If no external forces or body forces are applied in the PD domain, the problem can be stated 
as:  
Given the initial conditions 𝒅(𝒙 , 0) and ?̇?(𝒙 , 0), find 𝒅 such that: 
 
𝑚 ?̈? 𝛿?̇? − 𝒇 𝜼 , , 𝝃 , ∙ 𝛿?̇? 𝑉 𝑉 = 0, (5.16) 
for every possible 𝛿?̇?. Similar derivations can be found in [5,75,125]. It is noted that both the 
original and the linearized version of the PD theory can be used in Eq. (5.16).  
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Coupling in the overlapping region is achieved by introducing a coupling operator that will 
compare the velocities of the two models. Other coupling operators have been proposed in 
the literature as well. They enforce the coupling by considering the displacement fields (termed 
𝐿  coupling) or the displacement field and its spatial derivatives (termed 𝐻  coupling). The 
interested reader can refer to [126,205] and the references therein for more information. 
Following Aubertin et al. [75], a “mediator space” ℳ is introduced where the velocities are 
projected, such that the velocity field is now defined only on discrete points that belong to a 
subset of 𝛺 . The velocities are projected on ℳ using a suitable projection operator Π, a 
scalar product 𝑝 and Lagrange multipliers 𝝀, such that:   
 ∀𝛿𝝀 ∈ ℳ, 𝑝 𝛿𝝀, Π?̇? − Π?̇? = 0  (5.17) 
Similar to the case of molecular dynamics [75], the discrete nature of PD implies that Lagrange 
multipliers are defined at the location of PD particles in the overlapping region. The final 
coupled system can be written as: 
Given the initial conditions 𝒖(𝒙 , 0), ?̇?(𝒙 , 0), 𝒅(𝒙 , 0) and ?̇?(𝒙 , 0) find 𝒖 and 𝒅 such 
that:  
 
𝑎 (𝒙)𝜌?̈? ∙ 𝛿?̇?𝑑𝛺 + 𝑎 (𝒙)𝜺(𝒖): 𝜠: 𝜺(𝛿?̇?) 𝑑𝛺 + 𝑝(𝝀, Πδ?̇?) = 0 (5.18a) 
 
𝑎 (𝒙)𝑚 ?̈? ∙ 𝛿?̇? − 𝑎 (𝒙)𝒇 𝜼 , , 𝝃 , ∙ 𝛿?̇? 𝑉 𝑉 − 𝑝 𝝀, Πδ?̇? = 0 (5.18b) 
 𝑝 𝛿𝝀, Π?̇? − Π?̇? = 0 (5.18c) 
for all admissible 𝛿?̇?, 𝛿?̇? and 𝛿𝝀. The functions 𝑎 (𝒙) and 𝑎 (𝒙) define a partition of unity 
in the problem domain with 𝑎 (𝒙) + 𝑎 (𝒙) = 1. This is to ensure conservation of energy 
across the overlapping domain 𝛺 , as they distribute the energy between the two models. 
These functions are often called “blending functions” [52]. They can be defined (using the 
partition of unity property) through: 
 
𝑎 (𝒙) =
1, 𝒙 ∈ 𝛺
ℎ(𝒙), 𝒙 ∈ 𝛺
0, 𝒙 ∈ 𝛺
 (5.19) 
Selection of the appropriate function ℎ(𝒙) to distribute the energies is not straightforward and 
can be case dependent [117]. In [205] and [120] it was demonstrated that when the 𝐿  coupling 
is implemented in the Arlequin method, which is very similar to the coupling implemented here, 
selection of Heaviside functions to distribute the energy can lead to ill-posed problems. To 
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avoid this, continuous functions were selected to define the energy distribution (Figure 5.4). 
Two cases are used for comparison: i) a linear function with ℎ(𝑥) =  and ii) a cubic 
function with ℎ(𝑥) = 1 − 3 + 2 .  
 
Figure 5.4: Blending functions 𝑎 (𝑥) and 𝑎 (𝑥). 
Following [75] and after discretization of Eqs. (5.18), and using matrix notation, we arrive at: 
 𝒂 𝑴?̈? + 𝒂 𝑲𝒖 + 𝑪 𝜦 = 𝟎, (5.20a) 
 𝒂 𝒎?̈? − 𝒂 𝒇 − 𝑪 𝜦 = 𝟎, (5.20b) 
 𝑪 ?̇? − 𝑪 ?̇? = 𝟎, (5.20c) 
where, 𝑪  and 𝑪  are the coupling matrices of the FE and PD, respectively and 𝒂  and 
𝒂  are diagonal weighting matrices. The FE velocities ?̇? are projected on the mediator space 
ℳ and then interpolated on the location of the PD particles in the overlapping region through 
the FE shape functions. The matrix 𝑪  contains the shape function values that define this 
interpolation.  𝑪  is a scalar Boolean matrix associating each Lagrange multiplier with a PD 
particle.  
5.3 Time Domain Analyses using the FE-PD models  
 Time Integration  
In this chapter, time integration for Coupling Cases 1 and 2, is performed implementing the 
central difference method [206] (i.e. Newmark-𝛽 with 𝛽 = 0 and 𝛾 = 0.5) for both FE and PD 
models. The displacements of the next time step (𝑛 + 1) are computed through: 
 𝒖 = 𝒖 + ?̇? 𝛥𝑡 + ?̈? 𝛥𝑡   (5.21a) 
 𝒅 = 𝒅 + ?̇? 𝛥𝑡 + ?̈? 𝛥𝑡  (5.21b) 
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Subsequently, the accelerations at the next step are found using the next step displacements 
𝒖  and 𝒅  from the FE and PD equations of motion. Finally, the velocities of the next 
step are: 
 ?̇? = ?̇? + (?̈? + ?̈? )𝛥𝑡, (5.22a) 
 ?̇? = ?̇? + ?̈? + ?̈? 𝛥𝑡. (5.22b) 
For the time integration of the third coupling approach, the predictor-corrector procedure 
presented in [75] is adopted. It has been shown that this procedure can reduce the generated 
spurious reflections. According to this procedure, each model is first solved individually, 
disregarding the coupling terms, and then the velocities and accelerations are updated in the 
overlapping domain using the Lagrange multipliers. This procedure is briefly presented here.  
First the next step displacements 𝒖  and 𝒅  are computed using Eqs. (5.21). Then, a 
prediction of the next step accelerations ?̈? ,∗ and ?̈? ,∗ is made as: 
 ?̈? ,∗ = −𝑴 𝟏𝒂 𝒂 𝑲𝒖 = −𝑴 𝟏𝑲𝒖 , (5.23a) 
 ?̈? ,∗ = 𝒎 𝒂 𝒂 𝒇 = 𝒎 𝒇 . (5.23b) 
Using the predicted accelerations, a prediction of the next step velocities ?̇? ,∗ and ?̇? ,∗ is 
made using Eqs. (5.22). Following [75], the Lagrange multipliers are computed using the 
predicted velocities as: 
 𝜦 = 𝑨 𝑩  (5.24) 
with 𝑨 = 𝑪 𝑴 𝟏𝒂 𝑪 + 𝑪 𝒎 𝟏𝒂 𝑪  and 𝑩 = 𝑪 ?̇? ,∗ −
𝑪 ?̇? ,∗ . Using the Lagrange multipliers calculated from Eq. (5.24), the velocities are 
adjusted as: 
 ?̇? = ?̇? ,∗ − 𝑴 𝟏𝒂 𝑪 𝜦   (5.25a) 
 ?̇? =  ?̇? ,∗ + 𝒎 𝟏𝒂 𝑪 𝜦 , (5.25b) 
and the accelerations as: 
 ?̈? = ?̈? ,∗ − 𝑴 𝟏𝒂 𝑪 𝜦    (5.26a) 
 ?̈? =  ?̈? ,∗ + 𝒎 𝟏𝒂 𝑪 𝜦 , (5.26b) 
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 Pulse Propagation and Spurious Reflections in a 1D bar 
Wave propagation test cases are simulated numerically for the 1D bar illustrated in Figure 5.2. 
It is assumed that the Young’s modulus of the bar is 𝐸 = 200 GPa, the cross-sectional area 
is  𝐴 = 10  m  , the density is 𝜌 = 7850 kg/m  and the total length is 𝑙 = 1.2 m. The bar 
is divided into three equal parts with the middle one being modelled using the PD theory and 
the other two with FEs. When Coupling Case 3 is used, the PD domain is extended within the 
FE domain to create the overlapping region. The extension length is denoted with 𝑙 .  
Test cases with different pulse shapes are carried out. The displacement of the node at the 
free end of the bar is prescribed to simulate a rightward traveling incident wave. Incident 
pulses with two different shapes are used: a Gaussian with 𝒖(𝟎, 𝑡) = 𝑎 𝑒  and a 
modulated pulse with 𝒖(0, 𝑡) = sin(2𝜋𝑓 𝑡) − sin(2𝜋𝑓 𝑡). The following parameters are 
selected for the pulses: 𝑎 = 4 × 10 , 𝑎 = 1 × 10 , 𝑓 = 5 × 10  Hz and 𝑓 =
5.25 × 10  Hz. In both cases, the amplitude of the pulse is 𝑎 = 10  m. The frequency 
content of each pulse shape is illustrated in Figure 5.5 where |𝑃(𝑓)| is the amplitude spectrum.  
 
Figure 5.5: Frequency content of the a) Gaussian and b) modulated incident pulses 
Coupling Case 1 is used first to as an illustration example of the spurious reflections that are 
generated. Both models have identical discretization lengths with 𝛥𝑥 = 𝛥𝑥 = 2 ∙ 10 m 
and the PD horizon is  𝛿 = 3𝛥𝑥 . A time step 𝛥𝑡 = 10  s is used and the duration of the 
analysis is 𝑡 = 2.3 × 10  s. The duration of the analysis was selected as such that 
traveling pulses do not reach the end of the bar to avoid boundary reflections. In Figure 5.6, 
the spurious reflections that appear every time the pulse crosses a coupling interface (dashed 
line) are illustrated. Even with a simple approach like this it is possible to achieve accurate 
information passing between FE-PD and PD-FE interfaces given that a very fine discretization 
is used. For the model parameters selected, the amplitude of the reflected wave is 
approximately 3 ∙ 10  m. As it will be shown later, the accuracy of this coupling method 
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deteriorates very fast as the discretization becomes coarser and this approach will only be 
used for comparison purposes.  
 
Figure 5.6: Spurious reflections when Coupling Case 1 is used. Vertical dashed lines indicate the 
interface positions.  
The focus is now shifted to Coupling Cases 2 and 3. To better quantify and compare the 
accuracy of each coupling case, the total energy within each domain is computed. As the 
pulse propagates through the bar, the total energy (strain and kinetic) is transferred from the 
FE domain (𝐸 ) to the PD domain (𝐸 ) and finally back to the FE domain. As an example, 
the energy transferring between the two domains using Coupling Case 2 is illustrated in Figure 
5.7 for the modulated incident pulse. The pulse crosses the FE-PD interface at approximately 
𝑡 = 1.19 ∙ 10 s  and the energy is transferred from the FE to the PD domain. At 𝑡 = 2.03 ∙
10 s, the pulse crosses the PD-FE interface and the energy is transferred back to the FE 
domain. For comparison, the total energy in an equivalent FE only model is also plotted with 
grey dashed line. If the coupling is adequately accurate, the spurious reflections generated 
should be minimal and all the energy should be transferred back to the FE domain. The 
accuracy of the coupling method is tested by comparing the amount of energy that was 
transferred to the right-hand side FE model compared to the initially provided energy. The 




Figure 5.7: Energy transfer between the FE and the PD domain for the modulated pulse when the 
second coupling case is used.  
Figure 5.8 depicts the energy drift when Coupling Case 2 is used, for different values of the 
PD horizon 𝛿 and discretization length 𝛥𝑥 , for both the modulated and the Gaussian 
incident pulses. As 𝛿 increases, much finer grids are required to achieve comparable 
accuracy. It is noted that for macroscale problems, the horizon is typically set to 3 to 4 times 
the discretization length, as higher values can induce excessive dispersion and increase the 
required computational time, while lower values will lead to grid dependent crack paths  
[7,84,207].  
As 𝛥𝑥  and 𝛿 increases, total reflection of the incident wave is observed (energy drift =1 in 
Figure 5.8). This is attributed to the cut-off frequency of the discrete PD model being well 
below the frequency content of the pulse. Here by “cut-off frequency” we refer to the high 
frequency limit above which the discretized system does not support traveling waves. In such 
cases, the pulse never enters the PD domain and is reflected back to the FE domain. The 
parameters 𝛥𝑥  and 𝛿 are of outmost importance as they control the model’s cut-off 
frequency. The definition and computation of the cut-off frequency of the discrete PD model is 
discussed in depth in the following paragraph. 
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Figure 5.8: Energy drift using the second coupling case for (a) the modulated and (b) the gaussian 
incident pulse and for PD horizon 𝛿 = 𝑛𝛥𝑥  (the horizontal axis is in log scale). 
When the third coupling case is implemented, two additional parameters need to be taken into 
consideration, namely, the overlapping length 𝑙  and the choice of blending function ℎ(𝒙)  
that is implemented within the formulation. In [75], numerical tests were carried out using a 
linear blending function. Here a cubic blending function is also tested. In [205] and [120], a 
more detailed analysis on the selection of blending functions can be found for the Arlequin 
method. The problem parameters are the same as before and the number of Lagrange 
multipliers in the coupling region is the same as the corresponding PD particles.  
 
 
Figure 5.9: Energy drift waterfall plots using the third coupling case for a modulated pulse. The top 
row corresponds to results using the cubic blending function while the bottom to the linear. The 
dashed (red) line indicates the case of 𝑙 = 0.01 m. The PD horizon is given as 𝛿 = 𝑛𝛥𝑥  (𝛥𝑥  
axis is in log scale). 
Using the modulated pulse, a parametric investigation is performed for different values of 
𝛥𝑥 , 𝛿 and 𝑙 . In Figure 5.9, waterfall plots of the resulting energy drift are presented. In 
all cases, the conditions for total wave reflection remain unaffected by the choice of blending 
function and 𝑙 . However, higher values of 𝑙  can improve the accuracy of the coupling. 
Furthermore, by implementing a cubic blending function instead of a linear in the formulation, 
the accuracy of the coupling is improved for the same values of 𝛥𝑥 , 𝛿 and 𝑙 . This is 
intuitively expected since the transition is smoother in this case. Increasing the value of 𝑙  
increases the computational cost of the method as additional PD particles and Lagrange 
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multipliers are introduced. For the cases considered, an overlapping length of approximately 
𝑙 = 0.01 m seems a fair compromise between accuracy and computational cost.  
Using 𝑙 = 0.01 m and a cubic blending function, the energy drift is also computed for the 
Gaussian pulse and the results are plotted in Figure 5.10. Comparing Figure 5.8 and Figure 
5.10, both coupling approaches exhibit total wave reflection under the same conditions, 
indicating that the cut-off frequency is not affected by the coupling strategy. In both cases the 
higher frequency content of the modulated pulse requires refinement of the PD domain to 
ensure transmission. Furthermore, the accuracy achieved is comparable between the two 
approaches for the specific choice of parameters. If, however, the linear blending was 
implemented further refinement would be necessary.  
 
Figure 5.10: Energy drift using the third coupling case with cubic blending function and 𝑙 = 0.01 m 
for (a) the modulated and (b) the gaussian incident pulse with PD horizon 𝛿 = 𝑛𝛥𝑥 (the horizontal 
axis in log scale).  
To make this investigation more general, it is of interest to continue the analysis in the 
frequency domain. To this end, in the next section, the linearized PD theory is coupled with a 
continuum directly instead of a FE approximation. Furthermore, a brief derivation of the PD 
dispersion curve from the discretized equation of motion is presented as it provides insights 
on the cut-off frequency and its dependence on 𝛥𝑥 and 𝛿 that is pivotal in minimizing the 
spurious reflections. 
5.4 Reflection – Transmission in a 1D Continuum – PD Bar 
 Dispersion curve for Bond-Based PD 
According to the theory of linear elasticity, the phase velocity of a travelling wave is 
independent of its angular frequency 𝜔 and wavenumber 𝜅, leading to a linear relation 
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between 𝜔 and  𝜅. In discretized systems however, this relation is nonlinear. Along the 
interface of two models with different dispersion relationships, spurious reflections occur as 
the incident wave travels with different speeds in each domain [208].  
In PD theory, waves of higher frequency will travel slower than lower frequency waves. In 
[209], the dispersion characteristics of gradient and nonlocal elasticity are elasticity are 
compared. Similar observations are reported for nonlocal elastic models with different weight 
functions while strain gradient models produce both normal and anomalous dispersion. The 
dispersion needs to be taken into consideration when coupling domains that are described by 
different models. Additionally, discrete models exhibit a cut-off frequency that can lead to full 
reflection of the incident pulse. In [6], [95] and [210], the PD dispersion curve was extracted 
by substituting solutions with the form 𝑢 = 𝑈𝑒 ( ) into the linearized PD equation of motion 
and solving the resulting integral in the eigenvalue problem. In [211] the dispersion relation 
was derived for different micromoduli while in [102] they are given for PD beams and plates. 
The dispersive characteristic of the PD theory can be also used to match the experimentally 
observed dispersion as presented in [212].  
Considering a 1D bar of infinite length and using the idealization that the bar consists of a 
repeating series of masses and springs, the dispersion curve of PD is derived after substitution 
of  Eq. (3.14) in the discretized equation of motion from Eq. (3.23). If each particle interacts 
only with those that is in direct contact with (i.e. 𝛿 = 𝛥𝑥) and 𝛥𝑥 is uniform then, the equation 
of motion for a particle becomes:  
 ?̈? = 𝑐
𝑑 − 2𝑑 + 𝑑
𝛥𝑥
 (5.27) 
where, the volume correction is also included. When 𝑑 = 𝐷𝑒 ( ), the following 











In the limit when 𝜅𝛥𝑥 is very small, we can use the approximation sin(𝜅𝛥𝑥/2) = 𝜅𝛥𝑥/2 and 
Eq. (5.28) leads to 𝜔/𝜅 ≈ 𝑐. Thus, the PD dispersion relation approximates the one extracted 
from the local theory of elasticity. This observation has already been described in [6]. Similarly, 
in [209] it is reported that nonlocal elasticity with a linearly decreasing weighting function 𝑤(𝑟) 
with 𝑤(0) = 1 and 𝑤(𝛥𝑥) = 0, leads to the same dispersion relationship as the mass-spring 
model with nearest interactions (i.e. 𝛿 = 𝛥𝑥).  
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Following the same procedure, the dispersion relation for various horizon lengths can be 














where 𝐺 (𝑥) is a function whose expression depends on the value of the PD horizon 𝛿. 
Expressions for 𝐺 (𝑥) are given in Table 5.1, for 𝑛 = 𝛿/𝛥𝑥 = 1,2,3 and 4. As expected, for 
𝜅𝛥𝑥 → 0 then 𝐺 (𝑥) → 𝑛 and Eq. (5.29) reduces to the dispersion relationship obtained from 
classical elasticity. The derivation of 𝐺 (𝑥) for 𝑛 = 1,2,3 and 4 is presented in Appendix .  
A comparison between the dispersion relation for different 𝛿 using Eq. (5.29) is illustrated in 
Figure 5.11. In the same figure, the linear elasticity case has also been included. It is noted 
that when the value of the PD horizon is 𝛿 = 𝛥𝑥, the relationship coincides with that for a 2-
node linear finite element. The figure is plotted for wave numbers 𝜅 ∈ (0, 𝜋/𝛥𝑥) representing 
only the positive half of the first Brillouin zone. The parameters assumed are 𝐸 = 200 GPa,  
𝜌 = 7850 kg/m , 𝛥𝑥 = 2 ∙ 10  m and 𝑙 = 0.4 m. An important feature for this study is that 
the PD cut-off frequency depends not only on the discretization length 𝛥𝑥 but also on the value 
of the horizon 𝛿. In Figure 5.11, the angular frequencies 𝜔 , that define the cut-off frequency 
are indicated for each value of 𝛿. Values have been nondimensionalized with respect to 𝑐 =
𝐸 𝜌⁄  and 𝑙.  
Table 5.1: Table of expressions for 𝐺 (𝑥). 
𝒏 𝑮𝒏(𝒙) 
1 1 




sin (𝑥) − 8 sin (𝑥) + 4 cos (𝑥) + 5 
4 4 cos (𝑥) cos (2𝑥) +
32
3




Figure 5.11: Comparison of dispersion curves between elasticity and the PD theory with 𝛿 = 𝑛𝛥𝑥. 
 Continuum – PD coupling and Frequency Domain Analyses 
Coupling of linearized PD theory with continuum directly allows to perform our analyses in the 
frequency domain and assume rightward travelling harmonic pulses propagating in an infinite 
bar. The domain 𝛺 (see Figure 5.12), is divided into two subdomains 𝛺  and 𝛺 , with 
𝛺 ∪ 𝛺 = 𝛺 and 𝛺 ∩ 𝛺 = 𝛺 . The classical theory of elasticity will be used to 
describe the behaviour of the 𝛺  domain while the PD theory will be used for 𝛺 . It is 
noted that for Coupling Cases 1 and 2 we have that 𝛺 = 0. The PD theory is used in the 
middle of the bar with  𝛺 = [−𝑙, 𝑙], while the rest of the bar is modelled using continuum 
elasticity with 𝛺 = 𝛺 , ∪ 𝛺 , = (−∞, −𝑙] ∪ [𝑙, +∞).  
 
 
Figure 5.12: Continuum-PD coupling in an infinite 1D bar using a discrete interface.  
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A sinusoidal incident wave is assumed to be travelling from −∞ towards the left coupling 
interface at −𝑙. Part of the wave will be reflected towards −∞ while the rest will be transmitted 
into 𝛺 . Similarly, at 𝑙, part of the pulse will transmit to 𝛺 , , while the remaining energy 
will reflect into 𝛺 . Hence, in 𝛺 , , there are two pulses, the initial incident pulse and the 
reflection from the first interface. In  𝛺 , , on the other hand, only the finally transmitted 
pulse exists. The infinite length of the bar prevents the interference from boundary reflections. 
Denoting with 𝑢 , 𝑢  and 𝑑 the displacement fields in 𝛺 , , 𝛺 ,  and 𝛺  respectively, 
we assume solutions in the form 𝑢 = 𝑈 𝑒 , 𝑢 = 𝑈 𝑒  and 𝑑 = 𝐷 𝑒  and the 




+ 𝜔 𝑈 = 0 (5.30a) 
 −𝜔 𝑚 𝐷 = 𝑘 
𝐷 − 𝐷
𝑥 − 𝑥




+ 𝜔 𝑈 = 0, (5.30c) 
where 𝑈  and 𝑈  are solutions in the form:  
 𝑈 = 𝑒 + 𝑅𝑒  and  (5.31a) 
 𝑈 = 𝑇𝑒 , (5.31b) 
with 𝑅 and 𝑇 being the reflection and transmission coefficients, respectively [213]. Energy 
conservation implies 𝐸 + 𝐸 = 1, where 𝐸 = |𝑅|  is the reflected energy and 𝐸 = |𝑇|  is 
the transmitted energy. Using these definitions, the ability of a pulse to be transmitted across 
a coupling interface is evaluated. 
Realization of Coupling Cases 1 and 2 for the discretized PD equation of motion with the 
continuum solution is carried out following the procedure presented in sections 5.2.2 and 5.2.3, 
respectively. The first coupling case requires the position of PD particles at the interface 
positions 𝑥 = −𝑙 and 𝑥 = 𝑙, where 𝑛 is the total number of PD particles (see Figure 5.13). 
Continuity and force equilibrium requirements are enforced at the interface positions resulting 
in the following equations: 
 𝑈 (−𝑙) = 𝐷 → 𝐷 = 𝑒 + 𝑅𝑒  (5.32a) 
 𝑈 (𝑙) = 𝐷 → 𝐷 = 𝑇𝑒  (5.32b) 
 𝛴𝐹(−𝑙) = 0 (5.32c) 
 𝛴𝐹(𝑙) = 0 (5.32d) 
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Using as an example the case where 𝛿 = 2𝛥𝑥, Eqs. (5.32c) and (5.32d) become: 
 𝑘 , + 𝑘 , 𝐷 − 𝑘 , 𝐷 − 𝑘 , 𝐷 − 𝐸𝐴𝑖𝜅𝑒 𝑅 = −𝐸𝐴𝑖𝜅𝑒  (5.33a) 
 −𝑘 , 𝐷 − 𝑘 , 𝐷 + 𝑘 , + 𝑘 , 𝐷 − 𝐸𝐴𝑖𝜅𝑒 𝑇 = 0 (5.33b) 
where in the above, 𝐷 , 𝐷 , 𝐷 , 𝐷 , 𝐷  and 𝐷  are the particle displacements 
corresponding to the particles with positions 𝒙 = −𝑙, −𝑙 + 𝛥𝑥, −𝑙 + 2𝛥𝑥, 𝑙 − 2𝛥𝑥, 𝑙 − 𝛥𝑥 and 
𝑙 respectively. Combining Eqs. (5.30), (5.31), (5.32) and (5.33) the system of equations can 
be solved for the 𝑅 and 𝑇 coefficients.  
 
Figure 5.13: Illustration of coupling PD with continuum using the first coupling approach. 
In the same manner, the system of equations for Coupling Case 2 can be constructed. Without 
loss of generality the example 𝛿 = 2𝛥𝑥 is implemented leading to the introduction of two ghost 
particles at each side of the PD domain (see Figure 5.14). The continuity and force equilibrium 
requirements lead now to the following equations: 
 𝑈 𝑥 = 𝐷 → 𝐷 = 𝑒 + 𝑅𝑒 , (5.34a) 
 𝑈 𝑥 = 𝐷 → 𝐷 = 𝑒 + 𝑅𝑒  (5.34b) 
 𝑈 𝑥 = 𝐷 → 𝐷 = 𝑇𝑒  (5.34c) 
 𝑈 𝑥 = 𝐷 → 𝐷 = 𝑇𝑒  (5.34d) 
 𝛴𝐹(−𝑙) = 0 (5.34e) 
 𝛴𝐹(𝑙) = 0 (5.34f) 
where, 𝑥 , 𝑥 , 𝑥  and 𝑥  are the positions of the ghost particles corresponding to the 
locations 𝒙 = −𝑙 − 𝛥𝑥/2, −𝑙 − 3𝛥𝑥/2, 𝑙 + 𝛥𝑥/2 and 𝑙 + 3𝛥𝑥/2 respectively. Although the 
force equilibrium of the second coupling case, described in Eqs. (5.34e) and (5.34f), looks 
similar to that of the first coupling case, described in Eqs. (5.32c) and (5.32d), it correlates the 
sum of the internal forces of each bond that crosses the interface with the internal forces from 








 𝑘 , 𝐷 + 𝑘 , + 𝑘 , 𝐷 − 𝑘 , + 𝑘 , 𝐷 − 𝑘 , 𝐷 − 𝑖𝜅𝐸𝐴𝑒 𝑅
= −𝑖𝜅𝐸𝐴𝑒  
(5.35a) 
  −𝑘 , 𝐷 − 𝑘 , + 𝑘 , 𝐷 + 𝑘 , + 𝑘 , 𝐷
+ 𝑘 , 𝐷 − 𝑖𝜅𝐸𝐴𝑒 𝑇 = 0 
(5.35b) 
Finally, combining Eqs. (5.30), (5.31), (5.34) and (5.35) the 𝑅 and 𝑇 coefficients are computed 
for the second coupling case.  
 
Figure 5.14: Coupling of PD with continuum using the second coupling case.  
For Coupling Case 3 to be implemented, 𝛺  is extended within 𝛺 ,  and 𝛺 ,  by a 
length 𝑙 = 𝑥 − 𝑥 = 𝑥 − 𝑥  to create the overlapping regions 𝛺 ,  and 𝛺 , , 
over which the coupling scheme is enforced (Figure 5.15). The assumption of solutions in the 
form given by Eqs. (5.31) is no longer valid within these domains. Assuming a linear blending 
function 𝑎(𝑥) = 1 − (𝑥 − 𝑥 )/𝑙 , an analytical derivation of the unknown fields 𝑈 (𝒙) and 
𝑈 (𝒙) is sought.  
 
Figure 5.15: Illustration of continuum to PD coupling using the third approach. Circles indicate the PD 
particles, diamonds the Lagrange multipliers and solid line the continuum bar. 
Using Eq. (5.18a) and substituting 𝑢 = 𝑒 𝑈 (𝒙) in 𝛺 , , the following differential 
equation is written: 
Continuum bar Particle Bonds Peridynamic particle
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𝛿 𝑥 − 𝑥 , 𝑥 ≤ 𝒙 ≤  𝑥  (5.36) 
where, 𝛿(∙) is the Dirac delta function. A solution in the form 𝜆 = 𝑒 𝛬 (𝑥) was assumed for 
the Lagrange multipliers and 𝑛 and 𝑥  is the total number and the positions of the Lagrange 
multipliers. A similar equation can be written for 𝛺 , . 
Using the change of variables 𝑧 = 𝑎(𝑥), Eq. (5.36) becomes: 
 
𝑧𝑈 , + 𝑈 , + 𝑏 𝑧𝑈 = 𝑏 𝛬 𝛿 𝑧 − 𝑥 , 0 ≤ 𝑧 ≤  1 (5.37) 
where, 𝑏 = 𝜌𝜔 𝑙 /𝐸 and 𝑏 = 𝑙/𝐸𝐴 are two constants and 𝑥 = (𝑙 + 𝑥 −
𝑥 )/𝑙 . This differential equation can be solved using the Hankel transform [214,215]. 
The solution obtained in 𝛺 ,  is given as: 




𝑏 𝛬 𝐻 𝑧 − 𝑥 𝐽 𝑏 𝑥 𝑌 (𝑏 𝑧) − 𝐽 (𝑏 𝑧)𝑌 𝑏 𝑥  (5.38) 
where, 𝐶  and 𝐶  are two constants, 𝐽  and 𝑌  are the Bessel functions of the first and second 
kind with order 𝑘 and 𝐻(∙) is the Heaviside function. As can be seen from Eq. (5.38), as 𝑧 →
0 (i.e. 𝑥 → 𝑥 ), 𝑈 = 𝐶 𝐽 (0) + 𝐶 𝑌 (0) → −∞. This solution is not accepted as a finite result 
is expected and hence 𝐶 = 0.  
On the interface between 𝛺 ,  and 𝛺 , , continuity and equilibrium conditions need to 
be satisfied. This leads to the following two equations: 
 
𝑈 | = 𝑈 |  → 
𝑅𝑒 − 𝐶 𝐽 (𝑏 ) −
𝜋
2

















𝛬 𝐽 (𝑏 )𝑌 𝑏 𝑥 − 𝐽 𝑏 𝑥 𝑌 (𝑏 )
= 𝑖𝜅𝑒  
(5.40) 
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Similarly, the same procedure can be repeated in 𝛺 ,  to relate the transmission coefficient 
𝑇 with the solution 𝑈 .  Using Eqs. (5.18b), (5.18c), (5.39) and (5.40), the system of equations 
can be solved to compute the reflected and transmitted energy across the different domains.  
The accuracy of the third coupling approach can be improved using a cubic (Hermitian) 
blending function with 𝑎(𝑥) = 1 − 3 + 2 in Eq. (5.36). In this case, the 
unknown displacement fields are approximated numerically through finite elements in 𝛺 ,  
and 𝛺 , .  
The FEs are coupled on one end with continuum using the first coupling approach and at the 
other end with PD using the third coupling approach Figure 5.16. To avoid interference in the 
final 𝑅 − 𝑇 diagrams due to the connection of the FE with the continuum, an extremely fine 
FE mesh was used, with 𝛥𝑥 = 2 × 10 m, to approximate as closely as possible the 
continuum case. For the solution of this configuration, Eqs. (5.20) are implemented in the 
frequency domain with the addition of continuity and force balance conditions, using equations 
(5.32a,b) and (5.32c,d) respectively, between the FEs and the continuum at positions 𝑥  and 
𝑥 .  
 
Figure 5.16: Third coupling case with finite elements in the coupling zone connected with continuum. 
Using the same model parameters as in the time-domain analyses (i.e. 𝐸 = 200 GPa, 𝐴 =
10  m , 𝜌 = 7850 kg/m  and 𝑙 = 0.2 m as the half-length of the PD domain), the 
transmission and reflection coefficients were computed with 𝜔 ranging from 0 to 4 ∙ 10  
rad/s for various values of 𝛥𝑥  and 𝛿 = 𝑛𝛥𝑥 . In Figure 5.17, Reflection – Transmission 
diagrams are reported for all coupling cases considered, for different PD discretization length 
𝛥𝑥  values, while keeping the PD horizon constant 𝛿 = 2𝛥𝑥 . Red lines indicate the part 
of the initial energy that was reflected (|𝑅| ) while blue lines indicate the transmitted energy 
(|𝑇| ). Similarly, in Figure 5.18, the PD discretization length is kept constant, with 𝛥𝑥 = 2 ∙
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10 m, and different values are used for the PD horizon. In all cases, energy conservation is 
satisfied. Results are presented in a nondimensional form with respect to the wave speed 𝑐 
and the length of 𝛺 , 2𝑙 = 0.4 m.  
All coupling approaches considered can achieve accurate wave propagation with minimal 
reflections for relatively small values of 𝜔, as |𝑅|  is close to 0 and |𝑇| = 1. As the frequency 
increases, the accuracy of the coupling deteriorates. When the forcing frequency of the pulse 
is close to or exceeds the cut-off frequency total reflection occurs and the transmitted energy 
vanishes. The PD discretization length 𝛥𝑥  implemented in Figure 5.18 is the same as that 
in Figure 5.11. For all cases, total reflection occurs at the frequency value predicted from the 
PD dispersion curve regardless of the coupling method chosen. Furthermore, the influence of 
𝛥𝑥  and 𝛿 on the model’s cut-off frequency is illustrated.  
 
Figure 5.17: Reflection – Transmission diagrams for Coupling Cases 1, 2 ,3 with a linear blending 
function (LB) and 3 with a cubic blending function (CB). The PD horizon was set to 𝛿 = 2𝛥𝑥 . Each 
row corresponds to a different PD discretization 𝛥𝑥 . 
Using the results reported in Figure 5.17 and Figure 5.18, Coupling Case 3 with a cubic 
blending function leads to the best results, followed by Coupling Case 2. Through these 
numerical tests, the improvement of implementing a cubic blending function within the 
formulation of the third coupling case is also highlighted as the coupling remains accurate for 
values closer to the cut-off frequency. It is noted here that for the results presented, the 
overlapping length was set to 𝑙 = 10𝛥𝑥. The coupling could be further improved by 
increasing the overlapping length as illustrated in Figure 5.19. The accuracy of the coupling is 
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improved, even for frequencies very close to the cut-off frequency however, the computational 
cost is increased as additional PD particles and Lagrange multipliers are used. 
 
Figure 5.18: Reflection – Transmission diagrams for Coupling Cases 1, 2 ,3 with a linear blending 
function (LB) and 3 with a cubic blending function (CB). The PD discretization was set to 𝛥𝑥 =
2 × 10 m. Each row corresponds to a PD horizon value given as 𝛿 = 𝑛𝛥𝑥 . 
 
Figure 5.19: Influence of the overlapping length 𝑙  when Coupling Case 3 is used with either the 
linear or the cubic blending function. The PD discretization and horizon values were set to 𝛥𝑥 = 2 ∙
10 m and 𝛿 = 3𝛥𝑥 .  
Finally, of major importance is the implementation of the surface correction factor (Figure 
5.20). Coupling Case 3 is less affected from the skin effect which appears at the particles near 
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the boundary of 𝛺  where the value of the blending function is almost zero (i.e. energy has 
been transferred to 𝛺 ). The first two coupling approaches are affected though, as the 
coupling interface is located near the area where the skin effect manifests. Comparing Figure 
5.20 with the corresponding diagrams from Figure 5.18, the accuracy of the coupling is 
affected significantly if appropriate correction is not implemented.  
Coupling Case 3 can lead to the most accurate coupling between PD and continua, given that 
an appropriate blending function and an adequately large overlapping region is provided. This 
increases the computational burden of the method and creates ambiguities on the a-priori 
selection of blending functions in 2D and 3D problems. On the other hand, coupling 
approaches similar to Coupling Case 2 or the method presented in [117], achieve comparable 
accuracy with lower cost and are easier to implement. The simplistic coupling presented in the 
first method should be avoided not only because it leads to strong reflections for relatively 
small frequencies but also because it requires conforming meshes that are problematic in 
problems involving higher dimensions.  
 
Figure 5.20: Influence of the surface correction for Coupling Cases 1 and 2 with 𝛥𝑥 = 2 ∙ 10 m 
and 𝛿 = 3𝛥𝑥 . 
5.5 Coupled FE-PD model in 2D 
 Extension of the Second Coupling Case to 2D Problems 
The second coupling case is extended to 2D problems to further illustrate the importance of 
considering the cut-off frequencies of both the PD and FE models when addressing dynamic 
examples. The only thing that differs in the formulation of the second coupling case is the 
computation of the forces applied on the interface. In the 1D bar example, the computation of 
PD interfacial forces required to simply identify which bonds cross the interface (i.e. bonds 
that connect a ghost and a normal particle) and what is the total force of these bonds. In 2D 
the interface between the two descriptions is no longer a point but a line and thus it is 
necessary to compute the exact location where each bond crosses the interface. This is the 
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location where PD forces are applied on the interface. In the following examples the linearized 
PD theory is coupled with 4-noded bilinear finite elements. 
Continuity between the FE and PD model is enforced again at the location of the ghost 
particles through interpolation using the FE shape functions as expressed in Eq. (5.5). The 
coefficients of the interpolation can be stored in a matrix 𝑪  and thus we have:  
 𝒅 = 𝑪 𝒖. (5.41) 
Following the same interpolation, the acceleration ?̈?  and velocity ?̇?  of the ghost particles 
can also be computed. Force equilibrium is enforced on the coupling interface by considering 
the forces acting on it from the FE, 𝒇 , , and the PD, 𝒇 , , domain. To compute 
𝒇 , , the forces from all the bonds that cross the interface need to be evaluated and 
applied on the location that the bond crosses the interface. In Figure 5.21, a PD particle, a 
ghost particle and a finite element on the interface have been isolated as an illustration. The 
bond between the PD particle 𝑖 and the ghost particle 𝑗, crosses the coupling interface at 
(𝑥 , 𝑦 ). This is the location that the force is applied with regards to the force equilibrium 
between the two approximations.   
 
Figure 5.21: Close-up near the coupling interface indicating the point of application of the bond force 
on the coupling interface. 
The force 𝒇 , on the interface due to the PD particle 𝑖 and the ghost particle 𝑗 is equal to 
the bond force connecting the two particles, i.e. 𝒇 , = −𝒇 , . Furthermore, due to the linear 
momentum described in Eq. (3.4), we get that 𝒇 , = −𝒇 , . Thus, the force acting on the 
interface can be computed in the global coordinate system using Eq. (3.42) as: 
 𝒇 , = 𝑘 ,
−𝑐 −𝑐 ∙ 𝑠
−𝑐 ∙ 𝑠 −𝑠
𝑐 𝑐 ∙ 𝑠
𝑐 ∙ 𝑠 𝑠















where, 𝒇 , = 𝑓 , ,  , 𝑓 , ,  and 𝒅 , = 𝑑 ,  , 𝑑 , , 𝑑 , , 𝑑 , = 𝒅  , 𝒅 . It is 
convenient to separate the contributions from the PD particles and the ghost particles in 𝒇 , . 
Then Eq. (5.42) is rewritten as: 
 𝒇 , = 𝑘 ,
−𝑐 −𝑐 ∙ 𝑠
−𝑐 ∙ 𝑠 −𝑠
𝒅 + 𝑘 ,
𝑐 𝑐 ∙ 𝑠
𝑐 ∙ 𝑠 𝑠
𝒅 = 𝑨 𝒅 + 𝑨 𝒅  (5.43) 
To compute 𝒇 , , the force contributions 𝒇 ,  from all the bonds that cross the coupling 
interface are considered. Here it is assumed that the bond force 𝒇 ,  is applied on the FE at 
the position of intersection of the bond with the coupling interface (point 𝑥 , 𝑦  in Figure 5.21). 
The point of application is defined using a 2D Dirac delta function 𝛿(𝑥 − 𝑥 , 𝑦 − 𝑦 ). Finally, 
𝒇 ,  is computed by integrating 𝒇 ,  on the FEs as an externally applied point force as: 
 
𝒇 , = 𝑵 𝒇 , 𝛿(𝑥 − 𝑥 , 𝑦 − 𝑦 )𝑑𝛤 = 𝑵 , 𝒇 ,
= 𝑵 , 𝑨 𝒅 + 𝑨 𝒅 = 𝑪 𝒅 + 𝑪 , 𝒅 , 
(5.44) 
where 𝑚  is the total number of bonds that cross the coupling interface. Effectively, the bond 
force has been distributed to the FE nodes that lie on the interface through its shape functions. 
In the last term of Eq. (5.44), matrices 𝑪  and 𝑪 ,  are assembled from the terms 
∑ 𝑵 , 𝑨  and ∑ 𝑵 , 𝑨 , respectively. Then, for the FE equations of 
motion we can write: 
 𝑲 𝒖 − 𝒇
, = 𝑲 𝒖 − 𝑪 𝒅 − 𝑪 , 𝒅 = 𝟎. (5.45) 
Finally, Eqs. (3.44), (3.68), (5.41) and (5.44) can be written as a global system of equations 
for the displacements 𝑼 at the FE nodes, 𝒅 of the PD particles and 𝒅  of the ghost particles. 
This system has the form:  
 𝑲 𝑪 𝑪 ,










where, 𝑲 ,  contains the interactions between ghost and normal PD particles and it is defined 
similar to the 𝑲 . The first row in the matrix in Eq. (5.46) represents the stiffness and coupling 
terms due to the interface from Eq. (5.45). The last set of equations in Eq. (5.46) (FE 
interpolation at the ghost nodes) is 𝒅 = 𝑪 𝒖. Using static condensation, the system can be 
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written in the form 𝑲 𝑼 = 𝑭 . The stiffness matrix 𝑲 , displacement vector 𝑼  and force 
vector 𝑭  of coupled system are now defined as: 
 𝑲 =
𝑲 + 𝑪 , 𝑪 𝑪




 and 𝑭 = 𝑭
𝑭
. (5.47) 
For simplicity, and without loss of generality, in the examples presented in the following 
sections it is assumed that no external forces are applied on the PD particles leading to 𝑭 =
𝟎. Furthermore, it can be seen that 𝑲  is not symmetric. This was also evident in the stiffness 
matrix presented in Eq. (5.9). Similar coupling approaches, like the one presented in [117,118], 
lead to analogous results. It is noted that the symmetry of 𝑲  is not lost when energy coupling 
methods are implemented, like the Arlequin method presented in [120].  
 Verification of the 2D Model 
To validate the coupling in 2D, a pulse propagating in a solid under plane stress conditions is 
considered. The boundary conditions and geometry are illustrated in Figure 5.22 (left). The 
length and the height of the plate are 𝐿 = 0.5m and 𝐿 = 0.25m respectively, with a 
thickness of 𝑡 = 0.001m. The inner dimensions define the FE domain 𝛺  are given as 𝐿 =
0.2 m and 𝐿 = 0.1 m. Thus, the plate is modelled with FE apart from an area in the center, 
defining 𝛺 , that is modeled using PD. The time profile of the input pulse is Gaussian with 
𝑢(𝑥 = 𝐿 , 𝑡) = 𝑎𝑒
( )
, 𝛼 = 10  m, 𝛽 = 10  s and 𝑐 = 2 10  s. The 𝑦 displacements 
are constrained at the top and bottom edges while the 𝑥 displacements are constrained at the 
left edge of the plate. The material is assumed elastic and isotropic with 𝐸 = 200 GPa, 𝑣 =
1/3 and 𝜌 = 7850 kg/m .  
 
Figure 5.22: (Left) Problem geometry and boundary conditions. (Right) Example of a coupled FE-PD 
model in 2D, black squares indicate FE nodes, blue circles PD particles and grey circles PD ghost 
particles.  
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The coupled problem was discretized with 𝛥𝑥 = 𝛥𝑦 = 2 ∙ 10 m, and 𝛥𝑥 = 𝛥𝑦 =
2.07 ∙ 10 m . The length of the PD horizon is set to 𝛿 = 5𝛥𝑥 . In total 123,492 particles 
were used in the PD domain out of which 7,330 where ghost particles. The FE element domain 
was discretized using 30,000 elements corresponding to 30,450 nodes. The total simulation 
time is 𝑡 = 1 ∙ 10 s with steps 𝛥𝑡 = 5 ∙ 10 s. The standard FE solution was obtained 
using a uniform grid with 𝛥𝑥 = 𝛥𝑦 = 2 ∙ 10 m. In Figure 5.22 (right) an example of the 
discretization of 𝛺  and 𝛺  is illustrated. The location of the PD particles is independent of 
the FE nodal locations, thus simplifying the process. If the first coupling case was to be 
implemented, refinement of the FE mesh would be required near the interface for the FE nodes 
to coincide with the PD particles.  
 
Figure 5.23: Comparison of the coupled model with FE solution at three different time steps. Left 
column: 𝑈  displacements in the plate. White lines indicate the PD-FE interface. Middle column: 
Comparison of the 𝑈  displacements along the reference line illustrated in Figure 5.22 with the FE 
solution. Right column: Plot of the error magnitude during each time step. 
In the left column of Figure 5.23 the propagation of the Gaussian pulse is illustrated at time 
instants 𝑡 = 4.4 ∙ 10 s, 𝑡 = 5.7 ∙ 10 s and 𝑡 = 9.9 ∙ 10 s. Similar to the 1D case, each 
time the pulse crosses a PD-FE interface, a reflection is generated. Since a much finer 
discretization was implemented in the PD domain compared to the FE domain, the cut-off 
frequency of the PD domain was higher than that of the FE domain allowing the pulse to be 
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transferred. This can also be seen in the middle column of Figure 5.23 where the 
displacements along the reference line, illustrated in Figure 5.22, are compared for the 
coupled and the FE-only solutions. Compared to the amplitude of the pulse, the amplitude of 
spurious reflections is negligible, and the two solutions agree well. To further compare the two 
solutions, the 𝐿  norm of error is employed. Since the nodal points of the two solutions do not 
coincide in the 𝛺  region, the solution in the PD region is interpolated onto the FE nodal 
points through linear interpolation. The magnitude of error is defined as:  
 𝑒𝑟𝑟𝑜𝑟 = ‖𝒖
 − 𝒖 ‖ , (5.48) 
where 𝒖  contains the interpolated values of the coupled model 𝒖  onto the FE 
nodes. The magnitude of the 𝐿  norm is plotted in the right column of Figure 5.23. As expected, 
discrepancies first appear when the pulse crosses for the first time the FE-PD interface and 
reach the maximum value of 2.02 ∙ 10  when the pulse exits the PD domain. It is noted that 
the error here is not only due to the generated reflections but also due to differences in the 
numerical dispersion characteristics of the two solution methods. Still, the two solutions are in 
very good agreement in the whole computational domain.  
 Partial Trapping of Pulses in FE-PD models 
According to the findings of the 1D study, if the cut-off frequency of the PD domain in the 
previous example was not high enough to allow the pulse to be transmitted accurately, the 
spurious reflections generated would be more severe and affect the accuracy of the 
simulation. It is desirable that the PD domain will be localized only in a small area of the 
computational domain, where fracture is expected. To accurately capture these phenomena, 
a very fine discretization is usually required. It is thus expected that in practical applications, 
the PD grid will be much finer than the FE mesh. Since the frequency content of the pulse was 
low enough to be transmitted within the coarse FE description, it was also able to propagate 
within the PD domain. In this case, consideration of the dispersion curves for each model is 
needed to make sure that the cut-off frequency of the FE domain is high enough to allow the 
pulse to be transmitted. At the same time, the cut-off frequency of the PD domain needs to be 
higher to reduce the spurious reflections due to the coupling. Consideration of the FE cut-off 
frequency is of equal importance to the PD one to achieve accurate coupling. This is evident 
in cases where the source of the pulse is located within the PD domain. One such case is 
considered in the next example.  
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Figure 5.24: A PML layer is added around 𝛺 . Within the PML region the material becomes 
anisotropic and attenuates the outward going pulses.   
Table 5.2: Summary of model parameters. 
Parameter Value Parameter Value 
𝐿 = 𝐿  0.5m 𝑡  2 ∙ 10 s 
𝐿 = 𝐿  0.2m 𝛥𝑡 2 ∙ 10 s 
𝐿 = 𝐿  0.3m 𝛥𝑥 = 𝛥𝑦  3.11 ∙ 10 m 
𝑡 1mm 𝛥𝑥 = 𝛥𝑦  9.37 ∙ 10 m 
𝑟 3mm 𝛥𝑥 = 𝛥𝑦  (fine) 13 ∙ 10 m 
𝐸 200GPa 𝛥𝑥 = 𝛥𝑦  (coarse) 33 ∙ 10 m 
v 1/3 𝐹  1.06 ∙ 10 MPa 
𝛿 3𝛥𝑥  𝜌 7850 Kg/m  
Assuming an infinite plate with a hole at its centre, the area around the hole is modelled with 
PD while the rest of the plate with FE. To avoid interference due to the boundary conditions of 
the numerical model, the computational domain is truncated by adding a Perfectly Matched 
Layer (PML) to attenuate outward traveling waves. In a recent study, unbounded problems 
were addressed using the PD differential operator and Sommerfeld boundary conditions [216].  
The PML was originally proposed by Berenger for applications in electromagnetic waves [217] 
and was later extended to applications involving elastic waves [218]. Here, the convolution 
PML (C-PML) proposed in [219] for time-domain analyses, is employed. In the PML region, 
the coordinate variables 𝑥 , 𝑖 = 1,2 of the problem are transformed into the stretched 
coordinate variables 𝑥 , in each direction, given as [220] [218]: 








𝛽 ,𝛽 > 0 𝛽 , 𝛽 > 0













where, 𝜔 is the angular frequency and 𝑠  are the stretched coordinate functions, proposed by 
Kuzuoglu and Mittra [221]: 
 𝑠 (𝑥 𝜔) = 𝜅 (𝑥 , 𝜔) +
𝛽 (𝑥 )
𝛼 (𝑥 ) + 𝑖𝜔
 (5.50) 
Three coordinate-wise functions are introduced in Eq. (5.50), 𝛽 (𝑥 ) ≥ 0, 𝜅 (𝑥 , 𝜔) ≥ 1 and 
𝛼 (𝑥 ) ≥ 0. 𝛽 (𝑥 ) controls the attenuation in the PML region while 𝜅 (𝑥 , 𝜔) and 𝛼 (𝑥 ) 
enhance the attenuation of evanescent waves. In [219], it was shown that when near-grazing 
waves do not manifest, the selection 𝜅 (𝑥 , 𝜔) = 1 and 𝛼 (𝑥 ) = 0 simplifies the PML 
computations as one of the convolution terms disappears without affecting significantly the 
accuracy. Since this is applicable to the case considered here, these values are adopted. The 
function 𝛽 (𝑥 ) is defined in [219,220] and the references therein as: 
 




where 𝛽 = −(4𝑐 log 𝑅 )/(2𝑑 ), 𝑅 = 10  is the theoretical reflection coefficient at 
normal incidence, 𝑥  is the location of the PML interface and 𝑑  is the PML thickness in each 
direction.  
The coordinate stretching performed in the PML region leads to a non-homogeneous 
differential operator. To extract the original one, artificial anisotropy is introduced to the 
material. The FE equation of motion now is: 
 𝑴?̈? + 𝒁?̇? + 𝑲𝑼 + 𝒈 = 𝑭  (5.52) 
where, 𝑴, 𝒁, 𝑲 are the mass, damping and stiffness matrices and 𝒈 is a convolution term 
defined in [53]. More details in on the finite element implementation of the PML can be found 
in [53] while a PML formulation for State-Based PD can be found in [222]. The geometry of 
the problem is illustrated in Figure 5.24 along with the definition of the coordinate-wise function 
𝛽  in different areas of the plate. A radial pressure is applied at the walls of the hole with 
𝐹(𝑡) = 𝐹 𝑒 . The problem solution is repeated two times, the first time the FE 
discretization was refined to minimize the spurious reflections generated while the second 
time, a coarser FE mesh was used. In both solutions the PD and the FE discretization in the 
PML was not changed. The model parameters are summarized in Table 5.2. The 
displacements are constrained on the outer perimeter of the PML as according to [219], this 
improves the stability during time marching.  
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Figure 5.25: Pulse propagation with close-up in 𝛺  and energy transferring using the fine FE mesh. 
 
Figure 5.26: Pulse propagation with close up in 𝛺  and energy transferring using the coarse FE 
mesh. Approximately 16% of the total energy is trapped within the PD domain. 
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The results using the finer and coarser discretization are illustrated in Figure 5.25 and Figure 
5.26. The displacement magnitude |𝑼| = 𝑈 + 𝑈  is plotted at different time instants as the 
pulse propagates along the PD-FE and FE-PML interfaces till it is finally attenuated. In the 
same figures, the total energy in the PD and the FE model is also included. When the fine FE 
discretization is used, the pulse propagates without significant reflections across the PD-FE 
interface. The total energy provided into the PD model is transferred to the FE model and 
subsequently exits the domain (vanishes due to the introduction of the PML). On the other 
hand, when the coarse mesh is used, only part of the energy is transmitted to the FE domain 
while approximately 16% of the energy is trapped within the PD domain.  
By making the FE mesh coarser, the cut-off frequency is reduced, and significant spurious 
reflections are generated at the interface. These reflections are trapped in the PD domain and 
are unable to reach the PML region. In practice, if the frequency content of the propagating 
pulse is known beforehand, the discretization parameters of the numerical descriptions will be 
selected accordingly. However, application of impact-like loads in the PD domain will excite 
the whole frequency spectrum of the finer model. It is thus desired that the two models have 
similar cut-off frequencies to minimize the reflected energy. In problems involving dynamic 
crack propagation, mismatch between the two descriptions will lead to accumulation of the 











6 The PD Snail – An Adaptive Algorithm for the Simulation 
of Crack Propagation using a Coupled XFEM – PD Model 
In Chapter 5 an efficient and accurate way to couple FE meshes with PD grids was presented. 
This allowed the simulation of wave propagation problems where the application of 𝛺  was 
focused at a specific part of the structure. In order to achieve the objectives set-out for this 
project, we need to develop two additional characteristics into the final algorithm to improve 
its efficiency during fracture simulations: i) the ability to localize 𝛺  near the crack tip area 
only and ii) an adaptive relocation strategy for 𝛺  and 𝛺  to follow the evolution of damage.  
The localization of 𝛺  near the vicinity of the tip introduces a complication; a part of the crack 
remains within 𝛺 . Treatment of the discontinuous displacement field that now appears in 
the domain of classical elasticity is required. One possible way to address this is by 
considering the crack faces as geometrical boundaries and create specific meshes that 
conform to the crack geometry. In a recent publication [223], Ni et. al. used the FE-PD coupling 
proposed in [118] and [117] and localized 𝛺  near the crack tip. Although such 
implementation is straightforward, if 𝛺  is relocated, remeshing is required to include the 
updated crack length. Here it is preferred to enrich the elements that are cut by the crack body 
with the shifted Heaviside enrichment from the XFEM formulation. This is illustrated 
schematically in Figure 6.1.  
 
Figure 6.1: Localization of 𝛺  only near the crack tip. The crack body remains in 𝛺  and the 
elements cut are enriched according to XFEM. 
The introduction of the XFEM enrichment not only reduces the required computational effort 





respect to the crack location. It is noted here that a different way of combining PD with XFEM 
was presented in [224]. The PD operator derived in [225] is used to augment the XFEM 
approximation and both models act on the whole computational domain. The PD operator is 
used to guide the crack during its propagation, alleviating the challenging implementation of 
external criteria (i.e. level set functions, maximum stress criteria, crack growth criteria). Our 
proposed methodology differs in that PD and XFEM are used for different parts of the domain 
and the stress state near the crack tip is exclusively approximated using the PD theory.  
In the contributions of Zaccariotto et. al. [117] and Han et. al. [108], an adaptive procedure is 
presented to increase the area of 𝛺 , following the propagation of the crack. In both 
contributions specific triggers are used to control the switch from FE nodes to PD particles. 
This has been proven to be an efficient way to simulate fracture as 𝛺  is initially small and 
expands only when needed. In the case of problems with multiple cracks however, constantly 
expanding the PD domain will eventually lead to restrictions with regards to the computational 
requirements of the model. The relocation strategy that is presented in this chapter has also 
the ability to transition from PD particles to FE nodes and thus keep the computational cost 
small throughout the whole simulation. The introduction of the XFEM enrichment has the 
added benefit of avoiding remeshing in 𝛺  during the relocation.  
6.1 XFEM-PD Coupling and Modification of the Force Equilibrium 
 XFEM-PD Coupling and Localization of the PD Model 
As stated earlier, localization of the PD model near the vicinity of the crack tip leads to the 
appearance of discontinuous displacement fields in 𝛺  as at least part of the crack body will 
not be captured by the PD model. Although in the PD theory the appearance of a strong 
discontinuity is handled naturally, special treatment needs to be employed in the case of 
classical elasticity. Therefore, the Extended Finite Element Method, presented in section 3.4.3 
is introduced into the model. The elements that are cut by the crack are locally enriched with 
Heaviside functions to capture the displacement jump at the crack body. This new addition 
needs to be incorporated into the coupling methodology to enforce the coupling between the 
XFEM and the PD. Contrary to section 5.5.1 where the coupling was formulated and applied 
using the linearized formulation of the PD theory, here the formulation is presented for the 
more general case where the original formulation is used, as the assumption for small 
displacements no longer holds for fracture problems. Finally, a modification is introduced in 
the coupling that changes the way forces are applied from the PD model to the XFEM model. 
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Still, the discretization of the two models remain independent and there is no requirement of 
coincident FE nodes and PD particles. 
Let 𝑛  be the set of all PD particles in a problem domain 𝛺. We denote with 𝑛 =
{𝒙 : 𝒙 ∈ 𝛺 } the set of ghost particles and with 𝑛 = {𝒙 : 𝒙 ∈ 𝛺 } the set of normal 
particles. Then  𝑛 = 𝑛 ∪ 𝑛  while 𝑛 ∩ 𝑛 = ∅ since a particle is either normal or ghost. 
The total number of ghost and normal particles in 𝛺 is defined by the cardinality of the sets 
𝑛𝑔  and |𝑛𝑛|, respectively. Similarly, 𝑛  is the set of all FE nodes and 𝑛  and 𝑛  contain 
the standard and enriched FE nodes. The displacement vectors of the FE nodes and PD 
particles are given as 𝒖 = {𝒖 , 𝒂 }  and 𝒅 = {(𝒅 ) , (𝒅 ) }  where 𝒅  and 𝒅  refer to the 
normal and ghost particle dofs, respectively.  
The introduction of XFEM requires a modification on the expression that enforces continuity 
between 𝛺  and 𝛺 . Evidently, some of the ghost particles will be located in elements that 
are cut by the crack and have been enriched. Since the enrichment vanishes outside these 
elements [1], then 𝒅  can be computed using: 
 
𝒅 = 𝑁 (𝒙 )𝒖 + 𝑁 (𝒙 ) 𝐻(𝒙 ) − 𝐻 𝒙 𝒂 , 𝑘 = 1, 2, … , 𝑛 , (6.1) 
where, the FE approximation from Eq. (3.71) is used and 𝐾 and 𝑀 are the standard nodes 
and enriched nodes, respectively. Clearly, the second term of Eq. (6.1) vanishes if a particle 
is located in an element away from the crack body and the interpolation reduces to 
𝒅 = ∑ 𝑁 𝒙 𝒖  which is the same expression as in Eq. (5.41). The interpolation from Eq. 
(6.1) can be re-written using matrix notation as: 
 𝒅 = 𝑪 , 𝒖 + 𝑪 , 𝒂 = 𝑪 𝒖. (6.2) 
where, 𝑪 ,1 and 𝑪 ,2 are the matrices of coefficients that couples the displacements of the 
ghost particles 𝒅  with the displacements of the standard 𝒖 and enriched 𝒂 nodal values, 
respectively. From the definitions given earlier, the dimensions of matrix 𝑪  are 2𝑛 × 2𝑛 . 
Similar expressions are derived for the velocity ?̇?  and the acceleration ?̈?  of the ghost 
particles.  
The goal is to develop a coupled XFEM-PD model with the ability to adaptively redefine 𝛺  
and 𝛺 , following the propagation of the crack. Each time 𝛺  and 𝛺  are relocated, the 
location of the coupling interface (e.g. 𝜕𝛺  in Figure 5.1) is also updated. In the coupling 
112 
presented in section 5.5.1, force equilibrium is taken on 𝜕𝛺 . To this end, the computation of 
the intersection between the coupling interface and each bond is required. In cases where 
𝛺  and 𝛺  are constructed at the beginning of the analysis and remain unchanged 
throughout, this requirement is not significant. However, when the location and the shape of 
𝜕𝛺  is not static during the simulation, re-computation of the bond – interface intersection can 
be challenging and computationally demanding. Instead, we can assume that a bond force is 
applied in the interior of the FE, and specifically, at the location of the ghost particle. A 
comparison of the two idealizations is illustrated schematically in Figure 6.2 where a FE on 
𝜕𝛺  and a bond pair that crosses 𝜕𝛺  have been isolated. These two approaches are very 
similar to the CT and VL coupling schemes presented by Liu and Hong in [121]. 
 
Figure 6.2: Comparison of the two approaches regarding the application of the bond forces. On the 
left, the bond force is applied on the intersection of the bond with the coupling interface [226] and it is 
effectively distributed on the two nodes that lie on 𝜕𝛺 . On the right the bond force is applied in the 
interior or the element and the force is distributed to all 4 nodes of the element.   
The bond force 𝒇 ,  between particles 𝑖 and 𝑗 is computed using Eq. (3.13) after discretization. 
From linear and angular momentum conservation we also get that 𝒇 , = −𝒇 , . We consider 
𝒇 ,  to be an external concentrated force acting inside the element at the location 𝒙 . The 
point of application of the concentrated force can be defined using a 2D Dirac function 
𝛿 𝑥 − 𝑥 , 𝑦 − 𝑦 . Let 𝑛 be the total number of bonds that connect ghost particle 𝑗 with a 
normal particle. The total force 𝒇 , applied at 𝒙  is: 
 
𝒇 = −𝒇 , 𝑉 , 𝑗 = 1, 2, … , 𝑛 . (6.3) 
The force vector 𝒇 , where 𝐼 = 1, 2, 3, 4 is the element nodal numbers (see e.g. Figure 6.2) is 




























𝒇 = 𝑵 𝒇 𝛿 𝑥 − 𝑥 , 𝑦 − 𝑦 𝑑𝛺 = 𝑵
,
𝒇 , (6.4) 
where, 𝑗  is the total number of ghost particles in the element. In essence, 𝒇  is distributed 
to the nodes of the element through the FE shape functions evaluated at the location of the 
ghost particle. Comparing Eqs. (5.44) and (6.4) the difference between them is the different 
location where the FE shape functions are evaluated. The bond forces 𝒇 ,  in Eq. (6.3) are 
computed using the original formulation of the PD theory, however, the linearized definition 
from Eq. (3.40) can also be used. Iterating this procedure over all the FE elements, the vector 
of forces 𝒇 , that the PD ghost particles apply on the FE elements can be expressed in the 
global system as: 
 𝒇 = 𝑪 𝒇 , (6.5) 
where, 𝑪  is a 2𝑛 × 2𝑛  matrix with the coefficients that distribute the forces that are 
applied on the PD ghost particles to the FE dofs, and 𝒇  is a vector that contains the forces 
applied on the ghost particles. In both cases, the interpolation described in Eqs. (6.1) and (6.4) 
is performed by evaluating the FE shape functions at the location of the ghost particles. This 
simplifies the computation of the coupling matrices 𝑪  and 𝑪 . In fact, 𝑪 = 𝑪 . 
Then, the equation of motion in 𝛺  becomes: 
 𝑴 ?̈? + 𝑲 𝒖 = 𝑭 + 𝒇 . (6.6) 
Finally, combining Eqs. (3.23), (6.4) and (6.6) the final system of equations is formed. For 
dynamic problems, time integration is performed using the central difference scheme. For 
static problems on the other hand, the final system of equations is solved using the Newton-
Raphson solver. Let 𝑼 = {(𝒖) , (𝒅 ) , (𝒅 ) } , be the vector of displacements for all dofs in 
the coupled system. Following section 3.2.1, when the inertia forces are neglected the final 






,  (6.7) 
where, 
 𝒈 = 𝑲 𝒖 − 𝑭 − 𝒇  (6.8a) 
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𝒈 , = 𝒇 , 𝑉 + 𝒃 , 𝑖 = 1,2, … , |𝑛 | (6.8b) 
 𝒈
, = 𝑪 𝒖 − 𝒅 . (6.8c) 
The Jacobian of the coupled system 𝒥𝑮 is required for the implementation of the implicit 























































.  (6.9) 









= −𝑰  (6.10) 
where, 𝑰 is the identity matrix with dimensions 2𝑛 × 2𝑛 . Then, using Eqs. (6.3), (6.5) and 






























𝒇 , 𝑉 = 𝒥 ,  , 𝑗 = 1,2, … , 𝑛  and 𝑖 = 1,2, … , 𝑛  (6.11d) 
The matrices 𝒥 , , 𝒥 , , 𝒥 ,  and 𝒥 , can be computed using the expressions from Eqs. (3.37) 
and (3.38). The final Jacobian of the coupled system of equations can now be written as: 
 
𝒥𝒈 =
𝑲 −𝑪 𝒥 , −𝑪 𝒥 ,
0 𝒥 , 𝒥 ,
𝑪 0 −𝑰
 (6.12) 
and the iterative solver as: 




 Static Example: Plate under multiaxial loading conditions 
First a static example is presented to evaluate the error between the solution approximated 
using the coupled model with the solution approximated using FEs only. Consider a plate 
under plane stress conditions. The plate is assumed to behave elastically, it is in its pristine 
condition and bond breaking is not allowed within 𝛺  (i.e. the plate will remain undamaged 
after the load application). The geometry of the plate, the boundary conditions and the applied 
load are illustrated in Figure 6.3. This example is used to demonstrate the accuracy of the 
combined FE-PD model to accurately capture the response of a problem under both normal 
and shear loads.  
 
Figure 6.3: Illustration of the problem set-up for the first verification example. 
Table 6.1: Summary of the problem parameters for the first verification problem. 
Parameter Value Parameter Value 
𝐿  5 mm 𝛥𝑥 = 𝛥𝑦  0.01 mm 
𝐿  1.5 mm 𝛥𝑥 = 𝛥𝑦  0.05 mm 
𝐿  5 mm 𝛿 4 𝛥𝑥  
𝐿  1.5 mm 𝑝 1 MPa 
𝑡 1 mm τ 1 MPa 
𝐸 1 GPa v 1/3 
Application of 𝛺  is restricted to a small area in the interior of the plate and it is completely 
enclosed by 𝛺 . Again, utilizing such an approach avoids difficulties in the PD theory with 
regards to the application of boundary conditions [6,107,117]. Thus, in this example, all loads 










static conditions and the inertia terms are neglected in the PD and elastic equation of motion. 
The problem parameters are summarized in Table 6.1. 
The same problem is also solved using a FE only model. In both cases, 4-node bilinear 
elements are used to approximate the solution of the partial differential equation of elasticity. 
To assess the accuracy of the FE-PD model, the relative error of the displacement magnitude 
between the FE-PD model and the FE only model is computed at the FE nodal locations. 
Since the nodal points do not necessarily coincide in 𝛺 , the solution in the PD region is 
interpolated at the FE nodal locations using linear interpolation. The relative error is computed 
as: 
 𝑒𝑟𝑟𝑜𝑟 =
‖𝒖  − 𝒖 ‖
‖𝒖  ‖
 (6.14) 
where, 𝒖   and 𝒖  are the displacement fields approximated by the FE only and the 
FE-PD models, respectively. The magnitude of the displacement field ‖𝒖 ‖ and the 
absolute value of the relative error are plotted in Figure 6.4. A good agreement can be seen 
between the results of the two models. The maximum absolute value of the relative error is 
approximately 0.75%. It can also be seen that the error between the two solutions is mainly 
concentrated near the interface where the FE and PD coupling is enforced. This observation 
is also reported in similar coupling approaches [130]. 
 
Figure 6.4: Left: Magnitude of the displacement field. Right: Relative % error between the FE and the 
FE-PD solutions.  
 Dynamic Example: Pulse Propagation in a 2D plate 
The problem presented in section 5.5.2 is repeated here using the modified coupling 
approach. The material parameters and the discretization in each domain is kept the same. 
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The geometry of the problem and the location of 𝛺  and 𝛺  is the same as indicated in 
Figure 5.22. To avoid division with zero, the error is now defined using Eq. (5.48).  
The propagation of the Gaussian pulse is plotted in Figure 6.5 at three time instants, 𝑡 =
0.19 ∙ 10  s,  𝑡 = 0.56 10  s and 𝑡 = 0.79 ∙ 10  s. The evolution of the error between 
the coupled FE-PD model and the solution of classical elasticity approximated using FEs only 
can be seen at the bottom of Figure 6.5. For 𝑡 = 𝑡 the pulse has not reached yet the coupling 
interface and there is no error between the FE-PD and the FE only model. At time instant 𝑡 =
𝑡  the pulse has crossed the coupling interface and now lies within 𝛺  in the middle part of 
the plate. A small reflection appears at the interface with a maximum amplitude of 0.7 ∙ 10 m. 
This corresponds to 0.7% of the amplitude of the input pulse. The reflection is captured more 
accurately in the error plot. Finally, at 𝑡 = 𝑡 , the whole pulse has been transferred back to 
𝛺 . As the pulse crosses once more the coupling interface, a reflection is generated. 
Avoiding completely the spurious reflections is not possible. Contrary to section 5.5.2, the 
original formulation of the PD theory is used here with the modification with regards to the way 
the bond forces are applied on the FEs. A comparison between the two solutions can be made 
using the error plots. Both approaches lead to comparable accuracy and the spurious 
reflections are kept small.  
 
Figure 6.5: Pulse propagation in the coupled FE-PD model captured at three time instants. In the top 
row 𝒖  is plotted for the whole plate, in the middle 𝒖  is plotted along the reference line indicated in 
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Figure 5.22 and the bottom row indicates the evolution of the relative error between the FE-PD model 
and a FE only solution. 
When the pulse crosses the coupling interface 𝜕𝛺 , part of the total energy is transferred from 
𝛺  to 𝛺 . The total energy, 𝐸  and 𝐸 , is computed within 𝛺  and 𝛺 , respectively, 
and plotted in Figure 6.6 versus time. In the same plot, the time instants illustrated in Figure 
6.5 are also indicated. At 𝑡 = 0.19 ∙ 10 s the pulse has not crossed 𝜕𝛺  and 𝐸 = 0 while 
at 𝑡 = 0.56 ∙ 10 s the pulse is within 𝛺  and 𝐸  takes its maximum value with 
𝐸 /𝐸 = 0.20. Finally, at 𝑡 = 0.79 ∙ 10  s the whole pulse is again within 𝛺 . If no 
reflections appeared the energy in 𝛺  should go back to 0. Despite the appearance of 
spurious reflections, 𝐸  at the end of the simulation is low with 𝐸 /𝐸 = 1.26 ∙ 10 . No 
dissipation mechanisms have been incorporated in this analysis and the total energy is 
conserved. 
 
Figure 6.6: Energy distribution between 𝛺  and 𝛺 .  
6.2 Convergence Study of the XFEM-PD Model 
In this section an example featuring a strong discontinuity within the problem domain is 
considered. Contrary to similar publications in the literature (see e.g. [7,130]), 𝛺  is localized 
near the crack tip while the crack body remains within 𝛺 . The discontinuity within 𝛺  is 
treated with the incorporation of the XFEM enrichment.  
To enable comparisons with results available in the literature, the example of a double edge-
notched plate under plane stress conditions presented in [83] is adopted and recreated here. 
This example is used to present a more rigorous study for the performance of the XFEM-PD 
model. The dimensions of the plate are assumed 𝐿 = 𝐻 = 10cm, ℎ = 0.1cm and the length 
of the crack 𝑎 = 5cm on each side of the plate. The plate is assumed to behave elastically 
with Young’s modulus 𝐸 = 72GPa and Poison’s ratio 𝑣 = 1/3. A uniform tensile pressure 𝑝 =
1MPa is applied in the vertical direction along the top and bottom edges of the specimen. Due 
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to symmetry, only the left half of the plate is modelled, with symmetric boundary conditions 
being applied on the right edge. Following [83], 𝑐(𝝃) is assumed to have a conical shape and 
its value is computed using Eq. (3.12). For comparison, three different configurations are used 
to approximate the resulting displacement field (see also Figure 6.7): i) Case 1 – FE only, ii) 
Case 2 – PD only, iii) Case 3 – coupled XFEM-PD. In Case 3 the shifted Heaviside 
enrichment, discussed in section 3.4.3, has been employed to treat the displacement jump 
from the crack body in 𝛺 . Furthermore, 𝛺  is constructed as a square patch with 𝐿 =
𝐻 = 0.04m, centered at the location of the crack tip.    
 
Figure 6.7: Schematic illustration of the three models used for the comparison. 
The commercial software package Abaqus is employed to carry out the FE approximation in 
Case 1. The FE mesh is defined using 10,662 quadratic elements with 32,451 nodes. Near 
the crack tip region special crack-tip (collapsed) elements are used. The solution obtained 
from Case 1 is assumed to be a very close approximation to the exact solution and is used as 
a benchmark for comparison with the other cases. The numerical approximation of the solution 
for Cases 2 and 3 is carried out using a MATLAB algorithm.   
The discretization in 𝛺  for Cases 2 and 3 is 𝛥𝑥 = 𝛥𝑦 = 5 ∙ 10 m and the PD horizon 
is set to 𝛿 = 4𝛥𝑥 . In Case 3, 𝛺  is discretized using 𝛥𝑥 = 𝛥𝑦 = 3 ∙
10 m. Furthermore, an additional fictitious material layer of PD particles, with thickness 
equal to 𝛿, is added in Case 2 for the application of the boundary conditions, as suggested in 
[7]. In both Cases 2 and 3 the discretization is uniform for simplicity. In total, the discretization 
led to 81,600 dofs for Case 2 (40,800 PD particles) while for Case 3 the total number of dofs 
is 17,844 (7,744 PD particles and 1,156 FE nodes of which 22 are enriched). It is evident 
that coupling FE with PD can significantly reduce the total number of dofs compared to using 
a PD only analysis, while achieving similar discretization near the crack tip. The benefits, in 


















The simulated displacement fields for each of the cases considered are presented in Figure 
6.8. In the same figure, a black dotted line is used to indicate the coupling interface 𝜕𝛺  in 
Case 3. For easier comparison the plots have been created using the same colour scales. A 
very close agreement can be seen between the results for all three cases. Additionally, in 
Figure 6.9, the plate is plotted in its deformed state as simulated using Case 3. The 
introduction of the shifted Heaviside enrichment at the elements cut by the crack, enables the 
FE method to facilitate discontinuous displacement fields and capture the displacement jump 
at the crack body. It is this property that allows the PD domain to be limited only in the area 
near the crack tip, without unmerging nodal displacements or specifically constructing the FE 
mesh to conform to the crack geometry. This will prove invaluable in the following paragraphs 
were crack propagation problems are considered. Notice also how using the definition from 
Eq. (6.1) the ghost particles that are positioned within an enriched element are able to follow 
the deformation.  
 
Figure 6.8: Comparison of the displacement fields approximated used each model. A black dotted line 
indicates the XFEM-PD boundary 𝜕𝛤  in Case 3. 
The aim is to examine the performance and the convergence of the XFEM-PD model more 
rigorously and systematically. To this end, the 𝐽 contour integral is employed to allow for the 
comparison of the stress state near the crack tip. The 𝐽 contour integral was introduced by 
Rice [14] has been used extensively both for linear and nonlinear fracture mechanics [2]. The 
formulation of the nonlocal 𝐽 integral for the PD theory can be found in the works of Silling and 
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Lehoucq [227] and Hu et. al. [83]. It is defined on a closed contour 𝜕𝑅 that contains the crack 
tip and separates layers, 𝑅  and 𝑅 , of thickness 𝛿, as illustrated in Figure 6.10. Two 
convergence studies are typically employed in PD [5,83,86,143] namely i)  𝑚 −convergence 
where the PD horizon 𝛿 is kept constant while the discretization length is reduced and the 
solution converges to the nonlocal solution and ii) 𝛿 − convergence where the ratio 𝛿/𝛥𝑥 is 
kept constant and the solution converges to the classical solution as the PD theory converges 
to classical elasticity theory for 𝛿 → 0 [95]. A study on the convergence of the nonlocal 𝐽 
integral using both convergence types can be found in [83].  
 
Figure 6.9: Deformation of the double cantilever beam using Case 3. White squares indicate standard 
FE, yellow squares the enriched elements, blue dots the normal PD particles and grey dots the ghost 
particles. Displacements have been magnified by a factor of 1000 for clarity. 
Following [83] and [228], the nonlocal 𝐽 integral can be approximated as: 
 






ℎ𝐴 𝐴 . (6.15) 
where 𝑊  is the strain energy density of particle 𝑖, 𝑛 , 𝑛  and 𝑛  are the number of particles 
on 𝜕𝑅, 𝑅  and 𝑅  respectively, 𝐴  is the area associated with particle 𝑘 and 𝑛 ,  is the 
horizontal component of the outward unit normal vector on the contour. To avoid inaccuracies 
in the approximation of the nonlocal 𝐽 integral, care must be given to select contours for which 
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the definition of areas 𝑅  and 𝑅  is possible. The spatial displacement derivatives that appear 




𝒖(𝑥 + 𝛥𝑥 , 𝑦) − 𝒖(𝑥 − 𝛥𝑥 , 𝑦)
2𝛥𝑥
. (6.16) 
Using Case 1, the 𝐽 integral value for the double notched plate is computed as 𝐽 =
12.89Pa ∙ m. This value was acquired after convergence tests with local refinement in the 
vicinity of the crack tip and it matches the one reported in [83] for the same problem. Therefore, 
it is considered a very close approximation to the analytical solution and will be used 
subsequently as a benchmarking tool. It is noted that Abaqus computes the 𝐽 integral using 
the domain integration method that is considered more robust compared to the direct contour 
approximation that is used in Eq. (6.15) [229]. For Cases 2 and 3, the 𝐽 integral is 
approximated using Eqs. (6.15) and (6.16). In all cases, the contour path is defined as a 
square, centred at the crack tip, with edge length 𝑙  (Figure 6.10). The path is selected as a 
square for consistency and for compatibility with Case 3 where 𝛺  is also square.  
 
Figure 6.10: Definition of the contour region for the calculation of the nonlocal J-integral according to 
Hu et. al. [83].  
Although the path independence of the 𝐽 integral approximation in Eq. (6.15) has already been 
studied in [83], it is important to establish that this property is not affected by the XFEM-PD 
coupling in Case 3. Using again the same discretization (i.e. 𝛥𝑥 = 𝛥𝑦 = 3 ∙ 10 m, 
𝛥𝑥 = 𝛥𝑦 = 5 ∙ 10 m and 𝛿 = 4 ∙ 𝛥𝑥 ), the 𝐽 integral is evaluated for different values 










Figure 6.11: Comparison of the relative error between the 𝐽 integral computed from Cases 2 and 3 
with 𝐽  for different contour paths. 
In all cases we allow 0.004 ≤ 𝑙 ≤ 0.036 in order to ensure the feasibility of the contour, i.e. 
there is adequate clearance to define the areas 𝑅  and 𝑅  required for Eq. (6.15). Figure 6.11 
illustrates the relative error for different 𝑙  values. The results exemplify that the 𝐽 integral 
approximation does not vary significantly for different contour paths. In fact, the maximum 
variation on the 𝐽 integral value is approximately 1.06% in both cases. The relative error is 
higher for paths closer to the crack tip. Typically, paths near the tip are avoided due to 
numerical inaccuracies. Still, Figure 6.11, indicates that the variation is small, and the path 
independence is satisfied.  The results in Figure 6.11 also indicate that Case 3 leads to slightly 
better estimations of the 𝐽 integral value. This slight improvement could be due to the different 
way boundary conditions are applied in the PD theory. In the XFEM-PD model on the other 
hand, the boundary conditions are applied on 𝛺 .  
 
Figure 6.12: Convergence of the J integral value approximated using Cases 2 and 3 to 𝐽  versus 
the total number of dofs. Logarithmic scale is used for both axes. 
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To illustrate the reduction of the dofs when Case 3 is used instead of Case 2, a convergence 
study is presented for different values of the discretization length 𝛥𝑥 . The 𝐽 integral is 
computed each time using a square contour with 𝑙 = 0.02m. In Case 3 the discretization of 
𝛺  remains unchanged and equal to 𝛥𝑥 = 𝛥𝑦 = 3 ∙ 10 m. The relative error to 
𝐽  is plotted versus the total number of dofs in the final system of equations in Figure 
6.12. Using Case 2 the relative error exhibits a plateau at approximately 1.7%. A similar 
observation was reported in [83] for the same example. Although the convergence rate for 
Case 3 also deteriorates as the discretization of 𝛺  becomes finer, the accuracy is improved. 
As reported in [230], use of XFEM with geometrical enrichment near the crack tip can achieve 
rates up to 𝑂(ℎ ). Although such convergence rates are not achieved here with the coupled 
XFEM-PD models, the convergence is improved compared to using a PD only model. On the 
same figure the total dofs required to achieve 1.75% accuracy is indicated with dotted lines 
for each case. Case 3 requires less than half the dofs to achieve the same accuracy as Case 
2. This increase of performance in Case 3 can be traced back to the fact that for the same 
number of dofs, Case 3 achieves a finer discretization in 𝛺  as the total number of dofs is 
dedicated in this area only. For very small numbers of dofs, the coupling between the two 
models however becomes inaccurate.   
 
Figure 6.13: Convergence of the 𝐽 integral value approximated using Cases 2 and 3 for different 
values of the PD discretization 𝛥𝑥  and the PD horizon 𝛿 = 𝑛 ∙ 𝛥𝑥  
The convergence of the J integral value is also presented for different values of the PD horizon 
𝛿 = 𝑛 ∙ 𝛥𝑥 , with 𝑛 = 2, 3, 4, 5 and 6 and 𝑙 = 0.02m. The results are plotted in Figure 6.13 
versus the PD discretization length 𝛥𝑥 . When very coarse discretization is used in 𝛺 , the 
relevant error of Case 3 can be higher compared to Case 2 as the coupling between the two 
models becomes inaccurate. Higher values of the PD horizon improve the convergence in 
both cases, while in Case 2, it also affects the value where it exhibits the plateau. As discussed 
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in [83], appropriate selection of 𝑛 and 𝛥𝑥  can be made to match exactly the PD solution 
with classical elasticity. Low values of 𝛿 however, can lead to mesh dependencies during 
crack propagation while high values induce excessive dispersion and increase the 
computational cost [84,207].For macroscale 2D fracture problems values 𝑛 ≥ 3 are typically 
selected [143]. For the computation of the nonlocal 𝐽 integral, the value 𝑛 = 4 seems a fair 
compromise between accuracy and computational cost. 
Apart from the accuracy improvement the XFEM-PD models exhibit compared to the PD only 
model, the efficiency of the numerical approximation is also boosted significantly in terms of 
computational time and memory requirements. This development is directly related to the 
reduction of the total dofs. To illustrate this improvement, the required time to solve the 
resulting system of equations was evaluated for each case, using different values of 𝛥𝑥  in 
𝛺 . The analyses were carried out using a system with 16GB total memory and an i7 8700K 
CPU, running at default settings. For all analyses, the PD horizon was set as 𝛿 = 4𝛥𝑥  while 
for Case 3 the discretization of 𝛺  was also kept constant with 𝛥𝑥 = 𝛥𝑦 = 3 ∙ 10 m. 
In both cases, the same Newton-Rapson solver was used to solve the final system of equation. 
MATLAB’s backslash operator is called to solve the system of equations. The required CPU 
time for each case as well as the relative speed up between Case 2 and Case 3 are plotted in 
Figure 6.14.  
 
Figure 6.14: Comparison of the CPU time needed for each case (left) and the relative speed-up 
between Case 2 and Case 3 (right). Both axes are plotted in logarithmic scale. 
Employing a coupled model can reduce the required computational effort while achieving the 
same discretization in 𝛺 . For example, the CPU time elapsed when 𝛥𝑥 = 5 ∙ 10 m is 
𝑡  = 170.1s and 𝑡  = 34.38s for Cases 2 and 3, respectively. There are two main 
reasons that contribute towards the reduction of the CPU time: i) the reduction in terms of total 
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dofs that lead to a computationally more manageable system of equations and ii) use of 
classical elasticity away from the crack tip, assumes a local description, that further boosts the 
computational efficiency by increasing the sparsity of the stiffness matrix, i.e. reduces the 
required algebraic operations in the numerical approximation.  
Case 3 entails the additional cost of enforcing the coupling between the two domains. When 
coarse discretization is implemented in 𝛺 , this additional cost becomes significant 
compared to the total simulation time and the relative speed up is small, despite the 
implementation of a local model away from the crack tip. As the PD discretization becomes 
finer, particularly when 𝛥𝑥 < 𝛥𝑥 , which is expected to be the typical case for practical 
applications, the computational gains are highlighted. Compared to Case 2, Case 3 can 
achieve a speed-up up to 5 times faster. Thus, the incorporation of XFEM notions can 
significantly increase the computational efficiency of a coupled model. It is noted here that 
these results are not meant to be used as a suggestion on the selection of the discretization 
parameters  𝛥𝑥  and 𝛥𝑥 . They do offer however an indication on the potential gains that 
a coupled model can offer. Proper selection of the discretization parameters for each domain 
is particularly important for dynamic problems as they influence the spurious reflections 
generated when a pulse crosses the coupling interface [226]. 
6.3 Adaptive Relocation during Crack Propagation 
In this section the algorithm for the adaptive relocation of 𝛺  is presented. Aiming towards 
the overall reduction of the total dofs in the final system of equations, application of the PD 
theory is restricted to the vicinity of the crack tip(s) only. Similar strategies have been already 
proposed in the literature in a plethora of publications. Here we mention only two contributions 
due to their relevance with the present study. In [117] and [130] the FE mesh and the PD grid 
are coupled in a similar way to the method implemented here. The authors also addressed 
crack propagation problems by continually increasing the domain where the PD theory is 
applied. A criterion based on the relative elongation between  FE nodes is used to trigger the 
conversion of FE nodes to PD particles. This contribution is noteworthy as the methodology is 
also extended to 3D applications. Another notable contribution is the so called “morphing” 
strategy, presented in [231–233]. In this case, a unified framework is used that incorporates 
both the local and the non-local force interactions. The local and non-local contribution at a 
material point is defined through weighting functions that ensure energy equilibrium.  
The difference with the current approach is that 𝛺  is attempted to be localized near the 
location of the crack tip only. Use of PD to capture the displacement jump near the crack body 
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increases unnecessarily the computational cost of the solution. Thus, the methodology 
presented here allows to switch from FEs to PD particles in order to capture the propagation 
of the crack but also switch PD particles back to FEs in areas where the PD model is no longer 
needed. One way to achieve this is to redefine 𝛺  and 𝛺  at each solution step, making 
sure that 𝛺  contains the crack tip location. This approach however can be cumbersome in 
static problems and when complex crack patterns are considered. Instead, the strategy 
followed here is the adaptive relocation of 𝛺  through a two-step process:  
Step 1 – Expansion Step: As the crack propagates within 𝛺  it will eventually reach the 
XFEM-PD coupling interface, 𝜕𝛺 . The area where the PD theory is applied needs to be 
expanded to ensure that the crack tip is always within 𝛺 . Consequently, 𝜕𝛺  is shifted, and 
additional PD particles are introduced to cover the updated location of 𝛺 . The FEs that are 
now located within the new boundary are deactivated and their contribution is removed from 
𝑲 and 𝑴 .  
Step 2 – Contraction Step: After 𝛺  has been expanded, the PD particles that are away from 
the crack tip are no longer required as the displacement jump due to the crack body can be 
captured with the XFEM enrichment. During this step 𝜕𝛺  is shifted again, focusing around 
the crack tip(s) and 𝛺  is restricted to a smaller area. The approximation of the solution 
switches back to the FE method in the area that is no longer inside 𝛺 . Additional enriched 
dofs with their respective functions are introduced in 𝛺  to capture the updated crack 
location.  
 
Figure 6.15: Schematic illustration of the two-step process for the adaptive relocation of 𝛺 .   
The location of 𝛺  is updated and follows the propagation of the crack through the two-step 
process, as illustrated in Figure 6.15. Because 𝛺  virtually propagates through the 
expansion/contraction steps, leaving behind a trail of Heaviside functions, the algorithm is 
termed the “Peridynamic snail”. The advantage of this two-step process is that each time a 
small portion of 𝛺  and 𝛺  is modified, minimizing the requirement for interpolations and 
allowing for the crack pattern to first emerge naturally within 𝛺  prior to the relocation. A 










vicinity of the tip and the geometry of the crack. This is necessary to identify which particles 
are no longer needed and update the location of 𝜕𝛺  as well as to define the enrichment 
functions. A tracking methodology is thus required to monitor the evolution of the crack.  
 Crack Tracking Algorithm 
The requirement to monitor the location of the crack during the simulation is counter-intuitive 
for the PD theory. In fact, one of the attractive properties of PD is the ability to incorporate 
damage and simulate its evolution without the need for special algorithms that are intended to 
monitor its location and the path it has travelled during the simulation [5]. A simple approach 
is implemented here to identify the location of the crack tip at each time step, leading to a 
piecewise linear estimation of the crack path.  
The current location of the crack tip is estimated numerically using the PD local damage index 
𝜙(𝒙 , 𝑡), defined in Eq. (3.20). Consider a square plate with an edge breaking crack, as 
illustrated in Figure 6.16 (a). The process is based on the observation that when taking the 
gradient of the local damage index, the vector field near the crack will point towards the 
location of the crack body and converge near the location of the tip. It is thus expected that 
the Laplacian of local damage index (i.e. ∇ ∙ ∇𝜙(𝒙 , 𝑡)) will exhibit a local minimum at this 
location. The gradient and the Laplacian of 𝜙(𝒙 , 𝑡) are plotted in Figure 6.16 (b) and (c), 
respectively. The exact value of ∇ ∙ ∇𝜙(𝒙 , 𝑡) is not of interest here, just the location where 
the minimum appears.  In the examples presented here, the Laplacian of 𝜙(𝒙 , 𝑡) has been 
normalized with respect to its minimum value. The location of the local minimum is indicated 
in the same figure with a red triangle. In Figure 6.16 (d) a schematic representation of a PD 
grid and the bonds that connect the particles is illustrated. The bonds that are intersected due 
to the crack have been removed from the grid. It is not easy to pinpoint exactly the location of 
the crack tip in the PD model as the bonds cannot be directly related to geometrical 
information. Still, the approach followed can lead to very good estimations.  
 
Figure 6.16(a): Illustration of a plate with an edge crack using the local damage index 𝜙(𝒙 , 𝑡), (b) 
and (c): Close-up near the location of the tip for ∇𝜙(𝒙 , 𝑡) and ∇ ∙ ∇𝜙(𝒙 , 𝑡) and (d): representation 
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of a PD grid and the bond network. A red triangle indicates the location of the tip as identified from the 
tracking algorithm. 
The Laplacian ∇ ∙ ∇𝜙(𝒙 , 𝑡), is computed numerically during the simulation and the current 
location of the crack tip is stored in an array to be used during the contraction step of the 
relocation process. This tracking method can be also used to monitor the damage evolution 
when multiple cracks are present in the problem. The performance of the tracking 
methodology is evaluated by using the cold case from section 4.4.1. Specifically, the method 
is applied on the results presented in Figure 4.5.  
 
Figure 6.17: Application of the tracking algorithm on the damage evolution of an alumina specimen 
under cold shock [234]. 
The tracking process for the cold shocked alumina at different time steps, is illustrated in 
Figure 6.17. Using this approach, it was possible to capture automatically the propagation and 
the arrest of each individual crack. The current location of the crack tip is indicated with a black 
circle and the path it followed with a black line. At each time step that the tracking algorithm is 
executed, possible tip locations are identified. To sort which tip location corresponds to which 
crack, a straight line is used to connect each crack with each possible tip location. The local 
damage index is then computed along each of the lines and the tip corresponds to the crack 
that produces the highest value. The method is applied by simply comparing a current with a 
previous step and no prior knowledge regarding the direction of propagation is required. In the 
examples presented here for instance, some of the cracks propagate in the vertical direction 
while others in the horizontal. It is noted here that the robustness of the method is an important 
issue. False positive indications of a crack tip can lead to erroneous results and affect 
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significantly the adaptive algorithm. For the examples considered here, this simplistic 
approach provides adequate accuracy.  
 Expansion Step 
The expansion and the contraction steps are performed sequentially to achieve the adaptive 
relocation of 𝛺 . It is desirable during the relocation process to limit as much as possible the 
remeshing requirements for 𝛺 . With regards to the crack body that appears within 𝛺 , this 
requirement is lifted with the introduction of the XFEM enrichment. However, in order to 
achieve relocation, the area where 𝛺 , 𝛺  and the coupling interface 𝜕𝛺  are defined, 
needs to be updated. Since the shape and the size of 𝛺  will vary during the simulation, at 
least partial redefinition of the grid is unavoidable. Remeshing of 𝛺  can be avoided however 
by initially discretizing with FEs the whole problem domain 𝛺. Then, 𝛺  is overlaid on 𝛺  
and 𝜕𝛺  is defined along the element edges. The dofs associated with FE nodes with 𝒙 ∈
𝛺  as well as the stiffness and mass contributions of the elements within 𝛺  are removed 
from 𝑲  and 𝑴 , respectively. During relocation, the FE mesh remains unchanged by 
activating and deactivating the appropriate elements while no restrictions are applied with 
regards to its initial definition.  
 
Figure 6.18: Illustration of the relocation process through the successive application of the expansion 
and contraction steps. 
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An example of the expansion/contraction process is illustrated in Figure 6.18. For simplicity, 
uniform discretization is used for both 𝛺  and 𝛺 . Initially, 𝛺  is constructed as a square, 
centred at crack tip. Blue and grey dots indicate normal and ghost particles, respectively. 
White squares have been used to indicate the FE mesh while yellow squares indicate the 
elements that are cut by the crack body and have been enriched. As the crack propagates, it 
will eventually reach the coupling interface 𝜕𝛺  (see Figure 6.18 (b)).  
During the expansion step knowledge of the location of the tip or the crack is not required. The 
expansion step is activated when: 
 ‖𝒙
, − 𝒙 ,∗‖ < 𝑙 , (6.17) 
where, 𝒙 ,  are the PD particles that lost at least one bond in the current step increment 𝑡, 
𝒙 ,∗ is the closest point to 𝒙 ,  on 𝜕𝛺  and 𝑙  is a threshold distance. The term step 
increment refers to time and load increments for dynamic and static problems, respectively.  
Eq. (6.17) is the expansion trigger within the algorithm to identify the location where expansion 
is required. Let 𝒙 ,  be the set of 𝒙  that violates Eq. (6.17) i.e.: 
 𝒙
, = 𝒙 ∈ 𝒙 , : ‖𝒙 − 𝒙 ,∗‖ > 𝑙  (6.18) 
Then 𝛺  must be expended for each entry in 𝒙 ,  till the expansion trigger is no longer 
violated at any location. Multiple expansions might be required within a single expansion step 
depending on the number and the locations defined by 𝒙 ,  . The threshold value ensures 
that a minimum distance of 𝑙  covers at any given time step a damaged particle. As such, it 
is the location of the damaged particles that drive the activation of the expansion step 
regardless of the exact position of the crack. This property allows to easily reshape 𝛺  even 
when complex crack patterns or multiple cracks are considered (see branching example in the 
following sections). A particle that has tripped the expansion trigger is illustrated in Figure 6.18 
(b) with a red dot and the distance 𝑙   around the particle is plotted with a solid red line.  
How much the area of 𝛺  expands during the expansion step is defined through the 
expansion length 𝑙 . Since the final crack path is not known, the expansion is performed in 
a radial sense, centred at the location of the expansion trigger, to allow for all possible 
directions of crack propagation. A circle with radius 𝑙 , is plotted in Figure 6.18 (b) with a 
dashed red line to define the part of 𝛺  that will switch to 𝛺  in the subsequent steps. The 
expansion domain is defined as: 
 𝛺 = {𝒙 ∈ 𝛺 : ‖𝒙 − 𝒙
, ‖ < 𝑙 } (6.19) 
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Obviously 𝛺 ⊆ 𝛺  and 𝜕𝛺  is its boundary. Thus, for the next step: 
 𝛺
, = 𝛺 , ∪ 𝛺 , (6.20a) 
 𝛺
, = 𝛺 , \𝛺 , (6.20b) 
The superscripts 𝑡 + 𝛥𝑡 and 𝑡 are used to denote the current and next step. The new coupling 
interface 𝜕𝛺  is now updated and it is the boundary of 𝛺 , , illustrated with a black 
dotted line in Figure 6.18 (b). The FEs that lie within 𝛺  are deactivated by removing their 
contribution from 𝑲  and 𝑴  and additional normal and ghost PD particles are introduced 
to discretize 𝛺  and enforce the coupling, indicated by yellow and orange dots, respectively, 
in Figure 6.18 (b).  
The displacement, velocity and acceleration of the PD particles that were added in 𝛺  need 
to be initialized. Let 𝑛  be the total number of the added particles. The same interpolation can 
be used as in Eq. (6.1): 
 
𝒀 = 𝑁 (𝒙 )𝑿 , 𝑘 = 1,2, … 𝑛  (6.21) 
where, 𝐾 is the total number of FE nodes, 𝒀  and 𝑿  can be replaced by 𝒅 , ?̇?  or ?̈?  
and 𝒖 , ?̇?  or ?̈?  respectively.   
 Contraction Step 
The expansion step and the contraction step are independent. A trigger can also be used to 
activate the contraction step such 𝑘 < 𝑘 . Here we define 𝑘 to be the number of times the 
expansion step has been executed. By setting 𝑘 = 1, the contraction step is activated after 
each expansion step. Other definitions of the trigger for the contraction step are also possible. 
For example, a limit can be set based on the total number of dofs in the system to keep in 
control the memory requirements of the solution.  
During the contraction step, the area of 𝛺  is limited to a certain distance from the location 
of the crack tip, 𝒙 . This limits the use of the PD theory and improves the computational 
efficiency. Similar to the expansion step, a threshold value, 𝑙 , is used to define the part of 
𝛺  that will remain unchanged (green dotted line in Figure 6.18 (c)).  The current location of 
the tip is computed using the tracking algorithm. Just like the expansion step converts part of 
𝛺  into 𝛺 , the contraction step converts part of 𝛺  into 𝛺 . The part of the domain that 
needs to be converted is defined as: 
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 𝛺 = 𝒙 ∈ 𝛺 : 𝒙 − 𝒙 > 𝑙  (6.22) 
 and its boundary as 𝜕𝛺 . The particles that are inside the contracted PD domain are 
defined as 𝒙 , = {𝒙 ∈ 𝛺 \𝛺 }. The particles that will remain in the subsequent steps 
are defined as: 
 𝒙
, = {‖𝒙 − 𝒙 , ‖ < 𝛿} (6.23) 
i.e. 𝒙 ,  contains the particles in 𝒙 ,  and all the particles in 𝒙  that are located within one 
horizon distance 𝛿 of the particles in 𝒙 , . The particles in 𝒙 ,  are the new normal particles 
while the additional particles in 𝒙 ,  are needed to be used as ghost particles and enforce 
the coupling. The normal and the ghost particles after the contraction are indicated with blue 
and grey dots, respectively, in Figure 6.18 (c). In the same figure, red circles indicate the 
particles that are not contained in 𝒙 , and that are removed from subsequent computations. 
The elements in 𝛺  are activated again and their stiffness and mass contributions are added 
back to 𝑲  and 𝑴 , respectively. Furthermore, the elements in 𝛺  that are cut by the 
crack body are enriched, and the signed distance function 𝜑(𝒙 ) is updated. The enrichment 
is necessary since after moving the coupling interface 𝜕𝛺 , an additional segment of the crack 
body now exists in 𝛺 .  
 
Figure 6.19: Illustration of a FE cut by a crack and the PD particles it contains.  
Since the FE nodes in 𝛺  are activated, their values need to be also initialized. The 
initialization of the values depends on whether the support of the node is cut by the crack body 
or not. If it is not cut, linear interpolation is implemented using the PD values that enclose the 
FE node. This interpolation procedure is also used in [130]. If, however, the crack intersects 
the nodal support, the enriched dofs must also be considered. Since the values of the enriched 
dofs do not have a physical meaning, their values cannot be easily related to information from 
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the PD model. In this case, the initialization is performed in an approximate manner through 
least squares fitting.  
Consider the isolated element in Figure 6.19. Let 𝑛 = 4 be the total FE nodal numbers and 
𝑛 = 16 the number of PD particle numbers inside the element. The FE nodes have been 
enriched with shifted Heaviside functions to capture the discontinuous displacement field due 
to the crack (red dash line). Considering the displacement field and using Eq. (6.1), we write: 
 
𝒅 = 𝑁 (𝒙 )𝒖
 
+ 𝑁 (𝒙 ) 𝐻(𝒙 ) − 𝐻 𝒙 𝒂
 
, 𝑘 = 1, … , 𝑛 . (6.24) 
The above expression describes an overdetermined system of equations (32 equations with 
16 unknowns in this example). Denoting with: 
 
𝒚 = (𝒅 ) , … , 𝒅 , 𝑨 =
[𝑵(𝒙 )] [𝜳 (𝒙 )]
⋮
[𝑵(𝒙 )] [𝜳 (𝒙 )]
 and  
𝒃 = (𝒖 ) , … , 𝒖 , (𝒂 ) , … , 𝒂   
(6.25) 
the vector of inputs, the matrix of coefficients and the unknown vector, respectively, then: 
 𝒃 = (𝑨 𝑨) 𝑨 𝒚.  (6.26) 
Eq. (6.26) describes the least square estimation of 𝒃 and allows for the approximation of the 
enriched dofs values. For short, 𝜳 (𝒙 ) is used to denote the second term of Eq. (6.24). 
The velocity and acceleration fields are estimated in an analogous manner.  
After the initialization of the FE values is completed, the PD particles that are not contained in 
𝒙 ,  can be removed and the domains are updated as: 
 𝛺
, = 𝛺 , \𝛺 , (6.27a) 
 𝛺
, = 𝛺 , ∪ 𝛺 , (6.27b) 
The updated 𝜕𝛺  is the boundary of 𝛺 ,  and it is indicated with a black dotted line in 
Figure 6.18 (c) and (d). The additional FE that have been enriched due to the contraction of 
𝛺  are indicated in Figure 6.18 (d) with green colour. It is also possible to see in Figure 6.18 
that after the execution of the expansion/contraction steps, the PD domain has been 
displaced, following the propagation of the crack. The incorporation of the XFEM enrichment 
for the description of the discontinuous displacement field near the crack body alleviates the 
need for remeshing each time the contraction step is executed, and an additional part of the 
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crack appears in 𝛺 . Still, local modification of 𝑲  and 𝑴  is required to account for the 
relocation of the two domains.  
The requirement for information on the current location of the crack tip arises due to the 
appearance of 𝒙  in the definition of 𝛺 . Furthermore, the crack path or more precisely, 
the location of the crack body is required for the computation of the signed distance function 
𝜑(𝒙) and the definition of the Heaviside functions for Eq. (6.24). Tracking the curve (or the 
surface in 3D) that defines the crack can give rise to complications when complex crack 
patterns appear. This necessity however is not related only to the use of XFEM. Even if 
approaches like the phantom node [235] or the local re-mesh were followed, the crack tracking 
requirement would persist.   
 Parameter Selection 
The behaviour of the expansion/contraction steps depends on the definition of the parameters 
𝑙 , 𝑙  and 𝑙 . These values are auxiliary and do not arise from the formulation of the 
problem. Nevertheless, the following observations can be made that corelate the values of 
these parameters. Consider the simplified illustration in Figure 6.20; after the application of 
the contraction step, 𝛺  is limited within a circle of radius 𝑙 , centered at the crack tip 
(orange circle). The crack can propagate within a distance of 𝑙  of the orange circle without 
triggering the expansion step (green circle). 
 
Figure 6.20: Schematic illustration of the relationship between 𝑙 , 𝑙  and 𝑙 . 
Let the crack propagate in a straight line and trigger the expansion step. If 𝑙 < 𝑙  then 
𝛺  would be empty and no expansion occurs through Eqs. (6.20). Furthermore, there is a 
maximum value 𝑙 = 2𝑙 − 𝑙  above which the expanded domain will cover a larger 
portion of the crack compared to the initial domain. This is counterproductive for the purposes 
of this algorithm. Thus 𝑙  is bounded as: 
𝑙
𝑙
𝑙 ≈ 𝑙 𝑙
crack
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 𝑙 < 𝑙 ≤ 2𝑙 − 𝑙  (6.28) 
Additionally, if 𝑙 > 𝑙  then the contraction step might cancel out substantial portion of the 
expansion if they are used in turn. Therefore, in the following paragraphs, it is selected 𝑙 ≈
𝑙 . Thus, Eq. (6.28) is satisfied for 𝑙 > 𝑙 .  
 Implementation of the Expansion/Contraction Steps for Static and Dynamic 
Problems 
A flowchart with an overview of the expansion/contraction steps can be found in Figure 6.21. 
The implementation of these steps depends on whether a static or a dynamic problem is 
considered. During a dynamic simulation the expansion trigger is checked after each time 
increment to evaluate if every damaged particle is sufficiently covered (see Figure 6.22). 
Subsequently the contraction step is used to reduce the application of the PD theory. Static 
simulations however require a different approach. When the solution has converged for a 
given load increment the expansion trigger is evaluated. If it is not satisfied, 𝛺  is expanded 
and the same load increment is re-evaluated (see Figure 6.22). This process is repeated till 
the expansion trigger is not tripped and the solution is accepted for this load increment. After 
this the contraction step can be executed. Thus, multiple expansion steps might be required 
for a single load increment till 𝛺  is sufficiently large to facilitate the initial and the propagated 
crack location. This is required because the direction and the propagation length are not 
known and in static problems even small increases in the load step can lead to large crack 
extension. This feature is particularly important for unstable crack propagation and it is one of 
the reasons why relocation through the expansion/contraction method was preferred 
compared to a direct relocation.  
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Figure 6.21: Flowchart for the Expansion and the Contractions steps.  
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Figure 6.22: Overview of the differences in the implementation of the expansion/contraction steps in 
static and dynamic problems.  
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6.4 Simulation of Static and Dynamic Crack Propagation with 
Adaptive Relocation  
The feasibility and effectiveness of the adaptive relocation methodology is evaluated using the 
results of three crack propagation problems. Both static and dynamic examples are considered 
to test its performance on various applications.  
 Example 1: Static Mode I Propagation in a Double Cantilever Beam 
As a first example the problem of a double cantilever beam with a pre-existing edge breaking 
crack 𝑎 = 0.3mm is considered. Linear elastic material behaviour is assumed under plane 
stress conditions. The Young’s modulus is 𝐸 = 75GPa, Poisson’s ratio 𝑣 = 1/3 and the 
energy release rate 𝐺 = 5N/m. External loads are assumed to be applied slowly, so that the 
inertia terms can be neglected. To ensure stable crack propagation, a displacement control 
approach is adopted. Two clamps are fixed at the bottom and top left corners, as illustrated in 
Figure 6.23, and are displaced by 𝛿 = 1.5 ∙ 10 mm. The reaction force at the clamps is 
monitored during the propagation of the crack.  
 
Figure 6.23: Geometry and boundary conditions of the double cantilever beam with a pre-existing 
crack. 
Initially, 𝛺  is defined as a square, with side 0.15mm, centered at the crack tip. The 
discretization parameters are defined as 𝛥𝑥 =  𝛥𝑦 = 2.5 ∙ 10 mm and 𝛥𝑥 =
 𝛥𝑦 = 10 ∙ 10 mm for the PD and FE domains respectively. The PD horizon is assumed 
𝛿 = 4𝛥𝑥  and a conical shape is assumed for 𝑐(𝝃), defined in Eq. (3.12). The parameters 
used for the expansion/contraction steps are 𝑙 = 3 𝛿, 𝑙 = 8 𝛿 and 𝑙 = 9 𝛿. In total 
17,716 dofs are used after the discretization of the problem domain (9,248 PD dofs and 8,468 
FE dofs). Although this example is simple in the sense that the crack is expected to propagate 
in a straight line, it is used to illustrate certain aspects of the methodology. The prescribed 
















approximated using the Newton-Raphson iterative solver. The solution of static crack 
propagation problems with peridynamics has been studied in [223] using different 
modifications of a Newton-Raphson solver. After each load increment, the expansion trigger 
from Eq. (6.17) is evaluated to determine if the updated geometry of the crack is sufficiently 
covered by the PD domain. The contraction step is executed after each expansion to minimize 
the total number of dofs in the system. 
In Figure 6.24, the crack propagation using the proposed methodology is presented at three 
different load increments. In the left column of Figure 6.24, white and yellow squares indicate 
the standard and enriched FEs, respectively, and a grey line is used to indicate the location of 
𝜕𝛺 . The local damage index, 𝜙(𝒙 , 𝑡), is plotted in the region of the PD domain to indicate 
the crack location. In the right column of Figure 6.24, the deformed configuration is plotted 
near 𝛺 . No remeshing is required for the FE mesh and the discretization of 𝛺  remains 
unchanged from the beginning till the end of the simulation. Meanwhile, 𝛺  follows the crack 
propagation and relocates each time Eq. (6.17) is violated (see Figure 6.24 (A) and (G)). The 
crack path can be traced from the trail of enrichment functions, which gives the name 
Peridynamic snail to the algorithm. In total, 15,148 dofs are used at the end of the simulation 
(6,544 PD dofs and 8,604 FE dofs). This reduction is caused by the variation of the area of 
𝛺  from the initial to the final configuration (see Figure 6.24 (B) and (H)).  
A load increment is also isolated before and after the application of the relocation method in 
Figure 6.24 (C) – (F). The load increment 0.58 is initially solved with the current XFEM-PD 
configuration and the crack propagation is approximated. In Figure 6.24 (C) and (D) the current 
XFEM-PD configuration and a close-up near the PD domain are plotted, respectively. At the 
end of this solution step, some of the particles damaged due to the crack propagation violate 
the expansion trigger. 𝛺  is expanded and load increment 0.58 is solved again. With the 
expanded PD domain, the expansion trigger is not activated after the crack propagation and 
the solution is accepted. The contraction step is subsequently used and the new XFEM-PD 
configuration and a close-up near the PD domain are plotted in Figure 6.24 (E) and (F) 
respectively.  
The reaction force generated during the analysis at the corner of the beam is plotted in Figure 
6.25. The peak force is 20.90 ∙ 10 N, observed when 𝛿 = 0.4725 ∙ 10 mm. After this 
point crack propagation occurs and the reaction force is reduced. For comparison, the analysis 
is repeated using a coarser PD grid in 𝛺  with 𝛥𝑥 = 3 ∙ 10 mm as well as a PD only 
model with 𝛥𝑥 = 2.5 ∙ 10 mm. The PD horizon was kept the same and equal to 𝛿 =
4𝛥𝑥  in all models. The results are in very close agreement for all cases. The PD only model 
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estimates the peak force to be 20.44 ∙ 10 N at 𝛿 = 0.4875 ∙ 10 mm (i.e. two load 
increments later) while for the XFEM-PD model with the coarser grid the peak force is 20.89 ∙
10 N at 𝛿 = 0.4650 ∙ 10 mm.  
 
Figure 6.24: (Left column): Adaptive relocation of 𝛺  and tip tracking during crack propagation at 
different load increments. For clarity, the local damage index is plotted in 𝛺  to indicate the crack 
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location. (Right column): Close up at the coupling interface indicating the PD particles and the FEs. 
The displacements have been magnified by a factor of 50. 
 
Figure 6.25: Comparison of the reaction force between the proposed method and a PD only solution. 
 
Figure 6.26: Comparison of the CPU time required to solve the resulting system of equations when 
the PD only and the proposed approaches are used, for different 𝛥𝑥 .   
The relative difference of the peak reaction force predicted by the proposed method and a PD 
only model is approximately 2.25%, when the same grid spacing is used. The PD only model 
however led to a total of 131,040 dofs for the discretization of the problem domain. This 
reduction of the dofs leads to significant computational savings, as illustrated in Figure 6.26. 
The effective speed-up of the solution varies between 9.3 to 17.4 times faster, depending on 
the discretization selected. Thus, despite having to manage the relocation of 𝛺  and to 
repeat load increments when the expansion trigger is tripped, the proposed method can 
accelerate crack propagation simulations. Compared to the example presented in section 6.2, 
the computational efficiency of the proposed method is pronounced as the reduction of the 
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total dofs is higher and the Newton-Raphson solver had to be invoked multiple times due to 
the incremental application of the load.  
 Example 2: Dynamic Example of a Centrally Cracked Plate 
Often, it is required to address problems that contain multiple crack tips, either due to the 
existence of multiple edge breaking cracks (see e.g. Figure 6.16) or because the crack is 
embedded into the body. To this end, a plate containing a central crack is considered here, to 
illustrate the ability of the proposed methodology to monitor and follow the evolution of multiple 
tips. The same example has been presented in [7] where a PD only model was implemented 
for the simulation of the crack propagation. For comparison, the example is recreated here 
using the XFEM-PD model with the adaptive relocation algorithm.  
 
Figure 6.27: Schematic illustration of the plate with a central crack. 
The inertia forces are not neglected in this example and the plate behaves elastically with 
Young’s modulus 𝐸 = 192 GPa, Poisson’s ratio 𝑣 = 1/3 and density 𝜌 = 7850 kg/m . 
Following [7], the critical bond elongation is set to 𝑠 = 0.04472 and the plate thickness to 
ℎ = 1 ∙ 10 m. The total duration of the analysis is 𝑡 = 16.6 ⋅ 10 s with 𝛥𝑡 = 1 ⋅ 10 s 
and a prescribed velocity 𝑣 = 20 m/s is applied at the top and bottom faces of the plate. The 
discretization length is set to 𝛥𝑥 =  𝛥𝑦 = 1.02 ∙ 10 m and 𝛥𝑥 =  𝛥𝑦 = 1 ∙ 10 m 
for 𝛺  and 𝛺 , respectively. For consistency and to ensure comparability of the results 
obtained using the proposed approach with those reported in [7], 𝑐(𝝃) is assumed uniform 





















Figure 6.28: Crack location at time instants 𝑡 = 0s, 0.1041 ∙ 10 s and 0.1660 ∙ 10 s. The local 
damage index 𝜙(𝒙, 𝑡) is plotted to indicate the location of 𝛺  and the crack. 
The tips at both ends of the crack are monitored and the PD domain relocates according to 
their propagation. It is of interest to ensure that only the tips are covered within 𝛺  and not 
the whole crack. Multiple PD patches, or subdomains 𝛺 , can be defined depending on the 
number of tips. Each subdomain 𝛺  can expand and contract independently to each other. 
Here, the patches are square with side 0.005m, centered at the location of each crack tip and 
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𝛺  is defined as 𝛺 = 𝛺 ∪ 𝛺 . The geometry and loading conditions are illustrated 
schematically in Figure 6.27. Although in this example the number of patches and their initial 
location were pre-defined and specifically constructed, these patches can emanate naturally 
through the expansion/contraction process in more complex problems. This property is 
presented in the following section where the dynamic crack branching problem is considered. 
The central difference scheme is used for the time marching during the analysis. Contrary to 
the static problem, the expansion and the contraction triggers need not be evaluated at each 
time increment due to the small time step of the explicit solver. A sampling rate of 1/20 steps 
is used to monitor the crack location and check if expansion is required. Additionally, both the 
expansion and the contraction steps are executed after the current time step is finished.  
 
Figure 6.29: Comparison of the crack propagation with the results presented by Madenci and Oterkus 
in [7]. 
The velocity applied on the top and bottom faces of the plate stretch the plate in the vertical 
direction. The cark evolution is presented in Figure 6.28 at three different time instants. Each 
of the PD subdomains 𝛺 and 𝛺  follows the propagation of the tip they contain and 
adaptively relocate when it reaches close to the coupling interface (indicated with a grey line 
in the same figure). The location of each tip is monitored using the tracking algorithm 
discussed earlier and the crack length versus time is plotted in Figure 6.29 for both tips. For 
the material and loading parameters selected in this problem, crack propagation is expected 
in the horizontal direction in a self-similar manner. The proposed methodology was able to 
capture the self-similar growth of the crack while relocating 𝛺  during the analysis. The 
results are also in very good agreement with those reported by Madenci and Oterkus in [7]. A 
difference between the results is observed at 𝑡 = 0.77 ∙ 10 s. In the results reported in [7] 
the crack length suddenly increases while in the present study this effect was not captured. 
146 
This difference probably originates due to differences in the way the tip location is monitored, 
and the sampling rate of the measurements taken. The proposed method is thus capable of 
monitoring multiple tips and adaptively relocate each individual subdomain that 𝛺  contains.  
The results plotted in Figure 6.5 and Figure 6.6 indicate that the coupling approach can lead 
to reflections of small amplitude and sufficiently accurate energy transferring between the two 
models. In the example addressed here, apart from the external loading, pulses are generated 
at each tip during crack growth. Since 𝛺  is enclosed in 𝛺  the reflection from these pulses 
become trapped. This situation can lead to the energy entrapment that was discussed in 
section 5.5.3.  
 
Figure 6.30: Plots of 𝑣  near the right crack tip during the initial stages of the crack growth. The 
coupling interface is indicated with a black dashed line.  
Although it is not easy to isolate these reflections, the vertical component of the velocity 𝑣  
near the tip at the right side of the plate is plotted in Figure 6.30. As the crack starts to grow 
pulses are generated and propagate towards the coupling interface (see Figure 6.30 (A)). At 
a later time instant, these pulses cross the interface and reflections appear inside 𝛺 . These 
reflections can be seen near the top and bottom faces in Figure 6.30 (B). The sudden and 
rapid nature of fracture excites a broad spectrum of frequencies. In 𝛺  the discretization is 
one order of magnitude smaller than  𝛺 . A possible explanation for these reflections is that 
part of the frequency spectrum that was excited by the crack extension is above the cut-off 
frequency of the discretized model in 𝛺 . As these frequencies cannot enter 𝛺  they 
become trapped in 𝛺 .  
The results illustrated in Figure 6.29, indicate that these reflections did not affect significantly 
the propagation of each crack tip. Inevitably however, during the contraction step a region of 
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𝛺  that contains reflections is switched to 𝛺 . Because of the interpolation and the least 
squares fitting that take place, these reflections are smoothed during the transition. It is of 
interest to evaluate whether significant energy is lost during the simulation because of this 
approximation. During crack growth, there is energy loss due to the removal of the broken 
bonds from the simulation. Additionally, using the current problem set-up, energy is constantly 
provided into the system. This can make evaluation of the energy loss due to the switch from 
PD to FEs difficult. Thus, we modify the problem and instead of a constant velocity, a 
distributed load 𝑓  is applied at the top and bottom faces of the plate with: 
 𝑓 = 𝑓 𝑡 ≤ 6 ∙ 10  s
0 otherwise
, (6.29) 
where, 𝑓 = 8 kN/m. All other parameters in the analysis remain the same as before apart 
from the total duration of the simulation that is increased to 𝑡 = 20 ⋅ 10 s.  
Using the modified loading from Eq. (6.29), crack propagation is again self-similar but crack 
growth is arrested after each side of the crack has extended by 6.93 ∙ 10 m. To evaluate the 
influence of the expansion/contraction process the analysis is repeated two times: i) the first 
time the proposed methodology is implemented with the new loading. The dimensions and the 
location of 𝛺  are the same as illustrated in Figure 6.27. ii) The second time, the dimensions 
of  𝛺  are selected as such that it contains both the initial and the final crack location. The 
height of 𝛺  is kept the same but the length is extended to 0.01 m on each side. As such, in 
the second case the extension/contraction steps are not required. The initial and final 
configurations for each case are illustrated in Figure 6.31. By comparing the total energy in 
each case, it is attempted to obtain an indication of the induced error because of the smoothing 
of the reflections during the contraction step. 
The total energy in each case is plotted in Figure 6.32. Based on the total energy in the system 
three distinct areas can be observed. The first is the initial stage where energy is provided into 
the system. At approximately 𝑡 = 0.6 ∙ 10 s, crack propagation is observed, and the total 
energy of the system reduces. Crack arrest takes place at approximately 𝑡 = 1.34 ∙ 10 s and 
the total energy remains constant for the remaining simulation. The two cases capture the 
same behaviour and the computed total energy is in close agreement. Comparing the two 
curves the maximum value of the absolute relative error is 4.1 ∙ 10 . As such, the 
expansion/contraction process does not lead to significant variations in the energy of the 




Figure 6.31: Initial and final configuration when (A): 𝛺  is initially small and the 
expansion/contractions steps are executed for the relocations and (B): 𝛺  is constructed as such 
that contain both the initial and the final location of the crack. 
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Figure 6.32: Comparison of the total energy computed when i) the proposed method with the 
expansion/contraction steps is used and ii) when 𝛺  is specifically constructed to include both the 
initial and the final location of the crack. 
 Example 3: Dynamic Crack Branching  
Although the previous two examples where useful to highlight key advantages of the proposed 
methodology, they referred to simple mode I cases where the crack propagates in a straight 
line. As a final example, the case of dynamic crack branching is included. Many researchers 
have simulated numerically this problem using a variety of tools to gain understanding on the 
fundamental mechanisms behind the branching phenomenon (see e.g. [91,109,164,236]). 
Specifically, in the contributions by Ha and Bobaru [86] and Bobaru and Zhang [30], the 
application of the PD theory for crack branching applications is discussed in detail. Here the 
dynamic crack branching problem is used to illustrate the ability of the XFEM-PD model to 
adaptively relocate and follow the damage evolution when complex crack patterns emerge. It 
is also used to illustrate the ability of 𝛺  to split into different subdomains, each following the 
propagation of a different crack tip, through the implementation of the expansion/contraction 
steps.  
Consider a rectangular plate with an edge-breaking pre-existing crack. The plate is made of 
soda-lime glass and it is assumed to behave elastically with Young’s modulus 𝐸 = 72 GPa, 
Poisson’s ratio 𝑣 = 1/3, density 𝜌 = 2440 kg/m  and energy release rate 𝐺 = 135 N/mm. 
It is also assumed that plane stress conditions apply. The initial length of the crack is 𝑎 =
0.05 m while the length and the height of the plate are 𝐿 = 0.1 m and 𝐻 = 0.04 m, 
respectively. The geometry and loading conditions of the problem are illustrated schematically 
in Figure 6.33. 
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Figure 6.33: Schematic illustration of the problem set-up for the dynamic branching example. 
The example presented here is taken from [86] where 𝑚 and 𝛿 convergence studies were 
conducted. Based on the numerical results in [86], it was observed that if a pressure 𝑝 =
14 MPa is applied at the top and bottom faces of the plate, the crack will propagate initially on 
a horizontal line and then branch into two cracks. The final crack pattern will change depending 
on the value of the load applied.  
The discretization length of 𝛺  and 𝛺  is set to 𝛥𝑥 = 𝛥𝑦 = 7.5 ∙ 10 m and 𝛥𝑥 =
𝛥𝑦 = 1.25 ∙ 10  m and the PD horizon is defined as 𝛿 = 4𝛥𝑥 . The discretization used 
in 𝛺  is the finer case that was presented during the converge study in [86]. The total duration 
of the simulation is  𝑡 = 4 ∙ 10 s with time step equal to 𝛥𝑡 = 2.5 ∙ 10 s. The bond 
constant is assumed uniform and Eqs. (3.11) and (3.18) are used for the computation of 𝑐(𝝃) 
and 𝑠 , respectively. Similar to the previous examples, 𝛺  is constructed initially as a square 
with 𝐿 = 𝐻 = 0.01m, centered at the location of the tip. In total 30,204 dofs are used for 
the discretization of the problem, 15,488 for 𝛺  and 14,716 for 𝛺  (14,472 standard and 
244 enriched dofs). For comparison, if a PD only approach was adopted for the whole problem 
a total of 515,200 dofs would be required. Because the crack pattern is more complex in this 
example, the contraction step is executed when three expansion steps have been completed. 
This allows 𝛺  to first follow the propagation of the crack and adapt to the complex geometry 
near the branching area and then it is contracted to reduce the total number of dofs. 
The local damage index 𝜙(𝒙, 𝑡) is plotted in Figure 6.34 at 𝑡 = 0.1950 ∙ 10 s. Although 
𝜙(𝒙, 𝑡) is not defined in the classical elasticity, a zero value is used in 𝛺  to indicate the 
undamaged area. A white and a grey solid line is used to indicate the current and the initial 









the initial steps, the crack has propagated to the right following a straight path. Prior to the 
branching, the damage area near the crack tip becomes wider, as illustrated in Figure 6.34.  
 
Figure 6.34: Surface plot of the local damage index illustrating the initial propagation of the crack. 
 
Figure 6.35: Adaptive relocation and splitting of 𝛺  during branching.  
The onset of branching and the adaptive relocation of 𝛺  that follows the complex pattern 
and eventually splits into two subdomains is illustrated in Figure 6.35. It is difficult to define 
the exact time and location that crack branching takes place. Based on the damage plots in 
Figure 6.35 (A) and (B) an estimation between 𝑡 = 20.00 ~ 20.50 μs and 𝑥 = 6.7 ~ 6.73 μm 
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can be made. These values are in close agreement with the results reported in [86] where it 
is reported that crack branching takes place between 𝑡 = 20.50 ~ 21.50 μs and is located 
approximately at 𝑥 = 6.80 μm. As discussed in [86], dynamic crack branching is affected by 
the reflections of the stress waves from the geometrical boundaries.  
Creating automatically specific patches, that conform to the geometry of the branching crack 
can be challenging. By applying the expansion step, 𝛺  can change in size and shape to 
follow the evolution of the damage. This can be seen in Figure 6.35 (A) – (E). Since no 
information regarding the number and location of the cracks is required, the expansion step 
can capture complex patterns. A restriction was applied on the contraction step to allow for a 
smooth transition from PD to FE near the branching site. When branching is identified, the 
contraction step can only be executed when the new interface will be located away from that 
location (see Figure 6.35 (F)). From Figure 6.35 (A) – (F) it can be also seen how the initial  
𝛺  is split into two subdomains, each one following a crack tip. The splitting of 𝛺  is better 
illustrated in Figure 6.36 where the final configuration is plotted. Additionally, the deformed 
plate is plotted in Figure 6.37, where the displacements have been magnified by a factor of 
20. The path each branch followed is indicated with a green and red solid line.  
 
Figure 6.36: Final crack path and location of 𝛺 . 
The final crack path that was obtained using the proposed methodology is compared with the 
path reported by Ha and Bobaru [86] in Figure 6.38. Because the path from [86] is inferred 
from a figure, to improve the fidelity of the comparison, the simulation is also repeated here 
using a PD only model. The discretization parameters of the PD only model are the same as 
those used for 𝛺  in the XFEM-PD model. It is noted that solid green and red lines are used 
to indicate the main and the second branch of the crack, respectively. The predicted crack 
paths are in close agreement for all cases considered. It is possible to capture the location 
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where the branching occurs as well as the same change of propagation angle following the 
branching event.  
 
Figure 6.37: Illustration of the deformed plate at different time instants. Displacements have been 
magnified by a factor of 20. 
 
Figure 6.38: Comparison of the final crack path as predicted using the proposed method, a PD only 
model and the results presented in [86]. 
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The maximum theoretically attainable crack propagation is speed is the Rayleigh wave 
speed 𝑐 . Numerous experimental observations suggest that the propagation speed is limited 
in the region of 0.4𝑐  ~ 0.7𝑐  [159,237]. When the propagation speed reaches this value, 
branching typically occurs. The crack propagation speed computed using the proposed 
method is plotted in Figure 6.39. In the same figure the propagation speed for the same 
discretization parameters from [86] is included. In soda lime glass, terminal velocities between 
1460~1600 m/s have been reported by various experimental investigations [238].  For 
consistency, the max propagation speed of 𝑣 = 1580 m/s is indicated in Figure 6.39, as this 
value was used in [86]. The results from the proposed method follow the same trend as those 
reported in the literature. The propagation speed approaches 𝑣  prior to crack branching at 
approximately 𝑡 = 1.92 ∙ 10 s, followed by a reduction in the propagation speed. 
Additionally, the same fluctuations in speed are observed comparatively to [86]. As discussed 
in [86] and [30], these fluctuations can be correlated to the concertation or dispersion of the 
stress waves that reflect from the boundaries. It evident that although the trend is followed 
between the two curves, the curve of the present model is shifted slightly to the left. This is 
also collaborated by the fact that in our simulations the branching event took place earlier. 
Small differences in the results were expected because when the proposed method is used, 
the loading and the geometrical boundaries are defined on 𝛺 . Furthermore, use of classical 
elasticity to model the bulk of the material induces differences in the wave propagation 
characteristics. Nevertheless, the when the XFEM-PD model is used with the adaptive 
relocation algorithm to recreate the problem, the results are comparable with those obtained 
using a PD only solution.  
 
Figure 6.39: Comparison of the crack propagation speed observed when the proposed method is 
implemented compared to Ha and Bobaru [86]. The maximum crack speed that was observed during 
experimental studies is indicated with a grey line.  
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7 Conclusions and Future Work 
7.1 Remarks 
Focus of the present study is the combination of the FE method with the recently developed 
PD theory to simulate fracture. First, the two models are implemented sequentially, on different 
fields, to predict the nucleation and the evolution of cracks in ceramic materials under thermal 
stresses. The FE method is used to approximate the temperature field and subsequently, PD 
is used to simulate the thermal cracking of alumina (Al2O3) specimens. The advantage of this 
set-up is that the nucleation and the propagation of multiple cracks is captured from the PD 
model while the well-established FE method is used for the efficient solution of a nonlinear 
heat transfer problem. The results from the cold shock analyses illustrate that this uncoupled 
methodology is capable of producing comparable accuracy to similar numerical investigations 
and is able to reproduce the experimental observations [182]. Furthermore, the importance of 
considering the temperature dependency of the thermal and mechanical properties and the 
effects associated with radiative heat transfer, is demonstrated. In this case, the predicted 
crack lengths indicate a better correlation to the experimental measurements, particular for 
the longer crack-length classes. When hot shock conditions are used the model predicted (as 
expected) cracking of the material originating from its interior. The incorporation of the 
temperature dependency of the material properties leads to the manifestation of additional 
damage mechanisms at the surface of the specimen. These mechanisms are in accordance 
with reports of spalling  due to the development of high compressive stresses [175], [195]. 
Finally the onset of a crack at the corner of the specimen could be related to the appearance 
of high shear stresses at the same location, as reported in [168] where a FE approach is 
adopted to simulate the thermomechanical problem.  
Despite using an uncoupled thermomechanical approach for the thermal cracking problem, 
the results, albeit accurate, highlight the computational restrictions entailed with the 
implementation of the PD model. A concurrent combination of the PD theory with classical 
elasticity and the coupling of PD grids with FE meshes could alleviate this problem.  In total 
three approaches are formulated to study the spurious reflections that appear during dynamic 
simulations when such couplings are considered. Although these reflections could be 
important, e.g. when energy is released during crack propagation, and cannot be avoided 
completely, they can be minimized through careful set up and calibration of the coupling 
procedure and model parameters. The first coupling approach presented is the simplest one 
and used mainly for comparison purposes. Its implementation is not recommended as it 
requires conforming meshes, posing difficulties for 2D and 3D applications [239]. The second 
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and third approach can be extended to problems with higher dimensions more efficiently 
[5,117,118,240], as both of them allow the independent discretization of 𝛺  and 𝛺 . The 
coupling approaches are compared through numerical tests in a 1D bar for pulses with 
different shapes and frequency contents. Initially, the energy drift is computed in the time 
domain for incident pulses with modular and Gaussian shape.  
The numerical tests are then continued in the frequency domain where the discrete PD model 
is coupled with continuum models. This configuration allowed for a systematic accuracy 
assessment of each coupling approach by comparing the transmission and reflection 
coefficients in an infinite bar. Closed form solutions are derived for Coupling Cases 1, 2 and 3 
with a linear blending function. For Coupling Case 3 with a cubic blending function, the solution 
in 𝛺  is approximated numerically. The discretization size and the value of the PD horizon 
are of outmost importance as they control the characteristics of the dispersion curve and the 
cut-off frequency of the numerical solution. The results indicate that the third coupling case 
with a cubic blending function leads to the most accurate energy transmission. Comparable 
accuracy can be achieved when the second coupling case is used. This approach is simpler 
to formulate, less demanding (computationally) and does not entail ambiguities with regards 
to the optimal overlapping length and the selection of blending functions. Compared to the 
Coupling Case 3, the accuracy of the second coupling case is more sensitive to the PD skin 
effect and appropriate corrections must be employed.  
The second coupling case is also extended to 2D problems to illustrate the significance of 
considering the cut-off frequencies of both the finer (PD) and the coarser (FE) models. A 
radially loaded hole in an infinite domain is used as an example. The introduction of a PML 
around the plate allowed to truncate the computational domain and remove the reflections 
from the boundary conditions. This example is used to illustrate that in cases where 𝛺  is 
enclosed by 𝛺 , and the pulse source is located within 𝛺  (e.g. dynamic crack propagation), 
energy entrapment can be observed if the coupling between the two models is not accurate. 
In the example presented, if the discretization in 𝛺  is too coarse, approximately 16% of the 
total energy remains trapped in 𝛺 . This is attributed to the cut-off frequency of the FE model 
being below the frequency content of the input pulse. During dynamic crack propagation, the 
sudden evolution of a crack will generate pulses that excite a broader spectrum of frequencies 
in 𝛺 .  
Finally, Coupling Case 2 is modified to allow the introduction of the XFEM enrichment and 
avoid the requirement of computing the intersection of the coupling interface with each bond 
that connects a ghost with a normal particle. With this modification, instead of applying the 
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bond forces on the coupling interface, they are applied at the particle location and they are 
distributed to the nodes through FE shape functions. This notion is similar to the VL coupling 
presented in [121]. The discretization of the coupled models remains independent while the 
operations required to achieve the coupling are reduced. Additionally, the original formulation 
of the PD theory is used instead of the linearized. Simple static and dynamic examples are 
solved numerically using the coupled methodology and the results are compared to those 
obtained from elasticity. Accurate energy transmission is achieved between the models while 
the amplitude of the reflections is kept small.  
For fracture problems, the introduction of the XFEM enrichment allows the appearance of 
discontinuous displacement fields within 𝛺  and limits the use of the PD model only near the 
vicinity of the crack tip. Heaviside functions are used to enrich the basis functions of the finite 
elements that are cut by the crack body. Crack tip enrichment, based on solutions from linear 
elastic fracture mechanics that is typically employed in XFEM to capture the stress/strain 
singularity, is avoided by switching to a nonlocal particle approach. Following this approach, 
𝛺  is also employed away from boundary conditions and geometrical boundaries that can 
be cumbersome for the PD theory. A static example with two edge breaking cracks is used to 
evaluate the effectiveness of the coupled model in the presence of strong discontinuities. A 
convergence study based on the 𝐽 contour integral is preformed for the comparison of the 
XFEM – PD model and the PD only model. The results indicate that the XFEM – PD model 
can achieve the same level of accuracy compared to the PD only model, while reducing 
significantly the total number of dofs.  
Lastly, the ability of the proposed XFEM – PD model to adaptively relocate 𝛺  and 𝛺 , 
following the damage evolution process, is presented. This is carried out through the 
implementation of expansion and contraction steps that constitute a switch from FE to PD and 
from PD to FE, respectively. The introduction of the XFEM enrichment allows the FE nodal 
positions to be independent with regards to the location of the fracture. Re-meshing during 
propagation or the construction of specific meshes that conform the crack geometry is 
avoided. A simple method to track the location of the crack tip using the Laplacian of the local 
damage index 𝜙(𝒙 , 𝑡), is also presented. Using this method, it is possible to monitor the 
propagation of multiple cracks as well as capture the crack branching location. Because 𝛺  
moves through this expansion/contraction process, leaving behind it a trail of Heaviside 
functions, the algorithm is termed the “Peridynamic snail”. 
The adaptive relocation process is successfully applied in many crack propagation problems, 
including dynamic crack branching. In all cases presented, the results are compared with 
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similar solutions obtained using PD only models and results from the available literature. The 
ability of PD to naturally accommodate discontinuous fields and simulate complex crack 
patterns is exploited while switching to classical elasticity at locations away from the area of 
interest. Compared to a PD only approach, the total number of dofs is reduced significantly 
leading to a more tractable system, both in terms of CPU time needed and required memory 
resources. The a-priori determination of the computational speed-up between the proposed 
approach and a full PD model is not straightforward as it can be case specific. Nevertheless, 
the results of this study highlight that a coupled XFEM-PD model with the ability to relocate 
during propagation can potentially lead to significant computational savings. 
The key advantages and observations behind the proposed approach are:  
i) A PD patch is employed around the crack tip. The PD patch covers sufficiently the 
vicinity of the crack tip but remains always as small as possible to avoid excessive 
computational cost. 
ii) Since the crack body away from the tip remains in the domain where classical 
continuum elasticity is used, treatment of the discontinuous displacement field is 
required. This is handled by adding the shifted Heaviside step function enrichment 
according to XFEM. Crack tip enrichments or incorporation of a-priori solutions to 
capture the stress state near the tip are not required since this part is handled by the 
PD model.  
iii) The existence of crack tip(s) is allowed only in 𝛺 . If a crack propagates the PD patch 
will also follow the propagation and the crack is free to evolve anywhere in the problem 
domain regardless of the initial position of 𝛺 . The propagation length and direction 
are captured by the PD model and knowledge of the final crack path is not required. 
iv) Limiting the area where the PD theory is applied can lead to significant improvement 
of the overall computational cost of the solution, both in terms of memory requirements 
and CPU time.  
v) The expansion/contraction procedure allows to first capture the crack pattern and then 
relocate as necessary, with the ability of splitting in case the initial crack branches. 
Furthermore, in static problems where the final crack length is not known, the 
expansion step can be repeated as many times as necessary till the current step 
solution is accepted.  
vi) Switching to a nonlocal model near the crack tip introduces an internal length scale to 
the simulation. The microstructure of the material can thus be incorporated in the 
model resulting to multiscale simulations.  
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7.2 Recommendations for Future Work 
One study area, that could also be the extension of the present methodology, is the 
introduction of microstructure within the PD model. The reduction of the computational cost 
allows implementation of a much denser discretization grid. In [98] for example, fracture in a 
polycrystalline materials was simulated using the PD theory by defining crystals with 
orthotropic behaviour in the lattice and assigning a random orientation to each crystal. Such 
approach can be adopted within 𝛺 . This poses however the following challenge; what are 
the properties of the bulk material that is contained in 𝛺 ? One possible approach would be 
to either create a FE mesh that is adequately fine and conforms to the geometry of each crystal 
or use XFEM to capture the crystal boundaries using enrichment functions. The other 
possibility would be to assume homogenized properties in 𝛺  to avoid the spatial resolution 
of each crystal. In this case however, the reflections at the interface must be re-evaluated as 
the coupling interface will also be an interface between dissimilar materials.  
Such an extension is also interesting for the thermal cracking of ceramics, which is a topic with 
numerous industrial applications. Incorporation of a polycrystalline structure could be used to 
study the effect of grain size on the thermal resistance of alumina. Additionally, a fully coupled 
thermomechanical model could be used to repeat the hot shock case and study in more detail 
the appearance of damage at the surface of the specimen.  
It is worthwhile to point out here some disadvantages of the proposed relocation method that 
can form the basis for future modifications and studies. The first one has to do with the tracking 
of the crack front in 3D configurations, which will now be a line and not a point. False front 
identification, due to inaccuracies of the herein proposed algorithm, could lead to improper 
relocation of 𝛺  and induce errors in the definition of the Heaviside functions, impairing 
significantly the accuracy of the results. In fact, the requirement to track the crack location is 
restrictive on its own. The ability of the PD theory to simulate fracture without requiring 
information on the exact crack location is one of its attractive and desirable properties.  
Another disadvantage arises due to the algorithmic realization of the expansion and 
contraction steps that require the execution of multiple conditional and looping statements. 
The extension, scalability and efficiency of such algorithm to a highly parallelized platform for 
large scale simulations is not straightforward. For example, Mossaiby et. al. [241] demonstrate 
significant computational gains through the execution of PD algorithms using graphics 
processing units (GPUs). The performance of the methodology on such platforms needs to be 
studied. On the other hand, GPUs are usually limited in terms of available memory. Thus, 
160 
methodologies like the one presented here, capable of reducing significantly the total number 
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Appendix A: Derivation of 𝑮𝒏(𝒙) Expressions 
The expressions for function 𝐺 (𝑥), 𝑛 = 𝛿/𝛥𝑥 that appear in Eq. (5.29) are derived here for 
𝑛 = 1, 2, 3 and 4. Consider a series of particles that are used to discretize a 1D bar, as 
illustrated in Figure A.1. The number of bonds connected to each particle depends on the 
value 𝑛. For simplicity it is assumed that the grid in uniform and a constant micromodulus 
function is used. This leads to, ‖𝒙 −𝒙 ‖ = ‖𝒙 −𝒙 ‖ = 𝛥𝑥, , ‖𝒙 −𝒙 ‖ =
‖𝒙 −𝒙 ‖ = 2𝛥𝑥, ‖𝒙 −𝒙 ‖ = ‖𝒙 −𝒙 ‖ = 3𝛥𝑥, ‖𝒙 −𝒙 ‖ = ‖𝒙 −𝒙 ‖ = 4𝛥𝑥, 
𝑐 , = 𝑐 =
2𝐸
𝐴𝛿2
 and 𝑉 = 𝑉. The equation of motion for a particle can then be written as: 
 𝜌?̈? = 𝑐𝑣 ,
𝒅 − 𝒅
𝒙 −𝒙
𝑉  (A.1) 
where, the volume correction has also been included. Using Eq. (A.1) we write the equation 
of motion of a particle 𝑘 for different values of 𝑛. Solutions with the form 𝒅 = 𝐷𝑒 ( ) are 
assumed to extract the dispersion relationship in each case. The following expressions are 
used: 
 𝑒 + 𝑒 = 2 cos(𝛼) (A.1) 
 cos(2𝛼) = 1 − 2 sin (𝛼)  
 sin(2𝛼) = 2 cos(𝛼) sin(𝛼)  
 sin(3𝛼) = 3 sin(𝛼) − 4 sin (𝛼)  
 
 
Figure A.1: Particle numbering in a 1D problem.  
 𝒏 = 𝟏 
The equation of motion for particle 𝑘 is written as: 
 𝜌?̈? = 𝑐𝑣 ,
𝒅 − 𝒅
‖𝒙 −𝒙 ‖






(𝒅 − 2𝒅 + 𝒅 ) (A.2) 
where, 𝑣 , = 𝑣 , = 0.5 and 𝐶 = 𝑐𝑉 𝛥𝑥⁄ . Then using 𝒅 = 𝐷𝑒
( ) in the expression 
above we get:  
𝑘 𝑘 + 1 𝑘 + 2 𝑘 + 3 𝑘 + 4𝑘 − 4 𝑘 − 3 𝑘 − 2 𝑘 − 1
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with 𝐺 = 1.  
 𝒏 = 𝟐 
The equation of motion for particle 𝑘 is written as: 




(𝒅 + 4𝒅 − 10𝒅 + 4𝒅 + 𝒅 ) 
(A.5) 
where, 𝑣 , = 𝑣 , = 0.5. Then using 𝒅 = 𝐷𝑒
( ) in the expression above we get:  
 −𝜔 𝜌 = 0.25𝐶(𝑒 + 𝑒 + 4𝑒 + 4𝑒 − 10)
= 0.25𝐶(2 cos(𝜅2𝛥𝑥) − 2 + 8 cos(𝜅𝛥𝑥) − 8)
= 0.25𝐶(−4 sin (2𝜃) − 16 sin (𝜃)) = −𝐶(sin (2𝜃) + 4 sin (𝜃))
= −𝐶(4 sin (𝜃) cos (𝜃) + 4sin (𝜃))
= −2𝐶 sin (𝜃) (2 cos (𝜃) + 2) 
(A.6) 





















with 𝐺 = 2 cos + 2.  
 𝒏 = 𝟑 




(𝒅 + 3𝒅 + 6𝒅 − 20𝒅 + 6𝒅 + 3𝒅 + 𝒅 ) (A.8) 
where, 𝑣 , = 𝑣 , = 0.5. Then using 𝒅 = 𝐷𝑒
( ) in the expression above we get:  
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 −𝜔 𝜌 =
𝐶
6












(2sin (3𝜃) + 6 sin (2𝜃) + 12 sin (𝜃)) 
(A.9) 
Then, using:  
 sin (3𝜃) = sin (𝜃) (16 sin (𝜃) − 24 sin (𝜃) + 9) 
sin (2𝜃) = 4sin (𝜃) cos (𝜃) 
(A.10) 
in the above we get: 
 𝜔 𝜌 =
2𝐶
6
(sin (𝜃) (32 sin (𝜃) − 48 sin (𝜃) + 18) + 24 sin (𝜃) cos (𝜃)
+ 12 sin (𝜃))
= 2𝐶 sin (𝜃)
32
6
sin (𝜃) − 8 sin (𝜃) + 3 + 4 cos (𝜃) + 2  
(A.11) 




















with 𝐺 = sin (𝜃) − 8 sin (𝜃) + 4 cos (𝜃) + 5.  
 𝒏 = 𝟒 




(3𝒅 + 8𝒅 + 12𝒅 + 24𝒅 − 94𝒅 + 24𝒅 + 12𝒅
+ 8𝒅 + 3𝒅 ) 
(A.13) 
where, 𝑣 , = 𝑣 , = 0.5. Then using 𝒅 = 𝐷𝑒
( ) in the expression above we get:  
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 −𝜔 𝜌 =
𝐶
24
(3𝑒 + 3𝑒 − 6 + 8𝑒 + 8𝑒 − 16 + 12𝑒




(6 cos(𝜅4𝛥𝑥) − 6 + 16 cos(𝜅3𝛥𝑥) − 16 + 24 cos(𝜅2𝛥𝑥) − 24




(−12 sin (4𝜃) − 32 sin (3𝜃) − 48 sin (2𝜃) − 96 sin (𝜃)) 
(A.14) 
Then using also sin (4𝜃) = 4 sin (2𝜃) cos (2𝜃) = 16 sin (𝜃) cos (𝜃) cos (2𝜃) we get: 
 𝜔 𝜌 =
𝐶
24
192 sin (𝜃) cos2(𝜃) cos2(2𝜃)
+ 32 sin (𝜃) (16 sin (𝜃) − 24 sin (𝜃) + 9) + 192 sin (𝜃) cos (𝜃)




192 sin (𝜃) cos2(𝜃) cos2(2𝜃)
+ sin (𝜃) (512 sin (𝜃) − 768 sin (𝜃) + 288)
+ 192 sin (𝜃) cos (𝜃) + 96 sin (𝜃)
= 2𝐶 sin (𝜃) 4 cos2(𝜃) cos2(2𝜃) +
32
3
sin (𝜃) − 16 sin (𝜃)
+ 4 cos (𝜃) + 8  
(A.15) 





sin(𝜃) 4 cos2(𝜃) cos2(2𝜃) +
32
3












with  𝐺 = 4 cos (𝜃) cos (2𝜃) + sin (𝜃) − 16 sin (𝜃) + 4 cos (𝜃) + 8.  
