In this paper, we derive an explicit formula for the equitable chromatic number of a complete n-partite graph Kp 1 ;p 2 ; ;pn . Namely, if there exists a largest integer M such that where e (G) is the equitable chromatic number for graph G.
Introduction
In this paper, all graphs G(V; E) are taken as simple, undirected graphs [1] [2] . A graph G(V; E) is said to be vertex equitably k-colourable, if
and V i satisfy the following conditions (i) V i \ V j = ; (i 6 = j; i; j = 1; 2; ; n) (ii) E(G V i ]) = ; (i = 1; 2; ; n) (iii) jV i j ? jV j j 1; (i; j = 1; 2; ; n) Condition (i) implies that V i should form a partition for V (G), and condition (ii) means that the vertex set V i is an independent set in G.
The equitable chromatic number is de ned as e (G) = minfk j G(V; E) is vertex equitably k-colourableg.
In 1973, W. Meyer 3] , and G is a bipartite graph. In this paper, we derive an explicit formula for the equitable chromatic number for complete n-partite graphs (n 2), and verify the validity of Meyer's conjecture for such graphs.
Main Results
Let us consider a related problem rst. Given n natural numbers p 1 ; p 2 ; ; p n , we wish to partition each integer p i into equitable parts such that where i is the size of the partitioning, i.e. it is the number of non-overlapping subsets that p i is partitioned into.
We say the natural numbers p 1 ; p 2 ; ; p n are equitably partitioned with equitable partition number e(p 1 ; p 2 ; ; p n ), where e(p 1 ; p 2 ; ; p n ) = min Proof: Let (X 1 ; ; X n ) be the n-partition of K p1;p2; ;pn ; jX i j = p i . Equitably partition the p i vertices into i non-overlapping subsets such that each subset has p ij vertices as in Lemma 1, and colour all vertices within the same subset, p ij , with the same colour. Then clearly, the number of colours required is 1 + + n , and e (K p1;p2; ;pn ) = e(p 1 ; p 2 ; ; p n ) and the result follows immediately from Lemma 1.
Corollary 3
Without loss of generality, we may assume that p 1 p 2 p n . If n 6 = 1 and the p i 's are not all equal to 1, then e (K p1;p2; ;pn ) (K p1;p2; ;pn ): In the exceptional failing case when all the p i 's are equal to 1, or n = 1, then K p1;p2; ;pn reduces to the complete graph K m for some integer m and e (K m ) = m > (K m ) = m ? 1: Proof: The case when all the p i 's are equal to, say p, is trivial since then we must have the minimum set size M = p and For the special case when p = 1, or when n = 1, the graph K p1;p2; ;pn reduces to K m for some integer m and e (K m ) = m > (K m ) = m ? 1:
Step 3: let M := M ? 1, check condition (*). If successful, then minimum set size is M and the algorithm stops.
Step 4: set 1 := 1 + 1, goto step 2.
The complexity of this algorithm for the evaluation of e(p 1 ; p 2 ; ; p n ) is 2d p1 2 e + 1 (n ? 1).
