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Abstract. We consider Schrödinger operators on compact and non-compact (finite)
metric graphs. For such operators we analyse their spectra, prove that their resolvents
can be represented as integral operators and introduce trace-class regularisations of
the resolvents. Our main result is a complete asymptotic expansion of the trace of
the (regularised) heat-semigroup generated by the Schrödinger operator. We also
determine the leading coefficients in the expansion explicitly.
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1. Introduction
A quantum graph is a metric graph with a differential operator acting on functions
defined on the edges of the graph. (Although one may also consider infinite networks,
in the following we shall always focus on graphs with finitely many edges and vertices.)
Often the quantum graph operator is taken to be a Laplacian, −∆. More generally,
however, Schrödinger operators of the form H = −∆+V with a potential V defined on
the edges are of interest. Quantum graph models are used in many applications where a
one-dimensional (wave-) motion in a structure with non-trivial connectivity is studied,
see [GS06, EKK+08] for reviews. They are also used as models in quantum chaos
[KS99b] and bear many similarities with problems in spectral geometry. In the latter
area heat-trace asymptotics are an important tool to gain geometric and topological
information on a manifold from the spectral data of a suitable operator. The same is
achieved in quantum graph models using Laplace operators.
Spectral properties of quantum graph Laplacians are well understood. This is
mainly due to the fact that exact trace formulae exist [Rot84, KS99b, KPS07, BE09].
They express spectral functions of the Laplacian in terms of a sum over periodic walks
on the graph. Often the spectral function will be the trace of the heat-semigroup, so
that the trace formula implies a complete asymptotic expansion for the heat trace as
well as an exponential bound for the remainder.
The spectral information available for Schrödinger operators H = −∆ + V on
graphs is less detailed. This can be seen from the fact that a trace formula for H is
only known for spectral functions supported away from low eigenvalues [RS12]. The
determination of the contribution of low eigenvalues is complicated by the fact that
the potential may lead to trapped orbits, corresponding to resonances of H . Therefore,
independent studies of heat-trace asymptotics will complement the spectral information
for Schrödinger operators on graphs. Such heat-kernel expansions were first determined
in [Rue12] for Schrödinger operators on compact graphs under certain (rather stringent)
conditions on the behaviour of the potential in the vertices. The method used in [Rue12]
is based on a parametrix construction for the heat-semigroup, which requires sufficient
regularity of the symbol of H in the singular points of the graph (i.e., the vertices).
In this paper we generalise the results of [Rue12] in two major ways: We drop the
conditions on the behaviour of the potential in the vertices and we allow for external
edges, turning the graph into a non-compact graph. This is possible since our approach
does not rely on parametrices but rather uses resolvent kernels very much in the spirit
of [KS06, KPS07], where the standard Laplacian is considered. We also allow for
general, self-adjoint boundary conditions in the vertices, while in [Rue12] only the case
of Kirchhoff conditions was considered.
The paper is organised as follows: In Section 2 we review the construction of
quantum graphs. The following Section 3 is devoted to an analysis of the point spectrum
of H and the associated eigenfunctions. Here we introduce a secular equation that allows
to characterise eigenvalues. The secular equation involves a matrix S(k) that encodes
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the boundary conditions in the vertices. In Section 4 we represent the resolvent of H
as an integral operator and express its kernel in terms of S(k). We also introduce a
regularisation of the resolvent that in the case of a non-compact graph leads to a trace-
class operator. Asymptotic expansions of the matrix S(k) are developed in Section 5,
and further asymptotic expansions are performed in Section 6. A complete asymptotic
expansion for the trace of the regularised resolvent is proven in Section 7. The result is
presented in Theorem 7.3. Our main result is contained in Section 8. In Theorem 8.3
we prove a complete asymptotic expansion for the trace of a regularised heat-semigroup
generated by a Schrödinger operator on a general (non-compact) metric graph.
2. Quantum graphs
A metric graph Γ is a finite, connected, combinatorial graph with a metric structure.
It consists of a finite set V of vertices and a finite set E = Eint ∪ Eex of edges. Edges
e ∈ E are either internal, e ∈ Eint, or external, e ∈ Eex. Internal edges link two vertices,
which are identified with the edge ends, and external edges are connected to a single
vertex. We set V := |V|, Eint := |Eint|, Eex := |Eex| and E := Eex+2Eint. When an edge
end is connected to a vertex we say that the edge e is adjacent to the vertex v, denoted
as e ∼ v. The number of edges adjacent to a vertex v is its degree dv. Tadpoles, i.e.,
internal edges that are only adjacent to a single vertex, are allowed. However, this case
will later become irrelevant when we introduce additional vertices.
A metric structure is defined by assigning intervals to edges. Each internal edge
e ∈ Eint is assigned an interval Ie = [0, le] of finite length le, whereas each external edge
is assigned a half-infinite interval Ie = [0,∞). For convenience we then sometimes write
le =∞. We also introduce the vector l := (l1, . . . , lEint)T ∈ REint+ of (finite) edge lengths.
The volume L of the interior part of the metric graph is L := ∑
e∈Eint
le. Given two points
x, y on Γ, a path from x to y is a succession of edges, connected in vertices, such that
x is on the initial edge and y is on the final edge. The distance d(x, y) of the points is
the minimum of the lengths of all paths from x to y.
Functions on Γ are collections of functions on the intervals associated with edges,
so that we can introduce the quantum graph Hilbert space
L2(Γ) =
⊕
e∈E
L2(0, le). (1)
Similarly, other function spaces such as Sobolev spaces Hm(Γ) and spaces of smooth
functions are defined. A Schrödinger operator is a linear operator on a dense domain
D ⊂ L2(Γ), acting on a function on edge e as
(Hψ)e := −ψ′′e + Veψe. (2)
Here ψ′e(x) =
dψe
dx
(x), x ∈ (0, le), and
Ve ∈ C∞(0, le), e ∈ Eint, or Ve ∈ C∞0 [0,∞), e ∈ Eex, (3)
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is a potential on the edge e, where the second requirement means that the potential has
a compact support on an external edge but need not vanish at the vertex. Hence,
H = −∆+ V, (4)
where V is to be understood as a diagonal matrix with entries Ve as in (3) on the
diagonal.
In order to determine domains of self-adjointness for the Schrödinger operator H
the Laplacian −∆ has to be realised as a self-adjoint operator on a suitable domain
D. Then H will be self-adjoint on the same domain. Classifications of self-adjoint
realisations of the Laplacian are well known [KS99a, Kuc04]. They require boundary
values of functions and their (inward) derivatives,
ψ =
({ψe(0)}e∈Eex , {ψe(0)}e∈Eint , {ψe (le)}e∈Eint)T ∈ CE,
ψ′ =
({ψ′e(0)}e∈Eex , {ψ′e(0)}e∈Eint , {−ψ′e (le)}e∈Eint)T ∈ CE , (5)
which are well defined for ψ ∈ H2(Γ). Following [Kuc04], a parametrisation of self-
adjoint realisations can be achieved in terms of orthogonal projectors P on CE and
self-adjoint maps L on CE satisfying P⊥LP⊥ = L: Every self-adjoint realisation of the
Laplacian has a unique representation of the form
D(P, L) := {ψ ∈ H2(Γ); (P + L)ψ + P⊥ψ′ = 0} . (6)
The boundary conditions imposed on functions in D(P, L) via (6) do not necessarily
reflect the connectivity of the graph. This will only be the case if
P =
⊕
v∈V
Pv and L =
⊕
v∈V
Lv (7)
in such a way that Pv, Lv act on the space C
dv of boundary values related to the dv
edge ends adjacent to v. We call such boundary conditions local. The focus on local
boundary conditions becomes important in the Sections 7 and 8 where we derive the
first two leading contributions of the resolvent kernel and the heat kernel for two points
that are distinct on Γ but possess zero distance (ends of different edges connected in a
vertex).
Examples of local boundary conditions would be Kirchhoff (or standard) conditions.
Introducing coordinates such that v corresponds to x = 0 on every edge adjacent to v,
this means ψe(0) = ψe′(0) if e, e
′ are both adjacent to v, and∑
e∈E,
e∼v
ψ′e(0) = 0. (8)
Notice that a vertex v with degree dv = 2 and with Kirchhoff conditions (8) can be
removed since the functions and their derivatives are continuous across the vertex.
The same fact can be used to add vertices of degree two with Kirchhoff conditions
without changing the operator H . This allows us to make a few simplifying assumptions
without losing generality: We first exclude potentials on external edges. When e ∈ Eex
with non-vanishing Ve ∈ C∞0 (0,∞) we add a vertex v of degree dv = 2 on e outside of
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the support of Ve. Secondly, we remove tadpoles by introducing an additional vertex on
that edge. This procedure may change the underlying graph, but not the operator H .
The above conventions allow us to denote the boundary values of edge-potentials as
Ve(v) when e ∼ v. Furthermore, the outward derivative of Ve at v is denoted as V ′(v)e,
i.e., either V ′(v)e = V
′
e (0) or V
′(v)e = −V ′e (le), depending on which edge end is adjacent
to v.
3. Eigenvalues and eigenfunctions
An eigenfunction of the Schrödinger operator H is a function ϕ = {ϕe}e∈E ∈ D(P, L)
such that there exists λ ∈ R with
Hϕ = λϕ. (9)
It is convenient to set λ = k2 with k ∈ C. Self-adjointness of H then implies that either
k ∈ R, when λ ≥ 0, or k = iκ with κ ∈ R, when λ < 0.
On an external edge e ∈ Eex, where Ve = 0, a fundamental system of solutions
is given by the functions eikx and e−ikx when k2 6= 0. The condition ϕ ∈ L2(Γ) then
implies for k ∈ R (i.e., λ > 0) that the eigenfunction φ has to vanish on external edges.
When λ < 0 only one of the functions is permitted, depending on the sign of Im k. We
here always choose
ϕe(x) = ce e
ikx, Im k > 0, ce ∈ C. (10)
On an internal edge e ∈ Eint the equation implied by (9) reads
− ϕ′′e + Veϕe − k2ϕe = 0, (11)
where k ∈ C such that k2 = λ. We shall need a certain type of fundamental solutions
on the internal edges. Below two more specific classes will be used in (29) and in
Lemma 5.1.
Definition 3.1. A pair {u+e (k; ·), u−e (k; ·)} of functions in C∞(Ie) is said to be a system
of admissible fundamental solutions on an internal edge e ∈ Eint, if the functions u±e (k; x)
are solutions of the equation (11), are analytic in k ∈ Sδ, where
Sδ := {z ∈ C; 0 < |z| <∞, |arg(−z)| > δ} , (12)
for some (small) δ > 0 and satisfy the condition
u+e (k; x) = u
−
e (k¯; x), (13)
for all k ∈ Sδ. We also fix the normalisation u+e (k; 0) = 1 = u−e (k; 0).
Remark 3.2. Set
u+e (k; x) = re(k; x) e
iφe(k;x), (14)
with smooth, real-valued functions re(k; ·) and φe(k; ·), such that re(k; ·) is non-negative.
Then
u−e (k; x) = re(k; x) e
−iφe(k;x). (15)
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If k is real, the Wronskian of this fundamental system takes the form
We(k) = u
+
e
′
(k; x)u−e (k; x)− u+e (k; x)u−e ′(k; x) = 2iφe′(k; x) re(k; x)2. (16)
This relation, in particular, implies that u±e (k; x) 6= 0 and u±e ′(k; x) 6= 0 for all k ∈ R
and all x ∈ Ie. As the functions u±e (k; ·) are analytic in k ∈ Sδ, this also implies that
they, and their derivatives, are non-zero for all x ∈ Ie with k in a neighbourhood of the
positive half-line.
Note that these conditions do not uniquely determine a system of admissible
fundamental solutions. Examples of admissible fundamental solutions can be found
in [Fed93] as well as in [PT87]. In the former case the functions possess asymptotic
expansions in k, a fact that we shall use below.
In order to characterise eigenvalues and eigenfunctions (9) of H we follow the
method devised in [KS06]. For this we need to introduce the following matrices, using
any (fixed) system of admissible fundamental solutions.
X(k; l) :=

 1 0 00 1 1
0 u+(k; l) u−(k; l)

 ,
Y (k; l) :=

 ik1 0 00 u′+(k; 0) u′−(k; 0)
0 −u′+(k; l) −u′−(k; l)

 ,
(17)
where u±(k;x) are diagonal Eint × Eint matrices with diagonal entries u±e (k; xe). We
then define
Z(k;P, L, l) := (P + L)X(k; l) + P⊥Y (k; l), (18)
which can be used to set up a characteristic equation.
Lemma 3.3. Let k2 6= 0 be an eigenvalue of the Schrödinger operator H. Then one can
choose k ∈ Sδ, and for this choice
detZ(k;P, L, l) = 0. (19)
Furthermore, the pure point spectrum σpp(H) of H consists of eigenvalues of finite
multiplicities, bounded by E, and has no finite accumulation point.
Proof. The proof follows [KS06]. For every k ∈ Sδ and every e ∈ Eint the functions
u+e (k; ·) and u−e (k; ·) that are used to define Z form a complete system of solutions for
(11). Moreover, one can choose δ such that every eigenvalue k2 6= 0 has a root k ∈ Sδ,
and either k ∈ R or k is of the form k = iκ, κ > 0. Together with (10) this implies that
an eigenfunction (9) can be represented as
ϕe(x) =
{
γee
ikx, e ∈ Eex,
αeu
+
e (k; x) + βeu
−
e (k; x), e ∈ Eint,
(20)
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where αe, βe, γe are complex coefficients. The boundary condition implied by (6) can be
rearranged to yield
Z(k;P, L, l)

 γα
β

 = 0, (21)
where α,β,γ are vectors with entries αe, βe, γe, respectively. Hence, every eigenvalue
k2 of H leads to a zero of detZ(k;P, L, l).
Conversely, every zero of detZ(k;P, L, l) is associated with a non-trivial solution
vector α,β,γ, from which a function (20) can be constructed that is in C∞(Γ) and
satisfies the vertex conditions. If k = iκ, κ > 0, this function is in L2(Γ) and thus is
an eigenfunction of H , corresponding to the eigenvalue k2 < 0. When k2 > 0, however,
the function (20) is in L2(Γ), iff γ = 0. Thus the multiplicities of the eigenvalues are
bounded by E.
Due to the assumptions made in Definition 3.1 the matrix entries of Z(k;P, L, l) are
analytic in k ∈ Sδ, hence the same holds for detZ(k). Since detZ(k) is not identically
zero, its zeros in Sδ form a countable set and do not have an accumulation point in
Sδ. Hence the set of non-zero eigenvalues is countable and has no finite, non-zero
accumulation point.
We denote the countable subset of k ∈ Sδ for which Z(k;P, L, l) is not invertible as
ΣZ := {k ∈ Sδ; detZ(k;P, L, l) = 0}. (22)
Using this notation, Lemma 3.3 states that σpp(H) ⊆ {k2 ∈ R; k ∈ ΣZ} ∪ {0}.
In the case of the Laplacian one often uses an alternative characteristic equation for
its eigenvalues involving an S-matrix, see [KS99b, KS06]. For a Schrödinger operator
we now define an analogous quantity,
S(k;P, L) := −
(
P + L+ P⊥D
(
k
))−1 (
P + L+ P⊥D(k)
)
, (23)
for k ∈ Sδ, where
D(k) := R2(k; l)R1(k; l)
−1, (24)
with
R1(k; l) :=

 1 0 00 1 0
0 0 u+(k; l)

 ,
R2(k; l) :=

 −ik1 0 00 u′−(k; 0) 0
0 0 −u′+(k; l)

 .
(25)
When the boundary conditions are local in the sense of (7) the S-matrix decomposes
as
S(k;P, L) =
⊕
v∈V
Sv(k;P, L). (26)
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We also set
T (k; l) :=

 0 0 00 0 u−(k; l)−1
0 u+(k; l) 0

 . (27)
We can now rewrite the expression (18) as follows
Z(k;P, L, l)
= (P + L) (1+ T (k; l))R1(k; l)
+ P⊥
(
R2(k; l)R1(k; l)
−1
+R2(k; l)R1(k; l)
−1T (k; l)
)
R1(k; l)
=
(
P + L+ P⊥D(k) +
(
P + L+ P⊥D(k)
)
T (k; l)
)
R1(k; l)
=
(
P + L+ P⊥D(k)
)
(1−S(k;P, L)T (k; l))R1(k; l),
(28)
where we used (13).
We remark that in contrast to the case of the Laplacian covered in [KS06], neither
of the matrices (23) and (27) are, in general, unitary when k ∈ R. However, choosing a
particular system of admissible fundamental solutions u±e (k; ·) we can construct a matrix
U(k) that is unitary for k ∈ R such that the positive eigenvalues of H correspond to
the zeros of det(1 − U(k)). For this purpose we choose fundamental solutions on the
internal edges that satisfy
u+e
′
(k; 0) = ik, u−e
′
(k; 0) = −ik, (29)
and hence We(k) = 2ik. Such a pair of fundamental solutions can be easily generated
from the one in [PT87] through a linear combination. Using these fundamental solutions
we define
U(k) := R(k)−1S(k;P, L)T (k; l)R(k), (30)
with
R(k) :=

 1 0 00 1 0
0 0 r(k; l)

 . (31)
Here r(k; l) is an invertible, diagonal matrix with entries re(k; le) 6= 0 on the diagonal,
see Remark 3.2.
Lemma 3.4. The matrix U(k) is unitary for k ∈ R.
Proof. Let k ∈ R, then
R(k)−1T (k; l)R(k) =

 0 0 00 0 eiφ(k;l)
0 eiφ(k;l) 0

 (32)
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is unitary. Here eiφ(k;l) is a diagonal matrix with diagonal entries eiφe(k;l), see Remark 3.2.
Furthermore, it follows from (23) that
R(k)−1S(k;P, L)R(k) = −
(
(P + L)R(k) + P⊥D(k)R(k)
)−1
(
(P + L)R(k) + P⊥D(k)R(k)
)
.
(33)
Moreover,
D(k) =

 −ik 0 00 −ik 0
0 0 −r′(k; l)r(k; l)−1 − ikr(k; l)−2

 , (34)
where we used the expression for the Wronskian in Remark 3.2 and the fact that
We(k) = 2ik = 2iφe
′(k; x) re(k; x)
2 for the particular system of fundamental solutions
we have chosen. This means that R(k)2 ImD(k) = −ik1. With
K1 := (P + L)R(k) + P
⊥D(k)R(k),
K2 := (P + L)R(k) + P
⊥D(k)R(k),
(35)
the fact that P + L and P⊥ are self-adjoint, and k ∈ R, the right-hand side of (33) is
−K−11 K2. This is unitary, if and only if K1K∗1 = K2K∗2 . A straight-forward calculation
confirms that this is indeed the case.
We are now in a position to characterise the positive eigenvalues of H .
Proposition 3.5. Let k > 0. Then the following statements are equivalent:
(i) detZ(k;P, L, l) = 0,
(ii) det(1− U(k)) = 0,
(iii) k2 is an eigenvalue of H.
Proof. From Lemma 3.3 we know that (iii) implies (i). We now first show the equivalence
of (i) and (ii), using that (28) implies
Z(k;P, L, l)
=
(
(P + L)R(k) + P⊥D(k)R(k)
)
(1− U(k)))R(k)−1R1(k; l).
(36)
Thus we need to show that the determinants of (P + L)R(k) + P⊥D(k)R(k) and
of R(k)−1R1(k; l) do not vanish when k > 0. For the second expression we simply
note that both R(k) and R1(k; l) are invertible for real k. Next, assume that
det((P + L)R(k) + P⊥D(k)R(k)) = 0. Then there exists a ∈ CE \ {0} such that
(P + L+ P⊥D(k))a = 0 or, equivalently, Pa = 0 and (L+ P⊥D(k)P⊥)a = 0. Hence,〈
a,
(
L+ P⊥D(k)P⊥
)
a
〉
CE
= 〈a, (L+D(k))a〉
CE
= 0, (37)
which is equivalent to
〈a, La〉
CE
= −〈a,Re(D(k))a〉
CE
− i 〈a, Im(D(k))a〉
CE
. (38)
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Since L is self-adjoint, the left-hand side is real, whereas (34) implies that the
right-hand side has a non-vanishing imaginary part when k ∈ R. This proves
det
(
(P + L)R(k) + P⊥D(k)R(k)
)
6= 0 for k > 0.
Finally, we have to show that (i) implies (iii). For this assume that k > 0 is a
zero of detZ(k). Any solution vector (γ,α,β)T from (21) can be used to construct a
function (20). This is an eigenfunction, iff γ = 0. By (36), the corresponding solution
v = (c,a, b)T of (1− U(k))v = 0 is of the form
v =

 ca
b

 = R(k)−1R1(k; l)

 γα
β

 , (39)
such that γ = 0, iff c = 0.
Due to Lemma 3.4 the proof of Theorem 3.1 in [KS99a] can be applied to the
current case, leading to c = 0. Hence there exists an eigenfunction corresponding to
the eigenvalue k2.
Altogether, the spectrum of H has the following structure.
Proposition 3.6. The spectrum of H is bounded from below and we have
σ(H) =
{
σpp(H), Eex = ∅,
σess(H) ∪ σpp(H), otherwise,
(40)
where σess(H) = [0,∞) is the essential spectrum and σpp(H) is the pure point spectrum
of H, respectively. The eigenvalues in σpp(H) have finite multiplicities that are bounded
by E.
Proof. Since the multiplication operator V is bounded in L2(Γ) and −∆ is bounded from
below, the semi-boundedness from below of the spectrum of H follows immediately.
If Eex = ∅ the operator H has compact resolvent and hence the spectrum is pure
point and the eigenvalues have finite multiplicities.
From now on we consider Eex 6= ∅. The fact that then σess(H) = [0,∞) follows
from noticing that V is bounded and vanishes at infinity and, therefore, is relatively
compact with respect to −∆. This is shown in complete analogy to [Wei03, Satz 17.2].
Hence σess(H) = σess(−∆), and the latter is well known to be [0,∞).
The point spectrum is already characterised in Lemma 3.3 and in Proposition 3.5.
In order to characterise the spectrum of H fully the only remaining task is to prove
the absence of a singularly continuous spectrum. This will follow from an analysis of
the resolvent and will be given in the next section.
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4. Resolvents
Our first goal is to identify the resolvent of H as an integral operator.
Definition 4.1 ([KS06]). An operator K : DK ⊂ L2(Γ)→ L2(Γ) is an integral operator,
if for all e, e′ ∈ E there exist functions Kee′(·, ·) : Ie × Ie′ → C such that
(i) Kee′(x, ·)ψe′(·) ∈ L1(Ie′) for almost all x ∈ Ie and all ψ = {ψe}e∈E ∈ DK ,
(ii) φ = Kψ with ψ ∈ DK and
φe(x) =
∑
e′∈E
∫ le′
0
Kee′(x, y)ψe′(y) dy. (41)
As a shorthand, we sometimes also denote the integral kernel of an integral operator
K as K(x,y) = {Kee′(xe, ye′)}e,e′∈E and its action (41) as
φ(x) =
∫
Γ
K(x,y)ψ(y) dy. (42)
We now show that the resolvent
RH(k
2) =
(
H − k2)−1 (43)
of the Schrödinger operator H is an integral operator. Here we follow [KS06] closely,
where the same was proven for the resolvent of the Laplacian.
We require some definitions, the first one being the ‘free’ resolvent kernel
r
(0)
ee′ (k; x, y) :=
δee′
We(k)


eik|x−y|, e ∈ Eex,
u+e (k; x)u
−
e (k; y), x ≥ y, e ∈ Eint,
u−e (k; x)u
+
e (k; y), x ≤ y, e ∈ Eint,
(44)
where We is the Wronskian (16) when e ∈ Eint and We(k) = 2ik when e ∈ Eex. We also
need the matrix
Φ(k;x) :=
(
eikx 0 0
0 u+(k;x) u−(k;x)
)
, (45)
where eikx is a diagonal matrix with diagonal entries eikxe, as well as the diagonal matrix
W (k) :=

 W ex(k) 0 00 W int(k) 0
0 0 W int(k)

 , (46)
where W ex/int(k) are diagonal matrices with the Wronskians We(k), e ∈ Eex/int, on the
diagonal.
Theorem 4.2. Let k ∈ Sδ \ ΣZ . Then RH(k2) is an integral operator with integral
kernel
rH(k
2;x,y)
= r(0)(k;x,y) + Φ(k;x)R1(k, l)
−1
(1−S(k;P, L)T (k; l))−1
·S(k;P, L)R1(k; l)W−1(k)Φ(k;y)T .
(47)
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Proof. In order to prove that (47) is the resolvent kernel we first rewrite it as
rH
(
k2;x,y
)
= r(0) (k;x,y)− Φ(k;x)Z(k;P, L, l)−1
· ((P + L)R1(k; l) + P⊥R2(k; l))W−1(k)Φ(k;y)T , (48)
making use of the relation (28). We then have to show that for any k ∈ Sδ \ΣZ and for
every ψ ∈ L2(Γ) the function
φ(x) =
∫
Γ
rH(k
2;x,y)ψ(y) dy (49)
is in the domain of H and satisfies
(H − k2)φ = ψ. (50)
We now assume that k 6∈ ΣZ , so that Z(k) is invertible, and that k2 is not in the
spectrum σ(H) of H , hence RH(k
2) is a bounded operator. Also, the explicit form of
(48) ensures that the components φe of (49) are twice differentiable, hence one can apply
H − k2.
Suppose now that every component ψe is continuous on (0, le). Direct calculations
for e ∈ Eint as well as for e ∈ Eex yield(
− d
2
dx2
+ Ve(x)− k2
)∫ le
0
r(0)ee (k; x, y)ψe(y) dy = ψe(x). (51)
Moreover, the matrix entries of Φ(k;x) are eigenfunctions of H (as a formal differential
operator), so that (H − k2)Φ(k;x) = 0. This proves (50) for ψ in a dense subset of
L2(Γ). As the resolvent is bounded the result can be extended to L2(Γ).
In order to prove that (49) is in the domain of H we first observe that the explicit
form (25) of r
(0)
H as well as that of Φ (46) imply that φ ∈ H2(Γ). Hence it remains to
verify the vertex conditions.
We again assume that ψe ∈ C(0, le) and find, when e ∈ Eex and x is close to zero,
that ∫ le
0
r(0)ee (k; x, y)ψe(y) dy =
e−ikx
We(k)
∫ le
0
eikyψe(y) dy. (52)
When e ∈ Eint and x is close to zero, then∫ le
0
r(0)ee (k; x, y)ψe(y) dy =
u−e (k; x)
We(k)
∫ le
0
u+e (k; y)ψe(y) dy, (53)
and when x is close to le,∫ le
0
r(0)ee (k; x, y)ψe(y) dy =
u+e (k; x)
We(k)
∫ le
0
u−e (k; y)ψe(y) dy. (54)
With the abbreviation
G(k) := −Z(k;P, L, l)−1 ((P + L)R1(k; l) + P⊥R2(k; l)) (55)
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this finally yields
φ = R1(k; l)W
−1(k)
∫
Γ
Φ(k;y)Tψ(y) dy
+X(k; l)G(k)W−1(k)
∫
Γ
Φ(k;y)Tψ(y) dy,
φ′ = R2(k; l)W
−1(k)
∫
Γ
Φ(k;y)ψ(y) dy
+ Y (k; l)G(k)W−1(k)
∫
Γ
Φ(k;y)Tψ(y) dy.
(56)
Thus,
(P + L)φ+ P⊥φ′ =
(
(P + L)R1(k; l) + P
⊥R2(k; l)
)
·W−1(k)
∫
Γ
Φ(k;y)Tψ(y) dy
+ Z(k;P, L, l)G(k)W−1(k)
∫
Γ
Φ(k;y)Tψ(y) dy
= 0
(57)
This proves the claim for a dense subset of L2(Γ). Since the resolvent is bounded the
result extends to all of L2(Γ).
The right-hand side of (48) is analytic for k ∈ Sδ \ ΣZ with poles in ΣZ due to
the zeros of detZ(k). Hence, the representation (48) for the resolvent kernel can be
extended to k ∈ Sδ \ ΣZ .
The explicit form (47) of the resolvent kernel allows us to prove the absence of
a singular continuous spectrum in a way similar to the case of Laplacians on graphs
[Ong06].
Proposition 4.3. Let φ ∈ C∞0 (Γ). Then the function 〈φ, (RH(λ)− RH(λ)∗)φ〉 can
be extended from the upper half-plane Imλ > 0 through R+ into the lower half-plane,
except for a discrete subset of R+. In particular, the singular continuous spectrum of H
is empty. Hence, σ(H) = σac(H) ∪ σpp(H).
Proof. We choose φ ∈ C∞0 (Γ) and consider
〈φ, ImRH (λ+ iε)φ〉 , λ > 0, ε→ 0+, (58)
where
ImRH(λ) :=
1
2i
(RH(λ)−RH(λ)∗) , λ ∈ C \ σ(H). (59)
Representing λ+iε = k2, the limit required in (58) can be achieved by keeping Rek > 0
fixed and taking Im k → 0+. We remark that RH(k2)∗ is an integral operator whose
kernel is the complex conjugate of (47).
We now fix two consecutive zeros 0 < kn < kn+1 of detZ(k) (corresponding
to consecutive eigenvalues 0 < k2n < k
2
n+1 of H) and choose 0 < a < b such that
(a, b) ⊂ (kn, kn+1). The contribution to (58) involving the matrix-valued integral kernel
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r(0) (k2; ·, ·) in (47) is uniformly bounded in λ taken from a suitable neighbourhood of
(a2, b2).
Now choosing the representation (48) for the resolvent kernel one obtains that all
contributions safe of r(0) (k2; ·, ·) depend on k ∈ Sδ through the fundamental solutions
u±e , or e
ikx. Hence, their contribution to (58) is analytic in k except for poles at k ∈ ΣZ
and at k = 0. Since ΣZ is discrete with no finite accumulation point, and all positive
k ∈ ΣZ lead to eigenvalues k2 of H , the contribution in question is also uniformly
bounded in λ taken from a suitable neighbourhood of (a2, b2).
Altogether this confirms that there exists a constant Cφ ≥ 0 such that
lim inf
ε→0+
sup
λ∈(a,b)
〈φ, ImRH (λ+ iε)φ〉L2(Γ) ≤ Cφ. (60)
Hence [CFKS87, Proposition 4.1] applies, implying that H has (at most) purely
absolutely continuous spectrum in (a, b). Since (a, b) ⊂ (kn, kn+1) can be chosen
arbitrarily we conclude that the singularly continuous spectrum of H is empty.
In Proposition 3.6 it was shown that H has a purely discrete spectrum if and only if
the graph is compact. Hence, for non-compact graphs the heat-semigroup e−Ht, t > 0, is
not trace class and, therefore, no heat-trace asymptotics exists. In that case we subtract
a ‘free’ contribution in such a way that the difference is a trace-class operator. As
e−Ht =
i
2pi
∫
γ
e−λtRH(λ) dλ, (61)
where γ is a contour encircling the spectrum of H with positive orientation, the relevant
difference can be achieved by subtracting a ‘free’ resolvent from RH in (61). This
procedure follows [Yaf92, KPS07, DP11].
The ‘free’ comparison operator is constructed using a graph Γex by removing all
internal edges from Γ and linking all external edges of Γ in a single vertex. Thus Γex is
an infinite star graph with Eex edges. The associated Hilbert space is then
L2(Γex) =
⊕
e∈Eex
L2(0,∞), (62)
which is embedded in L2(Γ) in an obvious way, using the embedding operator Jex :
L2 (Γex)→ L2(Γ),
Jex(ψ)e :=
{
ψe, e ∈ Eex,
0, e ∈ Eint.
(63)
On Γex the two comparison operators are the Dirichlet-Laplacian, −∆D, and the
Neumann-Laplacian, −∆N . Their domains (in L2(Γex)) are given in analogy to (6)
and (5), with PD = 1Eex, LD = 0 and PN = 0, LN = 0, respectively.
Both operators, −∆D/N , are non-negative and self-adjoint. Their resolvents,
RD/N (k
2) :=
(−∆D/N − k2)−1, and heat-semigroups, exp(t∆D/N ), t > 0, are operators
acting on L2 (Γex). They can be compared to the resolvent, respectively to the heat-
semigroup, of H in terms of the operators JexRD/N (k
2)J∗ex and Jex exp(t∆D/N )J
∗
ex acting
on L2(Γ). By construction, RD/N is the direct sum of the resolvents of Dirichlet-,
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respectively Neumann-, Laplacians on a half-line. Hence, they are integral operators
with well-known integral kernels from which one immediately obtains the integral kernels
for JexRD/N (k
2) J∗ex, as
rD/N,ee′
(
k2; x, y
)
= δee′
i
2k
{
eik|x−y| ± eik(x+y), e ∈ Eex
0, e ∈ Eint
, (64)
when Im k > 0 (see also [KPS07]).
Proposition 4.4. The difference of resolvents, RH (k
2) − JexRD/N (k2)J∗ex, is a trace-
class operator and is self-adjoint for k ∈ iR+ ∪R0. It is an integral operator with kernel
rH
(
k2;x,y
)− rD/N (k2;x,y)
= r(0)
(
k2;x,y
)− rD/N (k2;x,y)
+ Φ(k;x)R1(k, l)
−1
(1−S(k;P, L)T (k; l))−1
·S(k;P, L)R1(k; l)W−1(k)Φ(k;y)T .
(65)
The trace of RH (k
2)− JexRD/N (k2) J∗ex can be expressed as∫
Γ
[
rH
(
k2;x,x
)− rD/N (k2;x,x)] dx
=
∑
e∈E
∫ le
0
[
rH,ee
(
k2; x, x
)− rD/N,ee (k2; x, x)] dx. (66)
Proof. Self-adjointness is clear since by assumption k2 ∈ R and the operators H and
−∆D/N are self-adjoint.
In order to prove the trace-class property we introduce the auxiliary graph Γint,
obtained by removing the external edges from Γ. Hence, Γint is a compact graph with
edge set Eint. We then define the Hilbert space L2(Γint) and the embedding operator
Jint : L
2 (Γint) → L2 (Γ) in analogy to (62) and (63), respectively, interchanging Eex
with Eint. We also require the auxiliary operators HD/N and Hint,D/N , both acting
as the Schrödinger operator H . The domain of HD/N consists of functions in H
2(Γ)
with Dirichlet/Neumann conditions in the vertices and, analogously, the domain of
Hint,D/N comprises of functions in H
2(Γint) with Dirichlet/Neumann conditions. Since
HD/N is a finite rank perturbation of H we infer that RH (k
2) − RHD/N (k2) is trace
class. Moreover, Hint,D/N acts on a compact graph and can be bounded from above
and below (in the sense of quadratic forms) by −∆int,D/N + Vmin /max, where Vmin /max
is the minimal/maximal value taken by the potential V on the compact graph Γint.
The operators −∆int,D/N + Vmin /max have compact resolvents (see [Kuc04]) and their
eigenvalue asymptotics follow a Weyl law (in one dimension). Hence their resolvents
are trace class. This implies that JintRHint,D/N (k
2)J∗int is also trace class. Moreover, by
construction RHD/N (k
2)−JexRD/N (k2)J∗ex = JintRHint,D/N (k2) J∗int. Hence, the difference
of resolvents,
RH
(
k2
)− JexRD/N (k2) J∗ex = [RH (k2)− RHD/N (k2)]
+
[
RHD/N
(
k2
)− JexRD/N (k2) J∗ex] , (67)
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is trace class.
By construction, and using Theorem 4.2, the kernel of the difference RH (k
2) −
JexRD/N (k
2) J∗ex is given by (65), where
r
(0)
ee′
(
k2; x, y
)− rD/N,ee′ (k2; x, y)
=
δee′
We(k)


∓eik(x+y), e ∈ Eex,
u+e (k; x)u
−
e (k; y), x ≥ y, e ∈ Eint,
u−e (k; x)u
+
e (k; y), x ≤ y, e ∈ Eint.
(68)
Since the functions u±e (k; x) are smooth on every compact interval Ie, e ∈ Eint, and
eik(x+y) is smooth and square integrable on R+ × R+ when Im k > 0, the relation (66)
follows from [KPS07, p. 15] and [GK69, p. 117].
5. Asymptotics of the S-matrix
In order to prove heat-kernel asymptotics for small t we employ the relation (61) and
first determine the behaviour of the resolvent kernel for large |k|. Following Theorem 4.2
this requires the asymptotics of the S-matrix.
For the purpose of asymptotic expansions we now choose a particular systems of
admissible fundamental solutions, see Definition 3.1.
Lemma 5.1 ([Fed93, HKT12]). On each internal edge e ∈ Eint and for each k ∈ Sδ the
equation
− u′′e + Veue − k2ue = 0 (69)
possesses two linearly independent solutions u±e such that, for fixed x ∈ (0, le), the
functions u±e (k; x) are analytic in k ∈ Sδ, and for fixed k they are smooth in x. Moreover,
for |k| → ∞, k ∈ Sδ, these solutions possess asymptotic expansions
u±e (k; x) ∼ exp
(
∞∑
l=−1
k−l
∫ x
0
βe,l,±(y) dy
)
, (70)
that are uniform in x ∈ (0, le). The derivatives u±e ′ (with respect to x) possess asymptotic
expansions in the same domain that are given as the derivatives of the right-hand side
of (70).
The coefficient functions βe,l,±(x) are determined by the recursion relations
βe,l+1,±(x) = ± i
2
(
β ′e,l,±(x) +
l∑
j=0
βe,j,±(x)βe,l−j,±(x)
)
(71)
with βe,−1,±(x) = ±i, βe,0,±(x) = 0 and βe,1,±(x) = ∓ i2Ve(x).
Proof. The existence of the fundamental solutions possessing the asymptotic behaviour
(70) is proven in [Fed93, p. 37,38]. The recursion relations (71) for the coefficients are
deduced in [HKT12, p. 12].
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Remark 5.2. We note that the leading asymptotic behaviour implied by (71) is
u±e (k; x) = e
±ikx+O(k−1). (72)
Similarly [Fed93],
(u±e )
′(k; x) =
(±ik +O(k−1))u±e (k; x). (73)
Hence, asymptotically for large wave numbers, the solutions u±e are left- and right-
moving, complex, plane waves.
The recursion relations (71) imply for the next coefficients that
βe,2,±(x) =
1
4
V ′e (x)
βe,3,±(x) = ± i
8
V ′′e (x)∓
i
8
Ve(x)
2
βe,4,±(x) = − 1
16
V (3)e (x) +
1
4
V ′e(x)Ve(x).
(74)
Using a simple induction on l we also observe that
βe,l,+(x) = (−1)lβe,l,−(x) (75)
and
βe,l,±(x) ∈
{
R, l even
iR, l odd.
(76)
We note that the condition u±e (k; x) = u
∓
e (k; x) required by Definition 3.1 is consistent
with equation (75).
If one adds further restrictions such as (29), an asymptotic expansion as in
Lemma 5.1 need not hold.
The goal of this section is to prove an asymptotic expansion for the S-matrix (23)
for large |k|. We first notice that by setting V ≡ 0 the S-matrix (23) becomes the
well-known expression
S−∆(k;P, L) = −
(
P + L+ ikP⊥
)−1 (
P + L− ikP⊥) (77)
for the Laplacian (see [KS06]).
Definition 5.3. Let
βj :=

 0 0 00 βe,j,−(0) 0
0 0 −βe,j,+ (l)

 . (78)
We then set
Λm :=
∑
j,n∈N0,
n+j=m
(iL)nP⊥βj+1. (79)
Let m = (m1, . . . , mn) ∈ N0n be a multi-index. Let
Λn,r :=
∑
|m|=r
n∏
j=1
Λmj , (80)
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where |m| :=
n∑
j=1
mi is the length of the multi-index. Finally set
Ωj :=
∑
n≥1, r≥0,
r+2n=j
inΛn,r (81)
with the convention that Ω0 = 1.
Our main result in this section is the following.
Theorem 5.4. The S-matrix for a Schrödinger operator admits the asymptotic
expansion
S (k;P, L) ∼ S∞ +
∞∑
m=1
k−mSm, |k| → ∞, k ∈ Sδ, (82)
where the matrix S∞ is defined as the large-k limit of the S-matrix of the Laplacian
and is given by
S∞ := 1− 2P = lim
|k|→∞
S(k, P, L) = lim
|k|→∞
S−∆(k, P, L). (83)
The perturbative terms are given by
Sm := ΩmS∞ + 2
∑
l≥0, n≥1,
l+n=m
Ωl(iL)
n + i
∑
r,n,l∈N0,
r+n+l=m−2
Ωl(iL)
rP⊥βn+1. (84)
In order to prove Theorem 5.4 we need some auxiliary results. We compute the
asymptotics of the S-matrix by comparing it to the case of the Laplacian with the help
of the following lemma.
Lemma 5.5. The S-matrix for the operator H can be written as a perturbation of the
S-matrix of the Laplacian by
S(k;P, L) = Ω(k)S−∆(k;P, L)
− Ω(k) (P + L+ ikP⊥)−1 P⊥ (D(k) + ik) , (85)
where the matrix-valued function Ω(k) is given by
Ω(k) :=
(
1+
(
P + L+ ikP⊥
)−1
P⊥
(
D
(
k
)− ik))−1 . (86)
Proof. A direct calculation using the definitions (23) and (77) shows that
Ω(k)S−∆(k;P, L)− Ω(k)
(
P + L+ ikP⊥
)−1
P⊥ (D(k) + ik)
= −Ω(k) (P + L+ ikP⊥)−1 ((P + L− ikP⊥)+ P⊥ (D(k) + ik))
−
((
P + L+ ikP⊥
)
+ P⊥
(
D
(
k
)− ik))−1 (P + L+ P⊥D(k))
= S(k;P, L).
(87)
From Remark 5.2 one concludes that D
(
k
) → ik when |k| → ∞ in Sδ, and thus
Ω(k) → 1 as well as S(k;P, L) ∼ S−∆(k;P, L), cf. (83). In order to arrive at an
asymptotic expansion of the S-matrix more is needed.
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Lemma 5.6. The function Ω(k) possesses an asymptotic expansion
Ω(k) ∼
∞∑
l=0
k−lΩl, (88)
for |k| → ∞, k ∈ Sδ.
Proof. We have
D(k) ∼ −ik +
∞∑
l=1
k−lβl, |k| → ∞ (89)
from the definition of D(k) in equation (24) and of βl in equation (78). This implies(
D
(
k
)− ik) = O(k−1), so that we can expand Ω(k) in a power series,
Ω(k) =
∞∑
n=0
(−1)n
((
P + L+ ikP⊥
)−1
P⊥
(
D
(
k
)− ik))n . (90)
With (
P + L+ ikP⊥
)−1
= P + (ik)−1P⊥
(
1+ (ik)−1L
)−1
P⊥
= P − ik−1
∞∑
r=0
k−rP⊥(iL)rP⊥.
(91)
Each term in (90) can be expanded as |k| → ∞ (see [BH75]),
(−1)n
((
P + L+ ikP⊥
)−1
P⊥
(
D
(
k
)− ik))n
∼ ink−2n
(
∞∑
l,r=0
k−(l+r)(iL)rP⊥βl+1
)n
= ink−2n
(
∞∑
m=0
k−mΛm
)n
= in
∞∑
j=0
k−j−2nΛn,j.
(92)
Hence, as |k| → ∞,
∞∑
n=0
(−1)n
((
P + L+ ikP⊥
)−1
P⊥
(
D
(
k
)− ik))n
∼ 1+
∞∑
n=1,
j=0
ink−j−2nΛn,j =
∞∑
l=0
k−lΩl.
(93)
Proof of Theorem 5.4. We finally have all the necessary input to prove Theorem 5.4.
We use Lemma 5.5 and for S−∆(k;P, L) we employ a result from [BE09],
S−∆(k;P, L) ∼ S∞ + 2
∞∑
n=1
k−n(iL)n, |k| → ∞. (94)
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For the first term on the right-hand side of (85) we obtain
Ω(k)S(k;P, L) ∼
∞∑
l=0
k−lΩlS∞ +
∞∑
n=1,
l=0
k−(n+l)Ωl2(iL)
n, (95)
as |k| → ∞. Moreover, by Lemma 5.6 and equation (91) the second term in (85) gives,
Ω(k)
(
P + L+ ikP⊥
)−1
P⊥ (D(k) + ik)
∼ −ik−2
(
∞∑
l=0
k−lΩl
)(
∞∑
r=0
k−r(iL)r
)
P⊥
(
∞∑
n=0
k−nβn+1
)
= −ik−2
∞∑
l,r,n=0
k−l−r−nΩl(iL)
rP⊥βn+1, |k| → ∞,
(96)
Collecting all the terms finally yields Theorem 5.4.
Corollary 5.7. The first terms of the asymptotic expansion (82) read
S (k;P, L)
= S∞ + 2k
−1iL+ 2k−2
(
iP⊥β1P − L2
)
+ 2k−3
(
P⊥β1L− Lβ1P + iP⊥β2P⊥ − iL3
)
+O
(
k−4
)
,
(97)
as |k| → ∞.
Proof. The claim follows by Theorem 5.4 and Definition 5.3. Using (84) we find
Ω2 = iΛ1,0 = iP
⊥β1
Ω3 = iΛ1,1 = i(iL)P
⊥β1 + iP
⊥β2.
(98)
Then, using S∞ = 1 − 2P and that β1 is a purely imaginary-valued matrix as well as
that β2 is a real-valued matrix we get
S1 = 2iL
S2 = Ω2S∞ + 2(iL)
2 + iP⊥β1
= iP⊥β1 − 2iP⊥β1P − 2L2 + iP⊥β1
S3 = Ω3S∞ + 2(iL)
3 + Ω22(iL) + i(iL)P
⊥β1 + iP
⊥β2
= −LP⊥β1 + 2LP⊥β1P + iP⊥β2 − 2iP⊥β2P
− 2iL3 − 2P⊥β1L− LP⊥β1 + iP⊥β2.
(99)
We will also need the asymptotic behaviour of S(k;P, L)T (k; l).
Corollary 5.8. For |k| → ∞ with k ∈ Sδ,
S(k;P, L)T (k; l) = S∞T∞(k) + O
(
k−1
)
, (100)
where
T∞(k; l) :=

 0 0 00 0 eikl
0 eikl 0

 . (101)
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Proof. The statement follows immediately from Theorem 5.4 together with (72) and the
definition (27) of T (k).
6. Asymptotics of the Wronskian and related terms
The representation (47) of the resolvent kernel requires the knowledge of some further
quantities, among them the Wronskians (16) associated with internal edges e ∈ Eint. To
compute the asymptotics of the inverse of the Wronskian we need a similar definition
to Definition 5.3.
Definition 6.1. (i) Let n ∈ N and let m ∈ Nn0 be a multi-index. Then we set
βme (x) := i
n
n∏
j=1
βe,2mj+1,+(x). (102)
(ii) We also define the coefficients
we,l(x) :=


l∑
n=1
∑
|m|=l−n
βme (x), l ∈ N,
1, l = 0.
(103)
Lemma 6.2. The Wronskian associated with an internal edge has the following
asymptotic expansion,
We(k) ∼ −2u+e (k; x)u−e (k; x)
∞∑
l=−1
k−(2l+1)βe,2l+1,+(x), (104)
when |k| → ∞ with k ∈ Sδ.
Proof. We have
We(k) = u
+
e (k; x)u
−
e
′
(k; x)− u−e (k; x)u+e ′(k; x)
∼ u+e (k; x)
(
∞∑
l=−1
k−lβe,l,−(x)
)
u−e (k; x)
− u−e (k; x)
(
∞∑
l=−1
k−lβe,l,+(x)
)
u+e (k; x)
= u+e (k; x)u
−
e (k; x)
∞∑
l=−1
k−l (βe,l,−(x)− βe,l,+(x))
= −2u+e (k; x)u−e (k; x)
∞∑
l=−1
k−(2l+1)βe,2l+1,+(x)
, (105)
where we used the symmetry relations of the coefficients given in (75) and (76).
This result is useful to obtain another asymptotic expansion needed in the resolvent.
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Lemma 6.3. As |k| → ∞ with k ∈ Sδ the following asymptotic expansion holds,
1
We(k)
u+e (k; x)u
−
e (k; x) ∼ −
1
2ik
∞∑
l=0
k−2lwe,l(x), (106)
where we,l is defined in (103).
Proof. This follows from a direct application of Lemma 6.2.
1
We(k)
u+e (k; x)u
−
e (k; x)
∼ −
(
∞∑
l=−1
2k−(2l+1)βe,2l+1,+(x)
)−1
= − (2ik)−1
(
1−
(
∞∑
l=0
ik−2l−2βe,2l+1,+(x)
))−1
= − (2ik)−1
∞∑
n=0
(
∞∑
l=0
ik−2l−2βe,2l+1,+(x)
)n
= − (2ik)−1
∞∑
l=0
k−2lwe,l(x).
(107)
The leading terms of this expansion can be worked out explicitly. Using
we,1(x) = β
0
e (x) = iβe,1,+(x) =
1
2
Ve(x) (108)
and
we,2(x) = β
1
e (x) + β
(0,0)
e (x) = iβe,3,+(x)− βe,1,+(x)2
= −1
8
V ′′e (x) +
3
8
V 2e (x),
(109)
we find that
1
We(k)
u+e (k; x)u
−
e (k; x)
∼ − 1
2i
k−1 − Ve(x)
4i
k−3 +
V ′′e (x)− 3V 2e (x)
16i
k−5 +O
(
k−7
)
.
(110)
We also need the asymptotics of the following two expressions in the upper half-plane.
For that purpose we introduce the sector
S+δ :=
{
z ∈ C; 0 < |z| <∞,
∣∣∣arg(z)− pi
2
∣∣∣ < pi
2
− δ
}
⊂ Sδ (111)
for δ > 0 (supposed to be small). In particular, k ∈ S+δ implies Im k > 0.
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Lemma 6.4. Let e ∈ Eint and let k be confined to the sector S+δ . Then the two
expressions below possess a complete asymptotic expansion as |k| → ∞, whose leading
terms are
1
We(k)
∫ le
0
u+e (k; x)
2 dx
= − 1
4k2
− 1
4k4
Ve(0) +
1
8ik5
Ve(0) + O
(
k−6
)
,
(112)
and
1
We(k)
u+e (k; le)
u−e (k; le)
∫ le
0
u−e (k; x)
2 dx
= − 1
4k2
− 1
4k4
Ve(le)− 1
8ik5
V ′e(le) + O(k
−6).
(113)
Proof. In view of the asymptotic behaviour (72) of the fundamental system we set
u±e (k; x) = e
±ikx v±e (k; x) (114)
and notice that for fixed x the functions v±e (k; x) are bounded in k, and their derivatives
are of the order O(k−1).
Integrating by parts (N + 1)-times and using that Im k > 0 when k ∈ S+δ we find
for (112) that ∫ le
0
e2ikxv+e (k; x)
2 dx
=
N∑
n=0
1
(−2ik)n+1
dn
dxn
(
v+e (k; x)
2
)∣∣
x=0
+O
(
k−N−2
)
.
(115)
From Lemma 5.1 we find that
v+e (k; 0)
2 = 1
d
dx
(
v+e (k; x)
2
)∣∣
x=0
= 2k−1βe,1,+(0) + 2k
−2βe,2,+(0) + O
(
k−3
)
d2
dx2
(
v+e (k; x)
2
)∣∣
x=0
= 2k−1β ′e,1,+(0) + O
(
k−2
)
d3
dx3
(
v+e (k; x)
2
)∣∣
x=0
= O
(
k−1
)
,
(116)
and using this in (115) gives∫ le
0
u+e (k; x)
2 dx
= − 1
2ik
− βe,1,+(0)
2k3
− 1
k4
(
βe,2,+(0)
2
+
iβ ′e,1,+(0)
4
)
+O
(
k−5
)
.
(117)
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An expansion for 1/We(k) follows from Lemma 6.3 and (110) evaluated at x = 0.
Altogether this yields
1
We(k)
∫ le
0
u+e (k; x)
2 dx
=
(
− 1
2ik
− Ve(0)
4ik3
+O
(
k−5
))(− 1
2ik
− Ve(0)
4ik3
− V
′
e (0)
4k4
+O
(
k−5
))
= − 1
4k2
− Ve(0)
4k4
+
V ′e (0)
8ik5
+O
(
k−6
)
.
(118)
For (113) we use Lemma 6.2 evaluated at x = l, and then integrate by parts (N+1)-times
as in (115),
1
We(k)
u+e (k; le)
u−e (k; le)
∫ le
0
u−e (k; x)
2 dx
∼ 1
−2
∞∑
l=−1
k−(2l+1)βe,2l+1,+(le)
∫ le
0
e−2ik(x−le)
v−e (k; x)
2
v−e (k; le)
2 dx
∼ 1
2ik
(
∞∑
l=0
k−2lwe,l(le)
)
·
(
N∑
n=0
1
(2ik)n+1
dn
dxn
(
v−e (k; x)
2
)∣∣
x=0
+O
(
k−N−2
))
(119)
The prefactor was computed as in (107). We still need
v−e (k; 0) = 1
d
dx
(
v−e (k; x)
2
)∣∣
x=0
= 2k−1βe,1,−(le) + 2k
−2βe,2,−(le) + O(k
−3)
d2
dx2
(
v−e (k; x)
2
)∣∣
x=0
= 2k−1β ′e,1,−(le) + O(k
−2)
d3
dx3
(
v−e (k; x)
2
)∣∣
x=0
= O(k−1),
(120)
giving
N∑
n=0
1
(2ik)n+1
dn
dxn
(
v−e (k; x)
2
)∣∣
x=0
+O
(
k−N−2
)
=
1
2ik
− 1
2k3
βe,1,−(le)− 1
4k4
(
2βe,2,−(le)− iβ ′e,1,−(le)
)
+O(k−5)
(121)
Now using we,0(le) = 1 and (108) finally yields (113).
7. Asymptotics of the resolvent kernel
The results of the previous sections enable us to determine the precise asymptotic
behaviour of the resolvent kernel for k in the sector S+δ . As expected, the result on
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the diagonal is different from that off the diagonal, and this distinction carries over to
the heat kernel.
Lemma 7.1. In the sector S+δ the resolvent kernel of H satisfies the estimate
rH,ee′(k
2; x, y) = O
(
k−1e− Im kd(x,y)
)
, (122)
when |k| → ∞.
Proof. For the proof we use the representation (47) of the resolvent kernel. The
contribution of the ‘free’ part r
(0)
ee′ (k; x, y) is clearly of the form (122), see (44).
For the remaining contributions we note that as |k| → ∞ with k ∈ Sδ,
Φ(k;x)R1(k, l)
−1
=
(
eikx 0 0
0 u+(k;x) u−(k;x)u−(k; l)
−1
)
∼
(
eikx 0 0
0 eikx eik(l−x)
)
,
(123)
as well as
R1(k; l)W
−1(k)Φ(k;y)T =W−1(k)

 e
iky 0
0 u+(k;y)
0 u+(k; l)u−(k;y)


∼ i
2k

 e
iky 0
0 eiky
0 eik(l−y)

 .
(124)
The remaining expression (1−S(k;P, L)T (k; l))−1S(k;P, L) has an asymptotic
behaviour that follows from Theorem 5.4 and Corollary 5.8. The latter implies, in
particular, that for sufficiently large |k| and Im k > 0 the matrix S(k;P, L)T (k; l) has
norm less than one. Moreover, for such values of k,
(1−S(k;P, L)T (k; l))−1S(k;P, L)
=
∞∑
n=0
(S(k;P, L)T (k; l))nS(k;P, L)
=
∞∑
n=0
(S∞T∞(k; l))
n
S∞ +O
(
k−1
)
.
(125)
Putting (123)-(125) together according to (47) we notice that, asymptotically, the same
expression emerges for the ‘non-free’ contribution to the resolvent kernel as in the case
where H is a Laplacian, see [KPS07, Proposition 3.3.]. Hence, asymptotically this
contribution can be represented as a sum over paths from y to x on Γ. Let Pxy the set
of such paths, and let dp(x, y) be the distance of x and y along pxy ∈ Pxy, then
rH,ee′
(
k2; x, y
) ∼ δee′ i
2k
eik|x−y| +O
(
k−2
)
+
i
2k
∑
pxy∈Pxy
(
Ap +O
(
k−1
))
eikdp(x,y),
(126)
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when |k| → ∞ with k ∈ S+δ . Here the amplitudes Ap arise from multiplying matrix
elements of S∞ along the path pxy in the same way as in [KPS07]. As the distance
d(x, y) is the minimum of dp(x, y) over all pxy ∈ Pxy, the result (122) follows.
According to Lemma 7.1 points x, y on the graph with zero distance deserve a
further investigation. When such points x, y are at edge ends, particular care has to be
taken as to which edge the points belong to. We clarify this case by using the notation
x ∼= (v, e) ∈ V × E indicating that the point is an edge end of e and v is the vertex
adjacent to e. This notation is well defined since we have excluded tadpoles in our
construction. Moreover, in the following we use for the corresponding matrix elements
the notation Mxy := Mee′, x ∼= (v, e), y ∼= (v, e′), where v has to be adjacent to e and
e′. This notation is well-defined since we have assumed local boundary conditions and
no tadpoles.
Lemma 7.2. Let x, y be points on Γ with d (x, y) = 0. Then, for k ∈ S+δ the resolvent
kernel of H possesses a complete asymptotic expansion as |k| → ∞ in powers of k−1.
The leading terms are given by:
(i) x is not an edge end:
rH,ee (k; x, x)ee =
i
2k
+O(k−3), (127)
(ii) x ∼= (v, e) and y ∼= (v, e′) with e 6= e′:
rH,ee′ (k; x, y) =
iS∞,xy
2k
− Lxy
k2
+O
(
k−3
)
, (128)
(iii) x ∼= (v, e):
rH,ee (k; x, x) =
i
2k
(1 +S∞,xx)− Lxx
k2
+O
(
k−3
)
. (129)
Proof. We use the expansion (125) in the representation (65) of the resolvent kernel.
The coefficients of k−1 and k−2 in (127), (128) and (129) follow from the leading term,
coming from n = 0, in (125). For e, e′ ∈ Eint we have(
Φ(k;x)R1(k, l)
−1
S (k;P, L)R1(k; l)W
−1(k)Φ(k;y)T
)
ee′
= u+e (k; xe)S (k;P, L)ee′We′
−1(k)u+e′(k; ye′)
+ u+e (k; xe)S (k;P, L)ee′ u
+
e′(k; le′)W
−1
e′ (k)u
−
e′(k; ye′)
+ u−e (k; xe)u
−
e (k; le)
−1
S(k;P, L)ee′W
−1
e′ (k)u
+
e′(k; ye′)
+ u−e (k; xe)u
−
e (k; le)
−1
S(k;P, L)ee′u
+
e′(k; le′)W
−1
e′ (k)u
−
e′(k; ye′).
(130)
Analogous results hold for the other three cases. A straightforward incorporation of
the leading two coefficients with respect to k coming from (70), (97) and (104) in (130)
completes the proof.
We now have all the ingredients to determine the trace of a regularised resolvent,
in the sense of Proposition 4.4.
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Theorem 7.3. Let Γ be a compact or non-compact metric graph. Then the trace of the
difference of resolvents, RH(k
2) − JexRD/N (k2)J∗ex, possesses an asymptotic expansion
in powers of k−1 when |k| → ∞ with k in the sector S+δ of the upper half-plane,
tr
(
RH(k
2)− JexRD/N (k2)J∗ex
) ∼ ∞∑
n=1
bnk
−n. (131)
The leading coefficients are given by
b1 = −L
2i
b2 = −1
4
trS∞ ± Eex
4
b3 = − 1
4i
∫
Γint
V (x) dx+
1
2i
trL
b4 = −1
4
∑
v∈V
∑
e∼v
S∞,eeVe(v) +
1
2
trL2
b5 =
1
16i
∫
Γint
(
V ′′(x)− 3V 2(x)) dx+ 1
8i
∑
v∈V
∑
e∼v
S∞,eeV
′
e (v)
+
3
4i
∑
v∈V
∑
e∼v
LeeVe(v)− 1
2i
trL3 − 1
8i
∑
v∈V
∑
e∼v
P⊥eeV
′
e (v).
(132)
Proof. By Proposition 4.4 the difference of resolvents is trace class and the trace can be
obtained from the resolvent kernel as in (66) with the kernel (65).
The first contribution comes from the ‘free’ part (68),∫
Γ
(
r(0)
(
k2;x,x
)− rD/N (k2;x,x)) dx
= ∓
∑
e∈Eex
i
2k
∫ ∞
0
e2ikx dx+
∫
Γint
1
W int(k)
u+(k;x)u−(k;x) dx.
(133)
For the first term on the right-hand side we use that Im k > 0. The asymptotics of the
second term follow from Lemma 6.3 and (110),∫
Γ
(
r(0)
(
k2;x,x
)− rD/N (k2;x,x)) dx
∼ ±Eex
4k2
− L
2ik
− 1
4ik3
∫
Γint
V (x) dx
+
1
16ik5
∫
Γint
(
V ′′(x)− 3V 2(x)) dx+O (k−7) .
(134)
The ‘non-free’ contribution, i.e., the second and third lines on the right-hand side of
(65), will give the contribution at the vertices. We first observe that Corollary 5.8
implies, when Im k > 0, that (1−S(k;P, L)T (k; l)))−1 = 1 + O(k−∞). After a cyclic
permutation we hence have to determine the asymptotic expansion of
tr
(∫
Γ
S (k;P, L)R1(k; l)W (k)
−1φ(k;x)Tφ(k;x)R1
(
k, l
)−1
dx
)
. (135)
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As the S-matrix is independent of x we only need to integrate the remaining terms.
For these, a straight-forward calculation gives
R1(k; l)W (k)
−1φ(k;x)Tφ(k;x)R1
(
k, l
)−1
=


e2ikx 0 0
0 u+(k;x)
2
W int(k)
u+(k;x)u−(k;x)u+(k;l)
W int(k)
0 u−(k;x)u+(k;x)
W int(k)u−(k;l)
u−(k;x)2u+(k;l)
W int(k)u−(k;l)

 . (136)
We note that e2ikx = O(k−∞), and that asymptotic expansions of the integrals of the
remaining diagonal blocks were determined in Lemma 6.4. Lemma 6.3 implies that
W int(k)
−1u±(k;x)u∓(k;x) possess asymptotic expansions in powers of k
−1. In the off-
diagonal blocks of (136), however, these terms are multiplied by u±(k; l)
±1 = O(k−∞).
Therefore, the off-diagonal blocks do not contribute to the expansion. Thus,∫
Γ
R1(k; l)W (k)
−1φ(k;x)Tφ(k;x)R1
(
k, l
)−1
dx
= − 1
4k2

 0 0 00 1 0
0 0 1

− 1
4k4

 0 0 00 V (0) 0
0 0 V (l)


+
1
8ik5

 0 0 00 V ′(0) 0
0 0 −V ′(l)

+O(k−6)
(137)
We still need to multiply this with the S-matrix whose asymptotic expansion was
determined in Theorem 5.4 and in Corollary 5.7,
S (k;P, L)
= S∞ + 2k
−1iL+ 2k−2
(
iP⊥β1P − L2
)
+ 2k−3
(
P⊥β1L− Lβ1P + iP⊥β2P⊥ − iL3
)
+O
(
k−4
)
= S∞ − 2
ik
L− 1
k2

P⊥

 0 0 00 V (0) 0
0 0 V (le)

P + 2L2


− 1
ik3

P⊥

 0 0 00 V (0) 0
0 0 V (le)

L− L

 0 0 00 V (0) 0
0 0 V (le)

P
+
1
2
P⊥

 0 0 00 V ′(0) 0
0 0 −V ′ (le)

P⊥ − 2L3

+O (k−4)
(138)
When taking the trace the third and the sixth term on the right-hand side vanish as they
contain P and P⊥, and P and L, respectively. The latter case is due to L = P⊥LP⊥.
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This gives the following contribution of (135) to the coefficients (132),
b˜2 = −1
4
trS∞
b˜3 =
1
2i
trL
b˜4 = −1
4
tr

S∞

 0 0 00 V (0) 0
0 0 V (l)



+ 1
2
trL2
= −1
4
∑
v∈V
∑
e∼v
S∞,eeVe(v) +
1
2
trL2
(139)
b˜5 =
1
8i
tr

S∞

 0 0 00 V ′(0) 0
0 0 −V ′(l)




+
1
2i
tr

L

 0 0 00 V (0) 0
0 0 V (l)



− 1
2i
trL3
+
1
4i
tr

P⊥

 0 0 00 V (0) 0
0 0 V (le)

L


+
1
8i
tr

P⊥

 0 0 00 V ′(0) 0
0 0 −V ′(le)

P⊥


=
1
8i
∑
v∈V
∑
e∼v
S∞,eeV
′
e(v) +
3
4i
∑
v∈V
∑
e∼v
LeeVe(v)
− 1
2i
trL3 − 1
8i
∑
v∈V
∑
e∼v
P⊥eeV
′
e (v).
Combined with the contributions in (134) this finally proves (132).
8. Asymptotics of the heat kernel
We shall use the relation
e−Ht − Jexe∆D/N tJ∗ex =
i
2pi
∫
γ
e−λt
(
RH(k
2)− JexRD/N(k2)J∗ex
)
dλ, (140)
on the level of kernels, where the (positively oriented) contour γ encloses σ(H), to
determine an asymptotic expansion for small t of the trace of (140). This approach is
based on the following lemma.
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Lemma 8.1 ([Won01], p. 31). Let f ∈ C(0,∞) such that e−ctf(t) ∈ L1(0,∞) for some
c ∈ R+. Let
F (z) =
∫ ∞
0
e−zt f(t) dt (141)
be the Laplace-transform of f . Assume that F has a complete asymptotic expansion
F (z) ∼
∞∑
n=0
anΓ (dn) z
−dn , |z| → ∞, (142)
uniformly in |arg(z − c)| ≤ pi
2
, such that dn →∞ when n→∞. Then f has a complete
asymptotic expansion,
f(t) ∼
∞∑
n=0
ant
dn−1, t→ 0+. (143)
First, however, we establish the following.
Proposition 8.2. Let Γ be a compact or non-compact metric graph with Schrödinger
operator H. Then, for every t > 0, the operator e−Ht is an integral operator with kernel
kH(t; ·, ·) ∈ L∞(Γ× Γ) ∩ C∞(Γ× Γ). (144)
The heat kernel (144) possesses a complete asymptotic expansion for t→ 0+ in powers
of
√
t. On the diagonal the leading terms are:
(i) x not an edge end:
kH,ee (t; x, x) =
1
2
√
pit
(1 + O (t)) , (145)
(ii) x ∼= (v, e) and y ∼= (v, e′) with e 6= e′:
kH,ee′ (t; x, y) =
S∞,xy
2
√
pit
(
1 + 2
√
pitLxy +O (t)
)
, (146)
(iii) x ∼= (v, e):
kH,ee (t; x, x) =
1 +S∞,xx
2
√
pit
(
1 + 2
√
pitLxx +O
(√
t
))
. (147)
Proof. The fact that e−Ht is an integral operator whose kernel satisfies (144) is proved
in the same way as [KS06, Lemma 6.1]. For this one needs to know that σ(H) is
bounded from below (Proposition 3.6) and that the resolvent kernel is composed of
smooth functions (Theorem 4.2 and Lemma 5.1).
The leading diagonal terms (145)-(147) follow from an application of Lemma 8.1 to
Lemma 7.2.
We are now in a position to determine heat kernels from resolvent kernels. As we
are eventually interested in trace asymptotics we need to consider the difference (140)
of heat operators.
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Theorem 8.3. Let Γ be a compact or non-compact metric graph with Schrödinger
operator H. Then, for every t > 0, the difference (140) of heat operators is a trace-class
integral operator. Its kernel kH,D/N(t; ·, ·) satisfies
kH,D/N(t; ·, ·) ∈ L∞(Γ× Γ) ∩ C∞(Γ× Γ). (148)
The trace of (140) possesses a complete asymptotic expansion for t→ 0+ given by
tr
(
e−Ht − Jexe∆D/N tJ∗ex
)
=
∫
Γ
tr kH,D/N(t;x,x) dx ∼
∞∑
n=1
ant
n
2
−1, (149)
where
a2n =
(−1)n
(n− 1)!b2n, n ∈ N
a2n+1 = i
(−1)n+1
Γ
(
n+ 1
2
)b2n+1, n ∈ N0, (150)
with the coefficients bn from (131).
Proof. The fact that the difference (140) of heat operators is trace class is proven in
complete analogy to the trace-class property of the corresponding difference of resolvents,
see Proposition 4.4. The integral kernel for (140) is the difference of the heat kernel
(144) and the kernel for Jexe
∆D/N tJex
∗ that is given in [KS06, KPS07]. Both kernel are
in L∞(Γ× Γ) ∩ C∞(Γ× Γ), hence (148) follows.
As for the asymptotics, we apply Lemma 8.1 to
tr
(
RH
(−k2)− JexRD/N (−k2) J∗ex)
=
∫ ∞
0
e−k
2t tr
(
e−Ht − Jexe∆D/N tJ∗ex
)
dt,
(151)
where k2 > − inf σ(H). For this we first notice that
e−ct tr
(
e−Ht − Jexe∆D/N tJ∗ex
) ∈ L1(0,∞), (152)
iff c > − inf σ(H). Lemma 8.1 requires the left-hand side of (151) to posses a complete
asymptotic expansion for |k2| → ∞ in the right half-plane | arg(k2 − c)| ≤ pi
2
. Such
an expansion is indeed given by Theorem 7.3, under the condition that k2 ∈ S2δ which
contains the half-plane | arg(k2−c)| ≤ pi
2
. Comparing (142) and (132) we identify dn =
n
2
,
leading to the relations (150).
The first few heat-kernel coefficients can be worked out explicitly, making use of
the resolvent coefficients (132). Using Theorems 7.3 and 8.3 we can read off the first
five coefficients. A direct calculation leads to
tr
(
e−Ht − Jexe∆D/N tJ∗ex
)
=
L√
4pit
+
1
4
(trS∞ ∓Eex) +
(
−1
2
∫
Γint
V (x) dx+ trL
)√
t
+O(t) .
(153)
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an one can observe that the first two terms of this expansion are independent of the
potential. They indeed agree with the result [KPS07, Theorem 4.1], where the case of
V ≡ 0 and vertex conditions such that L = 0 is covered. From [KPS07, Theorem 4.1]
it also follows that an = 0 for n ≥ 3 in the case covered there. The terms involving the
potential also agree with the ones computed in [Rue12]. The presence of the potential,
and the possibility of more general boundary conditions allowing L 6= 0, implies that in
general all heat-kernel coefficients an will be non-zero.
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