On-line monitoring systems eliminate the need for post-process evaluation, reduce production time and costs, and enhance automation of the process. The cutting forces, mechanical vibration and emission acoustic signals obtained using dynamometer, accelerometer, and acoustic emission sensors respectively have been extensively used to monitor several aspects of the cutting processes in automated machining operations. Notwithstanding, determining the optimum selection of on-line signals is crucial to enhancing system optimization requiring a low computational load yet effective prediction of cutting process parameters. This study assess the contribution of three types of signals for the on-line monitoring and diagnosis of the surface finish (Ra) in automated taper turning operations. Systems design were based on predictive models obtained from regression analysis and artificial neural networks, involving numerical parameters that characterize cutting force signals (F x , F y , F z ), mechanical vibration (a x , a y , a z ), and acoustic emission (EA RMS ).
Introduction
The ongoing need to improve productivity and raise the quality of products has spurred the design and development of automated on-line monitoring and diagnostic systems (Liang et al, 2004 ) that significantly reduce production times, quality control procedures, and the overall cost of the manufactured product. The most innovative advances have taken place in the field of on-line monitoring and diagnosis of machining processes (Teti et al, 2010) , using sensors to register signals (Segreto et al, 2012) that provide useful and reliable data regarding the machine-tool-piece system. The real-time processing and characterization of these signals enables process and product quality parameters to be calculated i.e., premature wear of the tool cutting edge, anomalous mechanical vibration (chatter), deficient cutting conditions poor surface quality, geometric and dimensional defects, etc. (Shi et al, 2007) . Current techniques for product quality control are based on post-process measurement applied to finished products, which entails two main drawbacks: extensive quality control inspection times, and the manufacture of defective products which raise production costs. On-line monitoring techniques provide real-time data on the cutting process which is used for diagnosing product quality indicators that detect anomalies in the machining process. On-line monitoring using sensors has proved to be efficacious for the diagnosis of automated (CNC) machining, and enables the instant application of corrective measures designed to avert the manufacture and cost of defective products. System optimization involves three basic elements: the correct choice of sensors for signal capturing on the monitoring system, accurate signal processing and characterization, and reliable predictive models with minor/low prediction errors. Current research (Teti et al, 2010) has focused on the capture of cutting force (F c ) signals, machine vibration (Upadhyay et al, 2013 ) (a i ), acoustic emission (EA), and a combination of this data output with cutting parameters (Hessainia et al, 2013) (speed v, feed f, and cutting depth d) , and shaft and spindle power consumption. In many cases, no initial study is undertaken to adjust these signals to each specific circumstance or to precisely determine the predictive models to be applied, given that fewer signals entail lower computational cost and the use of fewer sensors.
Moreover, surface finish is one of the most frequently used indicators for the quality control of machining operations (García-Plaza et al, 2009) , which is a crucial aspect directly linked to cutting process conditions: cutting parameters (v, f, d) , tool geometry, type of workpiece material, tool material, use of cutting fluids, vibrations (chatter), machine-tool, etc. (Liang et al, 2004) . Given that these factors are not systematic they are often difficult to assess and establishing initial estimates may be complex task. Predictive techniques based on mathematical or statistical models can provide reliable calculations of a range of cutting process and product quality control parameters. Regression models are among the techniques most extensively used by researchers (García-Plaza et al, 2009 ), since they are relatively simple with good predictive power. Alternatively, numerous studies have applied a predictive methodology based on artificial neuronal networks (Asiltürk et al, 2012) , which is more complex to design and optimize given that all of the elements in the network are highly interconnected (Karayel et al, 2009) .
In this study two prediction methods i.e., regression models and neuronal networks, were used to assess three types of on-line signals that are widely used for the on-line monitoring and diagnosis surface finish (Ra) in CNC taper turning operations. The signals were captured using three sensors: a triaxial dynamometer to register orthogonal cutting force (F x , F y , F z ) components, a triaxial accelerometer to capture machine vibration signals (a x , a y , a z ), and a RMS acoustic emission (EA RMS ) signal sensor commonly referred to as a piezotron. Signals were analysed individually and in combination according to the predictive model being applied, and its predictive reliability and efficacy.
Experiments
A total of 64 machined workpieces underwent exterior cylinder turning on a computer numerical control (CNC) lathe. The experimental design was based on a (4 3 ) factorial design of three factors at four levels: cutting speed v (m/min), feed f (mm/rev), and cutting depth d (mm). Table 1 shows the combinations of parameters and levels for the 64 workpieces.
The experimental workpieces material was standard stainless steel AISI 1045, frequently used for the machining of components and products that require a degree of machining resistance. The machined workpieces shown in Fig. 1 , were 150 mm long, of which 50 mm was used for clamping, 30 mm as a safety distance to avoid collisions of the sensors with the clamp, and 70 mm for tapering. The workpieces were machined once on a numerical control lathe Goratu GCRONO 4S with a tool holder Sandvik MWLNL 2020K08, and an insert Sandvik WNMG080408-PM. M M The cutting conditions under assay were within the range recommended by the tool manufacturer. The parameter selected to characterize surface finish was the arithmetic mean surface roughness (Ra), as measured with a surface roughness profilometer Hommel Tester T-500. Surface finish was evaluated using a 0.8 mm cut-off ( c ) and a sample length of l r = 4.8 mm. Fig. 1 , depicts the machining areas that were divided into four sample areas (A, B, C, and D) each 7 mm in length, and their corresponding surface finish measurements (Ra A , Ra B , Ra C , Ra D ). To enhance the reliability of the experimental data, four surface finish measurements were carried out in each sample area: 0º, 90º, 180º, and 270º (Ra A0º , Ra A90º , Ra A180º , Ra A360º ), and the mean value of the four measurements of each sample area was calculated.
For each machined workpiece the sensors registered seven analogical signals: cutting forces (F x , F y , F z ), machine vibration (a x , a y , a z ), and acoustic emission (EA RMS ). Fig. 1 shows the captured signals were subdivided into four surface finish sampling areas (A, B, C, D), signal characterization parameters for each sampling area (A, B, C, D) were associated with the values obtained for the arithmetic mean surface roughness (Ra A , Ra B , Ra C , Ra D ).
The signal acquisition system consisted of a dynamometric 
Results
In this study two prediction methods (artificial neuronal networks and lineal regression) for the monitoring of surface finish (Ra) in taper turning operations were compared. Moreover, the efficacy of each sensor integrated in the monitoring system (dynamometer, accelerometer, and acoustic emission sensor) was assessed to determine the degree of significance of each sensor. The captured machining signals were processed and characterized in the time domain (arithmetic mean and the standard deviation ) and the FFT frequency domain (maximum amplitude frequency and maximum amplitude frequency ). To determine the degree of significance of the signal characterization variables in both domains, first and second order lineal regression models were assessed using 80% of the experimental data. The remaining 20% was used for model validation. Table 2 shows the adjusted models obtained for each individual sensor and for the combination of sensors. The right-hand column shows the significant variables for each model, and the column to the left shows the adjusted coefficient of determination (R 2 -adjusted ) value which shows the fitting of the models to the experimental data. The frequency domain variables were not significant for predicting surface finish (Ra) given the poor fit (R 2 -adjusted < 40%), in both the first and second order models. In contrast, the time domain variables (Table 3) showed a good fit (R 2 -adjusted > 80%), particularly in relation to models that included cutting force signals. Thus, the frequency domain variables can be eliminated from the comparison of regression models and artificial neuronal networks.
Models were selected and compared according to fit to experimental data in terms of an adjusted coefficient of determination R 2 -adjusted above 85%, and the mean relative error ( ) obtained with 20% of experimental validation data. 
Neural Network model selection
The artificial neuronal networks were based on a multilayered perceptron with trainLm training using tansig transference. In order to obtain optimum models, several neuronal networks were configured according to the number of hidden layers (2, 4, 6, 8, 10) , and the number of neurons per layer (3, 6, 9, 12), with adjusted R 2 -adjusted above 90%. The mean relative-error predictions for the selected neuronal networks are shown in Table 4 . The analysis was applied to the signals of each individual sensor (dynamometer, accelerometer, and piezotron), and to the different combinations of sensors.
The analysis of each sensor shows the models based on cutting force signals had a lower relative prediction error ( < 13%), with weak acceleration (a x , a y , a z ) ( > 21%) and acoustic emission signals (EA RMS ) ( > 22%). Though the separate analysis of acceleration and acoustic emission sensors did not offer good results, slightly better predictions were obtained for neuronal network configurations that were combined with cutting forces. Table 4 shows no tendency was found between the mean relative prediction error ( ) and the different network configurations of the varying number of layers and number of neurons. Table 5 shows the four models with the least mean relative error ( ), and the adjusted experimental data (R 2 -adjusted ) and the variation in mean relative error ( ). No significant differences were observed between the selected models; however, models 1 and 2 used only two sensors (dynamometer and acoustic emission), without the need of the acceleration signals with a consequent reduction in computational cost. The most optimum of the two selected models was model 1 given that it had a lower relative predictive error and better adjusted experimental data. Table 6 shows the mean relative prediction errors ( ), and the standard deviations for the said error ( ) obtained using regression models with the adjusted R 2 -adjusted above 85%. The best adjusted models were the second order polynomial models. Similar to that observed in neuronal networks, the analysis of each individual sensor, revealed that the cutting force signals ( ) provided the most data to the system, with an adjusted R 2 -adjusted of 86.7%. The acceleration signals (a x , a y , a z ) , and the acoustic emission (AE RMS ), on their own, had very low adjusted R 2 -adjusted of 23% and 4%, respectively (see Table 3 ). All of the cutting force variables obtained in the time domain were significant i.e., the mean parameter value ( , , ), and standard deviation ( , , ) of the three orthogonal cutting force components provided essential data for monitoring surface finish (Ra). The results revealed that neither the acoustic emission (AE RMS ) RMS signal, nor the triaxial acceleration signals matched the predictive efficacy of the cutting forces model. Table 6 illustrates that the differences in the mean relative prediction errors of the regression models selected as optimum were small (9%< <12%); notwithstanding, the cutting force signals model was the most efficacious ( = 9.8% 4.3%). 
Regression model selection

Optimal model selection
In order to determine the optimum prediction model for calculating surface finish (Ra), the best regression model and the best artificial neuronal networks model were compared. As shown in Table 7 , both models were similar in terms of predictive power, the best being the neuronal networks model (R 2 -adjusted = 97%, and = 8.6% 2.8%). Fig. 2 shows the 12 validation workpieces, with 4 Ra experimental data for each one, and the corresponding 48 validation data (20% of the data experimental). Both models were similar with good prediction of most of the data, with a good fit with the roughness data, with only a few atypical values in certain data of workpieces 5, 21, 25, and 33. The regression model was the most stable, and fitted the experimental data in more areas than the neuronal network model, but it also exhibited the largest deviations in some of the data of workpieces 5, 17, 21, 25 and 33. The neuronal network model did not fit the individual data well, but the overall fit was better. Thus both models were valid for the monitoring of surface finish (Ra), with similar predictive efficacy. Moreover, the neuronal network model was more precise in terms of the mean prediction ( = 8.6%) of surface finish (Ra) with a very low standard deviation ( 2.8%), but required the signals of two sensors (dynamometer and piezotron), which raises the computational cost of the system. In comparison, mean prediction ( = 9.8%) for the regression model was not as precise with a higher standard deviation ( 4.3%), but only required one sensor (dynamometer), which entails a simpler and cheaper method with a lower computational cost. 
Conclusions
This study has assessed the performance of three sensors (dynamometer, accelerometer, and piezotron) and their corresponding signals (cutting forces, machine vibration, and acoustic emission) in a surface finish (Ra) monitoring system for exterior tapering turning operations. The predictive models were designed using multivariable polynomial regression techniques, and artificial neuronal networks. Signal processing and characterization in the time and frequency domain was used to establish the degree of significance, and to discriminate signals that provided no useful data for diagnosing surface finish (Ra). Cutting force (F x , F y , F z ) signals were the most significant, and were the primary means for estimating the arithmetic mean roughness (Ra). The models based on these signals provided the best fit and highest predictions, with the lowest mean relative prediction errors . In comparison, the machine vibration (a x , a y , a z ) signals, and the acoustic emission (EA RMS ) signal had little influence on the Ra roughness parameter, and failed to provide relevant data on their own; notwithstanding, these signals can slightly improve the performance of predictive models when combined with cutting force signals.
The two parameters for the characterization of signals in the frequency domain (maximum frequency amplitude , and frequency of the maximum amplitude ) were not significant in the prediction of surface finish (Ra). Nevertheless, the parameters used to characterize the signals in the time domain (arithmetic mean and standard deviation ) provided relevant data for predictive models with good fit (R 2 -adjusted >90%) to experimental data, and good predictive power ( < 10%).
Both of the proposed techniques for calculating surface finish (Ra) i.e., multivariable polynomial regression, and artificial neuronal networks were good at predicting the Ra parameter, and similar results were obtained with either data validation algorithm. The regression model was not as precise in the prediction of validation data ( = 9.8% 4.3%), but required only one sensor (dynamometer) for the monitoring system, which entails lower economic and lower computational costs. In contrast, the artificial neuronal networks model had greater predictive power ( = 8.6% 2.8%), but required two sensors (dynamometer and piezotron), entailing greater economic and computational costs. Both models have proven to be effective and valid for monitoring surface finish (Ra), the choice of either model should be based prediction criteria, as well as economic and computational costs.
