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A “BOUNDEDNESS IMPLIES CONVERGENCE” PRINCIPLE AND ITS APPLICATIONS
TO COLLAPSING ESTIMATES IN KA¨HLER GEOMETRY
WANGJIAN JIAN AND YALONG SHI
Abstract. We establish a general “boundedness implies convergence” principle for a family of evolving
Riemannian metrics. We then apply this principle to collapsing Calabi-Yau metrics and normalized
Ka¨hler-Ricci flows on torus fibered minimal models to obtain convergence results.
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1. Introduction
In differential geometry, we usually try to find “canonical” geometric objects, e.g. Einstein metrics,
minimal surfaces, etc., through a deformation process. Starting with a given object, we deform it
through a suitable geometric flow or continuity path to get the desired metric or submanifold. To
obtain convergence, we need a priori bounds for the higher order covariant derivatives of the evolving
functions, metrics or curvature tensors. In general, such bounds are invalid and singularities may form.
However, if we have curvature bounds or non-collapsing condition, general theories from Riemannian
geometry and PDE usually gave us a lot of information about the formation of singularities and in the
end we still get good geometric results. On the other hand, there are some important cases in which
we lose curvature bounds and the metrics may collapse to lower dimensional spaces. In such cases,
a priori bounds play a more decisive role. It is still interesting to know whether certain tensor fields
converge to some degenerate or singular one.
In this paper, we prove a simple but useful “Boundedness Implies Convergence” lemma, which says
that in certain situation if we have the convergence of an evolving tensor field together with uniform
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estimates of its covariant derivatives, then we automatically have the convergence of its covariant
derivatives. In spirit, this is similar to the simple fact in calculus that if a smooth function on Rn
has bounded partial derivatives of all orders and if the function converges to 0 at infinity, then all its
partial derivatives converge to 0 at infinity. Indeed, if we have uniform equivalence of metrics, this
follows easily from interpolation type inequalities. Instead, here we assume the existence of good cut-
off functions. In applications, such cut-off functions usually arise as the pull back of cut-off functions
from the base manifold of a fibration. To be precise, we have:
Lemma 1.1 (The “Boundedness Implies Convergence” Principle). Let X be an n-dimension Riemann-
ian manifold (not necessarily to be compact or complete) and U be an open subset. Let g˜(t) be a family
of Riemannian metrics on X, t ∈ R and let η(t) be a family of smooth functions or general tensor fields
on X, satisfying the following conditions:
There exists positive constants A1, A2, . . . , and a positive function h0(t) which tends to zero as t → ∞
such that
(A) ‖η(t)‖C0(U,g˜(t)) ≤ h0(t).
(B) ‖η(t)‖Ck(U,g˜(t)) ≤ Ak, f or k=1,2,. . . .
(C) For any compact subset K ⊂⊂ U, there exists smooth cut-off function ρ with compact support
Kˆ ⊂⊂ U such that 0 ≤ ρ ≤ 1, and ρ ≡ 1 in a neighborhood of K, satisfying
|∇ρ|2g˜(t) + |∆g˜(t)ρ| ≤ BK. (1.1)
on Kˆ × [0,∞), for some constant BK independent of t (but may depend on the geometry of K).
Then we have: For any compact subset K ⊂⊂ U the estimates
‖η(t)‖Ck(K,g˜(t)) ≤ hK,k(t). (1.2)
where hK,k(t) are positive functions which tend to zero as t → ∞, depenging on the constants A0, A1,
. . . , Ak+2, BK and the function h(t).
Remark 1.2. (1) Lemma 1.1 also holds true for discrete sequences of metrics and tensors. This is
easily seen from the proof in section 2.
(2) In Condition (A) if h0(t) is of the form Ce
−ct for some positive constantsC < ∞ and c > 0, then
the functions hK,k(t) can be chosen to be CK,ke
−cK,k t for some constants CK,k, cK,k, i.e. covariant
derivatives of η(t) also decay exponentially.
(3) In Lemma 1.1 if we only have Condition (B) for 1 ≤ k ≤ N + 2, then we still have the estimate
(1.2) for 1 ≤ k ≤ N.
Note that in Lemma 1.1 we do not require the metrics to be uniformly non-degenerate or have
bounded curvature and do not require the metrics and tensors satisfy differential equations. So it
Wangjian Jian and Yalong Shi 3
applies even when the metrics collapse to lower dimensional spaces without curvature bounds. In
particular, we shall apply this principle to two collapsing problems in Ka¨hler geometry. We hope
this simple “BIC principle” may find other applications in geometric analysis, especially in collapsing
problems.
The first application in this paper is on Calabi-Yau degenerations.
Given a Calabi-Yau manifold X with a holomorphic fiber space structure (i.e. there is a holomorphic
surjection f onto a lower dimensional variety, which is a holomorphic submersion outside a subvari-
ety), the Calabi-Yau theorem [38] assures the existence of unique Ricci-flat Ka¨hler metrics on the total
space in every Ka¨hler classes. Now let the Ka¨hler classes approach the pull back of a Ka¨hler class
from the base, then the volume of these Ricci-flat metrics go to zero. One would like to understand the
asymptotic behaviors of these degenerating metrics.
This problem has been much studied in recent years, starting from the pioneering work of Gross-
Wilson [10] on elliptic K3 surfaces fibered over the 2-sphere, to more recent works in general dimen-
sions by Tosatti [27], Tosatti-Zhang [31, 32], Gross-Tosatti-Zhang [8, 9], Hein-Tosatti [13], Tosatti-
Weinkove-Yang [34], Li [17], and elsewhere. From these works, we know that the Ricci-flat metrics
collapse, in some sense, to the pullback of a canonical Ka¨hler metric on the base, uniformly on compact
sets away from the singular fibers.
In this general setting, a C0
loc
estimate was proved by Tosatti-Weinkove-Yang in [34], and this esti-
mate can be improved to C∞
loc
estimate when the smooth fibers are tori or finite e´tale quotients of tori
by Gross-Tosatti-Zhang [8] and Hein-Tosatti [13]. Certain components of the first order derivatives
were bounded by Tosatti [27] and Tosatti-Weinkove-Yang in [34]. An even stronger partial estimate
was proved by Tosatti-Zhang in [31]: the restriction of etω(t) to f −1(U) converges in the pointed C∞
Cheeger-Gromov topology to the product of a flat Cm with a fiber equipped with Ricci-flat metric.
In [14], with a systematic use of iterated blow-up-and-contradiction type arguments, Hein-Tosatti
substantially improved the estimate to C∞
loc
if the regular fibers are pairwise bi-holomorphic to each
other. In the general fibration case, they can improve the C0 convergence of [34] to Cα convergence.
In a more recent preprint [23], Song-Tian-Zhang proved the uniform diameter bound and the Gromov-
Hausdorff convergence of this family of collapsing metrics.
In this paper, we derive from Hein-Tosatti’s C∞
loc
estimate the corresponding convergence results,
and such estimates also imply the C∞
loc
asymptotic behavior of the curvature tensor.
To state our results, let X be a compact Ka¨hler (n + m)-manifold with c1(X) = 0 in H
2(X,R) (i.e. a
Calabi-Yau manifold), and let ωX be a Ricci-flat Ka¨hler metric on X. Suppose that we have a holomor-
phic map f : X → Z with connected fibers, where (Z, ωZ) is a compact Ka¨hler manifold, with image
B = f (X) ⊂ Z an irreducible normal subvariety of Z of dimension m > 0. Then the induced surjective
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map f : X → B is a fiber space, and if S ′ ⊂ B denotes the singular set of B together with the set of
critical values of f , and S = f −1(S ′), then S ′ is a proper analytic subvariety of B, S is a proper analytic
subvariety of X, and f : X\S → B\S ′ is a submersion between smooth manifolds. The fibers Xb for
b ∈ B\S ′ are Calabi-Yau n-folds. Write χ = f ∗ωZ , which is a smooth nonnegative (1, 1) form on X,
and we will also write χ for the restriction of ωZ to B\S ′.
Let ωB be the current in [χ] that is smooth and positive on B\S ′ satisfying
Ric(ωB) = ωWP,
where ωWP is a smooth semipositive Weil-Petersson form on B\S ′. Its construction will be briefly
recalled in section 3.2. We also have the semi-Ricci flat metric ωSRF on X\S , such that for each
b ∈ B\S ′ , ωSRF|Xb is the unique Ricci-flat metric on Xb in the Ka¨hler class [ωX |Xb]. Define the reference
metrics ω˜t on the regular part X\S by
ω˜t = ωB + e
−tωSRF. (1.3)
Let ω(t) be the unique Ricci-flat metric in [ω˜t] = [χ]+e
−t[ωX]. Then Tosatti-Weinkove-Yang proved in
[34] that ‖ω(t)− ω˜t‖C0(K,ω˜t) → 0, as t →∞ on any compact set K ⊂ X \S . Denote the (1,3)-curvature
tensor of a Ka¨hler metric ω (associated to the Riemannian metric g) by R♯(ω), i.e.
R♯(ω)i j¯k
l
= glq¯R(ω)i j¯kq¯. (1.4)
If all the regular fibers are bi-holomorphic to each other, then ωSRF,b is independent of the base regular
point b (see Equation 3.8), and at this time we define the Ka¨hler metric ωY on Y by
ωY = ωSRF,b,
for any b ∈ B\S ′. Based on the higher estimates of Hein-Tosatti [14], we have:
Theorem 1.3. Assume all the regular fibers are bi-holomorphic to a fixed Calabi-Yau manifold Y. Let
U ⊂ B \ S ′ be an open set such that the fibration is holomorphically trivial over U. Identify f −1(U)
with U × Y. Define another reference metrics ω˜(t) on U × Y by
ω˜(t) = ωB + e
−tωY . (1.5)
Then for each compact set K ⊂ U, for any k ∈ N, we have
‖ω(t) − ω˜(t)‖Ck(U×Y,ω˜(t)) ≤ hK,k(t), (1.6)
and
‖R♯(ω(t)) − R♯(ω˜(t))‖Ck(K×Y,ω˜(t)) ≤ hK,k(t), (1.7)
where hK,k(t) are positive functions which tends to zero as t → ∞, depenging only on k and the domain
K.
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Note that since we do not have curvature bounds, we can not derive the decay estimate of ‖Rm(ω(t))−
Rm(ω˜(t))‖Ck from (1.7).
Another special case is when the smooth fibers Xb are all complex torus by a holomorphic free action
of a finite group, but we allow the complex structure to change. By [8, 13, 31], we have C∞ estimates
as well as local curvature bounds on X\S . We can apply Lemma 1.1 to obtain:
Theorem 1.4. Assume that for some b ∈ B\S ′ the fiber Xb = f −1(b) is bi-holomorphic to a finite
quotient of a torus. Let K ⊂ X\S be any compact subset. Then we have
‖ω(t) − ω˜t‖Ck(K,ω˜t) ≤ hK,k(t). (1.8)
and
‖Rm(ω(t)) − Rm(ω˜t)‖Ck(K,ω˜t) ≤ hK,k+2(t). (1.9)
where hK,k(t) are positive functions which tends to zero as t → ∞, depending only on k and the domain
K. In particular, when S = ∅, the estimates are globally true and each hk(t) is of exponential fast
decay.
The second application is on the normalized Ka¨hler-Ricci flow on torus fibered minimal models.
Let (X, ω0) be a compact Ka¨hler (n + m)-manifold with semiample canonical bundle and Kodaira
dimension m. Here we assume m > 0, n > 0. The sections of Kℓ
X
, for ℓ large, give rise to a fiber space
f : X → B called the Iitaka fibration of X, with B a normal projective variety of dimension m and
the smooth fibers Xb = f
−1(b), b ∈ B\S ′ are all Calabi-Yau n-manifolds, diffeomorphic to each other.
Let χ be the restriction of 1
ℓ
ωFS to B, as well as its pullback to X. This time we consider the solution
ω = ω(t) of the normalized Ka¨hler-Ricci flow
∂
∂t
ω = −Ric(ω) − ω, ω(0) = ω0. (1.10)
which exists for all t ≥ 0. Thanks to [19, 20, 21, 4, 34, 31, 6, 8] we have that the evolving metrics have
uniformly bounded scalar curvature globally and collapse locally uniformly on X\S to a canonical
Ka¨hler metric on B\S ′, and moreover the rescaled metrics along the fibers etω|Xb converge in C∞ to a
Ricci-flat metric on Xb. This is the collapsing phenomenon in the Ka¨hler-Ricci flow case.
Now, assume the smooth fibers are the quotient of a complex torus by a holomorphic free action of
a finite group, then we have smooth collapsing to the generalized Ka¨hler-Einstein metrics defined by
Song-Tian [20] on the regular part with respect to a fixed metric.
An immediate corollary of Lemma 1.1 is the smooth convergence of the solution and its curvatures.
Theorem 1.5. Let (Xn+m, ω0) with n > 0 be a compact Ka¨hler manifold with KX semiample and
κ(X) = m > 0, and let f : X → B be the fibration as described above. Assume that for some y ∈ B\S ′
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the fiber Xb = f
−1(b) is bi-holomorphic to a finite quotient of a torus. Let ω(t), t ∈ [0,∞) be the
solution of the Ka¨hler-Ricci flow (1.10) starting at ω0. Let K ⊂ X\S be any compact subset. Then we
have
‖ω(t) − ω˜(t)‖Ck(K,ω˜(t)) ≤ hK,k(t), (1.11)
where ω˜(t) = e−tωSRF+(1−e−t)ωB with ωB the Song-Tian’s generalized Ka¨hler-Einstein metric current
on B. (See section 4 for its definition) Moreover, we have the smooth convergence of the curvature
tensors
‖Rm(ω(t)) − Rm(ω˜(t))‖Ck(K,ω˜(t)) ≤ hK,k(t), (1.12)
‖Ric(ω(t)) − Ric(ω˜(t))‖Ck(K,ω˜(t)) ≤ hK,k(t), (1.13)
‖R(ω(t)) − R(ω˜(t))‖Ck(K,ω˜(t)) ≤ hK,k(t), (1.14)
where hK,k(t) are positive functions which tends to zero as t → ∞, depending only on k and the domain
K. In particular, when S = ∅, the estimates are globally true and each hk(t) is of exponential fast
decay.
Our next result is to exhibit the relation between the Ricci curvature and scalar curvature of the
solution ω(t) and the generalized Ka¨hler-Einstein metric ωB. We have
Theorem 1.6. Assume the same set-up as in Theorem 1.5. Let K ⊂ X\S be any compact subset. Then
we have
‖Ric(ω(t)) + ωB‖Ck(K,ω˜(t)) ≤ hK,k+2(t), (1.15)
and the convergence of scalar curvature
‖R(ω(t)) + m‖Ck(K,ω˜(t)) ≤ hK,k+2(t), (1.16)
where hK,k(t) are positive functions which tends to zero as t → ∞, depending only on k and the domain
K. In particular, when S = ∅, the estimate is globally true and each hk(t) is of exponential fast decay.
In [15], the first author showed that the scalar curvature converges to −m in the C0
loc
topology in the
general fibration case. Here we improved the topology to C∞
loc
in the special case when the fibers are
flat. We do expect that Theorem 1.6 holds for the general case.
This paper is arranged as follows: In section 2, we prove Lemma 1.1 by maximum principle. Then
we apply it to Calabi-Yau degenerations in section 3, where Theorem 1.3, 1.4 are proved. Finally in
section 4, we prove Theorem 1.5 and 1.6 for normalized Ka¨hler-Ricci flow on minimal models whose
regular fibers are all finite quotients of complex tori.
In this paper, we use the following notations and conventions.
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We always denote by h(t) a positive function which tends to zero as t → ∞, and by hK,k(t) we mean
that this function also depends on the domain K and the order k. We allow these functions change from
line to line.
When we compute on a product manifold X = B × Y , we always use a product coordinate system
and, we call B the base space and the corresponding indices the base directions, and we call Y the fiber
space and the corresponding indices the fiber directions. We will denote any complex (1, 0) “base” Cm
direction by a subscript b and any complex (1, 0) “fiber” Y direction by a subscript f.
By ∇k,g we means all the possible covariant derivatives with respect to the metric g, including holo-
morphic and anti-holomorphic covariant derivatives when g is a Ka¨hler.
Acknowledgements. The first author would like to thank his Ph.D advisor Gang Tian for introduc-
ing him to geometric analysis, and for his innumerable encouragements and supports. The first author
also would like to thank Yashan Zhang and Dongyi Wei for many helpful conversations. The second
authors thanks Gang Tian for his constant supports. Both authors would like to thank Zhenlei Zhang
and Jian Song for many helpful discussions.
2. Proof of the “Boundedness Implies Convergence” principle
We use the maximum principle to prove Lemma 1.1.
Proof of Lemma 1.1. Let K be any compact subset of U, and choose compact subsets Kˆ ⊂⊂ U and
smooth cut-off function ρ as in the Condition (C) of Lemma 1.1. LetCk denote constants which depend
on A1, . . . , Ak+2 which may change from line to line.
The proof is by induction on the order k. The case k = 0 for Equation (1.2) is just the Condition (A).
Suppose we have established (1.2) for 0, . . . , k − 1 for k ≥ 1. Now we prove the estimate (1.2) for k.
First, using induction hypothesis, we can find some positive function h(t) converging to 0 such that
∣∣∣∇k−1,g˜(t)η∣∣∣2
g˜(t)
≤ h(t) (2.1)
holds on Kˆ.
Next, using Condition (B), we can compute for every k ≥ 0 on U
(
−∆g˜(t)
) (∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
)
= − g˜(t)ab¯ · ∇g˜(t)a ∇g˜(t)b¯
(∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
)
= − 2
∣∣∣∇k+1,g˜(t)η∣∣∣2
g˜(t)
+ ∇k+2,g˜(t)η ∗ ∇k,g˜(t)η
≤ − 2
∣∣∣∇k+1,g˜(t)η∣∣∣2
g˜(t)
+ C ·
∣∣∣∇k+2,g˜(t)η∣∣∣
g˜(t)
·
∣∣∣∇k,g˜(t)η∣∣∣
g˜(t)
≤ − 2
∣∣∣∇k+1,g˜(t)η∣∣∣2
g˜(t)
+ C ·
∣∣∣∇k,g˜(t)η∣∣∣
g˜(t)
(2.2)
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where C = Ck and ∗ denotes the tensor contraction by the metric g˜(t). Note that in the above inequali-
ties we do not use Bochner-type formulas since we do not have curvature bounds. We use instead the
assumption of higher order estimates. Applying (2.2) for k − 1 ≥ 0, we have on U
(
−∆g˜(t)
) (∣∣∣∇k−1,g˜(t)η∣∣∣2
g˜(t)
)
≤ −2
∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
+ C ·
∣∣∣∇k−1,g˜(t)η∣∣∣
g˜(t)
. (2.3)
Also by (2.2) and Condition (B) , we have on U
(
−∆g˜(t)
) (∣∣∣∇k,g˜(t)η∣∣∣4
g˜(t)
)
=2
∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
·
(
−∆g˜(t)
) (∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
)
− 2
∣∣∣∣∇ ∣∣∣∇k,g˜(t)η∣∣∣2g˜(t)
∣∣∣∣2
g˜(t)
≤2
∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
·
(
−2
∣∣∣∇k+1,g˜(t)η∣∣∣2
g˜(t)
+C ·
∣∣∣∇k,g˜(t)η∣∣∣
g˜(t)
)
− 2
∣∣∣∣∇ ∣∣∣∇k,g˜(t)η∣∣∣2g˜(t)
∣∣∣∣2
g˜(t)
≤2C ·
∣∣∣∇k,g˜(t)η∣∣∣3
g˜(t)
− 2
∣∣∣∣∇ ∣∣∣∇k,g˜(t)η∣∣∣2g˜(t)
∣∣∣∣2
g˜(t)
(2.4)
where C = Ck. Now, take the cut-off function ρ into consideration. By (2.4) and Condition (B) we
have (
−∆g˜(t)
) (
ρ2
∣∣∣∇k,g˜(t)η∣∣∣4
g˜(t)
)
=ρ2
(
−∆g˜(t)
) (∣∣∣∇k,g˜(t)η∣∣∣4
g˜(t)
)
+
∣∣∣∇k,g˜(t)η∣∣∣4
g˜(t)
(
−∆g˜(t)
) (
ρ2
)
− 2
〈
∇ρ2,∇
∣∣∣∇k,g˜(t)η∣∣∣4
g˜(t)
〉
g˜(t)
≤ρ2
(
C ·
∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
− 2
∣∣∣∣∇ ∣∣∣∇k,g˜(t)η∣∣∣2g˜(t)
∣∣∣∣2
g˜(t)
)
+C ·
∣∣∣∇k,g˜(t)η∣∣∣4
g˜(t)
+ C · ρ|∇ρ|g˜(t)
∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
∣∣∣∣∇ ∣∣∣∇k,g˜(t)η∣∣∣2g˜(t)
∣∣∣∣
g˜(t)
≤C ·
∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
+C ·
∣∣∣∇k,g˜(t)η∣∣∣4
g˜(t)
≤C ·
∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
,
(2.5)
where C = Ck. Now, put (2.1), (2.3) and (2.5) together, we conclude that we can find some h(t) such
that on Kˆ 
∣∣∣∇k−1,g˜(t)η∣∣∣2
g˜(t)
h(t)−1 ≤ 1,
(
−∆g˜(t)
) (∣∣∣∇k−1,g˜(t)η∣∣∣2
g˜(t)
h(t)−1
)
≤ −2
∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
h(t)−1 + 1,
(
−∆g˜(t)
) (
ρ2
∣∣∣∇k,g˜(t)η∣∣∣4
g˜(t)
h(t)−1
)
≤ C ·
∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
h(t)−1,
(2.6)
where C = Ck. Define an auxiliary function
Q := ρ2
∣∣∣∇k,g˜(t)η∣∣∣4
g˜(t)
h(t)−1 +C ·
∣∣∣∇k−1,g˜(t)η∣∣∣2
g˜(t)
h(t)−1.
Using (2.6), on Kˆ we have (
−∆g˜(t)
)
(Q) ≤ −
∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
h(t)−1 + C.
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Now, at a given time t ≥ 0, assume Q achieves it’s maximum in U at a point x0 ∈ U¯. If x0 < IntKˆ, then
ρ ≡ 0, (2.6), implies that Q has a uniform upper bound C, and we are done. Otherwise x0 ∈ IntKˆ, we
have
0 ≤
(
−∆g˜(t)
)
(Q) (x0) ≤ −
∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
(x0)h(t)
−1 +C.
which gives ∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
(x0)h(t)
−1 ≤ C.
Then by Condition (B) and (2.6) we have on Kˆ
Q ≤ Q(x0) ≤ A2k
∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
(x0)h(t)
−1 + C ·
∣∣∣∇k−1,g˜(t)η∣∣∣2
g˜(t)
(x0)h(t)
−1 ≤ C.
Since ρ ≡ 1 on K, we obtain ∣∣∣∇k,g˜(t)η∣∣∣2
g˜(t)
≤ Ch(t) 12
on K, where h(t) depends on the constants A1, . . . , Ak+2, BK and the function h0(t). This establishes
(1.2) for k and hence completes the proof. 
In applications, it is crucial to have Condition (C). If there is a fibration structure, then we can find
such cut-off functions by pulling back a cut-off function from the base manifold, as shown by the
following Lemma:
Lemma 2.1. If f : Xm+n → B is a proper holomorphic submersion onto a ball in Cm, and if ω˜(t) is
of the form ωB + e
−tω0, where ωB is a Ka¨hler form on B and ω0 is real closed (1, 1) form on X whose
restriction to each fiber is positive, then for any compact subset K ⊂ X, we can find cut-off function
rho satisfying Condition (C) of Lemma 1.1.
Proof. Since K is compact, so is f (K) ⊂ B. Then we can find a ball B1 ⊂⊂ B such that f (K) ⊂ B1.
Choose a cut-off function ρ0 ∈ C∞0 (B) such that suppρ0 ⊂ B1 and ρ0| f (K) ≡ 1. Then we can take
ρ := f ∗ρ0 and Kˆ := f −1(B1). Since
√
−1∂ρ0 ∧ ∂ρ0 ≤ CωB, −CωB ≤
√
−1∂∂ρ0 ≤ CωB,
for some C > 0 on B, we have on Kˆ
|∇ρ|2ω˜(t) =
m∑
i, j=1
g˜(t)i j¯∂iρ∂ j¯ρ ≤ C,
|∆ω˜(t)ρ| =
∣∣∣∣trω˜(t) √−1∂∂ρ
∣∣∣∣ ≤ Ctrω˜(t)ωB ≤ C
with some constant C depending on the domain Kˆ. This verifies Condition (C). 
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3. Applications to collapsing Calabi-Yau metrics
3.1. Metric and curvature convergence on locally trivial Calabi-Yau fibrations. We recall basic
definitions in the general fibration case. Let X be a compact Ka¨hler (n + m)-manifold with c1(X) = 0
and let ωX be a Ricci-flat Ka¨hler metric on X. Let f : X → Z be the fibration map with B = f (X).
Write χ = f ∗ωZ, where ωZ is a smooth Ka¨hler form on Z. Then χ is a smooth nonnegative (1, 1) form
on X, and we will also write χ for the restriction of ωZ to B. Note that
∫
B\S ′ χ
m is finite.
We define a semi Ricci-flat form ωSRF on X\S in the usual way. Namely, for each b ∈ B\S ′ there is a
smooth function ρb on Xb so thatωX |Xb+
√
−1∂∂ρb = ωSRF,b is Ricci-flat, normalized by
∫
Xb
ρb(ωX |Xb)n =
0. As b varies, this defines a smooth function ρ on X\S and we define ωSRF = ωX +
√
−1∂∂ρ.
Let F be the function on X\S given by
F =
ωn+m
X(
n+m
n
)
ωn
SRF
∧ χm
.
It is easy to see that F is constant along the fibers Xb, b ∈ B\S ′, so it descends to a smooth function,
also denoted by F, on B\S ′. We see that F satisfies
∫
B\S ′ Fχ
m =
∫
X
ωn+m
X
/
(
n+m
n
) ∫
Xy
ωn
X
(see [20, Section
3] and [27, Section 4]). Here note that
∫
Xb
ωn
X
is independent of b ∈ B\S ′.
Then [20, Section 3] shows that the Monge-Ampe`re equation
(χ +
√
−1∂∂v)m =
(
n+m
n
) ∫
X
ωn
X
∧ χm∫
X
ωn+m
X
Fχm, (3.1)
has a unique solution v which is a bounded χ-plurisubharmonic function on B, smooth on B\S ′, with∫
X
vωn+m
X
= 0, where here and henceforth we write v for π∗v.
Define
ωB = χ +
√
−1∂∂v,
for v solving (3.1). Note that we have
ωnSRF ∧ ωmB =
(
n+m
n
) ∫
X
ωn
X
∧ χm∫
X
ωn+m
X
FωnSRF ∧ χm =
∫
X
ωn
X
∧ χm∫
X
ωn+m
X
ωn+mX . (3.2)
Moreover, ωB is a smooth Ka¨hler metric on B\S ′, and satisfies
Ric(ωB) = ωWP,
where ωWP is the semipositive Weil-Petersson form on B\S ′, characterizing the change of complex
structures of the fibers. If on a domain U ⊂ B\S ′ the bundle is holomorphically trivial, then we have
ωWP ≡ 0 on U.
For t ≥ 0, let ωt be the global reference metrics defined by
ωt = χ + e
−tωX ∈ αt = [χ] + e−t[ωX],
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and let ω(t) = ωt +
√
−1∂∂ϕ(t) be the unique Ricci-flat Ka¨hler metric on X cohomologous to ωt, with
the normalization
∫
X
ϕωn+m
X
= 0. Then ω(t) solves the Calabi-Yau equation
(ω(t))n+m = cte
−ntωn+mX , (3.3)
where ct is the constant given by
ct =
∫
X
entωn+mt∫
X
ωn+m
X
=
1∫
X
ωn+m
X
m∑
k=0
(
n + m
k
)
e−(m−k)t
∫
X
ωn+m−kX ∧ χk =
(
n + m
n
)∫
X
ωn
X
∧ χm∫
X
ωn+m
X
+ O(e−t), (3.4)
which has a positive limit as t → ∞.
Now, define the reference metrics ω˜t on the regular part X\S by
ω˜t = ωB + e
−tωSRF. (3.5)
In [34], Tosatti-Weinkove-Yang proved the following C0 convergence theorem:
Theorem 3.1 (Tosatti-Weinkove-Yang [34]). Let ω = ω(t) ∈ αt be Ricci-flat Ka¨hler metrics on X as
described above. Then the following holds: For each compact set K ⊂ X\S ,
‖ω(t) − ω˜t‖C0(K,ω˜t) → 0, as t → ∞. (3.6)
In particulr, if S=∅, then the convergence is global and exponentially fast.
In [14], Hein-Tosatti obtained higher-order estimate when the smooth fibers are pairwise bi-holomorphic:
Theorem 3.2 (Hein-Tosatti [14]). Assume that all the fibers Xb (b ∈ U ⊂ B\ f (S )) are bi-holomorphic
to the same Calabi-Yau manifold Y. Over any small coordinate ball U compactly contained in B\ f (S ),
use [2] to trivialize f holomorphically to a product U × Y → U. Define another Ricci-flat reference
Ka¨hler forms on U × Y by ωˆ(t) = ωCm + e−tωY . Then for any k ∈ N, there exists a constant CU,k such
that
‖ω(t)‖Ck(U×Y,ωˆ(t)) ≤ CU,k. (3.7)
holds uniformly for all t ∈ [0,∞).
Here ωY is defined as follows. Let f : X → B be as in Theorem 3.2. By [2], f is a holomorphic
fiber bundle over U. Fix any small coordinate ball in U over which this holomorphic fiber bundle is
trivial. We may assume that U is a ball in Cm and f : U × Y → U is the projection, with Y = Xb
a compact Calabi-Yau manifold. Then we need to apply a gauge transformation. By [12, Prop 3.1]
(cf. [8, Prop 3.1], [10, Lemma 4.1], [11, Claim 1, p.382], [31, p.2936–2937]), there is a unique Ricci-
flat Ka¨hler metric ωY on Y such that, we can find a bi-holomorphism T of U × Y (over U) such that
T ∗ωX = S ∗ωCm + ωY for some S ∈ GL(m,C). Note that [12, Prop 3.1] is stated with U = Cm, but the
proof applies also if U is a ball in Cm. Let us also note that T takes the form T (z, y) = (z, y + σ(z)),
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where σ is a holomorphic function from U to the space of gY-parallel (1, 0)-vector fields on Y , and
where the addition y + σ(z) has the same meaning as in [12, (1.1)].
We should note that for each b ∈ U the metrics ωSRF,b and ωY are in the same Ka¨hler class and both
are Ricci-flat, so they are equal by the uniqueness part of Calabi-Yau theorem, i.e., we have
ωSRF,b = ωY , (3.8)
on Y = Xb for all b ∈ U.
Before we prove Theorem 1.3, we need some useful lemmas.
Lemma 3.3. Let (Y, ωY) be a Ka¨hler manifold and B the unit ball in C
m (m ≥ 1). Let ω1, ω2 be any
two Ka¨hler metrics on B, and define two families of product metrics ωˆ(t) and ω˜(t) for t ∈ [0,∞) on
X = B × Y as 
ωˆ(t) = ω1 + e
−tωY ,
ω˜(t) = ω2 + e
−tωY ,
(3.9)
Then
‖ωˆ(t)‖Ck(X,ω˜(t)) ≤ Ck. (3.10)
for all k ≥ 0, where the constant Ck depends only on ω1 and ω2, but independent of t.
Proof. Denote by f the projection B × Y → B, and compute under product coordinates. We prove by
induction that:
∇k,g˜(t)gˆ(t) = f ∗(αk), (3.11)
where αk = ∇k,g1g2 is a well-defined covariant tensor on the base space B. Indeed, since ωˆ(t) is a
product metric, we have
Γ(gˆ(t))kip =

(g1)
kl¯∇Ei (g1)pl¯, i, k, p ∈ b,
(gY)
kl¯∇Ei (gY)pl¯, i, k, p ∈ f,
0, otherwise.
(3.12)
and similarly
Γ(g˜(t))kip =

(g2)
kl¯∇Ei (g2)pl¯, i, k, p ∈ b,
(gY)
kl¯∇Ei (gY)pl¯, i, k, p ∈ f,
0, otherwise.
(3.13)
So gˆ(t)kl¯∇g˜(t)
i
gˆ(t)pl¯ is nonzero only if i, k, p ∈ b, and when i, k, p ∈ b, we have
gˆ(t)kl¯∇g˜(t)
i
gˆ(t)pl¯ = (g1)
kl¯∇Ei (g1)pl¯ − (g2)kl¯∇Ei (g2)pl¯ = f ∗
(
(g1)
kl¯∇g2
i
(g1)pl¯
)
, (3.14)
which gives that
∇g˜(t)
i
gˆ(t)kl¯ = f
∗ (∇g2
i
(g1)kl¯
)
.
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This is also true for all directions, and hence establishes (3.11) for k = 1.
Now assume that we have (3.11) for 1, 2, . . . , k − 1 with k ≥ 2. Then we have
∇k−1,g˜(t)gˆ(t) = f ∗ (αk−1) ,
with αk−1 = ∇k−1,g2 (g1) which is a covariant tensor. Then f ∗ (αk−1)i2,...,ik+2 is nonzero only if i2, . . . , ik+2
are all of b or b drections. Now suppose i1 is of the b or f directions, then we have
∇g˜(t)
i1
f ∗ (αk−1)i2,...,ik+2 = ∇Ei1 f ∗ (αk−1)i2 ,...,ik+2 −
∑
2≤ j≤k+2,i j∈b
Γ (g˜(t))
p
i1i j
f ∗ (αk−1)i2,...,i j−1,p,i j+1,...,ik+2 .
If i1 is of the f directions, then since f
∗ (αk−1)i2 ,...,ik+2 is a function only depends on the base invariant,
and hence ∇Ei1 f ∗ (αk−1)i2,...,ik+2 ≡ 0, and using (3.13) we have Γ(g˜(t))
p
i1i j
≡ 0 since i j ∈ b. Hence this
covariant derivative is nonzero only if i1 is of the b directions, and the second terms is nonzero only if
p is of the b directions. Using (3.13) again we obtain
∇g˜(t)
i1
f ∗ (αk−1)i2 ,...,ik+2 = f
∗ (∇g2
i1
(αk−1)i2 ,...,ik+2
)
.
This is also true for all directions. The case for i1 of the b or f directions is similar. Using induction,
we obtain (3.11).
Now, we have on X the estimate∣∣∣∇k,g˜(t)gˆ(t)∣∣∣
ω˜(t)
= | f ∗(αk)|ω˜(t) = |αk|ω2 ≤ Ck.
where the constant is independent the time t. This completes the proof of the Lemma. 
Next, we compare covariant derivatives of two Ka¨hler metrics.
Lemma 3.4. Let X be a Ka¨hler manifold. Let ωˆ, ω˜ be any two Ka¨hler metrics on X and α be any
tensor on X. Then we have for any k ≥ 1
∇k,g˜α =
∑
j≥1,i1+···+i j=k,i1 ,...,i j≥0
∇i1 ,gˆβ ∗ · · · ∗ ∇i j ,gˆβ. (3.15)
where β means either the metric g˜ or the tensor α, and ∗ denotes the tensor contraction by g˜.
Proof. We prove by induction on k. We compute under any given coordinate system {zi} around a given
point.
First consider the k = 1 case. For example, if α = αkl¯ is a two tensor, then we have
∇g˜
i
αkl¯ − ∇gˆi αkl¯ =
(
∇Ei αkl¯ − Γ(g˜)pik · αpl¯
)
−
(
∇Ei αkl¯ − Γ(gˆ)pik · αpl¯
)
= −
(
Γ(g˜)
p
ik
− Γ(gˆ)p
ik
)
· αpl¯
= −g˜pq¯ · ∇gˆ
i
g˜kq¯ · αpl¯.
which gives
∇g˜α = ∇gˆα + ∇gˆg˜ ∗ α.
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where ∗ is tensor contraction by g˜. It’s easy to see that the same argument holds for any tensor field α,
this proves (3.15) for k = 1.
Now assume that we have established (3.15) for 1, 2, . . . , k − 1 with k ≥ 2. Then we have
∇k,g˜α = ∇g˜
(
∇k−1,g˜α
)
= ∇gˆ
(
∇k−1,g˜α
)
+ ∇gˆg˜ ∗ ∇k−1,g˜α
=
(
∇gˆ + ∇gˆg˜∗
) 
∑
j≥1,i1+···+i j=k−1,i1 ,...,i j≥0
∇i1,gˆβ ∗ · · · ∗ ∇i j ,gˆβ

=
∑
j≥1,i1+···+i j=k,i1 ,...,i j≥0
∇i1 ,gˆβ ∗ · · · ∗ ∇i j ,gˆβ,
where β still denotes either the metric g˜ or the tensor α, and ∗ still denotes the tensor contraction by g˜.
This completes the inductive step and establish this lemma. 
As a corollary, we can change the reference metric in Hein-Tosatti’s estimate:
Corollary 3.5. For all compact sets K ⊂ B and all k ∈ N, there exists a constant CK,k independent of t
such that for all t ∈ [0,∞) we have that
‖ω(t)‖Ck(K×Y,ω˜(t)) ≤ CK,k. (3.16)
Proof. Denote β(t) the Ka¨hler form ω(t) or ω˜(t), using Theorem 3.2 and Lemma 3.3, we have for any
compact subset K ⊂ B
‖β(t)‖Ck(K×Y,ωˆ(t)) ≤ CK,k.
Hence, using Lemma 3.4 with α = ω(t), ωˆ = ωˆ(t) and ω˜ = ω˜(t), we have the following estimate on
K × Y for k ≥ 1 ∣∣∣∇k,g˜(t)g(t)∣∣∣
ωˆ(t)
=
∣∣∣∣∣∣∣∣
∑
j≥1,i1+···+i j=k,i1 ,...,i j≥1
∇i1,gˆ(t)β(t) ∗ · · · ∗ ∇i j ,gˆ(t)β(t)
∣∣∣∣∣∣∣∣
ωˆ(t)
≤C ·
∑
j≥1,i1+···+i j=k,i1 ,...,i j≥1
∣∣∣∇i1 ,gˆ(t)β(t)∣∣∣
ωˆ(t)
· · · · ·
∣∣∣∇i j ,gˆ(t)β(t)∣∣∣
ωˆ(t)
≤CK,k.
where ∗ denotes tensor contraction by g˜(t). Here we have used the uniformly equivalent relations
between ω(t), ωˆ(t) and ω˜(t), and hence completes the proof of Corollary 3.5. 
Remark 3.6. Suppose we have two uniformly equivalent families of Ka¨hler metrics ω(t) and ω˜(t), it
doesn’t matter which metric we use to measure the norm. Also, assume we have any quantity of the
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form
A1 ∗ A2 ∗ · · · ∗ Ak,
where each Ai is a tensor, and ∗ is the tensor contraction given by ω(t) or ω˜(t), then by the uniformly
equivalent relations between ω(t) and ω˜(t), we have
|A1 ∗ A2 ∗ · · · ∗ Ak| ≤ C · |A1|ω˜(t) · · · · · |Ak|ω˜(t) .
for some uniform constant C independent of t, since here we have only finitely many contractions
(depending only on k and the degrees of the Ai’s). The case for three or more uniformly equivalent
metrics is similar. We will use such principle to take norms throughout this paper.
The following lemma is a standard result in Ka¨hler geometry, and follows easily by direct computa-
tions. So we omit the proof.
Lemma 3.7. Given X be a Ka¨hler manifold, and ω, ω˜ be any two Ka¨hler forms on X. Define the tensor
Ψ on X by
Ψkip := Γ(g)
k
ip − Γ(g˜)kip = gkl¯∇g˜i gpl¯.
Then we have
R(ω)i j¯kl¯ = g˜
sv¯gkv¯R(ω˜)i j¯sl¯ − ∇g˜i∇g˜j¯gkl¯ + guv¯ΨuikΨvjl. (3.17)
In particular, we have
R♯(ω)i j¯k
l
= R♯(ω˜)i j¯k
l − glv¯∇g˜
j¯
∇g˜
i
gkv¯ + g
lv¯gst¯Ψ
s
ikΨ
t
jv
. (3.18)
This lemma shows that we can express the difference of the Rm curvature tensor of two Ka¨hler
metrics as the tensor contraction of the first covariant derivatives and second covariant derivatives.
Now we can prove Theorem 1.3:
Proof of Theorem 1.3. We still just need to verify the Conditions (A) − (C) of Lemma 1.1 with
η(t) = ω(t) − ω˜(t).
We have already trivialize f holomorphically to a product U × Y → U. Let K ⊂⊂ U be any compact
subset.
Condition (C) follows from Lemma 2.1.
Condition (B): Replacing U by a slightly smaller subset. With Theorem 3.2 at hand, Corollary 3.5
implies the estimate
‖ω(t)‖Ck(U×Y,ω˜(t)) ≤ CU,k
for any k ≥ 0.
Condition (A): Replacing U by a smaller subset, we only need to verify the condition
‖ω(t) − ω˜(t)‖C0(U×Y,ω˜(t)) ≤ h0(t).
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From the result of Tosatti-Weinkove-Yang, say Equation (3.6) of Theorem 3.1, we have
‖ω(t) − ω˜t‖2C0(U×Y,ω˜t) ≤ h(t).
where ω˜t = ωB + e
−tωSRF. Choosing product coordinates, say {zα, 1 ≤ α ≤ m; yi, 1 ≤ i ≤ n} with zα
being base coordinates and yi being fiber coordinates. Then the above estimate implies on U × Y
∣∣∣∣g(t)αβ¯ − [(1 − e−t)(gB)αβ¯ + e−t(gSRF)αβ¯]
∣∣∣∣2 ≤ h(t), α, β ∈ b,
et ·
∣∣∣g(t)α j¯ − e−t(gSRF)α j¯∣∣∣2 ≤ h(t), α ∈ b, j ∈ f,
e2t ·
∣∣∣g(t)i j¯ − (gSRF)i j¯∣∣∣2 ≤ h(t), i, j ∈ f.
(3.19)
The first inequality of (3.19) implies that
∣∣∣g(t)αβ¯ − (gB)αβ¯∣∣∣2 ≤ 2h(t) + 2 ∣∣∣e−t(gB)αβ¯ − e−t(gSRF)αβ¯∣∣∣2 ≤ h(t), α, β ∈ b,
and the second inequality of (3.19) implies
et ·
∣∣∣g(t)α j¯∣∣∣2 ≤ 2h(t) + e−t · ∣∣∣(gSRF)α j¯∣∣∣2 ≤ h(t), α ∈ b, j ∈ f.
Since ωSRF,b = ωY for any b ∈ U, we have (gSRF)i j¯ = (gY)i j¯ with i, j ∈ f under the product coordinates,
hence the third inequality of (3.19) implies
e2t ·
∣∣∣g(t)i j¯ − (gY)i j¯∣∣∣2 ≤ h(t), i, j ∈ f.
So we conclude that on U × Y under product coordinates
∣∣∣g(t)αβ¯ − (gB)αβ¯∣∣∣2 ≤ h(t), α, β ∈ b,
et ·
∣∣∣g(t)α j¯∣∣∣2 ≤ h(t), α ∈ b, j ∈ f,
e2t ·
∣∣∣g(t)i j¯ − (gY)i j¯∣∣∣2 ≤ h(t), i, j ∈ f.
(3.20)
This implies that
‖ω(t) − ω˜(t)‖C0(U×Y,ω˜(t)) ≤ h(t).
This verifies Condition (A) since we already have local uniform equivalence between ω(t) and ω˜(t).
Now applying Lemma 1.1, we get the desired estimate (1.6).
It remains to prove curvature convergence estimates (1.7). Applying Lemma 3.7 with ω = ω(t) and
ω˜ = ω˜(t), and define the tensor
Ψ(t)kip := Γ(g(t))
k
ip − Γ(g˜(t))kip = g(t)kl¯∇g˜(t)i g(t)pl¯, (3.21)
we get
R♯(ω(t))i j¯k
l − R♯(ω˜(t))i j¯k
l
= g(t)lv¯∇g˜(t)
j¯
∇g˜(t)
i
g(t)kv¯ + g(t)
lv¯g(t)st¯Ψ(t)
s
ikΨ(t)
t
jv
= g(t)lv¯∇g˜(t)
j¯
∇g˜(t)
i
g(t)kv¯ + g(t)
lv¯g(t)pq¯∇g˜(t)
i
g(t)kq¯∇g˜(t)j¯ g(t)pv¯.
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Then by induction we can show that for all k ≥ 0
∇k,g˜(t)
[
R♯(ω(t)) − R♯(ω˜(t))
]
=
∑
j≥1,i1+···+i j=k+2,i1 ,...,i j≥1
∇i1 ,g˜(t)g(t) ∗ · · · ∗ ∇i j ,g˜(t)g(t). (3.22)
where ∗ is the tensor contraction given by g(t). In fact, k = 0 case already follows from (3.18). Suppose
we have (3.22) for 0, . . . , k − 1 for k ≥ 1. Then for k we have
∇k,g˜(t)
[
R♯(ω(t)) − R♯(ω˜(t))
]
= ∇g˜(t)

∑
j≥1,i1+···+i j=k+1,i1 ,...,i j≥1
∇i1,g˜(t)g(t) ∗ · · · ∗ ∇i j ,g˜(t)g(t)

=
∑
j≥1,i1+···+i j=k+2,i1 ,...,i j≥1
∇i1,g˜(t)g(t) ∗ · · · ∗ ∇i j ,g˜(t)g(t).
This proves (3.22) for k.
Now, taking norms with respect to g˜(t) and using the equivalence of ω(t) and ω˜(t) we have on K ×Y∣∣∣∣∇k,g˜(t) [R♯(ω(t)) − R♯(ω˜(t))]
∣∣∣∣
ω˜(t)
≤ Ck ·
∑
j≥1,i1+···+i j=k+2,i1 ,...,i j≥1
∣∣∣∇i1 ,g˜(t)g(t)∣∣∣
ω˜(t)
· · · · ·
∣∣∣∇i j ,g˜(t)g(t)∣∣∣
ω˜(t)
≤ hK,k(t).
So we get (1.7), and this completes the proof. 
3.2. Metric and curvature convergence on torus-fibered Calabi-Yaumanifolds. Now we consider
the case when the smooth fibers Xb are finite quotients of complex tori, but we allow the complex
structure to change. We denote the semi-Ricci flat form ωSRF by ωSF now, since in this case, its
restriction to each smooth fiber is actually flat. We have the following higher-order estimates.
Lemma 3.8 ([8, 13, 31]). For all compact sets K ⊂ X\S and all k ≥ 0, there exists constants CK,k
independent of t such that for all t ∈ [0,∞) we have that
‖ω(t)‖Ck(K,ω˜t) ≤ CK,k. (3.23)
and the curvature bound
‖Rm(ω(t))‖Ck(K,ω˜t) ≤ CK,k. (3.24)
Now, we can prove Theorem 1.4.
Proof of Theorem 1.4. For all compact sets K ⊂ X\S , we choose disks B1 ⊂⊂ B2 ⊂⊂ B\S ′ such that
K ⊂ f −1(B1). Set U = f −1(B2). Then, as the proof of Theorem 1.3, with the help of Theorem 3.1 and
Lemma 3.8, we can similarly verify the Conditions (A) − (C) of Lemma 1.1 with
η(t) = ω(t) − ω˜t.
So we immediately get the higher-order convergence
‖ω(t) − ω˜t‖Ck(K,ω˜t) ≤ hK,k(t),
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where hK,k(t) are positive functions which tends to zero as t →∞, depending only on k and the domain
K. It remains to show that
‖Rm(ω(t)) − Rm(ω˜t)‖Ck(K,ω˜t) ≤ hK,k(t).
Applying Lemma 3.7 with ω = ω(t) and ω˜ = ω˜t, we get
R(ω(t))i j¯kl¯ = (g˜t)
sv¯g(t)kv¯R(ω˜t)i j¯sl¯ − ∇g˜ti ∇g˜tj¯ g(t)kl¯ + g(t)uv¯Ψ(t)uikΨ(t)vjl. (3.25)
which gives
R(ω˜t)i j¯kl¯ = g(t)
sv¯(g˜t)kv¯R(ω(t))i j¯sl¯ + g(t)
sv¯(g˜t)kv¯∇g˜ti ∇g˜tj¯ g(t)sl¯ − g(t)st¯(g˜t)kt¯g(t)uv¯Ψ(t)uisΨ(t)vjl. (3.26)
This is equivalent to
R(ω˜t)i j¯kl¯ = g(t)
sv¯(g˜t)kv¯R(ω(t))i j¯sl¯ + g(t)
sv¯(g˜t)kv¯∇g˜ti ∇g˜tj¯ g(t)sl¯ − g(t)st¯g(t)pq¯(g˜t)kt¯∇
g˜t
i
g(t)sq¯∇g˜tj¯ g(t)pl¯. (3.27)
Hence we have
R(ω˜t)i j¯kl¯ − R(ω(t))i j¯kl¯
=g(t)sv¯[(g˜t)kv¯ − g(t)kv¯]R(ω(t))i j¯sl¯ + g(t)sv¯(g˜t)kv¯∇g˜ti ∇g˜tj¯ g(t)sl¯ − g(t)st¯g(t)pq¯(g˜t)kt¯∇
g˜t
i
g(t)sq¯∇g˜tj¯ g(t)pl¯.
(3.28)
Taking norms with respect to ω˜t and applying (1.8) and Lemma 3.8, we have that on U
|Rm(ω˜t) − Rm(ω(t))|ω˜t
≤C · |ω˜t − ω(t)|ω˜t · |Rm(ω(t)|ω˜t +C ·
∣∣∣∇2,g˜tg(t)∣∣∣
ω˜t
+ C ·
∣∣∣∇g˜tg(t)∣∣∣2
ω˜t
≤C · hK(t) · CK +C · hK(t) +C · hK(t)2
≤hK(t).
Also from (3.27), by induction we can easily obtain that for all k ≥ 0
∇k,g˜tRm(ω˜t)
=
∑
j≥1,i1+···+i j=k,i1 ,...,i j≥0
∇i1,g˜tg(t) ∗ · · · ∗ ∇i j−1 ,g˜tg(t) ∗ ∇i j ,g˜tRm(ω(t)), (3.29)
where ∗ denotes tensor contraction by g(t) or g˜t. This implies that on U∣∣∣∇k,g˜tRm(ω˜t)∣∣∣ω˜t
≤C ·
∑
j≥1,i1+···+i j=k,i1 ,...,i j≥0
∣∣∣∇i1,g˜tg(t)∣∣∣
ω˜t
· · · · ·
∣∣∣∇i j−1 ,g˜tg(t)∣∣∣
ω˜(t)
·
∣∣∣∇i j ,g˜tRm(ω(t))∣∣∣
ω˜t
≤CK,k.
Hence if we set
η˜(t) = Rm(ω˜t) − Rm(ω(t)),
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then we have 
‖η˜(t)‖C0(U,ω˜t) = ‖Rm(ω˜t) − Rm(ω(t))‖C0(U,ω˜t) ≤ hK(t),
‖η˜(t)‖Ck(U,ω˜t) = ‖Rm(ω˜t) − Rm(ω(t))‖Ck(U,ω˜t) ≤ CK,k,
(3.30)
Hence Conditions (A) and (B) of Lemma 1.1 are satisfied for η(t) = η˜(t) and g˜(t) = g˜t. Hence from
Lemma 1.1 we conclude the local convergence
‖Rm(ω(t)) − Rm(ω˜t)‖Ck(K,ω˜t) ≤ hK,k(t).
This establish (1.9). 
4. Applications to normalized Ka¨hler-Ricci flow on torus-fibered minimal models
Let (Xm+n, ω0) be a compact Ka¨hler manifold with semi-ample canonical bundle KX and assume
its Kodaira dimension to be 0 < m := Kod(X) < m + n. Then the pluricanonical system |ℓKX | for
sufficiently large ℓ ∈ Z+ induces the so called “Iitaka fibration” map
f : X → B ⊂ CPN := PH0(X,K⊗ℓX ), (4.1)
where B is the canonical model of X with dimB = m. Let S ′ be the singular set of B together with the
set of critical values of f , and we define S = f −1(S ′) ⊂ X.
From (4.1), we have f ∗O(1) = K⊗ℓ
X
, hence if we let χ = 1
ℓ
ωFS on PH
0(X,K⊗ℓ
X
), we have that f ∗χ
(denoted by χ afterwards) is a smooth semi-positive representative of −c1(X). Here, ωFS denotes the
Fubini-Study metric.
Given the Ka¨hler metric ω0 on X, since Xb := f
−1(b) is a Calabi-Yau manifold for each b ∈ B\S ′,
there exists a unique smooth function ρb on Xb with
∫
Xb
ρbω
n
0
= 0, such that ω0|Xb +
√
−1∂∂ρb =: ωb
is the unique Ricci-flat Ka¨hler metric on Xb in the class [ω0|Xb]. Moreover, ρb depends smoothly on b,
and so define a global smooth function on X\S . We define
ωSRF = ω0 +
√
−1∂∂ρ,
which is a closed real (1, 1)-form on X\S , called the “semi-Ricci flat metric”.
Let Ω be the smooth volume form on X with
√
−1∂∂ logΩ = χ,
∫
X
Ω =
(
m + n
m
) ∫
X
ωn0 ∧ χm. (4.2)
Define a function F on X\S by
F :=
Ω(
m+n
m
)
χm ∧ ωn
SRF
, (4.3)
then F is constant along the fiber Xb, b ∈ B\S ′, so it descends to a smooth function on B\S ′. Then
[20] showed that the Monge-Ampe´re equation
(χ +
√
−1∂∂v)m = Fevχm, (4.4)
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has a unique solution v ∈ PSH(χ) ∩ C0(B) ∩C∞(B\S ′). Define
ωB = χ +
√
−1∂∂v,
which is a smooth Ka¨hler metric on B\S ′, satisfying the twisted Ka¨hler-Einstein equation
Ric(ωB) = −ωB + ωWP,
where ωWP is the smooth Weil-Petersson form on B\S ′.
Now let ω = ω(t) be the solution of the normalized Ka¨hler-Ricci flow
∂
∂t
ω = −Ric(ω) − ω, ω(0) = ω0, (4.5)
whose solution exists for all time. Define the global reference metrics
ωˆ(t) = e−tω0 + (1 − e−t)χ,
then it is Ka¨hler for all t ≥ 0, and we can write ω(t) = ωˆ(t) +
√
−1∂∂ϕ(t). Then the Ka¨hler-Ricci flow
(4.5) is equivalent to the parabolic Monge-Ampe´re equation
∂
∂t
ϕ = log
e(n−m)t
(
ωˆ(t) +
√
−1∂∂ϕ(t)
)n
Ω
− ϕ, ϕ(0) = 0. (4.6)
We denote by T0 = trω(t)ωB and u = ϕ˙ + ϕ − v on X\S . Define on X\S the reference metrics
ω˜(t) = e−tωSRF + (1 − e−t)ωB.
We always set K = f −1(K′) where K′ ⊂ B\S ′ is a compact subset. Then we can choose some open
subset U′ ⊂⊂ B\S ′ such that K′ ⊂ U′. Set U = f −1(U′), then K ⊂⊂ U ⊂⊂ X\S . First, we have the
following lemma in the general fibration case. See [20, 21, 4, 34, 30, 15].
Lemma 4.1. There exist some constant C = C(K) > 0 and positive functions h(t) which tends to zero
as t →∞, depending on the domain K, such that
(1) C−1ωˆ(t) ≤ ω(t) ≤ Cωˆ(t), on K × [0,∞).
(2) |ϕ − v| + |ϕ˙ + ϕ − v| ≤ h(t), on K × [0,∞).
(3) ‖ω(t) − ω˜(t)‖C0(K,ω(t)) ≤ h(t).
(4) |T0 − m| +
∣∣∣‖ωB‖2ω(t) − m
∣∣∣ ≤ h(t), on K × [0,∞).
(5) There exists a uniform constant C0 > 0 such that
|R| ≤ C0, on X × [0,∞).
(6) Along the normalized Ka¨hler-Ricci flow (4.5), we have on X\S
(∂t − ∆) u = trω(t)ωB − m. (4.7)
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(7) We have
|∇u|2 ≤ h(t), on K × [0,∞). (4.8)
(8) |R(t) + m| ≤ h(t), on K × [0,∞).
Especially, if S = ∅, then all of the above estimates hold with K replaced by X and h(t) replaced by
Ce−ηt for some constants η,C > 0 depending on (X, ω0).
From now on, assume the smooth fibers are the quotients of complex tori by holomorphic free
action of a finite group. In this case, the semi-Ricci flat metric ωSRF we constructed above is actually
flat when restricted to any smooth fiber Xb, b ∈ B\S ′, and we denote ωSRF by ωSF to indicate such
semi-flat property. We have the following estimates.
Lemma 4.2 ([4, 5, 8, 13, 31]). For all compact sets K ⊂ X\S and all k ≥ 0, there exists constants CK,k
independent of t such that for all t ∈ [0,∞) we have the higher-order derivatives bound
‖ω(t)‖Ck(K,ω˜(t)) ≤ CK,k. (4.9)
and the curvatures bound
‖Rm(ω(t))‖Ck(K,ω˜(t)) ≤ CK,k. (4.10)
‖Ric(ω(t))‖Ck(K,ω˜(t)) ≤ CK,k. (4.11)
‖R(ω(t))‖Ck(K,ω˜(t)) ≤ CK,k. (4.12)
Now we can prove Theorem 1.5.
Proof of Theorem 1.5. For all compact sets K ⊂ X\S , we choose disks B1 ⊂⊂ B2 ⊂⊂ B\S ′ such that
K ⊂ f −1(B1). Set U = f −1(B2). Then, as the proof of Theorem 1.4, with the help of Lemma 4.1 and
Lemma 4.2, we can similarly verify the Conditions (A) − (C) of Lemma 1.1 with
η(t) = ω(t) − ω˜(t).
Hence from Lemma 1.1 we have the convergence estimate
‖ω(t) − ω˜(t)‖Ck(K,ω˜(t)) ≤ hK,k(t).
Also, with Lemma 3.8 being replaced by Lemma 4.1, the same argument as in the proof of Theorem
1.4 gives the convergence estimates
‖Rm(ω(t)) − Rm(ω˜(t))‖Ck(K,ω˜(t)) ≤ hK,k(t). (4.13)
Next we consider the Ricci curvature. First from (4.13) and Lemma 4.2, we have
‖Rm(ω˜(t))‖Ck(U,ω˜(t)) ≤ CK,k. (4.14)
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and hence naturally
‖Ric(ω˜(t))‖Ck(U,ω˜(t)) ≤ CK,k. (4.15)
Combining (4.15) and Lemma 4.2 we obtain
‖Ric(ω(t))‖Ck(U,ω˜(t)) + ‖Ric(ω˜(t))‖Ck(U,ω˜(t)) ≤ CK,k. (4.16)
By definiton, we have
R(ω(t))i j¯ − R(ω˜(t))i j¯
=g(t)kl¯R(ω(t))i j¯kl¯ − g˜(t)kl¯R(ω˜(t))i j¯kl¯
=
[
g(t)kl¯ − g˜(t)kl¯
]
R(ω(t))i j¯kl¯ + g˜(t)
kl¯
[
R(ω(t))i j¯kl¯ − R(ω˜(t))i j¯kl¯
]
.
(4.17)
Taking norms with respect to ω˜(t) gives that on U
|Ric(ω(t)) − Ric(ω˜(t))|ω˜(t)
≤C ·
∣∣∣ω˜(t)−1 − ω(t)−1∣∣∣
ω˜(t)
· |Rm(ω(t)|ω˜(t) + C · |Rm(ω(t)) − Rm(ω˜(t))|ω˜(t)
≤C · hK(t) · CK + C · hK(t)
≤hK(t).
Hence the Conditions (A) − (C) of Lemma 1.1 with
η(t) = Ric(ω(t)) − Ric(ω˜(t))
are satisfied, and we conclude from Lemma 1.1 the convergence estimates
‖Ric(ω(t)) − Ric(ω˜(t))‖Ck(K,ω˜(t)) ≤ hK,k(t). (4.18)
Finally, for the scalar curvature, from Equation (4.16) and Lemma 4.2, we naturally have
‖R(ω(t))‖Ck(U) + ‖R(ω˜(t))‖Ck(U) ≤ CK,k. (4.19)
By definition we have
R(ω(t)) − R(ω˜(t))
=g(t)kl¯R(ω(t))kl¯ − g˜(t)kl¯R(ω˜(t))kl¯
=
[
g(t)kl¯ − g˜(t)kl¯
]
R(ω(t))kl¯ + g˜(t)
kl¯ [R(ω(t))kl¯ − R(ω˜(t))kl¯] .
(4.20)
As before, we have on U
|R(ω(t)) − R(ω˜(t))|
≤C ·
∣∣∣ω˜(t)−1 − ω(t)−1∣∣∣
ω˜(t)
· |Ric(ω(t))|ω˜(t) +C · |Ric(ω(t)) − Ric(ω˜(t))|ω˜(t)
≤C · hK(t) · CK +C · hK(t) ≤ hK(t).
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Hence the Conditions (A) − (C) of Lemma 1.1 with
η(t) = R(ω(t)) − R(ω˜(t))
are satisfied, and we conclude from Lemma 1.1 that
‖R(ω(t)) − R(ω˜(t))‖Ck(K,ω˜(t)) ≤ hK,k(t).
This completes the proof of Theorem 1.5. 
Finally, we prove Theorem 1.6. First, we need the following Proposition.
Proposition 4.3. For all compact sets U ⊂⊂ X\S and all k ≥ 0, there exists constants CU,k independent
of t such that for all t ∈ [0,∞) we have that
‖ωB‖Ck(U,ω˜(t)) ≤ CU,k. (4.21)
Proof. We adopt the notations of [30, Theorem 5.24, p363-368]. We just need to consider the case
when Xb is in fact bi-holomorphic to a torus for some b ∈ B\S ′. Then we have
λ∗t p
∗ f ∗ωB = p
∗ f ∗ωB,
and
λ∗t p
∗ωSF = λ
∗
t
√
−1∂∂η =
√
−1∂∂(η ◦ λt) = et
√
−1∂∂η = etp∗ωSF.
Hence we have
λ∗t p
∗(ω˜(t)) = λ∗t p
∗((1 − e−t) f ∗ωB + e−tωSF) = (1 − e−t)p∗ f ∗ωB + p∗ωSF =: ωˇ(t).
Now we may assume that t ≥ 1 so that the factor (1 − e−t) ∈ (1
2
, 1) would be a harmless factor. Then
we have for every compact set K ⊂ B′ × Cn−m (here B′ is the B in the notations of [30, Theorem 5.24,
p363-368], which is a small ball in the regular part of the base space B here) there are constants CK,k
such that
‖p∗ f ∗ωB‖Ck(K,ωˇ(t)) ≤ CK,k,
for all t ≥ 1. We can rewrite this as
‖λ∗t p∗ f ∗ωB‖Ck(K,λ∗t p∗(ω˜(t))) ≤ CK,k.
Given any open subset U ⊂ X\S , if K′ ⊂⊂ U ⊂ X\S is a compact set which is small enough so that
K = p−1(K′) ⊂ B′ × Cn−m is compact and p is a bi-holomorphism on K, (note that such compact sets
K′ cover U) then we have
‖ f ∗ωB‖Ck(K′,ω˜(t)) = ‖p∗ f ∗ωB‖Ck(K,p∗ f ∗ω˜(t)) = ‖λ∗t p∗ f ∗ωB‖Ck(λ1/t(K),λ∗t p∗(ω˜(t))),
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where λ1/t is the inverse map of λt. But the compact sets λ1/t(K) (t ≥ 1) are all contained in a fixed
compact set of B′ × Cn−m, hence we have
‖ f ∗ωB‖Ck(K′,ω˜(t)) = ‖λ∗t p∗ f ∗ωB‖Ck(λ1/t(K),λ∗t p∗(ω˜(t))) ≤ CK′,k,
and so by a covering argument we easily obtain
‖ωB‖Ck(U,ω˜(t)) ≤ CU,k.
This finishes the proof of Proposition 4.3. 
Remark 4.4. The same conclusion of Proposition 4.3 holds with ωB being replaced by any other fixed
Ka¨hler metric on the regular part of the base space B.
Now we can prove Theorem 1.6.
Proof of Theorem 1.6. Along the normalized Ka¨hler-Ricci flow (4.5), we have on X\S × [0,∞)
Ric(ω(t)) = −
√
−1∂∂(ϕ˙ + ϕ) − χ
= −
√
−1∂∂(ϕ˙ + ϕ − v) − (χ +
√
−1∂∂v)
= −
√
−1∂∂u − ωB.
(4.22)
We define η(t) to be the (1, 1) form
η(t) = Ric(ω(t)) + ωB = −
√
−1∂∂u.
Combining Lemma 4.2 with Proposition 4.3, we have
‖η(t)‖Ck(K,ω˜(t)) ≤ ‖Ric(ω(t))‖Ck(K,ω˜(t)) + ‖ωB‖Ck(K,ω˜(t)) ≤ CK,k, (4.23)
for any compact subset K ⊂⊂ X\S .
We need to prove that
‖η(t)‖C0(K,ω˜(t)) ≤ hK(t), (4.24)
for any compact subset K ⊂⊂ X\S . To this end, we choose disks B1 ⊂⊂ B2 ⊂⊂ B\S ′ such that
K ⊂ f −1(B1). Set U = f −1(B2). According to Lemma 4.1, we have the estimate
|∇u|2ω˜(t) ≤ hK(t)
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on U × [0,∞). Combining Equations (4.14) and (4.23) (with K being replaced by U in Equation
(4.23)), we have on U × [0,∞)
(−∆ω˜(t)) (|∇u|2ω˜(t))
= − 2
∣∣∣∇2,g˜(t)u∣∣∣2
ω˜(t)
− g˜(t)ab¯g˜(t)i j¯ · ∇g˜(t)a ∇g˜(t)b¯ ∇
g˜(t)
i
u∇g˜(t)
j¯
u − g˜(t)ab¯g˜(t)i j¯ · ∇g˜(t)
i
u∇g˜(t)a ∇g˜(t)b¯ ∇
g˜(t)
j¯
u
= − 2
∣∣∣∇2,g˜(t)u∣∣∣2
ω˜(t)
− g˜(t)ab¯g˜(t)i j¯ · ∇g˜(t)a ∇g˜(t)i ∇g˜(t)b¯ u∇
g˜(t)
j¯
u
− g˜(t)ab¯g˜(t)i j¯ · ∇g˜(t)
i
u
{
∇g˜(t)
b¯
∇g˜(t)a ∇g˜(t)j¯ u + Rm(ω˜(t))q¯ j¯ab¯∇
g˜(t)
q¯ u
}
= − 2
∣∣∣∇2,g˜(t)u∣∣∣2
ω˜(t)
+ g˜(t)ab¯g˜(t)i j¯ · ∇g˜(t)a ηib¯∇g˜(t)j¯ u − g˜(t)ab¯g˜(t)i j¯ · ∇
g˜(t)
i
u
{
−∇g˜(t)
b¯
ηa j¯ + Rm(ω˜(t))
q¯
j¯ab¯∇g˜(t)q¯ u
}
= − 2
∣∣∣∇2,g˜(t)u∣∣∣2
ω˜(t)
+ ∇g˜(t)η ∗ ∇g˜(t)u + Rm(ω˜(t)) ∗ ∇g˜(t)u ∗ ∇g˜(t)u
≤ − 2
∣∣∣∇2,g˜(t)u∣∣∣2
ω˜(t)
+ C ·
∣∣∣∇g˜(t)η∣∣∣
ω˜(t)
·
∣∣∣∇g˜(t)u∣∣∣
ω˜(t)
+ C · |Rm(ω˜(t))|ω˜(t) ·
∣∣∣∇g˜(t)u∣∣∣2
ω˜(t)
≤ − 2
∣∣∣∇2,g˜(t)u∣∣∣2
ω˜(t)
+ C ·
∣∣∣∇g˜(t)u∣∣∣
ω˜(t)
≤ − 2
∣∣∣∇2,g˜(t)u∣∣∣2
ω˜(t)
+ h(t),
where ∗ denotes tensor contraction by g˜(t). Also, we naturally have
∣∣∣∇2,g˜(t)u∣∣∣2
ω˜(t)
≥ |η|2ω˜(t) .
Hence we conclude that
(−∆ω˜(t)) (|∇u|2ω˜(t)) ≤ −2 |η|2ω˜(t) + h(t). (4.25)
Next, using (4.23) we have
(−∆ω˜(t)) (|η|2ω˜(t))
= − 2
∣∣∣∇g˜(t)η∣∣∣2
ω˜(t)
+ ∇2,g˜(t)η ∗ η
≤C ·
∣∣∣∇2,g˜(t)η∣∣∣
ω˜(t)
· |η|ω˜(t)
≤C · |η|ω˜(t) .
(4.26)
where ∗ denotes tensor contraction by g˜(t). Hence using (4.23) we can further compute on U
(−∆ω˜(t)) (|η|4ω˜(t))
≤2 |η|2ω˜(t) ·
(−∆ω˜(t)) (|η|2ω˜(t)) − 2 ∣∣∣∇ |η|2ω˜(t)∣∣∣2ω˜(t)
≤C · |η|3ω˜(t) − 2
∣∣∣∇ |η|2ω˜(t)∣∣∣2ω˜(t)
≤C · |η|2ω˜(t) − 2
∣∣∣∇ |η|2ω˜(t)∣∣∣2ω˜(t) .
(4.27)
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Choose cut-off function ρ as in the proof of Theorem 1.3, and use again (4.23) we can compute on U
(−∆ω˜(t)) (ρ2 |η|4ω˜(t))
=ρ2
(−∆ω˜(t)) (|η|4ω˜(t)) + |η|4ω˜(t) (−∆ω˜(t)) (ρ2) − 2Re
{〈
∇ρ2,∇ |η|4ω˜(t)
〉
ω˜(t)
}
≤ρ2
(
C · |η|2ω˜(t) − 2
∣∣∣∇ |η|2ω˜(t)∣∣∣2ω˜(t)
)
+ C · |η|4ω˜(t) +C · ρ|∇ρ|ω˜(t) |η|2ω˜(t)
∣∣∣∇ |η|2ω˜(t)∣∣∣ω˜(t)
≤ − 2ρ2
∣∣∣∇ |η|2ω˜(t)∣∣∣2ω˜(t) + C · |η|2ω˜(t) +C ·
(
ρ
∣∣∣∇ |η|2ω˜(t)∣∣∣ω˜(t)
)
|η|2ω˜(t)
≤ − 2ρ2
∣∣∣∇ |η|2ω˜(t)∣∣∣2ω˜(t) + C · |η|2ω˜(t) + ρ2
∣∣∣∇ |η|2ω˜(t)∣∣∣2ω˜(t) +C · |η|4ω˜(t)
≤C · |η|2ω˜(t) .
Now we conclude that we can find some h(t) such that on U
|∇u|2ω˜(t)h(t)−1 ≤ 1,(−∆ω˜(t)) (|∇u|2ω˜(t)h(t)−1) ≤ −2 |η|2ω˜(t) h(t)−1 + 1,(−∆ω˜(t)) (ρ2 |η|4ω˜(t) h(t)−1) ≤ C · |η|2ω˜(t) h(t)−1.
(4.28)
Set
Q := ρ2 |η|4ω˜(t) h(t)−1 + C · |∇u|2ω˜(t)h(t)−1.
Using (4.28), on U × [0,∞) we have
(−∆ω˜(t)) (Q) ≤ − |η|2ω˜(t) h(t)−1 + C.
Now, at a given time t, assume Q achieves it’s maximum at point x0. If x0 ∈ ∂U, where ρ ≡ 0, using
(4.28), Q has an upper bound C at time t, and we are done. Otherwise x0 ∈ U and by maximum
principle, we have
0 ≤ (−∆ω˜(t)) (Q) (x0) ≤ − |η|2ω˜(t) (x0)h(t)−1 +C,
which gives
|η|2ω˜(t) (x0)h(t)−1 ≤ C.
Then by (4.23) and (2.6) we have on U
Q ≤ Q(x0) ≤ C2K |η|2ω˜(t) (x0)h(t)−1 +C · |∇u|2ω˜(t)(x0)h(t)−1 ≤ C.
Since ρ ≡ 1 on K, we obtian the estimate
|η|2ω˜(t) ≤ Ch(t)
1
2
on K. Hence we conclude 
‖η(t)‖C0(U,ω˜t) ≤ hK(t),
‖η(t)‖Ck(U,ω˜t) ≤ CK,k.
(4.29)
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Now Conditions (A) and (B) of Lemma 1.1 are satisfied for η(t). Hence from Lemma 1.1 we conclude
the local convergence
‖Ric(ω(t)) + ωB‖Ck(K,ω˜(t)) ≤ hK,k(t). (4.30)
Finally, for the scalar curvature, Lemma 4.2 gives that
‖R(ω(t))‖Ck(U,ω˜(t)) ≤ CK,k(t).
The estimate (4.30) or the main result of [15] implies that
‖R(ω(t)) + m‖C0(U) ≤ h(t).
Hence set
η˜(t) = R(ω(t)) + m
and apply Lemma 1.1, we conclude the local convergence
‖R(ω(t)) + m‖Ck(K,ω˜t) ≤ hK,k(t).
This establish (1.16) and hence completes the proof of Theorem 1.6. 
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