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OPTIMAL DECAY FOR THE COMPRESSIBLE NAVIER-STOKES
EQUATIONS WITHOUT ADDITIONAL SMALLNESS
ASSUMPTIONS
ZHOUPING XIN AND JIANG XU
Abstract. This work is concerned with the large time behavior of solutions to the
barotropic compressible Navier-Stokes equations in Rd(d ≥ 2). Precisely, it is shown
that if the initial density and velocity additionally belong to some Besov space B˙−σ12,∞
with σ1 ∈ (1 − d/2, 2d/p − d/2], then the L
p norm (the slightly stronger B˙0p,1 norm
in fact) of global solutions admits the optimal decay t−
d
2
( 1
2
−
1
p
)−
σ1
2 for t → +∞.
In contrast to refined time-weighted approaches ([11, 43]), a pure energy argument
(independent of the spectral analysis) has been developed in more general Lp critical
framework, which allows to remove the smallness of low frequencies of initial data.
Indeed, bounding the evolution of B˙−σ12,∞ -norm restricted in low frequencies is the key
ingredient, whose proof mainly depends on non standard Lp product estimates with
respect to different Sobolev embeddings. The result can hold true in case of large
highly oscillating initial velocities.
1. Introduction
Consider the following compressible Navier-Stokes equations
(1.1)
{
∂t̺+ div(̺u) = 0,
∂t(̺u) + div(̺u⊗ u)− div
(
2µD(u) + λdivu Id
)
+∇Π = 0,
which govern the motion of a general barotropic compressible fluid in whole space Rd.
Here u = u(t, x) ∈ Rd (with (t, x) ∈ R+ × R
d) and ̺ = ̺(t, x) ∈ R+ stand for the
velocity field and density of the fluid, respectively. The barotropic assumption means
that the pressure Π , P (̺) depends only upon the density of fluid and the function P
will be taken suitably smooth in what follows. The notation D(u) , 12(Dxu +
TDxu)
stands for the deformation tensor, and div is the divergence operator with respect
to the space variable. The density-dependent functions λ and µ (the bulk and shear
viscosities) are assumed to be smooth enough and to satisfy
(1.2) µ > 0 and ν , λ+ 2µ > 0.
System (1.1) is supplemented with the initial data
(1.3) (̺, u)|t=0 = (̺0, u0).
We investigate the solution (̺, u) to the Cauchy problem (1.1)-(1.3) fulfilling the con-
stant far-field behavior
(̺, u)→ (̺∞, 0)
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with ̺∞ > 0, as |x| → ∞.
There is a huge literature on the existence, blow-up and large-time behavior of solu-
tions to the compressible Navier-Stokes equations. The local existence and uniqueness
of smooth solutions away from vacuum were proved by Serrin [35] and Nash [32]. The
local existence of strong solutions with Sobolev regularities was constructed by Solon-
nikov [37], Valli [40] and Fiszdon-Zajaczkowski [13]. Matsumura and Nishida [29, 30]
established the global strong solutions for small perturbations of a linearly stable con-
stant non-vacuum state (̺∞, 0) in three dimensions. With the additional L
1 smallness
assumption of initial data, the definite decay rate was also available:
(1.4) ‖(̺− ̺∞, u)(t)‖L2 . 〈t〉
− 3
4 with 〈t〉 ,
√
1 + t2,
which coincides with that of the heat kernel. Indeed, the decay rate in time reveals
the dissipative properties of solutions to (1.1)-(1.3). Subsequently, Ponce [34] obtained
more general Lr decay rates:
(1.5) ‖∇k(̺− ̺∞, u)(t)‖Lr . 〈t〉
− d
2
(1− 1
r
)− k
2 , 2 ≤ r ≤ ∞, 0 ≤ k ≤ 2, d = 2, 3.
Later, Matsumura-Nishida’s results were generalized to more physical situations where
the fluid domain is not Rd: for example, the exterior domains were investigated by
Kobayashi [23] and Kobayashi-Shibata [24], the half space by Kagei & Kobayashi
[21, 22]. In addition, there are some results available which are connected to the
information of wave propagation. Zeng [45] investigated the L1 convergence to the
nonlinear Burgers’ diffusive wave. Hoff and Zumbrun [18] performed the detailed anal-
ysis of the Green function for the multi-dimensional case and got the L∞ decay rates
of diffusion waves. In [28], Liu and Wang exhibited pointwise convergence of solution
to diffusion waves with the optimal time-decay rate in odd dimension, where the phe-
nomena of the weaker Huygens’ principle was also shown. Huang, Li and the first
author [19] established the global existence of classical solutions that may have large
highly oscillations and can contain vacuum states, see also [26] where further results
including 2-dimensional case and large time behavior of solutions have been obtained.
For the existence of solution with arbitrary data, a breakthrough is due to Lions [27],
who obtained the global existence of weak solutions with the finite energy when the
adiabatic exponent is suitably large. Subsequently, some improvements were made by
Feireisl, Novotny & Petzeltova´ [12] and Jiang & Zhang [20]. In 1998, the first author
[41] found a fact that any smooth solution to the Cauchy problem of full compressible
Navier-Stokes system without heat conduction (including the current barotropic case)
would blow up in finite time if the initial density contains vacuum. See also [42] for
general blow-up results.
As regards global-in-time results, scaling invariance plays a fundamental role. It is
well known that suitable critical quantities (that is, having the same scaling invariance
as the system under consideration) may control the possible blow-up of solutions. This
trick is now classic. Let us recall the existence context for the incompressible Navier-
Stokes equations and go back to the work [14] by Fujita & Kato (see also results by
Kozono & Yamazaki [25] and Cannone [2]). Observe that (1.1) is invariant by the
transform
(1.6) ̺(t, x) ̺(l2t, lx), u(t, x) ℓu(l2t, lx), l > 0
up to a change of the pressure term Π into l2Π. Danchin [7] solved (1.1) globally
in critical homogeneous Besov spaces of L2 type, that is, the initial data belong to
COMPRESSIBLE NAVIER-STOKES EQUATIONS 3
(B˙
d
2
2,1 ∩ B˙
d
2
−1
2,1 ) × (B˙
d
2
−1
2,1 )
d. Subsequently, the result of [7] has been extended to the
Besov spaces that are not related to L2 by Charve & Danchin [4] and Chen, Miao &
Zhang [6] independently. Haspot [16] achieved essentially the same result by means of
more elementary approach based on using the viscous effective flux as in [17, 39] (see
also [10] for the case of density-dependent viscosity coefficients). We would like to give
the statement as follows for convenience of reader.
Theorem 1.1. ([4, 6, 16]) Let d ≥ 2 and p satisfy
(1.7) 2 ≤ p ≤ min(4, d∗) with d∗ , 2d/(d − 2) and, additionally, p 6= 4 if d = 2.
Assume that P ′(̺∞) > 0 and that (1.2) is fulfilled. There exists a constant c =
c(p, d, λ, µ, P, ̺∞) such that if a0 , ̺0 − ̺∞ is in B˙
d
p
p,1, if u0 is in B˙
d
p
−1
p,1 and if in
addition (aℓ0, u
ℓ
0) ∈ B˙
d
2
−1
2,1 with
(1.8) Xp,0 , ‖(a0, u0)‖
ℓ
B˙
d
2−1
2,1
+ ‖a0‖
h
B˙
d
p
p,1
+ ‖u0‖
h
B˙
d
p−1
p,1
≤ c
then (1.1) has a unique global-in-time solution (̺, u) with ̺ = ̺∞ + a and (a, u) in the
space Xp defined by
1:
(a, u)ℓ ∈ C˜b(R+; B˙
d
2
−1
2,1 ) ∩ L
1(R+; B˙
d
2
+1
2,1 ), a
h ∈ C˜b(R+; B˙
d
p
p,1) ∩ L
1(R+; B˙
d
p
p,1),
uh ∈ C˜b(R+; B˙
d
p
−1
p,1 ) ∩ L
1(R+; B˙
d
p
+1
p,1 ).
Furthermore, there exists some constant C = C(p, d, λ, µ, P, ̺∞) such that
(1.9) Xp ≤ CXp,0,
with
(1.10) Xp , ‖(a, u)‖
ℓ
L˜∞(B˙
d
2−1
2,1 )
+ ‖(a, u)‖ℓ
L1(B˙
d
2+1
2,1 )
+ ‖a‖h
L˜∞(B˙
d
p
p,1)∩L
1(B˙
d
p
p,1)
+ ‖u‖h
L˜∞(B˙
d
p−1
p,1 )∩L
1(B˙
d
p+1
p,1 )
.
Next, a natural problem is what is the large time asymptotic behavior of global-in-
time solutions constructed above. Although providing an accurate long-time asymp-
totics description is still out of reach in general, there are a number of works concerning
time-decay rates of Lq-Lr (same as (1.4)-(1.5)) in the critical regularity framework.
Okita [33] established the optimal time-decay estimates to (1.1)-(1.3) by using a smart
modification of the method of [7]. However, that result cannot cover the 2D case. In
the survey [8], Danchin proposed another description of the time decay which allows
one to handle any dimensions d ≥ 2. Danchin and the second author [11] developed the
method of [8] so as to get the optimal decay rates in more general Lp critical spaces. The
regularity exponent d/p − 1 for velocity may become negative in physical dimensions
d = 2, 3, the result thus applies to large highly oscillating initial velocities. Inspired
by the private communication with Danchin, the second author [43] claimed a general
low-frequency assumption for optimal decay estimates, that is, the initial density and
velocity additionally belong to some Besov space B˙−σ12,∞ where the regularity exponent
1The subspace C˜b(R+; B˙
s
q,1) of Cb(R+; B˙
s
q,1) is defined in (3.5), and the norms ‖ · ‖L˜∞(B˙s
p,1
) are
introduced just below Definition 3.2.
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σ1 belongs to a whole range (1 − d/2, σ0] with σ0 , 2dp −
d
2 . These recent efforts (also
including classical works [30, 34]) all depend on the time-weighted energy approach in
the Fourier semi-group framework, so the smallness of low frequencies of initial data
is usually needed. In the present paper, we aim at developing a different Lp energy
argument under the same regularity assumption as in [43], and then establish the opti-
mal decay of solutions to (1.1)-(1.3). In comparison with previous studies (whether in
Sobolev spaces with higher regularity or critical Besov spaces), the smallness condition
could be removed.
2. Reformulation and main results
To state main results, it is convenient to rewrite System (1.1) as the linearized
compressible Navier-Stokes equations about equilibrium (̺∞, 0), and regard the non-
linearities as source terms. Precisely, one has
(2.1)
{
∂ta+ divu = f,
∂tu−Au+∇a = g,
with f , −div(au), A , µ∞∆+(λ∞+µ∞)∇div such that µ∞ > 0 and λ∞+2µ∞ > 0,
g , −u · ∇u− I(a)Au− k(a)∇a+
1
1 + a
div
(
2µ˜(a)D(u) + λ˜(a)divu Id
)
,
where2
I(a) ,
a
1 + a
, k(a) ,
P ′(1 + a)
1 + a
−1, µ˜(a) , µ(1+a)−µ(1) and λ˜(a) , λ(1+a)−λ(1).
For simplicity, one can perform a suitable rescaling in (1.1) so as to normalize, at infinity,
the density ̺∞, the sound speed c∞ ,
√
P ′(̺∞) and the total viscosity ν∞ , λ∞+2µ∞
(with λ∞ , λ(̺∞) and µ∞ , µ(̺∞)) to be one.
Denote Λsf , F−1(|ξ|sFf) for s ∈ R. Now, main results are stated as follows.
Theorem 2.1. Let those assumptions of Theorem 1.1 hold and (̺, u) be the correspond-
ing global solution to (1.1). If in addition (a0, u0)
ℓ ∈ B˙−σ12,∞ (1−
d
2 < σ1 ≤ σ0 ,
2d
p −
d
2)
such that ‖(a0, u0)‖
ℓ
B˙
−σ1
2,∞
is bounded, then it holds that
‖Λσ(a, u)‖Lp . (1 + t)
− d
2
( 1
2
− 1
p
)−
σ+σ1
2 if − σ˜1 < σ ≤
d
p
− 1,(2.2)
for all t ≥ 0, where σ˜1 , σ1 + d(
1
2 −
1
p).
Furthermore, by using improved Gagliardo-Nirenberg inequalities, one can obtain
the following optimal decay estimates of B˙−σ12,∞ -L
r type.
Corollary 2.1. Let those assumptions of Theorem 2.1 be fulfilled. Then the corre-
sponding solution (a, u) admits the following decay estimates
‖Λl(a, u)‖Lr .
(
1 + t)−
d
2
( 1
2
− 1
r
)−
l+σ1
2 ,(2.3)
for p ≤ r ≤ ∞, l ∈ R and −σ˜1 < l + d
(
1
p −
1
r
)
≤ dp − 1·
Some comments are in order.
2In our analysis, the exact value of functions k, λ˜, µ˜ and even I will not matter : we only need those
functions to be smooth enough and to vanish at 0.
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(1) In comparison with previous efforts, the new ingredient is that the smallness
of low frequencies of initial data is no longer needed for the time-decay proper-
ties of solutions in Theorem 2.1 and Corollary 2.1. Furthermore, choosing the
endpoint regularity for example σ1 ≡ σ0 = d/2 (if p = 2) allows to go back
to the classical decay estimates (1.4)-(1.5) with aid of the Sobolev embedding
L1 →֒ B˙
−d/2
2,∞ . Clearly, there is some freedom in the choice of σ1, which enables
us to obtain more optimal decay estimates in the Lp framework.
(2) In [11] (setting σ1 = σ0), there is a little loss on those decay rates due to
different Sobolev embeddings at low frequencies and high frequencies. In fact,
it was shown that the solution itself decayed to equilibrium in Lp norm with
the rate of O
(
t−d(1/p−1/4)
)
for t → ∞. The present results avoid this minor
flaw and indicate the optimal decay as fast as t−d/2p, which are satisfactory.
(3) In the energy argument with interpolation, the optimality of lower bound of σ1
can be confirmed by non standard Lp product estimates in Corollary 5.1 and a
couple of interpolation inequalities like (5.40), (6.9) and (6.13).
(4) In physical dimensions d = 2, 3, Condition (1.7) allows to consider the case
p > d for which the velocity regularity exponent d/p−1 becomes negative. The
result thus applies to large highly oscillating initial velocities (see [4, 6] for more
explanations).
(5) Finally, it is worth pointing out our approach is of independent interest in the
Lp critical framework, which is likely to effective for other systems that are
encountered in fluid dynamics.
In what follows, let us give some illustration on Theorem 2.1. Throughout the
proof, our task is to establish a Lyapunov-type inequality in time for energy norms
(see (6.10)) by using the pure energy argument (independent of spectral analysis).
In fact, the idea comes from the previous works [15, 38]. In Sobolev spaces with
higher regularity, they deduced the Lyapunov-type inequality with respect to the time
variable by using a family of scaled energy estimates with minimum derivative counts
and interpolations among them, which leads to desired time-decay estimates for several
Boltzmann type equations and compressible Navier-Stokes equations. In the Lp critical
regularity framework however, one cannot afford any loss of regularity for the high
frequency part of the solution (and some terms as u ·∇a induce a loss of one derivative
since there is no smoothing for a, solution of a transport equation), so their approach
fails to take effect in critical spaces.
Precisely, the proof is divided into several lemmas. Lemma 4.1 is devoted to the
linear low-frequency estimate. As in [7], we decompose the velocity into the “incom-
presible part ω” and the “compressible part v”. Then it suffices to study the mixed
system between a and v, since ω satisfies, up to nonlinear terms, a mere heat equa-
tion. Hyperbolic energy methods enable us to obtain the parabolic decay for the low
frequencies of (a, u). Lemma 4.2 is dedicated to the linear high-frequency estimate. In
order to eliminate the major difficulty that there is a loss of one derivative of density,
we employ the Lp energy approach in terms of effective velocity w (given by (4.12))
that was first used in the critical framework by Haspot [16]. The interested reader is
also referred to [17, 39] for the use of viscous effective flux. The dissipative mechanism
of (1.1)-(1.2) is well exhibited by Lemmas 4.1-4.2. Next, let us highlight new ingre-
dients in this paper. Lemma 5.1 is responsible for the evolution of Besov norm B˙−σ12,∞
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(restricted in the low-frequency part) of solutions. Due to the general regularity that
σ1 belongs to (1−d/2, σ0], the proof of Lemma 5.1 is quite technical. More precisely, by
using low and high frequency decompositions, one splits the nonlinear term (f, g) into
(f ℓ, gℓ) and (fh, gh) (see the context below). To deal with ‖(f, g)ℓ‖ℓ
B˙
−σ1
2,∞
, some new and
non standard Besov product estimates (see Proposition 5.1) are developed by means
of Bony’s para-product decomposition, which can be regarded as the supplement of
Proposition 3.5. Indeed, the inequalities (5.11)-(5.12) in Corollary 5.1 are enough for
us to derive desired nonlinear estimates. On the other hand, bounding ‖(f, g)h‖ℓ
B˙
−σ1
2,∞
seems to be more elaborate. The non oscillation case (2 ≤ p ≤ d) and the oscillation
case (p > d) are handled separately by using different Sobolev embeddings and Besov
product estimates. Combining these analysis leads to the evolution of Besov norm
B˙−σ12,∞ of solutions. Finally, nonlinear product estimates (in the L
p framework) and real
interpolations lead to the Lyapunov-type inequality (6.10) for energy norms.
We end the section with a simple overview of main results. In comparison with [11,
43], a different decay framework has been established by employing Lp energy methods
(independent of spectral analysis), which allows to remove the smallness assumption
of low frequencies of initial data. Of course, vacuum is ruled out in this paper. In the
presence of vacuum, the corresponding mathematical theory for viscous fluids is still
far away well known in critical spaces, which is left in the forthcoming work.
The rest of the paper unfolds as follows: In Section 3, we recall briefly the Littlewood-
Paley decomposition, Besov spaces and related analysis tools. In Section 4, we establish
the low-frequency and high-frequency estimates of solutions by using the pure energy
arguments. Section 5 is devoted to bounding the evolution of negative Besov norms,
which plays the key role in deriving the Lyapunov-type inequality for energy norms. In
the last section (Section 6), we present the proofs of Theorem 2.1 and Corollary 2.1.
3. Preliminary
Throughout the paper, C > 0 stands for a generic harmless “constant”. For brevity,
we sometime write u . v instead of u ≤ Cv. The notation u ≈ v means that u . v
and v . u. For any Banach space X and u, v ∈ X, ‖(u, v)‖X , ‖u‖X + ‖v‖X . For all
T > 0 and ρ ∈ [1,+∞], one denotes by LρT (X) , L
ρ ([0, T ] ;X) the set of measurable
functions u : [0, T ]→ X such that t 7→ ‖u(t)‖X is in L
ρ (0, T ).
3.1. Littlewood-Paley decomposition and Besov spaces. Let us briefly recall the
Littlewood-Paley decomposition and Besov spaces for convenience. More details may be
found for example in Chap. 2 and Chap. 3 of [1]. Choose a smooth radial non increasing
function χ with Suppχ ⊂ B
(
0, 43
)
and χ ≡ 1 on B
(
0, 34
)
. Set ϕ (ξ) = χ (ξ/2) − χ (ξ).
It is not difficult to check that∑
j∈Z
ϕ
(
2−j ·
)
= 1 in Rd \ {0} and Suppϕ ⊂
{
ξ ∈ Rd : 3/4 ≤ |ξ| ≤ 8/3
}
.
Then homogeneous dyadic blocks ∆˙j(j ∈ Z) are defined by
∆˙ju , ϕ(2
−jD)u = F−1(ϕ(2−j ·)Fu) = 2jdh(2j ·) ⋆ u with h , F−1ϕ.
Consequently, one has the unit decomposition for any tempered distribution u ∈ S′(Rd)
(3.1) u =
∑
j∈Z
∆˙ju.
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As it holds only modulo polynomials, it is convenient to consider the subspace of those
tempered distributions u such that
(3.2) lim
j→−∞
‖S˙ju‖L∞ = 0,
where S˙jf stands for the low frequency cut-off defined by S˙ju , χ
(
2−jD
)
u. Indeed, if
(3.2) is fulfilled, then (3.1) holds in S′
(
R
d
)
. Hence, we denote by S′0
(
R
d
)
the subspace
of tempered distributions satisfying (3.2).
Based on those dyadic blocks, Besov spaces are defined as follows.
Definition 3.1. For s ∈ R and 1 ≤ p, r ≤ ∞, the homogeneous Besov spaces B˙sp,r are
defined by
B˙sp,r ,
{
u ∈ S′0 : ‖u‖B˙sp,r
< +∞
}
,
where
(3.3) ‖u‖B˙sp,r
, ‖(2js‖∆˙ju‖Lp)‖ℓr(Z).
Moreover, a class of mixed space-time Besov spaces are also used when studying
evolutionary PDEs, which was introduced by J.-Y. Chemin and N. Lerner [5] (see also
[3] for the particular case of Sobolev spaces).
Definition 3.2. For T > 0, s ∈ R, 1 ≤ r, θ ≤ ∞, the homogeneous Chemin-Lerner
space L˜θT (B˙
s
p,r) is defined by
L˜θT (B˙
s
p,r) ,
{
u ∈ Lθ
(
0, T ;S′0
)
: ‖u‖
L˜θT (B˙
s
p,r)
< +∞
}
,
where
(3.4) ‖u‖
L˜θT (B˙
s
p,r)
, ‖(2js‖∆˙ju‖LθT (Lp)
)‖ℓr(Z).
For notational simplicity, index T is omitted if T = +∞. We also use the following
functional space:
(3.5) C˜b(R+; B˙
s
p,r) ,
{
u ∈ C(R+; B˙
s
p,r) s.t ‖u‖L˜∞(B˙sp,r)
< +∞
}
.
Thanks to the Minkowski’s inequality, one has the following topological relation between
Chemin-Lerner’s spaces and the standard mixed spaces LθT (B˙
s
p,r).
Remark 3.1. It holds that
‖u‖
L˜θT (B
s
p,r)
≤ ‖u‖LθT (Bsp,r)
if r ≥ θ; ‖u‖
L˜θT (B
s
p,r)
≥ ‖u‖LθT (Bsp,r)
if r ≤ θ.
Restricting the above norms (3.3) and (3.4) to the low or high frequencies parts of
distributions will be crucial in our approach. For example, let us fix some integer j0
(the value of which will follow from the proof of the main theorem) and set3
‖u‖ℓ
B˙sp,1
,
∑
j≤j0
2js‖∆˙jf‖Lp and ‖u‖
h
B˙sp,1
,
∑
j≥j0−1
2js‖∆˙ju‖Lp ,
‖u‖ℓ
L˜∞T (B˙
s
p,1)
,
∑
j≤j0
2js‖∆˙ju‖L∞T (Lp) and ‖u‖
h
L˜∞T (B˙
s
p,1)
,
∑
j≥j0−1
2js‖∆˙ju‖L∞T (Lp).
3Note that for technical reasons, we need a small overlap between low and high frequencies.
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3.2. Analysis tools in Besov spaces. Recall the classical Bernstein inequality :
(3.6) ‖Dku‖Lb ≤ C
1+kλk+d(
1
a
− 1
b
) ‖u‖La
that holds for all function u such that SuppFu ⊂
{
ξ ∈ Rd : |ξ| ≤ Rλ
}
for some R > 0
and λ > 0, if k ∈ N and 1 ≤ a ≤ b ≤ ∞.
More generally, if u satisfies SuppFu ⊂
{
ξ ∈ Rd : R1λ ≤ |ξ| ≤ R2λ
}
for some 0 <
R1 < R2 and λ > 0, then for any smooth homogeneous of degree m function A on
R
d \ {0} and 1 ≤ a ≤ ∞, it holds that (see e.g. Lemma 2.2 in [1]):
(3.7) ‖A(D)u‖La . λ
m ‖u‖La .
An obvious consequence of (3.6) and (3.7) is that
∥∥Dku∥∥
B˙sp,r
≈ ‖u‖B˙s+kp,r for all k ∈ N.
The following nonlinear generalization of (3.7) will be also used (see Lemma 8 in
[9]):
Proposition 3.1. If SuppFf ⊂ {ξ ∈ Rd : R1λ ≤ |ξ| ≤ R2λ} then there exists c
depending only on d, R1 and R2 so that for all 1 < p <∞,
cλ2
(
p− 1
p
)∫
Rd
|f |p dx ≤ (p− 1)
∫
Rd
|∇f |2|f |p−2 dx = −
∫
Rd
∆f |f |p−2f dx.
The following classical properties are often used (see [1]):
Proposition 3.2. • Scaling invariance: For any s ∈ R and (p, r) ∈ [1,∞]2,
there exists a constant C = C(s, p, r, d) such that for all λ > 0 and u ∈ B˙sp,r,
then
C−1λs−
d
p ‖u‖B˙sp,r
≤ ‖u(λ·)‖B˙sp,r
≤ Cλs−
d
p ‖u‖B˙sp,r
.
• Completeness: B˙sp,r is a Banach space whenever s <
d
p or s ≤
d
p and r = 1.
• Action of Fourier multipliers: If F is a smooth homogeneous of degree m
function on Rd\{0}, then
F (D) : B˙sp,r → B˙
s−m
p,r .
Proposition 3.3. Let 1 ≤ p, r, r1, r2 ≤ ∞.
• Complex interpolation: if u ∈ B˙sp,r1 ∩ B˙
s˜
p,r2 and s 6= s˜, then u ∈ B˙
θs+(1−θ)s˜
p,r for
all θ ∈ (0, 1) and
‖u‖
B˙
θs+(1−θ)s˜
p,r
≤ ‖u‖θ
B˙sp,r1
‖u‖1−θ
B˙s˜p,r2
with 1r =
θ
r1
+ 1−θr2 .
• Real interpolation: if u ∈ B˙sp,∞ ∩ B˙
s˜
p,∞ and s < s˜, then u ∈ B˙
θs+(1−θ)s˜
p,1 for all
θ ∈ (0, 1) and
‖u‖
B˙
θs+(1−θ)s˜
p,1
≤
C
θ(1− θ)(s˜− s)
‖u‖θ
B˙sp,∞
‖u‖1−θ
B˙s˜p,∞
.
The following embedding is also used frequently throughout this paper.
Proposition 3.4. (Embedding for Besov spaces on Rd)
• For any p ∈ [1,∞] we have the continuous embedding B˙0p,1 →֒ L
p →֒ B˙0p,∞.
• If σ ∈ R, 1 ≤ p1 ≤ p2 ≤ ∞ and 1 ≤ r1 ≤ r2 ≤ ∞, then B˙
σ
p1,r1 →֒ B˙
σ−d( 1
p1
− 1
p2
)
p2,r2 .
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• The space B˙
d
p
p,1 is continuously embedded in the set of bounded continuous func-
tions (going to zero at infinity if, additionally, p <∞).
The following product estimates in Besov spaces play a key role in our analysis of
the bilinear terms of (2.1) (see [1, 11]).
Proposition 3.5. Let s > 0 and 1 ≤ p, r ≤ ∞. Then B˙sp,r ∩ L
∞ is an algebra and
‖uv‖B˙sp,r
. ‖u‖L∞ ‖v‖B˙sp,r + ‖v‖L∞ ‖u‖B˙sp,r .
Let the real numbers s1, s2, p1 and p2 be such that
s1 + s2 > 0, s1 ≤
d
p1
, s2 ≤
d
p2
, s1 ≥ s2,
1
p1
+
1
p2
≤ 1.
Then it holds that
‖uv‖B˙s2q,1
. ‖u‖B˙s1p1,1
‖v‖B˙s2p2,1
with
1
q
=
1
p1
+
1
p2
−
s1
d
·
Additionally, for exponents s > 0 and 1 ≤ p1, p2, q ≤ ∞ satisfying
d
p1
+
d
p2
− d ≤ s ≤ min
(
d
p1
,
d
p2
)
and
1
q
=
1
p1
+
1
p2
−
s
d
,
one has
‖uv‖B˙−sq,∞ . ‖u‖B˙sp1,1
‖v‖B˙−sp2,∞
.
System (2.1) also involves compositions of functions (through I(a), k(a), λ˜(a) and
µ˜(a)) and they are bounded according to the following conclusion (see [1, 11]).
Proposition 3.6. Let F : R → R be smooth with F (0) = 0. For all 1 ≤ p, r ≤ ∞ and
s > 0, it holds that F (u) ∈ B˙sp,r ∩ L
∞ for u ∈ B˙sp,r ∩ L
∞, and
‖F (u)‖B˙sp,r
≤ C ‖u‖B˙sp,r
with C depending only on ‖u‖L∞, F
′ (and higher derivatives), s, p and d.
In the case s > −min
(
d
p ,
d
p′
)
then u ∈ B˙sp,r ∩ B˙
d
p
p,1 implies that F (u) ∈ B˙
s
p,r ∩ B˙
d
p
p,1,
and
‖F (u)‖B˙sp,r
≤ C(1 + ‖u‖
B˙
d
p
p,1
)‖u‖B˙sp,r
.
The following commutator estimates (see [11]) have been used in the high-frequency
estimate of the proof of Theorem 2.1.
Proposition 3.7. Let 1 ≤ p, p1 ≤ ∞ and
−min
(
d
p1
,
d
p′
)
< s ≤ 1 + min
(
d
p
,
d
p1
)
with
1
p
+
1
p′
= 1.
There exists a constant C > 0 depending only on s such that for all j ∈ Z and ℓ ∈
{1, · · · , d}, it holds that
‖[v · ∇, ∂ℓ∆˙j ]a‖Lp ≤ Ccj2
−j(s−1) ‖∇v‖
B˙
d
p1
p1,1
‖∇a‖B˙s−1p,1
,
where the commutator [·, ·] is defined by [f, g] = fg−gf and (cj)j∈Z denotes a sequence
such that ‖(cj)‖ℓ1 ≤ 1.
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Finally, we end this section with those inequalities of Gagliardo-Nirenberg type,
which can be found in the work of Sohinger and Strain [36] (see also Chap. 2 of [1] or
[44]).
Proposition 3.8. The following interpolation inequalities hold true:
‖Λℓf‖Lr . ‖Λ
mf‖1−θLq ‖Λ
kf‖θLq ,
whenever 0 ≤ θ ≤ 1, 1 ≤ q ≤ r ≤ ∞ and
ℓ+ d
(1
q
−
1
r
)
= m(1− θ) + kθ.
4. Low-frequency and high-frequency analysis
We are going to establish a Lyapunov-type inequality for energy norms by using
a pure energy argument. For clarity, the proof is divided into several steps. In this
section, we derive first the low-frequency and high-frequency estimates.
4.1. Low-frequency estimates. Let Λsz , F−1 (|ξ|sFz) (s ∈ R). Denote by ω =
Λ−1curlu the incompressible part of u and by v = Λ−1divu the compressible part of u.
Therefore, we see that ω satisfies the heat equation
(4.1) ∂tω − µ∞∆ω = G1, G1 , Λ
−1curlg.
It is not difficult to deduce that
d
dt
‖ωℓ‖
B˙
d
p−1
p,1
+ ‖ωℓ‖
B˙
d
p+1
p,1
. ‖gℓ‖
B˙
d
p−1
p,1
(4.2)
for 1 ≤ p ≤ ∞ and t ≥ 0, where zℓ , Sk0z. On the other hand, one can study the
coupled system for (a, v):
(4.3)
{
∂ta+ Λv = f,
∂tv −∆v − Λa = h, h , Λ−1divg.
Lemma 4.1. Let k0 be some integer. Then it holds that
(4.4)
d
dt
‖(a, u)ℓ‖
B˙
d
2−1
2,1
+ ‖(a, u)ℓ‖
B˙
d
2+1
2,1
. ‖(f, g)ℓ‖
B˙
d
2−1
2,1
,
for all t ≥ 0.
Proof. Set zk , ∆˙kz. Apply the operator ∆˙kSk0 to (4.3). By using the standard energy
argument, we arrive at the following three equalities:
(4.5)
1
2
d
dt
(‖aℓk‖
2
L2 + ‖v
ℓ
k‖
2
L2) + ‖Λv
ℓ
k‖
2
L2 = (f
ℓ
k|a
ℓ
k) + (h
ℓ
k|v
ℓ
k),
(4.6) −
1
2
d
dt
(vℓk|Λa
ℓ
k) + ‖Λa
ℓ
k‖
2
L2 = −(∆v
ℓ
k|Λa
ℓ
k) + ‖Λv
ℓ
k‖
2
L2 − (h
ℓ
k|Λa
ℓ
k)− (v
ℓ
k|Λf
ℓ
k)
and
(4.7)
1
2
d
dt
‖Λaℓk‖
2
L2 = (∆v
ℓ
k|Λa
ℓ
k) + (f
ℓ
k|Λ
2aℓk),
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from which one can deduce that
(4.8)
1
2
d
dt
L2k(t) + ‖(Λa
ℓ
k,Λv
ℓ
k)‖
2
L2
= 2(f ℓk|a
ℓ
k) + 2(h
ℓ
k|v
ℓ
k)− (h
ℓ
k|Λa
ℓ
k)− (v
ℓ
k|Λf
ℓ
k) + (f
ℓ
k|Λ
2aℓk)
with L2k , 2(‖a
ℓ
k‖
2
L2 + ‖v
ℓ
k‖
2
L2) + ‖Λa
ℓ
k‖
2
L2 − 2(v
ℓ
k|Λa
ℓ
k). It follows from Young’s in-
equality that L2k ≈ ‖(a
ℓ
k,Λa
ℓ
k, v
ℓ
k)‖
2
L2 ≈ ‖(a
ℓ
k, v
ℓ
k)‖
2
L2 , due to the low-frequency cut-off.
Consequently, we get the following inequality
(4.9)
1
2
d
dt
L2k + 2
2kL2k . ‖(f
ℓ
k, h
ℓ
k)‖L2Lk,
which leads to
(4.10)
d
dt
Lk + 2
2kLk . ‖(f
ℓ
k, h
ℓ
k)‖L2 .
Then, multiplying both sides by 2k(d/2−1) and summing up on k ∈ Z gives
(4.11)
d
dt
‖(a, v)ℓ‖
B˙
d
2−1
2,1
+ ‖(a, v)ℓ‖
B˙
d
2+1
2,1
. ‖(f, g)ℓ‖
B˙
d
2−1
2,1
,
Hence, (4.4) is followed by (4.2) and (4.11) directly. 
4.2. High-frequency estimates. In the high-frequency regime, the problem is that
the structure of f would cause a loss of one derivative as there is no smoothing effect
for a. To overcome the difficulty, as in [16], we perform the energy argument in terms
of the effective velocity
(4.12) w , ∇(−∆)−1(a− divu).
Note that if (2.1) is written in terms of a, w and of the divergence free part Pu of u,
then, up to low order terms, a satisfies a damped transport equation, and both w and
Pu satisfy a constant heat equation. Thanks to this structure of the system, one can
establish the high-frequency estimates.
Lemma 4.2. Let k0 ∈ Z be chosen suitably large. It holds that for all t ≥ 0,
d
dt
‖(∇a, u)‖h
B˙
d
p−1
p,1
+ (‖∇a‖h
B˙
d
p−1
p,1
+ ‖u‖h
B˙
d
p+1
p,1
)
. ‖f‖h
B˙
d
p−2
p,1
+ ‖g‖h
B˙
d
p−1
p,1
+ ‖∇u‖
B˙
d
p
p,1
‖a‖
B˙
d
p
p,1
,(4.13)
where
‖z‖h
B˙s2,1
,
∑
k≥k0−1
2ks‖∆˙kz‖L2 for s ∈ R.
Proof. Note that Pu satisfies
∂tPu− µ∞∆Pu = Pg.
Applying ∆˙k to the above equation yields for all k ∈ Z,
∂tPuk − µ∞∆Puk = Pgk with uk , ∆˙ku and gk , ∆˙kg.
Then, multiplying each component of the above equation by |(Puk)
i|p−2(Puk)
i and
integrating over Rd gives for i = 1, · · · , d,
1
p
d
dt
‖Puik‖
p
Lp − µ∞
∫
∆(Puk)
i|(Puk)
i|p−2(Puk)
i dx =
∫
|(Puk)
i|p−2(Puk)
iPgik dx.
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The key observation is that the second term of the l.h.s., although not spectrally local-
ized, may be bounded from below as if it were (see Proposition 3.1). After summation
on i = 1, · · · , d, we end up (for some constant cp depending only p) with
(4.14)
1
p
d
dt
‖Puk‖
p
Lp + cpµ∞2
2k‖Puk‖
p
Lp ≤ ‖Pgk‖Lp‖Puk‖
p−1
Lp ,
which leads to
(4.15)
d
dt
‖Puk‖Lp + cpµ∞2
2k‖Puk‖Lp ≤ ‖Pgk‖Lp .
On the other hand, it is clear that w fulfills
∂tw −∆w = ∇(−∆)
−1(f − divg) + w − (−∆)−1∇a.(4.16)
Hence, arguing exactly as for the proof of (4.14) shows that for wk , ∆˙kw:
(4.17)
1
p
d
dt
‖wk‖
p
Lp + cp2
2k‖wk‖
p
Lp
≤
(
‖∇(−∆)−1(fk − divgk)‖Lp + ‖wk − (−∆)
−1∇ak‖Lp
)
‖wk‖
p−1
Lp .
Similarly, we obtain
(4.18)
d
dt
‖wk‖Lp + cp2
2k‖wk‖Lp
≤ ‖∇(−∆)−1(fk − divgk)‖Lp + ‖wk − (−∆)
−1∇ak‖Lp .
In terms of w, the function a satisfies the following damped transport equation:
(4.19) ∂ta+ div(au) + a = −divw.
Then, applying the operator ∂i∆˙k to (4.19) and denoting R
i
k , [u · ∇, ∂i∆˙k]a yields
(4.20) ∂t∂iak + u · ∇∂iak + ∂iak = −∂i∆˙k(adivu)− ∂idivwk +R
i
k, i = 1, · · · , d.
Multiplying by |∂iak|
p−2∂iak, integrating on R
d, and performing an integration by parts
in the second term of (4.20), one can get
1
p
d
dt
‖∂iak‖
p
Lp + ‖∂iak‖
p
Lp =
1
p
∫
divu |∂iak|
p dx
+
∫ (
Rik − ∂i∆˙k(adivu)− ∂idivwk)|∂iak|
p−2∂iak dx.
Summing up on i = 1, · · · , d and applying Ho¨lder and Bernstein inequalities give
(4.21)
1
p
d
dt
‖∇ak‖
p
Lp + ‖∇ak‖
p
Lp ≤
(1
p
‖divu‖L∞‖∇ak‖Lp + ‖∇∆˙k(adivu)‖Lp
+ C22k‖wk‖Lp + ‖Rk‖Lp
)
‖∇ak‖
p−1
Lp ,
which leads to
(4.22)
d
dt
‖∇ak‖Lp + ‖∇ak‖Lp
≤
(1
p
‖divu‖L∞‖∇ak‖Lp + ‖∇∆˙k(adivu)‖Lp + C2
2k‖wk‖Lp + ‖Rk‖Lp
)
.
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Furthermore, adding up (4.22) (multiplying by γcp for some γ > 0) to (4.15) and (4.18)
yields
d
dt
(
‖Puk‖Lp + ‖wk‖Lp + γcp‖∇ak‖Lp
)
+ cp2
2k
(
µ∞‖Puk‖Lp + ‖wk‖Lp)
+γcp‖∇ak‖Lp ≤ ‖Pgk‖Lp + ‖∇(−∆)
−1(fk − divgk)‖Lp
+γcp
(1
p
‖divu‖L∞‖∇ak‖Lp + ‖∇∆˙k(adivu)‖Lp + ‖Rk‖Lp
)
+Cγcp2
2k‖wk‖Lp + ‖wk − (−∆)
−1∇ak‖Lp .
Noticing that (−∆)−1 is a homogeneous Fourier multiplier of degree −2, we have
‖(−∆)−1∇ak‖Lp . 2
−2k‖∇ak‖Lp . 2
−2k0‖∇ak‖Lp for all k ≥ k0 − 1.
Choosing k0 suitably large and γ sufficiently small, we deduce that there exists a con-
stant c0 > 0 such that for all k ≥ k0 − 1,
d
dt
(
‖Puk‖Lp + ‖wk‖Lp + ‖∇ak‖Lp
)
+ c0
(
22k‖Puk‖Lp + 2
2k‖wk‖Lp + ‖∇ak‖Lp)
. 2−k‖fk‖Lp + ‖gk‖Lp
+
(
‖divu‖L∞‖∇ak‖Lp + ‖∇∆˙k(adivu)‖Lp + ‖Rk‖Lp
)
.
Since
u = w −∇(−∆)−1a+ Pu,(4.23)
it follows that
d
dt
‖(∇ak, uk)‖Lp + c0‖(∇ak, 2
2kuk)‖Lp
. ‖(2−kfk, gk)‖Lp + ‖divu‖L∞‖∇ak‖Lp + ‖∇∆˙k(adivu)‖Lp + ‖Rk‖Lp .(4.24)
Hence, by multiplying both sides (4.24) by 2k(
d
p
−1) and summing up over k ≥ k0 − 1,
we arrive at (4.13). 
5. The evolution of negative Besov norm
In this section, we establish the evolution of the negative Besov norms at low fre-
quencies, which plays the key role in deriving the Lyapunov-type inequality for energy
norms. To this end, we need some non classical product estimates as follows.
Proposition 5.1. Let the real numbers s1, s2, p1 and p2 be such that
s1 + s2 ≥ 0, s1 ≤
d
p1
, s2 < min
( d
p1
,
d
p2
)
and
1
p1
+
1
p2
≤ 1.
Then it holds that
‖fg‖
B˙
s1+s2−
d
p1
p2,∞
. ‖f‖B˙s1p1,1
‖g‖B˙s2p2,∞
.(5.1)
Proof. Here, we need the so-called Bony decomposition for the product of two tempered
distributions f and g (see for example [1]):
(5.2) fg = Tfg +R(f, g) + Tgf,
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where the paraproduct between f and g is defined by
Tfg :=
∑
j
S˙j−1f∆˙jg with S˙j−1 , χ(2
−(j−1)D),
and the remainder R(f, g) is given by the series:
R(f, g) :=
∑
j
∆˙jf (∆˙j−1g + ∆˙jg + ∆˙j+1g
)
.
It follows from the definition of Tgf and the spectral cut-off property that
∆˙jTgf = ∆˙j
(∑
j′
S˙j′−1g∆˙j′f
)
=
∑
|j−j′|≤4
∆˙j(S˙j′−1g∆˙j′f)(5.3)
where S˙j′−1g can be given by
∑
k≤j′−2 ∆˙kg. Hence, it follows from the Ho¨lder inequality
and Bernstein inequality (3.6) that
(5.4) ‖∆˙jTgf‖Lp2 .
∑
|j−j′|≤4
‖S˙j′−1g∆˙j′f‖Lp2
.
{ ∑
|j−j′|≤4
∑
k≤j′−2 ‖∆˙kg‖Lm‖∆˙j′f‖Lp1 ,
1
p2
= 1m +
1
p1
(p2 ≤ p1);∑
|j−j′|≤4
∑
k≤j′−2 ‖∆˙kg‖L∞‖∆˙j′f‖Lp2 , p2 > p1
.

∑
|j−j′|≤4
∑
k≤j′−2 2
k( d
p1
−s2)2ks2‖∆˙kg‖Lp2‖∆˙j′f‖Lp1 , p2 ≤ p1;∑
|j−j′|≤4
∑
k≤j′−2 2
j′d( 1
p1
− 1
p2
)
2
k( d
p2
−s2)2ks2‖∆˙kg‖Lp2‖∆˙j′f‖Lp1 , p2 > p1.
Furthermore, the right side of (5.4) can be bounded by∑
|j−j′|≤4
2
j′( d
p1
−s1−s2)2j
′s1‖∆˙j′f‖Lp1‖g‖B˙s2p2,∞
,
provided s2 < min(d/p1, d/p2). Consequently,
‖Tgf‖
B˙
s1+s2−
d
p1
p2,∞
. ‖f‖B˙s1p1,1
‖g‖B˙s2p2 ,∞
.(5.5)
Case 1: s1 ≥ 0. We use the fact that T maps L
q1 × B˙s2p2,∞ to B˙
s2
q,∞, that is,
(5.6) ‖Tfg‖B˙s2q,∞ . ‖f‖Lq1‖g‖B˙s2p2,∞
with
1
q
=
1
q1
+
1
p2
,
and the embedding B˙s1p1,1 →֒ L
q1 with 1q1 =
1
p1
− s1d to get
(5.7) ‖Tfg‖B˙s2q,∞ . ‖f‖B˙s1p1,1
‖g‖B˙s2p2,∞
.
Furthermore, we use the embedding B˙s2q,∞ →֒ B˙
s1+s2−
d
p1
p2,∞ (if s1 ≤
d
p1
) and arrive at
(5.8) ‖Tfg‖
B˙
s1+s2−
d
p1
p2,∞
. ‖f‖B˙s1p1,1
‖g‖B˙s2p2,∞
.
Case 2: s1 < 0. In this case, the fact that T maps B˙
s2
p2,∞ × B˙
s1
p1,∞ to B˙
s1+s2
p˜,∞ enables us
to obtain
(5.9) ‖Tfg‖B˙s1+s2
p˜,∞
. ‖f‖B˙s1p1,1
‖g‖B˙s2p2 ,∞
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with 1/p˜ = 1/p1 + 1/p2. Noticing that the embedding B˙
s1+s2
p˜,∞ →֒ B˙
s1+s2−
d
p1
p2,∞ , we arrive
at
(5.10) ‖Tfg‖
B˙
s1+s2−
d
p1
p2,∞
. ‖f‖B˙s1p1,1
‖g‖B˙s2p2,∞
.
To bound the term R(f, g), one can use that the remainder operator R maps B˙s1p1,1×
B˙s2p2,∞ to B˙
s1+s2
p˜,∞ with 1/p˜ = 1/p1 +1/p2, where s1 + s2 ≥ 0 and
1
p1
+ 1p2 ≤ 1. Then the
embedding B˙s1+s2p˜,∞ →֒ B˙
s1+s2−
d
p1
p2,∞ yields the desired inequality.
Therefore, the proof of Proposition 5.1 is finished. 
Corollary 5.1. Let 1− d2 < σ1 ≤ σ0 and p satisfy (1.7). The following two inequalities
hold true:
(5.11) ‖fg‖
B˙
−σ1
2,∞
. ‖f‖
B˙
d
p
p,1
‖g‖
B˙
−σ1
2,∞
,
and
(5.12) ‖fg‖
B˙
d
p−
d
2−σ1
2,∞
. ‖f‖
B˙
d
p−1
p,1
‖g‖
B˙
d
p−
d
2−σ1+1
2,∞
.
Proof. Observe that σ1 ≤ σ0 ≤
d
p and −σ1 <
d
2 − 1 ≤
d
p (owing to 2 ≤ p ≤ d
∗). Hence,
(5.11) stems from Proposition 5.1 with s1 =
d
p , s2 = −σ1, p1 = p and p2 = 2. Also,
(5.12) is followed by Proposition 5.1 with s1 =
d
p − 1, s2 =
d
p −
d
2 − σ1 + 1 and p1 = p
and p2 = 2. 
Now, we turn to bound the evolution of negative Besov norm, which is the main
ingredient in the proof of Theorem 2.1.
Lemma 5.1. Let 1− d2 < σ1 ≤ σ0 and p satisfy (1.7). It holds that
(5.13)
(
‖(a, u)(t)‖ℓ
B˙
−σ1
2,∞
)2
.
(
‖(a0, u0)‖
ℓ
B˙
−σ1
2,∞
)2
+
∫ t
0
(
D1p(τ) +D
2
p(τ)
)(
‖(a, u)(τ)‖ℓ
B˙
−σ1
2,∞
)2
dτ +
∫ t
0
D3p(τ)‖(a, u)(τ)‖
ℓ
B˙
−σ1
2,∞
dτ,
where
D1p(t) , ‖(a, u)‖
ℓ
B˙
d
2+1
2,1
+ ‖a‖h
B˙
d
p
p,1
+ ‖u‖h
B˙
d
p+1
p,1
,
D2p(t) , ‖a‖
2
B˙
d
p
p,1
,
D3p(t) ,
(
‖(a, u)‖ℓ
B˙
d
2−1
2,1
+ ‖a‖h
B˙
d
p
p,1
+ ‖u‖h
B˙
d
p−1
p,1
)(
‖a‖h
B˙
d
p
p,1
+ ‖u‖h
B˙
d
p+1
p,1
)
.
Proof. It follows from (4.5) that
1
2
d
dt
‖(ak, vk)‖
2
L2 + ‖Λvk‖
2
L2 ≤ (‖fk‖L2 + ‖hk‖L2)‖(ak, vk)‖L2 .(5.14)
By performing a routine procedure, one can arrive at
(5.15)
(
‖(a, u)(t)‖ℓ
B˙
−σ1
2,∞
)2
.
(
‖(a0, u0)‖
ℓ
B˙
−σ1
2,∞
)2
+
∫ t
0
‖(f, g)‖ℓ
B˙
−σ1
2,∞
‖(a, u)(τ)‖ℓ
B˙
−σ1
2,∞
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In what follow, we focus on the nonlinear norm ‖(f, g)‖ℓ
B˙
−σ1
2,∞
. To this end, it is conve-
nient to decompose f and g in terms of low-frequency and high-frequency parts:
f = f ℓ + fh
with
f ℓ , −adiv uℓ − u · ∇aℓ, fh , −adiv uh − u · ∇ah
and
g = gℓ + gh
with
gℓ , −u · ∇uℓ − k(a)∇aℓ + g3(a, u
ℓ) + g4(a, u
ℓ),
gh , −u · ∇uh − k(a)∇ah + g3(a, u
h) + g4(a, u
h),
where
g3 (a, v) =
1
1 + a
(
2µ˜ (a) divD (v) + λ˜(a)∇div v
)
− I (a)Av,
g4(a, v) =
1
1 + a
(
2µ˜′(a)D (v) · ∇a+ λ˜′(a) div v∇a
)
and
zℓ ,
∑
k≤k0
∆˙kz, z
h , z − zℓ for z = a, u.
We use (5.11)-(5.12) to estimate those terms of f and g with aℓ or uℓ. For instance,
for adiv uℓ = (aℓ + ah)divuℓ, one can get from (5.11) that
‖aℓ div uℓ‖ℓ
B˙
−σ1
2,∞
. ‖div uℓ‖
B˙
d
p
p,1
‖aℓ‖
B˙
−σ1
2,∞
. ‖u‖ℓ
B˙
d
2+1
2,1
‖a‖ℓ
B˙
−σ1
2,∞
and
‖ah div uℓ‖ℓ
B˙
−σ1
2,∞
. ‖ah‖
B˙
d
p
p,1
‖div uℓ‖
B˙
−σ1
2,∞
. ‖a‖h
B˙
d
p
p,1
‖u‖ℓ
B˙
−σ1
2,∞
.
Therefore,
‖adiv uℓ‖
B˙
−σ1
2,∞
.
(
‖u‖ℓ
B˙
d
2+1
2,1
+ ‖a‖h
B˙
d
p
p,1
)
‖(a, u)‖ℓ
B˙
−σ1
2,∞
.(5.16)
The estimates of u · ∇aℓ and u · ∇uℓ follow from essentially the same procedures as
adiv uℓ so that
‖u · ∇aℓ‖ℓ
B˙
−σ1
2,∞
.
(
‖a‖ℓ
B˙
d
2+1
2,1
+ ‖u‖h
B˙
d
p+1
p,1
)
‖(a, u)‖ℓ
B˙
−σ1
2,∞
(5.17)
‖u · ∇uℓ‖ℓ
B˙
−σ1
2,∞
.
(
‖u‖ℓ
B˙
d
2+1
2,1
+ ‖u‖h
B˙
d
p+1
p,1
)
‖u‖ℓ
B˙
−σ1
2,∞
.(5.18)
Bounding nonlinear terms involving composition functions is more elaborate. For ex-
ample, let us take a look at the term k(a)∇aℓ. Keeping in mind that k(0) = 0, one
may write
k(a) = k′(0)a + k˜(a)a
for some smooth function k˜ vanishing at 0. Arguing similarly as (5.16) gives
‖k′(0)a∇aℓ‖ℓ
B˙
−σ1
2,∞
.
(
‖a‖ℓ
B˙
d
2+1
2,1
+ ‖a‖h
B˙
d
p
p,1
)
‖a‖ℓ
B˙
−σ1
2,∞
.(5.19)
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On the other hand, it follows from Propositions 3.5-3.6 that
‖k˜(a)a∇aℓ‖ℓ
B˙
−σ1
2,∞
. ‖a‖2
B˙
d
p
p,1
‖∇aℓ‖
B˙
−σ1
2,∞
. ‖a‖2
B˙
d
p
p,1
‖a‖ℓ
B˙
−σ1
2,∞
.(5.20)
Putting (5.19) and (5.20) together leads to
‖k(a)∇aℓ‖ℓ
B˙
−σ1
2,∞
.
(
‖a‖ℓ
B˙
d
2+1
2,1
+ ‖a‖h
B˙
d
p
p,1
+ ‖a‖2
B˙
d
p
p,1
)
‖a‖ℓ
B˙
−σ1
2,∞
.(5.21)
Similarly,
‖g3(a, u
ℓ)‖ℓ
B˙
−σ1
2,∞
.
(
‖u‖ℓ
B˙
d
2+1
2,1
+ ‖a‖h
B˙
d
p
p,1
+ ‖a‖2
B˙
d
p
p,1
)
‖(a, u)‖ℓ
B˙
−σ1
2,∞
.(5.22)
Next, we estimate g4(a, u
ℓ). It suffices to estimate the first term in g4(a, u
ℓ), since the
second one can be similarly handled. Denote by J(a) the smooth function fulfilling
J ′(a) = 2µ
′(a)
1+a and J(0) = 0, so that ∇J(a) =
2µ′(a)
1+a ∇a. For convenience, we use the
decomposition J(a) = J ′(0)a+ J˜(a)a. Then, it follows from (5.11) that
‖∇aℓ ·D(uℓ)‖ℓ
B˙
−σ1
2,∞
. ‖∇aℓ‖
B˙
d
p
p,1
‖D(uℓ)‖
B˙
−σ1
2,∞
. ‖a‖ℓ
B˙
d
2+1
2,1
‖u‖ℓ
B˙
−σ1
2,∞
.(5.23)
Observe that the relation σ1 ≤ σ1 +
d
2 −
d
p(p ≥ 2), we deduce that from (5.12)
(5.24) ‖∇ah ·D(uℓ)‖ℓ
B˙
−σ1
2,∞
. ‖∇ah·D(uℓ)‖ℓ
B˙
d
p−
d
2−σ1
2,∞
. ‖∇ah‖
B˙
d
p−1
p,1
‖D(uℓ)‖
B˙
d
p−
d
2−σ1+1
2,∞
,
Furthermore, we see that p ≤ d∗ is equivalent to dp −
d
2 − σ1 + 1 ≥ −σ1, which implies
that
‖∇ah ·D(uℓ)‖ℓ
B˙
−σ1
2,∞
. ‖a‖h
B˙
d
p
p,1
‖u‖ℓ
B˙
−σ1
2,∞
.(5.25)
In addition, the remaining term with J˜(a)a can be estimated as similarly:
(5.26) ‖∇(J˜(a)a) ·D(uℓ)‖ℓ
B˙
−σ1
2,∞
. ‖∇(J˜(a)a) ·D(uℓ)‖ℓ
B˙
d
p−
d
2−σ1
2,∞
. ‖J˜(a)a‖
B˙
d
p
p,1
‖D(uℓ)‖
B˙
d
p−
d
2−σ1+1
2,∞
. ‖a‖2
B˙
d
p
p,1
‖u‖ℓ
B˙
−σ1
2,∞
.
Hence, together with (5.23),(5.25) and (5.26), we can conclude that
‖g4(a, u
ℓ)‖ℓ
B˙
−σ1
2,∞
.
(
‖a‖ℓ
B˙
d
2+1
2,1
+ ‖a‖h
B˙
d
p
p,1
+ ‖a‖2
B˙
d
p
p,1
)
‖u‖ℓ
B˙
−σ1
2,∞
.(5.27)
However, it seems to be difficult to get the suitable bounds for those terms of f and
g with ah or uh by resorting to Proposition 5.1 only. We will take advantage of the
following result whose proof has been shown by [11].
Proposition 5.2. Let k0 ∈ Z, and denote z
ℓ , S˙k0z, z
h , z − zℓ and, for any s ∈ R,
‖z‖ℓ
B˙s2,∞
, sup
k≤k0
2ks‖∆˙kz‖L2 .
There exists a universal integer N0 such that for any 2 ≤ p ≤ 4 and σ > 0, we have
‖fgh‖ℓ
B˙
−σ0
2,∞
≤ C
(
‖f‖B˙σp,1
+ ‖S˙k0+N0f‖Lp∗
)
‖gh‖B˙−σp,∞(5.28)
‖fhg‖ℓ
B˙
−σ0
2,∞
≤ C
(
‖fh‖B˙σp,1
+ ‖S˙k0+N0f
h‖Lp∗
)
‖g‖B˙−σp,∞(5.29)
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with σ0 , 2dp −
d
2 and
1
p∗ ,
1
2 −
1
p , and C depending only on k0, d and σ.
Consider first the case 2 ≤ p ≤ d. If 2 ≤ p < d, then (5.28) with σ = dp − 1 yields
‖fgh‖ℓ
B˙
−σ1
2,∞
. ‖fgh‖ℓ
B˙
−σ0
2,∞
.
(
‖f‖
B˙
d
p−1
p,1
+ ‖f ℓ‖Lp∗
)
‖gh‖
B˙
1− dp
p,1
,(5.30)
since σ1 ≤ σ0. In the limit case p = d, one can get by the Sobolev embedding that
(5.31) ‖fgh‖ℓ
B˙
−σ1
2,∞
. ‖fgh‖ℓ
B˙
−σ0
2,∞
. ‖fgh‖
L
d
2
≤ ‖f‖Ld‖g
h‖Ld . ‖f‖B˙0d,1
‖gh‖B˙0d,1
.
Furthermore, using the embedding B˙
d
p
2,1 →֒ L
p∗ and the fact that d2 − 1 ≤
d
p and
1− dp ≤
d
p − 1, one has
‖fgh‖ℓ
B˙
−σ1
2,∞
.
(
‖f ℓ‖
B˙
d
2−1
2,1
+ ‖fh‖
B˙
d
p−1
p,1
)
‖gh‖
B˙
d
p−1
p,1
.(5.32)
Therefore, we get the following estimates:
‖adivuh‖ℓ
B˙
−σ1
2,∞
.
(
‖a‖ℓ
B˙
d
2−1
2,1
+ ‖a‖h
B˙
d
p
p,1
)
‖u‖h
B˙
d
p+1
p,1
,(5.33)
‖u · ∇ah‖ℓ
B˙
−σ1
2,∞
.
(
‖u‖ℓ
B˙
d
2−1
2,1
+ ‖u‖h
B˙
d
p−1
p,1
)
‖a‖h
B˙
d
p
p,1
,(5.34)
‖u · ∇uh‖ℓ
B˙
−σ1
2,∞
.
(
‖u‖ℓ
B˙
d
2−1
2,1
+ ‖u‖h
B˙
d
p−1
p,1
)
‖u‖h
B˙
d
p+1
p,1
.(5.35)
Next, using the composition inequality and the embeddings B˙
d
p
2,1 →֒ L
p∗ and B˙σ0p,1 →֒
Lp
∗
yields
‖k(a)‖Lp∗ . ‖a‖Lp∗ . ‖a
ℓ‖
B˙
d
p
2,1
+ ‖ah‖B˙σ0p,1
. ‖a‖ℓ
B˙
d
2−1
2,1
+ ‖a‖h
B˙
d
p
p,1
and
‖k(a)‖
B˙
d
p−1
p,1
. ‖a‖
B˙
d
p−1
p,1
. ‖a‖ℓ
B˙
d
2−1
2,1
+ ‖a‖h
B˙
d
p
p,1
since d/p − 1 > −d/p (p < 2d). Therefore, we arrive at
‖k(a)∇ah‖ℓ
B˙
−σ1
2,∞
.
(
‖a‖ℓ
B˙
d
2−1
2,1
+ ‖a‖h
B˙
d
p
p,1
)
‖a‖h
B˙
d
p
p,1
.(5.36)
Similarly,
‖g3(a, u
h)‖ℓ
B˙
−σ1
2,∞
.
(
‖a‖ℓ
B˙
d
2−1
2,1
+ ‖a‖h
B˙
d
p
p,1
)
‖u‖h
B˙
d
p+1
p,1
.(5.37)
Regarding the nonlinear term g4(a, u
h), the calculation is a little bit careful. Let us
first deal with the case dp −
d
2 < σ1 ≤ σ0 if p ≤ d. By taking f = ∇K(a) and g = ∇u,
it follows from Ho¨lder inequality that
(5.38)
‖g4(a, u
h)‖ℓ
B˙
−σ1
2,∞
. ‖g4(a, u
h)‖ℓ
B˙
−σ0
2,∞
= ‖∇K(a)⊗∇uh‖ℓ
B˙
−σ0
2,∞
. ‖∇K(a)‖Lp‖∇u
h‖Lp .
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The embeddings B˙
d
2
− d
p
2,1 →֒ L
p and B˙0p,1 →֒ L
p yield that
‖∇K(a)‖Lp . ‖∇a‖Lp . ‖∇a
ℓ‖
B˙
d
2−
d
p
2,1
+ ‖∇ah‖
B˙
d
p−1
p,1
.(5.39)
Owing to −σ1 <
d
2 −
d
p ≤
d
2 − 1, the real interpolation in Proposition 3.3 and Young
inequalities imply that
‖∇aℓ‖
B˙
d
2−
d
p
2,1
. ‖∇aℓ‖1−θ2
B˙
−σ1
2,∞
‖∇aℓ‖θ2
B˙
d
2−1
2,∞
. ‖a‖ℓ
B˙
−σ1
2,∞
+ ‖a‖ℓ
B˙
d
2−1
2,1
,(5.40)
where
θ2 =
σ1 +
d
2 −
d
p
σ1 +
d
2 − 1
∈ (0, 1].
Inserting (5.39)-(5.40) into (5.38) leads to
‖g4(a, u
h)‖ℓ
B˙
−σ1
2,∞
.
(
‖a‖ℓ
B˙
d
2−1
2,1
+ ‖a‖h
B˙
d
p
p,1
)
‖u‖h
B˙
d
p+1
p,1
+ ‖u‖h
B˙
d
p+1
p,1
‖a‖ℓ
B˙
−σ1
2,∞
.(5.41)
Next, we turn to the case 1− d2 < σ1 ≤
d
p −
d
2 ≤ 0 if 2 ≤ p ≤ d. By Sobolev embedding
properties and Ho¨lder inequality, we arrive at
(5.42)
‖g4(a, u
h)‖ℓ
B˙
−σ1
2,∞
. ‖∇K(a)⊗∇uh‖ℓ
B˙02,∞
. ‖∇K(a)⊗∇uh‖L2 . ‖∇K(a)‖Ld‖∇u
h‖Ld∗ ,
with 1/d + 1/d∗ = 1/2. It follows from Proposition 3.4 and B˙
d
p
−1
p,1 →֒ L
d that
‖∇K(a)‖Ld . ‖∇K(a)‖
B˙
d
p−1
p,1
. ‖a‖
B˙
d
p
p,1
and
‖∇uh‖Ld∗ . ‖∇u
h‖B˙0
d∗,1
. ‖∇uh‖
B˙
d
d∗
d∗,1
. ‖u‖h
B˙
d
p+1
p,1
(p ≤ d∗).
Therefore, we obtain
‖g4(a, u
h)‖ℓ
B˙
−σ1
2,∞
.
(
‖a‖ℓ
B˙
d
2−1
2,1
+ ‖a‖h
B˙
d
p
p,1
)
‖u‖h
B˙
d
p+1
p,1
.(5.43)
Consider now the oscillation case p > d. Again applying (5.28) with σ = 1 − dp
implies that
‖fgh‖ℓ
B˙
−σ1
2,∞
. ‖fgh‖ℓ
B˙
−σ0
2,∞
.
(
‖f‖
B˙
1− dp
p,1
+ ‖f ℓ‖Lp∗
)
‖gh‖
B˙
d
p−1
p,1
.(5.44)
By using the embedding B˙1−σ02,1 →֒ B˙
1− d
p
p,1 and the fact
d
2 − 1 < 1 − σ0 owing to p > d,
we obtain
‖fgh‖ℓ
B˙
−σ1
2,∞
.
(
‖f ℓ‖
B˙
d
2−1
2,1
+ ‖fh‖
B˙
d
p
p,1
)
‖gh‖
B˙
d
p−1
p,1
.(5.45)
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Consequently, we can get the same estimates for adivuh, k(a)∇ah and g3(a, u
h) as
(5.33), (5.36) and (5.37), respectively. In addition,
(5.46) ‖u · ∇ah‖ℓ
B˙
−σ1
2,∞
.
(
‖u‖ℓ
B˙
d
2−1
2,1
+ ‖u‖h
B˙
d
p
p,1
)
‖a‖h
B˙
d
p
p,1
. ‖u‖ℓ
B˙
d
2−1
2,1
‖a‖h
B˙
d
p
p,1
+ ‖a‖h
B˙
d
p
p,1
‖u‖h
B˙
d
p+1
p,1
.
On the other hand, the interpolation inequality implies that
‖uh‖2
B˙
d
p
p,1
. ‖u‖h
B˙
d
p−1
p,1
‖u‖h
B˙
d
p+1
p,1
,(5.47)
which leads to
(5.48)
‖u · ∇uh‖ℓ
B˙
−σ1
2,∞
.
(
‖u‖ℓ
B˙
d
2−1
2,1
+ ‖u‖h
B˙
d
p
p,1
)
‖u‖h
B˙
d
p
p,1
.
(
‖u‖ℓ
B˙
d
2−1
2,1
+ ‖u‖h
B˙
d
p−1
p,1
)
‖u‖h
B˙
d
p+1
p,1
To estimate g4(a, u
h), one can use (5.29) with σ = 1−d/p to show that for any smooth
function F vanishing at 0,
‖∇F (a)⊗∇uh‖ℓ
B˙
−σ0
2,∞
.
(
‖∇uh‖
B˙
1− dp
p,1
+
k0+N0−1∑
k=k0
‖∆˙k∇u
h‖Lp∗
)
‖∇F (a)‖
B˙
d
p−1
p,1
.
As p∗ ≥ p, the Bernstein inequality ensures that ‖∆˙k∇u
h‖Lp∗ . ‖∆˙k∇u
h‖Lp for k0 ≤
k < k0+N0. Hence, thanks to Proposition 3.6, the fact σ1 ≤ σ0 and 1−
d
p <
d
p , we have
‖g4(a, u
h)‖ℓ
B˙
−s1
2,∞
. ‖a‖
B˙
d
p
p,1
‖∇uh‖
B˙
1− dp
p,1
.
(
‖a‖ℓ
B˙
d
2−1
2,1
+ ‖a‖h
B˙
d
p
p,1
)
‖u‖h
B˙
d
p+1
p,1
.(5.49)
By inserting above all estimates into (5.15) yields (5.13). 
Noticing that the definition of Xp(t) in Theorem 1.1, it is easy to see that∫ t
0
(
D1p(τ) +D
3
p(τ)
)
dτ ≤ Xp + X
2
p ≤ CXp,0,(5.50)
since Xp,0 ≪ 1. In addition, one has
‖aℓ‖2
L2t (B˙
d
p
p,1)
. ‖aℓ‖
L∞t (B˙
d
p−1
p,1 )
‖aℓ‖
L1t (B˙
d
p+1
p,1 )
. ‖a‖ℓ
L∞t (B˙
d
2−1
2,1 )
‖a‖ℓ
L1t (B˙
d
2+1
2,1 )
and
‖ah‖2
L2t (B˙
d
p
p,1)
. ‖a‖h
L∞t (B˙
d
p
p,1)
‖a‖h
L1t (B˙
d
p
p,1)
.
Consequently, it is shown that∫ t
0
D2p(τ)dτ . X
2
p ≤ CXp,0.(5.51)
Finally, combining (5.50)-(5.51), one can employ nonlinear generalisations of the Gron-
wall’s inequality (see for example, Page 360 of [31]) and get
‖(a, u)(t, ·)‖ℓ
B˙
−σ1
2,∞
≤ C0(5.52)
for all t ≥ 0, where C0 > 0 depends on the norm ‖(a0, u0)‖
ℓ
B˙
−σ1
2,∞
.
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6. Proofs of main results
The last section is devoted to the proofs of Theorem 2.1 and Corollary 2.1.
6.1. Proof of Theorem 2.1. It follows from Lemmas 4.1 and 4.2 that
(6.1)
d
dt
(
‖(a, u)ℓ‖
B˙
d
2−1
2,1
+ ‖(∇a, u)‖h
B˙
d
p−1
p,1
)
+ (‖(a, u)ℓ‖
B˙
d
2+1
2,1
+ ‖∇a‖h
B˙
d
p−1
p,1
+ ‖u‖h
B˙
d
p+1
p,1
)
. ‖(f, g)‖ℓ
B˙
d
2−1
2,1
+ ‖f‖h
B˙
d
p−2
p,1
+ ‖g‖h
B˙
d
p−1
p,1
+ ‖∇u‖
B˙
d
p
p,1
‖a‖
B˙
d
p
p,1
,
where
‖z‖ℓ
B˙s2,1
,
∑
k≤k0
2ks‖∆˙kz‖L2 for s ∈ R.
Due to the fact p ≥ 2, the last term above can be bounded easily by Xp(t)[‖u
ℓ‖
B˙
d
2+1
2,1
+
‖u‖h
B˙
d
p+1
p,1
]. Next, we have
‖f‖h
B˙
d
p−2
p,1
. ‖au‖h
B˙
d
p−1
p,1
.
We decompose au = aℓuℓ + aℓuh + ahu. Hence, it is shown that
‖aℓuh‖h
B˙
d
p−1
p,1
. ‖aℓ‖
B˙
d
p−1
p,1
‖uh‖
B˙
d
p
p,1
. Xp(t)‖u‖
h
B˙
d
p+1
p,1
and
‖ahu‖h
B˙
d
p−1
p,1
. ‖ah‖
B˙
d
p
p,1
‖u‖
B˙
d
p−1
p,1
. Xp(t)‖a‖
h
B˙
d
p
p,1
.
It follows from Proposition 3.5 and Bernstein inequality that
‖aℓuℓ‖h
B˙
d
p−1
p,1
. ‖aℓuℓ‖
B˙
d
2+1
2,1
. ‖aℓ‖L∞‖u
ℓ‖
B˙
d
2+1
2,1
+‖uℓ‖L∞‖a
ℓ‖
B˙
d
2+1
2,1
. Xp(t)‖(a, u)
ℓ‖
B˙
d
2+1
2,1
.
Consequently,
‖f‖h
B˙
d
p−2
p,1
. Xp(t)
(
‖a‖h
B˙
d
p
p,1
+ ‖(a, u)ℓ‖
B˙
d
2+1
2,1
+ ‖u‖h
B˙
d
p+1
p,1
)
.(6.2)
In addition, it is easy to get
‖g‖h
B˙
d
p−1
p,1
. ‖u‖
B˙
d
p−1
p,1
‖∇u‖
B˙
d
p
p,1
+ ‖a‖
B˙
d
p
p,1
‖∇u‖
B˙
d
p
p,1
+ ‖a‖2
B˙
d
p
p,1
,(6.3)
where the last term can be estimated as
‖ah‖2
B˙
d
p
p,1
. Xp(t)‖a‖
h
B˙
d
p
p,1
,
‖aℓ‖2
B˙
d
p
p,1
. ‖aℓ‖
B˙
d
p−1
p,1
‖aℓ‖
B˙
d
p+1
p,1
. Xp(t)‖a
ℓ‖
B˙
d
2+1
2,1
.
Therefore, we arrive at
‖g‖h
B˙
d
p−1
p,1
. Xp(t)
(
‖a‖h
B˙
d
p
p,1
+ ‖(a, u)ℓ‖
B˙
d
2+1
2,1
+ ‖u‖h
B˙
d
p+1
p,1
)
.(6.4)
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Bounding ‖(f, g)‖ℓ
B˙
d
2−1
2,1
is a little bit more complicated. We claim that
‖(f, g)‖ℓ
B˙
d
2−1
2,1
. Xp(t)
(
‖a‖h
B˙
d
p
p,1
+ ‖(a, u)ℓ‖
B˙
d
2+1
2,1
+ ‖u‖h
B˙
d
p+1
p,1
)
.(6.5)
Here, we shall follow the similar strategy as in [8] and handle the nonlinear term I(a)Au
as example. To this end, we need the following two inequalities (see [8]):
(6.6) ‖Tfg‖
B˙
s−1+ d2−
d
p
p,1
. ‖f‖
B˙
d
p−1
p,1
‖g‖B˙sp,1
if d ≥ 2 and
d
d− 1
≤ p ≤ min(4, d∗),
(6.7) ‖R(f, g)‖
B˙
s−1+ d2−
d
p
p,1
. ‖f‖
B˙
d
p−1
p,1
‖g‖B˙sp,1
if s > 1−min
(d
p
,
d
p′
)
and 1 ≤ p ≤ 4,
where 1/p + 1/p′ = 1 and d∗ , 2dd−2 . Now, using Bony’s para-product decomposition,
one has that
I(a)Au = TAuI(a) +R(I(a),Au) + TI(a)Au
ℓ + TI(a)Au
h.
Thanks to (6.6) and (6.7) with s = dp , one can get
‖TAuI(a)‖
ℓ
B˙
d
2−1
2,1
. ‖Au‖
B˙
d
p−1
p,1
‖I(a)‖
B˙
d
p
p,1
. ‖a‖
B˙
d
p
p,1
‖∇u‖
B˙
d
p
p,1
,
‖R(I(a),Au)‖ℓ
B˙
d
2−1
2,1
. ‖a‖
B˙
d
p
p,1
‖∇u‖
B˙
d
p
p,1
.
Observe that the right-side norm of above two inequalities can be bounded by
‖a‖
B˙
d
p
p,1
‖∇u‖
B˙
d
p
p,1
. Xp(t)
(
‖uℓ‖
B˙
d
2+1
2,1
+ ‖u‖h
B˙
d
p+1
p,1
)
.
Since T maps L∞ × B˙
d
2
−1
2,1 to B˙
d
2
−1
2,1 , thus,
‖TI(a)Au
ℓ‖ℓ
B˙
d
2−1
2,1
. ‖I(a)‖L∞‖Au
ℓ‖
B˙
d
2−1
2,1
. ‖a‖
B˙
d
p
p,1
‖uℓ‖
B˙
d
2+1
2,1
.
In order to handle the last term in the decomposition of I(a)Au, we observe that owing
to the spectral cut-off, there exists a universal integer N0 such that(
TI(a)Au
h
)ℓ
= S˙k0+1
( ∑
|j−k0|≤N0
S˙j−1I(a)∆˙jAu
h
)
.
Hence ‖TI(a)Au
h‖ℓ
B˙
d
2−1
2,1
≈ 2k0(
d
2
−1)∑
|j−k0|≤N0
‖S˙j−1I(a)∆˙jAu
h‖L2 . If 2 ≤ p ≤ min(d, d
∗)
then one may use for |j − k0| ≤ N0
2k0(
d
2
−1)‖S˙j−1I(a)∆˙jAu
h‖L2 . ‖S˙j−1I(a)‖Ld
(
2j(
d
d∗
−1)‖∆˙jAu
h‖Ld∗
)
. ‖a‖
B˙
d
p−1
p,1
‖u‖h
B˙
d
p+1
p,1
. Xp(t)‖u‖
h
B˙
d
p+1
p,1
,
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and if d ≤ p ≤ 4, then it holds that
2k0(
d
2
−1)‖S˙j−1I(a)∆˙jAu
h‖L2 .
(
2j
d
4 ‖S˙j−1I(a)‖L4
)(
2j(
d
4
−1)‖∆˙jAu
h‖L4
)
. 2k0
(
2j(
d
p
−1)‖S˙j−1I(a)‖Lp
)(
2j(
d
p
−1)‖∆˙jAu
h‖Lp
)
. ‖a‖
B˙
d
p−1
p,1
‖u‖h
B˙
d
p+1
p,1
. Xp(t)‖u‖
h
B˙
d
p+1
p,1
.
Bounding other nonlinear terms is similar, so the details are left to the interested reader.
Hence, the inequality (6.5) is proved.
Inserting above estimates into (6.1) and using the fact that Xp(t) . Xp,0 ≪ 1 for all
t ≥ 0 guaranteed by Theorem 1.1, we conclude that
(6.8)
d
dt
(
‖(a, u)ℓ‖
B˙
d
2−1
2,1
+ ‖(∇a, u)‖h
B˙
d
p−1
p,1
)
+ (‖(a, u)ℓ‖
B˙
d
2+1
2,1
+ ‖a‖h
B˙
d
p
p,1
+ ‖u‖h
B˙
d
p+1
p,1
) ≤ 0.
In what follow, we shall see that interpolation plays the key role to get the time-decay
estimates. Thanks to −σ1 <
d
2 − 1 ≤
d
p <
d
2 + 1, it follows from the real interpolation
in Proposition 3.3 that
‖(a, u)ℓ‖
B˙
d
2−1
2,1
.
(
‖(a, u)‖ℓ
B˙
−σ1
2,∞
)θ0(
‖(a, u)ℓ‖
B˙
d
2+1
2,∞
)1−θ0
,(6.9)
where θ0 =
2
d/2+1+σ1
∈ (0, 1).
By virtue of (5.52), one can get
‖(a, u)ℓ‖
B˙
d
2+1
2,1
≥ c0
(
‖(a, u)ℓ‖
B˙
d
2−1
2,1
) 1
1−θ0 ,
where c0 = C
− 1
1−θ0 C
−
θ0
1−θ0
0 . In addition, it follows the fact ‖(∇a, u)|
h
B˙
d
p−1
p,1
≤ Xp(t) .
Xp,0 ≪ 1 for all t ≥ 0 that
‖a‖h
B˙
d
p
p,1
≥
(
‖a‖h
B˙
d
p
p,1
) 1
1−θ0 , ‖u‖h
B˙
d
p+1
p,1
≥
(
‖u‖h
B˙
d
p−1
p,1
) 1
1−θ0 .
Consequently, there exists a constant c˜0 > 0 such that the following Lyapunov-type
inequality holds
(6.10)
d
dt
(
‖(a, u)ℓ‖
B˙
d
2−1
2,1
+‖(∇a, u)‖h
B˙
d
p−1
p,1
)
+c˜0
(
‖(a, u)ℓ‖
B˙
d
2−1
2,1
+‖(∇a, u)‖h
B˙
d
p−1
p,1
)1+ 2
d/2−1+σ1 ≤ 0.
Solving (6.10) directly gives
(6.11) ‖(a, u)ℓ(t)‖
B˙
d
2−1
2,1
+ ‖(∇a, u)(t)‖h
B˙
d
p−1
p,1
≤
(
X
− 2
d/2−1+σ1
p,0 +
2c˜0t
d/2 − 1 + σ1
)− d/2−1+σ1
2
. (1 + t)−
d/2−1+σ1
2
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for all t ≥ 0. According to the embedding properties in Proposition 3.4, we arrive at
(6.12) ‖(a, u)(t)‖
B˙
d
p−1
p,1
. ‖(a, u)ℓ(t)‖
B˙
d
2−1
2,1
+ ‖(∇a, u)(t)‖h
B˙
d
p−1
p,1
. (1 + t)−
d/2−1+σ1
2 .
In addition, if σ ∈ (−σ˜1,
d
p − 1) with σ˜1 = σ1 + d(
1
2 −
1
p), then employing Proposition
3.3 once again implies that
(6.13) ‖(a, u)ℓ‖B˙σp,1
. ‖(a, u)ℓ‖
B˙
σ+d( 12−
1
p )
2,1
.
(
‖(a, u)‖ℓ
B˙
−σ1
2,∞
)θ1(
‖(a, u)ℓ‖
B˙
d
2−1
2,∞
)1−θ1
,
where
θ1 =
d
p − 1− σ
d
2 − 1 + σ1
∈ (0, 1).
Noticing the fact that
‖(a, u)(t)‖ℓ
B˙
−σ1
2,∞
≤ C0
for all t ≥ 0, with aid of (6.12)-(6.13), we deduce that
‖(a, u)(t)ℓ‖B˙σp,1
.
[
(1 + t)−
d/2−1+σ1
2
]1−θ1
= (1 + t)−
d
2
( 1
2
− 1
p
)−
σ+σ1
2(6.14)
for all t ≥ 0, which leads to
(6.15) ‖(a, u)(t)‖B˙σp,1
. ‖(a, u)(t)ℓ‖B˙σp,1
+ ‖(a, u)(t)‖h
B˙σp,1
. (1 + t)−
d
2
( 1
2
− 1
p
)−
σ+σ1
2
for σ ∈ (−σ˜1,
d
p − 1). Therefore, the proof of Theorem 2.1 is completed by B˙
0
p,1 →֒ L
p.

6.2. Proof of Corollary 2.1. Indeed, Corollary 2.1 can be regarded as the direct
consequence of Proposition 3.8. It follows from Proposition 3.8 with q = p, m = dp − 1
and k = −σ˜1+ ε with ε > 0 small enough. Furthermore, if we define θ2 by the relation
kθ2 +m(1− θ2) = l + d
(1
p
−
1
r
)
,
then one can take ε so small as θ2 > 0 to be in (0, 1). Therefore we have
‖Λl(a, u)‖Lr . ‖Λ
m(a, u)‖1−θ2Lp ‖Λ
k(a, u)‖θ2Lp
.
{
(1 + t)−
d
2
( 1
2
− 1
p
)−
m+σ1
2
}1−θ2{
(1 + t)−
d
2
( 1
2
− 1
p
)−
k+σ1
2
}θ2
= (1 + t)−
d
2
( 1
2
− 1
r
)−
l+σ1
2(6.16)
for p ≤ r ≤ ∞ and l ∈ R satisfying −σ˜1 < l + d
(
1
p −
1
r
)
≤ dp − 1· 
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